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ABSTRACT 
Popularity of Multiplayer Online Battle Arena (MOBA) video games has grown considerably, its popularity as 
well as the complexity of their playability, have attracted the attention in recent years of researchers from various 
areas of knowledge and in particular how they have resorted to different machine learning techniques. The papers 
reviewed mainly look for patterns in multidimensional data sets. Furthermore, these previous researches do not 
present a way to select the independent variables (predictors) to train the models. For this reason, this paper 
proposes a list of variables based on the techniques used and the objectives of the research. It allows to provide a 
set of variables to find patterns applied in MOBA videogames. In order to get the mentioned list, the consulted 
works were grouped by the used machine learning techniques, ranging from rule-based systems to complex neural 
network architectures. Also, a grouping technique is applied based on the objective of each research proposed.  
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1 INTRODUCTION
Videogames are already present in our everyday life. 
They have reached a massive audience from all ages 
due to their wide variety of genders and thematics. 
Those genders evolve trought time and originate new 
ones, for instance, Real Time Strategy games (RTS) 
originates at the early 2000’s a different sub-gender 
known as Massive Online Battle Arena (MOBA) [1]. 
 
There are many games that could be considered as 
MOBA predecessors. Although, the first videogame 
formally classified as a MOBA was Defence of the 
Ancients (DotA). It was created in 2003 by players of 
the RPG videogame Warcraft III. DotA is based on the 
Warcraft III lore, however, it has specific gameplay 
characteristics. These characteristics have become 
intrinsic to MOBA gender: 
 
Each match starts with two adversary teams, typically 
conformed of five players. Players work together as a 
team to achieve the ultimate victory condition which is 
to destroy their enemy's base whilst protecting their 
own [1]. Usually, both teams have main structures that 
are located at the opposite corners of the battlefield. The 
first team to destroy the adversaries' main structure 
wins the match [1]. Destroying other structures within 
the adversary team's base may provide other benefits. 
Defensive structures, which are usually automatic 
"towers", are located in place to prevent the base 
destruction. Each team is assisted by relatively weak 
computer-controlled units, called "minions", that 
periodically spawn in groups at both bases, marching 
down predefined paths (called "lanes") toward their 
enemy base. While their charges are counterbalanced 
by the adversary team's minions. Players can aid them 
which turns the minions into a useful army for striking 
the adversaries' defenses [2]. There are typically three 
(3) "lanes" on the battlefield that are the main ways of 
getting from one base to another. The lanes are known 
as top, middle and bottom lane, or, in gamer shorthand 
– "top", "mid" and "bot". Between the lanes is an 
uncharted area called "jungle" [3]. The "jungle" is a 
territory to neutral monsters that are hostile to both 
teams and appear in marked locations on the map 
known as "camps" [4]. Defeating neutral monsters 
brings various benefits to the players and their team, 
such as growth in power, buffs, or assistance in pushing 
the lane [5]. 
 
In 2009 and 2012 respectively born the most popular 
MOBA videogames: League of Legends (LoL) and 
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Defence of the Ancients II (DotA II). They maintain the 
gameplay described above: Two teams of five players 
have to destroy the nexus of the enemy team located in 
the different side of a predefined map. Fighting against 
defensive structures, player and non-player characters. 
 
Both achieved great popularity in the e-sports scenario. 
For instance, 2019 League of Legends World 
Championship got an online audience greater than one 
hundred million through several electronic platforms as 
Twitch [7]. Also, it got an in-site audience near to forty 
thousand people on the Shanghai Olympic stadium. 
 
Due to players face several real-time decisions with a 
wide spectrum of possibilities MOBAs are very 
complex videogames [8]. Mentioned complexity and 
their popularity have attracted a lot of researchers’ 
attention from various knowledge fields as psycology, 
marketing, computer science and artificial intelligence. 
Figure 1 shows the growth in the number of reviewed 
papers by year as evidence of the researchers’ interest 
since 2014. 
 
The above complexity had allowed the application of a 
wide spectrum of machine learning techniques from 
regression models [6] to different neural networks 
architectures [7]. Technique’s evolution will be 
presented in Section 2. 
 
There are several objectives related to MOBA’s 
research. For instance: how game dynamics 
differentiate one player from another [7], how the 
chosen avatar has impact in the odds to win a game [8]. 













Figure 1. Number of reviewed references per year. 
One important decision is how to define what items a 
player should buy in order to maximize his chance to 
win a game. As mentioned above, every decision in a 
MOBA videogame has a wide spectrum of feasible 
solutions turning them into complex optimization 
problem. Each player could buy until six items in each 
game from a pool higher than eighty options, for that 
reason, the number of possible builds is around 2.2e11 
combinations. 
 
According to the number of possible decisions that 
players can take, there are many variables to consider. 
In consequence the present work contains the sections 
describe below: Section 2 describes the most common 
machine learning techniques used on MOBA 
videogames with a special emphasys on what 
independent variables have been used in each 
technique. Section 3 groups the consulted researches by 
his objective and what independent variables have been 
used in each one. Section 4 presents a summary of the 
results and introduce the proposed list of relevant 
variables. Finally, Section 5 has main conclussiones and 
describes future works. 
2 MOBA’S MACHINE LEARNING 
TECHNIQUES LISTING 
An exhaustive research was performed in several 
academical repositories to collect researches related to 
MOBA videogames. Researches where investigators 
have used a machine learning technique was reviewed 
in detail to identify what techniques they were using 
and, the question investigators were trying to answer 
within the research. 
 
Every reviewed paper uses one or more techniques to 
solve its objective. These techniques were tabulated and 
clustered into categories. It helped to find the most 
popular technique categories: Heuristics, neural 
networks, regression models and trees-based models. 
Figure 2 shows their evolution through time. 
 
Most popular technique categories will be described in 
further sub-sections. As mentioned before, for each 
category will be listed the independent variables used 
by. Finally, there will be a sub-section to describe the 




Figure 2. Number of reviewed references grouped 
per year and technique category. 
2.1 Heuristics 
During early years, heuristics were the predominant 
models which mainly use rule-based systems. For 
instance, a decisions’ tree that will describe a rational 
agent who works like a novice players tutor [9] which 
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provide a rational agent the actions to execute whether 
the human player are dead, absent or under attack. 
 
This category also contains: To develop an Artificial 
Intelligence MOBA player [10], adjusting the difficulty 
of a rational agent based on player performance [11], to 
suggest the avatar to choose in order to maximize the 
odds to win a game [8] [12] and which items should be 
bought during a game [13]. 
 
Table 1 presents the independent variables used as 
predictors in heuristic models and their number of 
appearances in different papers. 
Table 1. Independent variables used in Heuristics 
Models. 
 
2.2 Regression Models 
Another relevant category during early years is 
regression models. They were applied mainly to predict 
which team will win a game. Then, as a classification 
problem the more used method has been logistic 
regression [6] [14] [15] [16] [17]. Regression models 
have also been used to explain how the way players and 
teams move influences the game result [18] or how 
game result is influenced by bought items [19]. Finally, 
researchers have used generalized linear models to 
model the performance on professional teams during 
the 2018 League of Legends world championship [20]. 
 
Regression models have used 65 different independent 
variables. Those that were used in more than one model 
were shown in Table 2. 
 
2.3 Tree-Based Models 
A recently popular category has been tree-based models 
as simple classification trees [21] and behavior trees 
[22]. However, most used methodology has been 
random forest: 
• to predict the learning ratio for a new player 
[16]. 
• to determine whether a skill or a usable item is 
available to be used [23]. 
• to predict the game outcome [24] [25] and  
• to suggest the avatar to be used into a game 
[17] [26]. 
They have used 38 independent variables. Table 3 
shows the variables that have been used into more than 
one model. 
Table 2. Independent variables used in Regression 
Models. 
Table 3. Independent variables used in Based-Tree 
Models. 
 
2.4 Neural Networks 
Recently, neural networks had become the predominant 
techniques during the last years. The variety of 
architectures in this group is remarkable. There could 
be found simple artificial neural networks [7] [27] [28] 
[19] [29], or more complex architectures: recurrent 
neural networks [30] [31] [32], convolutional neural 
networks [23], deep neural networks [33] [34] [35], 
fully-connected neural networks [26] [35], 
discriminative neural networks [36] and transformers 
[37]. 
 
Into the reviewed papers which used a neural network 
model were identified 42 independent variables. Table 
4 presents those used into more than one paper. 
 









Damage to heroes integer 2
Deaths integer 2
Gold difference between teams integer 2
Items vector 2















Attacked by tower boolean 1
Champion range float 1
Creep missing percentage of health points float 1
Distance between champions and creep float 1
Distance between champions and tower float 1
In turret boolean 1
Items vector 1
Partner AFK boolean 1
Partner alive boolean 1
Partner close boolean 1
Partner dead boolean 1
Partner recalling boolean 1
Safe in ally turret boolean 1
Teammate around boolean 1




Chosen hero vector 4
Items vector 3
Gold integer 2
Gold difference between teams integer 2
Kills difference between teams integer 2
Tower kills difference between teams integer 2
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2.5 Other Techniques 
In addition to the most popular categories, there are 
reviewed papers focused on to develop visualization 
methods to improve the comprehension about game 
patterns. They could be used by players [38] [39], 
coaches [40] [41] [42] [43] and spectators [44]. 
 
Also, classification models based on linear hyperplanes 
where support vector machines are the most popular [6] 
[45] [23] [17] accompanied by factorial [15]. 
 
Other categories are: Boosting [15] [46] [24] [17], 
clusterization [18] [47] [13] [29], Bayesians [6] [30] 
[15], behavioral [7] [48] [49] [50], bio-inspired [45] 
[51] [52], network analysis [53] [43] [54], mixed 
models [55] [56], recommender system [57] [27], fuzzy 
logic [58] [59], singular value decomposition [60], 
auto-regressive [61] and sequence analysis [50]. 
 
Summarizing the reviewed researches it is possible to 
notice: a) the intrinsic complexity of MOBA 
videogames let researchers to use a wide spectrum of 
machine learning techniques and b) there are variables 
which are repeated transversally in several researches, 
even when the used tecniques are evolve through time 
there are variables like the chosen hero present in three 
of the four tables shown. 
3 OBJECTIVE CATEGORIES 
As previous section clustered the reviewed papers into 
categories based on the applied machine learning 
techniques, this section will tabulate and cluster 
researches based in the paper objectives. Figure 3 
describes ths most popular categories. 
 
Figure 3. Number of researches per category. 
 
Each category will be explored in detail during the 
further sub-sections. Besides, aligned with the main 




Most popular category was called spatio-temporal. It 
refers to researches that have sought patterns related to 
how the game is developed in different map coordinates 
or different time slices: 
• To detect an experienced player based in the 
way that he navigates across the game map 
[18] [39] [41] [43]. 
• To develop rational agents which determine 
the best way to navigate the game map at a 
specific moment of the game [9] [10] [35]. 
• To analyze the advantage of one of the teams 
at a specific time during the game [28] and 
specifically when this advantage generates an 
irreversible snowball effect [38]. 
• To improve spectators experience by 
determining in which sectors of the game map 
the events most relevant to the game are taking 
place [46] [55]. 
• To predict the outcome of an encounter with 
two or more players [14] [61] [34]. 
• Finally, to determine whether an ability or an 
actionable item could be used [23]. 
 
Although, it was possible to identify 64 different 
independent variables that were used in the 
aforementioned research. Due to the variety of topics, 
only 3 were used in more than one work, these are 
presented in Table 5. 
 




The second category was called players. Players’ 
category groups the research that analyze 
characteristics of the players. These characteristics do 
not depend on the game condition, on the contrary, they 
tend to be present into every player’s game. In this 
category we found objectives such as: 
• To adjust automatically the level of difficulty 
for any player based on his historical 
performance [58]. 
• To predict the outcome of a game based on the 
historical performance of the players [62] [31] 
[50] 
• To categorizing players according to their 
historical performance and design analysis 
strategies to improve it [40] [41] [42] [43] 
[29]. 
• To analyze the learning speed of a new player 
[16]. 
• To predict based on their gaming habits if a 
player is at risk of quitting the game [48], the 




Gold difference between teams integer 3
Experience difference between teams integer 2
Positions of avatars tuples 2
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historical performance [33] [63] and,  
• how the player's social network within the 
video game affects the outcome of his games 
[53]. 
 
For this category, a total of 51 different independent 
variables were identified. Table 6 shows those used in 


















The researches that study the impact of the avatar 
selected by the players have been grouped into the 
champions category. Due to it is the way in which 
avatars are known within the MOBA League of 
Legends. The main objective in these researches has 
been to design champion recommendation systems [30] 
[27] [8] [12] [51] [17] [64] [60] [36] [26] [32] and 
predict the outcome of a game [15] [45] [7]. 
 
Although these works use a total of 18 different 
independent variables, the only one that appears in all 
researches is 'chosen-hero': a vector that represents the 
champion selected by one or more players. 
 
3.4 Victory 
Another of the objectives found in selected researches 
is the prediction of the winning team in a game. This 
category uses variables that are known at the beginning 
of the game [15] [27] [60] [43] [31] [65] [24] [25], at 
any time during the game [14] [62] or variables known 
at the end of a game in order to understand their 
influence on the result [66] [54] [20]. Therefore, this 
category will be called victory. 
 
Of the 49 independent variables used within this 
category, table 7 shows those that were used in more 
than one research. 
 
3.5 Team Composition 
A limitation commonly mentioned in research is how to 
introduce into the models the synergies that must exist 
between players of the same team. Related to this 
question the category of team composition was created 
for those papers that seek objectives related to the roles 
of each player within a team [6] [50], the analysis of 
player behavior in the composition of a team [7] [45] 
[67] [42] [68], predicting the outcome of a game 
considering synergies between players [15] [65] or 
optimizing the construction of a team of players [8] [32] 
[49] [52] [63]. 
 
Table 7. Independent variables used in Victory 
Research. 
 
A total of 45 different independent variables were 
identified in the works within this category. Table 8 













One of the least explored dimensions in the game is the 
purchase of items to equip each player's virtual avatar. 
In League of Legends, each player has the possibility of 
acquiring up to six objects throughout a game from a 
pool of more than 80 different objects, all with different 
benefits for the character. The researches that study this 
game characteristic were grouped within the category 
objects. These seek to develop systems that recommend 
to the player which are the objects to acquire during the 
game [13] [69] [19] [35]. 
 
In a similar way as in the champions category, the only 
variable that appears more than once in the item’s 
category is 'items': a binary vector that identifies 
whether or not a champion has a specific item equipped. 
 
It is important to mention that none of the researches in 
the item’s category considers the player’s resources 
when is generated a recommendation. It could be 









KDA Ratio float 2
Kills integer 2
Roles vector 2





Chosen hero vector 5
Gold integer 3
Gold difference between teams integer 3
Creeps integer 2
Creeps per minute float 2








Chosen hero vector 2
Creeps integer 2
Kills integer 2
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the suggested item. 
4 ANALYSIS OF RESULTS 
In total, 165 different independent variables were 
identified. This number is a consequence of the variety 
of objectives identified in the reviewed researches, 
therefore, many of these variables are used only in one 
paper or one objective category. 
 
The variables aggrupation presented could be useful for 
future researches, specifically, authors future work will 
be focus on: how to define the items that maximize the 
chance to win a game. In consequence, results related 
with the categories players, champions and items will 
be highlighted. These categories were selected based on 
the qualitative hypothesis described below: 
i. Players: These researches describe 
characteristics and play styles that are 
present in every player's games. It indicates 
that there may be a basket of items a player 
acquires in every game. 
ii. Champions: Each virtual avatar has 
different characteristics (speed, armor, 
attack speed, ability power, among others) 
just like each object, therefore, each 
champion can have a greater affinity with 
those objects that share similar 
characteristics. 
iii. Items: The papers within this category 
share the objective of future work. 
 
The set of independent variables identified (165) were 
mapped into the three chosen categories, as presented 
in Figure 4 only three variables are repeated in more 
than one category. 
 
Figure 4. Independent variables that are repeated 
throughout the categories of interests. 
 
'chosen_hero' variable is a binary vector that represents 
whether a player or a team has selected a specific 
champion. 'items' variable is also a binary vector that 
indicates whether a player or a team has equipped their 
champion with a specific object. 'roles' is a categorical 
variable that indicates the role of each player in the 
game. 
As evidenced in [70], in order to keep the champions 
balanced, the developer company makes adjustments to 
champion and item attributes, it happens in the same 
way with the objects, for that reason, the relations and 
synergies in ‘chosen_hero’ and ‘items’ variables are 
constantly changin. Therefore, using these vectors of 
binary variables as predictors could quickly become 
obsolete after an update. However, both variables can 
be expressed based on the attributes of champions and 
items, so these predictors will not be linked to a specific 
champion / item with specific characteristics but to any 
champion / item whose attributes are similar to the 
vector of attributes trained by the model. 
5 CONCLUSIONS 
Thanks to the exhaustive papers review, built categories 
and variables match, presented in previous sections, it 
is possible to conclude: 
i. Reviewed papers do not show a consistency 
in the independent variables use, even in 
researches with related objectives. It 
suggests variables were mainly chosen by 
the authors preferences and it is not related 
to previous researches or a specific 
methodology. 
ii. It is possible to determine the chosen hero, 
the items and roles are the most commonly 
used variables and, for that reason, they 
could be considered as a baseline variables 
to machine learning applications in MOBA 
videogames. 
 
Author’s future work will be focused on the importance 
of bought items in the victory probability during a 
match. Below the acquire lessons that will be useful: 
i. Variables mentioned (chosen hero, items 
and roles) will be used as baseline 
predictors to train machine learning 
models to determine the impact of items 
in the probability to win a match. 
ii. Due to the periodic changes in the 
champion and items stats [71] future 
works will suggest representing the 
independent variables (chosen hero and 
items) in a way agnostic to the current 
game patch. So far, they were represented 
as binary vectors, in consequence, the 
stats updates made trained models less 
relevant with every patch. 
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iii. None of the researches reviewed consider 
into their models the player available 
resources, it means, suggestions made are 
optimal ones considering a player can buy 
any item he wants in any time during the 
game. Then, considering available 
resources when suggesting an item will be 
an exclusive contribution of future works. 
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