Starting from a distribution z, we develop a non-negative polynomial minimum-norm likelihood ratio ξ such that dp = ξdz satisfies a certain type of shape restrictions. The coefficients of the polynomial are the unique solution of a mixed conic semi-definite program.
Introduction
Likelihood ratios are ubiquitous across all fields of (social) science where models are designed, approximated, tested, and compared. We add to existing polynomial likelihood approximations with two important extensions. First, our expansion is non-negative across the entire support of the distribution z, making it a true likelihood ratio. Second, it allows for (in)equality constraints, formulated in terms of the moments of the target distribution p, as well as additional constraints on the coefficients of the polynomial expansion.
The innovation of our approach is to connect the linear structure inherited from its Hilbert space formulation with results on positive polynomials. 1 The resulting problem is highly tractable, and we obtain the coefficients of our expansion as the solution of a rapidly solvable convex optimization program. The choice of polynomials over, for example, exponentials, is motivated from several considerations. First, it is very common for researchers in academia and industry alike to work with linear models, a special case of a polynomial model. The second reason is that under regularity conditions 2 polynomials are a basis of the space we will be working in, and therefore serve as natural approximation devices. 3 The third reason is that only with polynomials we can link to the extensive literature on the truncated moment problem, that comes with a rich set of properties that are indispensable for our approach.
Our technology can be applied widely across all fields of (social) science. Below we enumerate some ideas in a non-exhaustive list primarily concerned with economics, finance, and information theory. Applications arise naturally in any field using model-, or data-induced distributions. In Appendix C, we describe the ideas below in more detail.
Approximate distributions The framework in Filipović et al. (2013) answers the question how to best approximate a distribution of which only moments are known, around an auxiliary distribution. In a similar setting, Aït-Sahalia (2002) develops expansions for transition densities of nonlinear diffusion processes, approximating the moments trough the infinitesimal generator. The convex program developed in this paper can be used for the same purpose, adding the benefit that it yields a non-negative likelihood ratio across the entire support, a feature the above-mentioned expansions are 1 Positive polynomials are tightly related to so-called moment matrices and in turn to the truncated moment problem. The truncated moment problem asks the question whether a given sequence s 0 , s 1 , . . . , s n agrees with the sequence of moments µ 0 , µ 1 , . . . , µ n of a probability distribution, and if so, what is the smallest such distribution (with the smallest number of atoms in its support).
2 Filipović et al. (2013) derive exponential tails of z as a sufficient condition on unbounded state spaces. On compact support, the Stone-Weierstrass theorem guarantees convergence. 3 We do not consider, rely on, or make use of asymptotics in this paper.
lacking. Furthermore, our approach can accommodate additional inequalities, formulated in terms of moments of the target distribution, as well as additional constraints on the coefficients of the expansion, such as a LASSO regularization.
Information theory and machine learning Our framework yields the smallest tilt to change from a distribution z to a target distribution p, such that moment restrictions are satisfied. The squared norm of the tilt corresponds to a χ 2 f-divergence (Csiszár, 1967; Nguyen et al., 2010) , an object of information theory that measures the distance between two distributions. This application is admissible and feasible only with a non-negative likelihood. Such f-divergences are often used as objective functions in machine learning.
Expert opinion Given a base model, our program yields the smallest tilt necessary such that expert opinion in the form of moment restrictions can be incorporated. For instance, any time-series model could be adapted to reflect market or survey expectations. As the base model can be maintained, since the necessary modifications are implemented via a multiplicative tilt, our framework can easily and quickly accommodate different expert opinions without costly and error-prone model changes.
Financial applications The squared minimum-norm likelihood ratio is identical to the Hansen and Jagannathan (1991) bound, the maximal attainable Sharpe ratio. A trading strategy on the basis of this likelihood ratio is optimal with respect to the Sharpe ratio criterion and can be replicated from option portfolios. Automated investment advice could therefore be engineered from easily queried information such as "what is your expectation of the market return?". As a second application in the context of financial economics, we show in a companion paper (Bryzgalova and Schneider, 2019) within a slightly modified framework, how an arbitrage-free linear asset pricing model necessitates an additional nonlinear part of the model that can not be seen by the econometrician who is merely concerned with linear pricing equations. This paper is not the first exploiting positive polynomials, their relation to moments, and convex programming. The driving force behind new developments in applications are the mathematical achievements presented, developed, and elaborated in Lasserre (2010) and Schmüdgen (2017) . In the same framework as FMS, Ackerer and Filipović (2019) develop algorithms to circumvent the Gram-Schmidt process for the computation of orthogonal polynomials. In economics, Renner and Schmedders (2015) solve linearrational expected utility problems using the same principles as this paper. Ryu and Boyd (2015) , Schneider and Trojani (2019) and Schneider (2019) exploit the relation between positive polynomials and the truncated moment problem to find the minimal support for numerical quadrature and scenario analysis.
Program
We start from a distribution z supported on D ⊆ R d . 4 Consider the space
where t := (t 1 , . . . , t d ). In practice, the inner product (·, ·) will be a sample average, (x, y) = n i=1 x i y i , for i.i.d. draws x i , y i , or come from a model induced from theory or statistics, such as a kernel density, or a time series model. Denote by R[t] the ring of polynomials on R d , and by R[t] n the subset of polynomials ξ ∈ R[t] with degree deg(ξ) ≤ n. We use the standard canonical monomial basis with lexicographic ordering, t n := (1, t 1 , . . . , t d , t 2 1 , t 1 t 2 , . . . , t 2 d , . . . , t n 1 , t n−1 1 t 2 , . . . , t n d ),
as well as multi-index powers t α := (t α 1 1 , . . . , t α d d ) for α ∈ N d 0 , where the length |α| = α 1 + · · · + α d . Any polynomial ξ n ∈ R[t] n can also be written as ξ n (t) = ξ n t n , where ξ n is the coefficient vector. Denote by M n (D) := {ξ ∈ R[t] n : ξ ≥ 0, t ∈ D} the set of nonnegative polynomials with maximal degree n on D. Our goal is to find ξ n ∈ M n (D) that satisfies (ξ n , 1) = 1, such that it represents a likelihood ratio, and we can write dp = ξ n dz.
for a distribution p, absolutely continuous with respect to z. We call such a ξ n a polynomial likelihood ratio (PLR). At the same time, we would like the resulting distribution p to satisfy additional constraints while remaining as close as possible to z. We consider particular types of constraints that are linear in ξ n making up the below optimization program.
where f 1 , . . . , f m , g 1 , . . . , g l are linearly independent polynomials with maximal degree smaller or equal than n, and where we routinely set f 1 = 1, c 1 = 1, to ensure that ξ n is a likelihood ratio. We also introduce the convex set K above, put in brackets, that may be used to incorporate additional constraints, such as a LASSO penalization of the coefficients of the polynomial ξ n . For feasibility, we need m + l ≤ n. Note that without the constraint ξ n ∈ M n (D) and the inequalities for g 1 , . . . , g l , program (3) would be a stan-dard minimum L 2 z norm problem that could be solved via the projection theorem as done in Filipović et al. (2013) . In its full form, program (3) defines a minimization on a semi-algebraic, respectively, real-algebraic set associated with the positivity of the polynomial ξ n ∈ R[t] n and the (in)equalities. Instead of formulating the problem directly in this way, we exploit first the linear structure of the solution of minimum-norm problems in Hilbert space in Section 3, and approach the semi-algebraic problem subsequently with this solution at hand.
Proposition 2.1. If card supp D > n and the constraints are feasible with non-empty interior, then program (3) has a unique optimal solution.
In the next section, we validate Proposition 2.1 step by step. Alongside with this process, the program's numerical implementation is a natural and useful side product.
Solution of program
To develop a solution to the program (3), we first exploit that we work in Hilbert space, which allows us to express the functional equalities as matrix equations. The (in)equalities in Eq. (3) are linear in ξ n . With slack variables s 1 , . . . , s l ≥ 0 we can rewrite them as
From Luenberger (1997, Chapter 3, Theorem 2.), any feasible minimum norm solution ξ n must be of the linear form
where the coefficients β i satisfy the equations
. .
To map the polynomials f 1 , . . . , f m , g 1 , . . . , g l , and in particular any solution, to the monomial basis, we make use of a selection matrix S that can be precomputed such that (f 1 , . . . , f m , g 1 , . . . , g l ) = S t n . We can then write system (5) as
where the moments µ i,j := D t α i +α j dz(t) populate the moment matrix 5
Lemma 3.1 (Feasibility). For any given s 1 , . . . , s l , system (5) is feasible and its solution is unique.
Proof. The polynomials f 1 , . . . , f m , g 1 , . . . , g l are linearly independent. The matrix SH n S is therefore of full rank from Schmüdgen (2017, Lemma 17.26, Proposition 17.27) , and hence invertible.
For any solution b, the coefficient vector ξ n in terms of the monomial basis is then given by ξ n = S b, and as before ξ n = (ξ n ) t n .
It is easy to check that the family of polynomials ξ n in L 2 z form a closed subspace, say L 2 z,n , that is itself a Hilbert space. From the subspace K generated by f 1 , . . . , f m , g 1 , . . . , g l , the constraints are a translation of K ⊥ , the orthogonal complement of K, by c. We can therefore uniquely represent ξ n ∈ L 2 z,n as
where ξ n lies in K and ξ • n lies in K ⊥ (Luenberger, 1997, Theorem 1 §3.5). The next step computes ξ
Any solution ξ
• n ∈ ker A • , and as before we write ξ • n = (ξ • n ) t n as a vector inner product against the monomial basis. Figure 1 gives a visual account of the procedure in a simplified setting. Finally, with all constraints satisfied, we must ensure that ξ n = ξ n + ξ • n ∈ M n (D). For this purpose, we state a number of results on non-negative polynomials from the literature on algebraic geometry in Appendix A. In the univariate case, we can characterize the set M n (D). In the multivariate case, we can present a sufficient condi- tion, to ascertain that the polynomial be in M n (D). The reason is that in the univariate case, non-negative polynomials are necessarily sums of squares of polynomials (SOS), while in the multivariate case there exist non-negative polynomials that are not SOS. The stated results stem from a long history and many different authors, and are collected in Schmüdgen (2017) , where also their proofs can be found.
Case D = R d : Keeping in mind that n is an even integer, we have from Propositions A.1 and A.2, that for ξ n ∈ M n (D) we must ensure that ξ n = t n/2 G t n/2 , for G 0.
Case D = R + : Likewise, from Proposition A.1, we have ξ n = t n/2 G t n/2 + t t n/2−1 H t n/2−1 , for G, H 0.
Case D = [a, b]: Again from Proposition A.1,
Two ensure equality of the polynomials above, it suffices to ensure equality of the coefficients between the monomials on the left-, and right-hand sides. This leads to a linear system in the elements of G, (H). Denote the right-hand side of this system as T (G, (H)), so that ξ n = T (G, (H)) must hold. Taking as an example the case D = R this system of equalities reads for the symmetric and positive semidefinite matrix G as
Finally, for the minimization it is convenient to use the squared norm as an objective function rather than the norm itself. This does not change the result, since the norm is non-negative, and we can write 
The minimization is over u, the coefficients b, b • , 7 the slack variables s 1 , . . . , s l , as well as the nuisance parameters populating the matrices C and G. Inequality ( * ) is an (affine) quadratic cone, while inequality ( ) describes a positive semi-definite matrix variable. The decomposition (8) into ξ n + ξ • n is unique (Luenberger (1997, Theorem 1 §3.5)), and therefore ξ n = ξ n + ξ • n , since ξ ∈ K and ξ • ∈ K ⊥ . Since for each s 1 , . . . , s l , ξ n is already minimal by Luenberger (1997, Chapter 3, Theorem 2.), it suffices to minimize ξ • n , that does not depend on s 1 , . . . , s l . Since norms are convex functionals, and the constraint set is an intersection of convex sets (also if an additional constraint ξ n ∈ K, K convex, is used) and hence convex, its solution is unique, if the feasible set has non-empty interior and satisfies Slater's condition. Consequently there exists no polynomial with smaller norm, satisfying the constraints. In Appendix B, we illustrate the approach with a simple example starting from a Gaussian distribution with two moment constraints.
Application: Optimal trading strategy
In this section, we provide details for one of the financial applications stated in the Introduction 1. We develop an optimal option trading strategy, with respect to the Sharpe ratio criterion, using the moments of a non-parametric kernel regression as the initial distribution z = P, and the structure imposed by no-arbitrage as "expert opinion" to yield a pricing distribution p = Q.
No-arbitrage ensures the payoff X has price P(X) and a representation in terms of an expectation
where B is the price of a zero coupon bond, Q is a forward measure, and P is the real-world, or physical measure. When there are many different distributions Q that satisfy the above pricing equation, markets are incomplete.
In most applications, one then identifies a unique pricing distribution Q by setting
This choice has a number of justifications. First, the above problem is usually highly tractable. Secondly, min E P dQ dP 2 coincides with the Hansen and Jagannathan (1991) bound on possible Sharpe ratios, and therefore bears economically appealing meaning. Thirdly, a trading strategy replicating the payoff − dQ dP is optimal with respect to the Sharpe ratio criterion (Schneider, 2015) .
To connect to our program (3), we identify z with P, p with Q, and (X, Y ) = E P [XY ] for X, Y ∈ L 2 P , and ξ with dQ dP . Our object of interest is the value of the S&P 500 index S, with observable forward price F := P(S)/B, and forward gross return R := S F ∈ R + . We then consider ξ 2 = ξ 0 + ξ 1 R + ξ 2 R 2 , with the moment constraint E P [ξ 2 R] = 1 naturally deriving from no-arbitrage relation (10).
The cone M 2 (R + ) here is characterized by case 2 in Proposition A.1. Once we have solved the above optimization problem, we express the constrained polynomial likelihood ratio in terms of simply compounded returns r := R−1 as
To facilitate trading in terms of liquid financial instruments, we use the expressions
so that
The prices P((S−F ) + ) =: call(F ), and P((F −S) + ) =: put(F ) are observable European at-the-forward call and put option prices, and
is therefore an viable strategy, approximating the optimal Sharpe ratio trade. To estimate P, we make use of time series information of the simply compounded S&P 500 forward returns, and employ non-parametric kernel regression using the VIX implied volatility index as conditioning variable to estimate the moments to populate the matrix H n in program (9). Note that this matrix is the only input needed from the distribution z.
We use monthly data with monthly maturity from 1996-2017 for our empirical study. Figure 3a shows the first conditional moment from the kernel regression, that is strictly positive over the entire time span. Solving program (9) for every data point then yields a time series of ξ 2 , with time-varying coefficients. The program is feasible for every observed data point. The time series of the corresponding likelihood ratio ξ 2 can be seen in three dimensions in Figure 2 to be pronouncedly smooth and monotonically decreasing in r.
Panel 3c shows the coefficients of the likelihood expansion. They are stable and highly persistent. The coefficient s 2 is always positive, and s 1 is always negative, yielding an everywhere positive difference s 2 − s 1 over time. As a consequence the optimal trading strategy is always short at-the-forward puts. The sign of the coefficient s 1 + s 2 is negative for every data point in our sample, and as a consequence the trading strategy is always long the at-the-forward call option. To understand the exposure of trading strategy (16), its linear part −s 1 r agrees with the first-order Schneider (2015) optimal Sharpe ratio payoff, that does not impose positivity. The exposure −s 2 r 2 is solely due to the nonnegativity restriction. Since −s 1 r < −s 1 r − s 2 r 2 if |s 2 | > 0, we expect ex-ante the realized Sharpe ratio of (16) to be smaller than the realized Sharpe ratio of −s 1 r. Figure 4 confirms our economic prior. Trading strategy (16) generates an average monthly return of 0.18%, while the skewed distribution of the linear strategy generates an average monthly return of 0.55%, but also with a much larger standard deviation. The corresponding realized Sharpe ratios are 0.072, respectively 0.086.
Conclusion
We develop a non-negative polynomial minimum-norm likelihood ratio (PLR) subject to moment constraints. The coefficients of the PLR are obtained from the solution of a mixed conic semi-definite convex program. The PLR is flexibly usable in any situation where an initial model should be changed as little as possible to reflect certain moment conditions, or for model selection in fields such as statistics, finance, and economics. In particular, it accommodates linear models and prescribes the minimum addition, to ensure non-negativity.
.
A Positive Polynomials

A.1 Univariate Case
In the univariate case we have Proposition A.1 (Schmüdgen (2017) ). For any positive integer n, 
A.2 Multivariate Case
In the multivariate case, nonnegative polynomials exist that are not SOS. Since we merely want to assure non-negativity, and a SOS polynomial is certainly non-negative, it is sufficient for our purpose to work with SOS polynomials. Any such polynomial has a representation as a quadratic form (the proof is in Schmüdgen (2017, for Proposition 13.2))
Note that we do not make a distinction between different D here. However, if a polynomial is non-negative on R d , then certainly it is non-negative on D ⊆ R d .
B Example: Tilting Gaussian Density
To investigate a simple example, take the univariate case of a standard Gaussian random variable, so that
We want to find a second-order polynomial likelihood ratio dp dz = ξ 2 (t) = ξ 0 + ξ 1 t + ξ 2 t 2 , non-negative over R, and with minimum norm in L 2 z , such that p is as close as possible to z, and (ξ 2 , 1) = R ξ 2 (t)dz(t) = 1, as well as (ξ 2 , t) = R tξ 2 (t)dz(t) = R tdp(t) = µ. From solution (4) and system (5), ξ 2 = β 1 + β 2 t, with the system β 1 (1, 1) + β 2 (1, t) = β 1 = 1 β(1, t) + β 2 (t, t) = β 2 = µ. Therefore, ξ 2 = 1 + µt. To compute ξ • 2 , we need that
The polynomial ξ • 2 therefore has the form ξ (1, t) = γ 11 + 2γ 12 t + γ 22 t 2 .
Comparing coefficients,
From the positive semi-definite matrix we have information about the determinants of the minors: γ 11 ≥ 0 and γ 11 γ 22 − γ 2 12 ≥ 0. Hence, γ 11 γ 22 ≥ µ 2 /4, and −(1 + ξ 
• 20 ≤ −1/2 − 1 − µ 2 /2 gives the solution ξ 2 (t) = 1 + µt − 1/2(1 + 1 − µ 2 )(1 − t 2 ).
C Applications
C.1 Approximate distributions
Starting from an auxiliary density z, both, Aït-Sahalia (2002, AS), and Filipović et al. (2013, FMS) , are concerned with finding a polynomial x n ∈ R[t] n , such that x n dz is as close as possible to a distribution p of which only the moments µ 0 , µ 1 , . . . , µ n are known. 8 For this purpose, they work in the space of functions that are square-integrable with respect to z. Denote this space by L 2 z with the same inner product as in (1). Under regularity conditions, with precise assumptions stated in AS and FMS, polynomials are a basis of this space. For each n, AS and FMS then solve the following problem, minimize x n subject to (x n , t i ) = µ i , i = 0, . . . , n.
The solution to this problem is analogous to the solution of Eq. (5). From the projection theorem (Luenberger, 1997) , an equivalent and identical solution of this problem is given by
where y i are orthonormal with respect to z. Thus, one can choose to solve a linear system of equations as in (5), or develop an orthonormal system of polynomials. The difference between AS and FMS is that AS approximates the moments µ i of a general nonlinear diffusion process using Dynkin's formula, and FMS develop expansions from models with known moments. The drawback of the AS and FMS expansions are that they are not everywhere non-negative. This paper adds the polynomial with the smallest norm to the solution (17), such that the resulting polynomial is non-negative.
C.2 Information theory and machine learning
For two distributions z and p, such that p is absolutely continuous with respect to z, f-divergence D f (z p) is defined as D f (z p) := f dp dz dz (18) where f is a convex function such that f (1) = 0. With f (x) := x 2 − 1, Eq. (18) becomes the Pearson χ 2 -divergence. From the solution of system (3), with (ξ n , 1) = 1 and ξ n ∈ M n imposed, ξ n − 1 is therefore such a Pearson χ 2 -divergence, where the additional moment constraints are satisfied at minimal cost, in the sense of minimal divergence between z and p. This may prove useful in probabilistic machine learning, where f-divergences are used as objective functions in supervised and reinforcement learning.
C.3 Expert opinion
Imagine a model with distribution z describing an object of interest, for example the number of airplane passengers on a route as a function of ticket and oil prices. Suppose that a higher number x of passengers is expected by an expert due to an event in the proximity of this route. The technology in this paper can incorporate this increased expectation through the minimal modification ξ n yielding a model dp = ξ n dz reflecting this expert opinion.
minimize ξ 2 subject to (ξ 2 , −t) ≤ x ξ 2 ∈ M 2 .
