This study highlights the role that critical events play in the demobilization of protest campaigns. Social movement scholars suggest that protest campaigns demobilize as a consequence of polarization within the campaign or the cooptation of the campaign leaders. I offer critical events as an alternative causal mechanism and argue that protest campaigns in ethnically divided societies are particularly combustible, as they have the potential to trigger unintended or unorchestrated communal violence. When such violence occurs, elite strategies change, mass support declines, and the campaign demobilizes. An empirical investigation of the dynamics of the demobilization phase of the anti-foreigner protest campaign in Assam, India, between 1979 and 1985 confirms this argument. A single group analysis is conducted to compare the dynamics of the campaign before and after the communal violence by using time series event data collected from The Indian Express, a national newspaper. The study has wider implications for the literature on collective action, as it illuminates the dynamic and complex nature of protest campaigns.
This study highlights the role that critical events play in the demobilization of protest campaigns. In the context of an ongoing protest campaign, critical events may alter protesters' tactics and their willingness to continue demonstrating, leading to the demobilization of the campaign. Typically, social movement scholars argue that protest campaigns demobilize as a consequence of a polarization between radical and moderate protesters or the cooptation of the campaign leaders. I offer critical events as an alternative causal mechanism and argue that protest campaigns in ethnically divided societies are particularly combustible, as they have the potential to trigger unintended communal violence.
1 When such violence occurs, elite strategies change, mass support declines, and campaigns demobilize.
The connection between critical events and the demobilization of a campaign has remained largely undertheorized mainly because scholars have typically associated critical events with increased protest activity (Meyer and Staggenborg 1996; Rasler 1996) . For instance, Rasler (1996) shows that the burning down of the Abadan cinema resulting in 400 deaths was one of the important critical events that escalated the protests during the Iranian revolution. Similarly, Lohmann (1994) argues that President Gorbachev's visit to East Germany in October 1989 where he publicly urged East German leaders to implement reforms was seen as a signal that the Soviet military forces would not intervene if people started protesting. In both cases, critical events are seen as having an escalatory effect on mass protests against the regime. Nonetheless, critical events can also have a de-escalatory effect. According to Staggenborg (1993:320) , critical events are significant turning points that, whether intentional or not, alter expectations and perceptions of threats and opportunities, affecting the outcomes of protest campaigns. This definition allows for the possibility that critical events can lead to the demobilization of a protest campaign. For instance, the 1990-1991 Gulf War was responsible for the demobilization of the First Intifada protest campaign. Until the Gulf War, Palestinian leaders used nonviolent tactics to convey their message to the international community, knowing that Israel's military response would evoke international criticism. The onset of the Gulf War, however, shifted international attention away from the campaign and created an opportunity for the Israelis to clamp down on the Palestinian activists by imposing a total curfew, limiting the Intifada's activities significantly (Alimi 2009:228-229) .
To investigate how critical events can demobilize a protest campaign, I conduct a quantitative analysis of a single case study, the anti-foreigner protest campaign in the northeast Indian state of Assam between 1979 and 1985 . The critical event in the Assam protest campaign proved to be the 1 Communal violence refers to an intense, sudden, though not necessarily wholly unplanned, lethal attack by civilian members of one ethnic group on civilian members of another ethnic group, with the victims chosen because of their group membership (Horowitz 2001:1) . The intention to kill and the civilian nature of the perpetrators and the victims are the defining characteristics of communal violence.
unexpected rise of communal violence in February 1983. By using original and fine-grained data collected from The Indian Express, a daily newspaper, I demonstrate that the 1983 communal violence played a major role in the demobilization of the campaign in this ethnically divided state. Though the communal violence was neither planned nor directed by the protesters, it had a significant impact on the campaign by compelling the campaign leaders to suspend protests temporarily and leading to the withdrawal of one of the main ethnic groups that originally supported the campaign. Consequently, protests declined dramatically, never reaching the levels they did during the first four years of the campaign.
This study makes several important contributions to the theoretical literature. First, it examines the link between critical events and the demobilization process of a protest campaign. Second, this research expands our understanding of how protest campaigns demobilize. So far, scholars have mostly identified the use of violence or the creation of formal organizations as the main determinants of demobilization (Chenoweth and Stephan 2011; Nepstad 2011; Piven and Cloward 1977; Tarrow 1989) . This study identifies communal violence in ethnically divided societies as another causal explanation. In societies where multiple ethnic groups compete for power, communal violence that occurs during a protest campaign, yet is not directed by the campaign leaders, is likely to lead to demobilization. Communal violence pushes protest leaders to change strategies and results in the withdrawal of and rank-and-file support. Third, this research brings a more nuanced understanding to the effects of violence on the demobilization of protest campaigns. Traditional studies of nonviolent resistance campaigns assume that opposition groups choose to pursue nonviolent strategies and strictly adhere to such tactics even when faced with severe repression. If they fail to maintain nonviolent discipline, then the campaign is more likely to fail to achieve its political goal as protesters leave the streets in the face of violence. In short, the use of nonviolent tactics is an important factor that avoids the premature demobilization of the campaign before groups gain important concessions from the government (Chenoweth and Stephan 2011; Nepstad 2011; Schock 2005 Schock , 2013 Sharp 1973) . Nonetheless, social movement scholars who have studied the dynamics of protest campaigns note that radical groups frequently use violence, and this development allows the state to distinguish the radicals from the moderates. By making concessions to the moderates, state leaders are able to demobilize the protest campaign by coopting the moderates while isolating the radicals (Della Porta and Tarrow 1986; Tilly 1978) . Both of these strands of research assume that violence is a tactical choice designed to achieve political goals.
2 Yet, I argue that violence is not necessarily 2 My understanding of protest campaign is similar to that of social movement scholars in that it involves both types of actions: nonviolent ones as well as low-level forms of violence, short of organized military operations. While demonstrations, boycotts, or strikes are nonviolent tactics typically used during protest campaigns, the potential for a violent outbreak exists, as people might throw stones, break windows, or set vehicles on fire.
strategic, and when it is unorchestrated in the context of a protest campaign, it can produce a shock that may demobilize a protest campaign, as happened in Assam. Thus, the aim of this study is to examine protest campaigns and improve our understanding of their dynamics in terms of how and when the scale and scope of protest actions escalates or de-escalates.
Theoretical foundations: The demobilization of protest campaigns and critical events
Scholars who have studied protest campaigns frequently suffer from two limitations. First, scholars have mostly focused on the factors that predict success and have only included failed nonviolent campaigns as negative cases to identify the conditions for the achievement of the campaign's stated goals (Chenoweth and Stephan 2011; Nepstad 2011; Schock 2005) . This approach tends to overlook dynamics that are unique to unsuccessful outcomes. Second, scholars of protest campaigns usually pay more attention to the origins and spread of mobilization rather than the demobilization process (Koopmans 1997; McAdam 1983; Tarrow 1998; Tilly 1978) . Although demobilization is a crucial process that occurs within the trajectory of protest campaigns, it has attracted surprisingly little theoretical attention.
3 Of the few scholars who do study demobilization, the focus is on the cooptation or polarization processes. For instance, Piven and Cloward (1977) argue that the development of formally structured organizations greatly increases the prospects for elite influence and the cooptation of campaign leaders, thus, diminishing the campaign's disruptive potential. Others such as Tarrow (1989) and Della Porta and Tarrow (1986) maintain that demobilization is the inevitable outcome of the expansion of a protest campaign and is largely driven by the polarization between moderates and radicals.
I advance a causal mechanism for demobilization that is different from either cooptation or polarization. I suggest that protest campaigns can demobilize because of critical events that constrain the leadership's protest strategies. Critical events are important turning points that affect public and elite attention to campaigns (Staggenborg 1993:320) .
Scholars have examined critical events in different contexts in political science. For instance, several International Relations scholars have studied the impact of critical events or shocks in the de-escalation or termination of strategic rivalries (Goertz and Diehl 1995; Rasler, Thompson, and Ganguly 2013) . While critical events are not sufficient to terminate or de-escalate 3 Demobilization refers to the process by which protesting decreases in scale and scope and eventually ends (Tilly and Tarrow 2007) . While demobilization typically evokes an unsuccessful outcome, these two concepts are distinct. Although the demobilization of a nonviolent campaign often leads to its failure, demobilization might also precede a successful outcome. For example, the demobilization of the Baltic and Crimean Tatar protests in 1987 and 1988 under coercive measures eventually led to a successful outcome, as they triggered other protests, ending with the fall of the Soviet Union (Beissinger 2002). rivalries, they can contribute to a process of de-escalation of rivalries when political leaders take advantage of the uncertainty caused by the disruption of routine expectations (Rasler et al. 2013:13-19) . Scholars of Historical Institutionalism also have sought to understand institutional change via critical junctures (Collier and Collier 2002; Mahoney 2001; Polanyi 1957) . Critical junctures relax structural influences (economic, cultural, organizational, and ideological) on political action significantly for a short period of time, widening the options available to political actors. The consequences of powerful actors' decisions during critical junctures typically have long-term consequences (Capoccia and Kelemen 2007) . Both strands of research, however, mostly emphasize the relaxation of structural constraints and the widening of political options, rather than structural changes that narrow the options available to political actors.
While studies of protest campaigns have examined the escalatory impact of critical events (Rasler 1996; Shawki 2012) , with the notable exception of Staggenborg (1993) , few scholars have provided theoretical guidelines as to how to identify critical events. Staggenborg (1993:322) suggests six types of critical events based on the extent of control the actors exert: large-scale socioeconomic and political events, natural disasters and epidemics, accidents, critical encounters, strategic initiatives, and policy outcomes. Large-scale socioeconomic and political events such as wars and depressions, natural disasters and epidemics, and industrial or nuclear accidents are critical events that neither campaign actors nor their opponents exert much control over. In contrast, strategic initiatives and policy outcomes are orchestrated by the campaign actors or their opponents. In strategic initiatives, campaign actors or the countercampaign create events designed to mobilize support. Policy outcomes are official state responses to mobilization. States might adopt favorable or unfavorable policies that affect levels of support for campaigns.
Critical encounters, which the communal violence in Assam falls into, are events that involve face-to-face interactions or physical contact between authorities or other actors who are somewhat associated with the campaign. Such events occur when other social actors attempt to assert control using methods ranging from ridicule to violence, causing a sudden change in the trajectory of the campaign (Staggenborg 1993:327-328) . Staggenborg (1993) argues that the level of control in critical encounters ranges from full control by the state or campaign leaders to little or no control. Thus, critical encounters might include events that occur during the campaign with the full knowledge and sanctioning of the elites or campaign leaders as well as events that are unauthorized or not approved by them. The shootings of the two police officers in New York during the Black Lives Matter campaign in the United States, for instance, happened within the context of the campaign but were not sanctioned by the elites or the campaign leaders. Similarly, in Assam, the killings of the mostly Muslim peasants by Assamese villagers during the protest campaign were critical encounters that were beyond the campaign leadership's control. While the campaign leaders had called for a boycott of the 1983 State Assembly elections that increased violence associated with protests in major towns, the violent attacks in rural areas were not controlled by the leaders of the Assam protest campaign (Kimura 2013:7) . Therefore, the communal violence in Assam is distinct from the protest campaign in the sense that neither the protesters nor the campaign or the state leadership planned it. Nonetheless, the communal violence occurred in rural areas when ethnic tension was significantly elevated in the region.
The causal mechanism
In societies where communal divisions are salient, opposition leaders broaden the base of resistance to include members of different ethnic groups. Nonetheless, the inclusion of different ethnic groups makes the unity of the campaign precarious, particularly if campaign activities highlight ethnic cleavages (Horowitz 2001; Svensson and Lindgren 2011) . Mass actions can exacerbate tensions by provoking fear or anger between different communal groups. When an ethnic group demonstrates strength by protesting in large numbers, others feel threatened-especially if the protesters' claims have ethnic overtones. In such instances, protest campaigns become highly combustible, increasing the chances of communal violence. For instance, Uzbek demonstrations over ethnic claims to land and housing led to communal violence in Kyrgyzstan in 1990. Similarly, the Azeri protests against Armenian demands for the unification of Karabakh with Armenia triggered communal violence, resulting in mass killings of Armenians (Horowitz 2001; Varshney 2002) .
Although communal violence occurs outside the control of the protest leadership, it can dramatically affect the trajectory of the campaign. Opposition elites face pressure to shut down the campaign to prevent more ethnic violence. Moreover, protesters who are members of the ethnic groups targeted during the violence withdraw their support from the campaign as a result of the increased prominence of ethnic allegiances. The leaders also face the challenge of finding ways to reinvigorate enthusiasm and maintain solidarity, particularly when political elites or the media call for a slowdown to give the communities time to heal. Even if the campaign resumes, the loss of momentum leads to a decline in protest activity and lower levels of support. A striking example is the collapse of the civil disobedience campaign in India as a result of Hindu-Muslim violence in the early 1920s. As the British were fighting against the Ottoman sultan during World War I, the Muslims in India turned against the British, providing Gandhi the opportunity to unite Hindus and Muslims in a civil disobedience campaign for the freedom of India. Even though Muslim-Hindu unity was created for some time, in mid-1921, Muslim clerics in Malabar in the state of Kerala started to protest against the British treatment of the caliph in Turkey. These protests first turned into a violent rebellion against the British and then degenerated into Hindu-Muslim violence (Varshney 2002:142) , creating a Hindu-Muslim divide within the Indian national movement across the country. Gandhi and the Congress Party were unable to maintain the campaign, as communal divisions became too obvious. Consequently, Gandhi ended the campaign in 1922, and the Congress Party withdrew from mass mobilization until 1929 (Varshney 2002:134-135) .
Communal violence leading to the demobilization of a protest campaign differs from previously identified causal pathways in the literature. For Piven and Cloward (1977) and Tarrow (1989) , the broadening of the support base leaves campaigns vulnerable to internal divisions, resulting in a withdrawal of support and finally, demobilization. However, the factors that trigger the withdrawal of public support are different. According to Piven and Cloward, the expansion of the protest campaign prompts the government to coopt the opposition to channel their disruptive behavior into organized forms of contention. Yet, campaign leaders usually overestimate their ability to keep the campaign strong and effective via organizations while simultaneously underestimating the amount of resources needed to maintain an organization. As leaders get isolated from the protesters, disruptive behavior declines, leaving the remaining agitated protesters discouraged and vulnerable to repression.
Alternatively, Tarrow (1989) highlights the competitive dynamics among groups and its potential to lead to internal divisions before governments can coopt campaign leaders. When protest campaigns first emerge, disruptive protests diffuse to different locations and segments of the society. Competition for mass support intensifies as both established groups, such as trade unions or political parties, and new groups join the campaign. Nonetheless, the early enthusiasm for protesting wanes over time and the personal costs of participation wear people down. The decline in participation further encourages competition for mass support. While moderates lead the shift toward conventional forms of collective action such as strikes and demonstrations, smaller and newer groups turn radical as they employ violent tactics to distinguish themselves from the moderates. Similar to Piven and Cloward's (1977) cooptation model, the state represses the radicals selectively while accommodating the moderates, reinforcing the polarization between these groups. Faced with repression, the radicals resort to more violent tactics, resulting in a further withdrawal of public support. The split between the moderates and the radicals eventually leads to the demise of the protest campaign (Tarrow 1989) .
The causal mechanism I offer, however, allows for a disruption of the trajectory of protests by an unexpected and unorchestrated event. As Figure 1 illustrates, if a critical event such as communal violence occurs in an ethnically divided society, the campaign leadership refrains from employing strategies that might exacerbate ethnic tensions. Governing elites usually assert their authority and criticize campaign leaders for mobilizing ethnic political demands and bringing ethnic issues to the forefront. In addition, political elites often pressure campaign leaders to suspend their activities in a highly tense ethnic and political environment to prevent the outbreak of more violence. As Horowitz (2001:286) suggests, ethnic groups can be provoked more easily to engage in large-scale violence during mass demonstrations or processions, particularly if the core issues closely relate to ethnic demands. Given the elevated tension as well as the political elite's pressure in the aftermath of communal violence, campaign leaders will typically avoid organizing protests.
Furthermore, as communal violence highlights the divisions within the society, ethnic groups, particularly those that have been victimized by the violence, withdraw their support from the protest campaign as it becomes more difficult to act collectively across ethnic lines. When the protest campaign secures the support of different ethnic, religious, and/or socioeconomic groups, protest leaders face challenges in keeping these different groups together after a major shock like communal violence. If one of the groups included in this broad coalition has affiliations to the group that has been targeted, campaign solidarity declines. The group affiliated to the victims questions the purpose of the campaign and pressures the leaders to modify campaign policies that undermine the interests of the targeted groups. Other groups also make demands to strengthen their profile, further undermining the campaign's broad coalition. Thus, the ability of the leaders to organize mass events decreases. Furthermore, the leaders spend more time and energy into finding ways to reenergize the campaign and rebuild solidarity.
Assam and the anti-foreigner protest campaign, 1979-1985 Assam is an ethnically heterogeneous society that has also witnessed large-scale immigration from many parts of the subcontinent (particularly East Bengal) over the last hundred years (Baruah 1986 (before the anti-foreigner protest campaign started in 1979) 72.5% of the population in Assam was Hindu, 24.6% was Muslim, and 2.61% was Christian. The Muslim population in Assam includes ethnic Assamese and Muslims of Bengali descent, while Hindus also include ethnic Assamese and Hindu Bengalis that immigrated to Assam. People are divided along linguistic lines, which simultaneously also stands for the division between "indigenous" and "immigrant" groups. As of 1971, approximately 68% of the population in Assam spoke languages or dialects that are considered to be of "indigenous" people, while 29 % of the population spoke "immigrant" languages or dialects (Baruah 1986 (Baruah :1188 . The protest campaign in Assam emerged to drive out both Hindu and Muslim immigrants (Kimura 2013) . Threatened by rapid population growth following a large influx of Muslim immigrants from Bangladesh and concerned by the growing political power of the middle-class mostly Hindu Bengali immigrants, ethnic Assamese started a statewide protest campaign in 1979 to pressure the Indian Government to identify illegal immigrants, delete their names from voting lists, and deport them to Bangladesh. The campaign was led by the All Assam Students Union (AASU) and the All Assam Gana Sangram Parishad (AAGSP), an umbrella organization formed in 1979 to direct the protest activities against illegal immigrants (Baruah 1999) . While the campaign leaders demanded the deportation of all those who entered after 1951, the Indian state felt a humanitarian commitment toward the Hindu refugees who crossed into India from East Pakistan to escape the atrocities of the Pakistani state before it became Bangladesh in 1971. Therefore, the Indian Government insisted that 1971 should be the baseline year, allowing foreigners who entered before that year to stay (Kimura 2013) .
The campaign gained mass support among ethnic Assamese, including indigenous Muslims who had settled in Assam before colonization. The leaders of the campaign made a deliberate attempt to frame the immigration issue along secular lines by highlighting the illegality of it rather than identifying certain ethnic immigrants, especially the Muslims, as the unwanted population (Baruah 1986; Kimura 2013) . Thousands of students, government employees, peasants, and workers participated in demonstrations, strikes, and sit-ins throughout the first four years. The government responded with a mix of repression and accommodation as it used force against the protesters at times while also periodically negotiating with the campaign leaders. In early 1983, the campaign intensified in the wake of the state legislative assembly elections scheduled for February. The central government insisted on using the electoral rolls of 1979 without deleting the names of foreigners, while the campaign leaders strongly opposed and called for an electoral boycott. Both nonviolent and violent protests intensified before the elections, as many Assamese citizens supported the boycott. In addition to the strikes aimed at preventing election preparations and the filing of nominations, the AASU and the AAGSP organized a general strike that was supported by state employees. As clashes between the police and the protesters increased, the Assam government brought in additional police from other states. In the midst of this tense political environment, communal violence occurred when Assamese and Tiwa (an indigenous minority group) peasants in the rural areas attacked mostly Muslims of Bengali descent (Kimura 2013 ). The first large-scale ethnic violence took place in the Darrang District on the northern bank of the Brahmaputra River on February 11. One week later, about 1,600 to 2,000 Muslims of East Bengali origin were killed in several villages around Nellie in the Nagaon District (Kimura 2013:68) . According to Kimura (2013) , the Nellie incident was one of the largest incidents of ethnic violence in India's rural areas since India gained its independence in 1947. 4 After the communal violence, the AASU and AAGSP suspended the campaign for a few months, resuming protest activities in August 1983. Yet protest activity remained at dramatically lower levels after the ethnic violence of 1983. As a result of extensive negotiations, the campaign leaders and the Indian Government signed the Assam Accord in August 1985, both agreeing to disenfranchise all the foreigners that entered Assam between 1966 and 1971 for 10 years and deporting those that came after 1971 (Baruah 1999) . Figure 2 illustrates the trajectory of the protest campaign and the occurrence of communal violence in Assam in 1983.
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Assam as a "least likely" case
Assam is an ideal case to examine the effects of communal violence on a protest campaign because it is a "least likely" case, meaning that it is harder to prove the argument, as opposed to a case that easily fits the argument (George and Bennett 2005) . First and foremost, communal violence took place in the spring of 1983, but the campaign ended in August 1985, more than two years later. In most other instances, communal violence ends protest campaigns rather abruptly, as in the case of the Tamil protests against the declaration of Sinhalese as the sole official language in Sri Lanka in 1958 (DeVotta 2004). In Assam, though, protests actually resumed a few months after communal violence and continued intermittently for two more years. Therefore, demonstrating the demobilizing effects of communal violence is more challenging in the Assam case. Moreover, the campaign in Assam was well established since 1979, long before the ethnic violence took place. Protests were organized regularly and were usually well attended. A strong campaign like the one in Assam should be less vulnerable to the negative effects of communal violence than other more ad hoc campaigns like the one This figure is generated by using the count of events.
in Nigeria after the reelection of Goodluck Jonathan in 2011. Therefore, a demonstration of the decline in protest activity as a result of communal violence in Assam should provide strong support for the demobilizing effect of ethnic violence in the context of ongoing protest campaigns.
Research design
Data 6
The analysis is based on data collected from The Indian Express, a national daily newspaper, from January 1, 1979 1, , to August 16, 1985 . The data set covers both nonviolent and violent forms of protest action, such as demonstrations, strikes, and clashes with the police, as well as incidents of communal violence.
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Events were coded for the date, actor, location, target, number of participants, number of injured, and number of deaths. 8 The state's repressive and accommodative actions were also coded for the same time period. Events that lacked information on the exact date, actor, and type of action were omitted from the data set. In total, 8,488 events 9 were hand coded by the author 10 based on a list Number of Protest Campaign Events J a n u a r y 1 9 7 9 J a n u a r y 1 9 8 0 J a n u a r y 1 9 8 1 J a n u a r y 1 9 8 2 J a n u a r y 1 9 8 3 J a n u a r y 1 9 8 4 J a n u a r y 1 9 8 5
Week of Event
Protest Campaign Communal Violence Figure 2 . Weekly protest activity before and after communal violence in Assam.
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The codebook used for this data set is in the appendix. Ethnic violence is distinguishable from protest violence as communal violence occurred in rural areas, whereas protest activity typically took place in major cities. Ambiguous cases were excluded.
8
Ambiguous events were excluded.</FN8 9 Every action of every actor was coded separately. For instance, if students shouted slogans and threw stones, two separate actions were coded. Clashes are coded for both protesters and the police. 10 Since only one coder was involved, potential issues of intercoder reliability do not arise.
of events compiled mostly from and Violent International Conflict Data Project (VICD) and weighted by a scale that is based on scale for opposition and state actions ranging from 1 to 25.
11 A detailed explanation of the weighting scheme and its modification of Krain's scale can be found in the appendix. The data were then aggregated in weekly intervals.
The underrepresentation of the frequency of the actual events, the overreporting of violent events, and the selective reporting of events are three obvious issues that could potentially challenge the validity of the data as a consequence of coding from a single newspaper. In terms of underrepresentation, The Indian Express had correspondents based in Assam throughout the protest campaign directly reporting from the area and providing detailed information regarding a wide range of collective actions, thus reducing the chance of underrepresentation. Moreover, the data illustrate similar trends to those found by scholars who have studied the anti-foreigner protest campaign and communal violence in Assam (Baruah 1999; Kimura 2013 ), somewhat minimizing concerns over validity. Regarding the issue of overreporting violence and underreporting nonviolence (Day, Pinckney, and Chenoweth 2015) , I used secondary sources (Baruah 1986 (Baruah , 1999 Kimura 2013) to check the accuracy of the reporting whenever possible. Nonetheless, given the media attention on Assam and the protesters after the mass killings, underreporting of nonviolence seems unlikely. Finally, selective reporting of events might introduce bias to the data because reporters do not (and cannot) report every single collective action that occurs in the public domain. Therefore, they are left to make decisions regarding what to report and how much detail to present. The concern is that newspapers report events that are likely to attract more attention and underreport minor events, thus, disregarding the vast majority of contentious activity (McCarthy, McPhail, and Smith 1996) . Nonetheless, others have argued that selective reporting is an issue when and where protests occur frequently. In locations like Assam in the late 1970s, when protests were less frequent, they are more newsworthy and receive greater coverage (Earl, Martin, McCarthy, and Soule 2004:71) . Moreover, the longitudinal design of the study reduces potential challenges to the internal validity of the analyses, since selective reporting would be an issue both before and after the communal violence.
Model and estimation
To understand the effect of communal violence on protest activity, I conduct a single group time series analysis that is commonly used in epidemiology, which compares a pre-intervention time series with a post-intervention time series (Linden and Adams 2011) . Accordingly, I model communal violence as an "intervention" on the protest activity series, the dependent variable, to examine two types of changes in protest activity: the immediate change in protest activity right after the first occurrences of communal violence and the long-term change in the trajectory of protest activity until the end of the campaign.
Protest activity, the dependent variable, is the total weekly score of nonviolent and violent forms of collective action including demonstrations, strikes, boycotts, and arson. The minimum values of protest typically reflect the weeks when protesters use few nonviolent tactics; while the maximum values reflect the weeks when protesters resort to nonviolent tactics more frequently and/or resort to violent tactics such as clashing with the police. Hence, the demobilization phase represents the period before the end of the campaign when the values of the dependent variable are declining, indicating that protesters used both nonviolent and violent forms of tactics less frequently.
To assess the changes of the communal violence on protest activity, I construct a time variable denoting the number of weeks from the start of the campaign until its end. The coefficient of this variable represents the trajectory of protest activity until the communal violence begins. The intervention variable is a dummy variable coded 1 for the weeks the communal violence is occurring (weeks 7 to 12 in 1983) and 0 otherwise. The coefficient of intervention is the intercept at the time when communal violence occurs and indicates any immediate changes in protest activity right after the communal violence. Finally, a post-intervention time variable is constructed to denote the number of weeks after the communal violence. The coefficient of this variable represents the change in the slope of protest activity. If the communal violence indeed has a demobilizing effect, then the coefficients of either intervention or post-intervention time, or both, should be negative and have significant p values. A significant negative coefficient for intervention would signify a sudden drop in protest activity, and a significant, negative slope after intervention would suggest a decay, which could be steep or gradual, depending on the slope.
I also control for state actions, as both repression and accommodation have the potential to affect protest activity. While several studies have shown that repression increases protest activity by creating a backfire effect (Chenoweth and Stephan 2011; Francisco 1995; Rasler 1996) , others have found that carefully targeted and consistent repression is likely to demobilize protesters (Beissinger 2002; Tarrow 1989) . Repression is the total weekly score of repressive actions carried out by the lower-level authorities, typically the police, directly confronting the protesters, such as blocking the roads; as well as those sanctioned by higher-level authorities, including the imposition of curfews or restrictions on civil liberties.
Similarly, the state's accommodative tactics can have a positive or negative effect on protests. Accommodation can increase protest activity, as it signals weakness (Rasler 1996) , or it can lead to a decline in protests, as it creates splits between the moderates and the radicals (Tarrow 1989) or coopts the protesters (Piven and Cloward 1977) . Accommodation is measured as the total weekly score of state concessions that include actions like negotiations, removing restrictive laws and regulations, or withdrawing the army from the region.
12
I estimate both a Zero-Inflated Negative Binomial Regression (ZINB) and a Poisson autoregressive (PAR) model of order (p) to examine the effects of communal violence on the protest campaign. Both ZINB and PAR are count models that are appropriate for the nature of the dependent variable in this analysis. A ZINB analysis is appropriate for count models that are overdispersed 13 and have a high number of zero observations of the dependent variable (Long 1997). 14 The data are also ordered in time, meaning that past values influence future values.
15 As Brandt, Williams, Fordham, and Pollins (2000) show, estimating event counts that are time dependent with a standard count model might lead to inefficient estimates. The systematic dynamics of the data have to be taken into account while working with time series event count data such as the series on the Assam protest campaign, which a PAR analysis is able to do. The PAR model is suitable for cyclical and shortmemoried processes that are mean reverting (Brandt and Williams 2001) . As  Figure 2 demonstrates, the protest activity series has a cyclical pattern, as the peaks in the series are followed by declines. The plot for the Autocorrelation Function (ACF) of the series (Figure 3) shows autocorrelation only in the first four lags, indicating that the process has a short-term memory. Therefore, I use the PAR model developed by Brandt and Williams (2001) to account for the time-series nature of the data and a ZINB to deal with the high frequency of zero observations. Table 1 shows the results of the ZINB and PAR (2) 16 analyses for the protest activity in Assam between January 1979 and August 1985. 17 The Critical Event Model with the single group analysis controlling for repression and accommodation suggests that protest activity decreased significantly when 12 Descriptive statistics for the variables can be found in the appendix. 13 The variance of protest activity is greater than its mean, indicating overdispersion. 14 Vuong test statistics indicate that ZINB is preferable to a regular negative binomial. 15 A transfer function model assessing the impact of intervention on a time series is not suitable, as the data are based on event counts (Brandt and Williams 2001) . 16 The AR parameters in larger lags were insignificant. 17 The same analyses were conducted on the unweighted data, and the results are similar. Also, the Critical Event Model was run on nonviolent and violent protest activity separately. Overall, the results still confirm the findings of the Critical Event Model. The short-term positive impact of communal violence on violent protests can perhaps be explained due to the radicals' initial desire to show their continued determination to carry on. The results of robustness checks can be found in the appendix.
Findings
communal violence began in the middle of February 1983. Both intervention and post-intervention are statistically significant (p < .001 and p < .05 respectively) in the ZINB analysis. The PAR results are also similar, as both variables significantly decrease protest activity, indicating that protest activity declined immediately after communal violence began and continued to decline in its aftermath. These findings confirm that the communal violence led to a sudden drop in protest activity and continued to stifle the campaign until the Assam Accord was signed in August 1985. Table 2 illustrates the factor changes in the rate of protest activity for a clear interpretation of the coefficients. Accordingly, protest activity decreases by a factor of 0.06 after the communal violence begins and continues to decline by a factor of 0.99 after the communal violence is over.
The Critical Event Model also shows that repression leads to an increase in protest activity in both the ZINB and PAR analyses, suggesting the existence of a backfire effect (Chenoweth and Stephan 2011; Francisco 1995; Rasler 1996) . This effect is relatively strong, as repression increases protest activity by a factor of 1.01, holding other variables constant (Table 2 ). This finding is particularly interesting because it suggests that the campaign continued to demobilize despite the backfire effect of repression. Accommodation has a Note. All significant tests are two-tailed, standard errors in parentheses. † p < .10, *p < .05, **p < .01, ***p < .001.
significant and negative effect only in the PAR analysis. The negative impact of accommodation indicates that, independent of communal violence, accommodative actions might have contributed to the demobilization of the protest campaign, confirming Piven and Cloward's cooptation model or Tarrow's polarization model. To understand the effects of accommodation and repression more precisely, I examine the impact of these variables on protest activity during the pre-and post-intervention phases in Models 3 and 4 respectively. In the Protest Violence Model, I control for high levels of protest violence, as previous studies have shown that heavy protest violence leads to the demobilization of a campaign as participation declines when violence erupts and polarization between the radicals and the moderates occurs (Chenoweth and Stephan 2011; Della Porta and Tarrow 1986; Tarrow 1989) . 18 For this model only, I construct a new dependent variable for protests that does not include heavy violence and create a new control variable, high violence, representing acts such as abductions, armed attacks, and clashes with security forces that occur during the protest campaign. 19 The results of the ZINB and PAR analyses suggest that high violence is significant, but in the opposite direction. High violence does not seem to deter protests in Assam and instead increases it by a factor of 1.00 (Table 2) . Thus, the Protest Violence Model shows that high levels of violence during the elections was not the cause of the demobilization of the campaign. The heavy violence in Assam was primarily associated with the protesters' election boycott as anti-election groups, mostly ethnic Assamese, tried to intimidate pro-election groups (mostly Bengalis) from participating (Baruah 1999; Kimura 2013) .
The Pre-and Post-Communal Violence models examine the effects of state actions before and after communal violence respectively to understand if state policies had differential effects across the two time periods. For instance, Indian leaders could have been more inclined to make concessions to the protesters after ethnic violence began to alleviate the tension in the region. Alternatively, the leaders might have resorted to more repressive measures in order to crush the protesters and bring order to Assam. Both ZINB and PAR analyses show that repression has a positive and significant effect on protest activity during the pre-and post-communal violence periods, suggesting that the effect of repression remained relatively consistent across the protest campaign. Accommodation has no significant effect in the pre-and post-intervention period, indicating that the negotiations between the Indian government and the campaign leaders and the attempts to coopt the opposition did not demobilize the campaign. As Figure 1 also shows, protest activity had already declined dramatically when the parties agreed to participate in the last round of negotiations, which started in April 1985, almost two years after the ethnic killings took place. Thus, neither model suggests that state actions led to the decline in protest activity. Predictive margins generated based on the ZINB analysis of the Critical Event Model provide a more nuanced understanding of the effect of the communal violence on protest activity (Figure 4) . The predicted number of weekly protest events declines steadily over the course of time. As Figure 4 illustrates, the predicted number of protest events is 60 immediately after the communal violence. About six months later, however, the number of protest events goes down to 40, and in about a year, the number is below 30, indicating a more than 50% decrease in protest activity. In approximately two years after the communal violence, the predicted number of protest events further declines to slightly above 10 a week. When these numbers are put into context, the first year in particular seems quite significant. One year after the communal violence, none of the issues the protesters were campaigning on had been resolved, and the leaders of the campaign were still trying to mobilize support. So, a more than 50% decline in the first year suggests that the communal violence had a significant effect on the demobilization of the campaign.
To evaluate the predictive power of the Critical Event Model, I generated out-of-sample forecasting, which is an ideal tool for cross-validation. The main idea is to compare the predicted values generated by the model to the observed values. 20 Moreover, these forecasts can be easily compared to those of other models. Since polarization did not occur in the Assam case, forecasts on a polarization model (Tarrow 1989) cannot be tested. 21 However, because the Indian government used accommodative tactics to coopt the protesters, I am able to generate out-of-sample forecasts based on a Cooptation Model that has the accommodation variable only (Piven and Cloward 1977) and compare them to the out-of-sample forecasts of the Critical Event Model.
To obtain the out-of-sample forecasts, I first run ZINB regressions to estimate the parameters for both models by holding back the weeks after the communal violence ends. 22 Based on these estimates, I then generate outof-sample probabilities of protest activity for the period after the critical event and calculate Theil's U to evaluate the predictive power of each model. Theil's U is a ratio where the numerator is the sum of squared prediction errors and the denominator is the sum of squared prediction error from a naïve model, which expects no change from one observation to the other (Farnum and Stanton 1989:26) . Values below 1 indicate a better performance of the statistical model compared to the naïve model.
The plots in Figure 5 illustrate the number of observed protest events and the out-of-sample predictions based on the Critical Event and the Cooptation Models after the intervention. Even though neither one of the models predicts protest activity very accurately, the Critical Event Model performs much better than the Cooptation Model.
23 The Theil's U statistics for the Critical Event and the Cooptation Models are 0.99 and 3.36 respectively, indicating that although neither greatly outperforms the naïve model, the Critical Event Model is still a better predictor of protest activity during the demobilization period. As Figure 5 shows, the Cooptation Model 20 Generating predicted values of observations that are not included in any of the analyses is another option for cross-validation. 21 The United Liberation Front of Assam (ULFA), a separatist insurgent group, was established in 1979 but did not actively challenge the state until the late 1980s. 22 I hold back the weeks after June 1983, approximately 33% of the observations, after the communal violence.
These estimates can be found in the appendix. 23 The AIC scores for the Critical Event and Cooptation models are 1427.15 and 1535.25 respectively.
predicts higher values of protest activity, while the Critical Event Model predicts no activity during the demobilization period. 24 Overall, the empirical analyses show that the communal violence in February 1983 led to the demobilization of the protest campaign. Until the communal violence, the campaign was strong and had most of the characteristics identified by scholars of nonviolent resistance as likely to lead to a successful outcome. First, the campaign started off by employing nonviolent tactics and secured substantive mass support from ethnic Assamese as well as from nonimmigrant Muslims, the most important factor for pressuring the government to change its unfavorable policies according to Chenoweth and Stephan (2011) . The campaign leaders mobilized thousands of people, including students, teachers, peasants, state government officials, and oil workers, and brought them out into the streets. For instance, in November 1979, nearly 2 million people in Assam participated in the civil disobedience campaign (Baruah 1999 ). Second, the high level of participation allowed for tactical innovation throughout the first four years, increasing the campaign's resilience in the face of state repression (Chenoweth and Stephan 2011; McAdam 1983; Schock 2005) . For instance, in late December 1979, shortly after launching a civil disobedience campaign, the protesters imposed an economic blockade, stopping the transportation of crude oil, plywood, and jute from Assam to the rest of the country (The Indian Express, December 30, 1979). Moreover, many state police and government officials Figure 5 Out-of-sample forecasts for the critical event and cooptation models. 24 The Critical Event plot suggests that the variables present in the model are not sensitive enough to protest activity occurrence to be able to detect those spikes. This might be due to the inability of the model to account for the autoregressive component of the series.
supported the campaign against illegal immigrants, dramatically reducing the level of repression used against the protesters (Kimura 2013) . According to Nepstad (2011) and Chenoweth and Stephan (2011) , such loyalty shifts are crucial for the success of a campaign. Finally, potentially more radical supporters of the campaign did not have a violent insurgent group to turn to (Chenoweth and Stephan 2011) , keeping the mass support for the campaign relatively intact. In short, the protest campaign in Assam featured several mechanisms that should have enabled the leaders to continue to mobilize people and put pressure on the government before communal violence began. So, how exactly did the communal violence set the demobilization process of the campaign in motion? Communal violence turned into a critical event that significantly limited the campaign leader's available strategies. After the extent of the violence became known, members of the Indian central government repeatedly called for peace and calm in the region (The Indian Express, February 22 and March 15, 1983), while political actors and civil society groups offered competing explanations for the occurrence of such brutal violence. The campaign leaders blamed the Indian Government for imposing the elections without changing the electoral rolls (Kimura 2013) , whereas several members of the government accused the protesters of inciting violence in the region. For instance, right after the most publicized mass killings in Nellie on February 18, Prime Minister Indira Gandhi publicly blamed the protest leaders for the violence in Assam (The Indian Express, February 22, 1983). The campaign leadership was also criticized for their failure to condemn violence immediately after the communal violence started (Gandhi 1983) . When the temporary suspension of the campaign was finally announced in late March, the leaders emphasized the need to focus on relief, rehabilitation, and integration (The Indian Express, March 28, 1983). Even though protests resumed in August 1983, the intensity of the campaign decreased dramatically (Figure 2) .
The communal violence further entrenched ethnic divisions within the society, alienating ethnic Assamese and immigrant Muslims (Gupta 1983) . The tension between these two groups had important consequences for the campaign. After the extensive killings of Muslim peasants, many Muslim protesters withdrew their support, including those who had settled before colonization and, hence, were seen as indigenous. For instance, one of the top Muslim student leaders resigned from his position after the occurrence of communal violence (Kimura 2013) . Consequently, the campaign leaders had to devote considerable time and resources into addressing internal divisions. Several Muslim members of the AASU issued an ultimatum to the AASU leadership demanding a correction in what they perceived as a pro-Hindu communal tilt (Baruah 1999) . Similarly, several other indigenous groups, such as the Bodos, began to make demands that emphasized their distinctiveness from ethnic Assamese. In January and December 1984, the AASU organized two separate national conventions to address the rifts among such groups by emphasizing the urgent need to provide a unified political platform (Baruah 1999) . While the lack of primary sources makes it impossible to pinpoint which of these two causal mechanisms (the leaders backing off versus withdrawal of support) is more important, the secondary sources clearly demonstrate the role of communal violence in the demobilization process.
Two significant concessions by the central government in New Delhi led to the end of the protest campaign. First, in 1984, the Election Commission of India decided that the electoral rolls in Assam were to be revised based on the 1971 electoral rolls, which meant that the immigrants who entered after 1971 would be disenfranchised (The Indian Express, July 13, 1984). The campaign leaders saw the Election Commission's decision as a confidence-building measure, as many illegal immigrants who settled in Assam after the creation of Bangladesh in 1971 would be disenfranchised. Second, the Indian government left the state government out of the negotiations, recognizing the power of the campaign leaders, who insisted that the current government was not elected by the people of Assam in 1983, as many ethnic Assamese boycotted the elections (Baruah 1999) . Therefore, they argued, the state government was illegitimate and should not participate in any discussions (Narayan 1985) .
In early 1985, the lack of enthusiasm for continued protests was already evident. Many Assamese defied the campaign leaders' call to boycott the Republic Day celebrations in early 1985 by joining them in the main stadium in Guwahati (The Indian Express, May 8, 1985) . The final round of negotiations between the campaign leaders and the central government began in April 1985, and the Assam Accord was eventually signed on August 15, 1985. Accordingly, all foreigners who had entered between 1966 and 1971 would be disenfranchised for 10 years, and those who had entered after 1971 would be deported. The current state government would be dissolved, and new elections would be held in December 1985 based on the new electoral rolls (The Indian Express, August 16, 1985) .
Conclusion
This empirical analysis of the dynamics of the demobilization of the protest campaign in Assam has several implications for the study of nonviolent campaigns. First, it offers an alternative causal mechanism for the demobilization of a protest campaign by demonstrating that critical events can trigger demobilization. Communal violence in ethnically divided societies can curtail mass support for the protest campaign and force campaign leaders to suspend protest activities. While scholars have often highlighted the escalatory effects of critical events, this analysis shows that they can also be important turning points in the demobilization of a protest campaign.
Second, this study suggests that the participation of large numbers of people and the inclusion of various sectors and groups do not always set off mechanisms that lead to success. Even if repression triggers a backfire effect and motivates larger number of people to participate, campaigns can still demobilize. Indeed, similar to Piven and Cloward's (1977) and Tarrow's (1989) models, the Assam case shows that broadening the support base makes coalition maintenance challenging in ethnically divided societies. When communal violence against Muslim immigrants occurred in Assam, Muslim protesters withdrew their support, forcing the campaign leadership temporarily to shift their strategy from confronting political authorities to trying to unify the different groups within the campaign.
Third, the Assam case shows that violent protest activity does not necessarily undermine the strength of a protest campaign, as scholars of nonviolent resistance maintain. Although protesters resorted to violent tactics, mobilization levels remained high throughout the first four years of the campaign. Instead, a critical event, communal violence, eventually led to the demobilization of the protest campaign. In line with Davenport and Moore's (2012) call for better mapping and understanding of diverse forms of political conflict and violence, this study indicates that various types of violence can have differential effects on protest dynamics.
From a policy standpoint, the implications of the Assam campaign for states and activists are quite alarming. In ethnically divided societies, protests that highlight ethnic differences can have unintended violent consequences and lead to deeper societal cleavages in the long term. States should be aware of this potential and calculate the costs of repressing and fueling protests by taking into account the possibility of large-scale communal violence. Likewise, protesters should develop strategies to prevent the escalation of ethnic tension, as it can have detrimental effects on the campaign.
At a more general level, the Assam case illustrates the unpredictable nature of protest dynamics. Scholars of political contention have long recognized the challenges associated with identifying causal pathways due to the unpredictability of contentious interactions between multiple actors. This study explains how an unpredictable event can demobilize a protest campaign. Although this study has limitations in its generalizability across different campaigns due to the unique communal patterns and protest dynamics in Assam, it highlights an alternative causal path to demobilization and, thus, brings scholars one step closer to understanding the complex dynamics of contentious politics.
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Appendix
Explanation of coding procedures and the codebook
Coding procedures I followed multiple steps to construct the codebook and weight the data. First, I identified the four broad event categories that I needed data for: (1) state accommodation, (2) state repression, (3) group collective action, and (4) external support to the group. These categories were followed by the lists of actors involved in the Assamese protest campaign. For state actions, I relied on a majority of list of repressive and accommodative events. 25 Krain includes a variety of repressive state actions, ranging from seizing assets to use of torture, as well as a comprehensive list of accommodative actions ranging from increasing security of target group to incorporation into government. Even though these lists cover a wide range of events, I discovered some additional categories that were essential to my four cases throughout the coding process. Therefore, I added violent arrests of opposition leaders, halt negotiations; curfews, declaration of President's Rule or Governor's Rule, 26 teargassing, violent disruption of group organization, beating up, clashes with group, damaging property, bombing, burning houses and bridges, and burning entire villages to the repressive events lists. These events came up with some frequency and provided detailed information about the exact form of events.
I then labeled the repressive events based on their objectives and decisionmaking agencies. Preventive repression corresponds to repressive acts imposed by higher-level authorities, such as the government or the judiciary, to demobilize the contenders and to prevent future acts of contention. The declaration of martial law and the restriction of the right of assembly, for instance, fall into this category of repression. Reactionary repression, on the other hand, stands for repressive acts of lower-level agents, such as the police, applied during the course of a contentious episode in an attempt to respond to collective action and maintain or reestablish order. Teargassing the protesters or damaging property are examples of reactionary repression. I consider arrests as a separate category because it is not always clear if arrests result from centralized policy directives or if they are consequences of ad hoc decisions made by the local police. Finally, I grouped all repressive events under six broader categories: Restrict; Seize; Warn; Judicial Actions; Nonjudicial Actions; and Use of Force.
Regarding the state's accommodative policies, I expanded Krain's list by adding organizing discussion meetings or committees and withdrawal of army. The Indian state used these two types of policies during the protest waves and insurgencies as a form of accommodation. Again, I grouped similar types of events under broader categories: Negotiations; Judicial Accommodation; Nonjudicial Accommodation; and Group Recognition. For the purpose of systematic coding, I arbitrarily assigned the broad categories a three-digit code and the specific event types a four-digit code that started with the first two digits of the broader category. All repressive events that involve violence were assigned a 9 at the very end (thus, violent actions are all five-digit codes ending with 9). All the codes for accommodative events start with a 1, and the repressive ones start with a 2. This code assignment was particularly helpful later throughout the data management process because it made it easier to identify similar types of events and their respective broader categories for aggregation purposes. It also helped me to detect miscoding, if any, more easily. The following are examples of categories of accommodation and repression with their respective codes.
For group actions, I used a majority of the Violent International Conflict Data Project (VICDP) events list . The VICDP is a data project that has generated conflict and cooperation data at the subnational level. Events from the Integrated Data for Event Analysis Framework (IDEA) (Bond, Bond, Oh, Jenkins and Taylor 2003) was also helpful in identifying specific events that were not included in the VICDP project, such as hijacking and taking hostages. For the purpose of distinguishing between situations in which violence is or is not used, I added the "violent" versions of demonstrations, strikes, and sitins to the list. I also created two separate categories for demonstrations based on size. Demonstrations with fewer than 200 participants are coded as small scale, and the ones with more than 200 are coded as large scale. Even though the cutoff point of 200 participants is arbitrary, there is a pragmatic reason behind it. The Indian Express usually reports massive demonstrations as featuring "hundreds" or "thousands" of demonstrators. I am conservatively interpreting "hundreds" as at least 200 and therefore, using it as my cutoff point.
After completing the list for group actions, I grouped those under five broader categories: Accommodative Group Actions, Low-Intensity Collective Action, Medium-Intensity Collective Action, and High-Intensity Collective Action. Again, the broader category was assigned a three-digit code, and the specific events were assigned a four-digit code. All the events that involved violence were assigned a 9 at the end. All collective action events start with a 5.
In addition to collective action, I included a "Splits" category for groups to code information about group cohesion. The list of events in this category does not reflect a wide range of group characteristics because the scope of the study is not on organizational aspects of the groups. Instead, it includes the events that are the results of splits within a group. These specific events are disagreement between factions, forming an organization as a result of split, expelling members, armed attack against other factions, and militants surrendering. These events also have codes starting with a 5 because they are related to groups.
For the list of acts of external support to the group, I built on Heraclides ' (1990:368-369) list of events that are specifically designed to fit cases with external involvement in secessionist conflicts. For example, some of the events in his list, including providing access to communication, providing sanctuary and training, or giving direct military assistance such as armed intervention, constituted the basis of the list for external support to the group. I also added firing across borders and granting asylum to leadership of group to the list to make it more comprehensive. All the events for external support to the group are arranged under two larger categories: Material and Diplomatic/Political Support. Material Support has three subcategories based on the level of involvement: Low, Moderate, and High. The threedigit codes for these main categories start with an 8, and the specific events have five-digit codes, just like the rest of the codebook.
While compiling the list of events for state, group, and external actor actions, I deliberately attempted to include similar policy options across the board. Obviously, the same exact policy options that are available to the state are not available for the group and vice versa. However, if the state has the option of putting down a demonstration, then demonstration is included on the list of group actions, and so is allowing demonstrations in state's own territory for external support actions.
Finally, for the list of actors and targets, I used the actor/target list in VICDP as a starting point for my initial deliberations on what kind of actors to include. The specific party names and factions, names of governors, chief ministers, names of religious or ethnic groups along with broader categories of students, peasants, workers, and businessmen, for instance, are listed in the codebook. These specific actors were organized based on seven types of actors and targets: State, Social Actors, Political Parties, Religious Groups/Populations, Insurgent Groups, State Enforcement, and External Actors. All the broader categories have five-digit codes, and the specific actors and targets have six-digit codes. If there is more detailed information available, then those more-specific ones have seven-digit codes. For example, in Assam, the code for the State is 33100, for the Governor 331011, and for Governor Shri T. S. Misra, it is 3310113.
Once the entire list of events was compiled, I assigned scores to each event to reflect the intensity of these events more realistically. It would simply not be accurate to assume that the state's restriction of assembly has the same impact as launching an armed attack. If both of these events would be assigned a score of 1 (or simply counted by frequency), it might very well be possible that restriction of assembly ends up having more weight in the statistical analysis than launching armed attacks against the group if its frequency is higher. In order to make the analysis more accurate, the weights of those events needs to be taken into consideration.
For assigning weights, my starting point was, once again, scale of repression and accommodation. Krain's scale is initially based on the rankings of 30 experts in the field. The experts were asked to rank the repressive and accommodative events on a 1 to 5 scale. The average scores for each event were calculated and then rounded to the nearest whole number. To be able to make finer distinctions, Krain took the square of the raw average score and assigned new scores to the events ranging from 1 to 25 (Krain 2000:42-43) . So, for example, while arresting opposition leader and armed attack received a score of 3 by the expert rankings, Krain scored them as 7 and 12 respectively. By expanding the range of the weights, Krain gained enough flexibility to rank events that originally fell into the same score category.
As a wider range of scores allows me to rank the events with more precision and thus to see the increases or decreases in the intensity of the actions, I decided to use a range between 1 and 25 as well. I first assigned similar scores to the repressive and accommodative events that Krain had on his list. Then I ranked the events that I had added in the previous step that were not in Krain's list. For example, while arresting opposition leaders is on Krain's original list, I included violent arrests of opposition leaders into my list of repressive events. These additions inevitably led to the modification of several scores. The addition of a violent event to the list meant that it had to have a score higher than the nonviolent version of it. So, the score was assigned based on other violent events with similar intensity. As a general principle, the violent events were assigned a 4-point-higher score than the nonviolent versions. 27 Once this rule was established, similar events were modified based on the same principle. Finally, I made some adjustments to the scale based on case-specific characteristics. Throughout the data collection process, I read thousands of newspaper articles on the same subject, which gave me a good understanding of the actions of the state and the groups. I was, therefore, able to understand how the state used certain types of policies in what kind of context and used this insight to modify the scale. For example, while declaration of martial law has a score of 10 in Krain's scale, it is 21 in my scale because the Indian state declared martial law in situations where other repressive measures had already been taken and martial law was seen as the only option left to halt the further deterioration of law and order. Therefore, declaration of martial law was assigned a dramatically higher score than violent or nonviolent putdown of demonstrations. Even with these various modifications, the correlation coefficient for accommodative and repressive events between the new scale and Krain's scale is relatively strong (.92 and .78 respectively).
I then applied these similar guidelines to assign scores to group actions and external support events. The most severe forms of collective action and external support events were assigned scores closer to 25, and the least severe were assigned scores closer to 1. Actions included as options under both the state actions or group actions received similar scores. For example, armed attack receives a score of 20 both in the list of state's repressive actions and the group's most threatening actions list. Similarly, negotiating receives the same score of 6 in both the state's and group's conciliatory actions lists.
This systematic and consistent procedure of assigning weights was particularly important in ensuring some degree of balance and objectivity in this otherwise subjective process. Subjectivity is a legitimate concern both with Krain's scale and also with my scale as, indeed, it is with any other weighting scheme. As there are no objective criteria used to rank such events, any ranking inevitably involves some kind of a judgment call on the researcher's part. However, the application of the same principles across all types of actions will reduce the bias to a minimum and prevent it from affecting the analysis in a significant way. Note. All significant tests are two-tailed, standard errors in parentheses. † p < .10, *p < .05, **p < .01, ***p < .001. Note. All significant tests are two-tailed, standard errors in parentheses. † p < .10, *p < .05, **p < .01, ***p < .001.
Robustness checks
