This paper describes a system that automatically performs static interprocedural sequencing analysis from programmable constraint specifications. We describe the algorithms used for interprocedural analysis, relate the problems arising from the analysis of real-world programs, and show how these difficulties were overcome. Finally, we sketch the architecture of our prototype analysis system (called Cesar) and describe our experiences to date with its use, citing performance and error detection characteristics.
Perhaps we do not need the queue at all. In both cases, we would prefer to know this situation exists. We must be careful though.
Front queries need not occur before every removal.
We can easily imagine a program where elements might be removed without being used in certain situations. Our suspicions are raised only if there are no front queries on any execution path leading to the removal.
A Cecil constraint that expresses these concerns for a queue ADT is given in Figure  1 . Events s and t respectively indicate the start and termination of program execution. The curly braces contain the alphabet, or the set of events whose sequencing we wish to constrain, the square brackets list the anchors, the events that bound the subtraces that will be constrained, and the quantifier (forall or exists) describes whether every possible bounded subtrace or at least one bounded subtrace must be in the language denoted by the regular expression.
Note that in the regular expression, a semicolon represents concatenation, a vertical bar represents union, an asterisk is reflexive-transitive closure, and a question mark is a wild card ranging over all single events in the alphabet (like the "any single character" wildcard used for file name "globbing" by the Unix command shell).
Since the events that bound subtraces need not necessarily be the same operations whose sequencing is constrained, events in the anchors need not 
where H" is the set of paths from s to u in G, and H is extended as described above.
If 
since the union of two functions over a set is defined to return the union of the images of the functions.
Under these circumstances, we can use the value of S at the exit vertex of a routine as the effect of the routine as a whole. One view is that a vertex in a routine shoudd represent a unique location to which all calls lead. Thus, "all paths" includes all paths from all possible call sites, while "at least one path" is defined as at least one path from at least one call site. We let Jj be the union of the states obtained from all possible calls of RJ.~= The second view appears to be more in line with our usual expectations. Procedure P in Figure  2 satisfies our Cecil constraint for queues under the first interpretation.
A front query precedes the call to Q at statement 1 and therefore precedes the close event it encapsulates. It is more probable, though, that an analyst would prefer to consider the call at statement 2 a violation of our constraint. It is still impossible for a write event to precede the close event at this point, and therefore possible either that the call to Q is superfluous or that code to query front was unintentionally omitted in the else clause of P's if statement.
Thus we must extend our data flow analysis framework again. The DFSA for the regular expression is in Figure  4 , while 
, algain leading to the value shown in Figure  5 . Figure  6 gives the values of the state sets computed during state propagation. Since P is the root of the call graph for this example and the DFSA initial state is 1, YP = {{1}}. We apply that value as argument to tYG)( U) for each vertex u in Q to obtain the sets of possible states the DFSA might be in when scanning the sequence of events along any path into that vertex. For procedure Q, we note that YQ = {(P, g), (P, d)}. Thus .Y~= { [P(g), .,iP(d)} and ti~~(j) =~Q(j)( 'Q) and Cesar need not examine their internal structure. In Figure  9 , the first block of lines gives information about each test case. Depending on the density of Cesar objects and events in a program, the number of Cesar objects and events acting on them can increase to the point that the data flow algorithms dominate the running time. We see this effect begin to occur in the "load-io" and "matrix" cases and dominate the "load-ur" case of Figure  9 . Not all this lack of performance can be attributed to Cesar, however.
For comparison purposes, Figure  11 lists the performance data to run only the FORTRAN front end and graphing tools, which should be roughly comparable to the speed of compilation under the same object management environment. 
