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Abstract
In several earlier papers the authors studied 1nite pseudorandom binary sequences EN ∈
{−1;+1}N . As measures of pseudorandomness the well-distribution measure W (EN ) (which
measures the regularity of the distribution of EN relative to arithmetic progression) and the cor-
relation measure of order k, Ck(EN ) are used. In this paper the connection between the measures
W and C2 is studied.
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1. Introduction
In a series of papers we studied 1nite pseudorandom binary sequences EN ={e1; e2;
: : : ; eN}∈ {−1;+1}N . First in [3] we introduced the following measures of pseudoran-
domness:
Write
U (EN ; t; a; b) =
t−1∑
j=0
ea+jb
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and, for D = (d1; : : : ; dk) with non-negative integers 06d1¡ · · ·¡dk ,
V (EN ;M;D) =
M∑
n=1
en+d1en+d2 : : : en+dk :
Then the well-distribution measure of EN is de1ned as
W (EN ) = max
a;b; t
|U (EN ; t; a; b)|=max
a;b; t
∣∣∣∣∣∣
t−1∑
j=0
ea+jb
∣∣∣∣∣∣
where the maximum is taken over all a; b; t such that a; b; t ∈N and 16 a6
a+ (t − 1)b6N , while the correlation measure of order k of EN is de1ned as
Ck(EN ) = max
M;D
|V (EN ;M;D)|=max
M;D
∣∣∣∣∣
M∑
n=1
en+d1en+d2 : : : en+dk
∣∣∣∣∣
where the maximum is taken over all D= (d1; : : : ; dk) and M such that M + dk6N .
Moreover, in [3] we discussed several elementary properties of these pseudorandom
(brieJy: PR) measures.
In the second half of [3] and in numerous other papers, written partly by us partly
by other authors, special sequences were tested for pseudorandomness.
This testing was based on the principle formulated in [1] in the following way:
“The sequence EN is considered as a “good” PR sequence if these measures W (EN )
and Ck(EN ) (at least for “small” k) are “small”. ” In several other papers we extended
the original problem in various directions: sequences of k symbols, applications, etc.
In particular, in [2] we continued the study of the PR measures introduced above.
Among others, we analyzed the connection between the correlations of order k and ‘;
somewhat unexpectedly, it turned out that these correlations are independent if and only
if neither of k and ‘ divides the other one. In this paper our goal is to continue this work
by studying the connection between the well-distribution measure and the correlation
measure of order 2. In [3] the de1nition of these PR measures was followed by a little
discussion and then we wrote: “The connection between the well-distribution measure
and the correlation measure is less direct. The smallness of the quantities Ck(EN )
implies a “weak tendency” towards well-distribution, but W (EN ) can be quite large”.
In [3] we stopped here, and we did not give any further details on the connection
between the PR measures W and Ck .
In this paper our goal is to express this connection in a quantitative form and, indeed,
we will be able to give a quite precise quantitative characterization of the connection
between the PR measures W and C2:
Theorem 1. For all N ∈N and EN = {e1; : : : ; eN}∈ {−1;+1}N we have
W (EN )6 3(NC2(EN ))1=2: (1)
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We proved in [2] that for almost all EN ∈{−1;+1}N we have
N 1=2C2(EN )(N logN )1=2:
If EN satis1es the second inequality here, then (1) in Theorem 1 gives
W (EN )(NC2(EN ))1=2N 3=4(logN )1=4:
We will show that our upper bound for W (EN ) in terms of C2(EN ) is sharp and,
indeed, uniformly in the range
N 3=4(logN )1=4W (EN )6N
(1) is best possible apart from a constant factor:
Theorem 2. If k; N ∈N; N ¿N0 and
N 3=46 k6N; (2)
then there is a sequence EN ∈{−1;+1}N with
W (EN )¿ k (3)
and
C2(EN )6 120max
{
k2
N
; (N logN )1=2
}
: (4)
Note that it follows from (4) that
(NC2(EN ))1=2¡ 11max{k; N 3=4(logN )1=4}: (5)
If
k¿N 3=4(logN )1=4;
then by (1), (3) and (5), for such a sequence EN we have
k6W (EN )6 3(NC2(EN ))1=2¡ 33k
so that, indeed, the lower and upper bounds coincide apart from a constant factor.
By (1) in Theorem 1 one can give a non-trivial upper bound for W (EN ) in terms
of C2(EN ). Note that there is no similar connection in the opposite direction, i.e.,
one cannot give a non-trivial upper bound for C2(EN ) in terms of W (EN ). Indeed, as
theorem 3 in [4] shows, it may occur that W (EN )N 1=2, however, C2(EN )N .
2. Proof of Theorem 1
Assume that
a; b; t ∈N and 16 a6 a+ (t − 1)b6N: (6)
Write
en = 0 for n¿N: (7)
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If t = 1, then clearly we have
|U (EN ; t; a; b)|= |U (EN ; 1; a; b)|= 16C2(EN )6 (NC2(EN ))1=2 (for t = 1):
(8)
If t¿ 2, then it follows from (6) that
b¡N
and
t − 16 (t − 1)b6N − a6N − 1
whence
t6N: (9)
Thus we have
a+b−1∑
i=a

 t−1∑
j=0
ei+jb


2
=
a+b−1∑
i=a

 t−1∑
j=0
(ei+jb)2 + 2
∑
06j1¡j26t−1
ei+j1bei+j2b


=
a+b−1∑
i=a

t + 2 t−1∑
d=1
t−1−d∑
j1=0
ei+j1bei+j1b+db


= tb+ 2
t−1∑
d=1
t−1−d∑
j1=0
a+b−1∑
i=a
ei+j1bei+j1b+db
= (t − 1)b+ b+ 2
t−1∑
d=1
a+(t−d)b−1∑
n=a
enen+db
¡N + N + 2
t−1∑
d=1
∣∣∣∣∣
a+(t−d)b−1∑
n=a
enen+db
∣∣∣∣∣ : (10)
In the innermost sum the contribution of the terms with n+db¿N is 0 (since then
en+db = 0). The remaining sum is of the form
h∑
n=a
enen+db = V (EN ; h; (0; db))− V (EN ; a− 1; (0; db))
whence∣∣∣∣∣
h∑
n=a
enen+db
∣∣∣∣∣6 |V (EN ; h; (0; db))|+ |V (EN ; a− 1; (0; db))|6 2C2(EN ): (11)
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By (9) and (11), it follows from (10) that
(U (EN ; t; a; b))2 =

 t−1∑
j=0
ea+jb


2
6
a+b−1∑
i=a

 t−1∑
j=0
ea+jb


2
¡ 2N + 2
t−1∑
d=1
2C2(EN ) = 2N + 4(t − 1)C2(EN )
6 2NC2(EN ) + 4(N − 1)C2(EN )
¡ 6NC2(EN ) (for t¿ 2): (12)
(1) follows from (8) and (12), and this completes the proof of Theorem 1.
3. Proof of Theorem 2
If
k ¿
N
10
then (4) holds trivially for all EN satisfying (3), thus we may assume that
k6
N
10
: (13)
Write
= 30max
{
k2
N
; (N logN )1=2
}
so that (4) can be rewritten as
C2(EN )6 4: (14)
If A is a 1nite set of positive integers, and d∈N, then denote the number of
solutions of
a− a′ = d; a∈A; a′ ∈A (15)
by f(A; d).
Lemma 1. Assume that k satis>es (2) and N is large enough. Then there is an
A ⊂ {1; 2; : : : ; N} such that
|A|= k (16)
and
f(A; d)¡ 30
k2
N
def=M for all 16d6N: (17)
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Proof. Write
F= {A: A ⊂ {1; 2; : : : ; N}; |A|= k}
and
Fd = {A: A∈F; f(A; d)¿M}:
Then, clearly, any set A belonging to
F
∖
N−1⋃
d=1
Fd (18)
satis1es (16) and (17). Thus it suNces to show that the set in (18) is non-empty. This
would follow from
N−1∑
d=1
|Fd|¡ |F|=
(
N
k
)
: (19)
To prove this, we have to give an upper bound for |Fd|.
Consider a set
A∈Fd (20)
and write t = [M=3]. Now we will de1ne sets
(A=)A0 ⊃A1 ⊃ · · · ⊃At
and integers
a1 ∈A0; a2 ∈A1; : : : ; at ∈At−1
by the following recursion: let
A0 =A: (21)
Now assume that 16 i6 t, and the sets A0;A1; : : : ;Ai−1 and, in case 1¡i, the
numbers a1; a2; : : : ; ai−1 have been de1ned with
(A=)A0 ⊃A1 ⊃ · · · ⊃Ai−1; (22)
|Aj|= |A| − 2j for 06 j6 i − 1; (23)
f(Aj; d)¿M − 3j for 06 j6 i − 1 (24)
and
aj ∈Aj−1; aj + d∈Aj−1; aj 	∈Aj; aj + d 	∈Aj for 0¡j6 i − 1: (25)
(Note that for i = 1 (22), (23) and (24) hold trivially by (20) and (21).) Then it
follows from (24) (with i − 1 in place of j) that
f(Ai−1; d)¿M − 3(i − 1)¿M − 3t¿ 0;
and thus
a− a′ = d; a∈Ai−1; a′ ∈Ai−1 (26)
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has at least one solution. Let ai denote the smallest integer such that a= ai+d; a′= ai
is a solution of (26), and de1ne Ai by
Ai =Ai−1 \ {ai; ai + d}:
Then (22), (23) and (25) hold trivially with i + 1 in place of i, and clearly
f(Ai ; d)¿f(Ai−1; d)− 3 (27)
since dropping ai and ai + d from Ai−1, we drop only at most three solutions of
a− a′ = d;
namely the ones with a= ai; a= ai + d and a= ai +2d. It follows from (24) and (27)
that (24) also holds with i + 1 in place of i.
Then A is the disjoint union of the sets
{a1; a1 + d}; : : : ; {at ; at + d};At :
Here we may choose a1; : : : ; at from {1; 2; : : : ; N} in at most
( N
t
)
ways, these
numbers determine a1 + d; : : : ; at + d uniquely, and, by (16) and (23), the elements of
At can be chosen from the remaining N − 2t numbers in at most( N − 2t
|At |
)
=
( N − 2t
k − 2t
)
ways. It follows that
|Fd|6
(
N
t
)(
N − 2t
k − 2t
)
=
N !(N − 2t)!
t!(N − t)!(k − 2t)!(N − k)! =
k!(N − 2t)!
t!(N − t)!(k − 2t)!
(
N
k
)
=
(k − 2t + 1)(k − 2t + 2) : : : k
t!(N − 2t + 1)(N − 2t + 2) : : : (N − t)
(
N
k
)
6
k2t
t!(N − 2t)t
(
N
k
)
:
By (2), (13), (17), t = [M=3] and Stirling’s formula, it follows for large N that
|Fd|6 k
2t
(t=3)t(N=3)t
(
N
k
)
=
(
9k2
tN
)t (N
k
)
=
(
9M
30t
)t (N
k
)
6
(
10
11
)t (N
k
)
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¡
(
11
12
)M=3(N
k
)
=
(
11
12
)10k2=N (N
k
)
6
(
11
12
)10N 1=2 (N
k
)
¡
1
N
(
N
k
)
(for all 16d¡N ): (28)
(19) follows from (28) and this completes the proof of Lemma 1.
Now we 1x a set A ⊂ {1; 2; : : : ; N} satisfying (16) and (17) in Lemma 1, and let
E denote the set of the binary sequences EN ∈{−1;+1}N with en =+1 for n∈A so
that
|E|= 2N−|A| = 2N−k :
We consider a “random” element EN of E, i.e., we choose each EN ∈E with prob-
ability 1=2N−k . In other words, we consider the binary sequence EN = {e1; : : : ; eN}
where for n∈A we have en =+1 while for n values with n 	∈A the en’s are chosen
independently with
P(en =+1) = P(en =−1) = 12 (for n 	∈A):
We will show that such a random EN ∈E satis1es both (3) and (4) in Theorem 2
with probability ¿ 13 so that there is at least one EN with the desired properties, and
this will complete the proof of the theorem.
Clearly we have
W (EN )¿ |U (EN ; N; 1; 1)|=
∣∣∣∣∣
N∑
n=1
en
∣∣∣∣∣
=
∣∣∣∣∣
∑
n6N
n∈A
en +
∑
n6N
n∈A
en
∣∣∣∣∣=
∣∣∣∣∣k +
∑
n6N
n∈A
en
∣∣∣∣∣: (29)
By symmetry reasons, clearly
P
(∑
n6N
n∈A
en¿ 0
)
=
1
2
P
(∑
n6N
n∈A
en 	= 0
)
+ P
(∑
n6N
n∈A
en = 0
)
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¿
1
2
(
P
(∑
n6N
n∈A
en 	= 0
)
+ P
(∑
n6N
n∈A
en = 0
))
=
1
2
: (30)
It follows from (29) and (30) that
P(W (EN )¿ k)¿ P
(∣∣∣∣k + ∑
n6N
n∈A
en
∣∣∣∣¿ k
)
¿ P
(∑
n6N
n∈A
en¿ 0
)
¿
1
2
: (31)
It remains to give an upper bound for P(C2(EN )¿ 4).
By the de1nition of C2(EN ) we have
P(C2(EN )¿ 4) = P
(
max
M;d1 ;d2
|V (EN ;M; (d1; d2))|¿ 4
)
6
∑
M;d1 ;d2
P(|V (EN ;M; (d1; d2))|¿ 4): (32)
For all EN ∈E we have
V (EN ;M; (d1; d2))
=
M∑
n=1
en+d1en+d2
=
∑
n6M
n+d1∈A; n+d2∈A
en+d1en+d2 +
∑
n6M
n+d1∈A; n+d2 ∈A
en+d1en+d2
=
∑
n6M
n+d1 ∈A; n+d2∈A
en+d1en+d2 +
∑
n6M
n+d1 ∈A; n+d2 ∈A
en+d1en+d2
=1 + 2 + 3 + 4; (33)
say.
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By the de1nitions of  and A we have
1 =
∑
n6M
n+d1∈A; n+d2∈A
16
∑
a;a′∈A
a−a′=d2−d1
1
=f(A; d2 − d1)¡ 30k
2
N
6: (34)
It follows from (33) and (34) that
{EN : |V (EN ;M; (d1; d2))|¿ 4} ⊂
4⋃
i=2
{EN : |i|¿}: (35)
Thus it remains to give an upper bound for P(|i|¿) (for all 1xed M; d1; d2 and
26 i6 4).
Consider 1rst i = 2, i.e., 2. By the de1nition of E for all EN we have
2 =
∑
n6M
n+d1∈A; n+d2 ∈A
en+d2 :
This is the sum of
V def= |{n: n6M; n+ d1 ∈A; n+ d2 	∈A}|
independent random variables en+d2 , each assuming the values −1 and +1 with prob-
ability 1=2. For a 1xed EN , write
r = |{n: n6M; n+ d1 ∈A; n+ d2 	∈A; en+d2 = +1}|
and
s= |{n: n6M; n+ d1 ∈A; n+ d2 	∈A; en+d2 =−1}|
so that we have
|2|= |r − s|= |2r − V |= 2
∣∣∣∣r − V2
∣∣∣∣ ;
and thus
|2|¿
holds if and only if∣∣∣∣r − V2
∣∣∣∣¿ 2 :
For 1xed r the n values with n6M; n + d1 ∈A; n + d2 	∈ A; en+d2 = +1 can be
chosen in
(
V
r
)
ways (from the numbers n with n6M; n + d1 ∈A; n + d2 	∈ A),
and the V -tuple formed by the numbers en with n6M; n + d1 ∈A; n + d2 	∈ A may
assume any V tuple in {−1;+1}V with probability 1=2V . Thus we have
P(|2|¿) = P
(∣∣∣∣r − V2
∣∣∣∣¿ 2
)
=
1
2V
∑
|r−V=2|¿=2
(
V
r
)
: (36)
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It is easy to see that:
Lemma 2. There is an N0 such that for N ¿N0; 16V 6N we have
1
2V
∑
|r−V=2|¿15(N log N )1=2
(
V
r
)
¡
1
N 4
:
Indeed, this can be seen either by a simple computation, or one may use standard
elementary estimates involving the binomial distribution, or one also may use Bern-
stein’s inequality [5, ch. 7]; we leave the details to the reader.
By Lemma 2, it follows from (36) that
P(|2|¿)¡ 1N 4 : (37)
It can be proved in exactly the same way that
P(|3|¿)¡ 1N 4 : (38)
Finally, P(|4|¿) can be estimated by the method used in the proof of (2.4) in
[2]. As in [2], the desired estimate will be derived from an upper bound for the sum
S(‘;M; d1; d2) =
∑
EN∈E
( ∑
n6M
n+d1 ∈A; n+d2 ∈A
en+d1en+d2
)2‘
=
∑
EN∈E
(4(EN ))
2‘
where 4 = 4(E) is the sum de1ned in (33) and where ‘ is large (in terms of N )
but ‘ = N 0(1) and it will be 1xed later.
Since the estimate of this sum is similar to the one in [2] thus we will leave some
details to the reader.
Let n1¡n2¡ · · ·¡nu denote the integers n with n6M; n+ d1 	∈A; n+ d2 	∈A,
so that
u6M (6N ): (39)
If u6N 1=4 then clearly we have
S(‘;M; d1; d2) =
∑
EN∈E
(
u∑
i=1
eni+d1eni+d2
)2‘
6
∑
EN∈E
u2‘6
∑
EN∈E
N‘=2
= |E|N‘=2 = 2N−kN‘=2 (for u6N 1=4): (40)
Assume now that
N 1=4¡u6M6N: (41)
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Write eni+d1eni+d2 = Xi. Then by the multinomial theorem, S(‘;M; d1; d2) can be
rewritten as
S(‘;M; d1; d2) =
∑
EN∈E
(
u∑
i=1
Xi
)2‘
=
∑
EN∈E
2‘∑
t=1
∑
16i1¡···¡it6u
∑
j1+···+jt=2‘
16j1 ;:::; jt
(2‘)!
j1! : : : jt!
X j1i1 : : : X
jt
it :
Observe that each Xi ∈{−1;+1}, and thus the value of X ji depends only on the parity
of j: X ji = 1 if j is even and X
j
i = Xi if j is odd. Let S1 denote the contribution of
those terms for which at least one of j1; : : : ; jt is odd and let S2 denote the contribution
of the terms such that each of j1; : : : ; jt is even so that
S(‘;M; d1; d2) = S1 + S2: (42)
Then we obtain in the same way as in [2] that, choosing
‘ = [4 logN ];
we have
S1 = 0 (43)
and (using |E|= 2N−k and (41))
S2 =
∑
EN∈E
2‘∑
t=1
∑
16i1¡···¡it6u
∑
r1+···+rt=‘
16r1 ;:::;rt
(2‘)!
(2r1)! : : : (2rt)!
= 2N−k
2‘∑
t=1
∑
16i1¡···¡it6u
∑
r1+···+rt=‘
16r1 ;:::;rt
(2‘)!
(2r1)! : : : (2rt)!
= 2N−k2−u
u∑
h=0
(
u
h
)
(u− 2h)2‘ ¡ 2N−k+2u(4‘u)‘
6 2N−k+2N (4‘N )‘ (for u¿N 1=4): (44)
It follows from (40), (42), (43) and (44) that
S(‘;M; d1; d2)¡ 2N−k+2N (4‘N )‘: (45)
On the other hand, writing
X = 30(N logN )1=2;
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clearly we have
S(‘;M; d1; d2) =
∑
EN∈E
(4(EN ))
2‘
¿ X 2‘|{EN : EN ∈E; |4(EN )|¿X }|: (46)
It follows from (45) and (46) that, for N large enough,
|{EN : EN ∈E; |4(EN )|¿X }|
2N−k
6
4N (4‘N )‘
X 2‘
= exp((1 + o(1))(1− 4 log 9) logN )¡ exp(−4 logN ) = 1
N 4
whence
P(|4|¿)6P(|4|¿X )¡ 1N 4 : (47)
By (32), (35), (37), (38) and (47) we have
P(C2(EN )¿ 4)6
∑
M;d1 ;d2
4∑
i=2
P(|i|¿)¡
∑
M;d1 ;d2
3
N 4
¡
3
N
: (48)
It follows from (31) and (48) that (3) and (4) hold simultaneously with probability
¿
1
2
− 3
N
¿
1
3
for N large enough, so that there is at least one EN ∈{−1;+1} satisfying both (3) and
(4), and this completes the proof of Theorem 2.
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