We use generating functions to express orthogonality relations in the form of q-beta integrals. The integrand of such a q-beta integral is then used as a weight function for a new set of orthogonal or biorthogonal functions. This method is applied to the continuous q-Hermite polynomials, the Al-Salam-Carlitz polynomials, and the polynomials of Szeg} o and leads naturally to the Al-Salam-Chihara polynomials then to the Askey-Wilson polynomials, the big q-Jacobi polynomials and the biorthogonal rational functions of Al-Salam and Verma, and some recent biorthogonal functions of Al-Salam and Ismail.
1. Introduction and Preliminaries. The q-Hermite polynomials seem to be at the bottom of a hierarchy of the classical q-orthogonal polynomials, 6]. They contain no parameters, other than q, and one can get them as special or limiting cases of other orthogonal polynomials.
The purpose of this work is to show how one can systematically build the classical q-orthogonal polynomials from the q-Hermite polynomials using a simple procedure of attaching generating functions to measures.
Let fp n (x)g be orthogonal polynomials with respect to a positive measure with moments of any order and in nite support such that
Research partially supported by NSF grant DMS 9203659 Z 1 ?1 p n (x)p m (x) d (x) = n m;n : (1.1) Assume that we know a generating function for fp n (x)g, that is we have 1 X n=0 p n (x)t n =c n = G(x; t); (1.2) for a suitable numerical sequence of nonzero elements fc n g. This provided that we can justify the interchange of integration and sums.
Our idea is to use G(x; t 1 )G(x; t 2 ) d (x) as a new measure, the total mass of which is given by (1.3), and then look for a system of functions (preferably polynomials) orthogonal or biorthogonal with respect to it. If such a system is found one can then repeat the process. The generating function in (1.2) is assumed to be an elementary function, that is a quotient of products of powers and in nite products. It it clear that we cannot inde nitely continue this process. The form of the generating function will become too complicated at a certain level, and the process will then terminate. The referee wondered whether there is a principal reason which forbids that nice explicit (bi)orthogonal systems can be found with respect to measures which are not elementary. We do not know the answer to this question especially since in the case of associated orthogonal polynomials 11], 19], 28] the weight function involves the reciprocal of the square of the absolute value of a transcendental function. Part of the di culty is that we do not have direct proofs of the orthogonality of the associated polynomials. If has compact support it will often be the case that (1.2) converges uniformly for x in the support and jtj su ciently small. In this case the justi cation is obvious.
We mention the following general result with no assumptions about the support of . For 0 < 1 we denote by D(0; ) the set of z 2 C with jzj < . has a radius of convergence with 0 < 1.
(i) Then there is a -null set N R such that (1.2) converges absolutely for jtj < ; x 2 RnN.
Furthermore (1.2) converges in L 2 ( ) for jtj < , and (1.3) holds for jt 1 j; jt 2 j < .
(ii) If is indeterminate then (1.2) converges absolutely and uniformly on compact subsets of = C D(0; ), and G is holomorphic in .
Proof. For 0 < r 0 < r < there exists C > 0 such that ( p n =jc n j)r n C for n 0, and we and in particular the sum is nite for -almost all x. This implies that there is a -null set N R such that P p n (x)(t n =c n ) is absolutely convergent for jtj < and x 2 R n N. In order to describe details of our work we will need to introduce some notations. There are three systems of q-Hermite polynomials. Two of them are orthogonal on compact subsets of the real line and the third is orthogonal on the unit circle. The two q-Hermite polynomials on the real line are the discrete q-Hermite polynomials fH n (x : q)g 13] and the continuous q-Hermite polynomials fH n (xjq)g of L. J. Rogers 8] . They are generated by 2xH n (xjq) = H n+1 (xjq) + (1 ? q n )H n?1 (xjq); (1.5) xH n (x : q) = H n+1 (x : q) + q n?1 (1 ? q n )H n?1 (x : q); (1.6) and the initial conditions H 0 (xjq) = H 0 (x : q) = 1; H 1 (xjq) = 2x; H 1 (x : q) = x: (1.7)
We will describe the q-Hermite polynomials on the unit circle later in the Introduction. In (1.9) e i is x p x 2 ? 1 and the square root is chosen so that p x 2 ? 1 x as x ! 1. This makes je ?i j je i j. It is clear that the right hand sides of (1.8) and (1.9) are analytic functions of the complex variable t for jtj < 1=jxj, jtj < je ?i j.
In Section 2 we apply the procedure outlined at the beginning of the Introduction to the continuous q-Hermite polynomials for jqj < 1 and we reach the Al-Salam-Chihara polynomials in the rst step and the second step takes us to the Askey-Wilson polynomials. It is worth mentioning that the Askey-Wilson polynomials are the general classical orthogonal polynomials, 6]. As a byproduct we get a simple evaluation of the Askey-Wilson q-beta integral, 10]. This seems to be the end of the line in this direction. The case q > 1 will be studied in Section 5, see comments below. In Section 3 we apply the same procedure to the polynomials fU (a) n (x; q)g and fV (a) n (x; q)g of Al-Salam and Carlitz 2]. They are generated by the recurrences U (a) n+1 (x; q) = x ? (1 + a)q n ]U (a) n (x; q) + aq n?1 (1 ? q n )U (a) n?1 (x; q); n > 0; (1.13) V (a) n+1 (x; q) = x ? (1 + a)q ?n ]V (a) n (x; q) ? aq 1?2n (1 ? q n )V (a) n?1 (x; q); n > 0; (1.14) and the initial conditions n (x; 1=q) = V (a) n (x; q), so there is no loss of generality in assuming 0 < q < 1 with appropriate restrictions on a. The U n 's provide a one parameter extension of the discrete q-Hermite polynomials when 0 < q < 1 corresponding to a = ?1. In Section 3 we show that our attachment procedure generates the big q-Jacobi polynomials from the U n 's. The big q-Jacobi polynomials were studied by Andrews and Askey in 1976. The application of our procedure to the V n 's does not lead to orthogonal polynomials but to a system of biorthogonal rational functions of Al-Salam and The referee raised the question of what determines the starting point in our process. In each case we used the polynomials with fewest possible parameters. In the cases of the polynomials in Sections 2, 4 and 5 we started with polynomials with no parameters, other than q. In Section 3 we used the 1-parameter family of Al-Salam-Carlitz polynomials. We cannot set a = 0 in the Al-Salam-Carlitz polynomials and maintain their orthogonality, so it seems that the full AlSalam-Carlitz polynomials are the correct starting point. We do not have a canonical answer. The referee also remarked that the Askey scheme in 22] contains many q-polynomials at the lowest level of the classi cation and wondered if these q-polynomials are Hermite like and when we apply our procedure to such Hermite like polynomials we may obtain other results. We plan to investigate this point in a future work. (q ?n ; t 1 e i ; t 1 e ?i ; q) k (q; q) k a n;k ; (2.5) then determine a n;k such that p n (x) is orthogonal to (t 2 e i ; t 2 e ?i ; q) j , j = 0, 1, , n ? 1 (q ?n ; q) k a n;k (q; q) k (t 1 t 2 q k+j ; q) 1 = 2 (q; t 1 t 2 q j ; q) 1 n X k=0 (q ?n ; t 1 t 2 q j ; q) k (q; q) k a n;k :
The Continuous q-
At this stage we look for a n;k as a quotient of products of q-shifted factorials in order to make the above sum vanish for 0 j < n. The q-Chu-Vandermonde sum 16, (II.6)] 2 1 (q ?n ; a; c; q; q) = (c=a; q) n (c; q) n a n (2.7) suggests a n;k = q k =(t 1 t 2 ; q) k :
(t 2 e i ; t 2 e ?i ; q) j p n (x)w 1 (x; t 1 ; t 2 )dx = 2 (q ?j ; q) n (q; t 1 t 2 q j ; q) 1 (t 1 t 2 ; q) n (t 1 t 2 q j ) n :
It follows from (2.5) and (2.6) that the coe cient of x n in p n (x) is (?2t 1 ) n q n(n+1)=2 (q ?n ; q) n =(q; t 1 t 2 ; q) n = (2t 1 ) n =(t 1 t 2 ; q) n : (2.8) The polynomials we have just found are the Al-Salam-Chihara polynomials and were rst identi ed by W. Al-Salam and T. Chihara 3] . Their weight function was given in 9] and 10].
One might hope that it is possible to make other choices for the coe cients a n;k and possibly use summation theorems other than (2.7). We went through the summation theorems in 16] and found that (2.7) is the only summation theorem that works in the case at hand. It is also worth mentioning that the generating function (1.9) is the only elementary generating function for the q-Hermite polynomials known to us, 8] .
Observe that the orthogonality relation (2.9) and the uniqueness of the polynomials orthogonal with respect to a positive measure show that t ?n 1 p n (x) is symmetric in t 1 and t 2 . This gives the known transformation 3 as a byproduct of our analysis.
Our next task is to repeat the process with the Al-Salam-Chihara polynomials as our starting point. The representation (2.10) needs to be transformed to a form more amenable to generating functions. This can be done using an idea of Ismail valid for maxfjt 1 j; jt 2 j; jt 3 j; jt 4 j; jt 5 j; jt 6 jg < 1.
In 20] the Askey-Wilson integral (2.16) was evaluated using Rogers's linearization formula of products of continuous q-Hermite polynomials, 8], without going through the Al-Salam-Chihara polynomials. The approach in this work is di erent and does not use Rogers's formula. In fact Rogers's linearization formula is the special case t 4 = 0 of (2.16).
3. The Discrete q-Hermite Ladder. Here we assume 0 < q < 1. Instead of using the discrete q-Hermite polynomials directly we will use the Al-Salam-Carlitz q-polynomials which are a one parameter generalization of the discrete q-Hermite polynomials. The Al-Salam-Carlitz polynomials fU n (x; q) t n (q; q) n = (t; at; q) 1 (tx; q) 1 ; a < 0; 0 < q < 1; q n (q; q=a; q) n (a; q) 1 " q n + q n (q; aq; q) n (1=a; q) 1 " aq n # : (3.3) In (3.3) " y denotes a unit mass supported at y. The form of the orthogonality relation (3.2)-(3.3) given in 2] and 14] contained a complicated form of a normalization constant. The value of the constant was simpli ed in 17]. Since the radius of convergence of (1.4) is = 1 we can apply (q ?n ; xt 1 ; q) k (q; q) k q k a n;k (3.8) where a n;k will be chosen later. Using (3.6) it is easy to see that (q ?n ; q) k (q; q) k q k a n;k (at 1 t 2 q k+m ; q) 1 (t 1 q k ; at 1 q k ; t 2 q m ; at 2 q m ; q) 1 = (at 1 t 2 q m ; q) 1 (t 1 ; at 1 ; t 2 q m ; at 2 q m ; q) 1 n X k=0 (q ?n ; t 1 ; at 1 ; q) k (q; at 1 t 2 q m ; q) k a n;k q k :
The choice a n;k = ( ; q) k =(t 1 ; at 1 ; q) k allows us to apply the q-Chu-Vandermonde sum (2.7). The choice = at 1 The right-hand side of (3.9) vanishes for 0 m < n. The coe cient of x n in P n (x) is (q ?n ; at 1 t 2 q n?1 ; q) n (q; t 1 ; at 1 ; q) n (?t 1 ) n q n(n+1)=2 = (at 1 t 2 q n?1 ; q) n (t 1 ; at 1 ; q) n t n 1 :
Therefore P n (x) = ' n (x; a; t 1 ; t 2 ) = 3 2 0 @ q ?n ; at 1 t 2 q n? We now consider the polynomials fV (a) n (x; q)g and restrict the parameters to 0 < a; 0 < q < 1; in which case they are orthogonal with respect to a positive measure, cf. 14, VI.10]. The corresponding moment problem is determinate if and only if 0 < a q or 1=q a. In the rst case the unique solution is m (a) = (aq; q) 1 1 X n=0 a n q n 2 (q; aq; q) n " q ?n; (3.15) and in the second case it is a ?n q n 2 (q; q=a; q) n " aq ?n; (3.16) cf. 12]. The total mass of these measures was evaluated to 1 in 17].
If q < a < 1=q the problem is indeterminate and both measures are solutions. In 12] the following one-parameter family of solutions with an analytic density was found (x; a; q; ) = ja ? 1j(q; aq; q=a; q) 1 a (x=a; q) 2 1 + 2 (x; q) 2 1 ] ; > 0: (3.17) In the above a = 1 has to be excluded. For a similar formula when a = 1 see 12] .
If is one of the solutions of the moment problem we have the orthogonality relation Z 1
n (x; q)d (x) = a n q ?n 2 (q; q) n m;n : (3.18) The polynomials have the generating function 2], 14]
n (x; q) q n(n?1)=2 (q; q) n (?t) n = (xt; q) 1 (t; at; q) 1 ; jtj < min (1; 1=a); (3.19) and n = q ?n 2 a n (q; q) n . The power series (1.4) has the radius of convergence=a, and therefore ( valid for q < a < 1=q; a 6 = 1; > 0. Formula (3.21) seems to be new.
We now seek polynomials or rational functions that are orthogonal with respect to the measure d (x) = (xt 1 ; xt 2 ; q) 1 d (x); (3.22) where satis es (3.18) . It is clear that we can integrate 1= (xt 1 ; q) k (xt 2 ; q) j ] with respect to the measure . Set n (x; a; t 1 ; t 2 ) := n X k=0 (q ?n ; q) k (q; q) k q k a n;k (xt 1 ; q) k : (3.23) The rest of the analysis is similar to our treatment of the U n 's. We get Z 1 ?1
n (x; a; t 1 ; t 2 ) (xt 2 
(q ?n ; q) k (q; q) k q k a n;k Z 1
and if we choose a n;k = (t 1 ; at 1 ; q) k =(at 1 t 2 =q; q) k the above expression is equal to which is 0 for m < n. We have used the Chu-Vandermonde sum (2.7). Since is symmetric in t 1 ; t 2 , this leads to the biorthogonality relation Z 1 ?1 m (x; a; t 2 ; t 1 ) n (x; a; t 1 ; t 2 ) d (x) = (t 1 ; at 1 ; t 2 ; at 2 ; q) 1 (q; q) n (at 1 t 2 =q; q) 1 (at 1 t 2 =q; q) n (at 1 t 2 =q) n m;n : (3.24) The n 's are given by n (x; a; t 1 ; t 2 ) = 3 2 0 @ q ?n ; t 1 ; at 1 xt 1 ; at 1 t 2 =q q; q 1 A : (3.25) They are essentially the rational functions studied by Al-Salam and Verma in 5]. Al-Salam and Verma used the notation R n (x; ; ; ; ; q) = 3 2 0 @ ; = ; q ?n =q; qx q; q 1 A : (3.26) The translation between the two notations is n (x; a; t 1 ; t 2 ) = R n ( xq ?1 = ; ; ; ; ; q); (3.27) with t 1 = ; t 2 = =q ; a = = : (3.28) Note that R n has only three free variables since one of the parameters ; ; ; can be absorbed by scaling the independent variable. 4 . The Szeg} o Ladder. Here we assume 0 < q < 1.
As already mentioned in the introduction Szeg} o 27] used the Jacobi triple product identity to prove (1.17). The explicit form (1.16) and the q-binomial theorem (2. and applying the attachment technique to (4.2) we nd that the polynomials p n (z; t 1 ; t 2 ) := 3 2 0 @ q ?n ; t 1 q 1=2 z; t 1 q 0; t 1 t 2; q 1 A : (4.4) satisfy the biorthogonality relation 1 2 i Z jzj=1p m (z; t 1 ; t 2 )p n (z; t 2 ; t 1 ) (z) dz z = (q; q) n (t 1 t 2 q; q) n (t 1 t 2 q) n m;n : (4.5) Using the transformation 16, (III.7)] we see that p n (z; t 1 ; t 2 ) = (q; q) n (t 1 t 2 q; q) n (t 1 q) n p n (z; t 1 ; t 2 ); (4.6) where p n (z; a; b) = (b; q) n (q; q) n 2 1 (q ?n ; aq; q 1?n =b; q; q 1=2 z=b) = n X k=0 (aq; q) k (b; q) n?k (q; q) k (q; q) n?k (q ?1=2 z) k ; (4.7) are the polynomials considered by Pastro 24] and for which the biorthogonality relation reads ; bt; q) 1 (tzq ?1=2 ; t; q) 1 (4.9) to establish a q-beta integral and found the rational functions biorthogonal to its integrand. The interested reader is referred to 4] for details. h m (xjq)h n (xjq) d (x) = q ?n(n+1)=2 (q; q) n m;n : (5. 3) Proof. It follows by (5.13) thatû n (x; 0; 0) = 2 ?n h n (xjq) so the assertion is clear for t 1 = t 2 = 0.
Assume now that t 1 6 = 0. By the three term recurrence relation it su ces to prove that Z u n ( is a compact convex subset of the full set C(t 1 ) of solutions to the fu n (x; t 1 ; t 1 )g-moment problem. If t 1 = t 2 2 R then f (t 1 ; t 1 ) j 2 V q g 6 = C(t 1 )
since the measures on the left can have no mass at the zeros of t 1 (x).
If t 1 = t 2 (q; 1) and t 2 = 0 then the Al-Salam-Chihara moment problem is determinate and the set f (t; 0) j 2 V q g contains exactly one positive measure namely the one coming from 2 V q being the N-extremal solution corresponding to the choice a = q=t in (6.27) The function t (x) vanishes for x = x n when n < 0 and we get ; q) n t 2n (q; q) n (?q 2 =t 2 ; q) 1 :
We now go back to (5.5) and integrate 1=(?t 1 e ; t 1 e ? ; q) k against the integrand in (5.5). Here again the attachment method works and we see that ' n (sinh ; t 1 ; t 2 ) := 3 
