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Esta dissertação tem como objetivo apresentar um sistema capaz de converter a forma de um 
objeto ou de um cenário tridimensional em som com o objetivo de auxiliar pessoas com 
sérias dificuldades visuais.  Com o intuito de contextualizar este trabalho começa-se por 
fazer um enquadramento relativo a pessoas com dificuldades visuais. São apresentados 
também os potencias benefícios resultantes deste trabalho. De forma a dar suporte a este 
trabalho, na revisão de literatura é feito o enquadramento relativo a efeitos de áudio 3D, 
apresentam-se soluções já existentes no mercado e que de alguma forma se assemelham ou 
fornecem uma possível alternativa a uma parte da solução proposta nesta dissertação. São 
ainda descritas as tecnologias utilizadas nesta dissertação. O protótipo desenvolvido neste 
trabalho distancia-se de outras soluções de conversão de imagem em som uma vez que o 
som é gerado com base num objeto 3D em vez de imagens 2D, fornecendo assim a 
informação relativa à forma e profundidade de um objeto de forma mais precisa. A 
digitalização de um objeto permite fazer a sua divisão em camadas representadas por 
diversas fontes sonoras virtuais. Estas camadas são percorridas da mais próxima à mais 
distante. Para cada camada é efetuado o cálculo da distância entre o utilizador e as fontes 
sonoras de forma a gerar um som específico para os 6 pares de auscultadores, sendo a 
frequência dos sons diferentes para cada camada. Pelos resultados observados, é possível 
concluir que a digitalização de um objeto e a sua conversão em som permite fazer a 
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This dissertation aims to present a system capable of converting the shape of an object or a 
three-dimensional scenery into sound in order to assist people with serious visual 
impairment. In order to contextualize this work, it start’s by making an overview of the 
difficulties visually impaired people have to deal with. Also presented are the potential 
benefits resulting from this work. In order to support this work, in the literature review, an 
overview of 3D audio effects is made, some solutions already existing in the market and that 
somehow resemble or provide a possible alternative to a part of the proposed solution in this 
dissertation are presented. Also described are the technologies used in this dissertation. The 
prototype developed in this work distances itself from other solutions of image to sound 
conversion since the sound is generated based on a 3D object instead of 2D images, thus 
providing information regarding the shape and depth of an object with an increased level of 
precision. The digitization of an object allows its division into layers represented by several 
virtual sound sources. These layers are traversed from the nearest to the farthest. For each 
layer, the distance between the user and the sound sources is calculated in order to generate 
a specific sound for the 3 pairs of speakers, with the frequency of sounds being different for 
each layer. From the observed results, it is possible to conclude that the scanning of an object 
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Atualmente estima-se que existam cerca de 253 milhões de pessoas com algum tipo de 
dificuldade visual. Estas dificuldades podem-se manifestar em qualquer pessoa 
independentemente da origem educação ou status social da pessoa. Nos casos mais graves, estas 
dificuldades podem representar a necessidade de contato físico para detetar ou reconhecer 
objetos. 
 
É neste sentido que surge a motivação para a elaboração da dissertação de Mestrado: 
desenvolver um sistema capaz de captar um cenário tridimensional e fazer a sua representação 
sonora.  
 
De seguida serão apresentados os motivos para a criação do sistema. 
 
1.1 Contexto e motivação 
Segundo a Organização Mundial de Saúde, estima-se que cerca de 36 milhões de pessoas 
sofram de cegueira e que 217 milhões têm comprometimento moderado ou grave da visão. 
Pessoas com 50 ou mais anos compõem 81% das pessoas que têm comprometimento moderado 
ou severo de visão ou cegueira. O envelhecimento da população faz com que, cada vez mais, 
haja aumente do número de pessoas em risco de perder alguma visão devido a doenças oculares 
crónicas. No caso de jovens com idades inferiores a 15 anos, estima-se que cerca de 1,4 milhões 
sofram de cegueira irreversível, necessitando de algum tipo de serviço que as ajude a completar 
tarefas do dia-a-dia. [1] 
 
Os sistemas atualmente existentes que podem servir de ajuda para estas pessoas incidem 
maioritariamente na deteção ou localização de objetos ou baseiam-se apenas em imagens 2D 
para fazer o reconhecimento do aspeto de um objeto. Desta forma existe a motivação de criar 
um sistema capaz de fornecer a pessoas com dificuldades visuais uma forma de fazer o 




1.2 Potencialidades e Contributos 
No sentido de contribuir para o melhoramento do nível de vida de pessoas com dificuldades 
visuais é necessário criar mecanismos que ajudem não só a detetar a existência de objetos, mas 
também que seja possível fornecer ao utilizador uma forma de identificar esses mesmos objetos.  
 
Esta dissertação acarreta potencial pelo facto de apresentar um sistema capaz de fornecer ao 
utilizador uma representação sonora da forma aproximada de um objeto ou cenário, permitindo 
assim que este não só detete, mas também identifique objetos/obstáculos. 
 
Todas as potencialidades mencionadas acima promovem os objetivos deste trabalho, que são 
apresentados na secção seguinte. 
 
1.3 Objetivos 
Os sistemas que existem atualmente baseiam-se na conversão de uma única imagem 2D em 
som ou limitam-se a fazer a deteção e localização de obstáculos. De forma a que seja possível 
fornecer uma informação mais detalhada dos objetos e dessa forma ajudar a melhorar a 
qualidade de vida das pessoas com dificuldades visuais, o principal objetivo desta dissertação 
é a criação de um sistema que seja capaz de captar um objeto ou cenário tridimensional e fazer 
a sua representação utilizando som.  
 
No capítulo seguinte será descrita a organização do presente documento e dos tópicos de cada 
capítulo. 
 
1.4 Organização do documento 
A dissertação inicia-se com a introdução (capítulo 1) ao contexto atual das pessoas com 
dificuldades auditivas no mundo. No capítulo 2 é feita a revisão da literatura, secção onde serão 
expostos alguns conceitos de áudio tridimensional, trabalhos já desenvolvidos na área e o 
enquadramento das ferramentas utilizadas. De seguida no capítulo 3º é apresentada a 
metodologia seguida para a realização desta dissertação. No capítulo 4 apresenta-se a solução 
proposta resultante do trabalho desenvolvido ao longo desta dissertação, seguindo-se a 
discussão de resultados sobre o trabalho realizado (capítulo 5), e, por fim, no capítulo 6 são 
descritas as conclusões da dissertação bem como propostas para trabalho futuro. 
  
3 
2 Revisão da literatura 
 
Neste capítulo são apresentadas técnicas de áudio 3D, seguindo-se a apresentação de soluções 
existentes para a conversão de imagem em som e por fim são apresentadas as tecnologias usadas 
nesta dissertação 
 
2.1 Áudio 3D 
Efeitos de áudio 3D são um conjunto de efeitos sonoros que manipulam o som proveniente de 
diversos tipos de colunas. Isto envolve a colocação virtual de fontes sonoras num espaço 
tridimensional, incluindo por cima, por baixo e por trás do utilizador. Estes efeitos transformam 
ondas sonoras de forma a imitar ondas sonoras naturais provenientes de uma fonte num espaço 
tridimensional. 
 
Estes efeitos recorrem maioritariamente a HRTF (head-related transfer functions) para simular 
as alterações que o som sofre desde a sua emissão até chegar aos ouvidos do utilizador. Algumas 
soluções recorrem também a gravações de áudio binaural. 
 
2.1.1 Áudio binaural 
Áudio binaural é áudio captado de forma idêntica à fora com os ouvidos captam o som. Este 
áudio é capturado com recurso a 2 microfones colocados a uma distância de 18 cm entre si, de 
forma a simular a localização dos ouvidos. 
 
O áudio binaural não deve ser confundido com o som stereo tradicional. Os sons stereo apenas 
fazem a distinção entre esquerda e direita, enquanto o som binaural permite ao utilizador 
localizar as fontes de som à sua frente, por trás de si, em cima e em baixo. Outra diferença entre 
o som stereo e binaural é o fato de o som stereo não considerar a localização dos ouvidos.[2] 
 
2.1.2 HRTF 
Uma HRTF é uma resposta que carateriza a forma como uma orelha recebe um estímulo sonoro 
proveniente de um ponto no espaço. Este estímulo é influenciado não só pela estrutura da cabeça 
humana, mas também pelo resto do corpo. Qualquer obstáculo que se encontre entre a emissão 
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de um sinal sonoro e o seu destinatário irá alterar a frequência e a fase desse mesmo sinal. O 
cérebro humano está preparado para processar e entender estes sinais de forma a determinar a 
localização da origem do sinal sonoro. De uma forma resumida pode-se dizer que as HRTF 
descrevem o impacto que a anatomia de cada pessoa tem no som proveniente de qualquer 
localização. 
 
A capacidade de uma pessoa localizar a origem de um som provém da análise que o cérebro 
humano faz dos atributos do som. Um dos atributos mais importantes é a diferença do som na 
orelha direita e na orelha esquerda. A diferença de tempo que um som demora para chegar a 
cada uma das orelhas reflete-se na diminuição da amplitude da onda que chega à orelha que se 
encontra mais distante da origem do som. 
 
Um grande obstáculo das HRTF é o fato de estas serem computacionalmente exigentes. Para 
além disso, uma vez que cada pessoa tem um formato de orelha diferente, as HRTF necessitam 
de ser customizadas para cada utilizador. Para tal é necessária tecnologia capaz de gerar HRTF 
personalizadas, o que implica a criação de bases de dados de formatos de orelhas. 
  
2.2 Soluções existentes 
Nesta secção serão apresentadas algumas soluções existentes para a conversão de imagem em 
som e descrito o seu modo de funcionamento. Também serão apresentados alguns scanners 3D. 
 
2.2.1 vOICe 
Em 1992, Peter Meijer  apresentou o vOICe[3], um sistema capaz de traduzir com som as 
imagens de um vídeo captado por uma câmara. A capacidade para uma pessoa aprender a 
interpretar o som da imagem depende das capacidades dessa mesma pessoa. 
 
Este sistema efetua um varrimento por segundo de uma imagem com uma resolução de 64×64 
da esquerda para a direita, associando a elevação da imagem com tom e brilho com volume. 
Cada pixel numa coluna produz uma onda cuja frequência indica a sua posição, encontrando-
se as frequências mais altas no topo. As ondas sonoras são geradas com base numa escala de 




De forma a aumentar a orientação espacial do utilizador, são usados uns headphones stereo que 
alternam o volume da esquerda para a direita em consonância com o pixel que está a ser 
processado. Este efeito permite que o utilizador identifique a localização de um objeto. Apesar 
da simplicidade deste processo, os sons gerados são geralmente complexos devido à variedade 
de informação presente na imagem. 
 
Originalmente foi desenvolvido um computador específico ligado a uma câmara de vídeo de 
baixa resolução, mas versões mais recentes utilizam computadores normais e webcams ou 
dispositivos com maior portabilidade como um Raspberry Pi ou um dispositivo Android. 
 
A versão mais recente deste sistema é capaz de gerar “paisagens sonoras” com uma resolução 
de 176×64 e permite ouvir portas, edifícios, árvores, entre outros. Também pode ser usado 
como sistema de aviso para ajudar pessoas com perda parcial ou total de visão a detetar 
alterações na periferia visual. 
 
Este sistema utiliza de forma parcial uma invenção que permite a transformação de qualquer 
informação que possa ser representada no formato M×N numa representação sonora. Cada 
pedaço de informação possui propriedades especificas, tais como a intensidade do pixel em 
questão. 
 
Este sistema serviu de base para diversos outros sistemas de conversão de imagem em áudio. 
2.2.2 Blue Edge Bulgaria 
Em outubro de 2003, a Blue Edge Buldaria anunciou o desenvolvimento de um software capaz 
de transformar um conjunto de telemóveis em dispositivos de auxílio visual através da 
transformação das imagens captadas pela câmara do telemóvel em sons que permitissem ao 
cérebro reconstruir essas imagens com base no som. 
 
Este sistema é uma implementação do sistema vOICe num telemóvel. A grande diferença desta 
implementação para o sistema original prende-se com o fato de utilizar imagens estáticas em 
vez de imagens em movimento. 
 
2.2.3 Assisting the visually impaired 
Em 2012 foi apresentado um dispositivo para a deteção de obstáculos baseado em visão stereo 
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e num algoritmo de estimação do plano do chão de forma a ajudar pessoas com dificuldades 
visuais a atingir um maior nível de independência [4]. 
 
Esta solução utiliza uma grelha de coordenadas polares para mapear um cenário. É desenhado 
e divido em 3 zonas um semicírculo com um raio de 4,5 metros nessa grelha. As 3 zonas 
definem os níveis de aviso fornecidos ao utilizador. 
 
De forma a determinar o nível do chão, é usado um algoritmo que analisa alguns pontos da 
grelha com base na sua altura, ignorando os pixéis que estão acima de uma determinada altura. 
A utilização deste algoritmo permite ignorar os pixéis que constituem o chão, fazendo com que 
não sejam considerados como possíveis obstáculos, e também estimar a altura de todos os pixéis 
no cenário, permitindo desta forma ignorar obstáculos que se encontrem a uma altura demasiado 
elevada. 
 
Para fazer a deteção de obstáculos, são analisados todos os frames da sequência de vídeo, 
varrendo todos os pixéis da imagem que se encontrem dentro do limite da grelha e que não 
façam parte do chão. Estes pixéis são projetados na grelha e são determinadas as coordenadas 
polares dos mesmos. Por omissão, todos os pontos que tenham uma altura superior a 1,9 m são 
ignorados por ser considerado que estes não afetam pessoas com dificuldades visuais. São 
considerados como obstáculos as zonas que contenham pelo menos 500 pontos numa imagem 
com uma resolução de 640×480. 
 
Para alertar o utilizador da posição e proximidade de obstáculos são usados sons curtos (beeps). 
Estes sons possuem uma frequência para objetos frontais e outra para objetos laterais. Estes 
sons são enviados para o auscultador do lado em que se encontra o obstáculo e caso o obstáculo 
se encontre no centro, são reproduzidos sons nos 2 auscultadores. A proximidade de um 
obstáculo é indicada pela repetição do som, quais mais próximo o obstáculo mais vezes o som 
é tocado. O sistema apenas alerta para o obstáculo mais próximo, sendo que no caso de dois 
obstáculos laterais que se encontrem à mesma distância do utilizador, são reproduzidos os sons 
nos dois auriculares. 
 
2.2.4 Seeing the Movement through Sound 
Em 2014 uma equipa de investigação da Pontifícia Universidade Católica do Rio Grande do 
Sul no Brasil propôs um sistema que permitia que pessoas com dificuldades visuais 
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determinassem a trajetória de um objeto. O trabalho desta equipa propõe um modelo de 
sonorização que recebe as coordenadas 2D da localização de um objeto e gera um som com 
base nessas coordenadas. Este trabalho tinha principal objetivo o uso de som para descrever a 
trajetória descrita por um objeto a pessoas com dificuldades visuais.[5] 
 
Com o recurso a uma webcam e ao software CVMouse, a posição de um objeto é convertida 
numa posição do rato no ecrã de um computador. Nesta posição é capturada a referência 
(coordenadas x e y) ao longo do tempo resultando assim num conjunto de coordenadas 
representativas do movimento do objeto. O objeto a ser seguido é determinado nos primeiros 
segundos da aplicação através da sua cor. Isto significa que não podem existir outros objetos 
com a mesma cor. 
 
Para cada pixel (coordenada x, y) na imagem capturada pela câmara, é calculada a diferença 
absoluta sobre os valores da mediana. Os pixéis que são definidos como fundo são aqueles que 
apresentam uma diferença superior a um valor predefinido. No fim é gerada uma imagem com 
os pixéis que representam o movimento do objeto em destaque. 
 
Uma vez determinada a imagem representativa do movimento do objeto, as coordenadas dos 
pixéis que descrevem o movimento são colocadas num eixo de coordenadas cartesianas. Cada 
ponto é convertido numa nota da escala musical (coordenada x) na respetiva octava (coordenada 
y). 
 
2.2.5 Seeing the Sound 
Em 2015 uma equipa de investigação da italiana publicou um artigo que descrevia um sistema 
que se propunha a produzir um mapa acústico sobreposto a uma imagem ótica com o objetivo 
de localizar objetos com base no som emitido por estes.[6] 
 
Este sistema utiliza múltiplos microfones omnidirecionais. Cada um destes microfones capta 
os sinais sonoros proveniente de uma localização especifica e utiliza esses sinais cara calcular 
a intensidade de cada pixel. Sinais provenientes de outras localizações não podem ser somados 
de forma coerente e, por isso, serão desprezados. 
 
Esta solução apresenta uma proposta de uma câmara acústico-otica. Esta camara possui uma 
dimensão de 0,45×0,45 metros e é composta por 128 microfones, uma câmara de vídeo 
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colocada no centro do dispositivo. A imagem captada pela câmara de vídeo é sobreposta à 
imagem acústica sobre a forma de uma imagem codificada por cores que representam a 
intensidade de cada pixel, sendo as cores mais frias usada para representar a menor intensidade 
dos pixéis. 
 
2.2.6 Scanner 3D de imagens parciais 
Em 2015 foi publicada uma patente que descreve um scanner 3D composto por duas câmaras. 
Estas câmaras são usadas para capturar o padrão formado quando uma fonte de luz incide sobre 
um objeto. O objeto 3D final é formado pela sobreposição das capturas realizadas.[7] 
 
As câmaras utilizadas fazem a captação de imagens 2D da reflexão da fonte de luz no objeto. 
Tanto as câmaras como a fonte de luz devem estar fixas relativamente umas às outras e 
montadas na cabeça do scanner. De forma a efetuar o varrimento do padrão de luz no objeto 
alvo, a cabeça do scanner é colocada num eixo mecânico. Uma vez que esta solução necessita 
que a posição da cabeça do scanner seja determinada com elevada precisão, os movimentos ao 
longo do eixo mecânico devem ser predeterminados. 
 
As imagens captadas pelas câmaras apenas precisam de ser parciais, uma vez que os campos de 
visão das câmaras sobrepõem-se parcialmente. Isto permite diminuir o tempo necessário para 
realizar a digitalização do objeto. Os sensores das câmaras estão sincronizados de forma a 
capturar a reflexão do padrão de luz em simultâneo, permitindo gerar uma imagem semelhante 
a uma imagem capturada por uma câmara capaz de cobrir todo o campo de visão. 
 
O padrão de luz pode ser gerado por um laser, LED ou fonte de luz branca, desde que estes 
emitam um padrão com uma largura predefinida. Este padrão pode ser visível à luz, 
infravermelhos ou ultravioleta. 
 
2.3 Microsoft Kinect 
A Kinect é um dispositivo de deteção de movimentos produzido pela Microsoft. Produzido 
inicialmente em novembro de 2010 para as consolas da Microsoft, sendo o suporte para 
computador adicionado mais tarde (Junho de 2011), este dispositivo permite a interação do 
utilizador com a consola/computador através de gestos ou voz.[8] 
 
9 
A primeira versão deste dispositivo foi lançada em novembro de 2010 para a Xbox 360, tendo 
o kit de desenvolvimento para computador sido lançado em junho de 2011. Este SDK permitia 
o desenvolvimento de aplicações em C++, C# e Visual Basic. A segunda versão do dispositivo 
para computador (disponível para a Xbox One desde 2013) e SDK viriam a ser lançados em 
2014. 
 
A Kinect para a Xbox 360 consiste num projetor de infravermelhos e uma câmara que geram 
uma grelha a partir da qual se pode determinar a localização de um objeto num espaço 
tridimensional. Este dispositivo possui uma câmara RGB, um sensor de profundidade e um 
microfone, permitindo assim fazer a captura em 3D dos movimentos do corpo, reconhecimento 
de voz e facial.[8] 
 
Em novembro de 2013 foi lançada a segunda versão da Microsoft Kinect juntamente com a 
Xbox One. Esta nova iteração apresenta uma maior precisão e pode ser usada em ambientes 
mais escuros. Possui um campo de visão 60% maior e consegue detetar 6 pessoas ao mesmo 
tempo. A câmara captura vídeos em 1080p que, para alem de melhorar a qualidade da captura, 
disponibiliza um input de informação estável [9]. A versão para computador desta nova versão 
apenas seria lançada em outubro de 2014, juntamente com a segunda versão do SDK e um 
adaptador para ligar o dispositivo à corrente elétrica. 
 
Devido às capacidades de captura em 3D deste dispositivo e da qualidade do seu sensor, a 
Microsoft Kinect pode ser usada como um scanner 3D. Para tal é necessário um computador 
com uma placa gráfica capaz de obter pelo menos 20 frames por segundo. Devem ser evitadas 
sombras e reflexos durante a digitalização. A distância entre o objeto que se pretende digitalizar 
e outros objetos deve ser o maior possível, de forma a minimizar o ruído captado. A Kinect 
deve ser colocada a aproximadamente um braço de distância do objeto. A digitalização pode 
ser feita rodando o objeto ou movendo a Kinect à volta do objeto [10]. 
 
2.4 LabVIEW 
LabVIEW (Laboratory Virtual Instrument Engineering Workbench) é uma plataforma de 
desenho de sistemas e ambiente de desenvolvimento da National Instruments, tendo a sua 
primeira versão sido lançada em 1986. Esta plataforma é caracterizada por usar uma linguagem 
de programação gráfica e pela facilidade em integrar diversos dispositivos [11]. 
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O LabVIEW possui um elevado número de bibliotecas com diversas funções matemáticas, 
aquisição de dados, geração e conversão de sinais, entre outros. Possui ainda um módulo que 
permite programação baseada em texto. 
 
Devido à longevidade e popularidade desta plataforma e da possibilidade de os utilizadores 
estenderem as suas funções, existe também um elevado número de add-ons criados pela 
comunidade para além das bibliotecas disponibilizadas nativamente. 
 
2.5 Formato STL 
O formato STL (StereoLithography) descrevem a geometria da superfície de um objeto 
tridimensional sem a representação cor ou textura. Este formato é usado principalmente para 
impressão 3D.  
 
Os ficheiros STL descrevem um conjunto de triângulos que formam a superfície de um objeto. 
Para cada um destes triângulos são armazenados os valores das coordenadas de cada vértice, 
bem como os componentes de um vetor unitário que deve ser colocado a apontar para o lado de 
fora do objeto [12]. 
 
Este formato deve obedecer a quatro regras: a regra do vértice, a regra da orientação, a regra do 
octante positivo e a regra da ordenação dos triângulos. Estas regras indicam que cada triângulo 
deve partilhar dois dos seus vértices com os triângulos adjacentes, que a orientação deve ser 
especificada de duas maneiras (direção do vetor unitário e ordenação dos vértices na direção 
contrária aos ponteiros do relógio), as coordenadas dos vértices devem ser todas positivas 
(permite poupar espaço) e os triângulos devem ser ordenados segundo a coordenada z [12]. 
 
Os ficheiros deste formato podem ser binários ou ASCII, sendo o formato binário mais 





Neste capítulo será apresentada a metodologia adotada na elaboração deste trabalho, 
começando por introduzir o tema do trabalho e em que aspetos é que o mesmo constituí uma 
questão de investigação, à qual esta dissertação procura formas de dar resposta. 
 
Definida a questão de investigação é necessário descrever como decorreu o processo de 
investigação desta dissertação, passando pelas bases que o fundamentaram até ao final do 
processo. De seguida, foi necessário identificar quais as ferramentas que foram selecionadas e 




Como referido anteriormente, as pessoas que têm graves dificuldade de visão possuem 
dificuldade em detetar a existência de obstáculos ou em reconhecer a forma de um objeto sem 
recorrer ao contato físico. As soluções existentes atualmente não são capazes de fornecer aos 
utilizadores informação sobre a forma completa de um objeto. 
 
Assim sendo, o desafio abordado neste trabalho passa por apresentar um protótipo de um 
sistema capaz de gerar uma representação tridimensional de um objeto ou cenário 
tridimensional e convertê-lo em som. 
 
3.2 Processo de Investigação 
Na etapa inicial de elaboração da dissertação foi necessário definir o método de investigação 
mais adequado ao âmbito deste trabalho. Definiram-se quais seriam as principais etapas a 
realizar desde a revisão da literatura até ao final.  
 
Inicialmente foi necessário elaborar uma base sólida de informação que permitisse corroborar 
e proporcionar o enquadramento necessário para o leitor sobre o tema do trabalho.  
 
Iniciou-se a revisão da literatura com a investigação de temas sobre como o som é percecionado 
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pelos humanos e que soluções já existiam para a conversão de imagem em som. 
 
A etapa seguinte foi escolher quais as ferramentas a utilizar para o desenvolvimento do 
protótipo. Devido ao seu baixo custo, inicialmente pensou-se em usar um Raspberry Pi e o seu 
módulo de câmara para fazer a captação dos objetos e a sua conversão em som. Devido às 
limitações do Raspberry Pi, optou-se por implementar o sistema num computador normal, 
recorrendo para isso ao LabVIEW para fazer o processamento dos objetos 3D e a uma Microsoft 
Kinect para capturar os objetos. Inicialmente pensou-se em usar apenas um único par de 
auscultadores para realizar a reprodução do som, mas, numa tentativa de aumentar a precisão 
da solução, optou-se por utilizar 3 pares de auscultadores. Esta escolha será analisada na secção 
seguinte. 
 
Segue-se a fase de implementação e desenvolvimento de código. Esta foi uma fase bastante 
exaustiva e morosa. Esta fase teve como principais objetivos a captação de objetos 
tridimensionais e a sua conversão em som. Esta fase exigiu diversas calibrações no processo de 
geração dos sinais sonoros de forma a obter sons diferentes para cada auscultador. 
 
A fase de análise de resultados permitiu determinar a viabilidade do protótipo através dos 
resultados obtidos nos testes realizados. 
 
No decorrer de todas estas fases foram também elaborados uma patente e dois artigos. 
 
3.3 Seleção das Ferramentas a usar 
Como mencionado anteriormente, nesta fase realizou-se uma pesquisa de forma a determinar a 
melhor forma de implementar o protótipo. Nesta fase foi necessário determinar quais as 
ferramentas a utilizar para a captação dos objetos, qual o formato em que seriam guardados os 
objetos, qual a ferramenta para fazer a conversão do objeto em som e como iria ser reproduzido 
esse som. 
 
Uma vez que a utilização do módulo de camara do Raspberry Pi introduzia a necessidade de 
captar várias imagens para criar um objeto 3D e devido às próprias limitações técnicas do 
Raspberry Pi, a escolha para a captação dos objetos recaiu sobre uma Microsoft Kinect e foi 
escolhida a linguagem LabVIEW para desenvolver a aplicação responsável por fazer a 
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conversão dos objetos em som. 
 
A escolha da Microsoft Kinect deveu-se à facilidade da sua utilização para realizar 
digitalizações 3D, à qualidade do seu sensor, à possibilidade de gerar e guardar os objetos no 
formato pretendido. A linguagem LabVIEW foi escolhida por oferecer uma abordagem de 
programação gráfica, o que permitiu desenvolver a aplicação rapidamente. 
 
Para o formato dos objetos 3D foi escolhido o formato STL. O formato STL descreve a 
geometria de superfície de um objeto em três dimensões, sem representar cor, textura ou outros 
atributos. 
 
Para a reprodução do som foram criados uns headphones específicos. Estes headphones são 
compostos por 3 pares de auscultadores que encaixam numa estrutura impressa por uma 
impressora 3D. Esta solução fez com que não fosse necessário gastar dinheiro nuns headphones 
com as caraterísticas necessárias, permitindo assim reduzir custos. 
 
3.4 Desenvolvimento do Protótipo 
Após selecionadas as ferramentas a utilizar, o passo seguinte passou pela implementação da 
aplicação responsável pela conversão dos objetos 3D em sinais sonoros. 
 
O primeiro passo passou por implementar uma forma de alterar um sinal sonoro para que este 
fosse reproduzido de forma diferente para cada auscultador. Numa primeira etapa apenas se 
procurou fazer a distinção entre esquerda e direita. Após concluída esta etapa, procurou-se 
modificar o som para os seis auscultadores. Para esta etapa foi usado um sinal sonoro gerado 
artificialmente. 
 
De seguida passou-se para a conversão de objetos criados artificialmente em som. Este passo 
permitiu simular a decomposição de um objeto real em camadas e gerar o som correspondente 
a cada ponto da camada. Desta forma foi possível detetar e corrigir um primeiro conjunto de 
erros sem a necessidade de usar objetos reais, uma vez que os objetos artificiais podiam ser 
facilmente alterados para os testes. 
 
O passo seguinte passou pela utilização de objetos reais na geração do som. Neste passo foi 
14 
necessário fazer a captura de um objeto real e fazer a sua decomposição em camadas. Para cada 
camada foi necessário encontrar os pontos que formavam o seu contorno e gerar um som 














4 Solução Proposta 
 
Neste capítulo é apresentada a solução proposta para o problema apresentado nesta dissertação. 
Começa-se por fazer a descrição teórica de todo o processo de digitalização e conversão de 
objetos, seguindo-se a identificação o hardware utilizado e por fim é explicado o 
funcionamento do software desenvolvido. 
 
4.1 Descrição teórica do processo 
O processo começa com a utilização de um scanner 3D para realizar a digitalização de um 
objeto. Este objeto pode ser decomposto num sistema de coordenadas cartesianas 
tridimensional e representado em diversas camadas (planos paralelos ao eixo z) (Figura 1). O 
próximo passo é a utilização de imagens dos contornos do objeto em cada camada. Cada camada 
é mapeada num plano 2D, representando os contornos do objeto. Todos estes planos são 









A localização dos pontos é representada por um conjunto de coordenadas polares 2D (raio = R 
e ângulo = B) centradas com uma linha horizontal que atravessa o centro do objeto 
tridimensional do espaço e o utilizador. Os pontos possuem frequências audíveis iguais sempre 
que os raios R sejam iguais, apesar dos ângulos B serem diferentes no intervalo 0-360º. Os 
pontos com um valor de R alto são representados por frequências audíveis baixas, enquanto os 
valores baixos de R são representados por frequências audíveis altas. 
 
De forma a gerar o som de cada ponto para cada auscultador, é necessário determinar a distância 
a que este se encontra de cada auscultador, sendo utilizada a fórmula da distância euclidiana 
para esse efeito. Ou seja, a distância de cada ponto p para cada auscultador a pode ser calculada 
através da fórmula: 
 
𝐷 = √(𝑥𝑃 − 𝑥𝑎)2 + (𝑦𝑃 − 𝑦𝑎)2 + (𝑧𝑃 − 𝑧𝑎)2 
 
Após determinadas as distâncias do ponto para cada auscultador, são gerados os sons para cada 
auscultador usando a fórmula do deslocamento: 
 











Na fórmula anterior é usada a frequência f = 44,1 kHz, considerou-se a velocidade de 
propagação do som no ar v = 340 m/s. A variável D corresponde à distância entre o ponto e o 
auscultador. 
 
4.2 Identificação do hardware utilizado 
De forma a realizar a conversão de um objeto ou cenário real num sinal sonoro é necessária 
uma forma de fazer a digitalização do objeto e uma forma de reproduzir o som. 
 
Para fazer a digitalização de um objeto é necessário um scanner 3D capaz de disponibilizar a 
digitalização no formato STL. No caso deste protótipo é usada uma Microsoft Kinect. 
 
Para fazer a reprodução do som são necessários uns headphones com 3 pares de auscultadores. 
Para este protótipo foram usados 3 pares de auscultadores low cost e foi usada uma impressora 
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3D para imprimir a estrutura dos headphones. Na figura 2 é possível ver um esquema de um 
dos lados dos headphones com os auscultadores. 
 
Figura 2 - Representação de um dos lados dos headphones 
 
Todo este sistema assenta num computador com o sistema operativo Windows. Na Figura 3 é 
possível ver parte do sistema utilizado. 
 
 
Figura 3 - Headphones impressos 
4.3 Modo de funcionamento do protótipo 
A captura de um objeto ou cenário é feita através de uma Microsoft Kinect. De forma a obter 
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uma representação 3D com uma qualidade mínima para ser usada para gerar um som e de forma 
a não gerar um objeto com informação excessiva, a digitalização deve ser feita num curto 
espaço de tempo (aproximadamente 2 segundos). Pode ser feita uma digitalização mais 
demorada para gerar um objeto 3D mais detalhado, mas este incremento no detalhe apenas 
aumenta o tempo necessário para gerar o som e não apresenta diferenças significativas no sinal 
sonoro final. 
 
Após concluída a digitalização do objeto, este é guardado no formato STL. Uma vez que este 
formato representa um objeto 3D num conjunto de triângulos e guarda as coordenadas (x, y, z) 
de cada um dos vértices de cada um dos triângulos, é possível fazer a divisão do objeto em 
camadas com base no valor da coordenada y. 
 
Cada uma das camadas é representada num array bidimensional, em que cada posição do array 
que seja representativa de um ponto do contorno do objeto possui o valor da profundidade da 
camada e as restantes posições possuem o valor 0. 
 
De seguida são calculados o ângulo e o raio de cada ponto de cada camada. Uma vez calculados 
todos os ângulos e raios, é gerado o som para os auscultadores ET (esquerdo traseiro), EC 
(esquerdo cima), EB (esquerdo baixo), DT (direito traseiro), DC (direito cima), DB (direita 
baixo). Na Figura 4 estão representados os 6 auscultadores e a distância D entre um ponto e 
cada um dos auscultadores. Para estes cálculos é necessário determinar as coordenadas de cada 
auscultador. Para tal são determinados os índices do centro do array e os auscultadores 
assumem os valore de x e z com base nesses índices, sendo o valor de y igual a 0 nos 
auscultadores de cima e baixo e igual a -10 nos auscultadores de trás. Uma vez terminado o 
processo de gerar os 6 sons, estes são reproduzidos pelo respetivo auscultador e é selecionada 
a próxima camada. 
 
Todo o processo descrito pode ser visualizado no fluxograma presente na Figura 5. 
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5 Discussão de Resultados 
 
Nesta secção será apresentada a discussão dos resultados obtidos nos testes efetuados com o 
protótipo. Serão presentados os resultados obtidos das conversões de diversos objetos 3D em 
som e os resultados dos testes efetuados com recurso a utilizadores reais. 
 
5.1 Resultados da conversão de objetos em som 
Numa primeira fase foram usados objetos gerados artificialmente de forma a que não fosse 
incluído ruído nos objetos. O objeto escolhido para esta fase foi uma esfera e o resultado da sua 




Figura 6 – Conversão de uma esfera 
 
No lado superior esquerdo é possível observar o objeto 3D capturado, enquanto no lado superior 
direito é possível observar os pontos das diversas camadas sobrepostas. A cor de cada ponto 
representa uma frequência diferente. Na parte inferior da imagem é apresentado o gráfico da 
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onda sonora gerada para cada um dos 6 auscultadores. 
 
A fase seguinte incidiu sobre a digitalização de objetos reais. Para a realização destes testes 
foram usados 3 objetos: uma porta fechada, uma porta semiaberta e uma pessoa com o braço 
estendido. Nas Figuras 7, 8 e 9 é possível observar o resultado da digitalização, a representação 
dos diversos pontos das várias camadas e o som gerado para cada um dos auscultadores. 
 
A figura 6 mostra o resultado obtido para uma porta fechada. Uma vez que o resultado da 
digitalização apresentou uma ligeira inclinação do objeto, é possível observar também uma 
ligeira alteração nos pontos da porta. Pelo gráfico apresentado é possível verificar que o som é 
reproduzido durante um curto espaço de tempo. Isso devesse ao fato de se tratar de um objeto 
com pouca diferença de profundidade entre as camadas. 
 
 
Figura 7 - Porta fechada 
 
Na figura 8 é possível ver o resultado para uma porta semiaberta. Neste caso é possível 
identificar uma maior variação nos pontos de cada camada, ou seja, uma maior variação de 
profundidade. É também visível uma zona vazia, que representa a porção da porta que se 
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encontra aberta. É visível no gráfico que uma maior diferença de variação de profundidade faz 
com que o sinal sonoro seja reproduzido por mais tempo. 
 
 
Figura 8 - Porta semiaberta 
 
A figura 9 mostra o resultado de uma pessoa com a mão levantada. Neste caso é possível 




Figura 9 - Pessoa com o baço levantado 
 
Comparando as figuras anteriores é possível concluir que a variação da profundidade do objeto 
influencia o tempo de reprodução do som, ou seja, quanto maior a profundidade, maior o tempo 
de reprodução. 
 
5.2 Utilizadores reais 
De forma a poder testar melhor o protótipo, foi utilizado um grupo de cinco pessoas. Há data 
da realização dos testes, destas cinco pessoas nenhuma possuía problemas visuais. Estes testes 
focaram-se apenas na parte de reprodução do som. 
 
O teste consistiu em reproduzir o som de uma porta aberta cinco vezes e o som de uma porta 
semiaberta cinco vezes de forma aleatória. Os utilizadores sabiam a que objeto correspondia 
cada som. Após a reprodução dos dez sons, foram reproduzidos dez novos sons, cinco 
correspondentes a uma nova porta semiaberta e outros cinco correspondentes a uma nova porta 
aberta, de forma aleatória e foi pedido que indicassem a que objeto correspondia o som. Os 
resultados podem ser observados na seguinte tabela: 
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 Pessoa 1  Pessoa 2 Pessoa 3 Pessoa 4 Pessoa 5 
Objeto 1 Errado Errado Certo Certo Certo 
Objeto 2 Errado Certo Certo Errado Errado 
Objeto 3 Certo Errado Errado Errado Certo 
Objeto 4 Certo Certo Certo Certo Certo 
Objeto 5 Certo Certo Certo Certo Certo 
Objeto 6 Certo Certo Certo Certo Certo 
Objeto 7 Certo Certo Certo Certo Certo 
Objeto 8 Certo Certo Certo Certo Certo 
Objeto 9 Certo Certo Certo Certo Certo 
Objeto 10 Certo Certo Certo Certo Certo 
Tabela 1 - Resultados testes utilizadores reais 
 
Estes resultados mostram que o grupo conseguiu identificar corretamente a que objeto 
correspondia o som 42 vezes em 50 possíveis. Isto corresponde a uma taxa de respostas corretas 














Neste capítulo serão tecidas conclusões acerca do trabalho realizado, dos respetivos resultados, 
das limitações encontradas e dos objetivos alcançados. Finalmente apresentam-se os aspetos a 
ter em conta em trabalho futuro. 
 
6.1 Síntese do Trabalho Realizado 
Neste trabalho foi feito uma análise de como são gerados sons 3D e um levantamento de 
soluções que realizassem a conversão de imagens em som, com a intenção de desenvolver uma 
solução capaz de realizar a conversão de objetos reais em som com a melhor precisão possível. 
 
Após realizadas esta análise e levantamento foi necessário determinar o hardware necessário 
para implementar a digitalização de objetos e para fazer a reprodução dos sons representativos 
dos objetos, e definir em que plataforma seria desenvolvida a aplicação da conversão desses 
mesmos objetos. 
 
Após a identificação de todo o material necessário foi desenvolvida uma aplicação capaz de 
realizar a digitalização de diferentes objetos e posteriormente fazer a sua conversão em som. 
Uma vez concluída a aplicação, foram realizados os testes que permitiram comprovar a 
fiabilidade da mesma. 
 
A solução desenvolvida foi ainda alvo de um pedido de patente (Anexo 1), bem com da escrita 
de dois artigos, um que viria a ser publicado na conferência “India's Digital Transformation” 
realizada na universidade PES na India (Anexo 2) e outro que foi aceite na conferência “IEEE 
Sponsored 4TH  International Conference for Convergence in Technology (I2CT) 2018” em 
Mangalore na India, mas ainda não foi publicado (Anexo 3). 
 
6.2 Resultados 
Em comparação com outras soluções que usam imagens bidimensionais, a solução descrita 
nesta dissertação permite um melhor reconhecimento dos objetos. Em vez de serem usadas as 
intensidades de pixéis numa imagem, a separação de um objeto tridimensional em diversas 
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camadas fornece aos utilizadores uma melhor perceção do aspeto do objeto. 
 
Os resultados observados no capítulo Discussão de Resultados permitiram demonstrar numa 
primeira fase ser possível identificar um objeto através do som das suas camadas. Os testes com 
utilizadores reais demonstraram que com algum treino é possível identificar objetos 
semelhantes a objetos já conhecidos.  
 
6.3 Limitações 
A solução encontrada possui duas grandes limitações: a sua portabilidade e a robustez dos 
headphones. 
 
A necessidade da Microsoft Kinect de ser ligada à corrente elétrica e os seus requisitos mínimos 
a nível de placa gráfica fazem com que sejam necessários uma tomada elétrica e um computador 
(mesmo que seja um portátil de pequenas dimensões), reduzindo assim a mobilidade do 
utilizador. 
 
Relativamente aos headphones, apesar de as caixas onde estão embutidos os auscultadores não 
apresentarem fragilidades, as duas bandas que assentam na cabeça do utilizador e que ligam as 
caixas uma à outra são algo frágeis. Estas bandas apenas conseguem manter os headphones na 
cabeça do utilizador um curto espaço de tempo, uma vez que estas não suportam o peso das 
caixas durante muito tempo. 
 
6.4 Trabalho futuro 
Os próximos passos no desenvolvimento da solução apresentada passam por corrigir as 
limitações identificadas anteriormente. O primeiro passo será redesenhar os headphones para 
que as bandas que assentam na cabeça do utilizador sejam mais resistentes. de seguida é 
necessário exportar a aplicação desenvolvida para um dispositivo que ofereça uma maior 
portabilidade. 
 
Futuramente também será necessário realizar testes em cenários mais complexos e com um 
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4TH  International Conference for Convergence in Technology 
(I2CT) 2018” 
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