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Abstract
We investigate the connection between conditional local limit theorems and the local time
of integer-valued stationary processes. We show that a conditional local limit theorem (at 0)
implies the convergence of local times to Mittag-Leffler distributions, both in the weak topology
of distributions and a.s. in the space of distributions.
1 Introduction and Main Results
Local time characterizes the amount of time a process spends at a given level. Let X1, X2, ...
be integer-valued random variables, Sn =
∑n
i=1Xi. The local time of {Sn} on level x at time n is
defined to be ℓ(n, x) := #{i = 1, 2, · · · , n : Si = x}. Denote by ℓn the local time at 0 at time n for
short. For simple random walks, the exact and the limit distributions of ℓn are well known. Chung
and Hunt (1949) [11] studied the limit behavior of the sequence of {ℓn}. Re´ve´sz (1981) [22] proved
an almost sure invariance principle by Skorokhod embedding. For more general random walks,
Borodin (1984) [7] established the weak convergence of ℓ(x
√
n, [nt])/
√
n of a recurrent random
walk to the Brownian local time. Alesˇkevicˇiene˙ (1986) [1] gave the asymptotic distribution and
moments of local times of an aperiodic recurrent random walk. Bromberg and Kosloff (2012) [9]
proved weak invariance principle for the local times of partial sums of Markov Chains. Bromberg
(2014) [8] extended it to Gibbs-Markov processes.
In this article we study the connection of local times and local limit theorems as stated below.
Definition 1.1 A centered integer-valued stationary process {Xn} is said to have a conditional
local limit theorem at 0, if there exists a constant g(0) > 0 and a sequence {Bn} of positive real
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numbers, such that for all x ∈ Z
lim
n→∞
BnP (Sn = x|(Xn+1, Xn+2, ...) = ·) = g(0) (1.1)
almost surely.
The full formulation of the corresponding form of a local limit theorem goes back to Stone and
reads in the conditional form (see [4]) that
lim
n→∞
BnP (Sn = kn|(Xn+1, Xn+2, ...) = ·) = g(κ) as kn−AnBn → κ P -a.s. (1.2)
for all κ ∈ R, where An is some centering constant. Condition (1.1) can be reformulated using
the dual operator PT of the isometry Uf = f ◦ T on L∞(P ) operating on L1(P ), where we
take the Lp-spaces of P restricted to the σ-field generated by all Xn and T the shift operation
T (X1, X2, ...) = (X2, X3, ...). This operator is called the transfer operator. The local limit theorem
at 0 then reads
lim
n→∞
BnP
n
T (1{Sn=x}) = g(0) for all x ∈ Z, P -a.s.. (1.3)
In this paper, we assume that {Xn} has the conditional local limit theorem at 0 as formulated
in (1.1).
Remarks For the full formulation (1.2), if the convergence is uniformly for almost all ω, it would
imply that {Xn} has a local limit theorem, then by [15], {Xn} are in the domain of attraction of a
stable law with index d:
Sn −An
Bn
W−→ Zd.
The probability density function of Zd is g as above and the cumulative distribution function is
denoted by G(x). Since
∫
Ω
φ dP = 0, we can (and will) assume that An = 0. It is necessary [15]
that {Bn} is regularly varying of order β = 1/d.
Next we state the main results of this paper.
Theorem 1.2 (Convergence of local times) Suppose that the integer-valued stationary process
{Xn := φ ◦ T n−1 : n ≥ 1} has a conditional local limit theorem at 0 (1.1) with regularly varying
scaling constants Bn = n
βL(n), where β ∈ [ 12 , 1) and L is a slowly varying function. Put an :=
g(0)
∑n
k=1
1
Bk
→∞. Then ℓn
an
converges to a random variable Yα strongly in distribution, i.e.
∫
Ω
g
(
ℓn(ω)
an
)
H(ω)dP (ω)→ E[g(Yα)], (1.4)
for any bounded and continuous function g and any probability density function H on (Ω,F , P ),
and Yα has the normalized Mittag-Leffler distribution of order α = 1− β.
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Remarks In Theorem 1.2, β ∈ [ 12 , 1). It is because β = 1d , where d ∈ (0, 2] is the stability
parameter of the stable law Zd. Also, to ensure an is divergent, β has to be less than 1.
Strong convergence in distribution is stronger than weak convergence. For the definitions of
strong convergence in distribution and Mittag-Leffler distribution, we refer to [3] Sections 3.6 and
3.7.
The representation of the local time ℓn as ergodic sums in the proof of Theorem 1.2 enables us
to apply the results in Aaronson and Denker (1990) [5] directly. Estimates of the deviation and the
upper bounds of local times of {Sn} are given in the following theorem.
Theorem 1.3 (Deviation and Upper bound) Suppose {Xn} satisfies all conditions in Theo-
rem 1.2. Then for every γ > 1, there exists a constant nγ such that for all nγ ≤ t ≤ L2(n)2, where
L2(n) = log logn, one has
e−γ(1−α)t ≤ P (ℓn ≥ Γ(1 + α)
αα
tan/t) ≤ e−
1
γ
(1−α)t. (1.5)
In addition, if the return time process Rn of ℓn is uniformly or strongly mixing from below
1, where
Rn is the waiting time for ℓn to arrive at 0 the nth time, then
lim sup
n→∞
ℓn
a n
L2(n)
L2(n)
= Kα, a.s. (1.6)
where Kα =
Γ(1 + α)
αα(1− α)1−α .
The second part of the theorem was proved by Chung and Hunt in 1949 [11] for simple random
walks, by Jain and Pruitt [20] and Marcus and Rosen [18] for more general random walks.
Corollary 1.4 (Gibbs-Markov transformation [4]) Let (Ω,B, P, T, α) be a mixing, probability
preserving Gibbs-Markov map (see [4] for definition), and let φ : Ω→ Z be Lipschitz continuous on
each a ∈ α, with
Dαφ := supa∈αDaφ = supa∈α sup
x,y∈a
|φ(x) − φ(y)|
d(x, y)
<∞
and distribution G in the domain of attraction of a stable law with order 1 < d ≤ 2. Then
{Xn := φ ◦ T n−1} has a conditional local limit theorem with Bn = n1/dL(n), where L(n) is a
slowly varying function. By Theorem 1.2, the scaled local time of Sn converges to Mittag-Leffler
distribution strongly and (1.5) holds.
If in addition, the return time process Rn of the local time ℓn is uniformly or strongly mixing
from below, then (1.6) holds.
1Refer to [5] for uniformly or strongly mixing from below.
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In [4], the conditions for finite and countable state Markov chains and Markov interval maps
to imply the Gibbs-Markov property are listed. Applications of the foregoing results are straight
forward, in particular to the behavior of partial sums when the Markov chain starts at independent
values.
Next, we show two examples of stationary processes whose local times converge to the Mittag-
Leffler distribution.
Example 1.5 (Continued Fractions) Any irrational number x ∈ (0, 1] can be uniquely expressed
as a simple non-terminating continued fraction x = [0; c1(x), c2(x), · · · ] =: 1c1(x)+ 1
c2(x)+
1
c3(x)+···
. The
continued fraction transformation T is defined by
T (x) = x− [ 1
x
].
Define φ : (0, 1] → N by φ(x) = c1(x) and Xn := φ ◦ T n−1. We have the following convergence in
distribution with respect to any absolutely continuous probability measure m ≪ λ, where λ is the
Lebesgue measure, i.e. ∑n
i=1Xi
n/ log 2
− logn→ F,
where F has a stable distribution (cf. eg. [24]).
Let an := {x ∈ (0, 1] : c1(x) = n} for every n ∈ N+ and the partition is α = {an : n ∈ N}. Then
(Ω,B, µ, T, α) is the continued fraction transformation where Ω = [0, 1]. It is a mixing and measure
preserving Gibbs-Markov map with respect to the Gauss measure dµ = 1ln 2
1
1+xdx. Define the metric
on Ω to be d(x, y) = rinf{n:an(x) 6=an(y)}, where r ∈ (0, 1). Note that φ is Lipschitz continuous on
each partition.
Define (X,F , ν, TX , β) to be the direct product of (Ω,B, µ, T, α) with metric dX((x, y), (x′, y′)) =
max{d(x, x′), d(y, y′)}. Then one can check that (X,F , ν, TX , β) is still a mixing and measure pre-
serving Gibbs-Markov map. Let f : X → Z be defined by f(x, y) = φ(x)−φ(y). Since φ is Lipschitz
on partitions α, so is f . Define Yn((x, y)) = f ◦ T n−1X (x, y) = Xn(x) − Xn(y), (x, y) ∈ X. Yn is
in the domain of attraction of a stable law. Let Sn :=
∑n
i=1 Yi .The local time at level 0 of Sn is
denoted to be ℓn(x, y) =
∑n
i=1 1{Si(x,y)=0}. By applying Corollary 1.4 to the Gibbs-Markov map
(X,F , ν, TX , β) and the Lipschitz continuous function f , Sn has a conditional local limit theorem
and the local time ℓn converges to the Mittag-Leffler distribution after scaled and (1.5) holds for ℓn.
In particular this applies to the number of times that the partial sum
∑
j≤i φ ◦ T j agree at times
i ≤ n when the initial values are chosen independently.
Example 1.6 (β transformation) Fix β > 1 and T : [0, 1] → [0, 1] is defined by Tx := βx mod
1. Let φ : [0, 1] → Z be defined as φ(x) = [βx] and Xn(x) = φ ◦ T n−1(x) = [βT n−1x]. There
exists an absolutely continuous invariant probability measure P . By [6], there is a conditional local
limit theorem for the partial sum Sn of {Xn}. Then Theorem 1.2 can be applied to ([0, 1],B, P, T )
and {Xn}, it follows that the scaled local time of Sn at level E[φ] converges to the Mittag-Leffler
distribution and (1.5) holds when E[φ] is an integer. When E[φ] is not an integer, a similar product
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space as in Example 1.5 can be constructed and the same conclusion for the local time in the product
space holds.
In the last part, we prove an almost sure weak convergence theorem of the local times. Almost sure
central limit theorems were first introduced by Brosamler(1988) [10] and Schatte (1988) [23]. It has
been extended for several classes of independent and dependent random variables. For example,
Peligrad and Shao (1995) [21] gave an almost sure central limit theorem for associated sequences,
strongly mixing and ρ-mixing sequences under the same conditions that assure that the central
limit theorem holds. Gonchigdanzan (2002) [17] proved an ASCLT for strongly mixing sequence of
random variables under different conditions.
However, the corresponding results for the weak convergence of local times are sparse. We only
know that for aperiodic integer-valued random walks, Berkes, Istva´n and Csa´ki, Endre (2001) [16]
established an almost sure limit theorem when Xn is in the domain of attraction of a stable law
of order d ∈ (1, 2]. Here, we prove that an almost sure weak limit theorem holds for local times of
stationary processes when the local limit theorem holds in a stronger form than (1.1).
Definition 1.7 An integer-valued stationary process (Xn)n≥1 is said to satisfy the L
∞ conditional
local limit theorem at 0 if there exists a sequence gn ∈ R of real constants such that
lim
n→∞
gn = g(0) > 0
and
‖BnPTn(Sn = x)− gn‖∞
decreases exponentially fast.
This condition is essentially stronger than condition (1.1) holding in L∞(P ) and the convergence
is exponentially fast.
Theorem 1.8 (Almost sure central limit theorem for the local times) Let (Xn)n∈N be an
integer-valued stationary process satisfying the local limit theorem at 0 in Definition 1.7 and Bn =
nβL(n) and slowly varying function L(n) converges to c > 0. Moreover, assume that the following
two conditions are satisfied: for some constants K > 0 and δ > 0 and for all bounded Lipschitz
continuous functions g, F ∈ Cb(R) and x ∈ Z it holds that
cov (g(ℓk), F ◦ T2k)) ≤ (log log k)−1−δ (1.7)
and
∞∑
n=1
|E (1{Sn=x} − 1{Sn=0}) | ≤ K(1 + |x| α1−α ), (1.8)
where α = 1− β. Then
lim
N→∞
1
logN
N∑
k=1
1
k
1
{
ℓk
ak
≤x}
=M(x) a.s. (1.9)
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is equivalent to
lim
N→∞
1
logN
N∑
k=1
1
k
P{ ℓk
ak
≤ x} =M(x), (1.10)
where M(x) is a cumulative distribution function.
Corollary 1.9 (Gibbs-Markov maps) The almost sure central limit theorem for the local times
holds under the same setting as Corollary 1.4.
It is because the conditional local limit theorem in the sense of Definition 1.7 holds and the as-
sumptions on the transfer operator in Section 4 are satisfied.
Example 1.10 (β transformation) The stationary process {Xn} defined by the β transformation
in Example 1.6 has the almost sure central limit theorem 1.8.
This paper is structured as follows. Section 2 is devoted to proving the limiting distribution of
the local time of Xn. In Section 3, the almost sure central limit theorem of the local time is proved.
2 Asymptotic Distribution of the Local Times ℓn
Since (Xn)n∈N is stationary and integer-valued we may represend the process on the probability
space Ω = ZN equipped with the σ-algebra F generated by all coordinate projections φn : Ω → Z
and the probability measure P so that the joint distribution of the φn agrees with that of the process
(Xn). If T : Ω → Ω denotes the shift transformation, then φn = φ1 ◦ T n−1 and hence the process
Xn can be written in the form Xn = φ◦T n−1 where we use φ = φ1. Next we extend the probability
space (Ω,F , P ) to a product space. Define T˜ : Ω × Z → Ω× Z by T˜ (ω, n) = (Tω, n+ φ(ω)), then
by induction, T˜ k(ω, n) = (T kω, n+ Sk(ω)). Let mZ be the counting measure on the space Z, and
Z be the Borel-σ algebra of Z. A new dynamical system (X,B, µ, T˜) then can be defined, where
X = Ω × Z, B = F ⊗ Z and µ = P ⊗mZ is the product measure. We denote by PT and PT˜ the
transfer operators of T and T˜ , respectively.
Lemma 2.1 Suppose {Xn} has the conditional local limit theorem at 0 (cf. (1.1)). Then
1. T˜ is conservative and measure preserving in (X,B, µ).
2. There exists a probability space (Y, C, λ), and a collection of measures {µy : y ∈ Y } on (X,B)
such that
(a) For y ∈ Y , T˜ is a conservative ergodic measure-preserving transformation of (X,B, µy).
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(b) For A ∈ B, the map y → µy(A) is measurable and
µ(A) =
∫
Y
µy(A)dλ(y).
3. λ-almost surely for y, (X,B, µy, T˜ ) is pointwise dual ergodic.
Proof 1. For any m ∈ Z, let f : Ω× Z → R be defined as f(ω, n) = h(ω)⊗ 1{m}(n).
It can be proved that µ almost surely for (ω, k) ∈ X ,
Pn
T˜
(h⊗ 1{m})(ω, k) = PnT
(
h(·)1{m}
(
k − Sn(·)
))
(ω). (2.1)
Set h ≡ 1, with the assumption of the local conditional limit theorem (1.1),
N∑
n=0
PnT 1{m}
(
k − Sn(·)
)
(ω) =
N∑
n=0
P (Sn = k −m|T n() = ω)
∼
N∑
n=0
1
Bn
g(0) =: aN P − a.s. for ω.
Since
∑∞
n=0
1
Bn
=∞, it follows that
∞∑
n=1
Pn
T˜
(1⊗ 1{m}) =∞ µ− a.s.
By linearity of PnT , for f(ω, x) =
∑
m∈Z km1{m}(x) with km > 0 with
∑
m∈Z km < ∞, one has
0 < f ∈ L1(µ) and
∞∑
n=1
Pn
T˜
f =∞, µ− a.s..
Proposition 1.3.1 in [3] states that
{(ω, x) :
∞∑
n=1
Pn
T˜
f =∞} = C mod µ for any f ∈ L1(µ), f > 0
where C is the conservative part of T˜ . Hence C = X mod µ, which means that T˜ is conservative.
2. The proof of the ergodicity decomposition is an adaption of the corresponding argument of
Section 2.2.9 of [2](page 63).
3. Since
N∑
n=1
Pn
T˜
(1Ω ⊗ 1{m}) ∼ aN µ− a.s.,
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one also has that relation µy-a.s.. From 2, it is known that T˜ is conservative and ergodic on
(X,B, µy), by Hurewicz’s ergodic theorem, one has ∀f ∈ L1(µy), almost surely,
1
an
n∑
k=0
P k
T˜
f ∼
∑n
k=0 P
k
T˜
f∑n
k=0 P
k
T˜
(
1Ω ⊗ 1{m}
) →
∫
Ω×Z
fdµy∫
Ω×Z 1Ω ⊗ 1{m}dµy
. (2.2)
Since aN doesn’t depend on m,
1∫
Ω×Z
1⊗1{m}dµy
can be written as C(y). Hence, (X,B, µy, T˜ ) is
pointwise dual ergodic with return sequence anC(y) = C(y)g(0)
∑n
i=1
1
Bi
. 
Next we prove the limiting distribution of the scaled local time ℓnan .
Proof of the Theorem 1.2
Since Bn = n
βL(n) is regularly varying of order β, by Karamata’s integral theorem (c.f. e.g. [25]
Theorem A.9.), {an}∞n=1 is regularly varying of order α = 1− β ∈ (0, 12 ] and an ∼ nα
C
L(n)
.
Let A = Ω × {0}, and define ST˜n (f)(ω,m) :=
∑n
i=1 f ◦ T˜ i(ω,m). Since T˜ n(ω, k) = (T nω, k +
Sn(ω)), the local time of {Sn} has the following representation:
ℓn(ω) =
n∑
i=1
1{Si(ω)=0} =
n∑
i=1
1{A}(T˜
i(ω, 0)) = ST˜n (1{A})(ω, 0). (2.3)
From Lemma 2.1, (X,B, µy, T˜ ) is pointwise dual-ergodic. Since an is regularly varying, by
applying Theorem 1 in [2], for any f ∈ L1(µy), f ≥ 0, one has strong convergence, denoted by
ST˜n (f)
an
L−→ C(y)µy(f)Yα, (2.4)
which means ∫
X
g
(
ST˜n (f)(x, ω)
an
)
hy(x, ω)dµy(x, ω)→ E[g(C(y)µy(f)Yα)], (2.5)
for any bounded and continuous function g and for any probability density function hy of (X,B, µy).
Here Yα has the normalized Mittag-Leffler distribution of order α = 1− β.
Let probability density function H(ω,m) of (X,B, µ) be defined as
H(ω,m) =
{
H(ω), m = 0,
0, m 6= 0,
where H(ω) is an arbitrary probability density function in Ω. For each y, define
hy(ω, x) =
{
1∫
X
H(ω,x)dµy
H(ω, x),
∫
X
H(ω, x)dµy 6= 0;
0,
∫
X H(ω, x)dµy = 0.
(2.6)
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Then hy(ω, x) is a probability density function on (X,B, µy) for y ∈ U where U = {y ∈ Y :∫
X H(ω, x)dµy 6= 0}.
By the Disintegration Theorem (cf., eg., [3]),∫
X
g
(
ST˜n (f)(ω, x)
an
)
H(ω, x)dµ(ω, x)
=
∫
U
(
∫
X
H(ω, x)dµy)
∫
X
g
(
ST˜n (f)(ω, x)
an
)
hy(ω, x)dµy(ω, x)dλ(y)
=
∫
Y
(
∫
X
H(ω, x)dµy)
∫
X
g
(
ST˜n (f)(ω, x)
an
)
hy(ω, x)dµy(ω, x)dλ(y)
→
∫
Y
µy(H)E[g(C(y)µy(f)Yα)]dλ(y), by the dominated convergence theorem.
Let f = 1Ω × 1{m}, then C(y)µy(f) = 1. The result above becomes∫
Ω
g
(
ℓn
an
)
H(ω)dP (ω)→ E[g(Yα)]
for any bounded and continuous function g and any probability density function H of (Ω,F , P ). 
3 Proof of Almost Sure Weak Convergence Theorem
3.1 Proof of Theorem 1.8
In this section, we shall show that the local time ℓn of {Xn} has an almost sure weak convergence
theorem under the assumptions of Theorem 1.8. The following proposition will be used in the proof
of Theorem 1.8, so we state it below and the proof of it is in Section 3.2.
Proposition 3.1
Var
(
1
logN
N∑
k=1
1
k
g(
ℓk
ak
)
)
= O
(
(log logN)(−1−δ)
)
for some δ > 0, as N →∞, where g is any bounded Lipschitz function with Lipschitz constant 1.
Once Proposition 3.1 is granted, the proof of Theorem 1.8 can be proved using standard argu-
ments. We sketch these shortly.
Proof of Theorem 1.8 By the dominated convergence theorem, statement (1.9) implies (1.10)
when taking expectation. To prove the other direction, it is sufficient to prove that (see e.g. Lacey
and Philipp, 1990 [19])
lim
N→∞
1
logN
N∑
k=1
1
k
ξk = 0, a.s. (3.1)
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for any bounded Lipschitz continuous function g with Lipschitz constant 1, where ξk := g
(
ℓk
ak
)
−
E
[
g
(
ℓk
ak
)]
.
Taking Ni = exp exp i
ǫ, for any ǫ >
1
1 + δ
, then Proposition 3.1 implies
∞∑
i=1
1
log2Ni
E(
Ni∑
k=1
1
k
ξk)
2 <∞. (3.2)
By Borel-Cantelli lemma,
lim
i→∞
1
logNi
Ni∑
k=1
1
k
ξk = 0, a.s. (3.3)
For any N , there exists k such that Nk ≤ N < Nk+1 and we have
1
logN
|
N∑
j=1
1
j
ξj | ≤ 1
logNk
(|
Nk∑
j=1
1
j
ξj |+
Nk+1∑
j=Nk+1
1
j
|ξj |)
≤ 1
logNk
|
Nk∑
j=1
1
j
ξj |+ C
logNk
(logNk+1 − logNk)
→ 0 as k →∞, a.s.
The last step is because ((1 + k)ǫ − kǫ)→ 0 as k →∞ for any ǫ < 1, logNk+1
logNk
= e((1+k)
ǫ−kǫ) → 1
as k →∞.
Hence (3.1) holds and the proof is done. 
3.2 Proof of Proposition 3.1
Proposition 3.1 is a result of the following two lemmas.
Lemma 3.2 Suppose {Xn} has conditional local limit theorem 1.7, then E[ℓn] = O(an), where
an = g(0)
∑n
i=1
1
Bi
.
Proof Since the convergence in the conditional local limit theorem is in the sense of 1.7, BnP (Sn =
0) = BnE (P (Sn = 0|T n))→ g(0) as n→∞. So
E(ℓn) =
n∑
i=1
P (Si = 0) ∼ an = g(0)
n∑
i=1
1
Bi
. 
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Lemma 3.3 When j > 2k, and k, j →∞,
E (ℓj − ℓ(j, S2k)− ℓ2k + ℓ(2k, S2k))2 = O(ajE[|S2k| α1−α )], (3.4)
where α ∈ (0, 12 ] and an =
∑n
i=1
g(0)
Bi
.
Remarks For i.i.d. case, by Kesten and Spizer (1979) [14], it is known that E(ℓ(n, x)− ℓ(n, y))2 ≤
C|x− y| α1−αnα when Xn is in the domain of attraction of a stable law of order d = 11−α .
Proof
E
(|ℓj − ℓ(j, S2k)− ℓ2k + ℓ(2k, S2k)|2)
= E
( j∑
i=2k+1
1{Si=S2k} − 1{Si=0}
)2
=
∑
x∈Z
E
[( j∑
i=2k+1
1{Si=x} − 1{Si=0}
)2
1{S2k=x}
]
≤
∑
2k+1≤j1≤j2≤j
2
∣∣∣∣∑
x∈Z
E
(
1{Sj1=x}
(1{Sj2=x} − 1{Sj2=0})1{S2k=x}
) ∣∣∣∣
+
∑
2k+1≤j1≤j2≤j
2
∣∣∣∣∑
x∈Z
E
(
1{Sj1=0}
(1{Sj2=x} − 1{Sj2=0})1{S2k=x}
) ∣∣∣∣.
Due to the similar form of the two terms above, let z1 ∈ {x, 0}.
E
(
1{Sj1=z1}
(1{Sj2=x} − 1{Sj2=0})1{S2k=x}
)
= E
(
1{Sj1−2k◦T
2k=z1−x}(1{Sj2−j1◦T j1=x−z1} − 1{Sj2−j1◦T j1=−z1})1{S2k=x}
)
= E
(
E
(
1{Sj1−2k◦T
2k=z1−x}1{S2k=x}|T−j1F
)
(1{Sj2−j1◦T j1=x−z1} − 1{Sj2−j1◦T j1=−z1})
)
= E
(
PT j1 (1{Sj1−2k◦T 2k=z1−x}1{S2k=x})(1{Sj2−j1=x−z1} − 1{Sj2−j1=−z1})
)
.
In order to bound this expression consider
Bj1−2kB2kPT j1 (1{Sj1−2k◦T 2k=z1−x}1{S2k=x}) = Bj1−2kPT j1−2k
(
1{Sj1−2k=z1−x}
B2kPT 2k(1{S2k=x}
)
,
which by the assumption of the L∞-conditional local limit theorem at 0, can be written in the form
gj1−2kg2k + Z, gj1−2kg2k converging to g(0)
2 and Z being a L∞ random variable with ‖Z‖∞ ≤
cθj1−2k. Then, for fixed j2 − j1, and since B2kP (S2k = x) is universally bounded, and using the
assumption,
E
(
E
(
1{Sj1−2k◦T
2k=z1−x}1{S2k=x}|T−j1B
)
(1{Sj2−j1◦T j1=x−z1} − 1{Sj2−j1◦T j1=−z1})
)
is bounded by
CP (S2k = x)
(
1
Bj1−2k
q(j2 − j1, x) + θj1−2k 1
Bj2−j1
)
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for some constants C > 0, where
∑∞
j2−j1=1
q(j2 − j1, x) ≤ Kx α1−α by (1.8). Summing over x, z1,
then over j2 and finally over j1 shows the lemma.

Proof of Proposition 3.1
Split Var
(∑N
k=1
1
k
g(
ℓk
ak
)
)
up into three parts: T1, T2 and T3:
Var
( N∑
k=1
1
k
g(
ℓk
ak
)
)
= E[(
N∑
k=1
1
k
ξk)
2]
=
N∑
k=1
1
k2
E[ξ2k] + 2
∑
1≤k<j≤N,2k≥j
|E[ξkξj ]|
kj
+ 2
∑
1≤k≤2k<j≤N
|E[ξkξj ]|
kj
= T1 + T2 + T3.
For T1, since ξk is bounded, there is a constant C1 such that T1 ≤ C1(logN)2 for all N ∈ N.
For T2, there is a constant C2 such that
T2 ≤ ‖g‖∞
∑
1≤k<j≤N,2k≥j
1
kj
≤ C2(logN)2.
For T3, since 1 ≤ k ≤ 2k < j ≤ N , let
f(2k,j) :=
1
aj
j−2k∑
i=1
1{X2k+1+...+X2k+i=0} =
1
aj
(ℓ(j, S2k)− ℓ(2k, S2k)),
which is measurable with respect to F j2k+1 = σ(X2k+1, ...Xj). Then
E[ξkξj ] = cov
(
g(
ℓk
ak
), g(
ℓj
aj
)
)
= cov
(
g(
ℓk
ak
), g(
ℓj
aj
)− g(f(2k,j))
)
+ cov
(
g(
ℓk
ak
), g(f(2k,j))
)
.
Due to the assumption 1.7,
cov
(
g(
ℓk
ak
), g(f(2k,j))
)
≤ C(log log k)−1−δ =: Cα(k).
Because g is Lipschitz and bounded, cov
(
g( ℓkak ), g(
ℓj
aj
)− g(f(2k,j))
)
≤ CE
[∣∣∣∣ ℓjaj − f(2k,j)
∣∣∣∣
]
.
E
[∣∣∣∣ ℓjaj − f(2k,j)
∣∣∣∣
]
= 1/ajE[|(ℓj − ℓ(j, S2k)) + ℓ(2k, S2k)|]
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≤ 1/ajE [|(ℓj − ℓ(j, S2k)) + ℓ(2k, S2k)− ℓ2k|] + 1/ajE[ℓ2k].
So when 1 ≤ k ≤ 2k < j ≤ N , one has
E[ξkξj ]
≤ C1E
[∣∣∣∣ℓ(0, j)aj − f(2k,j)
∣∣∣∣
]
+ C2α(k)
≤ C1 1
aj
(
E[|ℓj − ℓ(j, S2k)− ℓ2k + ℓ(2k, S2k)|] + E[|ℓ2k|]
)
+ C2α(k).
When 2k < j, Lemma 3.2, Lemma 3.3 and Jensen’s inequality imply that as k, j →∞,
E[ξkξj ] ≤ C1 1
aj
(
E[|ℓj − ℓ(j, S2k)− ℓ2k + ℓ(2k, S2k)|] + E[|ℓ2k|]
)
+ C2α(k)
≤ C1 1
aj
((
E[|S2k|
α
(1−α) ]
) 1
2
a
1
2
j + a2k
)
+ C2α(k)
∼ C1 1
aj
(
B2k
α
2(1−α) a
1
2
j + a2k
)
+ C2α(k).
Since Bn = n
βL(n) and an ∼ nα 1
L(n)
with α = 1− β, one has
T3 =
∑
1≤k≤N
∑
2k<j≤N
1
kj
E(ξkξj)
≤
∑
1≤k≤N
∑
2k<j≤N
C
1
kj
(
(
2k
j
)
α
2
L(2k)
α
2(1−α)
L(j)−1/2
+ (
2k
j
)α
L(j)
L(2k)
+ α(k)
)
.
Since we assume L(n)→ c,
T3 ≤
∑
1≤k≤N
∑
2k<j≤N
C
1
kj
(
k
j
)
α
2 +
∑
1≤k≤N
∑
2k<j≤N
C
1
kj
α(k)
= T31 + T32.
T31 ≤ C
∑
1≤j≤N
1
j1+α/2
∑
1≤k<j
1
k1−α/2
= O(logN).
And since α(k) = O((log log k)−1−δ), by integration by parts and that
x
(log x)2+δ
is an increasing
function of x when x is big enough,
T32 ≤ C
N∑
k=1
α(k)
k
N∑
j=k
1
j
≤ C
N∑
k=1
logN
k(log log k)1+δ
= O(log2N(log logN)−(1+δ)).
So T3 = O((log logN)
−1−δ log2N), as N →∞. Hence Proposition 3.1 is proved. 
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4 Transfer operators
We turn to the investigation of conditions (1.7) and (1.8) and show that they can be derived
from the theory of transfer operators in dynamics. Define the characteristic function operator
Pt : L
1(P ) → L1(P ) by Ptf := PT (eitφf), which is the perturbation of PT . By induction, Pnt f =
PTn(e
itSnf). Let the space L be the subspace in L1(P ) of all functions with norm: ‖f‖ := ‖f‖∞+Df
where Df is the Lipschitz constant of f . We assume that Pt acts on L and has the following
properties:
• There exists δ > 0, such that when t ∈ Cδ := [−δ, δ], Pt has a representation: Pt = λtπt+Nt,
πtNt = Ntπt = 0, and the πt is a one-dimensional projection generated by an eigenfunction
Vt of Pt, i.e. PtVt = λtVt. It implies that P
n
t = λ
n
t πt +N
n
t .
• There exists constants K,K1 and θ1 < 1 such that on Cδ, ‖πt‖ ≤ K1, ‖Nt‖ ≤ θ1 < 1,
|λt| ≤ 1−K|t|d.
• There exists θ2 < 1 such that for |t| > δ, ‖Pt‖ ≤ θ2 < 1.
• φ is Lipschitz continuous.
We end up this article by proving conditions 1.7 and 1.8 under these assumptions. This also will
complete the proof of the corollary 1.9 in Section 1 since from [4], one can see that Gibbs-Markov
maps satisfy all the assumptions above. An example not satisfying the above condition can be
derived for functions of the fractional Brownian motion as in [13].
Proof of (1.7) Let g( ℓkak ) :=
∫
Ω g(
ℓk
ak
)dP + gˆ := Ck + gˆ, then by P
T
2k = P +N
2k,
cov
(
g(
ℓk
ak
), F ◦ T 2k)
)
=
∫
Ω
g(
ℓk
ak
)(F ◦ T 2k)dP −
∫
Ω
g(
ℓk
ak
)dP
∫
Ω
F ◦ T 2kdP
=
∫
Ω
P 2kT
(
g(
ℓk
ak
)
)
FdP −
∫
Ω
g(
ℓk
ak
)dP
∫
Ω
FdP
=
∫
Ω
N2k(gˆ)FdP
≤ ‖N2k(gˆ)‖‖F‖1
≤ Cθ2k1 ‖g‖
≤ C(log log(2k))−1−δ.
Proof of (1.8) Let ζ = (e−itx − 1). Then
E(ℓ(n, x)− ℓn) =
∑
1≤j≤n
E(1{Sj=x} − 1{Sj=0})
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=
∑
1≤j≤n
ζE
(∫
[−π,π]
eitSj dt
)
=
∑
1≤j≤n
∫
[−π,π]
ζE[P jt 1]dt
and ∫
[−π,π]
ζE[P jt 1]dt = Re
∫
[−π,π]
ζE[P jt 1]dt
= Re
∫
Cδ
ζλjtE[πt1]dt+Re
∫
Cδ
ζE[N jt 1dt+Re
∫
C¯δ
ζE[P jt 1]dt.
On Cδ, one has ‖Nnt ‖ ≤ θn1 where |θ1| < 1, whence∣∣∣∣∣∣
n∑
j=1
Re
∫
Cδ
ζE[N jt ]dt
∣∣∣∣∣∣ ≤
n∑
j=1
∣∣∣∣
∫
Cδ
Re
[
ζE[N jt 1]
]
dt
∣∣∣∣
≤ 2
n∑
j=1
∫
Cδ
‖N jt ‖dt ≤ 4δ
1
1− θ1 .
On C¯δ, one has ‖P jt ‖ ≤ θ2 so that∣∣∣∣∣∣
n∑
j=1
Re
∫
C¯δ
ζE[P jt ]dt
∣∣∣∣∣∣ ≤
n∑
j=1
∣∣∣∣
∫
C¯δ
Re
[
ζE[P jt 1]
]
dt
∣∣∣∣
≤ 2
n∑
j=1
∫
C¯δ
‖P jt ‖dt ≤ 4π
1
1− θ2 .
The main part is the first term. We show that for some constant C > 0∣∣∣∣∣∣
n∑
j=1
Re
∫
Cδ
ζλjtπt1dt
∣∣∣∣∣∣ ≤ C|x|
α
1−α dt
Let πt1 =Wt, so ‖Wt} ≤ ‖πt‖ ≤ K1. Then∣∣∣∣∣∣
n∑
j=1
Re
∫
Cδ
ζλjtWtdt
∣∣∣∣∣∣ ≤
n∑
j=1
|
∫
Cδ
Re(λjtWt)
(
cos(xt)− 1
)
Wtdt|+
n∑
j=1
|
∫
Cδ
Im(λjtWt) sin(xt)dt|.
Since |Reλj2t Wt| ≤ K1|λj2t | ≤ (1− Ctd)j , we have
n∑
j=1
∣∣∣∣
∫
Cδ
Re(λjtWt)
(
cos(xt) − 1)
)
dt
∣∣∣∣ ≤ K1C−1
∫
[−δ,δ]
1
|t|d | cos(xt) − 1)| dt.
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If |δx| < 1, then (1− cos tx) ≤ |tx|2 ≤ |tx|d, so∫
[−δ,δ]
1
|t|d |1− cos tx| dt ≤ 2
∫
[0,1/x]
1
(t)d
|tx|d dt = 2 |x|d−1.
If |δx| ≥ 1, then∫
[−δ,δ]
1
|t|d |1− cos tx| dt ≤ 2
∫
[0,1/x]
1
td
|tx|2 dt+ 2
∫
[1/|x|,∞]
1
(t)d
dt ≤ C′ |x|d−1.
for some constant C′.
Next we consider the second part
∑
j2
∣∣∣∫Cδ Im(λjtWt) sin(xt)dt
∣∣∣.
n∑
j=1
∣∣∣∣
∫
Cδ
Im(λjtWt) sin(xt)dt
∣∣∣∣ ≤ C−1
∫ δ
−δ
1
|t|d | sin(xt)|dt
≤ 2C−1|x|d−1
∫ |x|δ
0
1
ud
| sin(u)|du
If |x|δ ≤ 1, then
∫ |x|δ
0
1
ud
| sin(u)|du ≤
∫ 1
0
u1−ddu <∞.
If |x|δ ≥ 1, then
∫ |x|δ
0
1
ud
| sin(u)|du ≤
∫ 1
0
u1−ddu +
∫ δ|x|
1
1
ud
du <∞.
So
n∑
j
∣∣∣∣
∫
Cδ
Im(λjtWt) sin(xt)dt
∣∣∣∣ ≤ C′|x|d−1
for some constant C′ is proved. 
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