ABSTRACT Multiple kernel clustering (MKC) based on global structure alignment (GSA) has unified many existing MKC algorithms, and shown outstanding clustering performance. However, we observe that most of existing GSA-based MKC algorithms only maximally align global structure of data with an ideal similarity matrix, while ignoring the local geometrical structure hidden in data, which is regarded to be important in improving the clustering performance. To address this issue, we propose a global and local structure alignment framework for MKC (GLSAMKC) which well considers both the alignment between the global structure and local structure of data with the same ideal similarity matrix. To illustrate the effectiveness of the proposed framework, we instantiate two specific GLSAMKC-based algorithms by exploiting the local structure with local linear embedding and locality preserving projection, respectively. A two-step alternate iterative and convergent optimization algorithm is developed to implement the resultant optimization problem. Extensive experimental results on five benchmark data sets demonstrate the superiority of proposed algorithms compared with the many state-of-the-art MKC algorithms, indicating the effectiveness of the proposed framework.
I. INTRODUCTION
Clustering has been intensively studied in machine learning, data mining and pattern recognition communities. It aims at partitioning data into a series of disjoint clusters in light of similarity between samples [1] . In the past decades, a lot of clustering algorithms, such as: kernel k-means [2] , spectral clustering [3] and non-negative matrix factorization clustering [4] , etc, and their variants [5] - [7] have been proposed. As well known, the clustering performance is largely dependent on the similarity. As a results, many works have been proposed to learn an optimal kernel or similarity from data to improve the clustering performance. Among these methods, multiple kernel clustering (MKC) [8] - [10] forms a milestone, which optimally learns an fused kernel based on a group of pre-specified kernels for clustering.
According to the different manners of kernel fusion, existing work of MKC algorithms can be roughly grouped into two categories. The first category effectively fuses multiple kernel information resorting to a low rank optimization. The typical algorithms mainly include recovery of corrupted multiple kernels for clustering [11] , robust multi-view spectral clustering via low-rank and sparse decomposition (RMSC) [12] , co-regularized spectral clustering (CRSC) [13] . Differently, the other category ingeniously solves the problem of fusing multiple kernel information by making use of multiple kernel learning framework. The way of kernel fusion of this kind of algorithms utilizes a linear combination of a group of pre-specified kernels to approximate an optimal kernel. An alternate optimization method which jointly optimizes the optimal kernel combination coefficients and cluster membership has been developed. The works in this regard have drawn more and more attention in recent years and many variants have been proposed. For example, the main algorithms include multiple kernel k-means(MKKM) [14] , localized multiple kernel k-means (LMKKM) [15] , robust multiple kernel k-means (RMKKM) [16] , centered kernel alignment for MKC (KAMKC) [17] , Multiple kernel k-means with matrix-induced regularization (MKKM-MI) [18] , optimal neighborhood kernel clustering with multiple kernels (OKMKC) [19] , multiple kernel clustering with local kernel alignment maximization (LKAMKC) [20] . The proposed MKC algorithm in this paper belongs to the second category.
The MKC algorithms belonging to the second category can be unified from the perspective of maximally aligning the global structure of data with the cluster membership. Indeed, this criterion can be treated as unsupervised kernel alignment, which is a relax version used in [17] . We name this criterion as global structure alignment (GSA) in order to distinguish with kernel alignment used in [17] . Other MKC algorithms [14] - [16] can be clearly explained from the perspective of global structure alignment.
Though the aforementioned GSA-based MKC algorithms have demonstrated promising clustering performance in various applications, we observe that they only maximally align the global structure of kernel with a ideal similarity matrix, while ignoring the local geometrical structure hidden in data. This is crucial in further improving the clustering performance. Note that LKAMKC algorithm introduces the concept of local kernel to represent the local neighborhood relationship of every sample, while it preserves the local structure of data in a local way by aligning each local kernel of all samples with the corresponding local ideal similarity matrix. In fact, the local geometrical structure of the data has been widely investigated in dimensionality reduction [21] - [25] . Moreover, the importance of local geometrical structure of data in feature selection has been systematically discussed [26] . In sum, the literatures fully demonstrate the importance and benefits of maximally preserving local geometrical structure of data.
To improve clustering performance of MKC algorithms by incorporating the local geometrical structure of data, we propose a novel global and local structure alignment framework for MKC (GLSAMKC). In this framework, it pays more attention to both the role of global structure alignment and the benefits of preserving the local structure of data. To illustrate the effectiveness of the proposed framework, we present two specific GLSAMKC-based MKC algorithms which utilizes the local geometric structure in different ways. One is GLSAMKC-LLE which utilizes Local Linear Embedding (LLE) to capture the local geometry structure of data. The other one is GLSAMKC-LPP which exploits Locality Preservation Projection (LPP) model to describe the local geometry structure of data. After that, A twostep alternate iterative and convergent optimization method is developed to solve the resultant optimization problem. Extensive experimental results on five benchmark data sets demonstrate the superiority of proposed algorithms compared with many state-of-the-art multiple kernel clustering algorithms, indicating the effectiveness of the proposed framework.
We end up this section by discussing the main contribution of this paper as follows:
• It is our work, for the first time in the literature, to identify that the local structure of data is crucial to further improve existing MKC algorithms.
• We develop a general MKC framework which well considers both the global and local structure alignment, and propose two specific MKC algoritms based on the developed framework.
• Extensive experimental comparison has been conducted, and the proposed MKC algorithms significantly outperform many existing state-of-the-art multiple kernel clustering algorithms.
II. RELATED WORK
Global structure alignment (GSA) [27] , [28] is a widely used criterion to evaluate the goodness of kernels in supervised learning. This criterion has recently been extended to unsupervised learning. For example, the work in [17] jointly optimizes the optimal kernel combination coefficients of a group of pre-specified kernels and cluster membership based on GSA criterion. Supposed in a multiple kernel situation, n samples
,··· ,n are represented by m pre-specified kernels
, and the task is to group the n samples into k clusters {S j } j=1,··· ,k . Let H ∈ R n×k denote the discrete cluster membership matrix of all samples, µ = [µ 1 , µ 2 , · · · , µ m ] be the combination coefficients of the pre-specified kernels. The element H ij of H [17] , [29] can be computed as:
and the combined kernel K µ [17] , [18] can be calculated as:
The above definition of H has the following properties: 1) H H = I k , which implies that H is an orthogonal matrix. 2) HH can reveal the ideal pairwise similarities among samples. By integrating these two properties of cluster membership H into the objective of GSA, the optimization objective of GSA for multiple kernel clustering (GSAMKC) can be written as follows: max
where ·, · F denotes the Frobenius inner product of the two matrices, I k denotes an identity matrix with size k × k, 1 m denotes m dimension vector with all entries equalling to one. Several representative MKC algorithms have also been proposed in the literatures. For example, multiple kernel k-means (MKKM) deduced from kernel k-means by multiple kernel learning is developed in [14] . It has the same optimization objective with Eq.(3). Reference [18] introduces multiple kernel k-means with matrix-induced regularization algorithm, namely MKKM-MI, can better utilize multiple kernel than original MKKM by directly imposing a regularization item, µ Mµ where M pq = Tr(K p K q ), on Eq.(3). More recently, [19] proposed optimal neighborhood kernel clustering with multiple kernels (OKMKC), which pays more attention on the optimal neighbor kernel of the combined kernel for improving clustering performance.
These above-mentioned MKC algorithms share the common spirit that maximally aligns the global structure of K µ with the ideal similarity matrix HH . Although demonstrating promising clustering performance in various applications, we observe that neither of them sufficiently considers the local geometric structure of data, which is crucial for unsupervised learning tasks [26] .
We end up this section by discussing this work with a recently proposed work, multiple kernel clustering with local kernel alignment maximization (LKAMKC) [20] . It exploits the local geometric structure of data for clustering by using local kernel, which consisted of pairwise similarity between neighbours of one sample. Specifically, LKAMKC improves the clustering performance by aligning each local kernel with the corresponding local ideal similarity matrix. The differences between the proposed framework and LKAMKC are summarized as follows: 1) the proposed framework adopts different ways to encode the local geometric of data to improving clustering performance; 2) the proposed framework preserves the local geometric structure of data in a global way, instead of by a local way in LKAMKC.
III. GLOBAL AND LOCAL STRUCTURE ALIGNMENT FOR MULTIPLE KERNEL CLUSTERING
In this section, we propose a general MKC framework which incorporates both the global and local structure of data to further improve the clustering performance of existing MKC algorithms. Specifically, we propose a novel framework for multiple kernel clustering, called GLSAMKC, which simultaneously considers the role of global structure alignment and the benefits of preserving the local geometric structure of data as follows:
where L µ denotes the local geometrical structure of data, and it can be calculated by the combined kernel K µ . The aim of the first item in Eq. (4) is to align the global structure of the data with the ideal similarity matrix, and the goal of the second one in Eq. (4) is to maximally preserve the hidden local geometric structure in data. ρ is a hyper-parameter which trades off the global and the local similarity preservation. Specifically, the first term in Eq. (4) maximally preserves the global pairwise similarity of data in H, and the second item in Eq. (4) is used to capture the local structure alignment by considering the neighborhood information of samples.
The reasons that we use −Tr(H L µ H) to maximally preserve the local geometric structure of data in H are summarized as follows: 1) this form is general and extendable. It accommodates a lot of existing methods, such as: Locally Linear Embedding (LLE) [21] , Locality Preserving Projection (LPP) [22] , etc. These methods has been widely used to capture the local geometric structure of data and can be translated into this form. 2) this form can not only satisfy the need of utilizing the local geometric structure of data for clustering, but also be efficiently optimized. In the following subsection, we introduce two specific algorithms based on the proposed framework, named as GLSAMKC-LLE, GLSAMKC-LPP. They capture the local geometric structure by LLE and LPP, respectively.
A. GLSAMKC-LLE ALGORITHM
Locally Linear Embedding (LLE) is an important nonlinear dimensionality reduction method. It assumes that a sample can be reconstructed by a linear combination of its τ nearest neighbors, and this neighborhood relationship along with the corresponding reconstruction weights will remain unchanged in a low-dimensional feature space.
Let H i. denotes the i th row of H, N τ (i) be the set of τ nearest neighbors of i th sample, W be the reconstruction weights matrix where the entry W ij denotes the reconstruction contribution of x j to x i and W ij = 0 if j / ∈ N τ (i). According to [21] , capturing the local geometric structure of data by LLE can be summarized as the following three steps:
1) generating the set N τ (i) of x i where i = 1, · · · , n, according to similarity criterion K µ ;
2) calculating the local reconstruction weights matrix W by minimizing reconstruction error;
3) maximally preserving the local geometric structure of the data in H by minimizing the embedding error.
where the reconstruction weights matrix W is the optimal W solved by step 2.
By combining Eq. (6) with Eq.(3), the objective of GLSAMKC-LLE can be written as:
The matrix form of Eq. (7) can be rewritten as: max
where L µ = (I n − W) (I n − W). VOLUME 6, 2018 B. GLSAMKC-LPP ALGORITHM Locality Preserving Projection (LPP) can fruitfully learn the local neighborhood structure of samples in high-dimensional space. It assumes that the far and close relationship between samples can keep constant when mapping data into a lowdimensional feature space. According to [22] , capturing the locally geometric structure of the data by LPP algorithm can be summarized as two steps:
1) computing a nearest neighbors similarity matrix W measured by similarity criterion K µ as following:
where N τ (j) denotes the set of τ nearest neighbors of sample x j .
2) maximally preserving the local geometric structure of the data by minimizing the sum of squared distance.
Combining Eq. (10) with Eq.(3), the objective of GLSAMKC-LPP can be written as:
The matrix form of Eq.(11) can be rewritten as :
where
As seen, the proposed GLSAMKC framework is flexible and can also be instantiated by other models to capture the local geometry structure of data, including Laplacian eigenmaps [30] , maximum variance unfolding [31] , to name just a few. Although these algorithms have different manners to preserve the local geometric structure of data, i.e., the way to compute L µ , GLSAMKC-based algorithms can be efficiently optimized by the same optimization scheme. In the following, we develop an efficient algorithm to alternatively solve the optimization problem in Eq.(4).
C. OPTIMIZATION
As seen from Eq.(4), there are two variables to be optimized in GLSAMKC framework. It is difficult to optimize them simultaneously. Instead, we develop an alternate algorithm which alternatively optimizing one variable while keeping the other fixed. Specifically, the two-step alternating optimization algorithm is described as follows,
, k, ρ, and . Output: H and µ. Initialize µ (1) = 1 m /m and t = 1. K
µ via Eq. (8) or (12) . Update H (t) via Eq.(13) with given µ (t) . Update µ (t) Eq. (14) with given H (t) .
Optimizing H with fixed µ Eq. (4) is equivalent to the following optimization problem when µ is fixed.
Since cluster membership H is discrete, Eq. (13) is a NP-hard problem which is difficult to optimize. A common remedy [32] to address this issue is to relax the discrete constraint imposed on H. That is, H is allowed to take arbitrary real values. As a result, Eq.(13) turns to be a trace maximization problem, whose optimalĤ can be obtained by taking the k eigenvectors that correspond to the k largest eigenvalues of M. Finally, the discrete H can be retrieved by performing k-means clustering on the resultantĤ [3] .
(ii) Optimizing µ when H is fixed The optimization problem in Eq.(4) with regard to µ with given H can be equivalently written as:
As seen, this is a quadratic programming problem with linear constraints which can be solved by existing off-theshelf packages.
We present the whole process of optimizing GLSAMKC in Algorithm 1, where is the threshold of convergence, K (t) µ , H (t) , etc, is the corresponding value of K µ , H in i th iteration. Further, we analyze the time complexity and convergence of Algorithm 1 in following section III-D.
D. ANALYSIS OF TIME COMPLEXITY AND CONVERGENCE
We assume that the number of samples, clusters and kernels are n, k, m, respectively. As seen from Algorithm 1, the total time complexity consists of two parts corresponding to the alternate optimization steps. The first step of Algorithm 1, mentioned in Eq.(13), which actually needs an singular value decomposition (SVD) of a matrix with the size of n × n and building the matrix M, whose computational complexity is O(n 3 ). Therefore, the time complexity of the first step is O(n 3 ). For the second step in Eq. (14) , the time complexity of quadratic programming is O(m 3 ) and calculating the matrix Z costs O(mn 3 + mkn 2 ). As a result, the time complexity of the second step is O(m 3 + mn 3 + mkn 2 ). In sum, the whole time complexity of each iteration in our proposed algorithms is O(n 3 + mn 3 + mkn 2 + m 3 ). As shown in Table 2 , among all compared algorithms, LKAMKC algorithm has achieved the best clustering performance. According to [20] LKAMKC needs to perform local kernel alignment on all samples, and its time complexity is O(kn 3 + mn 3 + m 2 n 3 + n 3 + m 3 ). Comparing to LKAMKC algorithm, the advantage in time of our proposed algorithms is very obvious.
Since the τ nearest neighbors of each samples is too hard to be defined exactly in a multiple kernel situation, we keep the neighborhood of each sample unchanged during the learning course. By doing so, both Eq. (13) and Eq. (14) become convex optimization problems, respectively. the objective function of GLSAMKC can monotonically increase with alteratively optimizing Eq. (13) and Eq. (14) . Meanwhile, it is upper bounded according to [18] . Therefor, GLSAMKC is theoretically guaranteed to converge to a local maximum. The experimental results on five benchmarks also validate that the proposed algorithms usually converge in less than ten iterations.
IV. EXPERIMENT
In this section, a series of experiments are conducted to demonstrate the effectiveness of the proposed algorithms.
A. DATA SETS
Five benchmark data sets, which have been frequently used in multiple kernel learning, are adopted in our experiments. The details of these data sets are listed in Table 1 
B. COMPARED ALGORITHMS
To illustrate the effectiveness of the proposed algorithms, we compare them with nine state-of-the-art multiple kernel clustering algorithms. The MATLAB code of these compared algorithms can be obtained through the following website 1 or individual website of the authors. The state-of-the-art multiple kernel clustering algorithms includes:
• Multiple kernel k-means (MKKM) [14] : It is a common multiple kernel k-means clustering which 1 https://github.com/mehmetgonen/lmkkmeans alternatingly optimizes kernel coefficients and cluster membership based on multiple kernel learning method.
• Localized multiple kernel k-means (LMKKM) [15] : LMMKM performs clustering on the combined kernels with adaptive weights.
• Robust multiple kernel k-means (RMKKM) [16] : RMKKM overcomes the effect of outliers in MKKM with an 2,1 -norm.
• Co-regularized spectral clustering (CRSC) [13] : CRSC performs spectral clustering with co-regularization criterion.
• Robust multiview spectral clustering (RMSC) [12] : RMSC performs multi-view spectral clustering with a shared low-rank transition matrix.
• Robust Multiple Kernel Clustering (RMKC) [11] : RMKC performs clustering by learning a robust and low rank kernel.
• Multiple kernel k-means with matrix-induced regularization (MKKM-MI) [18] :MKKM-MI improves MKKM with matrix-induced regularization .
• Optimal kernel clustering with multiple kernels (OKMKC) [19] : OKMKC learns an optimal neighborhood kernel for clustering.
• Local kernel alignment for multiple kernel clustering (LKAMKC) [20] : LKAMKC employs the local kernel for clustering. Among these compared algorithms, MKKM-MI, OKMKC, and LKAMKC are three strong baseline algorithms.
C. EXPERIMENT SETUP
For YALE data set, kernel matrices are generated yield to [11] . The kernel matrices of the rest data sets are downloaded from websites. 234 All kernel matrices are preprocessed with the centering and scaling method proposed in [33] .
The parameters of the compared algorithms are set according to the corresponding references. The optimal parameters τ and ρ of the proposed algorithms are selected from [2, 3, · · · , 30] and [0, 1, · · · , 1000] by grid search.
In our experiments, the number of clusters is set as the true number of classes for all data sets. Three popular indicators, clustering accuracy (ACC), normalized mutual information (NMI) and purity, are used to evaluate the performance of all clustering algorithms. Each experiment is independently repeated for 20 times to reduce the effect of randomness caused by k-means, and the best result of each method is reported.
D. EXPERIMENTAL RESULTS
In order to demonstrate the effectiveness of GLSAMKC-LLE and GLSAMKC-LPP, we compare them to the other stateof-the-art multiple kernel clustering algorithms in terms of indicators ACC, NMI and purity on five data sets. It needs to be noted that in our algorithms, the neighborhood of samples is measured by the average combination kernel, and it is stationary in whole clustering period. The clustering performance of all algorithms is listed in Table 2 . The following points can be observed from this table.
• These clustering algorithms which preserve the local geometrical structure of the data, including LKAMKC, GLSAMKC-LLE, GLSAMKC-LPP, significantly outperforms the compared ones which do not preserve the local geometrical structure. It clearly indicates the importance of the local geometrical structure of data for clustering.
• In term of performance indicators, ACC, NMI and purity, GLSAMKC-LPP obtains the best clustering performance on all data sets and GLSAMKC-LLE achieves the second best on ProteinFold, YALE and Caltech102 or closely achieves the second score on Digital, Flower17. This demonstrates the superiority of proposed GLSAMKC-based framework. Taking the results of GLSAMKC-LPP for an example, it exceeds OKMKC, which is a robust baseline since it not only maximally preserves the global structure but also performs the optimal kernel optimization on the combined kernel for clustering, by 6.6%, 3.16%, 3.45%, 4.85% and 5.10% on Digital, Flower17, ProteinFold, YALE and Caltech102, respectively.
• GLSAMKC-LLE, GLSAMKC-LPP can be regarded as an extended version of MKKM by imposing an item to encode the local geometrical structure of the data on the MKKM. As seen, the clustering performances of GLSAMKC-LLE, GLSAMKC-LPP are much better than MKKM. Taking ACC for an example, GLSAMKC-LEE and GLSAMKC-LPP exceed MKKM by 45.50% and 50.15%, 16.69% and 18.67%, 11.10% and 14.12%, 12.23% and 13.94%, 7.06% and 7.65% on Digital, Flower17, ProteinFold, YALE and Caltech102, respectively, which well demonstrates the importance of the local geometrical structure in improving the clustering performance of GSAMKC algorithms. Also, the excellent performance of GLSAMKC-LLE and GLSAMKC-LPP in terms of the NMI and purity can be seen from the Table 2 , where similar observation can be found.
• Among these clustering algorithms which preserve the locally geometrical structure of the data, GLSAMKC-LPP is usually better than LKAMKC in terms of ACC, NMI and purity on all data sets, while GLSAMKC-LEE is slight worse than LKAMKC on digital and flower17. These results suggest that local kernel is more appropriate to encode the local geometrical structure of digital and flower17 than LLE model. It hints that the appropriate model should be chose to capture the local geometrical structure due to difference of the data distribution. We further investigate the performance of all algorithms on caltech102 with the variation of the num of clusters. Firstly, we generate five new data sets by selecting 20, 40, 60, 80, 100 classes from caltech102 respectively and use caltech102-20, caltech102-40, caltech102-60, caltech102-80 and caltech102-100 to denote these data sets. Then, we repeat the aforementioned experiments on these five new data sets again. The results of the experiments are reported in Table 3 . As seen from Table 3 , we observe that the performance of all algorithms deteriorates with the increasing of the num of clusters, the proposed GLSAMKC-LLE and GLSAMKC-LPP defeat all compared algorithms in all situations in term of all criteria, which once again confirms the effectiveness of GLSAMKC-based clustering algorithms.
In summary, these experimental results show the superior clustering performance of the proposed algorithms on several benchmark datasets, which well demonstrates the superiority and effectiveness of the proposed framework.
E. PARAMETER SELECTION AND CONVERGENCE
For GLSAMKC-based cluster algorithms, two parameters need to be tuned. One is the num of the nearest neighbors, τ , which decides the neighborhood relationship of samples and the local geometrical structure of data. The other one is the balance coefficient, ρ, which adjusts the importance of the local geometrical structure according to different data distributions. To show the effect of each parameter on the clustering performance of GLSAMKC-based clustering algorithms, several experiments are conducted on five data sets with tuning one parameter while keeping the other one fixed. The experimental results are plotted in Figure 1 and Figure 2 respectively. As seen, Figure 1 draws the change of ACC with the different parameter ρ, and the best results of MKKM-MI and MKKM are also provided as a baseline. Meanwhile, Figure 2 plots the variation of ACC with different parameter τ and the best results of MKKM-MI and MKKM are also provided.
• From Figure 1 , we can observe that: 1) The curves of the GLSAMKC-LLE and GLSAMKC-LPP are roughly similar on all data sets; 2) The ACC of GLSAMKC-LLE and GLSAMKC-LPP on digital and Yale increases to a stable value smoothly, which indicates that proposed algorithms are usually stable across a wide range with respect to ρ; 3) The ACC of GLSAMKC-LLE and GLSAMKC-LPP on other data sets firstly dramatically goes up and then keeps stable in a large region, and then drops to baseline. This suggests the best clustering performance is usually achieved when the global structure and the local geometrical structure of data are appropriately integrated. In addition, the reaction of GLSAMKC-LLE to ρ is different with GLSAMKC-LLE on flower17. As shown from Figure 1 (e) and Figure 1 (f), GLSAMKC-LLE obtains better performance when ρ varies form 105 to 200, while GLSAMKC-LPP obtains better performance when ρ varies form 5 to 25. The reasons caused this difference maybe is that on flower17 GLSAMKC-LLE wants a big num of the nearest neighbors while we select a small one to conduct experiments.
• As shown in Figure 2 , the number τ of the nearest neighbors taking a number, which is less than 20 and greater than 4, is a good choice. Clearly, this is a reflect of the local geometrical structure of the data since we exploit τ nearest neighborhood relationship to encode the local geometrical structure of the data. Taking the results on Caltech102 for example, the optimal τ is 10.
With increasing of τ , the performance of proposed algorithms deteriorates by degrees. In addition, Figure 3 records the objective value of proposed algorithms at each iteration. From these figures, the following points can be observed. As seen from Figure 3 , the objective value of both GLSAMKC-LLE and GLSAMKC-LPP fast decreased as the time of iteration increased, and the proposed algorithms quickly converged in less than ten iterations.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we first propose a global and local structure alignment framework for multiple kernel clustering which is able to sufficiently exploit the local geometrical structure of data. We instantiate two specific GLSAMKC-based algorithms by exploiting the local structure with Local Linear Embedding (LLE) and Locality Preserving Projections (LPP), respectively. An alternate iterative optimization algorithm with proved convergence is designed to solve the resultant optimization problem. Extensive experimental results on five benchmark data sets demonstrate the effectiveness of the proposed framework.
The following future work worth exploring. Firstly, the neighborhood of data was fixed while the whole clustering period in the proposed clustering framework. It may be changed by designing a adaptive method to decide the proper neighborhood of data for improving clustering performance. Secondly, each sample has a equal role for clustering performance in the proposed clustering framework. It is interesting to consider the difference between samples to enhance the clustering performance. Thirdly, it is also worth exploring to consider the correlation of kernels to improve the clustering performance of the proposed framework. 
