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Let R be a prime ring with extended centroid C and let φ
(
X
j
i
)
be
a reduced differential polynomial with coefﬁcients in Q , the sym-
metric Martindale quotient ring of R, and with zero constant term.
LetAφ =
{
φ
(
x
j
i
)
|xi ∈ R
}
andBφ =
{
φ(xij)|xij ∈ R
}
.Weprove that
the ﬁniteness ofAφ and the ﬁnite-dimensionality of the C-span of
Aφ are equivalent to that of Bφ and that of the C-span of Bφ ,
respectively. Hence some questions on differential polynomials are
reduced to those on ordinary generalized polynomials.
Let δ and d be two derivations of R, L a Lie ideal of R and ρ a right
ideal of R. As applications of our theorems, we obtain the necessary
and sufﬁciency conditions for the ﬁniteness of d(ρ), d(L) and δd(L)
and for the ﬁnite-dimensionality of the C-spans of d(ρ), d(L) and
δd(L).
© 2008 Elsevier Inc. All rights reserved.
1. Results
Throughout the article, R is always a prime ring with symmetric Martindale quotient ring Q . The
center of Q , denoted by C, is called the extended centroid of R. In this case, C is a ﬁeld. We refer the
reader to the book [2] for details. By a derivation of R, we mean a map δ : R → R satisfying
δ(x + y) = δ(x) + δ(y) and δ(xy) = δ(x)y + xδ(y)
for all x, y ∈ R. In [3], Bell proved that if d is a derivation of R such that dn(I) is ﬁnite for some nonzero
ideal I of R and a ﬁxed positive integer n, then either R is ﬁnite or d is nilpotent on R (see [3, Theorem
2.1]). He also proved that the theorem still holds if I is a nonzero right ideal in a prime PI-ring R (see
[3, Theorem 3.3]) and asked whether the theorem holds if R is merely a prime ring.
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Our study was motivated by Bell’s question. We consider the question above from different view-
points. The key tools are the theories of polynomial identities (PIs) and generalized polynomial iden-
tities (GPIs), and Kharchenko’s theory for differential identities (DIs) (see [11,12]). Our objectives are
to investigate the ﬁniteness of subspaces (resp., ranges of) spanned by “differential polynomials”.
This theory of differential identities is formulated in terms of a more general notion which we deﬁne
below:
Definition. (1) For b ∈ R, the map ad(b) : x ∈ R → [b, x] :=bx − xb is a derivation of R, which is called
the inner derivation induced by the element b.
(2) By a continuous derivation of R, we mean a derivation δ : Q → Q such that δ(I) ⊆ R for some
nonzero ideal I of R. A continuous derivation of R is called X-inner if it is an inner derivation of Q .
Otherwise, it is called X-outer.
It is well known that every derivation δ : R → R can be uniquely extended to a derivation of Q ,
which is obviously a continuous derivation of R. By a derivation word we mean a product in the
form d1d2 · · ·ds, where all di’s are continuous derivations of R. A differential polynomial (DP) means a
generalized polynomial (GP) with coefﬁcients in Q and with noncommuting variables Xi which are
acted on by derivation words j . Thus every DP can be written in the form φ
(
X
j
i
)
, where φ(Xij) is a
GP over Q in distinct indeterminates Xij and where thej ’s are derivation words. A DP φ(X
j
i
) is called
a differential identity (DI) for a subset T of Q if φ
(
x
j
i
)
= 0 for all xi ∈ T .
From now on, by derivations of R we always mean continuous derivations of R for brevity and all
DPs and GPs always have zero constant terms. For derivations di of R and x ∈ R, we usually write
xd1d2···ds as ds · · ·d2d1(x). We now return to Bell’s question for the special case that I :=aR for some
a ∈ R. Let d be a derivation of R. To investigate the ﬁniteness of d(aR), it is equivalent to investigat-
ing that of the set {φ(x, xd)|x ∈ R}, where φ(X ,Xd) :=d(a)X + aXd. We notice that φ(X ,Xd) is a differ-
ential polynomial with coefﬁcients in Q . Our objective is then to study the following more general
situation.
Question 1.1. Letφ
(
X
j
i
)
beadifferential polynomial and I anonzero ideal ofR. Consider the following
set:
Aφ,I =
{
φ
(
x
j
i
) ∣∣xi ∈ I
}
.
Find the necessary and sufﬁciency conditions forAφ,IC to be ﬁnite-dimensional over C and forAφ,I
to be a ﬁnite set.
To settle the question abovewemust transform the differential polynomial φ
(
X
j
i
)
into a “reduced
form” and then apply the theory of GPI-rings and Kharchenko’s theory for DIs. We ﬁrst recall some
notations concerning the theory of DIs. LetDi be the collection of all X-inner derivations of R. We call
S ⊆D mutually outer if it is C-independent moduloDi in the sense that for any ﬁnitely many δi ∈ S
and αi ∈ C, i = 1, . . . ,n,
∑n
i=1 αiδi ∈Di implies all αi = 0. Pick a maximal mutually outer subsetM ofD.
Fix a total order > ofM. Extend > to the set of derivation words inM by assuming that a longer word
is greater than a shorter one and that words of the same length are ordered lexicographically. We call
 = δs1
1
δ
s2
2
· · · δsmm regular if the following are satisﬁed:
(w1) δi ∈ M for 1 i  m,
(w2) δ1 < δ2 < · · · < δm and
(w3) si < p for 1 i  m if char R = p > 0.
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A differential polynomial is called reduced if it takes the form φ
(
X
j
i
)
satisfying the following:
(r1) φ(Xij) is a generalized polynomial with coefﬁcients in Q in distinct noncommuting indetermi-
nates Xij , and
(r2) the j ’s are distinct regular words and the Xi’s are distinct indeterminates.
Kharchenko proved the following result (see [11,12]):
Theorem 1.2 (Kharchenko). If φ
(
X
j
i
)
is a reduced DI for a nonzero ideal of R, then φ(Xij) is a generalized
polynomial identity for R.
Since every DP can be transformed into a reduced DP via the basic identities in [11, p. 155] (or in
[12, p. 58]), we may solve Question 1.1 with the additional assumption that the DP φ(X
j
i
) is reduced,
i.e., j ’s are distinct regular words. We are now ready to state the ﬁrst main theorem.
Theorem 1.3. Let φ(X
j
i
) be a reduced differential polynomial and let I be a nonzero ideal of R. Set
Aφ,I :={φ(xji )|xi ∈ I} andBφ :={φ(xij)|xij ∈ Q }. Then (1)Aφ,IC is ﬁnite-dimensional over C iff so isBφC.
In this case, dimCAφ,IC = dimCBφC, and (2)Aφ,I is a ﬁnite set iff so isBφ.
The following is raised by Theorem 1.3 in a natural way.
Question 1.4. Let φ(X1, . . . ,Xt) (or φ(Xi) for brevity) be a generalized polynomial with coefﬁcients in
Q . Set Bφ = {φ(x1, . . . , xt)|xi ∈ R}. Determine the necessary and sufﬁciency conditions for BφC to be
ﬁnite-dimensional over C and forBφ to be a ﬁnite set.
An additive subgroup L ofR is called a Lie ideal if [L,R] ⊆ L. A Lie ideal L ofR is callednoncommutative
if [L, L] /= 0. Basic facts about a Lie ideal L of R are the following: (1) L is noncommutative iff it is non-
central unless char R = 2 and dimC RC = 4 (see [13, Theorem 4]), and (2) [I,R] ⊆ L, where I = R[L, L]R
(see [8, Proof of Lemma 1.3]). The following gives a partial solution to Question 1.4, which is sufﬁcient
to our study in the sequel.
Theorem 1.5. Suppose that L is a noncommutative Lie ideal of R. Let f (x) = ∑ni=1 aixbi for x ∈ R,where all
ai, bi ∈ Q and where a1, . . . , an are C-independent. Suppose that 1 ∈ Cb1 + · · · + Cbn. Then the following
hold:
(1) dimC f (L)C < ∞ iff dimC RC < ∞.
(2) If |f (L)| < ∞, then either dimC RC = n or |R| < ∞.
As a consequence of Theorem 1.5, we have the following result.
Theorem 1.6. Let d be a nonzero derivation of R and let L be a noncommutative Lie ideal of R. Then the
following hold:
(1) dimC d(L)C < ∞ iff dimC RC < ∞.
(2) |d(L)| < ∞ iff |R| < ∞.
Let ρ be a right ideal of R. Finitely many elements a1, . . . , an ∈ Q are called C-independent modulo
Q (ρ), the left annihilator of ρ in Q , if
(∑n
i=1 βiai
)
ρ = 0 where βi ∈ C implies that all βi = 0.
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Theorem 1.7. Let {ai ∈ Q |1 i  n} be C-independent modulo Q (ρ), where ρ is a right ideal of R. Sup-
pose that 1 ∈ Cb1 + · · · + Cbn, where all bi ∈ Q . We let f (x) =
∑n
i=1 aixbi for x ∈ ρ. Then the following
hold:
(1) If dimC f (ρ)C < ∞, then dimC RC < ∞.
(2) If |f (ρ)| < ∞, then |R| < ∞.
Applying Theorems 1.3 and 1.7, we obtain a complete answer to Bell’s question [3, p. 23]. We let
soc(S) denote the socle of a semiprime ring S, which is deﬁned as the sum of all minimal right ideals
of S.
Theorem 1.8. Let d be a nonzero derivation of R and let ρ be a nonzero right ideal of R. Then the following
hold:
(1) dimC d(ρ)C < ∞ iff eitherdimC RC < ∞, or there exist a, e = e2 ∈ soc(RC) such that d = ad(a), ρC =
eRC, ae = 0, and ρC is a PI-ring.
(2) |d(ρ)| < ∞ iff dimC d(ρ)C < ∞ and |C| < ∞.
The study of the composition of two derivations was initiated by Posner in [21]. Let δ, d be nonzero
derivations of R. Posner proved that δd /= 0 if char R /= 2 (see [21, Theorem 1]). For char R = 2, Bergen
proved that δd = 0 iff δ = λd for some λ ∈ C and d2 = 0 (see [4, Theorem 4.6]). Finally, we consider the
range of the composition of two derivations on a Lie ideal.
Theorem 1.9. Let δ, d be derivations of R such that δd /= 0 and let L be a noncommutative Lie ideal of R.
Then the following hold:
(1) dimC δd(L)C < ∞ iff either dimC RC < ∞, or δ = ad(a) and d = ad(b) for some a, b ∈ soc(RC) with
ab = 0 = ba such that both aRC and bRC are PI-rings.
(2) |δd(L)| < ∞ iff dimC δd(L)C < ∞ and |C| < ∞, except when char R = 2 and dimC RC = 4.
2. Proofs
We begin with the key tool in the paper. Let Dn(X1, . . . ,Xn;Y1, . . . ,Yn−1) denote the Capelli polyno-
mial of degree 2n − 1, that is
Dn(X1, . . . ,Xn;Y1, . . . ,Yn−1) =
∑
σ∈Sn
(−1)σXσ(1)Y1Xσ(2) · · ·Yn−1Xσ(n),
where Xi and Yj are noncommuting indeterminates. The following theorem tests whether n + 1 ele-
ments in Q are C-independent (see [22, Theorem 7.6.16]).
Theorem 2.1. Finitely many elements a1, . . . , an+1 ∈ Q are C-dependent if and only if Dn+1(a1, . . . , an+1;
Y1, . . . ,Yn) is a GPI for R.
A differential polynomial f
(
X
j
i
)
is called blended in Xi if Xi occurs in every monomial occurring
in f
(
X
j
i
)
, and f
(
X
j
i
)
is blended if it is blended in every Xi occurring in f
(
X
j
i
)
.
Lemma 2.2. LetAf ,I :=
{
f
(
x
j
i
) ∣∣xi ∈ I
}
, where f
(
X
j
i
)
is a differential polynomial and where I is a
nonzero ideal of R. IfAf ,I is a ﬁnite set andAf ,I /= 0, then C is a ﬁnite ﬁeld.
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Proof. The proof here is implicit in the argument of (II) of [17, Lemma 2.3]. Let X1, . . . ,Xt be all inde-
terminates occurring in f
(
X
j
i
)
. Clearly, we may assume that f
(
X
j
i
)
is blended in X1, . . . ,Xt . Write
f
(
X
j
i
)
=
m∑
k=1
fk(X
j
i
), (2.1)
where fk(X
j
i
) is the homogeneous part of f
(
X
j
i
)
of degree k for 1 k  m. We claim that C is a ﬁnite
ﬁeld. Suppose on the contrary that C is inﬁnite.
Choosemdistinct elements β1, . . . ,βm inC and anonzero ideal I
′ ofR such that βiI′ ⊆ I for 1 i  m.
Moreover, all β
j
i
= 0.We claim the existence of suchm distinct elements β1, . . . ,βm in C. If char R = 0,
we choose βi = i for 1 i  m. Suppose char R = p > 0. Then Cp :={μp|μ ∈ C} is an inﬁnite set and
these βi can be chosen from it. Applying a standard determinant argument to (2.1) we see that the set
{fk(xji )|xi ∈ I′} is ﬁnite for each k. Since f
(
X
j
i
)
is not a GPI for I (and hence is not for I′), there exists
j such that fj(X
j
i
) is not a GPI for I′. Thus we may assume from the start that f
(
X
j
i
)
is homogeneous
of degreem 1.
Suppose thatAf ,I consists of  elements. Since C is an inﬁnite ﬁeld, we can choose μ1, . . . ,μ+1 in
C such that μm
i
/= μm
j
for i /= j and all μj
i
= 0. Let J be a nonzero ideal of R such that μiJ ∩ J ⊆ I for each
i. There exist xi ∈ J, 1 i  t, such that f (xji ) /= 0. Now, we see that μms f
(
x
j
i
)
= f
(
(μsxi)
j
)
∈Af ,I
for 1 s   + 1. This derives a contradiction as the set {μms f
(
x
j
i
)
|1 s   + 1} consists of  + 1
elements inAf ,I . Thus C is a ﬁnite ﬁeld. 
Lemma 2.3. Let h(X1, . . . ,Xt) be a nonzero generalized polynomial with coefﬁcients in Q . For an ideal I of
R we let
A = {h(x1, . . . , xt)|xi ∈ Q } and AI = {h(x1, . . . , xt)|xi ∈ I}.
Then dimCAC < ∞ iff dimCAIC < ∞. In this case,AC =AIC.
Proof. We write h(xi),h(xki) instead of h(x1, . . . , xt),h(xk1, . . . , xkt), respectively, for brevity. Suppose
that dimCAIC = n. Let x1i, . . . , xn+1i ∈ Q for i = 1, . . . , t. There exists a nonzero ideal J of R such that
xkiJ ⊆ I for 1 k  n + 1 and 1 i  t. Then, by Theorem 2.1
Dn+1(h(x1iy), . . . ,h(xn+1iy); y1, . . . , yn) = 0 (2.2)
for all y ∈ J and yi ∈ R. It follows from [2, Theorem 6.4.1] or [6, Theorem 2] that (2.2) holds for all
y, yi ∈ Q . In particular, let y = 1 in (2.2). We see that
Dn+1
(
h(x1i), . . . ,h(xn+1i);Y1, . . . ,Yn
)
is a GPI for R. Theorem 2.1 asserts that the n + 1 elements h(x1i), . . . ,h(xn+1i) are C-dependent. Thus,
dimCAC  n, i.e., dimCAC  dimCAIC. Clearly,AIC ⊆AC and soAIC =AC. 
Proof of Theorem 1.3. (1) Suppose ﬁrst that dimCAφ,IC = n. Since the Capelli polynomial Dn+1
(X1, . . . ,Xn+1;Y1, . . . ,Yn) is multilinear and alternating in the indeterminates X1, . . . ,Xn+1, we see that
Dn+1
(
φ
(
x
j
1i
)
, . . . ,φ
(
x
j
n+1i
)
; y1, . . . , yn
)
= 0 (2.3)
for all x1i, . . . , xn+1i, y1, . . . , yn ∈ I. Applying Theorem 1.2 to (2.3), we see that
Dn+1
(
φ(x1ij), . . . ,φ(xn+1ij);Y1, . . . ,Yn
)
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is a GPI for R and so for Q (see [2, Theorem 6.4.1] or [6, Theorem 2]). In view of Theorem 2.1, if xkij ∈ Q
for 1 k  n + 1, then the n + 1 elements φ(x1ij), . . . ,φ(xn+1ij) are C-dependent. This is equivalent to
saying that dimCBφC  n. Thus, we have dimCBφC  dimCAφ,IC.
Conversely, let dimCBφC = n. Then
Dn+1(φ(x1ij), . . . ,φ(xn+1ij); y1, . . . , yn) = 0 (2.4)
for all xkij ∈ Q where 1 k  n + 1 and for all y1, . . . , yn ∈ R. Let x1i, . . . , xn+1i ∈ I. Then xj1i , . . . , x
j
n+1i ∈
Q . By replacing xkij with x
j
ki
in (2.4) for k = 1, . . . ,n + 1, we see that
Dn+1
(
φ
(
x
j
1i
)
, . . . ,φ
(
x
j
n+1i
)
;Y1, . . . ,Yn
)
is a GPI for R. Theorem 2.1 asserts that φ
(
x
j
1i
)
, . . . ,φ
(
x
j
n+1i
)
are C-dependent. Thus dimCAφ,IC  n,
i.e., dimCAφ,IC  dimCBφC. Part (1) is now proved.
(2) By Theorem 1.2,Aφ,I = 0 iffBφ = 0. Thus we may assume thatAφ,I /= 0. Since |Aφ,I | < ∞, it
follows from Lemma 2.2 that C is a ﬁnite ﬁeld. Suppose that if either |Aφ,I | < ∞ or |Bφ | < ∞, then
by (1) we always have dimCAφ,IC = dimCBφC < ∞. Together with the ﬁniteness of C we see that
|Aφ,I | < ∞ iff |Bφ | < ∞. 
Our next purpose is to prove Theorem 1.5. We need the well-known result of Martindale [20,
Theorem 2(a)], stated below in a form convenient for our purpose.
Lemma 2.4. Let ai, bi, cj , dj ∈ Q be such that
∑
i=1
aixbi +
m∑
j=1
cjxdj = 0
for all x in a nonzero ideal of R. If a1, . . . , a are linearly independent over C , then each bi is a C-linear
combination of the dj’s. Analogously, if b1, . . . , b are linearly independent over C, then each ai is a C-linear
combination of the cj’s.
See [19, Theorem 2.5] for the following result.
Theorem 2.5. Let S be a semiprime algebra over a ﬁeld F and let I be either an ideal of S or a right ideal
with zero left annihilator in S. Let V = {∑ni=1 aixbi|x ∈ I} , where ai, bi ∈ S. Suppose that dimF V < ∞.
Then V ⊆ soc(S). Moreover, there exist ci, di ∈ soc(S), 1 i  n, such that
∑n
i=1 aixbi =
∑n
i=1 cixdi for all
x ∈ I.
Lemma 2.6. Let a1, . . . , an ∈ Q be C-independent. If dimC Q  n2(n+5)24 , then there exists y ∈ Q such that
a1, . . . , an, a1y, . . . , any are C-independent.
Proof. We realize elements of Q as left multiplications in EndC (Q ). In view of [1, Lemma 1], either
there exists y ∈ Q such that a1, . . . , an, a1y, . . . , any are C-independent or there exists 0 /= z =
∑n
i=1 βiai,
where all βi ∈ C, satisfying
dimC zQ < n + (n + 1)(n + 2)
2
− 1 = n(n + 5)
2
.
We claim that the latter case cannot occur. Otherwise, Q can be embedded in EndC (zQ ) via right
multiplications and so dimC Q  (dimC zQ )2 < n
2(n+5)2
4
, a contradiction. 
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By a strongly primitive ringwemean a prime ring S with a minimal right ideal eS, where e = e2 ∈ S,
such that eSe is a ﬁnite-dimensional central division algebra. In view of [20, Theorem 3], a prime ring
R is a GPI-ring iff RC is a strongly primitive ring.
Proposition 2.7. Let φ(x, y) = ∑ni=1 ai[x, y]bi for x, y ∈ R, where all ai, bi ∈ Q and where a1, . . . , an are C-
independent. SetDφ :={φ(x, y)|x, y ∈ R}. Suppose that dimCDφC < ∞ and that 1 ∈ Cb1 + · · · + Cbn. Then
dimC RC < ∞.
Proof. Suppose on the contrary that dimC RC = ∞. Write
φ(x, y) =
n∑
i=1
aix(ybi) −
n∑
i=1
(aiy)xbi.
Since a1, . . . , an are C-independent, it follows from Lemma 2.6 that there exists y0 ∈ R such that the 2n
elements a1, . . . , an, a1y0, . . . , any0 are C-independent. By assumption, there exists a ﬁnite-dimensional
C-subspace V of Q such that
n∑
i=1
aix(y0bi) −
n∑
i=1
(aiy0)xbi ∈ V
for all x ∈ R and hence for all x ∈ Q by Lemma 2.3. In view of [20, Theorem 3], RC is a strongly primitive
ring and so is Q . By Theorem 2.5, there exist cj , dj ∈ soc(Q ), 1 j  2n, such that
n∑
i=1
aix(y0bi) −
n∑
i=1
(aiy0)xbi =
2n∑
j=1
cjxdj
for all x ∈ R. By Lemma 2.4, all y0bi, bi lie in the C-span of d1, . . . , d2n and so lie in soc(Q ). In particular,
since 1 ∈ Cb1 + · · · + Cbn, we have 1 ∈ soc(Q ). This implies that dimC Q < ∞. In this case, Q = RC and
so dimC RC < ∞, a contradiction. 
Proof of Theorem 1.5. (1) Since L is noncommutative, we see that [I,R] ⊆ L, where I = R[L, L]R,
a nonzero ideal of R. Since f ([I, I]) ⊆ f (L), dimC f ([I, I])C < ∞ and so, by Lemma2.3, dimC f ([R,R])C < ∞.
It follows from Proposition 2.7 that dimC RC < ∞, as asserted.
(2) Suppose that f ([I, I]) /= 0. By the ﬁniteness of f ([I, I]), Lemma 2.2 asserts that C is a ﬁnite ﬁeld.
Since dimC f (L)C < ∞, (1) asserts that dimC RC < ∞ and so R is ﬁnite. Suppose next that f ([I, I]) = 0.
Then
n∑
i=1
aix(ybi) −
n∑
i=1
(aiy)xbi = 0
for all x, y ∈ I and so for all x, y ∈ R. Let y ∈ R. In view of Lemma 2.4, ybi ∈ Cb1 + · · · + Cbn for i = 1, . . . ,n.
Since 1 ∈ Cb1 + · · · + Cbn, this implies that y ∈ Cb1 + · · · + Cbn and so dimC RC  n. In this case, by
Posner’s Theorem [9, p. 57], Q = RC. Since a1, . . . , an are C-independent in Q , we see that dimC RC  n.
Thus dimC RC = n, as asserted. 
In the proof of the lemma belowwe use the basic fact: Let a ∈ Q \ C. Then a[a, y] /= 0 for some y ∈ R.
The proof is very elementary and so it is omitted.
Lemma 2.8. Suppose that a ∈ Q \ C. Then there exists w ∈ R such that 1, a,w, aw are C-independent.
Proof. Suppose on the contrary that, for any y ∈ R, 1, a, y, ay are C-dependent. Let y ∈ R be such that
y /∈ C + Ca. Then ay ∈ C + Ca + Cy and so there exists a unique μ = μy ∈ C such that ay − μy ∈ C + Ca.
Then a[a, y] = μ[a, y]. If y ∈ C + Ca then a[a, y] = 0 = μ[a, y]. Therefore, for any y ∈ R there exists μy ∈ C
such thata[a, y] = μy[a, y]. Sincea /∈ C, there existsy0 ∈ R such thata[a, y0] = μy0 [a, y0] /= 0. Set γ :=μy0 .
Let z ∈ R.
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Case 1. Assume that [a, z] /∈ C[a, y0]. Then
a[a, z] = μz[a, z] and a[a, z + y0] = μz+y0 [a, z + y0].
So (μz+y0 − μz)[a, z] + (μz+y0 − γ )[a, y0] = 0. Thus μz = μz+y0 = γ .
Case 2. Assume that [a, z] ∈ C[a, y0]. Then [a, z] = μ[a, y0] for some μ ∈ C. Thus
a[a, z] = μa[a, y0] = μγ [a, y0] = γμ[a, y0] = γ [a, z].
In either case, (a − γ )[a, y] = 0 for all y ∈ R. Then (a − γ )[a − γ , y] = 0 for all y ∈ R, implying that a − γ ∈
C, i.e., a ∈ C, a contradiction. 
Proof of Theorem 1.6. (1) As before, we have [I,R] ⊆ L where I = R[L, L]R, a nonzero ideal of R. By
assumption, there exists a ﬁnite-dimensional C-subspace V of Q such that d(L) ⊆ V .
Case 1. The derivation d is X-outer. Then
d([x, y]) = [xd, y] + [x, yd] ∈ V (2.5)
forallx, y ∈ I. SetD :={[x1, y] + [x, y1]|x, x1, y, y1 ∈ Q }. InviewofTheorem1.3,dimCDC < ∞. So [Q ,Q ] ⊆
V , implying that Q is ﬁnite-dimensional over C.
Case 2. The derivation d is X-inner. Write d = ad(a) for some a ∈ Q . Then
d([x, y]) = a(xy − yx) − (xy − yx)a = axy − (ay)x − x(ya) + yxa ∈ V (2.6)
for all x, y ∈ I and so for all x, y ∈ Q (see Lemma 2.3). Since d /= 0, we have a /∈ C. In view of Lemma
2.8, there exists y ∈ Q such that 1, a, y, ay are C-independent. Clearly, 1 ∈ Cy + C + Cya + Ca. It follows
from (1) of Theorem 1.5 that dimC RC < ∞, as asserted. This proves (1).
(2) The implication “⇐” is obvious. We now prove the implication “⇒”. Set L′ = [I, I]. If [L′, L′] = 0,
then R is a PI-ring and so dimC RC < ∞. Suppose next that [L′, L′] /= 0, that is, L′ is a noncommutative
Lie ideal of R. Since |d(L′)| < ∞, we have dimC d(L′)C < ∞ and so, by (1), dimC RC < ∞ follows.
If d is X-outer, then d([x, y]) = [xd, y] + [x, yd] /= 0 for some x, y ∈ I (see Theorem 1.2). Note that
|d([I, I])| < ∞. By Lemma 2.2, C is a ﬁnite ﬁeld and so R is a ﬁnite ring. Suppose next that d is X-inner.
Wemay assume that d is given as in Case 1 above and that (2.6) holds. Since d /= 0, we have a /∈ C. Note
that I and R have the same symmetric Martindale quotient ring Q . In view of Lemma 2.8, there exists
y0 ∈ I such that 1, a, y0, ay0 are C-independent. By assumption, there exists a ﬁnite subsetW of Q such
that
d([x, y0]) = axy0 − (ay0)x − x(y0a) + y0xa ∈ W
for all x ∈ I. By Lemma 2.4, d([x, y0]) /= 0 for some x ∈ I. Moreover, |d([I, y0])| < ∞. By Lemma 2.2, C is
a ﬁnite ﬁeld. Thus R is a ﬁnite ring. 
Proof of Theorem 1.7. (1) Suppose on the contrary that dimC RC = ∞. It is equivalent to saying that R
is not a PI-ring. Since a1, . . . , an are C-independent modulo Q (ρ), by [14, Lemma 3] there exists u ∈ ρ
such that a1u, . . . , anu are C-independent. We let
fu(y) =
n∑
i=1
(aiu)ybi
for y ∈ R. Then
dimC fu(R)C  dimC f (ρ)C < ∞
and so, by (1) of Theorem 1.5, dimC RC < ∞. The contradiction proves (1).
(2) By Lemma 2.4, fu(R) /= 0. In view of Lemma 2.2, the ﬁniteness of fu(R) imply that C is a ﬁnite
ﬁeld. Moreover, by (1), dimC RC < ∞. Thus R is a ﬁnite ring. 
LetRbeaGPI-ring. By [20, Theorem3],RC is a stronglyprimitive ring. LetDbe the associateddivision
C-algebra of RC, that is,D ∼= eRCe for aminimal idempotent e ∈ RC. Let g ∈ soc(RC). Then gRCg ∼= Ms(D)
for some s  1. The positive integer s is called the rank of g, denoted by rank(g). Clearly, rank(g) = s
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iff gRC = e1RC ⊕ · · · ⊕ esRC for some minimal idempotents e1, . . . , es ∈ RC.
Proof of Theorem 1.8. (1) “⇒” Suppose that dimC d(ρ)C < ∞.
Case 1. The derivation d is X-outer. Choose a nonzero a ∈ ρ. Let x ∈ R. Then ax ∈ ρ and set
φ(x, xd) :=(ax)d = adx + axd.
We letAφ = {φ(x, xd)|x ∈ R} andBφ = {adx + ay|x, y ∈ R} (as d is X-outer). SinceAφC ⊆ d(ρ)C, it fol-
lows from Theorem 1.3 that dimCBφC < ∞. In particular, dimC aRC < ∞. Since, by the primeness of
RC,RC can be embedded in EndC (aRC) via right multiplications and since EndC (aRC) is ﬁnite-dimen-
sional over C,RC itself is ﬁnite-dimensional over C.
Case 2. The derivation d is X-inner. Write d = ad(b) for some b ∈ Q and let D :={bx − xb|x ∈ ρ}. By
assumption, dimCDC < ∞. If 1, b are C-independent modulo Q (ρ), it follows from Theorem 1.7 that
dimC RC < ∞, as asserted. Otherwise, (b − β)ρ = 0 for some β ∈ C. Then d(ρ) = [b − β, ρ] = ρ(b − β)
and so dimC ρCa < ∞, where a :=(b − β). In particular, dimC ρRCa < ∞.
Let 0 /= z ∈ ρ. Then dimC zRCa < ∞ and so dimC zQa < ∞ by Lemma 2.3. In view of [18, Theorem
2.6], z, a ∈ soc(Q ) and Q is a strongly primitive ring (see [20, Theorem 3]). On the other hand, choose
0 /= a′ ∈ RCa ∩ RC. Then dimC zRCa′ < ∞, implying soc(RC) /= 0 (see [18, Theorem 2.6]). In view of [2,
Theorem 4.3.6], soc(RC) = soc(Q ). Notice that ρC ∪ {a} ⊆ soc(RC).
Note that ρCRC is completely reducible and that RCa = RCh for some h = h2 ∈ soc(RC). We claim
that ρC is a PI-ring. Otherwise, choose an idempotent g ∈ ρC such that rank(g) = t > dimC d(ρ)C.
Write
gRC = e1RC ⊕ · · · ⊕ etRC and RCh = RCf1 ⊕ · · · ⊕ RCfr ,
where all ei, fj are minimal idempotents in RC. Thus we have
gRCh =
⊕
1it;1jr
eiRCfj
and so dimC d(ρ)C  dimC gRCh tr  t, a contradiction. Thus ρC is a PI-ring. By [15, Proposition],
ρC = eRC for some e = e2 ∈ soc(RC) and so ae = 0, as asserted. This proves the part “⇒”.
“⇐” Suppose that there exist a, e = e2 ∈ soc(RC) such that d = ad(a), ρC = eRC, ae = 0, and ρC is
a PI-ring. Since ρC is a PI-ring, R is a GPI-ring. By Litoff’s Theorem [7], there exists an idempotent
g ∈ soc(RC) such that a, e ∈ gRCg and, moreover, gRCg is ﬁnite-dimensional over C (see [20, Theorem
3]). Since d(ρ)C = ρCa = eRCa ⊆ gRCg, we conclude that dimC d(ρ)C < ∞. This proves (1).
(2) The part “⇐” is clear. We next prove the part “⇒”. Clearly, dimC d(ρ)C < ∞. Since d /= 0, we
have d(ρ) /= 0. The ﬁniteness of d(ρ) implies that char R = p > 0. Since the set {βp|β ∈ C} is ﬁnite iff C
is ﬁnite and d(βp) = 0 for all β ∈ C, it is easy to see that C must be ﬁnite, as asserted. 
Finally, we turn to the proof of Theorem 1.9.
Lemma 2.9. Let f (x) = ax + xb for x ∈ Q ,where a, b ∈ Q . Suppose that dimC f (R)C < ∞. Then dimC RC <
∞ unless a = −b ∈ C.
Proof. Suppose that dimC RC = ∞. We claim that a ∈ C. Suppose on the contrary that a /∈ C. By [20,
Theorem 3], RC is a strongly primitive ring. By Lemma 2.3, dimC f (Q )C < ∞. In view of Theorem 2.5,
there exist c1, c2, d1, d2 ∈ soc(Q ) such that
ax + xb = c1xd1 + c2xd2
for all x ∈ Q . By Lemma 2.4, 1 ∈ Cd1 + Cd2 and so 1 ∈ soc(Q ). Notice that soc(Q ) = soc(RC) (see [2,
Theorem4.3.6]), implyingdimC RC < ∞. Thusa ∈ C follows. ThendimC RC(a + b) < ∞andsoa + b = 0,
asserted. 
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Proposition 2.10. Let δ, d be derivations of R such that δd /= 0. Then the following hold:
(1) dimC δd(R)C < ∞ iff either dimC RC < ∞, or δ = ad(a) and d = ad(b) for some a, b ∈ soc(RC) with
ab = 0 = ba such that both aRC and bRC are PI-rings.
(2) |δd(R)| < ∞ iff dimC δd(R)C < ∞ and |C| < ∞.
Proof. (1) For the part “⇐”, suppose that δ = ad(a) and d = ad(b) for some a, b ∈ soc(RC) with ab =
0 = ba such that both aRC and bRC are PI-rings. Then RC is a strongly primitive ring. Then δd(R)C ⊆
aRCb + bRCa. But dimC aRCb < ∞ and dimC bRCa < ∞, implying that dimC δd(R)C < ∞.
“⇒” Suppose ﬁrst that δ, d are C-independent modulo X-inner derivations. In view of Theorem
1.3, dimC δd(R)C < ∞ iff dimC RC < ∞. Suppose next that δ and d are C-dependent modulo X-inner
derivations. Suppose that dimC RC = ∞.
Case 1. One of δ and d is X-outer. We only deal with the case that δ is X-outer. The another case can be
proved analogously. Clearly, d = λδ + ad(b) for some λ ∈ C and b ∈ Q . We let
f (x) :=δd(x) = λδxδ + λxδ2 + [bδ , x] + [b, xδ] (2.7)
for all x ∈ R. We ﬁrst consider the case that λ = 0. Then f (x) = [bδ , x] + [b, xδ] for x ∈ R. LetD :={[bδ , x] +
[b, x1]|x, x1 ∈ Q }. In view of Theorem 1.3, dimCDC < ∞. In particular, dimC [b,Q ]C < ∞ and so b ∈ C
follows (see Theorem 1.6 or Lemma 2.9). Thus d = 0, a contradiction. Suppose next that λ /= 0.
Subcase 1. char R /= 2. Then δ and δ2 are distinct regular words. Let
D :={λδx1 + λx2 + [bδ , x] + [b, x1]|x, x1, x2 ∈ Q }.
By Theorem 1.3, if dimC δd(R)C < ∞ then dimCDC < ∞. Thus, dimC λQ < ∞ and so λ = 0, a contra-
diction.
Subcase 2. char R = 2. In this case, δ2 is also a derivation of R. If δ2 and δ are C-independent modulo
X-inner derivations, then we are done by the same argument given in Subcase 1. Thus δ2 = βδ + ad(c)
for some β ∈ C and c ∈ Q . Then, by (2.7), we have
δd(x) = (λδ + λβ)xδ + [λc + bδ , x] + [b, xδ]
and set
D′ :={(λδ + λβ)x1 + [λc + bδ , x] + [b, x1]|x, x1 ∈ Q }.
In particular, we have dimC [λc + bδ ,Q ]C < ∞ and so λc + bδ ∈ C. On the other hand, let g(x1) = (λδ +
λβ)x1 + [b, x1] for x1 ∈ Q . Then, by Theorem1.3, dimC g(Q )C < ∞. By Lemma2.9, b ∈ C and so λδ + λβ =
0. Inparticular,bδ ∈ C andsoλc ∈ C. Butλ /= 0.Wehave c ∈ C. Then δd = λ−1d2 andsodimC λ−1d2(Q )C <
∞, implying that d2 = 0. So δd = 0 follows, a contradiction.
Case 2. Both δ and d are X-inner. Write δ = ad(a) and d = ad(b) for some a, b ∈ Q . Then
δd(x) = [a, [b, x]] = (ab)x − axb − bxa + x(ba) ∈ V (2.8)
for x ∈ R, where V is a ﬁnite-dimensional C-subspace of Q . Suppose ﬁrst that 1, a, b, ab are C-inde-
pendent. By Lemma 2.3, (2.8) holds for all x ∈ Q . It follows from Theorem 1.5 that dimC RC < ∞, a
contradiction. Suppose next that 1, a, b, ab are C-dependent.
Subcase 1. b = α′a + β ′ for some α′,β ′ ∈ C. Then α′ /= 0 and so dimC [a, [a,R]]C < ∞. If 1, a, a2 are
C-independent, then, by Theorem 1.5, dimC RC < ∞, a contradiction. Thus we may write a2 = αa + β
for some α,β ∈ C. Then
[a, [a, x]] = a2x − 2axa + xa2 = x(2β + αa) + ax(α − 2a) ∈ V (2.9)
for all x ∈ R. As before, we also have soc(Q ) = soc(RC) and RC is a strongly primitive ring.
By (2.9), it follows fromTheorem2.5andLemma2.4 that2β + αa,α − 2a ∈ soc(Q ). If charR = 2, then
0 /= α ∈ soc(Q ) (as δd /= 0). Then dimC RC < ∞ follows, a contradiction. So char R /= 2 and 4β + α2 =
2(2β + αa) + α(α − 2a) ∈ soc(Q ). Thus α2 + 4β = 0. So
(
a − 1
2
α
)2 = 0. Replace a by a − 1
2
α we may
2040 T.-K. Lee / Linear Algebra and its Applications 430 (2009) 2030–2041
assume that a2 = 0. So we conclude that δ = ad(a), d = ad(μa) for some a ∈ soc(RC) and 0 /= μ ∈ C
such that a2 = 0 and aRC is a PI-ring, as asserted.
Subcase 2. b /∈ C + Ca. Then ab = α + βa + γb for some α,β, γ ∈ C. We rewrite (2.8) as
x(α + ba) + ax(β − b) + bx(γ − a) ∈ V
for all x ∈ R and hence for all x ∈ Q . Since 1, a, b are C-independent, by [20, Theorem 3], RC is a strongly
primitive ring. Then soc(RC) = soc(Q ). By Theorem 2.5 and Lemma 2.4, α + ba, b − β, a − γ ∈ soc(RC).
In particular
(a − γ )(b − β) = ab − βa − γb + βγ = α + βγ ∈ soc(RC).
So α + βγ = 0. Then (a − β)(b − γ ) = 0 follows. Replacing a, b by a − β, b − γ , respectively, we may
assume that ab = 0 and so
− axb − bxa + x(ba) ∈ V (2.10)
for all x ∈ Q . Thusa, b ∈ soc(RC) and sodimC aRCb < ∞ anddimC bRCa < ∞. By (2.10), dimC RC(ba) < ∞
and so ba = 0. Thus we see that δ = ad(a) and d = ad(b) for some a, b ∈ soc(RC) such that ab = 0 = ba
and such that both aRC and bRC are PI-rings. This proves the part “⇒”.
(2)Thepart “⇐” isobvious. For thepart “⇒”,we transformXdδ intoa reduceddifferentialpolynomial
φ(Xj ). Since δd /= 0, φ(xj ) /= 0 for some x ∈ R. Suppose that |δd(R)| < ∞. Then Lemma 2.2 asserts that
C is a ﬁnite ﬁeld. This proves the part “⇒”. 
To prove Theorem 1.9, we need the following results. See [16, Theorem 2] for the ﬁrst one.
Theorem 2.11. Let R be a prime non-PI-ring. Then R and each noncommutative Lie ideal of R satisfy the
same DIs with coefﬁcients in Q .
The following theorem was proved in [5, Theorem 4] for char R /= 2 and in [10, Main Theorem (p.
274)] for char R = 2.
Theorem 2.12. Suppose that δ and d are derivations of R such that δd(L) = 0 for L a noncentral Lie ideal of
R. Then the following hold:
(1) If char R /= 2, then either δ = 0 or d = 0.
(2) If char R = 2, then δ and d are C-dependent unless dimC RC = 4.
Proof of Theorem 1.9. (1) By Posner’s Theorem [9, p. 57], R is a non-PI-ring iff dimC RC = ∞. Suppose
that dimC RC = ∞ and that L is a noncommutative Lie ideal of R. Fix a positive integer n. In view of
Theorem 2.11, we see that
Dn+1(δd(x1), . . . , δd(xn+1); y1, . . . , yn) = 0 (2.11)
for all x1, . . . , xn+1 ∈ L and y1, . . . , yn ∈ R iff (2.11) holds for all x1, . . . , xn+1 ∈ R and y1, . . . , yn ∈ R. Thus,
by Theorem2.1,we see that dimC δd(L)C < ∞ iff dimC δd(R)C < ∞. So (1) is proved by (1) of Proposition
2.10.
(2) The part “⇐” is clear. Suppose next that |δd(L)| < ∞. Since L is a noncommutative Lie ideal
of R, [I, I] ⊆ L where I :=R[L, L]R, a nonzero ideal of R. By Theorem 2.12, δd([I, I]) = 0 iff δd = 0, except
when char R = 2 and dimC RC = 4.We exclude the exceptional case. Since δd /= 0, then δ([I, I]) /= 0 and
|δ([I, I])| < ∞. By Lemma 2.2, this implies that |C| < ∞. 
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