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Einf¨ uhrung
1.1 Motivation
Es ist leicht abzusehen, daß die Komplexit¨ at von Softwaresystemen in der
Zukunft weiterhin zunehmen wird. Im Bereich des Software-Engineering
bzw. der Softwaretechnologie werden daher folgende Anforderungen an die




Um diese Ziele zu erreichen, werden gemeinhin — auch besonders von den
Vertretern des objektorientierten Paradigmas (siehe [Sch95], S.15ﬀ.) — die
Prinzipien Abstraktion, Einkapselung, Hierarchiesierung und Modularisie-
rung als notwendig erachtet.
All diese Prinzipien werden von funktionalen Programmiersprachen be-
stens unterst¨ utzt. Dar¨ uber hinaus bieten diese gegen¨ uber anderen bez¨ uglich
des Qualit¨ atspunktes Zuverl¨ assigkeit enorme Vorteile: Im Bereich der Pro-
grammveriﬁkation f¨ allt es wesentlich leichter, Aussagen ¨ uber funktionale
Programme zu beweisen, als das z.B. f¨ ur imperative Sprachen mit ihrer
um einiges komplizierteren Semantik m¨ oglich ist. Das ist dann erst recht
der Fall, wenn es um das automatische Beweisen von Aussagen ¨ uber Pro-
gramme geht.
1.1.1 Anwendungen f¨ ur eine Gleichheitsanalyse
Als Anwendungsbeispiel k¨ onnte man sich zwei Programme vorstellen, die
dasselbe Ergebnis liefern sollen, dies aber auf unterschiedliche Weisen tun.
Das erste Programm mag f¨ ur den Menschen einfach zu verstehen sein, be-
n¨ otigt aber nachweislich ¨ uberm¨ aßig viel Rechenzeit. Das zweite kann einen
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schnelleren Algorithmus implementieren aber so kompliziert sein, daß un-
klar ist, ob es dasselbe Ergebnis wie das erste liefert. Ein Analysewerkzeug,
welches Gleichheit von Programmen automatisch beweisen kann, ist hier
sinnvoll einsetzbar.
Es kann aber auch als Teil eines Compilers dazu dienen, Programm-
transformationen, die zu Optimierungszwecken angewendet werden, zu ve-
riﬁzieren bzw. die Grundlage f¨ ur deren Anwendung zu liefern. Dabei hat
die in dieser Arbeit behandelte Gleichheitsanalyse den zus¨ atzlichen Vorteil,
eine Beschreibung derjenigen Argumente zu liefern, f¨ ur die zwei Funktionen
gleich sind. Gilt die Gleichheit n¨ amlich nicht auf s¨ amtlichen Argumenten,
so ist es sinnvoller, die positiven Ergebnisse aufzuz¨ ahlen, anstatt die betref-
fenden Funktionen nicht als gleich zu beurteilen.
1.1.2 Grenzen der Gleichheitsanalyse
Denn die Gleichheitsanalyse kann ohnehin nur Antworten der Form ”Beweis
gefunden“ bzw. ”Kein Beweis gefunden“ liefern. Der zweite Fall bedeutet
dabei nicht, daß die Funktionen nicht gleich sind, sondern nur, daß eben
keine Gleichheit nachgewiesen werden konnte.
Der Grund hierf¨ ur liegt in der Unentscheidbarkeit des Halteproblems.
Nach dem Satz von Rice (vgl. dazu [HU79, Seite 185ﬀ.]) ist daher auch die
Gleichheit zweier Programme nicht entscheidbar.
1.2 ¨ Uberblick
Es soll in dieser Arbeit also darum gehen, Gleichheit von Funktionen einer
nicht-strikten — auch ”verz¨ ogert auswertend“ genannten — funktionalen
Programmiersprache zu untersuchen und maschinell zu beweisen.
In nicht-strikten Sprachen ist es im Gegensatz zu strikten m¨ oglich, po-
tentiell unendliche Daten zu beschreiben. Das heißt, man kann zum Beispiel
eine allgemeine Deﬁnition f¨ ur die Liste aller Primzahlen angeben, die nur
soweit ausgewertet wird, wie es jeweils n¨ otig ist.
Damit wird sich die Vorgehensweise in dieser Arbeit deutlich von der bei
strikten funktionalen Programmiersprachen unterscheiden. Denn dort wer-
den Aussagen ¨ uber Programme h¨ auﬁg mit Induktionsbeweisern veriﬁziert.
Auf unendlichen Listen z.B. ist aber eine Induktion ¨ uber deren L¨ an-
ge bzw. Struktur nicht ohne weiteres durchf¨ uhrbar. In [BW88, Seite 169ﬀ.]
werden zwar M¨ oglichkeiten er¨ ortert, wie man diese strukturelle Induktion
auch auf unendliche Listen erweitern kann. Es gibt aber Aussagen, die auch
f¨ ur das take-Lemma (vgl. [BW88, S. 182ﬀ.]) nicht zug¨ anglich sind, obwohl
sie nicht außerordentlich schwierig erscheinen.
Daher wird in dieser Arbeit ein Kalk¨ ul entwickelt, der seine Aufgabe
durch die Benutzung eines sog. Tableaus bewerkstelligt. Ein Tableau ist1.2. ¨ UBERBLICK 3
dabei im wesentlichen ein Baum, der einen Beweis f¨ ur die an seiner Wurzel
stehende Aussage darstellt.
Solch ein Beweis muß im Bezug auf den entsprechenden Begriﬀ von
”Gleichheit“ korrekt sein. Diesen zu entwickeln, ist daher ein weiteres, zen-
trales Thema der Arbeit. Es wird sich dabei um eine Gleichheit handeln,
die zwei Programme ¨ uber ihr Verhalten bei der Einsetzung als Unterpro-
gramm in ein weiteres Programm bzw. Programmfragment charakterisiert.
Das f¨ uhrt notwendigerweise dazu, daß zwei gleiche Funktionen auch auf all
ihren Argumenten gleich sein m¨ ussen.
Die Umkehrung dieser Eigenschaft heißt Extensionalit¨ at. Ist sie gege-
ben, so l¨ aßt sich die Gleichheit zweier Funktionen folgern, wenn sie sich auf
allen Argumenten gleich verhalten. Wie wir sp¨ ater sehen werden, ist die Ex-
tensionalit¨ at des zugrundeliegenden Gleichheitsbegriﬀes f¨ ur den Kalk¨ ul von
entscheidender Wichtigkeit.
Aber zuerst werden in Kapitel 2 die wesentlichen Grundlagen f¨ ur die
Gleichheit von funktionalen Programmen erarbeitet. Daf¨ ur wird ein Blick
auf die Λ-Sprache und verschiedene Gleichheitstheorien geworfen. Das um-
faßt den λ-Kalk¨ ul nach [Bar84] und den lazy lambda calculus aus [Abr90].
Mit Kapitel 3 schließt sich eine Einf¨ uhrung in das funktionale Pro-
grammieren an. Die Implementierung des Kalk¨ uls selbst erfolgt n¨ amlich
vollst¨ andig in der verz¨ ogert auswertenden, funktionalen Programmierspra-
che Haskell, und besonders wichtige Teile des Programmcodes werden, wann
immer m¨ oglich, sogleich bei den Ideen vorgestellt.
Kapitel 4 besch¨ aftigt sich mit der stark eingeschr¨ ankten aber turing-
m¨ achtigen funktionalen Sprache, auf der die Analyse stattﬁndet. Hier wird
auch die Gleichheit auf Ausdr¨ ucken dieser Kernsprache erkl¨ art.
Damit kann schließlich in Kapitel 5 der Gleichheitskalk¨ ul und dessen
Korrektheit behandelt werden. Außerdem wird dort die Implementierung
des Kalk¨ uls ausf¨ uhrlich besprochen.
Anschließend werden in Kapitel 6 die mit dem Programm erzielten Er-
gebnisse dargestellt, bevor in Kapitel 7 eine Zusammenfassung mit Aus-




In diesem Kapitel geht es um Theorien, die sich mit dem Gleichheitsbe-
griﬀ auf λ-Termen besch¨ aftigen. Dazu werden zuerst die Λ-Sprache selbst
und einige wichtige Deﬁnitionen behandelt. Im darauf folgenden Abschnitt
wird auf den ”klassischen“ λ-Kalk¨ ul nach [Bar84] eingegangen, welcher die
theoretische Grundlage funktionaler Programmiersprachen darstellt. Die Be-
trachtungen dieses Kapitels werden schließlich mit dem ”lazy“ λ-Kalk¨ ul von
Abramsky (siehe [Abr90]) abgerundet.
2.1 Die Syntax der Λ-Sprache
Deﬁnition 2.1.1. Wir deﬁnieren die Sprache Λ aller λ-Terme als Λ = L(G)
mittels der kontextfreien Grammatik
G = ({M,x},V ∪ {λ,.,(,)},M,P)
wobei
P = {M → x, M → (λx.M), M → (MM)} ∪ {x → v | v ∈ V }
und V eine abz¨ ahlbare Menge von Variablen bezeichne.
Wir fassen λ dabei in gewisser Weise als einen Quantor1 auf und bezeich-
nen ein Vorkommen einer Variable x in einem Term M ∈ Λ als gebunden,
falls dieses Vorkommen von x innerhalb des (Geltungs-) Bereiches2 eines λx
auftaucht; ansonsten bezeichnen wir das Vorkommen von x als frei. Eine Va-
riable kann durchaus frei und gebunden in einem Term vorkommen, z.B. x
in x(λx.x).
1Wie z.B. ∀ und ∃ in der Pr¨ adikatenlogik.
2welcher bis zur zugeh¨ origen schließenden Klammer reichen soll
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Deﬁnition 2.1.2. Die Menge FV(M) der freien Variablen des Terms M ∈ Λ
wird deﬁniert als die kleinste3 Menge, die die folgenden Bedingungen erf¨ ullt:
FV(x) = {x}, falls x eine Variable ist.
FV(λx.M) = FV(M) \ {x}
FV(MN) = FV(M) ∪ FV(N)
Als Menge der geschlossenen λ-Terme bezeichnen wir dann
Λ0 = {M ∈ Λ | FV(M) = ∅}
Ein geschlossener λ-Term heißt auch Kombinator. Einige Kombinatoren wer-
den h¨ auﬁg ben¨ otigt und erhalten daher eigene Namen.







Da wir in diesem Abschnitt bisher nur die Syntax der Λ-Sprache de-
ﬁniert haben, k¨ onnen wir Gleichheit zun¨ achst einmal nur auf diese Weise
ausdr¨ ucken; mit dem gerade benutzten Symbol ≡ m¨ ochten wir diese syntak-
tische Gleichheit bezeichnen.
2.2 Wichtige Deﬁnitionen und Begriﬀe
F¨ ur den weiteren Umgang mit λ-Termen ist es sinnvoll, wie auch in [Bar84,
Seite 26], eine Vereinbarung ¨ uber die Benutzung von Variablennamen zu
treﬀen. Dadurch wird eine Reihe von Betrachtungen wesentlich vereinfacht.
Konvention. Werden an einer Stelle in dieser Arbeit Aussagen ¨ uber eine
Menge von Termen gemacht, so wird stets angenommen, alle gebundenen
Variablen seien so gew¨ ahlt4 worden, daß sie von den freien Variablen ver-
schieden sind.
Damit kann recht einfach sichergestellt werden, daß eine Substitution die
Struktur eines Termes respektiert, d.h. es wird vermieden, daß freie Variable
nach der Anwendung der Substitution auf einmal im Bindungsbereich eines
λ stehen.
3Diese Art von Deﬁnition wird im folgenden oft ”induktiv“ genannt.
4Aus den Bemerkungen in Anschluß an Deﬁnition 2.3.1 wird deutlich werden, daß dies
stets m¨ oglich und f¨ ur die Bedeutung eines Termes unerheblich ist.6 KAPITEL 2. Λ-SPRACHE UND GLEICHHEITSTHEORIEN
Deﬁnition 2.2.1. Sind M,N ∈ Λ Terme und x ∈ V eine Variable, so
schreiben wir M[N/x] f¨ ur die Anwendung einer Substitution, die alle freien
Vorkommen von x in M durch N ersetzt. Eine solche Substitution existiert
und wird induktiv ¨ uber die Struktur der λ-Terme deﬁniert (siehe [Dav89,
S. 154] bzw. [Bar84, S. 27]).
Beispiel 2.2.1. (λx.xy)[x/y] verst¨ oßt gegen die Konvention. Zul¨ assig ist
z.B. (λz.zy)[x/y], was korrekterweise λz.zx ergibt.
Im folgenden werden wir den Begriﬀ Term- bzw. Programmkontext noch
h¨ auﬁger ben¨ otigen:
Deﬁnition 2.2.2. Ein Termkontext, kurz Kontext, wird induktiv deﬁniert:
v ∈ V ist ein Kontext.
[ ] ist ein Kontext.
F¨ ur beliebige Kontexte C1[ ] und C2[ ] sind C1[ ] C2[ ] und (λx.C1[ ])
wieder Kontexte.
Die Notation C[ ] ∈ Λ soll bedeuten, daß C[ ] ein Kontext ¨ uber Λ ist,
d.h. M ∈ Λ =⇒ C[M] ∈ Λ.
Damit ist ein Kontext in gewisser Weise dual zu einem Unter- oder Teil-
term zu sehen, der rekursiv deﬁniert wird:
Deﬁnition 2.2.3. Sei M ∈ Λ ein beliebiger Term, dann heißt N ∈ Λ
Teilterm von M, falls M eine der Formen
• M ≡ N,
• M ≡ λx.N,
• M ≡ M0N oder M ≡ NM0,
hat oder N ein Teilterm eines Teiltermes von M ist.
2.3 Der λ-Kalk¨ ul
Der λ-Kalk¨ ul formalisiert einen ersten Gleichheitsbegriﬀ f¨ ur λ-Terme. Wir
deﬁnieren ihn nun ¨ ahnlich wie [Bar84] folgendermaßen:
Deﬁnition 2.3.1. Die formale Theorie λ besteht aus den Formeln M = N
f¨ ur M,N ∈ Λ und den folgenden Axiomen und Inferenzregeln:
1. Die Konversionsregeln bilden die Grundlage
(α) ` (λx.M) = (λy.M[y/x]) ∀M ∈ Λ, falls y / ∈ FV(M).2.3. DER λ-KALK¨ UL 7
(β) ` (λx.M)N = M[N/x] ∀M,N ∈ Λ.
2. Die Gleichheit = soll nat¨ urlich eine ¨ Aquivalenzrelation sein,
(ρ) ` M = M ∀M ∈ Λ.
(σ) M = N ` N = M ∀M,N ∈ Λ.
(τ) M = N,N = L ` M = L ∀L,M,N ∈ Λ.
3. und es soll Ersetzbarkeit5 gelten
(µ) N = N0 ` MN = MN0 ∀M,N,N0 ∈ Λ.
(ν) M = M0 ` MN = M0N ∀M,M0,N ∈ Λ.
(ξ) M = N ` (λx.M) = (λx.N) ∀M,N ∈ Λ.
Existiert f¨ ur zwei Terme M,N ∈ Λ in λ ein Beweis der Formel M =
N, so schreiben wir λ ` M = N — manchmal auch M =λ N oder
ganz kurz M = N — und nennen M und N konvertibel. Gilt M = N
aufgrund der Regelmenge {γ1,...,γn}, so schreiben wir auch M =γ1,...,γn N
und bezeichnen M und N als γ1,...,γn-¨ aquivalent.
In der Deﬁnition 2.3.1 sind wir, bezogen auf die α-Konversion, [Dav89]
gefolgt und haben sie im Gegensatz zu [Bar84] als eigene Inferenzregel auf-
genommen. Ohne darauf ausdr¨ ucklich hinzuweisen, werden wir ≡ trotzdem
oft modulo =α betrachten. Das heißt, Umbenennungen von gebundenen Va-
riablen sollen keine Rolle spielen und die betreﬀenden Terme als syntaktisch
gleich bez¨ uglich ≡ gelten.
Die gegebene Deﬁnition hingegen verdeutlicht, daß die Relation = gerade
als Kongruenzabschluß von =α,β betrachtet werden kann.
2.3.1 Der Begriﬀ der Kongruenz
Um dies n¨ aher zu beleuchten, muß zuerst einmal gekl¨ art werden, was eine
Kongruenz sein soll.
In [AU72, Seite 134] wird darunter ganz allgemein eine Relation ver-
standen, die links- und rechtsinvariant ist bezogen auf die Operationen in
der Sprache. Diese Operationen sind in unserem Fall ja λ-Abstraktion und
Applikation. F¨ ur letztere erkennt man in (µ) leicht die Links- und in (ν) die
Rechtsinvarianz wieder.
F¨ ur die Λ-Sprache im speziellen deﬁniert [Bar84, Seite 50] eine Kongru-
enz als eine ¨ Aquivalenzrelation auf Λ, die kompatibel zu den Operationen
der Sprache ist.
Deﬁnition 2.3.2. Eine Relation R ⊆ Λ × Λ heißt kompatibel zu den Ope-
rationen der Λ-Sprache, falls aus M R M0 folgt
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• (∀N ∈ Λ) MN R M0N
• (∀N ∈ Λ) NM R NM0
• (λ x.M) R (λ x.M0)
Wie man sieht, entsprechen diese Anforderungen gerade wieder den In-
ferenzregeln (µ), (ν) und (ξ). Die Behauptung 3.2.1. aus [Bar84, Seite 59]
rechtfertigt schließlich unsere Ansicht, von =λ als Kongruenzabschluß der
Relation =α,β zu sprechen6.
Nun ist es aber auch interessant, eine Kongruenz losgel¨ ost von der kon-
kreten Sprache — und somit deren Struktur — zu charakterisieren. Dies
geschieht ¨ ublicherweise ¨ uber Termkontexte:
Deﬁnition 2.3.3. Eine ¨ Aquivalenzrelation R ⊆ L × L ist eine Kongruenz
gdw. x R y =⇒ (∀C[ ] ∈ L) C[x] R C[y] gilt. Erf¨ ullt eine partielle Ordnung
diese Eigenschaft, so nennen wir sie Pr¨ akongruenz.
Wie in [Bar84, Seite 50] wird eine Kongruenz in dieser Arbeit auch als
Gleichheit bezeichnet. Eine Gleichheit sollte in der Tat folgende Eigenschaft
erf¨ ullen: Falls zwei Unterausdr¨ ucke als gleich gelten, d¨ urfen sie in einem
Term gegeneinander ausgetauscht werden, was gleichbedeutend mit M =
N =⇒ C[M] = C[N] ist.
Satz 2.3.1. Die im λ-Kalk¨ ul deﬁnierten Gleichungen7 stellen eine Gleich-
heit in obigem Sinne dar: F¨ ur einen beliebigen Termkontext C[ ] ∈ Λ gilt
M =λ N =⇒ C[M] =λ C[N].
Beweis. Induktiv ¨ uber die Gr¨ oße und Struktur der Termkontexte (siehe
[Bar84, S. 29]).
Somit h¨ atten die letzten drei Inferenzregeln (µ), (ν) und (ξ) auch durch
die einzige Regel
M = N ` C[M] = C[N] ∀M,N,C[ ] ∈ Λ
ausgedr¨ uckt werden k¨ onnen. Denn mit C[ ] ≡ L [ ] folgt (µ), mit C[ ] ≡ [ ] L
dann (ν) und mit C[ ] ≡ (λx.[ ]) schließlich (ξ). Die andere Richtung dieser
¨ Aquivalenz stellt Satz 2.3.1 dar.
2.3.2 Reduktion
Wie kann man sich nun die im λ-Kalk¨ ul deﬁnierte Gleichheit vorstellen?
Welche λ-Terme sind gleich? Einen operativen Eindruck davon kann man
mit Hilfe der β-Reduktion gewinnen.
6Oder nur der Relation =β wie ebenda, wenn wir ≡ modulo =α sehen.
7Im Englischen w¨ urde man an dieser Stelle von equations sprechen, um nicht verwir-
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Deﬁnition 2.3.4. Ein Term der Gestalt R ≡ (λx.M)N heißt β-Redex8 und
R0 ≡ M[N/x] das dazugeh¨ orige Kontraktum. F¨ ur diesen Schritt vom Redex
zum Kontraktum, den wir β-Kontraktion nennen, schreiben wir R →β R0.
Deﬁnition 2.3.5. Eine β-Reduktion ist nun eine Folge von mehreren β-
Kontraktionen, und wird mit
∗ →β notiert9. Das Ergebnis einer Reduktion
bezeichnen wir als Redukt.
Eine β-Expansion ist das Entgegengesetzte zu einer Kontraktion, und
eine Folge von mehreren Kontraktionen und/oder Expansionen nennen wir
schließlich β-Konversion10.
Deﬁnition 2.3.6. Enth¨ alt ein Term M ∈ Λ keinen β-Redex der Form
(λx.L)N, so ist M eine Normalform, kurz NF.
Sieht man in einem naiven Versuch diese Normalform als Bedeutung von
λ-Termen an, so identiﬁziert man gleichsam die Terme, die keine Normalform
haben. Dies aber
• f¨ uhrt zu einer inkonsistenten11 Theorie, wenn ` M = N f¨ ur alle
M,N ∈ Λ ohne Normalform zu den Axiomen von λ hinzugef¨ ugt w¨ urde
(siehe [Bar84, Seite 39]).
• steht im Widerspruch zum Modell der Theorie bzw. im Gegensatz zur
Semantik der λ-Sprache: Haben M und N beide keine NF, so stellt
dies nicht sicher, daß [[M]] = [[N]], also M und N semantisch gleich
sind (vgl. [Bar84, Seite 40]).
Vielmehr stellen sich als gleich im Modell all die Terme dar, die keine Kopf-
normalform haben.
Deﬁnition 2.3.7. Ein Term M ∈ Λ ist eine (oder ”in“) Kopfnormalform12,
kurz HNF, falls M ≡ (λx1,...,xn.y N1 ...Nn) und y eine Variable ist. Ein
Term M ∈ λ hat eine HNF, falls ∃N M = N und N eine HNF ist.
Jetzt ist es konsistent, Terme ohne HNF als unl¨ osbar bzw. undeﬁniert zu
betrachten und somit gleichzusetzen. Denn sei M ∈ Λ ein Term ohne HNF
und N eine NF, dann gilt13 f¨ ur einen beliebigen Kontext C[ ]:
C[M] = N =⇒ (∀L ∈ Λ) C[L] = N
In diesem Zusammenhang bezeichnet man Terme ohne HNF als bedeutungs-
lose Terme.
8Abk. f¨ ur reducible expression, engl. f¨ ur ”reduzierbarer Ausdruck“.
9Formal gesehen handelt es sich dabei ja um die reﬂexiv-transitive H¨ ulle von →β.
10entspricht diese doch gerade der β-¨ Aquivalenz.
11D.h. alle Formeln M = N mit geschlossenen Termen M und N k¨ onnen bewiesen
werden.
12engl. head normal form
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2.3.3 Extensionalit¨ at
Man kann nun beobachten, daß sich alle Terme der Gestalt λx.Mx und M
identisch verhalten. Das bedeutet, werden sie auf ein Argument angewandt,
so k¨ onnen diese Applikationen ineinander ¨ uberf¨ uhrt werden: (λx.Mx)N =β
MN. Trotzdem k¨ onnen solche ¨ Aquivalenzen i.a. nicht bewiesen werden,
z.B. λ 6` λx.(Ωx) = Ω, mit Ω wie in Deﬁnition 2.1.3 angegeben. W¨ urde
(η) ` (λx.Mx) = M ∀M ∈ Λ
als Axiom zur Theorie λ hinzugef¨ ugt werden, so h¨ atte das den gleichen
Eﬀekt wie die folgende Inferenzregel:
(ext) Mx = Nx ` M = N ∀M,N ∈ Λ,x / ∈ FV(MN)
Wir k¨ onnten dann aus der Gleichheit als Funktion — d.h. die Anwendung auf
Argumente liefert die gleichen Ergebnisse — die Gleichheit der Objekte fol-
gern. Diese Eigenschaft heißt Extensionalit¨ at. Die um diese Regel erweiterte
Theorie wird mit λ + ext oder λη bezeichnet. Beim Beweis14 der ¨ Aquiva-
lenz von λ + ext und λη spielt ¨ ubrigens die Regel (ξ) eine entscheidende
Rolle, weshalb sie auch schwache Extensionalit¨ at genannt wird.
2.4 Der ”lazy“ λ-Kalk¨ ul
Einen anderen Begriﬀ von Gleichheit schl¨ agt Abramsky in [Abr90] vor. Es
handelt sich dabei um einen Ansatz, der Ausdr¨ ucke ¨ uber ihr Verhalten bei
der Einsetzung in einen Programmkontext vergleicht.
Seine Motivation f¨ ur diese kontextuelle Gleichheit lag zwar eher in der
Diskrepanz15 zwischen modernen funktionalen Sprachen und der ”Standard-
theorie“, d.h. dem λ-Kalk¨ ul, wie ihn Barendregt in [Bar84] behandelt und
wir ihn in Abschnitt 2.3 kurz vorgestellt haben.
Der ”lazy“ λ-Kalk¨ ul bietet aber eine bedingte Form der Extensionalit¨ at,
und die Grundprinzipien seiner Konstruktion sind auch f¨ ur andere Begriﬀe
von Gleichheit sehr gut geeignet.
Zwei geschlossene Terme s,t ∈ Λ0 werden n¨ amlich als gleich betrachtet,
wenn es keinen Programmkontext C[ ] gibt, so daß sich C[s] ”anders verh¨ alt“
als C[t]. Die Terme s und t sollen deshalb geschlossen sein, damit nicht freie
Variablen in den Geltungsbereich von C[ ] geraten und die Beobachtung
verf¨ alschen. Das Verhalten, welches beobachtet werden soll, ist die Termi-
nierung bzw. Nichtterminierung. Diese wird hier durch die sog. schwache
Kopfnormalform charakterisiert:
14siehe [Bar84, Seite 32]
15Im λ-Kalk¨ ul charakterisiert die HNF die Bedeutung von λ-Termen; in verz¨ ogert aus-
wertenden funktionalen Sprachen wird aber unter einer λ-Abstraktion nicht weiter redu-
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Deﬁnition 2.4.1. Ein Term M ∈ Λ ist eine (oder ”in“) schwacher Kopf-
normalform16, kurz WHNF, falls M ≡ λx.N ist. Analog zur Kopfnormal-
form sprechen wir dann davon, daß ein Term M ∈ Λ eine WHNF hat, falls
∃N M = N und N eine WHNF ist.
Im Sinne der Deﬁnition 2.3.5 kann man nun eine Relation ”M reduziert
zur schwachen Kopfnormalform N“ — in Zeichen M ⇓ N — folgendermaßen
angeben:
Deﬁnition 2.4.2. Die Relation ⇓ ⊆ Λ0 ×Λ0 wird induktiv deﬁniert durch:
• F¨ ur M ∈ Λ0 gelte λx.M ⇓ λx.M.
• Falls M ⇓ λx.P und P[N/x] ⇓ Q mit M,N,P,Q ∈ Λ0, so gelte auch
MN ⇓ Q.
Wir schreiben kurz M ⇓ f¨ ur ∃N M ⇓ N und M ⇑ f¨ ur das Gegenteil.
2.4.1 Kontextuelle Ordnungsrelation
Die oben schon angedeutete Verhaltensgleichheit wird nun mit Hilfe ei-
ner kontextuellen Ordnungsrelation konstruiert. Diese Ordnungsrelation be-
schreibt im Prinzip, welche Ausdr¨ ucke seltener zu terminierenden Program-
men f¨ uhren. Dabei wird die Reduktion zu schwacher Kopfnormalform be-
nutzt:
Deﬁnition 2.4.3. Die Relation ≤c ⊆ Λ0 × Λ0 wird deﬁniert durch
M ≤c N ⇐⇒ ∀C[ ] ∈ Λ0 C[M] ⇓ =⇒ C[N] ⇓
Man kann ≤c auf Λ erweitern, indem man freie Variablen gleichm¨ aßig
durch geschlossene Terme ersetzt, also
M ≤c N ⇐⇒ ∀σ : V → Λ0 Mσ ≤c Nσ
Wann zwei Terme M,N ∈ Λ jetzt als verhaltensgleich betrachtet werden
k¨ onnen, ist klar:
M =c N ⇐⇒ M ≤c N ∧ N ≤c M
2.4.2 Bisimulation
Diese Deﬁnition ist aber noch recht unpraktisch, da wir, um die Gleich-
heit herauszuﬁnden, nicht eﬀektiv alle m¨ oglichen Kontexte durchprobieren
k¨ onnen — es gibt ja unendlich viele. Daher ist es sinnvoll, eine ¨ aquivalente
Deﬁnition zu ﬁnden, die ein schrittweises Vorgehen erlaubt. Mit einer Kette
≤b,k von Relationen ¨ uber Λ0 l¨ aßt sich dies bewerkstelligen:
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Deﬁnition 2.4.4. Wir deﬁnieren ≤b,k ⊆ Λ0 × Λ0 induktiv
• Im Falle k = 0 sei ≤b,0 = Λ0 × Λ0
• F¨ ur k ≥ 0 gelte dann
M ≤b,k+1 N ⇐⇒ M ⇓ λx.M1 =⇒
(∃N1) N ⇓ λy.N1 ∧ (∀P ∈ Λ0) M1[P/x] ≤b,k N1[P/y]
Schließlich deﬁniert man
M ≤b N ⇐⇒ ∀k ≥ 0 M ≤b,k N
Man kann versuchen, diese Relation, die Abramksy als ”applicative bi-
simulation“ bezeichnet, in Worte zu fassen, wenn man sie sich dabei als
Beobachtung eines mehrstuﬁgen Experimentes vorstellt:
1. Am Anfang, bevor die erste Beobachtung gemacht wird, hat man noch
keine M¨ oglichkeit, zwei geschlossene Terme M,N ∈ Λ0 zu diﬀerenzie-
ren, daher gilt M ≤b,0 N immer.
2. Auf der ersten Stufe des Experimentes k¨ onnen wir einen geschlossenen
Term M ∈ Λ0 auswerten und feststellen17, ob M zu einer Kopfnor-
malform reduziert. Falls nicht, so gilt M ≤b,1 N ohne Einschr¨ ankung,
ansonsten nur, wenn auch N eine Kopfnormalform hat.
3. F¨ ur eine Kopfnormalform λx.M1 von M setzen wir die Beobachtung
auf der n¨ achsten Stufe fort, indem wir M1 mit neuen Argumenten
versorgen, d.h. wir versuchen nun M[P/x] mit einem geschlossenen
Term P ∈ Λ0 zu WHNF zu reduzieren. Das weitere Vorgehen ﬁnge
nun wieder bei 2 an, so daß wir
4. auf Stufe k + 1 angelangt, M ≤b,k+1 N erhalten, wenn folgendes gilt:
• Falls M eine WHNF λx.M1 hat, dann hat auch N eine WHNF,
z.B. λy.N1 und
• F¨ ur alle geschlossenen Terme P ∈ Λ0 gilt M1[P/x] ≤b,k N1[P/y],
d.h. wir versorgen die WHNF’s mit allen m¨ oglichen geschlossenen
Termen als Argumenten und f¨ ur diese Anwendungen muß die
Relation auf einer Ebene niedriger gelten.
17Dies ist zwar wiederum nicht eﬀektiv, da wir nicht entscheiden k¨ onnen, ob die Aus-
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2.4.3 Ergebnisse
Abramsky zeigt dann die ¨ Ubereinstimmung der Bisimulation mit der kon-
textuellen Gleichheit bzw. Ordnung als Spezialfall eines Satzes ¨ uber ”lambda
transition systems“ ([Abr90, Proposition 6.6]):
Resultat. ≤c = ≤b.
Somit ist ≤b eine Pr¨ akongruenz bzw. =b eine Gleichheit und wir k¨ onnen
eine Theorie deﬁnieren, die auf Ungleichungen bzw. Gleichungen basiert:
Deﬁnition 2.4.5. λl = (Λ,v,=) ist die formale Theorie mit den folgenden
Inferenzregeln:
• λl ` M v N ∀M,N ∈ Λ mit M ≤b N.
• λl ` M = N ∀M,N ∈ Λ mit M =b N.
Dar¨ uber hinaus gibt es noch weitere wichtige Ergebnisse, die im folgen-
den dargestellt werden sollen.
Resultat. Die Standardtheorie, d.h. der λ-Kalk¨ ul aus Abschnitt 2.3, ist in
der durch =b erzeugten λl-Theorie enthalten ([Abr90, Proposition 2.7]).
Damit ist gemeint, daß alle Formeln, die im λ-Kalk¨ ul beweisbar sind,
auch im λl-Kalk¨ ul bewiesen werden k¨ onnen.
λ ` M = N =⇒ λl ` M = N
Insbesondere ist die (β)-Inferenzregel in λl herleitbar.
λl ` (λ x.M)N = M[N/x]
Von Wichtigkeit ist außerdem, daß die Nichtexistenz einer WHNF se-
mantisch ¨ aquivalent ist zur Bedeutungslosigkeit eines Termes. Dies bezeich-
net Abramsky als ”Computational Adequacy“18 (siehe [Abr90, Theorem
5.18]):
Resultat. F¨ ur alle M ∈ Λ gilt
M ⇓ ⇐⇒ [[M]]D
ρ⊥ 6= ⊥
wobei ⊥ f¨ ur das kleinste Element im semantischen Bereich19 D steht und
ρ⊥ alle Variablen auf ⊥ abbildet.
Man kann zeigen, daß Ω ein kleinstes Element bez¨ uglich v ist. Dies
ist nach dem obigen Resultat auch nicht weiter verwunderlich, da Ω keine
WHNF hat.
18Dieser Begriﬀ wird in Abschnitt 3.1.3 erl¨ autert.
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Gr¨ oßte Elemente in λl
Es wirft aber die Frage auf, ob es ein gr¨ oßtes Element bez¨ uglich v gibt. Dies
ist der Fall, wie der folgende Satz zeigt (vgl. [Abr90, Proposition 2.7]).
Satz 2.4.1. Der Term (Y K) ist ein gr¨ oßtes Element bez¨ uglich v, d.h. es
gilt insbesondere f¨ ur alle M ∈ Λ
λl ` M v (Y K)
Beweis. Hierf¨ ur betrachten wir, wie (Y K) reduziert:







Dabei ist λz.(λx.K(xx))(λx.K(xx)) eine WHNF, und wir erhalten somit:
(Y K) ⇓ λz.L
Nun k¨ onnen wir zeigen, daß M ≤b,k (Y K) f¨ ur alle M ∈ Λ und k ∈ N
gilt. Dazu gehen wir f¨ ur ein beliebiges M ∈ Λ0 induktiv vor: Die Veran-
kerung M ≤b,0 (Y K) gilt nach Deﬁnition von ≤b,0 f¨ ur jedes M ∈ Λ0.
F¨ ur M ≤b,k+1 (Y K) ist nichts zu zeigen, falls M keine WHNF hat. Gilt
M ⇓ λx.N, so ist ∀P ∈ Λ0 N[P/x] ≤b,k L[P/z] zu pr¨ ufen, was aber wegen
L[P/z] ≡ (λx.K(xx))(λx.K(xx)) =β (Y K) gerade die Induktionshypo-
these darstellt.
Wie oben schon bemerkt, gilt ja M =λ N =⇒ M =b N. Dennoch
deﬁniert λl nicht denselben Begriﬀ von Gleichheit wie λ, weil =λ ( =b gilt,
d.h. die Relation =b ist echt gr¨ ober als =λ. Es gibt n¨ amlich Terme, die zwar
verhaltensgleich sind, aber nicht gleich bez¨ uglich =λ.
Das einfachste Beispiel daf¨ ur ist ein weiterer gr¨ oßter Term in λl, n¨ amlich
(Y 2 K), wobei Y 2 deﬁniert ist durch
Y 2 ≡ (λf.(λxy.f(yxx))(λxy.f(yxx))(λxy.f(yxx)))
Wir zeigen analog zu (Y K), daß (Y 2 K) bez¨ uglich v ein gr¨ oßtes Element2.4. DER ”LAZY“ λ-KALK¨ UL 15
ist, indem wir wieder die Reduktion betrachten:
(Y 2 K) ≡ (λf.(λxy.f(yxx)) (λxy.f(yxx)) (λxy.f(yxx))) (λyz.y)








Da λz.(λxy.K(yxx))(λxy.K(yxx)) eine WHNF ist, erhalten wir mit
(Y 2 K) ⇓ λz.L
dieselbe Grundlage f¨ ur die Argumentation wie im Falle von (Y K). Nun
w¨ are zu zeigen, daß (Y K) und (Y 2 K) nicht α,β-¨ aquivalent sind. Hierf¨ ur
gen¨ ugte Y 6=α,β Y 2, da =λ eine Kongruenz ist.
Dies soll im folgenden aber nicht bewiesen, sondern nur anhand der Re-
duktion begr¨ undet werden. Man stellt dabei n¨ amlich fest, daß Y keine Nor-





F¨ ur Y 2 erhalten wir hingegen:










aber M und N weder aufeinander reduzierbar noch α-¨ aquivalent sind.16 KAPITEL 2. Λ-SPRACHE UND GLEICHHEITSTHEORIEN
Extensionalit¨ at
Wie auch im λ-Kalk¨ ul kann (λx.Ω x) = Ω in λl nicht bewiesen werden.
Dagegen gibt es, wie in der Einleitung zu Abschnitt 2.4 schon angedeutet,
eine bedingte Form der Extensionalit¨ at:
Resultat.
λl ` λx.M x = M ∀M ⇓,x / ∈ FV(M)
Dies bedeutet, daß λl f¨ ur alle Terme mit einer WHNF extensional ist.
Wollte man volle Extensionalit¨ at erreichen, m¨ ußten nur noch die Problem-
f¨ alle, d.h. die Terme ohne WHNF, behandelt werden. Das k¨ onnte man mit
folgenden Deﬁnitionen erreichen.
Deﬁnition 2.4.6. Das Pr¨ adikat XWHNF sei gegeben durch
XWHNF(s) = s 6=c Ω ∧ s 6=c λx1 ...xn.Ω ∀n > 0
Deﬁnition 2.4.7. Die kontextuelle Ordnung ≤ce wird nun durch
s ≤ce t ⇐⇒ ∀C[ ] XWHNF(C[s]) =⇒ XWHNF(C[t])
deﬁniert.
Dann folgt die Deﬁnition f¨ ur die Gleichheit =ce und alles ¨ ubrige analog




Dieses Kapitel soll in Anlehnung an [FH88] bzw. [BW88] und [SS96] eine
knappe Einf¨ uhrung in das funktionale Programmieren bieten.
Dabei sollen zuerst die Grundprinzipien des funktionalen Paradigmas im
Vordergrund stehen und dessen Denkweise dem Leser n¨ ahergebracht werden.
In diesem Zusammenhang werden auch einige Begriﬀe um die funktionale
Programmierung erl¨ autert. Der letzte Abschnitt des Kapitels stellt Haskell
als einen Vertreter der funktionalen Sprachen kurz vor.
3.1 Das funktionale Paradigma
Das Wort ”Paradigma“ stammt aus dem Griechischem und bedeutet in etwa
soviel wie ”Beispiel“, ”Muster“ oder ”Modell“. Dieser Begriﬀ wird hier im
Sinne von ”Vorstellung, wie etwas funktioniert“ benutzt.
Beim funktionalen Programmieren geht die Vorstellung vom mathema-
tischen Funktionsbegriﬀ aus. Die wesentliche Operation ist die Anwendung
einer Funktion auf ihre Argumente. Dazu ein Beispiel aus [FH88]:
max(x,y) =
(
x falls x > y
y sonst
Die Anwendung der Funktion max z.B. auf die Argumente 1 und 7 wird
dann entsprechend der Deﬁnition ausgewertet:
max(1,7) →
(




Die Argumente einer Funktionsanwendung k¨ onnen ihrerseits nat¨ urlich wie-
der auf die gleiche Weise zusammengesetzt sein, also z.B.
max3(x,y,z) = max(x,max(y,z))
1718 KAPITEL 3. FUNKTIONALES PROGRAMMIEREN
In der Mathematik m¨ ussen Funktionen wohldeﬁniert sein, das bedeutet, sie
stellen eindeutige Abbildungen vom Deﬁnitions- in den Wertebereich dar.
Dies stellt sicher, daß die Anwendung ein und derselben Funktion auf das
gleiche Argument auch immer das gleiche Ergebnis liefert.
3.1.1 Referentielle Transparenz
Somit ist das Prinzip der referentiellen Transparenz gew¨ ahrleistet. Das heißt,
daß die Bedeutung eines Ausdrucks einzig und allein von seinen Teilaus-
dr¨ ucken abh¨ angt. Hierbei bringt die Auswertung einen Ausdruck nur in eine
explizite Form, ¨ andert aber nicht seinen Wert. Dadurch haben gleiche Teil-
ausdr¨ ucke immer den gleichen Wert, auch wenn sie an verschiedenen Stellen
im Programm stehen. Man k¨ onnte auch sagen, daß alle Referenzen auf einen
Ausdruck genau seinem Wert entsprechen, was die Bezeichnung ”referenti-
elle Transparenz“ erkl¨ art.
F¨ ur die Realisierung der Gleichheitsanalyse spielt die referentielle Trans-
parenz eine wichtige Rolle. Denn dadurch ist sowohl die Theorie als auch
die Implementierung wesentlich einfacher zu handhaben, als wenn der Wert
eines Ausdrucks von seiner Position im Programmtext abhinge.
In imperativen Programmiersprachen, z.B. PASCAL, ist dies hingegen
der Fall, so daß wir die referentielle Transparenz dort u.U. verlieren k¨ onnen,









f := 2 * n;
flag := NOT flag;






Weder ist der Wert des Ausdruckes f(1) an beiden Stellen im Programm
der gleiche1, noch ist die Kommutativit¨ at der Addition erf¨ ullt. Durch die
1F¨ ur f(2) gilt dies nat¨ urlich analog.3.1. DAS FUNKTIONALE PARADIGMA 19
Anweisung flag := NOT flag; wird n¨ amlich eine globale Variable ge¨ andert.
Es handelt sich um eine destruktive Zuweisung, die in die PASCAL-Funktion
f einen Seiteneﬀekt einf¨ uhrt.
Seiteneﬀekte sind auch der wesentliche Grund daf¨ ur, daß sich die Gleich-
heitsanalyse, wie in der Einleitung der Arbeit schon angedeutet, f¨ ur gew¨ ohn-
liche imperative Sprachen als viel schwieriger erweist.
Funktionale Programmiersprachen, die keinerlei Seiteneﬀekte zulassen,
nennt man pur. In puren funktionalen Sprachen ist referentielle Transparenz
also stets ohne Einschr¨ ankungen gew¨ ahrleistet.
3.1.2 Programmieren mit Funktionen
Wie schon erw¨ ahnt, bildet der λ-Kalk¨ ul die theoretische Grundlage f¨ ur die
funktionale Programmierung. Daher hatten wir ja im vorigen Kapitel den
dortigen Gleichheitsbegriﬀ untersucht. Einmal abgesehen davon, ob man
den λ-Kalk¨ ul selbst ¨ uberhaupt als eine Programmiersprache betrachten will
(vgl. [Abr90, Seite 67]), m¨ ochte sicherlich niemand gerne auf diese Weise pro-
grammieren m¨ ussen. Wir haben uns in den vorangegangenen Abschnitten
schon einige Betrachtungen erleichtern k¨ onnen, indem wir λ-Terme mit Na-
men versehen haben, wie zum Beispiel die Kombinatoren in Deﬁnition 2.1.3.
Bis auf Ω erf¨ ullen all diese eine Eigenschaft, die nicht notwendigerweise nur
auf geschlossene Terme zutreﬀen muß, sie sind n¨ amlich ”Lambda-geliftet“:
Deﬁnition 3.1.1. Sei M ≡ λ x1 ...xn.t ein Term aus Λ, so daß gilt:
• y ∈ FV(t),
• y / ∈ {xi | 1 ≤ i ≤ n} und
• in t kommt kein λ vor
so kann M durch ((λ z x1 ...xn.t[z/y]) y) ersetzt werden. Diesen Vorgang
nennt man Lambda-Lifting.
F¨ ur geschlossene Terme, die Lambda-geliftet sind, gibt es eine spezielle
Bezeichnung:
Deﬁnition 3.1.2. Ist ein Term t ∈ Λ0 Lambda-geliftet, so heißt er Super-
kombinator.
Superkombinatoren kann man mit einem Namen versehen und als de-
ﬁnierte Funktionssymbole betrachten. Man h¨ atte den Superkombinator K
also auch ohne weiteres durch K x y = x deﬁnieren k¨ onnen.
Genau das ist in den meisten funktionalen Programmiersprachen m¨ oglich,
n¨ amlich Superkombinatoren ¨ uber Gleichungen zu deﬁnieren. Diese Gleichun-
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deﬁnierter Superkombinatoren sondern auch den Namen des zu deﬁnieren-
den Superkombinators selbst enthalten. Ein Programm besteht dann aus
einer Reihe solcher Superkombinatordeﬁnitionen und einem ausgezeichne-
ten Ausdruck, den es bei Ablauf des Programmes auszuwerten gilt.
Dadurch, daß sich mit Hilfe des Lambda-Lifting jeder λ-Term in ei-
ne Anwendung eines Superkombinators ¨ ubersetzen l¨ aßt (siehe dazu [PJ87]
bzw. [PvE93]), erhalten wir folgendes
Resultat. Jede Programmiersprache, in der die Deﬁnition von Superkombi-
natoren m¨ oglich ist, ist turingm¨ achtig2.
3.1.3 Bedeutung von Ausdr¨ ucken
Nun ist aber nicht aus jeder auf diese Art angegebenen Superkombinator-
deﬁnition sofort ersichtlich, welche Funktion damit beschrieben werden soll.
Durch eine Gleichung wie nt = nt ist nicht direkt eine wohldeﬁnierte ma-
thematische Funktion erkl¨ art.
Das m¨ ussen wir erst noch tun, indem jedem Superkombinator ein seman-
tischer Wert zugewiesen wird, der dann eine wohldeﬁnierte mathematische
Funktion darstellt. Dieser Wert ist die Bedeutung des Superkombinators,
und wir sprechen auch davon, daß jeder Ausdruck einen Wert bezeichnet.
Hiervon r¨ uhrt der Name denotational3, den diese Art von Semantik tr¨ agt.
Sp¨ ater werden wir die Begriﬀe Superkombinator und Funktion nicht mehr
immer so klar trennen, daß Superkombinator f¨ ur die textuelle Deﬁnition und
Funktion f¨ ur dessen semantischen Wert steht.
Im vorigen Abschnitt 3.1.1 wurde ja schon im Bezug auf die referentielle
Transparenz postuliert, daß die Auswertung eines Ausdruckes dessen Wert
nicht ver¨ andern darf.
Nun haben wir auch ein Mittel zur Hand, mit dem wir dies sicherstellen
k¨ onnen. Haben wir erst einmal eine denotationale Semantik f¨ ur eine Sprache
angegeben, und damit die Bedeutung von Ausdr¨ ucken festgelegt, so k¨ onnen
wir ¨ uberpr¨ ufen, daß sich diese w¨ ahrend der Auswertung nicht ver¨ andert. Ist
dies wirklich der Fall, so spricht man von der Ad¨ aquatheit der Auswertung4.
3.1.4 Auswertungsreihenfolge
Die Ad¨ aquatheit der Auswertung ist nicht oﬀensichtlich, gibt es doch ver-
schiedene Strategien, einen Ausdruck auszuwerten. Im folgenden werden die
beiden wichtigsten Strategien, die zugleich gegens¨ atzliche Extreme darstel-
len, kurz behandelt. Dar¨ uber hinaus sind zwischen den beiden endlos viele
Mischstrategien denkbar.
2Von Beschr¨ ankungen, die z.B. ein Typsystem mit sich bringen kann, sei hier einmal
abgesehen.
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Anwendungsordnung
Die eine heißt Applikations- oder Anwendungsordnung und ihr Vorgehen be-
steht darin, bei einer Applikation f t zuerst den Argumentterm t auszuwer-
ten und das Ergebnis dann in die Deﬁnitionsgleichung des Superkombinators
f einzusetzen.
Normalordnung
Die Normalordnung verfolgt genau das entgegengesetzte Ziel, indem bei einer
Applikation f t das Argument t immer sofort in die Deﬁnitionsgleichung von
f eingesetzt wird. Der Argumentterm t wird dabei in den folgenden Schritten
nur ausgewertet, wenn es die Auswertung auch wirklich verlangt.
Um den Unterschied zu verdeutlichen, betrachten wir den Ausdruck
K s t, wobei wir uns t als einen Term vorstellen, dessen Auswertung viele
Ressourcen — Zeit wie Platz — verschlingen m¨ oge.
In der Anwendungsordnung wird nun zuerst dieser Aufwand getrieben,
um dann die berechneten Ergebnisse von s und t in die Gleichung f¨ ur K
einzusetzen und schließlich s zu erhalten. Dadurch, daß dies bei der Nor-
malordnung sofort geschieht, ersparen wir uns die Berechnung von t und
berechnen einzig s.
Terminierung
Oﬀensichtlicher wird dies noch, wenn es sich bei t um einen Term handelt,
dessen Auswertung nicht terminiert, also z.B. nt deﬁniert durch nt = nt.
Dann n¨ amlich terminiert auch die Auswertung von K s nt in Anwendungs-
ordnung nicht, wohl aber die in Normalordnung.
Allgemein ist es so, daß die Auswertung in Normalordnung immer dann
terminiert, falls es ¨ uberhaupt eine Auswertung gibt, die terminiert. In kei-
nem Fall terminiert aber die Auswertung mittels einer Strategie mit einem
anderen Ergebnis als die mittels einer anderen Strategie (vgl. [SS96]).
Striktheit
Funktionale Programmiersprachen, die in Anwendungsordnung ausgewertet
werden, nennt man strikt. Solche Sprachen sind z.B. Scheme (als Vertreter
der Lisp-Familie, siehe [AS85]) und ML ([MTH90]).
Diejenigen funktionalen Sprachen, die eine zur Auswertung in Normal-
ordnung ad¨ aquate Semantik haben, heißen nicht-strikt, verz¨ ogert auswertend
oder auch lazy5. Hierzu sind besonders Miranda ([Tur85]), Clean (vgl. [PvE93])
und Haskell ([PHA+97]) zu nennen.
In den Implementierungen dieser Sprachen mußte Sorge daf¨ ur getragen
werden, daß gleiche Ausdr¨ ucke nicht mehrfach berechnet werden. Dies kann
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n¨ amlich in der normalen Auswertungsreihenfolge geschehen, wenn die Ter-
me durch B¨ aume darstellt sind und in der Deﬁnition einer Funktion ein
Argument mehrmals auftritt. Man betrachte dazu folgendes Beispiel
double x = x + x
bei dem angenommen wird, daß + als eine primitive Funktion zur Verf¨ ugung
steht. M¨ ochten wir nun double (3+4) berechnen, so besteht der erste Schritt
in Normalordnung aus
double (3 + 4) → (3 + 4) + (3 + 4)
Haben wir uns nicht ”gemerkt“, daß der Term (3 + 4) jeweils der gleiche
ist, was gerade durch das zweimalige Auftauchen von x in der rechten Seite
der Deﬁnition von double hervorgerufen wurde, so w¨ urden wir ihn zweimal
berechnen.
Sharing
Um das zu vermeiden, werden mittlerweile in allen Implementierungen nicht-
strikter funktionaler Programmiersprachen Graphen anstelle von B¨ aumen
verwendet. Dabei wird ein mehrfaches Auftreten eines Terms einfach durch
mehrere Referenzen auf ein und denselben Knoten im Graphen dargestellt.
In dieser Repr¨ asentation wird der Inhalt eines Knoten nach dessen Auswer-
tung mit dem Ergebnis ¨ uberschrieben.
Dadurch steht es sofort auch anderen Knoten zur Verf¨ ugung, die diesen
referenzieren6, d.h. das Ergebnis wird von all diesen Knoten gemeinsam
benutzt, weswegen die Technik Sharing7 genannt wird.
Sie f¨ uhrt dazu, daß bei der Auswertung in Normalordnung h¨ ochstens
soviele Schritte durchgef¨ uhrt werden m¨ ussen wie in Anwendungsordnung.
3.2 Haskell: Eine nicht-strikte, pure funktionale
Sprache
Von den genannten Programmiersprachen legen wir unser Augenmerk nun
auf Haskell, da die Implementierung der Gleichheitsanalyse selbst in dieser
nicht-strikten, puren funktionalen Sprache erfolgt.
Ein kleines Beispielprogramm soll einen Einstieg in die Syntax von Has-
kell geben. Außerdem werden dabei einige Aspekte des Typsystems ange-
sprochen. Selbstverst¨ andlich k¨ onnen die Ausf¨ uhrungen hier die vollst¨ andige
Referenz in [PHA+97] nicht ersetzen.
6Man sieht schnell, daß dieses Vorgehen referentielle Transparenz voraussetzt und daher
nur in einer puren funktionalen Sprache m¨ oglich ist.
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Haskell erlaubt sogenannte literate scripts, d.h. Quellcodedateien, in de-
nen die Beziehung zwischen Programmcode und Kommentar auf den Kopf
gestellt wird. Nur noch Zeilen, die mit einem > beginnen, geh¨ oren zum Pro-
gramm, der Rest ist Kommentar. Genau das macht sich diese Arbeit zunutze,
indem das Dokument gleichzeitig auch das ausf¨ uhrbare bzw. ¨ ubersetzbare
Analyseprogramm darstellt.
3.2.1 Module
Das folgende Modul ist f¨ ur das Funktionieren der Analyse nat¨ urlich nicht
notwendig.




Wie man sieht, wird ein Modul eingeleitet durch das Schl¨ usselwort module
gefolgt von einer Liste der exportierten Bezeichner in Klammern und einer
Liste von import-Anweisungen, mit denen Funktionen und Datentypen aus
anderen Modulen bereitgestellt werden.
3.2.2 Algebraische Datentypen
In Haskell k¨ onnen algebraische Datentypen durch die Angabe ihrer Kon-
struktoren deﬁniert werden:
> data WieListe a = Leer
> | MitWas a (WieListe a)
Der Datentyp WieListe ist — wie eine Liste eben — entweder leer, oder
besteht aus irgendeinem Element vom Typ a und einer Restliste. Wie wir
sehen, handelt es sich um einen polymorphen Typen, da wir den Element-
typ noch nicht festlegen m¨ ussen. Bei diesem kann es sich sp¨ ater um Zah-
len, Wahrheitswerte oder wieder Elemente vom Typ WieListe handeln. Die
Angabe von WieListe(..) in der Exportliste exportiert nicht nur den Ty-
pkonstruktor WieListe sondern auch dessen Datenkonstruktoren Leer und
MitWas.
3.2.3 Pattern Matching
M¨ ochte man wissen, mit welchem Konstruktor ein Datenobjekt gebildet
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wendeAnAufWieListe, die eine Funktion f auf jedes Element einer WieListe
anwendet, benutzt:
> wendeAnAufWieListe f Leer = Leer
> wendeAnAufWieListe f (MitWas was rest) =
> MitWas (f was) (wendeAnAufWieListe f rest)
Die Funktion wendeAnAufWieListe wird also einfach f¨ ur jeden Datenkon-
struktor separat deﬁniert.
3.2.4 Typklassen
M¨ ochte man bestimmte Funktionen auf einer ganzen Menge von Datentypen
zur Verf¨ ugung stellen, so bildet man sinnvollerweise eine Typklasse.
> class Anwenden c where
> wendeAn :: (a -> b) -> c a -> c b
Das bedeutet, daß es in der Klasse Anwenden eine Methode gibt. Diese ist
wendeAn, deren Typ nach den :: angegeben ist. Es handelt sich um eine
Funktion, die als erstes Argument eine Funktion von a nach b bekommt und
als n¨ achtes ein Element vom Typ der Klasse c, in dem ein Element vom Typ
a enthalten ist. Das Ergebnis ist dann ein Element vom Typ der Klasse c,
das nun ein Element vom Typ b enth¨ alt.
Genau das macht wendeAnAufWieListe, weswegen wir WieListe als eine
Instanz von Anwenden einrichten k¨ onnen:
> instance Anwenden WieListe where
> wendeAn = wendeAnAufWieListe
Im Prinzip war dieses Beispiel nichts anderes als die Listeninstanz f¨ ur die
Typklasse Functor (vgl. [PHA+97, S. 88 bzw. 94]).
3.2.5 Guards
Ein weiteres, h¨ auﬁg verwendetes, Sprachelement soll noch besprochen wer-
den. Guards fangen mit einem | an und dienen dazu, Funktionen bedingt
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> istErstesGerade Leer = "Nein, leer!"
> istErstesGerade (MitWas erstes _)
> | even erstes = "Ja, das ist es."
> | otherwise = "Nein, es ist ungerade."
Falls das Pr¨ adikat even erstes zutriﬀt, so wird "Ja, das ist es." zur¨ uck-
gegeben, ansonsten der Wert hinter otherwise, welches nur ein Synonym f¨ ur
den Wahrheitswert True darstellt. Außerdem wurde in diesem Beispiel der
Unterstrich _ benutzt, der dem Compiler bei dem Pattern Match auf MitWas




In diesem Kapitel wird zuerst die Syntax einer funktionalen Kernsprache
deﬁniert. Deren Struktur ist zwar recht einfach gehalten, um die Gleichheits-
analyse sp¨ ater nicht zu kompliziert werden zu lassen. Sie ist aber m¨ achtig
genug, jedes funktionale Programm auszudr¨ ucken. Wir erkl¨ aren dann die
Semantik der Kernsprache operational, und der letzte aber wohl wichtigste
Abschnitt befaßt sich mit dem Gleichheitsbegriﬀ in dieser Sprache.
4.1 Die Syntax der Kernsprache
Die Kernsprache lehnt sich an die aus [PJL91] an, wird aber noch vereinfacht,
indem wir λ-Ausdr¨ ucke und let fortlassen. Mittels Lambda-Lifting lassen
sich n¨ amlich auch diese durch Superkombinatoren ausdr¨ ucken (vgl. [PJ87]
bzw. [PvE93]). Die Syntax der funktionalen Kernsprache ΛC mit algebrai-
schen Datentypen wird durch eine kontextfreie Grammatik speziﬁziert. De-
ren Produktionenmenge P ist in Abbildung 4.1 zu sehen. Welche Symbole
jeweils die Menge T der Terminale und die Menge N der Nichtterminale
bilden, ist aus der typographischen Darstellung dort erkennbar.
Deﬁnition 4.1.1. Die Sprache ΛC stellt die Menge aller g¨ ultigen Program-
me dar und wird durch ΛC = L(G) mittels G = (N,T,P,prog) deﬁniert.
Ein Programm besteht also aus einer Reihe von Superkombinatordeﬁ-
nitionen. Um es ablaufen zu lassen, ben¨ otigt man einen ausgezeichneten
Ausdruck, mit dem die Auswertung beginnen soll, ¨ ublicherweise main.
Im Gegensatz zum λ-Kalk¨ ul h¨ angt die Bedeutung eines Ausdruckes wie-
derum vom Programm ab, in dem die verwendeten Superkombinatoren de-
ﬁniert sind. Dies zeigt, daß die Begriﬀe Programm und Ausdruck nicht voll-
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Programm prog → sk1;...; skn [;] n ≥ 1
Super- sk → var var1 ...varn = expr n ≥ 0
kombinator
Ausdruck expr → expr aexpr Anwendung
| expr1 binop expr2 Inﬁx bin¨ are Anwendung
| case expr of alts Case Ausdruck
| aexpr Atomarer Ausdruck
Atomarer aexpr → var Variable
Ausdruck | num Zahl
| Cons{num,num} Konstruktor
| ( expr ) Geklammerter Ausdruck
Alternativen alts → alt1;...; altn n ≥ 1
alt → <num> var1 ...varn-> expr n ≥ 0
Bin¨ arer binop → arop | relop | boolop
Operator arop → + | - | * | / Arithmetik
relop → < | <= | == | ~= | >= | > Vergleich
boolop → & | | Bool’sch
Variable var → alpha varch1 ...varchn n ≥ 0
Zahl num → ziﬀer1 ...ziﬀern n ≥ 1
alpha → ein alphabetisches Zeichen
| _ Unterstrich
varch → alpha | ziﬀer
digit → ein numerisches Zeichen
Abbildung 4.1: Die Syntax der Kernsprache ΛC28 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
kommen voneinander getrennt werden k¨ onnen und folgende Deﬁnition be-
rechtigt ist.
Deﬁnition 4.1.2. Die Menge aller Ausdr¨ ucke in der Kernsprache wird
durch die Grammatik E = (N,T,P,expr) repr¨ asentiert und ebenfalls mit
ΛC bezeichnet.
Wir schreiben also ΛC sowohl f¨ ur die Menge aller Kernsprachenprogram-
me als auch -ausdr¨ ucke. Aus dem jeweiligen Kontext geht hervor, in welchem
speziellen Sinne ΛC verwendet wird.
Das Symbol ≡ dr¨ uckt wie in Abschnitt 2.1 die syntaktische ¨ Aquivalenz
von Termen aus. Auch die Notation [e/x] f¨ ur die Substitution wird aus 2.2
¨ ubernommen.
4.1.1 Algebraische Datentypen
Ein formales Typsystem f¨ ur ΛC wird nicht eingef¨ uhrt. Denn wir gehen davon
aus, daß wir stets, z.B. als Zwischenprodukt eines Compilers, ein wohlgetyp-
tes Programm erhalten. In Abschnitt 4.4.1 werden wir genau erkl¨ aren, was
wir dabei unter wohlgetypt verstehen.
Mit den Konstruktorausdr¨ ucken Cons{j,m} k¨ onnen Datenobjekte kon-
struiert werden, wobei j ein Bezeichner f¨ ur den Konstruktor und m des-
sen Stelligkeit, d.h. die Anzahl seiner Argumente, ist. Diese Datenobjekte
k¨ onnen dann ¨ uber case unterschieden werden, welches in seinen Alternati-
ven entsprechend des Bezeichners verzweigt. Dazu sind in Abschnitt 4.2, in
dem die Auswertung diskutiert wird, detailliertere Informationen zu ﬁnden.
In der Syntax der Kernsprache gibt es — im Gegensatz zu Haskell bei-
spielsweise — keine Unterscheidungsm¨ oglichkeit mehr zwischen verschiede-
nen algebraischen Datentypen.
Es wird aber vorausgesetzt, daß es in allen Kernsprachenprogrammen
eine Menge A von algebraischen Datentypen A1,...,An gibt. Jedem solchen
Typen A wird jeweils eine Anzahl |A| von Konstruktoren zugeordnet, die
mit conA,1,...,conA,|A| bezeichnet wird. Wie oben schon bemerkt, hat jeder
Konstruktor conA,i eine Stelligkeit m, f¨ ur die wir oft ar(conA,i) notieren,
d.h. ar(conA,ij) = m ⇐⇒ conA,ij ≡ Cons{j,m}.
Beispiel 4.1.1. In folgendem Kernsprachenprogramm gibt es einen alge-
braischen Datentypen, nennen wir ihn List, zu dem die zwei Konstruktoren
Cons{1,0} und Cons{2,2} geh¨ oren.
map f as = case as of
<1> -> Cons{1,0};
<2> x xs -> Cons{2,2} (f x) (map f xs);
map wendet die Funktion f auf jedes Element der Liste as an, siehe dazu
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4.1.2 Ein Parser f¨ ur ΛC
F¨ ur die Gleichheitsanalyse bedeutet das Kernsprachenprogramm einen we-
sentlichen Teil der Eingabe, weshalb auch gleich ein Parser f¨ ur ΛC beschrie-
ben werden soll. Dies geschieht in Form einer Grammatikdatei f¨ ur den Par-
sergenerator lucky, den Norbert Klose entwickelt und in [Klo97] beschrieben
hat. Die Grammatikdatei hat im wesentlichen die gleiche Struktur wie die
des lucky-Vorbildes happy (vgl. [GM96]).
Zu Beginn kann man, in geschweifte Klammern { und } eingeschlossen,
einen Vorspann angeben, der unver¨ andert in das Haskell-Programm ¨ uber-
nommen wird. Wir ben¨ otigen an dieser Stelle sowohl die Moduldeﬁnition
> {




als auch einen Datentypen f¨ ur die Lexeme, in die der Lexer den Programm-
text zerlegt. Lexeme sind alle Schl¨ usselworte von ΛC, also z.B.
> data Lexem
> = LexemCase -- ’case’
> | LexemOf -- ’of’
oder
Zahlen, dargestellt als Int.
Variablen mit ihrem Namen als String.
Zeichen, die urspr¨ unglich in ’ eingeschlossen waren und als String gespei-
chert werden. So k¨ onnen auch Sonderzeichen wie \n usf. dargestellt
werden.
Zeichenketten, die urspr¨ unglich in " eingeschlossen waren und ebenfalls
als String dargestellt werden.
> | LexemNum Int -- number
> | LexemVar String -- variable
> | LexemChar String -- char
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Dar¨ uber hinaus gibt es noch einige Lexeme, die aus einem oder zwei Zeichen
bestehen, hier aber nicht aufgef¨ uhrt werden sollen. Es handelt sich bei diesen
um s¨ amtlich Operatorsymbole sowie das = f¨ ur Superkombinatordeﬁnitionen.
Der Typ Token beinhaltet nun sowohl ein solches Lexem als auch dessen
Position (Line und Col) im Quelltext.
> type Line = Int
> type Col = Int
> type Token = (Lexem, Line, Col)
Damit kann eine syntaktisch fehlerhafte Stelle im Quelltext recht genau
angegeben werden.
> }
In der Beschreibungsdatei f¨ ur den Parser folgt dann ein Teil mit Direktiven,
um dem Parser einen Namen zu geben, den Tokentyp und die Token selbst
festzulegen.
> %name syntax
> %tokentype { Token }
> %token
> case { (LexemCase, _, _) }
> of { (LexemOf, _, _) }
> num { (LexemNum $$, _, _) }
> var { (LexemVar $$, _, _) }
> char { (LexemChar $$, _, _) }
> str { (LexemStr $$, _, _) }
Das $$ hat dabei die Bedeutung, daß der Wert eines Tokens, z.B. num, nicht
das Lexem selbst, sondern in diesem Fall die entsprechende Zahl sein soll.
Der Wert des Tokens case z.B. ist n¨ amlich einfach LexemCase und auch die
Token f¨ ur die ¨ ubrigen Lexeme werden analog deﬁniert.
Durch ein doppeltes % von den Direktiven getrennt, beginnt dann der Teil
mit der Grammatik f¨ ur die Kernsprache. Dabei stellt CoreExpr den ¨ ublichen
algebraischen Datentypen f¨ ur die Kernsprache dar. F¨ ur die Implementierung
dieser Arbeit konnten Teile der Terminierungsanalyse von Hubert Kick (sie-
he [Kic96]) weiterverwendet werden. Daher werden u.a. auch die Datentypen
CoreExpr, CoreProgram und CoreScDefn von dort ¨ ubernommen. Deren De-
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Ein Programm besteht jetzt aus Deﬁnitionen von Superkombinatoren,
die mit einem Semikolon abgeschlossen werden.
> %%
> Program :: {CoreProgram}
> : Sc ’;’ Program { $1 : $3 }
> | Sc ’;’ { [$1] }
> Sc :: {CoreScDefn}
> : var ’=’ Expr { ($1, [], $3) }
> | var VarNamesList ’=’ Expr { ($1, $2, $4) }
Ein Superkombinator kann als sogenannte CAF1 eine leere Parameterliste
haben, oder nach dem Namen des Superkombinators folgt eine Liste von
Variablennamen, die mindestens ein Element enth¨ alt.
> VarNamesList :: {[Name]}
> : var { [$1] }
> | var VarNamesList { $1 : $2 }
Der Parsergenerator lucky unterst¨ utzt nicht wie yacc die Deﬁnition von
Operator-Pr¨ azedenzen. Um Boolsche und arithmetische Ausdr¨ ucke mit der
korrekten Rangfolge der Operatoren angeben zu k¨ onnen, muß die Gramma-
tik daher in eine entsprechende Form gebracht werden2. Da man diese auch
in [PJL91, Seite 30] ﬁndet, sei hiervon nur der Anfang wiedergegeben.
> Expr :: {CoreExpr}
> : case Expr of Alts { ECase $2 $4 }
> | Expr1 { $1 }
Ein Ausdruck ist entweder ein case oder ein Ausdruck, der mit dem Ope-
rator niedrigster Pr¨ azedenz gebildet wurde.
> Expr1 :: {CoreExpr}
> : Expr2 ’|’ Expr1 { EAp (EAp (EVar "|") $1) $3 }
> | Expr2 { $1 }
1Constant Applicative Form
2Formal gesehen handelt es sich hierbei um die Beseitigung von Mehrdeutigkeiten aus
einer kontextfreien Grammatik, die eine eindeutige Sprache beschreibt.32 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
Dies wird dann entsprechend der Pr¨ azedenztabelle aus [PJL91, Seite 7] fort-
gef¨ uhrt, bis man bei atomaren Ausdr¨ ucken angelangt.
> Expr6 :: {CoreExpr}
> : AExprList { $1 }
> AExprList :: {CoreExpr}
> : AExpr { $1 }
> | AExprList AExpr { EAp $1 $2 }
> AExpr :: {CoreExpr}
> : var { EVar $1 }
> | num { ENum $1 }
> | char { makeCoreExprOfChar $1 }
> | str { makeCoreExprOfStr $1 }
> | pack ’{’ num ’,’ num ’}’ { EConstr $3 $5 }
> | ’(’ Expr ’)’ { $2 }
Zuletzt werden noch die Alternativen f¨ ur ein case speziﬁziert.
> Alts :: {[CoreAlt]}
> : Alt { [$1] }
> | Alt ’;’ Alts { $1 : $3 }
> Alt :: {CoreAlt}
> : ’<’ num ’>’ ’-’ ’>’ Expr { ($2, [], $6) }
> | ’<’ num ’>’ VarNamesList ’-’ ’>’ Expr { ($2, $4, $7) }
Es folgt nun ein Nachspann, in dem vom Parser benutzte Funktionen deﬁ-
niert werden k¨ onnen. Da w¨ are zum Beispiel die Funktion luckyError, die
im Fehlerfall vom Parser aufgerufen wird.
> {
> luckyError :: String -> [Token] -> coreProgram
> luckyError filename [] = error (filename ++ "unexspected EOF")
> luckyError filename ((lexem, line, col):_) =
> error (filename ++ ": (" ++ show line ++ ", " ++ show col ++
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Außerdem erlauben wir in den Kernsprachenprogrammen die Angabe von
Zeichen und Zeichenketten als Literale. Diese m¨ ussen also erst auf algebrai-
sche Datentypen umgesetzt werden, was mittels makeCoreExprOfChar und
makeCoreExprOfString geschieht.
> makeCoreExprOfChar :: String -> CoreExpr
> makeCoreExprOfChar (’\\’:’^’:c:[]) =
> EConstr ((fromEnum c) - 64) 0
> makeCoreExprOfChar (’\\’:c:[])
> | c ‘elem‘ "\\\’nr" = EConstr (fromEnum c) 0
> makeCoreExprOfChar (c:[]) = EConstr (fromEnum c) 0
> makeCoreExprOfChar _ = error "illegal char literal"
> makeCoreExprOfStr :: String -> CoreExpr
> makeCoreExprOfStr [] = nil
> where
> nil = EConstr 1 0
> makeCoreExprOfStr (c:cs) =
> EAp (EAp cons (makeCoreExprOfChar [c]))
> (makeCoreExprOfStr cs)
> where
> cons = EConstr 2 2
Nun ist die Parsefunktion selbst nichts weiter als die Komposition aus lexit
und syntax.
> type Parser a = [Token] -> [(a, [Token])]
> syntax :: String -> [Token] -> CoreProgram
> parse :: String -> CoreProgram
> parse = syntax "" . lexit -- we don’t know a file name here
Der Lexer wird hier aus Platzgr¨ unden nicht angegeben. Er ist keineswegs
kompliziert, nur wegen zahlreicher Fallunterscheidungen zu umfangreich.
Angemerkt sei, daß er nicht nur die Aufgabe erf¨ ullt, das Quellprogramm
in die Lexeme zu zerlegen, sondern dabei auch Zeilen und Spalten z¨ ahlt und
in den Token ablegt. Schließlich endet der Nachspann mit:34 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
> }
4.2 Operationale Semantik
In diesem Abschnitt wird nun beschrieben, wie Ausdr¨ ucke aus ΛC ausge-
wertet werden sollen, indem die Reduktionsrelation →δ deﬁniert wird. Bei
allen Betrachtungen fassen wir bot als den Namen eines Superkombinators
auf, der in jedem Kernsprachenprogramm durch die Gleichung bot = bot
deﬁniert sei. Außerdem wird noch der Begriﬀ eines Kontextes ben¨ otigt.
Deﬁnition 4.2.1. Einen Term- bzw. Programmkontext, kurz Kontext, P[·]
deﬁnieren wir leicht abweichend3 von Deﬁnition 2.2.2 als einen Term mit
einem einzigen Loch. P[t] ist dann der Ausdruck, der durch das Einsetzen
von t an der Stelle des Lochs entsteht.
Notation. Wie bereits in Abschnitt 2.2 schreiben wir P[·] ∈ ΛC daf¨ ur, daß
P[·] ein Kontext ¨ uber ΛC ist, also t ∈ ΛC =⇒ P[t] ∈ ΛC.
4.2.1 Reduktion
Nun wird zuerst eine Relation →B eingef¨ uhrt, mit deren Hilfe sp¨ ater die
Reduktionsrelation →δ angegeben werden kann.
Deﬁnition 4.2.2. Sei P ein Kernsprachenprogramm, welches den Super-
kombinator f durch f x1 ... xn = t deﬁniere. Die Reduktion einer An-
wendung von f auf Terme ei mit 1 ≤ i ≤ n ist erkl¨ art durch die folgende
Deﬁnitionsexpansion:
f e1 ... en →B t[e1/x1,...,en/xn]
Neben dieser Superkombinatorreduktion gilt es, auch die Anwendung
von case zu betrachten.
Deﬁnition 4.2.3. Die Anwendung von case auf ein Datenobjekt wird fol-
dendermaßen reduziert:
case Cons{j,m} t1 ... tm of a1; ...; an →B ej[t1/x1,...,tm/xm]
f¨ ur eine Alternative der Form aj ≡ <j> x1 ... xm -> ej.
Deﬁnition 4.2.4. Gilt s →B t, kann s also mit →B auf t reduziert werden,
so heißt s Redex und t Redukt. Diese Bezeichnung wird auch verwendet, wenn
s und t selbst Unterterme eines Ausdruckes P[s] resp. P[t] sind (vgl. dazu
auch die Deﬁnitionen 2.3.4 und 2.3.5).
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Jetzt k¨ onnen wir die Reduktionsrelation →δ bequem ¨ uber Kontexte
erkl¨ aren.
Deﬁnition 4.2.5. Die Reduktionsrelation →δ ⊆ ΛC × ΛC ist die kleinste
Relation, so daß f¨ ur beliebige Kontexte P[·] gilt:
(4.1) s →B t =⇒ P[s] →δ P[t]
F¨ ur die reﬂexiv-transitive H¨ ulle von →δ steht
∗ →δ . Beide Relationen be-
zeichnen wir als Reduktion, →δ manchmal zur Unterscheidung auch als
Reduktionsschritt.
Korollar 4.2.1. Sei P[·] ein Programmkontext, so gilt
P[bot] →δ P[bot]
Beweis. Durch die Deﬁnition bot = bot erhalten wir wegen bot →B bot
sofort die Behauptung.
Weiterhin l¨ aßt sich die Auswertung in Normalordnung leicht formalisie-
ren, wenn man wie in [Sch] Reduktionskontexte benutzt.




| case R of a1; ...; an
Ist R ein Reduktionskontext, so bezeichnen wir R[s] →δ R[t] als not-
wendigen Reduktionsschritt und s als notwendigen Redex. Allgemein spricht
man auch davon, daß sich e in R[e] an einer notwendigen Position beﬁndet.
Deﬁnition 4.2.7. Eine Reduktion ist in normaler Ordnung, wenn Gleichung






Bemerkung. Eine Reduktion in normaler Ordnung besteht also nur aus not-
wendigen Reduktionsschritten.
Lemma 4.2.2. Die Relation →δ ist konﬂuent, d.h.
q
∗ →δ r ∧ q
∗ →δ s =⇒ (∃t) r
∗ →δ t ∧ s
∗ →δ t
Beweis. Siehe [Sch], da →δ identisch zu dort deﬁniert ist.36 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
4.2.2 Eine andere Form f¨ ur case
In der Syntax der Kernsprache gibt es nur ein einziges case-Konstrukt, daß
f¨ ur alle algebraischen Typen A verwendet wird. F¨ ur die Gleichheitsanalyse
m¨ ussen wir verlangen, daß ein case in einem Ausdruck immer vollst¨ andig
speziﬁziert ist, d.h. Alternativen f¨ ur alle Konstruktoren des jeweiligen Typs
angegeben sind. Somit kann jedes case auch als ein spezielles caseA f¨ ur einen
algebraischen Datentypen A betrachtet werden, oder anders: Jedes case
stellt eine bestimmte caseA-Konstante f¨ ur einen algebraischen Datentypen
A dar.
Theoretische Er¨ orterungen werden manchmal unn¨ otig dadurch verkom-
pliziert, daß das bisherige case-Konstrukt neue Variablen einf¨ uhrt, die in
den Ausdr¨ ucken f¨ ur die Alternativen auftauchen d¨ urfen. Um dies umgehen
zu k¨ onnen, betrachten wir auch noch eine alternative Form mit einer caseA-
Konstante f¨ ur jeden algebraischen Typen. Deren Syntax ist durch die Regel
expr → caseA expr
gegeben. Es sei hervorgehoben, daß diese Form nicht vom Parser erkannt
wird, sondern lediglich theoretische Betrachtungen erleichtern soll.
Selbstverst¨ andlich sollen beide Sprachkonstrukte semantisch gleichwertig
sein, d.h. angewendet auf die gleichen Argumente auch das gleiche Ergebnis
liefern. Dazu ist es n¨ otig, die Reduktion →B auf caseA entsprechend zu
erkl¨ aren.
Deﬁnition 4.2.8. Zur Relation →B wird folgende M¨ oglichkeit hinzugef¨ ugt:
caseA (conA,i t1 ... tar(conA,i)) e1 ... e|A| →B ei t1 ... tar(conA,i)
Nun ist es relativ oﬀensichtlich, daß beide Konstrukte ¨ aquivalent sind.
Deﬁnition 4.2.9. Zu der caseA-Konstante jedes algebraischen Typen A
bezeichne scCaseA den durch
scCaseA t f1 ... f|A| = case t of
<1> xconA,1,1 ... xconA,1,ar(conA,1) ->
f1 xconA,1,1 ... xconA,1,ar(conA,1)
. . .
<|A|> xconA,|A|,1 ... xconA,|A|,ar(conA,1) ->
f|A| xconA,|A|,1 ... xconA,|A|,ar(conA,1)
deﬁnierten Superkombinator, wobei alle xi,k neue Variablen sind.
Satz 4.2.3. In einem Ausdruck kann jedes Auftreten einer caseA-Konstan-
ten durch den nach Deﬁnition 4.2.9 zugeh¨ origen Superkombinator scCaseA
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Beweis. Man sieht schnell, daß ein Ausdruck
scCaseA (conA,i t1 ... tar(conA,i)) e1 ... e|A|
genauso wie
caseA(conA,i t1 ... tar(conA,i)) e1 ... e|A|
zu ei t1 ... tar(conA,i) reduziert. Andere M¨ oglichkeiten zur Reduktion gibt
es in beiden F¨ allen nicht.
Satz 4.2.4. Jeder Ausdruck case t of a1; ...; an, in dem die Alternativen
die Form ai ≡ <i> xi,1 ... xi,iar(conA,i)-> rhsi haben, kann auf folgende Weise
auch mit caseA dargestellt werden:
caseA t f1 ... fn
Die fi sind dabei neue Superkombinatoren, die durch die Gleichungen
fi xi,1 ... xi,iar(conA,i) = rhsi
deﬁniert werden.
Beweis. Auch hier sieht man schnell, daß die betreﬀenden Ausdr¨ ucke iden-
tisch reduzieren.
Wir k¨ onnen also case ... of und caseA nach Belieben benutzen.
4.2.3 Weitere Begriﬀe
Weitere Begriﬀe, die h¨ auﬁg gebraucht werden und daher wichtig sind, werden
im folgenden erkl¨ art.
Deﬁnition 4.2.10. Ein Ausdruck t ∈ ΛC ist in schwacher Kopfnormal-
form4, kurz WHNF, falls er in einer der folgenden Formen ist:
• t ≡ con e1 ... en, wenn con ein Konstruktor und n ≤ ar(con).
• t ≡ f e1 ... en, wenn f ein Superkombinator mit n < ar(f) oder
caseA und n < |A| + 1.
Eine WHNF der ersten Form, stellt eine Konstruktor-Anwendung dar.
Daher nennen wir sie CWHNF5. Gilt n = ar(con), so ist die CWHNF
ges¨ attigt und heißt SCWHNF6. Ist sie unges¨ attigt, also n < ar(con), so wird
sie auch — genauso wie eine WHNF der zweiten Form — als FWHNF7
bezeichnet, da es sich um eine Funktion handelt. Ausdr¨ ucke ohne WHNF
sieht man semantisch als bedeutungslos an.
4engl. weak head normal form
5engl. constructor WHNF
6engl. saturated CWHNF
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4.3 Abstraktion von ΛC
Mit der Gleichheitsanalyse sollen ja nicht nur Gleichheiten speziell zwischen
zwei konkreten Termen gezeigt, sondern auch allgemeing¨ ultige Aussagen be-
wiesen werden. Daf¨ ur brauchen wir eine M¨ oglichkeit, Mengen von Termen
darzustellen. Diese schaﬀen wir, indem wir als weitere m¨ ogliche Ausdr¨ ucke
freie8 Variablen einf¨ uhren und so die Kernsprache ΛC aus dem vorigen Ab-
schnitt abstrahieren. Die entsprechende Erg¨ anzung zu den Regeln der Gram-
matik9 ist in Abbildung 4.2 zu sehen. Die so deﬁnierte Abstraktion von
Atomarer aexpr → ...
Ausdruck | absvar Abstraktion
Abstraktion absvar → var
Abbildung 4.2: Erweiterung der Syntax zur Abstraktion von ΛC
ΛC bezeichnen wir als Λ
#
C, die Menge der freien Variablen eines Ausdrucks
t ∈ Λ
#
C analog zu Λ mit FV(t). Auch die Menge der geschlossen Terme





= {t ∈ Λ
#
C | FV(t) = ∅}
deﬁniert werden; aber diese ist, wie man schnell sieht, identisch zu ΛC.
Deﬁnition 4.3.1. Einen Term t ∈ ΛC, der keine Variablen enth¨ alt, be-
zeichnen wir als Grundterm. Ein Grundterm, in dem kein Superkombinator
benutzt wird, besteht nur aus Konstruktoren und heißt deswegen Konstruk-
torgrundterm.
Bemerkung. Da wir case ... of in caseA ¨ ubersetzen k¨ onnen, gibt es f¨ ur
jeden geschlossenen Term t, d.h. t ∈ ΛC, einen Grundterm, der identisch




Es k¨ onnen also alle t ∈ ΛC als Grundterme angesehen werden. Jene Ter-
me, die gerade durch die Abstraktion hinzugekommen sind, werden durch
die Menge Λ
#
C \ ΛC beschrieben. Daher heißt t0 ∈ Λ
#
C \ ΛC auch abstrakter
Ausdruck. Wir m¨ ochten nun auch f¨ ur solche abstrakten Ausdr¨ ucke eine Re-





geschieht dadurch, daß in den Deﬁnitionen 4.2.4 und 4.2.5 einfach s,t ∈ Λ
#
C
angenommen wird. Kontexte werden dabei ¨ uber Λ
#
C aufgefaßt, wof¨ ur wieder
die schon eingef¨ uhrte Notation P[·] ∈ Λ
#
C benutzt wird.
8Diese stehen im Gegensatz zu den in den Alternativen eines case gebundenen.
9Die Grammatik dient hier lediglich zur Illustration, da die Unterscheidung zwischen
freien und gebundenen Variablen nicht mehr kontextfrei ist.4.4. GLEICHHEIT 39
Deﬁnition 4.3.2. F¨ ur s,t ∈ Λ
#
C gilt s →δ t genau dann, wenn (4.1)
mit einem beliebigen Kontext P[·] ∈ Λ
#
C erf¨ ullt ist. Wir nennen dies eine
abstrakte Reduktion und der Zusatz no wird entsprechend f¨ ur die Auswerung
in normaler Ordnung verwendet.
Das bedeutet, die Reduktion ist auf Grundtermen wie bisher erkl¨ art, und
es gibt auch keine gesonderte Behandlung der Variablen.
4.4 Gleichheit
In diesem Abschnitt soll erkl¨ art werden, wann wir zwei Kernsprachen-
programme als gleich betrachten m¨ ochten. Es wird dann anschließend die
Gleichheit auf den Grundtermen der Kernsprache deﬁniert.
Grunds¨ atzlich soll es sich, genauso wie beim Ansatz von Abramsky, um
eine Verhaltensgleichheit handeln. Das heißt, zwei Programme s und t sollen
genau dann als gleich gelten, wenn sie, eingesetzt in irgendeinen Programm-
kontext P[·], das gleiche Verhalten zeigen. Es liegt auf der Hand, daß bei
einer Sprache mit algebraischen Datentypen die Beobachtung von Terminie-
rung bzw. Nichtterminierung nicht das Entscheidende sein kann. Vielmehr
interessiert die Gestalt eines Datenobjektes, insbesondere also der Konstruk-
tor in einer SCWHNF.
In einem ersten Ansatz wird man daher intuitiv zwei Ausdr¨ ucke s und
t als gleich bezeichnen, wenn f¨ ur alle m¨ oglichen Programmkontexte P[·] der
Ausdruck P[s] zu einer SCWHNF con s1 ... sar(con) reduziert, genau dann
wenn P[t] zu einer SCWHNF con t1 ... tar(con) reduziert.
4.4.1 Wohlgetyptheit von Ausdr¨ ucken
Es bleibt allerdings zu untersuchen, inwieweit dabei dem Aspekt wohlgetyp-
ter Terme Rechnung getragen wird. Da wir ¨ uber algebraische Datentypen
mit verschiedenen Konstruktoren verf¨ ugen, gibt es auch Ausdr¨ ucke, die nicht
sinnvoll sind. Welche dies sind, soll nun im einzelnen behandelt werden.
¨ Ubers¨ attigte Konstruktoren
In Abschnitt 4.1.1 erfolgte die Begriﬀsbildung in der Art, daß jeder Kon-
struktor eine feste Stelligkeit besitzt. Das bedeutet, daß er h¨ ochstens auf
eine ganz bestimmte Anzahl von Argumenten angewendet werden kann. Die-
se Forderung ist deswegen sinnvoll, weil sonst die einzige Alternative darin
best¨ unde, die Anwendung aller Konstruktoren auf unendlich viele Argumen-
te zuzulassen.
Terme, in denen die maximale Anzahl von Argumenten eines Konstruk-
tors ¨ uberschritten wird, nennt man ¨ ubers¨ attigte Konstruktoranwendungen
oder einfach ¨ ubers¨ attigte Konstruktoren. Diese haben allgemein die Form40 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
con e1 ... en mit n > ar(con) und m¨ ussen konsequenterweise als nicht
wohlgetypt eingeordnet werden, da sie nicht f¨ ur ein zul¨ assiges Datenobjekt
stehen.
Unpassendes case
Aus Deﬁnition 4.2.3 und der Forderung nach einer vollst¨ andigen Speziﬁkati-
on jedes case...of erkennt man sofort, daß dessen Reduktion nur im Falle
einer Anwendung auf eine SCWHNF passenden Typs erkl¨ art ist.
Auch auf die Reduktionsregel f¨ ur caseA aus Abschnitt 4.2.2 triﬀt dies
zu, d.h. eine Reduktion ist nur auf Ausdr¨ ucken der Form
caseA (conA,i t1 ... tar(conA,i)) e1 ... e|A|
m¨ oglich. Welches Ergebnis sollte denn auch die Anwendung eines caseA auf
einen Konstruktor eines Typs B 6= A geben? Wir m¨ ochten vermeiden, f¨ ur
solche Terme eine Reduktion angeben zu m¨ ussen, da sie wiederum nicht f¨ ur
zul¨ assige Datenobjekte stehen. Pr¨ azisiert man obige Ausf¨ uhrungen, so sind
alle Terme der Form
caseA (conB,i t1 ... tar(conA,i)) e1 ... e|A|
mit A 6= B nicht wohlgetypt, genauso wie solche der Form
caseA t e1 ... e|A|
falls t eine FWHNF hat.
Die Menge wohlgetypter Terme
Bei den Termen, die durch die soeben erfolgten Betrachtungen als nicht
wohlgetypt gelten, ist das auch ohne weiteres sofort ersichtlich. Daher erhal-
ten diese eine eigene Bezeichnung.
Deﬁnition 4.4.1. Wir deﬁnieren die Menge DNWT10 der direkt nicht
wohlgetypten Terme durch
DNWT = { t ∈ ΛC | (t ≡ con e1 ... en ∧ n > ar(con))
∨ (t ≡ caseA (conB,i t1 ... tar(conA,i)) e1 ... e|A|) ∧ A 6= B
∨ (t ≡ caseA t e1 ... e|A| ∧ t ist eine FWHNF) }
Insgesamt m¨ ochten wir, daß die Wohlgetyptheit mit der Reduktion kon-
form geht. Das bedeutet, nicht wohlgetypt sollen all die Terme sein, in denen
die Auswertung in normaler Ordnung auf einen direkt nicht wohlgetypten
Unterausdruck st¨ oßt.
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Deﬁnition 4.4.2. Wir deﬁnieren die Menge NWT der nicht wohlgetypten
Ausdr¨ ucke aus ΛC folgendermaßen:
NWT = {s | s
∗ →
no
δ R[t], R ist Reduktionskontext und t ∈ DNWT }
Nun ist es sehr einfach anzugeben, welche Ausdr¨ ucke wohlgetypt sind.
Deﬁnition 4.4.3. Wir deﬁneren die Menge WT der wohlgetypten Aus-
dr¨ ucke aus ΛC entsprechend
WT = ΛC \ NWT
4.4.2 Vor¨ uberlegungen zur kontextuellen Gleichheit
Um nun eine geeignete Deﬁnition f¨ ur die kontextuelle Gleichheit zu ﬁnden,
bei der die Wohlgetyptheit angemessen ber¨ ucksichtigt wird, waren daher
sehr sorgf¨ altige ¨ Uberlegungen notwendig. Diese sollen im folgenden ausf¨ uhr-
lich geschildert und anschaulich begr¨ undet werden.
Denn an sich spielt es f¨ ur die Verhaltensgleichheit von Ausdr¨ ucken eine
Rolle, ob nicht-wohlgetypt mit bedeutungslos identiﬁziert wird. Denn bei
der Ausf¨ uhrung in einem Interpreter wird ein nicht wohlgetyptes Programm
in der Regel zu einem Laufzeitfehler f¨ uhren, wohingegen ein bedeutungsloses
Programm nicht terminiert.
Anderseits haben wir ja gesehen, daß ein nicht wohlgetypter Ausdruck
niemals f¨ ur ein g¨ ultiges Datenobjekt stehen kann. Da wir uns aber gerade
f¨ ur die Struktur der Datenobjekte interessieren, k¨ onnen wir die nicht wohl-
getypten Terme berechtigterweise als bedeutungslos einordnen.
Zumindest sollten nicht-wohlgetypte Terme also untereinander aus-
tauschbar sein. Damit ergeben sich f¨ ur den Fall, daß in einem Programm
P[s] der Ausdruck s durch t ersetzt werden soll, schon zwei Forderungen:
1. P[s] ist wohlgetypt genau dann, wenn P[t] wohlgetypt ist.
2. P[s] hat eine WHNF genau dann, wenn P[t] eine WHNF hat.
Auf der anderen Seite m¨ ochten wir nat¨ urlich auch das gleiche Datenobjekt
erhalten; wir hatten dies ja schon einmal in der Einleitung zum Abschnitt
4.4 formuliert:
3. P[s] hat eine SCWHNF con s1 ... sar(con) genau dann, wenn P[t] eine
SCWHNF con t1 ... tar(con) hat.
Darauf, daß wir diese Bedingungen f¨ ur beliebige Programmkontexte P[·]
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Betrachtung auf oberster Ebene
Wir m¨ ussen f¨ ur die Terme s1,...,sn aus der SCWHNF nicht explizit ver-
langen, daß sie zu t1,...,tn kontextuell gleich sind, da dies implizit in der
3. Bedingung enthalten ist. Denn wir k¨ onnen ohne weiteres einen Kontext
P0[·] konstruieren, mit dem ¨ uber ein passendes11 case die i-te Komponen-
te der SCWHNF, also si resp. ti, isoliert wird. Es gen¨ ugt also, wenn zum
Vergleich der Konstruktor auf der obersten Ebene einer SCWHNF — wir
nennen diesen Toplevelkonstruktor — herangezogen wird.
WHNF und SCWHNF
Bei der Betrachtung aller m¨ oglichen Kontexte besteht der Unterschied zwi-
schen WHNF und SCWHNF im wesentlichen darin, ob wir folgende Terme
als bedeutungslos ansehen m¨ ochten:
• (Y K) mitsamt der nach Eigenschaft 2 dazu ¨ aquivalenten Terme 12
• Superkombinatoren f, die durch f x1 ... xn = t deﬁniert sind, f¨ ur
die es aber keine e1,...,en ∈ ΛC gibt, so daß t[e1/x1,...,en/xn] eine
WHNF hat, die nicht (Y K) ist13.
Daß die 2. und 3. Bedingung ohne die Ber¨ ucksichtigung solcher Terme sonst
n¨ amlich gleichwertig w¨ aren, zeigt folgender
Versuch: Seien s und t zwei Kernsprachenausdr¨ ucke, und f¨ ur jeden be-
liebigen Kontext P[·] gelte, daß P[s] eine SCWHNF con s1 ... sar(con) hat
gdw. P[t] eine SCWHNF con t1 ... tar(con) hat. Daraus kann man zu folgern
versuchen, daß f¨ ur jeden beliebigen Kontext P[·] gilt: P[s] hat eine WHNF
gdw. P[t] eine WHNF hat.
Wir nehmen daf¨ ur an, daß es einen Kontext P[·] gibt, so daß P[s] eine
WHNF hat und P[t] nicht, oder umgekehrt. O.B.d.A. betrachten wir nur
die erste M¨ oglichkeit, da sich die zweite symmetrisch verh¨ alt. Dabei k¨ onnen
wir folgende F¨ alle unterscheiden:
1. P[s] hat eine SCWHNF. Dies kann nach Voraussetzung nicht sein, da
dann auch P[t] eine SCWHNF mit dem gleichen Toplevelkonstruktor
h¨ atte.
11D.h. es handelt sich um caseA wenn con ein Konstruktor des algebraischen Typs A
ist, also conA.
12Dies ist gerade die der kontextuellen Ordnung ≤c aus 2.4.1 zugrunde liegende Gleich-
heit. Wir betrachten (Y K) im folgenden stets modulo dieser ¨ Aquivalenz und behalten
daher auch die bisherige Typographie f¨ ur (Y K) bei. Da wir eine Menge von Ausdr¨ ucken
beschreiben, benutzen wir also nicht (Y K) f¨ ur zwei in der Kernsprache deﬁnierte Super-
kombinatoren Y f = f (Y f) und K x y = x.
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2. P[s] hat eine FWHNF.
(a) P[s] hat eine (unges¨ attigte) CWHNF. Nun kann man aus P[·]
einen Kontext P0[·] konstruieren, indem man die fehlenden Argu-
mente erg¨ anzt, so daß P0[s] eine SCWHNF hat. Da das Erg¨ anzen
der Argumente eine Applikation darstellt, hat P0[t] damit (im-
mer noch) keine WHNF. Dies bedeutet also einen Widerspruch
zur Voraussetzung.
(b) P[s] hat als FWHNF einen unges¨ attigten Superkombinatoraus-
druck sc s1 ... sn mit n < ar(sc). Aus P[·] k¨ onnten wir wie-
derum einen Kontext P0[·] konstruieren, der die fehlenden Argu-
mente erg¨ anzt. Danach sind mit der Deﬁnitionsexpansion weitere
Reduktionsschritte m¨ oglich.
Wenn wir nun die o.g. Terme ausschließen d¨ urften, die entweder
unendlich oft ”ein Argument konsumieren“ k¨ onnen oder die be-
sagten n-stelligen Funktionen darstellen, so k¨ onnten wir an dieser
Stelle induktiv vorgehen. Das heißt, wir h¨ atten nach endlich vie-
len Schritten einen Kontext P(n)[·] konstruiert, so daß P(n)[s] eine
SCWHNF und P(n)[t] keine WHNF hat.
Ohne Einschr¨ ankungen ist dies aber nicht m¨ oglich, so daß unser
Versuch an dieser Stelle scheitert.
Mit n-stelligen Funktionen, die bei keiner Anwendung zu irgendeiner WHNF
reduzieren, k¨ onnte noch recht einfach in der Weise umgegangen werden, wie
es die Deﬁnition 2.4.6 beschreibt.
Wir sehen also, daß die wirklichen Problemf¨ alle in unserem Versuch
gerade die Terme sind, die wie (Y K) eben diesen unendlichen Prozess,
vgl. [Abr90, Seite 72], darstellen, immer wieder auf ein Argument angewen-
det werden zu k¨ onnen und dabei zu einer WHNF zu reduzieren. Ausf¨ uhrlich
dargestellt wird im folgenden die sich hieraus ergebende
Beurteilung der Frage, ob (Y K) als bedeutungslos betrachtet werden
soll. In der Ordnung von Abramsky ist (Y K) immerhin das gr¨ oßte Ele-
ment, weil es in allen Stufen der Beobachtung eine WHNF hat. Da es sich
bei dieser WHNF aber in jedem Fall um einen unges¨ attigten Superkombi-
natorausdruck handelt, ist sie f¨ ur unsere Zwecke nicht sehr bedeutungsvoll.
Denn wir interessieren uns ja gerade f¨ ur die Gestalt von Datenobjekten; diese
werden stets durch eine CWHNF charakterisiert. Somit bleibt festzustellen,
daß (Y K) zwar immer und immer wieder auf ein Argument angewendet
werden kann, die hierdurch entstandenen Terme aber niemals zu einem Da-
tenobjekt reduzieren.
Man kann damit eine zum ”Genericity lemma“ aus [Bar84, Seite 374]
¨ ahnliche Aussage formulieren: Sei P[·] ein beliebiger Programmkontext und
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f¨ ur alle m¨ oglichen Terme t eine CWHNF mit demselben Toplevelkonstruk-
tor. Da diese und andere Aussagen in Abschnitt 4.4.3 noch einmal genauer
untersucht werden sollen, wird ihre Begr¨ undung hier nur kurz angedeutet:
Angenommen (Y K) ist in P[(Y K)] ein notwendiger Redex, dann hat
s nach dem oben gesagten keine CWHNF. Ist (Y K) in P[(Y K)] kein
notwendiger Redex, so wird die Reduktion zu CWHNF hiervon auch nicht
beeinﬂußt14, d.h. s0 konvergiert zur selben CWHNF wie s.
Nun erscheint es berechtigt, (Y K) in einem beliebigen Programm P
durch einen Term ohne WHNF, resp. bot, zu ersetzen. Das heißt, wir setzen
(Y K) mit bedeutunglosen Termen gleich.
4.4.3 Konvergenz und ihre Eigenschaften
In diesem Abschnitt soll ein Begriﬀ von Konvergenz deﬁniert und seine wich-
tigsten Eigenschaften im Hinblick auf die kontextuelle Gleichheit untersucht
werden.
Deﬁnition 4.4.4. Die Relation ”s reduziert bzw. konvergiert zur CWHNF
t“ — in Zeichen s ⇓ t — wird f¨ ur geschlossene Kernsprachenausdr¨ ucke
s,t ∈ Λ0
C deﬁniert durch
s ⇓ t gdw. s hat die CWHNF t ≡ con t1 ... tn
Wir schreiben kurz s ⇓, falls (∃t) s ⇓ t und s ⇑ f¨ ur das Gegenteil, d.h. wenn
”s divergiert“.
Welche Ausdr¨ ucke konvergieren nicht zu einer CWHNF? Um diese Frage
drehen sich die folgenden Betrachtungen.
Korollar 4.4.1. Hat s ∈ ΛC keine WHNF, so gilt s ⇑.
Beweis. s hat keine WHNF und so erst recht keine CWHNF.
Welche Rolle die nicht wohlgetypten Termen spielen, wird nun gekl¨ art.
Korollar 4.4.2. Sei s ∈ NWT, so gilt s ⇑.








δ kann R[t] weder eine CWHNF sein, noch
sind weitere Reduktionsschritte in normaler Ordnung m¨ oglich.
Bemerkung. Auch der Umkehrschluß t ⇓ =⇒ t ∈ WT ist n¨ utzlich.
14Auch wenn (Y K) selbstverst¨ andlich in dieser CWHNF vorkommen kann. Dann
n¨ amlich unterscheiden sich P[(Y K)] und P[t] eben erst ”unterhalb“ des Konstruktors.4.4. GLEICHHEIT 45
Im folgenden m¨ ochten wir die Notation s ⇓S t f¨ ur eine Relation ver-
wenden, bei der in Deﬁnition 4.4.4 die SCWHNF an Stelle der CWHNF
steht15. ⇑S wird dann entsprechend benutzt. Nun gilt es, eine Reihe von
¨ Aquivalenzen zu zeigen.
Lemma 4.4.3. Folgende Aussagen sind gleichwertig:
1. (∀P[·]) P[s] ⇓ =⇒ P[t] ⇓
2. (∀P[·]) P[s] ⇓ con s1 ... sn =⇒ P[t] ⇓ con t1 ... tn
3. (∀P[·]) P[s] ⇓S =⇒ P[t] ⇓S
4. (∀P[·]) P[s] ⇓S con s1 ... sar(con) =⇒ P[t] ⇓S con t1 ... tar(con)
Beweis. (1) =⇒ (3) Angenommen, es gelte (1) und P[·] sei ein beliebiger
Programmkontext. Hat P[s] keine CWHNF, so nat¨ urlich auch keine
SCWHNF, und die Behauptung gilt. Haben P[s] und P[t] beide eine
SCWHNF, so ist wiederum nichts zu zeigen. Nehmen wir also an, P[s]
habe eine SCWHNF und P[t] eine unges¨ attigte CWHNF. Dann kann
man einen Programmkontext der Form
P0[·] ≡ caseA P[·] e1 ... e|A|
konstruieren, so daß P0[s] in jeden Fall eine CWHNF hat. Dazu m¨ ussen
nur die ei geeignet gew¨ ahlt werden. P0[t] hingegen ist direkt nicht wohl-
getypt, weil das caseA auf eine FWHNF angewendet wird. Dies be-
deutet P0[s] ⇓ aber P0[t] ⇑, was einen Widerspruch zur Voraussetzung
darstellt.
(3) =⇒ (4) Gelte (3) und sei P[·] ein beliebiger Programmkontext. Hat
P[s] keine SCWHNF so ist die Behauptung erf¨ ullt. Haben P[s]
und P[t] beide eine SCWHNF, so m¨ ussen wir mehrere F¨ alle unter-
scheiden. Sind die Toplevelkonstruktoren identisch, so gilt die Be-
hauptung. F¨ ur unterschiedliche Konstruktoren nehmen wir s ⇓S
conA,i s1 ... sar(conA,i) und t ⇓S conB,j t1 ...tar(conB,j) an. Dann kon-
struieren wir einen Kontext
P0[·] ≡ caseA P[·] e1 ... e|A|
Geh¨ oren die Konstruktoren conA,i und conB,j zu unterschiedlichen Ty-
pen, d.h. A 6= B, so ergibt sich sofort P0[s] ⇓S und P0[t] ⇑S im Wider-
spruch zur Voraussetzung. M¨ ogen also beide Konstruktoren von einem
Typ sein, also A = B, dann k¨ onnen sie sich nur durch i 6= j unterschei-
den. W¨ ahlt man ei und ej so, daß einerseits ei s1 ... sar(conA,i) ⇓S aber
ej t1 ...tar(conB,j) ⇑S, so erh¨ alt man abermals P0[s] ⇓S und P0[t] ⇑S
im Widerspruch zur Voraussetzung.
15Darunter verstehen wir nat¨ urlich, daß n = ar(con) gilt. Man spricht dann von ”Kon-
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(4) =⇒ (2) soll ¨ uber ¬(2) =⇒ ¬(4) gezeigt werden. Wir nehmen also an,
daß es einen Programmkontext P[·] gibt, so daß zwar
P[s] ⇓ con s1 ... sn
gilt, nicht aber
P[t] ⇓ con t1 ... tn
Falls n = ar(con), d.h. con s1 ... sn eine SCWHNF ist, so ist nichts
zu beweisen. Sei also n < ar(con), dann w¨ ahlen wir
P0[·] ≡ P[·] a1 ... aar(con)−n
mit a1 ... aar(con)−n ∈ Λ0
C. Somit ist die Behauptung bewiesen, da
P0[s] ⇓S con s1 ... sn a1 ... aar(con)−n
gilt und
P0[t] ⇓S con t1 ... tn a1 ... aar(con)−n
hingegen nicht. Denn die Voraussetzung ¬(P[t] ⇓ con t1 ... tn) be-
deutet ja, daß
• P[t] nicht wohlgetypt ist,
• P[t] keine CWHNF hat oder
• P[t] ⇓ con0 t1 ... tm, wobei con 6= con0 oder n 6= m.
und diese Eigenschaften lassen sich direkt auf P0[t] ¨ ubertragen.
(2) =⇒ (1) ist trivial, da (1) eine Abschw¨ achung von (2) bedeutet. Wenn
f¨ ur alle Kontexte P[·] gilt: Falls P[s] zu einer CWHNF con s1 ... sn
konvergiert, so reduziert P[t] zur CWHNF con t1 ... tn. Dann gilt
sicherlich auch f¨ ur alle Kontexte, daß, falls P[s] ¨ uberhaupt zu einer
CWHNF reduziert, auch P[t] zu irgend einer CWHNF konvergiert.
Lemma 4.4.4. Sei s ∈ ΛC und P[·] ein Programmkontext ¨ uber ΛC, der kein
Reduktionskontext ist, so gilt
P[s] ⇓ ⇐⇒ (∀t ∈ ΛC) P[t] ⇓
Beweis. Die Implikation P[s] ⇑ =⇒ (∀t ∈ ΛC) P[t] ⇑ ist trivial. Also
nehmen wir P[s] ⇓ an, d.h. P[s] ⇓ con s1 ... sn mit n ≤ ar(con). Da
s in P[s] nicht an einer notwendigen Position steht, kommt das Ergebnis
con s1 ... sn ohne Reduktion von s zustande. Daher kann es sein, daß s
gar nicht darin vorkommt, oder h¨ ochstens als ein Unterterm in einem der
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Die etwas umst¨ andliche Ausdrucksweise hatte ihren Grund: Denn man
kann nicht ohne weiteres aus der Tatsache, daß s in P[s] keine notwendige
Position bezeichnet, folgern, daß auch t in P[t] nicht an einer notwendigen
Position steht. Kommt t n¨ amlich schon in P[·] vor, so kann es sich in P[s]
und damit auch in P[t] durchaus an einer notwendigen Position beﬁnden.
Dieser Fall st¨ ort aber nicht, da sich P[s] und P[t] dann in diesem Bezug
auch nicht durch die Konvergenz zu einer CWHNF unterscheiden k¨ onnen.
Nun k¨ onnen wir in Analogie zur Behauptung 14.3.24 aus [Bar84] das
folgende Lemma formulieren.
Lemma 4.4.5. Sei s ∈ ΛC ein Term mit einer der folgenden Eigenschaften:
1. s ∈ NWT.
2. s hat keine WHNF.
3. s ≡ (Y K).
F¨ ur einen beliebigen Programmkontext P[·] ∈ ΛC gilt dann
P[s] ⇓ =⇒ (∀t ∈ ΛC) P[t] ⇓
Beweis. Zu (1) und (2) gen¨ ugt folgende Beobachtung: Ist s in P[s] an einer
notwendigen Position, so gilt P[s] ⇑, da entweder P[s] ∈ NWT oder P[s]
keine WHNF hat. Falls s in P[s] nicht an einer notwendigen Position steht,
folgt die Behauptung nach Lemma 4.4.4.
F¨ ur (3) erfolgt der Beweis induktiv ¨ uber die Gr¨ oße und Struktur des Kon-
texts P[·]. Falls P[·] ≡ · , so P[s] ⇑, da (Y K) zwar eine WHNF hat, aber
keine CWHNF. Bleiben die Applikationen P[·] ≡ P0[·] a bzw. P[·] ≡ a P0[·]
mit a ∈ Λ0
C. Die Anwendung der Induktionshypothese auf P0[·] erbringt in
diesen F¨ allen den Beweis der Behauptung genauso, wie f¨ ur Programmkon-
texte der Form
P[·] ≡ caseA P0[·]
bzw.
P[·] ≡ caseA u e1 ... ei−1 P0[·] ei+1 ... e|A|
4.4.4 Kontextuelle Ordnungsrelation
Wir werden nun eine Ordnungsrelation angeben, die wie im Abschnitt 4.4.2
diskutiert, Terme ¨ uber ihr Verhalten bei der Einsetzung in Kontexte klassi-
ﬁziert. Das Lemma 4.4.3 aus Abschnitt 4.4.3 legt nun die folgende Deﬁnition
nahe.
Deﬁnition 4.4.5. F¨ ur zwei Grundterme s und t gelte die Relation ”s ist
kontextuell kleiner als t“ — in Zeichen s ≤con t — genau dann, wenn
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Man k¨ onnte diese Ordnungsrelation sprachlich dadurch in Worte fassen,
daß ein Term t gr¨ oßer ist als ein Term s, wenn t in einen Kontext eingesetzt
mindestens genauso oft wohlgetypt ist und zu einer CWHNF f¨ uhrt wie s.
Als erstes zeigen wir, daß die Deﬁnition sinnvoll gew¨ ahlt ist in dem Sinne,
daß durch ≤con eine Pr¨ aordnung beschrieben wird.
Lemma 4.4.6. Die Relation ≤con ist reﬂexiv und transitiv.
Beweis. Die Reﬂexivit¨ at ist sofort aus der Deﬁnition von ≤con ersichtlich.
F¨ ur die Transitivit¨ at nehmen wir r ≤con s und s ≤con t an. Es gilt dann
sowohl
(∀P[·]) P[r] ⇓ =⇒ P[s] ⇓
als auch
(∀P[·]) P[s] ⇓ =⇒ P[t] ⇓
wodurch mit
(∀P[·]) P[r] ⇓ =⇒ P[s] ⇓ ∧ P[s] ⇓ =⇒ P[t] ⇓
sofort die Behauptung
(∀P[·]) P[r] ⇓ =⇒ P[t] ⇓
folgt.
Wir werden die Deﬁnition 4.4.5 auch daraufhin untersuchen, inwieweit
sie der Absicht, (Y K) durch Weglassen der 2. Forderung aus Abschnitt 4.4.2
mit bedeutungslosen Termen zu identiﬁzieren, entspricht. Dazu machen wir
folgende Beobachtung.
Korollar 4.4.7. F¨ ur einen beliebigen Term t ∈ ΛC gilt s ≤con t, sofern s
• nicht wohlgetypt ist,
• keine WHNF hat oder
• s ≡ (Y K).
Die Terme mit den genannten Eigenschaften sind also bez¨ ugl. ≤con allesamt
kleinste Elemente.
Beweis. Dies stellt eine unmittelbare Folgerung aus der Deﬁnition von ≤con
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4.4.5 Kontextuelle Gleichheit
Jetzt k¨ onnen wir erkl¨ aren, wann zwei Terme als verhaltensgleich betrachtet
werden sollen.
Deﬁnition 4.4.6. Seien s,t ∈ ΛC, dann gelte
s =con t gdw. s ≤con t ∧ t ≤con s
F¨ ur s =con t sagen wir auch, s und t seien kontextuell gleich.
Als erstes muß gezeigt werden, daß auf diese Weise auch wirklich ei-
ne Gleichheit deﬁniert wurde, d.h. =con muß eine Kongruenz im Sinne der
Deﬁnition 2.3.3 sein.
Lemma 4.4.8. Die Relation =con ist eine ¨ Aquivalenzrelation.
Beweis. Die Symmetrie folgt direkt aus der Deﬁnition von =con wie auch
Reﬂexivit¨ at sowie Transitivit¨ at unter Anwendung von Lemma 4.4.6.
Satz 4.4.9. Die Relation =con ist eine Kongruenz.
Beweis. =con ist nach Lemma 4.4.5 eine ¨ Aquivalenzrelation, also m¨ ussen wir
s =con t =⇒ (∀P[·]) P[s] =con P[t]
zeigen. Nach Deﬁnition von =con gilt f¨ ur jeden beliebigen Kontext P0[·], daß
P0[s] ⇓ ⇐⇒ P0[t] ⇓
Nun ist f¨ ur jeden beliebigen Kontext P[·] wiederum auch P00[·] ≡ P0[P[·]]
ein Kontext f¨ ur =con, so daß laut Deﬁnition
P00[s] ⇓ ⇐⇒ P00[t] ⇓
gilt und die Behauptung bewiesen ist.
Wichtig ist in diesem Zusammenhang auch, daß die durch die Redukti-
onsrelation →δ gegebene Beziehung in =con enthalten ist16.
Lemma 4.4.10. Seien s,t ∈ ΛC, so gilt
s
∗ →δ t =⇒ s =con t
Beweis. Aufgrund der Konﬂuenz der Reduktionsrelation nach Lemma 4.2.2
liegt es auf der Hand, daß zwei Terme gleichm¨ aßig zu einer CWHNF kon-
vergieren, wenn der eine auf den anderen reduziert.
16Dieses Ergebnis kann man in gewissem Maße als Entsprechung zu [Abr90, Proposition
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Als gleich stellen sich nun sofort die Terme heraus, die bez¨ uglich der
Ordnung kleinste Elemente sind, also alle nicht wohlgetypten Terme sowie
diejenigen ohne WHNF und (Y K).
Korollar 4.4.11. Seien r,s ∈ ΛC, sodaß r ∈ NWT und s keine WHNF
hat, dann gilt
r =con s =con (Y K)
Beweis. Dies ist nichts weiter als die Anwendung von Korollar 4.4.7 auf die
Deﬁnition der kontextuellen Gleichheit.
Da bot per deﬁnitionem keine WHNF hat, betrachten wir diesen Term
als Repr¨ asentanten seiner =con-¨ Aquivalenzklasse. In dieser sind generell all
die Funktionen enthalten, die auf s¨ amtlichen Argumenten undeﬁniert sind.
Korollar 4.4.12. Habe f ∈ ΛC eine FWHNF sc e1 ...ei mit dem Super-
kombinator sc, aber f¨ ur keine ei+1,...,ear(sc) ∈ ΛC hat sc e1 ... ear(sc)
eine WHNF, so gilt f =con bot.
Beweis. Die Aussage ist oﬀensichtlich, da f ⇑ und P[f] f¨ ur irgendeinen
Kontext P[·] nur dann zu einer CWHNF konvergiert, wenn dies auch P[bot]
tut (vgl. Lemma 4.4.4).
Außerdem geh¨ oren zu dieser ¨ Aquivalenzklasse auch all die Terme, bei
denen die Auswertung in normaler Ordnung auf den Redex bot triﬀt.
Lemma 4.4.13. Sei R ein Reduktionskontext, dann gilt
R[bot] =con bot
Beweis. R[bot] hat keine WHNF, da bot keine hat.
Bemerkung. Insbesondere ist R[·] ≡ caseA · e1 ...e|A| ein Reduktionskon-
text f¨ ur beliebige ei ∈ ΛC,1 ≤ i ≤ |A| und somit gilt
caseA bot e1 ...e|A| =con bot
Man kann die Aussage von Lemma 4.4.13 noch weiter ausdehnen auf
Terme, die =con-¨ aquivalent zu bot sind.




δ R[t] ∧ t =con bot =⇒ s =con bot
Beweis. Nach Lemma 4.4.10 gilt s =con R[t]. Aus t =con bot folgt R[t] =con
R[bot], weil =con eine Kongruenz ist. Nach Lemma 4.4.13 gilt R[bot] =con
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Bemerkung. Da · r f¨ ur jeden Term r ∈ ΛC ein Reduktionskontext ist, gilt
insbesondere
s =con bot =⇒ (∀r ∈ ΛC) s r =con bot
In manchen Betrachtungen werden Kontexte ben¨ otigt, die mehrere
L¨ ocher besitzen.
Deﬁnition 4.4.7. Wir deﬁnieren einen Mehrloch-Programmkontext, kurz
M-Kontext oder n-stelligen Kontext induktiv17 durch
e ∈ ΛC ist ein M-Kontext.
[ ] ist ein M-Kontext.
F¨ ur beliebige M-Kontexte C1[ ] und C2[ ] ist auch C1[ ] C2[ ] ein M-
Kontext.
Wir m¨ ochten nat¨ urlich gerne erreichen, daß =con auch im Bezug auf den
M-Kontextbegriﬀ eine Kongruenz ist.
Behauptung 4.4.15. Seien si,ti ∈ ΛC f¨ ur 1 ≤ i ≤ n und C[ ] ein beliebiger
n-stelliger Kontext, so gilt
s1 =con t1,...,sn =con tn =⇒ C[s1,...,sn] =con C[t1,...,tn]
F¨ ur den Beweis dieser Behauptung ist es von Nutzen, einen Begriﬀ ”ver-
haltensgleicher Kontexte“ zu bilden.
Deﬁnition 4.4.8. Wir erweitern die Relation =con auf (einstellige) Kon-
texte P[·] und deﬁnieren
P[·] =con P0[·] ⇐⇒ (∀s ∈ ΛC) P[s] =con P0[s]
Als Kernaussage kann man dann folgenden Satz zeigen.
Satz 4.4.16. Sind s,s0 ∈ ΛC und P[·],P0[·] zwei Programmkontexte, so gilt
(4.2) s =con s0 ∧ P[·] =con P0[·] =⇒ P[s] =con P0[s0]
Beweis. Da =con eine Kongruenz ist, gilt aufgrund von s =con s0 auch
P0[s] =con P0[s0]. Außerdem ist nach Deﬁnition von P[·] =con P0[·] insbe-
sondere P[s] =con P0[s]. Mittels der Transitivit¨ at von =con folgt nun
P[s] =con P0[s] =con P0[s0]
was zu zeigen war.
17Dies ist nun die eigentliche Entsprechung zu Deﬁnition 2.2.2, daher verwenden wir die
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¨ Uber kontextuell gleiche Ausdr¨ ucke kann jetzt eine Beziehung von 2-
stelligen zu verhaltensgleichen Kontexten hergestellt werden.
Lemma 4.4.17. Seien s,s0 ∈ ΛC und C[ ] ein beliebiger 2-stelliger Kontext.
Setzen wir außerdem P[·] ≡ C[s, ·] und P0[·] ≡ C[s0, ·], so gilt
s =con s0 =⇒ P[·] =con P0[·]
Beweis. Zu jedem t ∈ ΛC kann man ein Dt[·] ﬁnden18, so daß Dt[·] ≡ C[·,t].
Weil =con eine Kongruenz ist, gilt D[s] =con D[s0] f¨ ur alle Kontexte D[·],
also insbesondere auch f¨ ur Dt[·] zu beliebigem t ∈ ΛC. Das aber heißt nichts
anderes als (∀t ∈ ΛC) C[s,t] =con C[s0,t], was die Behauptung darstellt.
Korollar 4.4.18. Sei C[ ] ein 2-stelliger Kontext und s,s0,t,t0 ∈ ΛC, dann
s =con s0 ∧ t =con t0 =⇒ C[s,t] =con C[s0,t0]
Beweis. Dies folgt aus Satz 4.4.16 in Verbindung mit Lemma 4.4.17.
Die Verallgemeinerung der Aussage von Korollar 4.4.18 auf n-stellige
Kontexte erh¨ alt man durch vollst¨ andige Induktion, womit sich Behauptung
4.4.15 als g¨ ultig erweist.
Außerdem kann man die kontextuelle Gleichheit auch durch das Verhal-
ten in bestimmten Kontexten charakterisieren.
Lemma 4.4.19. Seien s,t ∈ ΛC Terme, die keine SCWHNF haben, und
gelte s r =con t r f¨ ur alle r ∈ ΛC, so folgt daraus s =con t.
Beweis. Sind s und t beide =con-¨ aquivalent zu bot, so ist nichts zu zeigen.
F¨ ur s =con bot folgt s r =con bot nach Lemma 4.4.14 und t 6=con bot stellte
nun einen Widerspruch zu s r =con t r dar, weil t keine SCWHNF hat.
Daher k¨ onnen wir s 6=con bot und t 6=con bot voraussetzen.
Hierf¨ ur wird die Behauptung nun durch Widerspruch bewiesen. Ange-
nommen, es gelte (∀r ∈ ΛC) s r =con t r und (∃P[·]) P[s] ⇓ ⇐⇒ P[t] ⇑.
Es wird nun gezeigt, daß es einen solchen Kontext P[·] nicht geben kann,
indem alle M¨ oglichkeiten unterschieden werden.
1. Ist s in P[s] kein notwendiger Redex, so kann P[·] nicht das Gegenbei-
spiel sein, da P[s] ⇓ ⇐⇒ P[t] ⇓ nach Lemma 4.4.4 im Widerspruch
zur Annahme.
2. Also m¨ ußte s in P[s] ein notwendiger Redex sein.
(a) Ist t in P[t] kein notwendiger Redex, sondern s, weil es schon in
P[·] auftaucht, so ist dies auch nicht das Gegenbeispiel, da Lemma
4.4.4 abermals zu einem Widerspruch f¨ uhrte.
18Dies ist ohne weiteres der Fall; dabei spielt es auch keine Rolle, ob t schon in C[ ]
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(b) Also bleibt als letzte M¨ oglichkeit, daß s in P[s] und entsprechend
t in P[t] ein notwendiger Redex ist. Nun m¨ ussen wir anhand von
s und t unterscheiden.
i. Hat s (oder t) eine unges¨ attigte CWHNF, so muß auch t
(bzw. s) eine CWHNF mit demselben Konstruktor und der-
selben Anzahl von Argumenten haben, da wegen s r =con t r
und Lemma 4.4.3 f¨ ur alle Kontexte P0[·] gilt
P0[s r] ⇓S con s1 ... sar(con)−1 r
⇐⇒ P0[t r] ⇓S con t1 ... tar(con)−1 r
Dies aber bedeutete
P0[s] ⇓ con s1 ... sar(con)−1
⇐⇒ P0[t] ⇓ con t1 ... tar(con)−1
im Widerspruch zur Voraussetzung.
ii. Also m¨ ußten s und t beide eine FWHNF haben, die keine
CWHNF ist. Dann aber k¨ onnten sie nach der Struktur eines
Reduktionskontextes nur unter zwei Bedingungen notwendi-
ge Redexe in P[s] resp. P[t] sein:
• P[·] ≡ P0[caseA ·] kann nicht sein, da dann P[s],P[t] ∈
NWT im Widerspruch zur Voraussetzung.
• P[·] ≡ P0[· r] f¨ ur ein beliebiges r stellt einen Widerspruch
zu s r =con t r dar.
Somit f¨ uhren alle F¨ alle zu einem Widerspruch und die Behauptung ist be-
wiesen.
Damit ist gezeigt, daß =con extensional auf Termen ist, die keine
SCWHNF haben. F¨ ur solche, die eine SCWHNF haben, kann =con selbst-
verst¨ andlich nicht extensional sein. Denn ¨ ubers¨ attigte Konstruktoren wer-
den stets als nicht wohlgetypt identiﬁziert; die Datenobjekte aber, die durch
die entsprechenden SCWHNF’s repr¨ asentiert werden, k¨ onnen sich sehr wohl
unterscheiden.
4.4.6 Wohlgetypte Terme und Gleichheit
Die Deﬁnition von ≤con kommt zwar ohne die Benutzung von WT aus, aber
es bestehen doch Wechselwirkungen zum Begriﬀ der Wohlgetyptheit. Zum
Beispiel brachte die Art, auf die WT deﬁniert wurde19, es mit sich, daß alle
Terme, die zu irgendeiner CWHNF konvergieren, als wohlgetypt betrachtet
werden (vgl. Korollar 4.4.2).
19Indem n¨ amlich der Auswertung in normaler Ordnung gefolgt wurde.54 KAPITEL 4. EINE FUNKTIONALE KERNSPRACHE
Dadurch, daß die Menge NWT der nicht wohlgetypten Terme minimal
gew¨ ahlt ist, gibt es viele reale Typsysteme, die strenger verfahren, d.h. nicht
alle Terme aus WT ihrerseits als wohlgeytpt einordnen.
Es stellt sich nun die Frage, welche Auswirkungen die Benutzung eines
solchen Typsystems auf die Gleichheitsanalyse h¨ atte.
Das Typsystem nach Damas-Hindley-Milner
Diese Frage kann im Rahmen dieser Arbeit nur kurz er¨ ortert werden; das soll
nun anhand des Typsystems von Damas, Hindley und Milner (siehe [Hin69]
oder [DM82]) geschehen, welches wir mit WTDHM bezeichnen.
Alle nach dem Damas-Hindley-Milner Typsystem wohlgetypten Terme
wurden bisher auch stets als wohlgetypt betrachtet. Denn in [Sch] ﬁnden
wir, daß WTDHM ( WT. Das heißt aber wiederum, daß NWTDHM )
NWT und so Korollar 4.4.2 nicht ohne weiteres mehr f¨ ur WTDHM g¨ ultig
ist. Man erh¨ alt also stark abweichende Eigenschaften f¨ ur =con, legt man
den Betrachtungen WTDHM zugrunde, z.B. werden nicht mehr alle nicht
wohlgetypten Terme untereinander und mit bot identiﬁziert.
Das ist bei der Anwendung der Implementierung der Gleichheitsanalyse
zu beachten. Grunds¨ atzlich stellt es zwar kein Problem dar, wenn strengere
Kriterien20 an das Kernsprachenprogramm eingehalten werden, als es WT
fordert. Nur werden im Verlauf der Analyse (siehe Kapitel 5) auch neue
Terme erzeugt. Zu untersuchen, ob oder unter welchen Bedingungen diese
wiederum wohlgetypt im Damas-Hindley-Milner Typsystem sind, falls es die
Eingabe war, w¨ urde hier zu weit f¨ uhren.
Es sei hier nur ein Beispiel daf¨ ur angef¨ uhrt, daß es =con-Gleichheiten zwi-
schen im Damas-Hindley-Milner Typsystem wohlgetypten und nicht wohl-
getypten Termen gibt.
twice f x = f (f x)
head x = case x of
<1> -> undefined;
<2> x xs -> x;
dblhead x = head (head x)
Es ist twice head ∈ WT \ WTDHM, wie man sich leicht ¨ uberlegen kann.
Auf der anderen Seite ist dblhead ∈ WTDHM und es gilt twice head =con
dblhead, wof¨ ur der Beweis in Anhang A zu ﬁnden ist.
20Z.B. kann die Eingabe aus der Transformation eines Haskell-Programmes entstanden
sein, welches im Sinne des Damas-Hindley-Milner Typsystems wohlgetypt sein mußte.Kapitel 5
Die Gleichheitsanalyse und
ihre Implementierung
In diesem Kapitel wird der Kalk¨ ul vorgestellt, mit dem die Gleichheit von
Kernsprachenausdr¨ ucken bewiesen wird. Da dieser als Eingabe abstrakte
Ausdr¨ ucke verarbeitet, besteht eine L¨ osung aus den m¨ oglichen Belegungen
f¨ ur die freien Variablen, mit denen die Ausdr¨ ucke dann =con-gleich sind. Die-
se Mengen von ΛC-Termen werden durch die in [Sch] f¨ ur die Kontextanalyse
verwendeten Anforderungen dargestellt.
Daher wird in Abschnitt 5.1 zuerst kurz auf den Kontextkalk¨ ul und das
zugrunde liegende Prinzip von Tableaukalk¨ ulen im allgemeinen eingegangen,
bevor anschließend die Struktur f¨ ur das Gleichheitstableau erkl¨ art wird. Im
darauf folgenden Abschnitt werden die Regeln des Kalk¨ uls speziﬁziert und
begr¨ undet. Daran schließen sich die im Vorfeld der Implementierung ange-
stellten ¨ Uberlegungen an. Der n¨ achste Abschnitt stellt dann die wesentlichen
Teile der Implementierung kurz vor. Unter dem Aspekt der Arbeitsorgani-
sation werden abschließend noch einige Bemerkungen zur Durchf¨ uhrung der
Implementierung gemacht.
5.1 Gleichheitstableau
Wie bereits angedeutet, benutzt der Kalk¨ ul ein Tableau, um die Gleichheit
von Ausdr¨ ucken zu beweisen. Die Grundlage dieser Arbeit ist in [SS96a] ge-
schaﬀen worden, wo der urspr¨ ungliche Tableaukalk¨ ul f¨ ur Gleichheitsbeweise
entwickelt wurde.
Dort wird auch er¨ ortert, daß in bestimmten F¨ allen die Notwendigkeit
besteht, Beschreibungen f¨ ur Mengen von Termen vorauszusetzen, die f¨ ur die
freien Variablen eingesetzt werden d¨ urfen, damit das Tableau die korrekte
L¨ osung repr¨ asentiert.
Diese Arbeit geht dar¨ uber hinaus, indem diejenigen Belegungen der frei-
en Variablen, f¨ ur welche die Gleichheit gilt, als Teil der L¨ osung berechnet
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werden. Dabei werden sowohl Techniken als auch konkrete Regeln aus dem
Kontextkalk¨ ul in [Sch] benutzt, wodurch schließlich der Zusatz ”unter Ver-
wendung der Kontextanalyse“ zum Titel dieser Arbeit gerechtfertigt ist. Im
folgenden werden daher die wichtigsten Prinzipien dazu erl¨ autert.
5.1.1 Tableaukalk¨ ule und die Kontextanalyse
Die Kontextanalyse soll die Frage beantworten, f¨ ur welche Belegungen von
freien Variablen eines abstrakten Terms dieser durch eine gegebene Menge
von Termen repr¨ asentiert wird.
Dies wird in [Sch] mit einem Tableaukalk¨ ul gel¨ ost. Diese Technik stammt
urspr¨ unglich aus dem Bereich des automatischen Beweisens logischer For-
meln. Sie wird aber schon seit l¨ angerem erfolgreich f¨ ur die statische Ana-
lyse von Programmen in funktionalen Sprachen eingesetzt, sei es im Bezug
auf Striktheit (siehe [Sch94] und [SSPS95]), Terminierung (vgl. [Pan96] und
[Kic96]) oder eben Auswertungskontexte (siehe [Sch] und auch [SSS97]).
Tableaus
Ein Tableau ist dabei ein Baum, dessen Knoten die zu beweisenden Formeln
aufnehmen — genauso wie in der Logik. F¨ ur den Tableaukalk¨ ul m¨ ussen dann
Regeln angegeben werden, die ein Tableau in ein neues ¨ uberf¨ uhren. Dies
geschieht normalerweise dadurch, daß an die bestehenden Bl¨ atter neue an-
geh¨ angt werden. Das Tableau heißt geschlossen, wenn die Bl¨ atter nur noch
aus Formeln bestehen, deren G¨ ultigkeit bereits erwiesen ist. Das k¨ onnen
z.B. Axiome oder irgendwelche Basisf¨ alle sein. Ein geschlossenes Tableau
stellt eine Form des mathematischen Beweises f¨ ur die an der Wurzel stehen-
de Aussage dar.
Das Verfahren f¨ uhrt also die zu beweisende Formel des Wurzelknotens
solange auf einfachere Aussagen zur¨ uck, bis diese trivialerweise wahr sind.
Um zu gew¨ ahrleisten, daß wirklich ein Beweis gefunden wurde, d¨ urfen nur
Regeln bzw. Transformationen angewandt werden, die korrekt sind. Das be-
deutet, ein Blatt darf nur dann angef¨ ugt werden, wenn durch seine G¨ ultigkeit
die des Vorg¨ angers impliziert ist.
Ist umgekehrt gew¨ ahrleistet, daß die G¨ ultigkeit des Vorg¨ angers die des
Nachfolgers einschließt, so geht keine L¨ osung verloren und die Regel heißt
vollst¨ andig. Vollst¨ andigkeit ist zwar w¨ unschenswert, f¨ ur einen korrekten Kal-
k¨ ul aber nicht immer m¨ oglich. Denn in bestimmten F¨ allen kann eine unvoll-
st¨ andige Regel die einzige M¨ oglichkeit sein, um an einem Tableau ¨ uberhaupt
neue Bl¨ atter anf¨ ugen zu k¨ onnen.
Kontextanalyse
In der Kontextanalyse nehmen die Knoten des Tableaus u.a. Bedingungen
der Form t ∈ C auf, wobei t ein abstrakter Ausdruck ist und C eine Anfor-5.1. GLEICHHEITSTABLEAU 57
derung. Deren Syntax ist durch das Symbol E gem¨ aß der folgenden Menge
P von Produktionen gegeben.
Anforderungs-Ausdr¨ ucke E → W | S | V | C | K | N
Where-Ausdr¨ ucke W → Term(E) where T = N
Anforderungs-Schnitte S → E1 ∩ ... ∩ En
Anforderungs-Vereinigungen V → hE1 ...Eni
Anforderungs-Konstanten C → Bot | Fun
Anforderungs-Konstruktoren K → conA,j E1 ...En
Anforderungs-Namen N → name
Anforderungs-Muster T → conA,j T1 ...Tn | Bot | var
Anforderungs-Deﬁnitionen D → N = E
var steht dabei f¨ ur eine Variable und name f¨ ur einen Anforderungsna-
men, der durch eine Anforderungsdeﬁnition deﬁniert wird. Term(E) wird
als Symbol einer transformierten Produktionenmenge aufgefaßt, in der alle
Vorkommen von E durch Term(E) ersetzt und zu der die Regeln C → var
sowie K → var Term(E1)...Term(En) hinzugef¨ ugt wurden.
¨ Uber den Begriﬀ der Konkretisierung γ (C) wird in [Sch] erkl¨ art, welche
Terme durch eine Anforderung C beschrieben werden. Da die Anforderungs-
namen rekursiv auftreten k¨ onnen, ist dies ein sehr komplexes Unterfangen,
welches wir hier nicht weiter verfolgen k¨ onnen.
Es ist aber an dieser Stelle sinnvoll zu formalisieren, f¨ ur welche Aussage
ein Kontexttableau einen Beweis liefert, weil wir die Begriﬀe in der Gleich-
heitsanalyse ¨ ubernehmen werden.
Allgemein ist ein Knoten eines Kontexttableaus mit einem Paar (rs,σ)
markiert. Dabei ist rs eine Menge von Bedingungen si ∈ Ci, in der Form
wie wir sie oben kennengelernt haben. σ ist ein Tupel aus Termen, die nur
Variablen, Konstruktoren und bot enthalten. Es besteht aus sovielen Kom-
ponenten, wie freie Variablen in der Wurzel auftauchen und nimmt dort
naheliegenderweise gerade diese auf. Wir werden σ auch oft auﬀassen als
eine Substitution auf den freien Variablen in die Menge der Terme, die nur
aus Variablen, Konstruktoren und bot bestehen. Damit jene Menge nicht




C = { t ∈ Λ
#
C | in t taucht kein Superkombinator außer bot auf }
Im folgenden tritt die oben genannte Art einer Substitution h¨ auﬁg auf.
Daher wird in diesem Zusammenhang eine besondere Notation eingef¨ uhrt.
Notation. Mit {x1 7→ t1,...,xn 7→ tn} ist die Substitution
[t1/x1,...,tn/xn] gemeint, so daß ti ∈ Λvcb
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Deﬁnition 5.1.2. Eine Grundsubstitution ist eine Substitution, die nur
Grundterme f¨ ur Variablen einsetzt.
Mit diesem Begriﬀ kann man nun festlegen, was eine L¨ osung f¨ ur einen
Knoten sein soll.
Deﬁnition 5.1.3. Eine Grundsubstitution θ heißt L¨ osung f¨ ur einen Knoten
({s1 ∈ C1,...,sn ∈ Cn},σ) genau dann, wenn
(∀i) θsi ∈ γ (Ci)
Die Menge aller L¨ osungen f¨ ur den Knoten (rs,σ) wird mit U(rs,σ) bezeich-
net.
Damit erlangt man schon eine recht gute Vorstellung davon, was in einem
Kontexttablau berechnet wird; schließlich sucht man ja die L¨ osungen f¨ ur die
Wurzel. Wie sich diese aus denen der einzelnen Knoten zusammensetzen
soll, wird wie folgt deﬁniert.
Deﬁnition 5.1.4. Sei ({t1 ∈ C1,...,tn ∈ Cn},ρ) die Wurzel eines Kontext-
tableaus T und θ eine L¨ osung f¨ ur einen Knoten (rs,σ) von T. Dann heißt θ
L¨ osung der Wurzel bzw. des Tableaus, wenn gilt
(∀i) θσti ∈ γ (Ci)
5.1.2 Das Tableau f¨ ur Gleichheitsbeweise
Nach den Vorbereitungen im vorigen Abschnitt k¨ onnen wir nun das Tableau
f¨ ur die Gleichheitsbeweise deﬁnieren.
Deﬁnition 5.1.5. Ein Gleichheitstableau ist ein Kontexttableau, in dem die
Bedingungen von der Art EQ(s,t) ∈ hTruei mit s,t ∈ Λ
#
C sind.
Die Verwendung des EQ-Ausdruckes als syntaktischem Konstrukt soll we-
niger die Herkunft vom Kontextkalk¨ ul bezeugen, als uns in die Lage verset-
zen, Regeln des Kontextkalk¨ uls f¨ ur ein Gleichheitstableau ohne ¨ Anderungen
zu verwenden1. Wir schreiben s . = t anstelle von EQ(s,t) ∈ hTruei, wenn wir
dies nicht ben¨ otigen.
L¨ osungen f¨ ur ein Gleichheitstableau sollen nun die kontextuelle Gleich-
heit gelten lassen.
Deﬁnition 5.1.6. Eine Grundsubstitution θ heißt L¨ osung f¨ ur einen Knoten
({EQ(s1,t1) ∈ hTruei,...,EQ(sn,tn) ∈ hTruei},σ) genau dann, wenn
(∀i) θsi =con θti
gilt.
1Dazu verstehe sich der Begriﬀ von Kontexten und Reduktionskontexten auch auf EQ-
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Es w¨ are zwar w¨ unschenswert gewesen, implizit diese Beziehung zwischen
den EQ-Ausdr¨ ucken und der kontextuellen Gleichheit herstellen zu k¨ onnen.
Aber daf¨ ur w¨ are es n¨ otig, auf eine geeignete Art festzulegen, wann
(∀i) θEQ(si,ti) ∈ γ (hTruei)
erf¨ ullt ist, um zeigen zu k¨ onnen, daß dies gleichbedeutend zu
(∀i) θsi =con θti
ist. Das ist nicht ohne weiteres m¨ oglich, da EQ nicht durch eine Funkti-
on deﬁniert werden kann. Denn dazu w¨ aren Reduktionsregeln erforderlich,
die EQ(bot,bot) zu True reduzieren ließen, EQ(con,bot) bzw. EQ(bot,con)
hingegen zu False. Deswegen wurde die direkte Deﬁnition durch 5.1.6 vor-
gezogen.
5.2 Kalk¨ ulregeln
Wie schon angek¨ undigt, wird es Regeln geben, die ein Gleichheitstableau in
ein anderes ¨ uberf¨ uhren.
Zum einen wird dabei ein Tableau durch Anf¨ ugen neuer Bl¨ atter erwei-
tert. Dies geschieht allein aufgrund lokaler Informationen, die der Vorg¨ anger
bereitstellt. Daher nennen wir solche Regeln Expansionsregeln.
Dar¨ uberhinaus gibt es welche, die nicht-lokale, m¨ oglicherweise ¨ uber das
gesamte Tableau verstreute Informationen ben¨ otigen. Solche Regeln heißen
Meta-Regeln.
Im folgenden werden zuerst die Expansionsregeln und danach die Meta-
Regeln des Kalk¨ uls behandelt. Dabei werden jeweils auch gleich Betrachtun-
gen zu Korrektheit und Vollst¨ andigkeit angestellt.
5.2.1 Expansionsregeln
Die Expansionsregeln werden in folgender Form notiert:
Altes Blatt
Neues Blatt1 | ... | Neues Blattn
, falls Bedingung
”Altes Blatt“ ist die Beschriftung des bestehenden Blattes im Tableau,
an welches die Bl¨ atter mit den Beschriftungen ”Neues Blatt1“ bis ”Neu-
es Blattn“ angef¨ ugt werden k¨ onnen. Diese stellen mehrere m¨ ogliche Alter-
nativen dar, die daher durch | getrennt werden. ”Bedingung“ legt fest,
unter welchen Voraussetzungen die Regel angewendet werden darf. In den
Knoten bzw. Bl¨ attern2 werden alle Klammern weggelassen, d.h. s . = t,R,σ
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steht f¨ ur ({s . = t,R},σ), wenn R = R1,...,Rm eine Reihe von m weiteren
Bedingungen ist.
Bekanntlich ist =con symmetrisch und wegen Deﬁnition 5.1.6 gilt dies
auch f¨ ur die Formeln bzw. im Bezug auf deren L¨ osungen, Das heißt, eine
Grundsubstitution θ ist eine L¨ osung f¨ ur die Formel s . = t genau dann, wenn
sie auch eine L¨ osung f¨ ur t . = s ist.
Einige der Expansionsregeln erfordern f¨ ur die linke und/oder rechte Seite
einer Formel eine bestimmte Form. Wegen der o.g. Symmetrie gen¨ ugt es, eine
Regel nur f¨ ur einen der beiden F¨ alle anzugeben. Im folgenden sei die Regel
f¨ ur den symmetrischen Fall dadurch stets implizit speziﬁziert.
Reduktion
Jede Geichheitsformel enth¨ alt je zwei Ausdr¨ ucke s,t ∈ Λ
#
C. Mit Hilfe der in
Abschnitt 4.3 deﬁnierten abstrakten Reduktion kann nun jeder dieser beiden
reduziert werden, und zwar geschieht das in normaler Ordnung.
(AbsRed)
s . = t,R,σ
s0 . = t,R,σ | s . = t0,R,σ
, falls s →no
δ s0 bzw. t →no
δ t0
Wie bereits angesprochen gen¨ ugt es wegen der Symmetrie von =con, f¨ ur
die Korrektheit dieser Regel die Reduktion auf einer Seite, o.B.d.A. der
linken, zu betrachten. Ist θ eine beliebige L¨ osung f¨ ur s0 . = t und gelte s →no
δ
s0, so muß folgende Bedingung erf¨ ullt sein.
(5.1) θs0 =con θt =⇒ θs =con θt
Aufgrund von Lemma 4.4.10 kann aus θs →δ θs0 gefolgert werden θs =con
θs0. Damit die Behauptung also ¨ uber die Transitivit¨ at von =con folgt, muß
s →δ s0 =⇒ θs →δ θs0
gezeigt werden. Ist s ein Grundterm, so auch s0 und es ist klar, daß θs →δ
θs0, da durch θ keine Variablen ersetzt werden. Ist s ein abstrakter Term,
so erfolgt aber durch den Schritt s →δ s0 keine besondere Behandlung der
Variablen, weshalb θs →δ θs0 wiederum erf¨ ullt ist. Dieses Vorgehen ist auch
f¨ ur die umgekehrte Richtung der Implikation zul¨ assig, womit sogar
θs0 =con θt ⇐⇒ θs =con θt
gilt und wir nebenbei die Vollst¨ andigkeit der Regel erhalten.
Hinzuf¨ ugen von Argumenten
Wenn linke und rechte Seite der Formel FWHNF’s sind, k¨ onnen die fehlen-
den Argumente hinzugef¨ ugt werden.
(AddArgs)
f . = g,R,σ
f x . = g x,R,σ
, falls f und g in FWHNF5.2. KALK¨ ULREGELN 61
Hierbei muß x eine neue Variable sein, die urspr¨ unglich weder in f noch in
g auftauchte, also x / ∈ FV(f)∪FV(g). Die Vollst¨ andigkeit dieser Regel f¨ allt
sofort ins Auge, da =con eine Kongruenz ist. Denn f¨ ur jede L¨ osung θ von
f . = g gilt
θf =con θg =⇒ θPx[f] =con θPx[g]
f¨ ur alle Kontexte Px[·] ≡ ·x mit beliebigem x ∈ ΛC. Genauer m¨ ußte man
sagen, daß jede L¨ osung θ von f . = g auf f x . = g x eine ganze L¨ osungsschar
hervorbringt, so daß es dort f¨ ur jedes t ∈ ΛC eine L¨ osung θt gibt mit
θts =
(
t falls s ≡ x
θs sonst
Somit bedeutet die Korrektheit bei dieser Regel nicht nur, daß
θf x =con θg x =⇒ θf =con θg
f¨ ur jede L¨ osung θ von f x . = g x gelten muß. Denn dies ist trivialerweise der
Fall, da eine L¨ osung f¨ ur f x . = g x die Variable x ersetzt, die in f . = g gar
nicht auftaucht. Damit die Voraussetzungen f¨ ur Lemma 4.4.19 erf¨ ullt sind,
muß vielmehr auch
(5.2) θ ∈ U(f x . = g x,σ) =⇒
(∀ t ∈ ΛC) (∃θt ∈ U(f x . = g x,σ))
(s 6≡ x =⇒ θs = θts) ∧ θtx = t
gefordert werden. Hierdurch wird verdeutlicht, daß x eine allquantiﬁzierte
Variable ist, an die keinerlei Einschr¨ ankungen erlaubt sind. Um dies sicher-
zustellen, m¨ ussen die Variablen, die durch die Regel (AddArgs) hinzugef¨ ugt
werden, streng von den ¨ ubrigen unterschieden werden. Dazu scheint ein be-
sonderes Augenmerk bei der Deﬁnition aller anderen Kalk¨ ulregeln vonn¨ oten.
Gl¨ ucklicherweise ist das nicht der Fall: Die Forderung (5.2) wurde durch die
vorige Regel (AbsRed) nicht ber¨ uhrt und muß generell nur bei denen mit ein-
bezogen werden, die neue Belegungen f¨ ur Variable einf¨ uhren. Das geschieht
z.B. bei der unmittelbar folgenden Regel (CaseFV).
case auf freien Variablen
Eine Anwendung von case auf eine freie Variable kann nicht weiter reduziert
werden, sondern stellt u.U. einen potentiellen Redex dar.
Deﬁnition 5.2.1. Ein Ausdruck s ∈ ΛC heißt potentieller Redex in P[s],
falls es eine Substitution σ gibt, so daß σs ein Redex in σP[s] ist.62 KAPITEL 5. DIE GLEICHHEITSANALYSE
In einer solchen Anwendung des case, k¨ onnen alle Konstruktoraus-
dr¨ ucke, die vom Typ her zul¨ assig sind, und bot eingesetzt werden. In den
folgenden Betrachtungen steht D[·] also f¨ ur einen Reduktionskontext.
(CaseFV)
D[caseA x e1 ... e|A|] ∈ hTruei,R,σ





Hier sind die neuen Bl¨ atter durch
Li = ρi(D[caseA x e1 ... e|A|] ∈ hTruei,R),ρi ◦ σ
gegeben, wobei ρ0 = {x 7→ bot} und ρi = {x 7→ conA,i xi,1 ...xi,ar(conA,i)}
f¨ ur 0 < i ≤ |A| ist. Die xi,j m¨ ussen neue Variablen sein.
F¨ ur die Korrektheit dieser Regel muß gezeigt werden, daß θ ◦ ρi eine
L¨ osung f¨ ur D[caseA x e1 ... e|A|] ∈ hTruei ist, falls θ eine L¨ osung f¨ ur
eines der Li ist. Dies ist oﬀensichtlich der Fall, da die Li gerade durch die
Anwendung der ρi aus dem urspr¨ unglichen Blatt hervorgehen.
Die Festlegung, daß x nicht durch die Regel (AddArgs) eingef¨ uhrt worden
sein darf3, ist f¨ ur die Bedingung (5.2) notwendig.
Regeln f¨ ur bot
Da =con eine Kongruenz ist, k¨ onnten ganz allgemein kontextuell gleiche Aus-
dr¨ ucke in den Formeln gegeneinander ausgetauscht werden. Diese Gleichheit
aber soll die Analyse gerade beweisen, sodaß eine Ersetzung nur in den F¨ allen
sinnvoll ist, in denen sie oﬀenkundig ist.
Dies triﬀt zum Beispiel auf Ausdr¨ ucke zu, in denen bot ein notwendiger
Redex ist. Wird dies festgestellt, kann der gesamte Ausdruck durch bot
ersetzt werden.
D[bot] . = t,R,σ
bot . = t,R,σ
, falls D[·] ein Reduktionskontext
Diese Regel ist wegen Lemma 4.4.13 korrekt und vollst¨ andig. Anwenden wird
man sie h¨ auﬁg in der speziellen Instanz
(CaseBot)
D[caseA bot] ∈ hTruei,R,σ
D[bot] ∈ hTruei,R,σ
f¨ ur einen Reduktionskontext D[·], da solche caseA-Ausdr¨ ucke insbesondere
durch die Anwendung der Regel (CaseFV) entstehen.
3Auf den ersten Blick ist dies scheinbar keine lokale Information mehr; sie kann aber
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Da bot keine WHNF hat, gibt es oﬀensichtlich keine L¨ osung f¨ ur die
Gleichheit zu einer CWHNF. Dies wird deutlich gemacht, indem eine weitere
Marke no! an das Blatt geschrieben wird.
con s1 ... sn
. = bot,R,σ
no! con s1 ... sn
. = bot,R,σ
Nach den obigen Ausf¨ uhrungen ist diese Regel korrekt und vollst¨ andig.
Approximation
Tritt eine freie Variable an der Stelle eines Funktionssymbols auf, so be-
zeichnen wir das wie folgt.
Deﬁnition 5.2.2. Ein Ausdruck f e1 ... en heißt abstrakte Applikation,
wenn f eine Variable ist.
Eine abstrakte Applikation stellt einen potentiellen Redex dar. Man kann
aber nicht ohne weiteres angeben, wie die freie Variable zu ersetzen w¨ are,
um sinnvoll fortzufahren. Denn sie kann f¨ ur alle m¨ oglichen Konstruktoren
oder deﬁnierte Superkombinatoren stehen oder sogar f¨ ur Funktionen, die
nur bestimmte Eigenschaften erf¨ ullen m¨ ussen.
Um mehr ¨ uber diese Eigenschaften herauszuﬁnden, kann eine abstrakte
Applikation approximiert werden, wenn sie im Kontext eines case auftaucht.
Ein solcher case-Ausdruck stellt n¨ amlich wiederum einen potentiellen Redex
dar. Die abstrakte Applikation wird in einem case-Kontext also durch eine
neue Variable ersetzt.
(Approx)
D[caseA t e1 ... e|A|] ∈ hTruei,R,σ





wobei ρ = {t 7→ x} f¨ ur eine neue Variable x gesetzt ist. Die Korrektheit
ist oﬀensichtlich, da f¨ ur eine L¨ osung θ am Blatt, θ ◦ ρ eine L¨ osung des
Vorg¨ angers ist.
Konstruktoren
Stellen beide Seiten eine CWHNF dar, k¨ onnen zwei F¨ alle unterschieden
werden. Bei gleichen Konstruktoren und gleicher Anzahl Argumente k¨ onnen
wir dekomponieren:
(CDecomp)
con s1 ... sn




, falls n ≤ ar(con)
Diese Regel heißt Konstruktordekomposition und ist korrekt, da =con nach
4.4.15 eine Kongruenz auf M-Kontexten ist. Wir k¨ onnen nun einfach den n-
stelligen Kontext C[ ] ≡ con [ ] ... [ ] angeben, so daß mit C[s1,...,sn] =con
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Der Beweis der Vollst¨ andigkeit dieser Regel kommt ohne die Benutzung
von Mehrloch-Kontexten aus. Denn aus
conA,j s1 ... sn =con conA,j t1 ... tn
folgt f¨ ur alle Kontexte P[·] auch
P[conA,j s1 ... sn] =con P[conA,j t1 ... tn]
da =con eine Kongruenz ist. Dies ist insbesondere f¨ ur diejenigen Kontexte
Pi[·] zutreﬀend, die das i-te Argument des Konstruktors conA,j extrahieren.
Einen solchen kann man wie folgt angeben
Pi[·] ≡ caseA (· xn+1 ... xar(conA,j)) ei1 ... eij ... ei|A|
Wobei eij die Projektion auf das i-te Element liefert, z.B. als Superkombi-
nator deﬁniert durch
eij x1 ... xar(conA,j) = xi
Falls hingegen die Konstruktoren nicht ¨ ubereinstimmen oder die Anzahl
der Argumente unterschiedlich ist, kann es keine L¨ osung geben.
conA s1 ... sm
. = conB t1 ... tn,R,σ
no! conA s1 ... sm
. = conB t1 ... tn,R,σ
,
falls A = B =⇒
n < m ≤ ar(conA)
Da der Fall ¨ ubers¨ attigter Konstruktoren gerade ausgeschlossen wird, ist die
Regel korrekt und vollst¨ andig4.
Funktionen
Stellen beide Ausdr¨ ucke eine Anwendung ein und derselben Funktion auf
dieselbe Anzahl von Argumenten dar, so k¨ onnen wir auch hier dekomponie-
ren.
(FDecomp)
f s1 ... sn




, falls n ≤ ar(f)
Dabei spielt es keine Rolle, ob f ein Superkombinator oder eine freie Variable
ist. Denn die Korrektheit kann in jedem Fall genauso wie f¨ ur die Konstrukto-
ren gezeigt werden. Die Vollst¨ andigkeit bleibt im Gegensatz dazu aber nicht
unbedingt gewahrt. Denn eine Funktion liefert eben nicht nur dann dassel-
be Ergebnis, wenn sie auf dieselben Argumente angewendet wird. Das kann
man sich schon an einem einfachen Gegenbeispiel wie K x y = x klarmachen,
da dort y f¨ ur das Ergebnis ¨ uberhaupt keine Rolle spielt.
4Die Annahme n < m erfolgt wegen der Symmetrie der Formeln o.B.d.A.5.2. KALK¨ ULREGELN 65
Syntaktische Gleichheit
Zwei syntaktisch gleiche Terme stellen den trivialen Fall dar, also kann die
entsprechende Formel gestrichen werden.
(SyntEQ)
s . = t,R,σ
R,σ
, falls s ≡ t
Diese Regel ist korrekt und vollst¨ andig, weil =con reﬂexiv ist.
Binden von Variablen
Die beiden Ausdr¨ ucke in einer Formel sind sicherlich gleich, wenn sie uni-
ﬁziert werden k¨ onnen, d.h. durch eine Substitution auf den Variablen in
Deckung zu bringen sind. Eine Uniﬁkation verliefe dabei ¨ uber die Struktur
der Terme. Die dazu erforderlichen Schritte sind bereits durch Konstruktor-
bzw. Funktionsdekomposition gegeben, sodaß folgende Regel gen¨ ugt
(BindFV)
C[x] . = C[t],R,σ
C[t] . = C[t],R,{x → t} ◦ σ
,
falls x ∈ FV(C[x]) nicht
durch (AddArgs) eingef¨ uhrt
Korrekt ist die Regel, gerade weil f¨ ur jede L¨ osung θ f¨ ur C[t] =con C[t] die
Grundsubstitution θ ◦ {x 7→ t} wiederum eine L¨ osung f¨ ur C[x] =con C[t] ist.
Wie man sieht, ist es hier wegen der Forderung (5.2) wiederum notwendig,
hinzugef¨ ugte Argumente auszuschließen.
Typfehler
Da die kontextuelle Gleichheit die nicht wohlgetypten Terme miteinander
identiﬁziert, ist folgende Regel korrekt und vollst¨ andig.
s . = t,R,σ
R,σ
, falls s,t ∈ DNWT
Die Einschr¨ ankung auf DNWT ist wichtig, da schon NWT nicht mehr ent-
scheidbar ist5. Auf der anderen Seite wissen wir aus Korollar 4.4.2, daß eine
CWHNF immer wohlgetypt ist. Das rechtfertigt die folgende Abbruchregel.
s . = t,R,σ
no! s . = t,R,σ
, falls s ∈ DNWT und t eine CWHNF ist
Auch diese ist oﬀensichtlicherweise korrekt und vollst¨ andig.
5Durch den Gebrauch der Reduktionsrelation: Denn schon ein Ausdruck s, der auf
t ∈ DNWT reduziert, ist nicht wohlgetypt. Das aber kann man nicht entscheiden; die
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5.2.2 Meta-Regeln
Die ¨ Uberschrift ist vielleicht ein wenig irref¨ uhrend, da es sich im Prinzip nur
um eine einzige Meta-Regel handelt. Auf der anderen Seite wird sie dadurch
gerechtfertigt, daß es zum Teil verschiedene Varianten f¨ ur die Anwendung
dieser Regel gibt. Denn daher ist auch die Auﬀassung vertretbar, es handele
sich um mehrere einzelne Meta-Regeln.
Matching
Das Kriterium, welches stets gefordert wird, ist eine gewisse ¨ Ubereinstim-
mung zwischen zwei Knoten des Tableaus. Damit sind selbstverst¨ andlich
solche Knoten gemeint, zwischen denen ein Pfad im Tableau existiert. Das
soll jetzt formalisiert werden.
Deﬁnition 5.2.3. Sei L = D[x1,...,xn] ∈ hTruei,R,ρ ein Knoten eines
Gleichheitstableaus, in welchem die xi s¨ amtlich Variablen sind. Sei nun wei-
terhin L0 = D[t1,...,tn] ∈ hTruei,R,σ ein Nachfolger von L. Bestehen die
Ausdr¨ ucke ti nur aus Variablen, Konstruktoren und bot, dann sprechen wir
von einem Match6 zwischen L und L0.
Man kann sich das ungef¨ ahr so vorstellen, daß das Tableau quasi im-
mer wieder um diesen bzw. ¨ ahnliche Abschnitte expandiert werden k¨ onnte.
Weil man den Prozess dabei immer wieder in dem oberen Knoten L begin-
nen k¨ onnte, spricht man auch von einer Schleife. Die L¨ osung einer solchen
Schleife wird durch einen where-Ausdruck beschrieben.
Die Schleifenregel
Im folgenden bezeichne T ein Gleichheitstableau mit der Wurzel W = s . =
t,(x1,...,xr). Seien L und L0 wie in der Deﬁnition 5.2.3 zwei Knoten in T,
d.h. es ist ein Match zwischen L und L0 gegeben, dann kann das Tableau
folgendermaßen um ein neues Blatt7 erweitert werden.
(Loop)
D[t1,...,tn] ∈ hTruei,R,σ
σ where (t1,...,tn,σxn+1,...,σxr) = N,R,σ
Dabei ist N der Name f¨ ur die L¨ osungsanforderung der Wurzel8, woran man
erkennt, daß es sich hier um eine rekursive Deﬁnition handelt.
6engl. to match – gleichkommen, zusammenpassen
7 Streng genommen ist die Verwendung des where-Ausdruckes in dem neuen Blatt
nicht erlaubt, da die Bedingungen in den Knoten eines Gleichheitstableaus stets die Form
EQ(s,t) ∈ hTruei haben sollen. Aber in die Knoten eine zus¨ atzliche Komponente alleine
dazu einzuf¨ uhren, an dieser Stelle den where-Ausdruck aufzunehmen, bedeutete einen
¨ ubertriebenen Formalismus. Denn sinnvollerweise wird an einem Blatt ohnehin entweder
expandiert oder eine Schleife gebildet.
8Dieser Begriﬀ wird erst in Abschnitt 5.3.1 erkl¨ art werden; siehe dazu auch Fußnote
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Informal soll diese folgendes aussagen: Mit σ = (σx1,...,σxr) ist eine
Belegung f¨ ur die Variablen der Wurzel gefunden worden, so daß die Gleich-
heit gilt. Variablen, die ihrerseits darin auftauchen, betrachtet man, als seien
sie durch eine Anforderung der Art (t1,...,tn,σxn+1,...,σxr) ∈ N einge-
schr¨ ankt.
Korrektheit
Vernachl¨ assigt wurden bisher die Voraussetzungen, unter denen eine Schleife
¨ uberhaupt gebildet werden darf, damit die angegebene L¨ osung korrekt ist.
Dies ist n¨ amlich keineswegs immer der Fall. Vielmehr muß auf den Pfad
zwischen L und L0 mindestens eine der folgenden Eigenschaften zutreﬀen:
• Es ﬁndet eine Konstruktordekomposition statt.
• Es werden Argumente hinzugef¨ ugt.
• Es wird jeweils einmal links und rechts abstrakt reduziert.
Daß die Schleifenregel unter den obigen Bedingungen die korrekte L¨ osung
liefert, wird in [SS96a] bzw. [Sch] ausf¨ uhrlich behandelt. F¨ ur den Beweis sei
daher auf ebendort verwiesen. An dieser Stelle kann nur eine kurze anschau-
liche Erkl¨ arung geliefert werden: Die Kriterien sorgen im Prinzip daf¨ ur, daß
eine Schleife nur endlich oft durchlaufen werden kann, indem die Terme in
den Formeln im Bezug auf eine wohlfundierte Ordnungsrelation ”kleiner“
werden. Dies liefert schließlich die Verankerung f¨ ur eine Induktion.
5.3 Menge der L¨ osungen
Sei nun ein Gleichheitstableau T mit der Wurzel s . = t,(x1,...,xn) gegeben,
so stellt sich die Frage, f¨ ur welche Belegungen von x1,...,xn mit Grundter-
men die kontextuelle Gleichheit zwischen s und t gilt. Wir werden sehen,
daß sich diese Belegungen aus den Bl¨ attern ergeben, die als gel¨ ost gelten
d¨ urfen.
Deﬁnition 5.3.1. Ein Blatt (rs,σ) heißt gel¨ ost, wenn es keine Gleichheits-
formel mehr enth¨ alt, also rs entweder leer ist oder nur noch aus den where-
Ausdr¨ ucken von Schleifen besteht. Ein Tableau T, in welchem s¨ amtliche
Bl¨ atter gel¨ ost sind, wird als geschlossen bezeichnet.
Aus der Korrektheit der Kalk¨ ulregeln folgt, daß jede L¨ osung eines Blat-
tes auch eine L¨ osung der Wurzel nach Deﬁnition 5.1.4 ist. F¨ ur jedes Blatt
ohne where-Ausdr¨ ucke ist also mit dem Tupel σ eine Belegung f¨ ur die Va-
riablen der Wurzel gefunden, so daß die kontextuelle Gleichheit dort f¨ ur jede
Grundsubstitution gilt, sofern in σ noch weitere Variablen auftauchen. F¨ ur
die where-Ausdr¨ ucke in gel¨ osten Bl¨ attern gilt sinngem¨ aß das gleiche; denn68 KAPITEL 5. DIE GLEICHHEITSANALYSE
auch diese repr¨ asentieren m¨ ogliche Belegungen daf¨ ur, daß die Gleichheit an
der Wurzel gilt.
5.3.1 Konstruktion der L¨ osungsanforderung
Um nun die gesamte Menge aller m¨ oglichen Belegungen f¨ ur die Variablen
der Wurzel angeben zu k¨ onnen, m¨ ussen daher nur die jeweiligen σ-Tupel
bzw. where-Ausdr¨ ucke der gel¨ osten Bl¨ atter aufgesammelt werden.
Dies geschieht in einem Anforderungsterm, wobei ein Auftreten des Su-
perkombinators bot durch den Anforderungsterm Bot dargestellt wird. Die
Repr¨ asentierung von Bot ist n¨ amlich gerade die Menge aller Terme ohne
WHNF (vgl. [Sch]). Außerdem werden die ungebundenen Variablen9 durch
den Anforderungsnamen Top ersetzt, welcher f¨ ur eine Anforderung steht,
dessen Konkretisierung alle m¨ oglichen Grundterme enth¨ alt. Bei Verzwei-
gungen, die aufgrund der Anwendung der Regel (CaseFV) entstehen, kann
man einfach entsprechende Anforderungs-Vereinigungen bilden.
Das Auftreten von Approximationen
Einzig auf die Behandlung von Variablen, die durch eine Approximation neu
eingef¨ uhrt wurden, muß ein besonderes Augenmerk gelegt werden. Ergeben
sich n¨ amlich an eine solche Variable Einschr¨ ankungen, d.h. wird sie ihrerseits
durch Terme aus Λvcb
C substituiert, so betriﬀt dies an sich den Ausdruck, der
approximiert wurde.
Zum Beispiel erhalten wir bei einer Approximation eines Termes t durch
die Variable x die Bedingung t ∈ De, falls x durch e ∈ Λvcb
C substituiert
worden ist und De die zu e geh¨ orende10 Anforderung darstellt. Solche Be-
dingungen k¨ onnen nicht weiter bearbeitet werden, da es sich bei dem ap-
proximierten Term t stets um eine abstrakte Applikation handeln muß. Sie
bleiben also ¨ ubrig, bilden im gewissen Sinne eine Menge von ”Residuen“, die
u.U. mit der Kontextanalyse weiter untersucht werden k¨ onnten, wenn f¨ ur die
Variable, die in t an der Stelle des Funktionssymbols steht, ein deﬁnierter
Superkombinator eingesetzt w¨ urde.
Da dieser Sachverhalt mit den bisherigen Mitteln nicht mehr dargestellt
werden kann, wird ein neues syntaktisches Konstrukt f¨ ur Anforderungs-
Ausdr¨ ucke eingef¨ uhrt:
Anforderungs-Ausdr¨ ucke E → ... | B
. . .
Needs-Ausdr¨ ucke B → Term(E) needs t ∈ E
9Bei einem where-Ausdruck der Art X where T = N handelt es sich dabei um die
Variablen, die h¨ ochstens einmal in X und gar nicht in T auftauchen. In einem Tupel lassen
sich hingegen alle Variablen so bezeichnen, die nicht mehrfach auftreten.
10also im wesentlichen den Term e, in dem — wie oben schon beschrieben — alle Vor-
kommen von bot durch Bot und alle Variablen durch Top ersetzt wurden.5.3. MENGE DER L¨ OSUNGEN 69
Dessen Bedeutung kann hier nur informal erkl¨ art werden: C needs t ∈ D
soll f¨ ur die Teilmenge von Termen aus γ (C) stehen, f¨ ur die die zus¨ atzliche
Bedingung t ∈ D gilt, d.h. in C auftauchende Variablen d¨ urfen nur Bele-
gungen annehmen, die durch die L¨ osung von t ∈ D abgedeckt werden.
Die L¨ osungsanforderung und die L¨ osungsfunktion
Damit sind nun die Voraussetzungen geschaﬀen, um die zu einem Gleich-
heitstableau geh¨ orende L¨ osungsanforderung zu beschreiben.
Deﬁnition 5.3.2. Sei T ein Gleichheitstableau mit der Wurzel s . =
t,(x1,...,xn), dann wird T eine L¨ osungsanforderung N zugeordnet11, die
durch
N = Lsg(s . = t,(x1,...,xn))
mittels der folgenden L¨ osungsfunktion Lsg(·) deﬁniert ist.
Lsg(V ) =

         
         
σ falls V = (∅,σ) gel¨ ost,
X where T = N falls V = (X where T = N,σ),
Lsg(V 0) needs t ∈ Dx falls V eine Approximation von t
mit x und V 0 Nachfolger von V ,
hLsg(V1),...,Lsg(Vn)i falls V1,...,Vn Nachfolger von V ,
hi sonst (keine L¨ osung)
Hierbei soll Dx f¨ ur eine Anforderung stehen, die die Einschr¨ ankungen, die
f¨ ur die neue Variable x gefunden wurden, repr¨ asentiert.
Man k¨ onnte die Konstruktion dieses Anforderungstermes Dx formalisie-
ren, indem man den Knoten als eine weitere Komponente ¨ ahnlich zu dem
Tupel σ eine Liste von Variablen, die durch Approximationen eingef¨ uhrt
wurden, hinzuf¨ ugt. Bei Anwendung der Regel (Approx) wird die neue Va-
riable an diese Liste angeh¨ angt und bei Anwendung der Regeln (CaseFV)
sowie (BindFV) die entsprechende Substitution auch auf diese Liste ange-
wendet.
Wie man sieht, ist diese Formalisierung nicht schwer, h¨ atte die Darstel-
lung der Kalk¨ ulregeln in Abschnitt 5.2 aber unn¨ otig verkompliziert, weshalb
sie unterblieben ist.
11 Hierbei soll N derselbe Name sein, der auch in den where-Ausdr¨ ucken der Schleifen
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5.3.2 Gleichheitsbeweis
Nun kann schließlich genau speziﬁziert werden, f¨ ur welche Aussage ein
Gleichheitstableau einen Beweis liefert.
Sei also T ein Gleichheitstableau mit der Wurzel s . = t,(x1,...,xn) und
N die nach Deﬁnition 5.3.2 dazugeh¨ orende L¨ osungsanforderung, dann gilt
(∀(e1,...,en) ∈ γ (N)) s[e1/x1,...,en/xn] =con t[e1/x1,...,en/xn]
aufgrund der Korrektheit der Kalk¨ ulregeln. Um das Vorgehen des Kalk¨ uls
zu veranschaulichen, wird nun ein etwas umfangreicheres Beispiel gegeben.
Beispiel 5.3.1. In dem folgenden Kernsprachenprogramm bezeichne l den
algebraischen Datentypen f¨ ur Listen mit dem 0-stelligen Konstruktor Nil
und dem 2-stelligen Konstruktor Cons.
f xs y ys = Cons y (append xs ys);
g xs y ys = Cons y xs;
append xs ys = casel xs ys (consappend ys);
consappend ys x xs = Cons x (append xs ys);
In Abbildung 5.1 ist das Tableau f¨ ur die Anfrage
casel ys0 Nil (f xs) . = casel ys0 Nil (g xs)
zu ﬁnden. Da es sehr groß ist, wurden einige Zwischenschritte, meist Reduk-
tionen, fortgelassen. Außerdem wurden zur besseren ¨ Ubersicht jeweils vor
den where-Ausdr¨ ucken von Schleifen und den verschiedenen Alternativen
der Regel (CaseFV) horizontale Linien eingef¨ ugt. Die L¨ osungsanforderung
zu dem Tableau aus Abbildung 5.1 wird mit AppBsp bezeichnet und ergibt
sich zu
AppBsp = h(Top,Bot),(Top,Nil),
(Bot,Cons Top Top),(Nil,Cons Top Nil),
(Cons Top zs,Cons y ys) where (zs,Cons y ys) = AppBspi
Das bedeutet nun
(∀(xs,ys0) ∈ γ (AppBsp)) casel ys0 Nil (f xs) =con casel ys0 Nil (g xs)
5.4 Softwaredesign
Vor jeder Implementierung m¨ ussen ¨ Uberlegungen zum Design der Software
angestellt werden. Dies betriﬀt die grunds¨ atzlichen Funktionalit¨ aten und
die daf¨ ur verwendeten Datenstrukturen genauso wie die Strukturierung der
Software und die Aufteilung in Module. Das Softwaredesign sollte neben
der Eﬃzienz der Implementierung auch die in Abschnitt 1.1 genannten drei
Qualit¨ atspunkte Zuverl¨ assigkeit, Wartbarkeit und Erweiterbarkeit verfolgen.5.4. SOFTWAREDESIGN 71
casel ys0 Nil (f xs) . = casel ys0 Nil (g xs), (xs,ys0)
casel bot ... . = casel bot ..., (xs,bot)
bot . = bot, (xs,bot)
casel Nil Nil ... . = casel Nil Nil ..., (xs,Nil)
Nil . = Nil, (xs,Nil)
casel (Cons y ys) Nil (f xs) . =
casel (Cons y ys) Nil (g xs), (xs,Cons y ys)
f xs y ys . = g xs y ys, (xs,Cons y ys)
Cons y (append xs ys) . = Cons y xs, (xs,Cons y ys)
y . = y, append xs ys . = xs, (xs,Cons y ys)
append xs ys . = xs, (xs,Cons y ys)
casel xs ys (consappend ys) . = xs, (xs,Cons y ys)
casel bot ... . = bot, (bot,Cons y ys)
bot . = bot, (bot,Cons y ys)
casel Nil ys ... . = Nil, (Nil,Cons y ys)
ys . = Nil, (Nil,Cons y ys)
Nil . = Nil, (Nil,Cons y Nil)
append (Cons z zs) ys . = Cons z zs, (Cons z zs,Cons y ys)
. . . . =
. . .
z . = z, append zs ys . = zs, (Cons z zs,Cons y ys)
append zs ys . = zs, (Cons z zs,Cons y ys)
(Cons z zs,Cons y ys) where (zs,Cons y ys) = AppBsp
Abbildung 5.1: Ein Beispiel f¨ ur die Gleichheitsanalyse72 KAPITEL 5. DIE GLEICHHEITSANALYSE
5.4.1 Ziele des Designs
Daher standen als wesentlichste Ziele folgende im Vordergrund:
1. Die Gleichheitsanalyse stellt ja im Prinzip eine Erweiterung der Kon-
textanalyse um Ausdr¨ ucke mit dem speziellen Pr¨ adikat EQ dar. Das
Programm soll aber auch an andere Pr¨ adikate leicht angepaßt werden
k¨ onnen.
2. Der Kontext- bzw. Gleichheitskalk¨ ul ist nichtdeterministisch. Er ist al-
lein durch die Expansions- und Meta-Regeln speziﬁziert, ohne daß in
dem formalen System die Anwendung der Regeln in einer bestimmten
Reihenfolge vorgeschrieben wird. Aus Gr¨ unden der Eﬃzienz soll das
Programm den Nichtdeterminismus nicht einfach simulieren, d.h. f¨ ur
eine Wurzel alle m¨ oglichen Gleichheitstableaus erzeugen und durchsu-
chen.
3. Die Gleichheitsanalyse ist prinzipiell auf jeder funktionalen Kernspra-
che mit algebraischen Datentypen und einer nicht-strikten Semantik
durchf¨ uhrbar. Die verwendete Kernsprache soll daher auf einfache Wei-
se gegen eine andere ausgetauscht werden k¨ onnen.
5.4.2 Anforderungen
Aus den genannten Zielen ergeben sich unterschiedliche Anforderungen:
zu 1) Um das Programm auch an andere Pr¨ adikate anpassen zu k¨ onnen,
m¨ ussen die f¨ ur die Gleichheitsanalyse speziﬁschen Teile strikt von de-
nen der Kontextanalyse getrennt werden.
zu 2) Hier gilt es, eine Heuristik zu entwickeln, die entscheidet, wann welche
Regel angewendet bzw. weiter verfolgt werden soll. Es ist aber nicht
w¨ unschenswert, diese Heuristik mit den Regeln zu vermengen, da sonst
aus dem Programm nicht mehr ohne weiteres ersichtlich w¨ are, welche
Pr¨ amissen f¨ ur die Kalk¨ ulregeln gelten und welche Voraussetzungen f¨ ur
die Heuristik geschaﬀen wurden. Damit ginge die ¨ Ubersichtlichkeit und
der klare Bezug zur Theorie verloren.
zu 3) Die Tableauregeln d¨ urfen nicht direkt von dem Datentypen, der die
Kernsprache implementiert, abh¨ angen. Es muß also von der konkreten
Implementierung der Kernsprache abstrahiert werden. Dies wiederum
bedeutet, daß wir allgemeine Operationen deﬁnieren m¨ ussen, die auf
jeder Repr¨ asentation der Kernsprache realisierbar sind.
5.4.3 M¨ ogliche Realisierung
Eine bedeutendes Ziel hatten wir bisher noch nicht formuliert, obwohl es im
Hinblick auf die Zuverl¨ assigkeit selbstverst¨ andlich ist: Das Programm soll5.4. SOFTWAREDESIGN 73
immer terminieren, auch wenn das Tableau unendlich groß werden kann,
weil der Kalk¨ ul es nicht schließen kann, d.h. keine L¨ osung ﬁndet. Daher ist
es erforderlich, daß ein Tableau stets nur endlich tief ausgewertet werden
darf.
Da wir mit Haskell in einer verz¨ ogert auswertenden Sprache program-
mieren, m¨ ussen wir dies nicht unbedingt schon bei der Generierung des Ta-
bleaus ber¨ ucksichtigen. Vielmehr k¨ onnen wir uns darauf beschr¨ anken, beim
Zusammenstellen des L¨ osungskontextes eine maximale Tableautiefe nicht zu
¨ uberschreiten.
Gliederung in Phasen
Um neben der o.g. auch die Anforderungen 1 und 2 zu realisieren, liegt nun
die Aufteilung in folgende Schritte nahe:
1. Generierung des Tableaus mittels der Kalk¨ ulregeln
2. Heuristische Auswahl der vielversprechenden Regeln
3. Zusammenstellen der L¨ osung, endliche Auswertung
Dabei kann im 1. Schritt noch zwischen den Expansions- und den Meta-
Regeln unterschieden werden, was die in Abbildung 5.2 zu erkennenden










Abbildung 5.2: Die Phasen der Gleichheitsanalyse
die Tableauregeln am besten in verschiedene Gruppen eingeteilt werden.
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Datenstrukturen
Der 1. Schritt der Gleichheitsanalyse soll ja darin bestehen, aus einer An-
frage, die den Wurzelknoten darstellen wird, mit Hilfe der Expansionsregeln
das Tableau aufzubauen. Da die heuristische Auswahl erst sp¨ ater erfolgt,
stellt das Ergebnis der Expansion sogar Mengen von Tableaus dar. Die dar-
auf folgende Anwendung der Meta-Regeln ist eine Operation auf Mengen
von Tableaus. Erst durch die Heuristik wird aus einer solchen Menge von
Tableaus ein bestimmtes ausgew¨ ahlt, welches zwar noch potentiell unendlich
sein kann, aber beim Zusammenstellen der L¨ osung nur endlich tief ausge-

















Abbildung 5.3: Die Datenstrukturen zwischen den einzelnen Phasen
einzelnen Phasen ist in Abbildung 5.3 zu sehen. Vor dem Hintergrund, daß5.5. DIE IMPLEMENTIERUNG 75
jede Phase durch eine eigene Funktion implementiert werden soll, erhalten
wir auch schon Hinweise auf die Typen dieser Funktionen. Außerdem kann
man die Pipeline von Funktionsanwendungen sehr gut erkennen.
Die Kernsprache
Eine Anforderung wurde bisher noch nicht behandelt. Diese betriﬀt die Un-
abh¨ angigkeit der Tableauregeln von der Kernsprache, die mit einem abstrak-
ten Datentypen gel¨ ost werden kann. Noch besser erscheint sogar eine eigene
Typklasse CoreExpression, da dann verschiedene Repr¨ asentationen eines
Kernsprachenausdruckes gleichzeitig in einem Programm verwendet werden
k¨ onnen. Wir m¨ ussen uns ja ohnehin ¨ uberlegen, wie die Menge der f¨ ur eine
Kernsprache typischen Operationen geschickt zu deﬁnieren ist. Zu diesen
Operationen sollten auf jeden Fall Funktionen z¨ ahlen, die
• einen Reduktionsschritt in Normalordnung durchf¨ uhren.
• die Menge FV(t) der freien Variablen eines Ausdruckes t berechnen.
• bestimmen, ob ein Ausdruck ein Redex ist, oder welcher Art eine
WHNF ist, z.B. FWHNF oder CWHNF.
• Informationen ¨ uber die Struktur eines Ausdruckes liefern, also z.B. den
Konstruktor einer CWHNF oder den m¨ oglichen Termkontext, in dem
sich ein case beﬁndet.
5.5 Die Implementierung
Die Implementierung wird in die soeben vorgestellten Phasen gegliedert.
Vor¨ uberlegungen in Haskell-Syntax, die nicht im endg¨ ultigen Code auftau-
chen, fehlt das vorangestellte >, vgl. dazu Abschnitt 3.2. Module mit Hilfs-
funktionen, die zwar von Interesse sind, deren Er¨ orterung aber an dieser
Stelle zu weit f¨ uhren w¨ urde, sind, im Anhang B aufgef¨ uhrt. Genauso wird an
einigen Stellen auf die Darstellung von Details verzichtet, die zum Verst¨ and-
nis nicht wesentlich beitragen. Da nur die entsprechenden Teile nicht in den
Text dieser Arbeit aufgenommen werden, bleibt das Programm davon un-
ber¨ uhrt und die vollst¨ andige Arbeit ist im World Wide Web ¨ uber die Adresse
http://www.ki.informatik.uni-frankfurt.de/ zu ﬁnden.
5.5.1 Generierung des Tableaus
Bevor wir uns ¨ uberlegen, welche Datenstruktur wir f¨ ur eine Menge von Ta-
bleaus w¨ ahlen, m¨ ussen wir erst einmal kl¨ aren, wie man ein einzelnes Kon-
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Darstellung eines Kontexttableaus
Dies ist im Grunde ein Baum mit Listen von Nachfolgern, die logisch eine
Disjunktion bedeuten. Die Knoten enthalten eine Liste m¨ oglicher Bedingun-
gen, hier mit Constraints bezeichnet, die ihrerseits als logische Konjunk-
tion betrachtet werden, und eine Substitution. Daf¨ ur k¨ onnte man folgende
Datenstruktur angeben:
data Tableau = Branch Label [Tableau]
| Leaf Label ..
wobei
type Label = ([Constraint], Substitution)
Wie eben schon angedeutet, kann ein Kontexttableau als Und-Oder-Baum
aufgefaßt und entsprechend implementiert werden. Man kann diese Und-
Oder-Struktur aber auch auf eine ganz andere Weise hervorheben. Denn
entweder hat ein Knoten einen Nachfolgers oder ist eben ein Blatt:
data Tableau = Root Label Successor
| Leaf Label ..
type Successor = Various Tableau
mit einem Typen Various, der es erlaubt, gar keinen, genau einen oder
mehrere alternative bzw. gleichzeitig g¨ ultige Werte zu repr¨ asentieren.




Welche Vorteile hat die Darstellung nun? Wie bereits erw¨ ahnt, dr¨ uckt sie
die Und-Oder-Struktur explizit aus, was f¨ ur die Implementierung der Regeln
hilfreich sein sollte. Denn die Regeln weisen die gleiche Struktur auf: Manche
k¨ onnen in einem bestimmten Fall keinen g¨ ultigen Wert zur¨ uckgeben, andere
genau einen oder mehrere evtl. gleichzeitig g¨ ultige bzw. alternative Werte.
Darstellung von Mengen von Kontexttableaus
Was ist nun eine Menge von Tableaus? ¨ Ublicherweise benutzen wir f¨ ur eine
Menge gerne die Datenstruktur Liste, aber
type TableauSet = [Tableau]5.5. DIE IMPLEMENTIERUNG 77
gestaltet schon den Aufbau des Tableaus mit Hilfe der Expansionsregeln
schwierig und aufwendig. Denn es m¨ ußte jedesmal ein Tableau der Liste
entnommen und durch eine Menge von Tableaus ersetzt werden, die dann
bis zu einer Tiefe n identisch sind. Aus diesem Grund ist die Datenstruktur
auch f¨ ur die Selektion einer Teilmenge von Tableaus denkbar schlecht.
Datenstruktur f¨ ur Mengen von Tableaus Daher gilt es, in diesem




> fromVarious, fromVarious1, isVNothing,
> ExpansionRule(..),
> expandTableau, loopTableau,
> PathRule(..), PathObservation(..)) where
Es stellt sich als vorteilhaft heraus, die Menge von Tableaus als disjunkte
Vereinigung von Mengen von Tableaus mit gleichen Wurzeln und unter-




wobei Tw die Menge von Tableaus mit Wurzel w ist. Wollen wir die Tw-
Mengen unter einer einzigen Wurzel zusammenfassen, k¨ onnen wir die fol-
gende Struktur benutzen, wobei wir den Datentypen sogleich polymorph
¨ uber dem Knoteninhaltstyp halten:
> data TableauSet a = TSBranch [Various (TableauSet a)] a
> | TSLeaf a
> deriving (Show)
Wie bei vielen baumartigen Datenstrukten ist es auch f¨ ur ein TableauSet
n¨ utzlich, Instanz der Functor-Klasse zu werden und somit die Funktion map
bereitzustellen.
> instance Functor TableauSet where
> map f (TSBranch s a) = TSBranch (map (map (map f)) s) (f a)
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Expansion des Tableaus. Die f¨ ur TableauSet gegebene Deﬁnition von
map greift auf ein map zur¨ uck, welches auf dem Various-Typen deﬁniert sein
muß:
> data Various a = VNothing
> | VJust a
> | VOr [a]
> | VAnd [a]
> deriving (Show)
> instance Functor Various where
> map f (VNothing) = VNothing
> map f (VJust x) = VJust (f x)
> map f (VOr xs) = VOr (map f xs)
> map f (VAnd xs) = VAnd (map f xs)
Im Prinzip scheint der Konstruktor VJust ¨ uberﬂ¨ ussig, da er durch eine ein-
elementige Liste sowohl bei VOr als auch bei VAnd abgedeckt werden kann.
Benutzt man aber immer die Funktion listToVariousWith, wenn man aus
einer Liste ein Element vom Typ Various konstruieren m¨ ochte, dann wird
ein einzelner Wert eindeutig durch VJust dargestellt, und ein Pattern Match
darauf ist auf konsistente Weise m¨ oglich.
> listToVariousWith _ [] = VNothing
> listToVariousWith _ [x] = VJust x
> listToVariousWith con xs = con xs
Wird ein Various-Element mittels listToVariousWith konstruiert ist au-
ßerdem die folgende Hilfsfunktion fromVarious1 immer deﬁniert, vorausge-
setzt, es handelt sich nicht um VNothing.
> fromVarious1 (VJust a) = a
> fromVarious1 (VOr (a:as)) = a
> fromVarious1 (VOr ([])) = error "...fromVarious1: VOr []"
> fromVarious1 (VAnd (a:as)) = a
> fromVarious1 (VAnd ([])) = error "...fromVarious1: VAnd []"
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Um gerade diesen letzten Fall abzufragen, k¨ onnen wir die Funktion
isVNothing benutzen:
> isVNothing VNothing = True
> isVNothing _ = False
Nun kann der Typ einer Expansionsregel schon einmal festgelegt werden.
Wie schon erw¨ ahnt, handelt es sich um Funktionen, die zu einen Knotenin-
halt verschiedene Inhalte zur¨ uckliefern:
> type ExpansionRule a = (a -> Various a)
Damit l¨ aßt sich die expandTableau-Funktion schließlich recht kompakt for-
mulieren. Mit dieser generieren wir genaugenommen gar keine Menge von
Tableaus, sondern ¨ uberf¨ uhren eine Menge in eine neue unter Zuhilfenahme
von Regeln, die nur die lokale Information innerhalb eines Knotens ben¨ oti-
gen. Im Regelfall wird man die Funktion expandTableau aber mit einem
TSBranch, der eine leere Nachfolgerliste hat, aufrufen, wie es auch in der
letzten Zeile selbst geschieht.
> expandTableau :: (a -> Bool) -> [ExpansionRule a] ->
> TableauSet a -> TableauSet a
> expandTableau isLeaf rules tableau@(TSLeaf _) =
> tableau
> expandTableau isLeaf rules tableau@(TSBranch succ’s root)
> | isLeaf root = TSLeaf root
> | otherwise =
> TSBranch (succ’s ++ [ map f (rule root) | rule <- rules ])
> root
> where
> f = expandTableau isLeaf rules . TSBranch []
Wie angedeutet, wird also die Nachfolgerliste succ’s eines bestehenden Ta-
bleaus tableau einfach um weitere m¨ ogliche Nachfolger erg¨ anzt. Diese er-
geben sich durch die Anwendung jeder Regel aus rules auf den Inhalt root
des Wurzelknotens.
Um aus den zur¨ uckgegebenen — verschiedenen — Konteninhalten wieder
Tableaus zu erstellen und den gesamten Prozess der Expansion rekursiv fort-
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[] in Verbindung mit map12 benutzt. Dabei erweist es sich als Vorteil, gera-
de diese Reihenfolge der Argumente f¨ ur den TSBranch-Konstruktor gew¨ ahlt
zu haben, da nun (TSBranch []) :: a -> TableauSet a ist, d.h. genauso
wie TSLeaf eine Funktion, die einen Knoteninhalt nimmt und daraus ein
TableauSet erzeugt.
Dar¨ uberhinaus erh¨ alt die expandTableau-Funktion als Argument eine
Funktion isLeaf, die Auskunft dar¨ uber geben soll, ob ein vorliegender Kno-
teninhalt schon f¨ ur ein Blatt gen¨ ugt.
5.5.2 Schließen des Tableaus
Nach Deﬁnition 5.3.1 ist ein Tableau geschlossen, wenn alle Bl¨ atter gel¨ ost
sind. Nicht immer ist es m¨ oglich, die Bedingungen mittels der Regel
(SyntEQ) aus den Knoten zu entfernen. Daher kann es notwendig sein, nach
Schleifen zu suchen, um das Tableau zu schließen.
Schleifenerkennung
Es wurde bereits angesprochen, daß die Funktion expandTableau eine Ope-
ration aufgrund lokaler Informationen darstellt.
Die Regeln zur Schleifenerkennung operieren oﬀensichtlicherweise nicht
lokal. Denn um eine Schleife zu bilden, ist Wissen ¨ uber die zwei Knoten, die
durch die Schleife verbunden werden sollen, und den dazwischenliegenden
Pfad n¨ otig. Außerdem kann es vorkommen, daß Informationen ¨ uber den
Pfad von der Wurzel zum ersten Knoten der Schleife vorliegen m¨ ussen.
Damit ist eine Loop-Regel nicht mehr wie eine Expansionsregel eine
Funktion von Knoten auf eventuell mehrere Knoten, sondern eine Funk-
tion, die von zwei Knoten und deren Verbindungspfad sowie dem Pfad von
der Wurzel bis zum ersten Knoten abh¨ angt.
Nutzung der Informationen f¨ ur verschiedene Regeln Wir gehen
davon aus, daß wir durchaus mehrere verschiedene Regeln zur Bildung einer
Schleife ¨ uberpr¨ ufen m¨ ussen. Nun ist es aber keineswegs eﬃzient, f¨ ur jedes
Knotenpaar und den dazwischenliegenden Pfad jede m¨ ogliche Loop-Regel
einfach von Neuem auszuprobieren. Vielmehr sollten die Informationen, die
f¨ ur eine bestimmte Loop-Regel herausgefunden wurden, auch f¨ ur die anderen
wiederverwendet werden und nicht abermals berechnet werden.
Zum Beispiel m¨ ussen die beiden Knoten i.a. mit Hilfe einer Substitution
ineinander ¨ ubergef¨ uhrt werden k¨ onnen. Diese Eigenschaft bezeichnen wir ja
nach Deﬁnition 5.2.3 als einen Match. Haben wir einmal festgestellt, daß
die betreﬀenden Knoten nicht matchen, so ist f¨ ur diese kein Loop m¨ oglich.
Auf der anderen Seite k¨ onnen wir uns im Falle eines Match die entspre-
chende Substitution merken und die einzelnen Pfadbedingungen pr¨ ufen. Im
12auf dem Variuos-Typen5.5. DIE IMPLEMENTIERUNG 81
Gegensatz zu der Forderung, die an die Knoten gestellt wird, diﬀerieren die
Pfadbedingungen.
Nutzung von Informationen f¨ ur verschieden lange Pfade Generell
kann man unterscheiden zwischen Bedingungen, die erst nach dem Auftreten
gewisser Merkmale erf¨ ullt sind, sowie solchen, die erf¨ ullt sind, solange ein
Merkmal nicht auftritt.
Auch hier ist es sinnvoll, sich Gedanken dar¨ uber zu machen, wie Mehr-
fachberechnungen vermieden werden k¨ onnen. Dies soll am Beispiel eines
Pfades e1 = (v0,v1),e2 = (v1,v2),e3 = (v2,v3),e4 = (v3,v4) verdeutlicht
werden13. In diesem Pfad soll mindestens links und rechts eine Reduktion
vorkommen, in Zeichen L bzw. R. Angenommen e2 habe Eigenschaft R und
e4 Eigenschaft L. Dann m¨ ußte f¨ ur eine Funktion pathRule folgendes gelten:
• pathRule [e1] = False
• pathRule [e1,e2] = False
• pathRule [e1,e2,e3] = False
• pathRule [e1,e2,e3,e4] = True
• pathRule [e1,e2,e3,e4,...] = True
Nachdem R und L aufgetreten sind, bleibt der Funktionswert immer True.
Schwer ist es nicht, dies zu realisieren, wenn die Funktion pathRule stets
die gesamte Liste durchl¨ auft. Aber es ist auch leicht zu erkennen, daß wir
dabei sehr verschwenderisch mit Rechenzeit umgehen w¨ urden. Es w¨ are zwar
elegant, wenn die Funktion immer nur eine Kante n¨ ahme, und ein Paar
lieferte, bestehend aus
• dem f¨ ur den bisherigen Teilpfad zutreﬀenden Wahrheitswert und
• einer Funktion, die man auf die folgende Kante des Pfades angewenden
kann.
Aber eine solche Funktion, die ein Paar aus einem Wahrheitswert und einer
Funktion zur¨ uckgibt, die ein Paar aus einem Wahrheitswert und einer Funk-
tion zur¨ uckgibt, die ..., l¨ aßt sich statisch nicht typen, weil es sich dabei —
wie man sieht — um einen unendlichen Typ handelte.
Hingegen k¨ onnen wir den Gedanken aufgreifen, daß immer nur eine wei-
tere Kante konsumiert werden soll. Denn das Vorgehen bei der Anwendung
der Meta-Regeln sieht ja allgemein so aus, daß wir vom Wurzelknoten aus-
gehend von oben in den Baum, d.h. das TableauSet, hinabsteigen. Dieses
Absteigen f¨ uhrt nun ohnehin alle Pfade entlang, so daß wir dort auch Buch
dar¨ uber f¨ uhren sollten, welche Eigenschaften f¨ ur eine bestimmte Loop-Regel
erf¨ ullt bzw. verletzt werden.
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Repr¨ asentation der Pfadregeln Anstatt direkt mit Funktionen zu ar-
beiten, m¨ ussen wir die Pfadregeln eben durch einen algebraischen Typen
darstellen. Hierbei ist aber nicht so sehr der Typ selbst interessant, so daß
wir die Details seiner Implementierung fortlassen, sondern vielmehr die Ope-
ration, die auf ihm deﬁniert sein muß. Diese Operation — wir nennen sie
observePath — bekommt als Argumente einen Knoten sowie eine Regel von
diesem Typ und gibt ein Paar aus
• dem f¨ ur den bisherigen Teilpfad zutreﬀenden Wahrheitswert und
• einer Regel, die f¨ ur die folgenden Knoten eines Pfades angewendet
werden kann.
zur¨ uck. Da man diese Speziﬁkation sicherlich mit unterschiedlichen Typen
realisieren kann, w¨ ahlen wir die Deﬁnition ¨ uber eine Typklasse.
> class PathRule rule where
> observePath :: a -> rule a -> (Bool, rule a)
Funktionen f¨ ur die Schleifensuche Nun k¨ onnen wir uns der Frage
zuwenden, wie am einfachsten alle m¨ oglichen Schleifen gefunden werden
k¨ onnen. Wenn sp¨ ater die Heuristik auf das TableauSet zugreifen soll, wird
dies wiederum ¨ uber dessen Wurzel r erfolgen. Dabei ist es dann bedeutend,
ob ein m¨ oglicher Nachfolger s schon ein Blatt ist, weil er bereits eine Schleife
mit der Wurzel bildet. Denn so kommen Schleifen unterhalb dieses Knotens
s gar nicht mehr in Betracht.
Das heißt, die Suche nach Schleifen kann ohne weiteres so programmiert
werden, daß f¨ ur eine Wurzel zuerst Schleifen mit allen m¨ oglichen direkten
Nachfolgern der n¨ achst tieferen Ebene gesucht werden, dann mit Knoten in
der ¨ ubern¨ achsten Ebene usf. In den Tableaus, bzw. Mengen von Tableaus,
in die dabei hinabgestiegen wird, sind die m¨ oglichen Schleifen, die ihren
Ausgangspunkt wiederum in tieferen Ebenen haben, schon gebildet worden.
> loopTableau :: PathRule rule => (a -> a -> Maybe a) ->
> [rule a] -> [rule a] ->
> TableauSet a -> TableauSet a
> loopTableau match rootRules rules tableau@(TSLeaf _) =
> tableau
> loopTableau match rootRules rules tableau@(TSBranch succ’s root)
> | or preds = TSBranch (map (map makeNewSucc) succ’s) root
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> where
> (preds, _) =
> unzip [ (observePath root rule) | rule <- rootRules ]
> makeNewSucc t = loopsWith match rules root []
> (loopTableau match rootRules rules t)
Die Funktion loopTableau erledigt die Aufgabe, alle Schleifen f¨ ur die Menge
von Tableaus zu ﬁnden, die die Wurzel root haben. In der letzten Zeile ﬁndet
man den rekursiven Aufruf auf den Nachfolgern. Dieser sorgt daf¨ ur, daß dort
bereits Schleifen gebildet werden, bevor die Funktion loopsWith aufgerufen
wird, um die m¨ oglichen Schleifen vom Wurzelknoten in die verschieden tiefen
Ebenen hinein zu suchen.
> loopsWith match rules node path tableau@(TSLeaf _) =
> tableau
> loopsWith match rules node path tableau@(TSBranch succ’s root)
> | or preds = maybe newTableau TSLeaf (match node root)
> | otherwise = newTableau
> where
> newTableau = TSBranch (map (map makeNewSucc) succ’s)
> root
> (preds, funcs) =
> unzip [ (observePath root rule) | rule <- rules ]
> makeNewSucc = loopsWith match funcs node (root:path)
Diese Vorgehensweise, die in Abbildung 5.4 noch einmal graﬁsch veranschau-
licht wird, berechnet nicht mehr Schleifen als notwendig, weil das Tableau
ohnehin nur so weit ausgewertet wird, wie es ben¨ otigt wird.
5.5.3 Die analysierte Kernsprache
Wie bereits in Abschnitt 5.4.3 erw¨ ahnt, wird die konkrete Repr¨ asentation
der Kernsprache in der Implementierung durch eine Typklasse abstrahiert.
Dies geschieht im Modul CoreLanguage:
> module CoreLanguage(
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Abbildung 5.4: Das Zusammenspiel der Funktionen loopTableau und
loopsWith bei der Schleifensuche
Die Typklasse CoreExpression
Macht man sich Gedanken ¨ uber den Aufbau dieser Klasse, so wird schnell
deutlich, daß f¨ ur die meisten m¨ oglichen Instanzen eine Umgebung ben¨ otigt
wird, in der z.B. die Informationen ¨ uber die Deﬁnitionen von Superkombina-
toren gespeichert werden m¨ ussen. M¨ ochte man z.B. wissen, ob ein Ausdruck
e eine FWHNF ist, so ist folgende Vorgehensweise denkbar: Falls es sich um
eine Applikation handelt, muß der Umgebung die Information entnommen
werden, ob es sich bei dem Operator um einen Superkombinator handelt,
und wenn ja, wie groß dessen Stelligkeit ist.
Als erstes sollen im folgenden Funktionen angegeben werden, die Infor-
mationen ¨ uber die Art des vorliegenden Ausdruckes liefern. Wie man sieht,
spiegelt sich schon bei diesen Deﬁnitionen die Notwendigkeit einer Umge-
bung wider.
> class (Eq e) => CoreExpression e where
> isWHNF :: e -> Env -> Bool
> isFWHNF :: e -> Env -> Bool
> isCWHNF :: e -> Env -> Bool
> isSCWHNF :: e -> Env -> Bool5.5. DIE IMPLEMENTIERUNG 85
> isPREDEX :: e -> Env -> Bool
> isREDEX :: e -> Env -> Bool
> isFreeVar :: e -> Env -> Bool
Dabei soll isPREDEX — abweichend zu Deﬁnition 5.2.1 – auf genau den
Ausdr¨ ucken wahr sein, die ein case auf eine freie Variable darstellen14. Die
Bedeutung der ¨ ubrigen Funktionen sollte unmittelbar einleuchten. Die kon-
krete Realisierung des Typs Env, der f¨ ur die Umgebung steht, wird sp¨ ater
besprochen.
Die n¨ achsten Funktionen sind solche, die aus einem Ausdruck bestimmte
Komponenten isolieren k¨ onnen. Wir brauchen sie, um z.B. auf den Namen
einer freien Variablen zugreifen zu k¨ onnen oder auf Bezeichner15, Stelligkeit
und Argumente eines Konstruktors bzw. Name, Stelligkeit und Argumente
einer Superkombinatoranwendung:
> getFreeVar :: e -> Env -> Maybe Name
> getConstructor :: e -> Env -> Maybe (Tag, Arity, [e])
> getSupercomb :: e -> Env -> Maybe (Name, Arity, [e])
> getCase ::
> e -> Env ->
> [(e, [(Tag, Arity, [e] -> StateTransformer Env e)])]
getCase liefert zu einem Ausdruck e und seiner Umgebung die m¨ oglichen
Programmkontexte, in denen ein case auftaucht. Die zweite Komponente
in der Liste von Paaren stellt dabei die Alternativen dar, soll aber nicht im
Detail er¨ ortert werden.
Zu den in Abschnitt 5.4.3 genannten Operationen kommen nun noch
solche hinzu, mit denen neue Ausdr¨ ucke konstruiert werden k¨ onnen.
> mkFreeVar :: Name -> StateTransformer Env e
> mkApplication :: e -> e -> StateTransformer Env e
> mkConstructor ::
> (Tag, Arity, [e]) ->
> StateTransformer Env e
> mkCase ::
> (e, [(Tag, Arity, [e] -> e)]) ->
> StateTransformer Env e
14Eine abstrakte Applikationen nach Deﬁnition 5.2.2 stellt zwar auch einen potentiellen
Redex dar, wird aber gesondert behandelt
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An dieser Stelle muß der Typ StateTransformer erkl¨ art werden, der schon
bei getCase auftauchte. Er kapselt die Tatsache, daß sich die Umgebung
ver¨ andern kann, wenn wir einen neuen Ausdruck bilden. Wenn z.B. die Funk-
tion mkApplication auf zwei Ausdr¨ ucke angewendet werden soll, stellt der
zur¨ uckgegebene StateTransformer Env e im Prinzip die Funktion dar, die
in einer Umgebung den Ausdruck konstruiert und diesen mitsamt der neuen
Umgebung zur¨ uckliefert. Der Typ StateTransformer ist in einem eigenen
Modul deﬁniert, wo er auch zu einer Instanz der Klasse Monad gemacht
wird, was uns sp¨ ater die Notation bei der sukzessiven Konstruktion von
Ausdr¨ ucken erleichtern wird. Dieses Modul StateMonad ist im Anhang B.3
zu ﬁnden.
Benutzt man zur Implementierung der Klasse CoreExpression eine
Struktur, die Sharing gew¨ ahrleistet, so ver¨ andert ein Reduktionsschritt
zwangsl¨ auﬁg die jeweilige Umgebung:
> reduce :: e -> StateTransformer Env e
> reduceN :: e -> Env -> [(e, Env)]
Dabei stellt reduce einen Reduktionsschritt in Normalordnung dar und
reduceN kann als eine nichtdeterministische Version, die mehrere m¨ ogliche
Ergebnisse liefern kann, angesehen werden.
Nun folgen noch einige Funktionen, die auf Ausdr¨ ucken operieren und
in den Kalk¨ ulregeln ben¨ otigt werden, wie z.B. die Anwendung einer Substi-
tution oder eine Funktion, die die Liste aller freien Variablen bzw. die Liste
der Namen aller freien Variablen eines Ausdruckes liefert.
> applySubst ::
> Substitution e e -> e ->
> StateTransformer Env e
> fv :: e -> Env -> [e]
> fvNames :: e -> Env -> [Name]
> match ::
> (e, Env) -> (e, Env) ->
> Maybe (Substitution Name e)
> syntEq :: e -> e -> Env -> Bool
Die Funktion match dient dazu, festzustellen, ob zwei Ausdr¨ ucke, die in ihren
jeweiligen Umgebungen interpretiert werden, mittels einer Substitution auf
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Außerdem wird nat¨ urlich eine Funktion ben¨ otigt, die Auskunft dar¨ uber
geben kann, ob zwei Ausdr¨ ucke syntaktisch gleich sind. Diese kann man di-
rekt mittels match angeben, wie man in der Deﬁnition der Default-Methoden
sieht:
> syntEq ex1 ex2 env =
> maybe False
> (== emptySubst)
> (match (ex1, env) (ex2, env))
> isWHNF e = (isFWHNF e) .||. (isCWHNF e)
> isFWHNF e = (isWHNF e) .&&. (not . isSCWHNF e)
> isSCWHNF e = (isCWHNF e) .&&. (not . isFWHNF e)
> getFreeVar expr env
> | isFreeVar expr env = Just (head (fvNames expr env))
> | otherwise = Nothing
> reduceN expr env =
> [ (reduce expr) ‘beginningWith‘ env ]
> fvNames expr env =
> mapMaybe ((flip getFreeVar) env) (fv expr env)
.||. und .&&. sind dabei Kombinatoren, die nicht zwei Boolesche Wer-
te sondern zwei einstellige Funktionen, die jeweils einen Booleschen Wert
zur¨ uckgeben, verkn¨ upfen. Damit ist es m¨ oglich die Funktionen isWHNF, ...
recht elegant mit nur einem Argument zu schreiben, obwohl sie noch nach
einem zweiten, n¨ amlich einer Umgebung, verlangen. Die Funktionen .||.
und .&&. sind neben anderen n¨ utzlichen Kombinatoren in Anhang B.1 auf-
gef¨ uhrt.
Die Umgebung
Nun kommen wir zur¨ uck auf den Typ Env, der die Umgebung repr¨ asentiert.
Dieser ist ¨ uber ein Typsynonym deﬁniert, d.h. er ist nur ein anderer Name
f¨ ur eine Datenstruktur, die f¨ ur die in dieser Arbeit gew¨ ahlten Instanzen von
CoreExpression als Umgebung geeignet ist.
Das ist sicherlich nicht die eleganteste L¨ osung, da f¨ ur andere Instan-
zen von CoreExpression die Deﬁnition des Typen Env ge¨ andert werden
muß. Außerdem kann die Flexibilit¨ at mehrerer verschiedener Instanzen f¨ ur
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Konstruktionen gew¨ ahrleistet bleiben16.
Um die trotz dieser Nachteile f¨ ur ein Typsynonym getroﬀene Entschei-
dung zu begr¨ unden, sollen im folgenden kurz die Alternativen beleuchtet
werden.
Umgebung im Ausdruck Zum einen best¨ unde die M¨ oglichkeit, daß je-
der Ausdruck seine gesamte Umgebung selbst beinhaltet. Wenn dann aber
zwei Ausdr¨ ucke jeweils eine Umgebung beinhalten, ist nicht klar, welche
Umgebung z.B. f¨ ur die Applikation dieser beiden Ausdr¨ ucke gelten sollte.
Auch eine Regel, die einer bestimmten Umgebung, etwa der des ersten Aus-
drucks, dabei implizit den Vorrang einr¨ aumt, scheint nicht befriedigend, weil
sie vielleicht nicht immer oﬀensichtlich ist. Das bedeutet, daß es dem Anwen-
der der Funktion mkApplication nicht bewußt sein mag, daß u.U. Informa-
tionen ¨ uber Superkombinatoren aus der Umgebung des zweiten Ausdruckes
verlorengehen.
Die gew¨ ahlte Darstelllung hat demgegen¨ uber den Vorteil, daß die Umge-
bung stets explizit genannt wird. Daher muß der Programmierer sich vorher
Gedanken dar¨ uber machen, welche Umgebung er angibt, und eventuell erst
eine neue konstruieren, um aus den beiden vorhandenen alle gew¨ unschten
Informationen bereitzuhalten.
Schaut man sich mkConstructor an, so wird dies noch um einiges deutli-
cher. Denn wie k¨ onnte man mit dieser Funktion, wenn sie nicht ausdr¨ ucklich
mit einer Umgebung versorgt w¨ urde, einen Ausdruck erzeugen, der einen 0-
stelligen Konstruktor darstellt? Da in diesem Fall die Liste der Argumente
leer bleibt, h¨ atten wir keine Umgebung zur Verf¨ ugung, auf die wir zugreifen
k¨ onnten.
Hieran ist zu erkennen, warum diese M¨ oglichkeit nach reiﬂicher ¨ Uber-
legung ausgeschieden ist. Die nun folgenden Schilderungen setzen einige
Kenntnisse ¨ uber Typklassen von Haskell voraus, die in [PHA+97, S.31ﬀ.]
nachzulesen sind.
Freie Typvariable Ein weiterer Gedanke bestand aus dem Versuch, die
Umgebung relativ frei zu belassen, indem daf¨ ur eine Typvariable angegeben
wird:
class (Eq expr) => CoreExpression expr where
isWHNF :: expr -> env -> Bool
Dies unterscheidet sich von der vorigen Deﬁnition erst einmal nur dadurch,
daß env als Typvariable jetzt kleingeschrieben wird.
16Z.B. dadurch daß man alle m¨ oglichen Typen von Umgebungen in Env hineinpackt,
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Es ist nun aber nicht m¨ oglich, eine Instanz vom Typ ExprInstance f¨ ur
die Klasse CoreExpression anzugeben, wenn man dabei einen bestimmten
Typ, nennen wir ihn EnvInstance, f¨ ur die Umgebung benutzen m¨ ochte.
Denn die Funktion isWHNF z.B. wird in der Instanzendeﬁnition den all-
gemeinsten Typ isWHNF :: ExprInstance -> env -> Bool haben. Will
man dann isWHNF :: ExprInstance -> EnvInstance -> Bool deﬁnieren,
so stellt dies eine unzul¨ assige Einschr¨ ankung dar.
Mehrparameterklassen Es g¨ abe eine M¨ oglichkeit, diesen Ansatz zu rea-
lisieren, wenn man in der Klassendeklaration speziﬁzieren k¨ onnte, daß env
immer zusammen mit einer speziellen Instanz f¨ ur expr gew¨ ahlt wird. Mit
Typklassen, die mehrere Parameter erlaubten, w¨ are dies machbar.
class (Eq expr) => CoreExpression expr env where
isWHNF :: expr -> env -> Bool
...
instance CoreExpression ExprInstance EnvInstance where
...
Es w¨ are eine konsistente L¨ osung und w¨ urde den elegantesten Ansatz darstel-
len. Leider sind Mehrparameterklassen in Haskell nicht erlaubt, auch wenn
es schon ¨ Uberlegungen gibt, sie sp¨ ater einmal zu integrieren, siehe dazu
u.a. [JJM97].
Andere M¨ oglichkeiten Daneben gab es auch ¨ Uberlegungen, ob und wie
man die Wirkung einer Mehrparameterklasse nachbilden k¨ onnte. Die Mittel,
mit denen man das tun k¨ onnte, geraten aber schnell recht komplex. Dazu
sei hier exemplarisch die M¨ oglichkeit angef¨ uhrt, f¨ ur Umgebungen eine Ty-
pklasse Environment einzurichten mit Funktionen, die den Zugriﬀ darauf
nach bestimmten Kriterien erlauben.
class Environment env where
...
class (Eq expr) => CoreExpression expr where
isWHNF :: (Environment env) => expr -> env -> Bool
Nun muß das Zusammenspiel zwischen den beiden Klassen CoreExpression
und Environment erkl¨ art werden. In der Regel wird es so aussehen, daß
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nach der Deﬁnition eines Superkombinators suchen lassen kann. Dies kann
z.B. ¨ uber den Namen des Superkombinators geschehen. Oﬀensichtlich ist,
daß der Name dann auch in der gleichen Weise in dem Ausdruck gespeichert
sein muß. Damit ist aber sofort eine Abh¨ angigkeit der beiden Typen, die wir
zu Instanzen der jeweiligen Klassen machen m¨ ochten, verbunden. Diese muß
im Typsystem von Haskell explizit ausgedr¨ uckt werden, da sonst wiederum
unzul¨ assig eingeschr¨ ankte Typen auftauchen.
class Environment env where
... (env a) ...
class (Eq expr) => CoreExpression expr where
isWHNF :: (Environment env) => (expr a) -> (env a) -> Bool
Da es schwer abzusehen ist, welche weiteren Zusammenh¨ ange noch zu Tage
treten, scheidet auch diese Alternative aus. Im Rahmen dieser Diplomarbeit
w¨ are der Aufwand, der f¨ ur die allgemeine Verwendbarkeit der L¨ osung ge-
trieben werden m¨ ußte, einfach zu hoch. Dies erscheint umso einleuchtender
vor dem Hintergrund, als daß der mit dem Typsynonym beschrittene Weg
recht einfach auf eine Mehrparameterklasse umzusetzen ist, wenn diese erst
einmal in Haskell verf¨ ugbar sind.
Die benutzte Instanz f¨ ur Kernsprachenausdr¨ ucke
Wie die konkrete Instanz f¨ ur die Klasse CoreExpression in dieser Arbeit
aussieht, wurde bisher ausgeklammert. F¨ ur die Implementierung der be-
schriebenen Methoden ist prinzipiell auch die Datenstruktur des Syntax-
baumes denkbar, direkt oder in leicht abgewandelter Form. Wie der Name
schon sagt, sind die Ausdr¨ ucke dann aber durch B¨ aume dargestellt, so daß
das Sharing bei der Reduktion verlorengeht. Um eine eﬃziente Reduktion
zu gew¨ ahrleisten, m¨ ochten wir daher eine Implementierung, die die Graph-
struktur der Ausdr¨ ucke respektiert. Daf¨ ur gibt es verschiedene Ans¨ atze; ei-
gentlich k¨ onnte jede abstrakte Maschine, die f¨ ur die Compilierung verz¨ ogert
auswertender funktionaler Sprachen entworfen wurde (vgl. [Buc95]), dazu
dienen.
Die Template Instantiation Machine Unter diesen stellt die Templa-
te Instatiation Machine, zu deutsch Muster Instanziierungsmaschine, die
einfachste M¨ oglichkeit dar, siehe auch [PJL91]. Da sie im Rahmen der Ter-
minierungsanalyse (vgl. [Kic96]) schon implementiert wurde, bot es sich an,
sie auch f¨ ur diese Arbeit zu verwenden. Ebendort und in [PJL91] wird sie
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tet wird. Es seien nur kurz die wichtigsten Bestandteile eines Zustandes der
Template Instanziierungsmaschine erl¨ autert.
Heap: Hier werden die Ausdr¨ ucke in ihrer Graphenstruktur gespeichert.
Stack: Er repr¨ asentiert den aktuellen Zustand der Auswertung, indem er
das R¨ uckgrat17 des Ausdrucks aufnimmt.
Dump: Dieser dient zum Sichern von Stacks, wenn Zwischenauswertungen
n¨ otig werden.
Dar¨ uberhinaus gibt es noch eine Komponente, die globale Informationen
¨ uber Superkombinatordeﬁnitionen enth¨ alt, also ein Teil der Umgebung im
oben diskutierten Sinne.
Die Terminierungsanalyse aus [Kic96] arbeitet genauso wie die Strikt-
heitsanalyse in [Sch94] und die Gleichheitsanalyse dieser Arbeit mit Hilfe
von abstrakter18 Reduktion. Deren Bedeutung stimmt aber in diesen drei
Bereichen nicht vollkommen ¨ uberein. In der Striktheitsanalyse werden die
abstrakten Werte Top und Bot eingef¨ uhrt, in der Terminierungsanalyse sind
es Bot und abstrakte Variable Txi. Diese zeigen dort ein spezielles Verhalten,
weshalb sie f¨ ur die Gleichheitsanalyse nicht benutzt werden konnten. Statt-
dessen wurde die Template Instanziierungsmaschine dahingehend erweitert,
daß sie Ausdr¨ ucke mit freien Variablen, die wie auch in [SS96a, S. 4] als
abstrakte Ausdr¨ ucke bezeichnet werden19, reduzieren kann. Die Rolle von
bot hat sich gegen¨ uber der Terminierungsanalyse nicht ver¨ andert, abgese-
hen von der Kleinschreibung, die deutlich machen soll, daß es sich hierbei
um einen vordeﬁnierten Superkombinator handeln soll und nicht um die
abstrakte Darstellung einer Menge von Termen.
Die Implementierung der Klassenmethoden soll nicht in allen De-
tails dargestellt werden, weil sie dann unverh¨ altnism¨ aßig viel Platz einneh-
men w¨ urde. Es soll aber ein grober ¨ Uberblick gegeben werden, wie die ver-
schiedenen Funktionen realisiert wurden. Das bedeutet, daß von gleicharti-
gen Funktionen jeweils eine examplarisch vorgestellt wird.
Einen Ausdruck und den aktuellen Zustand seiner Auswertung halten
wir in folgender Datenstruktur fest:
> data TiExpr = TiExpr {
> tiExprStack :: TiStack,
17engl. spine
18Leider kommt der Begriﬀ ”abstrakt“ in diesem Abschnitt in zwei unterschiedlichen
Bedeutungen vor: zum einen im Sinne einer abstrakten, d.h. virtuellen Maschine, zum
anderen im Bezug auf die abstrakte Reduktion, also Reduktion mit speziellen, abstrakten
Werten.
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> tiExprDump :: TiDump,
> tiExprAddr :: Addr
> } deriving (Eq, Show)
Die beiden ersten Komponenten entsprechen denjenigen im Zustand der
Template Instanziierungsmaschine. Die letzte, tiExprAddr, stellt die Ad-
dresse des Ausdrucks im Heap dar. Sie ist redundant, weil man sie auch aus
Stack und Dump ermitteln kann, aber der Zugriﬀ darauf ist auf diese Weise
wesentlich einfacher.
Die Grundlage, um die Informationen ¨ uber die Art des Ausdruckes zu
erlangen, bildet die Funktion examineTiState, die einen Zustand der Tem-
plate Instanziierungsmaschine analysiert. Wir begn¨ ugen uns an dieser Stelle
mit ihrem Typen:
> examineTiState :: TiState -> StateDesc
Die Beschreibung eines Zustandes erfolgt ¨ uber die Struktur StateDesc,
> data StateDesc = StateDesc {
> exprType :: ExprType,
> node :: Node,
> spine :: TiStack
> }
in der mehrere Informationen enthalten sind:
• exprType gibt Auskunft ¨ uber die Art des Ausdruckes, also ob es ein
Redex oder welche Art von WHNF es eventuell ist.
> data ExprType = UNKNOWN | ABSAPP | FREEVAR | REDEX
> | PREDEX | FWHNF | CWHNF | SCWHNF
> deriving (Show, Eq, Ord)
Bis auf UNKNOWN, welches einfach daf¨ ur stehen soll, daß keiner der ¨ ubri-
gen Typen ermittelt werden konnte, bleibt nur noch ABSAPP zu er-
kl¨ aren. Hierbei handelt es sich um eine abstrakte Applikation, d.h. die
Anwendung einer freien Variablen auf einen Term. Die ¨ ubrigen Na-
men erkl¨ aren sich von selbst, auch anhand der anfangs vorgestellten
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• node ist der Knoten aus dem Heap, von dem die vorige Entscheidung
abh¨ angig gemacht wurde.
• spine ist das R¨ uckgrat des Ausdruckes, wie es abgerollt werden mußte,
um an den genannten Heap-Knoten zu gelangen.
Die Untersuchung k¨ onnen wir auch auf einen Ausdruck beziehen, wenn wir
ihn mit einem Zustand als Umgebung ausstatten:
> examineTiExpr :: TiExpr -> TiState -> StateDesc
> examineTiExpr tiExpr =
> examineTiState . tiExpr2tiState tiExpr
tiExpr2tiState ist dabei eine Funktion, die den Ausdruck und seine Umge-
bung auf oﬀensichtliche Weise kombiniert. Da wir nun die Implementierung
der ersten Funktionen direkt angeben k¨ onnen, richten wir TiExpr gleich als
Instanz von CoreExpression ein:
> tiExprType expr = exprType . examineTiExpr expr
> type Env = TiState
> instance CoreExpression TiExpr where
> isSCWHNF expr = (== SCWHNF) . tiExprType expr
> isCWHNF expr = (>= CWHNF) . tiExprType expr
> isFWHNF expr = (== FWHNF) . tiExprType expr
> isWHNF expr = (>= FWHNF) . tiExprType expr
> isPREDEX expr = (== PREDEX) . tiExprType expr
> isREDEX expr = (== REDEX) . tiExprType expr
> isFreeVar expr = (== FREEVAR) . tiExprType expr
An sich ist die Eigenschaft ”frei“ keine, die von einer Variablen selbst
abh¨ angt, sondern von dem Ausdruck, in dem sie eben frei oder gebunden
auftaucht. In dieser Arbeit wird aber davon ausgegangen, daß diese Infor-
mation schon bei der ¨ Ubersetzung ermittelt und in entsprechender Weise
gespeichert wird. Dadurch muß sp¨ ater nicht st¨ andig wieder der gesamte
Ausdruck zu Rate gezogen werden, was weniger eﬃzient w¨ are.
Die Funktionen, die aus einem Ausdruck speziﬁsche Informationen her-
ausholen, sind nicht so kurz zu fassen, weswegen sie separat deﬁniert werden
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> getConstructor = getTiExprConstructor
> getSupercomb = getTiExprSupercomb
> getCase = getTiExprCase
Das gilt auch f¨ ur diejenigen, die Ausdr¨ ucke konstruieren, wie auch alle ¨ ubri-
gen Funktionen der Klasse.
> mkFreeVar = mkTiExprFreeVar
> mkApplication = mkTiExprApplication
> mkConstructor = mkTiExprConstructor
> applySubst = applySubstTiExpr
> reduce = reduceTiExpr
> fv = fvTiExpr
> fvNames = fvTiExprNames
> match = matchTiExpr
F¨ ur die Funktionen, die aus einem Ausdruck bestimmte Komponenten iso-
lieren, wird exemplarisch getConstructor erl¨ autert.
> getTiExprConstructor tiExpr =
> getConstructorFromTiState (TiExpr [] [])
> . tiExpr2tiState tiExpr
Die Instanz f¨ ur TiExpr wird also ¨ uber getConstructorFromTiState ausge-
dr¨ uckt:
> getConstructorFromTiState :: (Addr -> a) -> TiState ->
> Maybe (Tag, Arity, [a])
> getConstructorFromTiState resFunc state@TiState { heap }
> | exprType >= CWHNF = Just (tag, arity, args)
> | otherwise = Nothing
> where
> StateDesc { exprType,
> node, spine } = examineTiState state
> (tag, arity, args) = case node of
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> (tag, arity,
> map resFunc args)
> NConstr tag arity ->
> (tag, arity,
> map resFunc (take arity (getArgss heap spine)))
Diese arbeitet polymorph ¨ uber dem Typ eines Ausdruckes und benutzt dazu
eine Funktion resFunc, die aus den Argumentadressen wieder Ausdr¨ ucke
erzeugt.
Nun wird am Beispiel von mkTiExprApplication demonstriert, daß die
Konstruktion von Kernsprachenausdr¨ ucken recht einfach ist.
> mkTiExprApplication expr1 expr2 =
> ST (mkNewTiExpr
> (NAp (addrFromTiExpr expr1) (addrFromTiExpr expr2)))
> mkNewTiExpr node state@TiState { heap } =
> (TiExpr [] [] new_addr, state { heap = new_heap })
> where
> (new_heap, new_addr) = hAlloc heap node
Die Anwendung von Substitutionen operiert im wesentlichen auf dem Heap,
in dem die Ausdr¨ ucke mit Indirektionen auf das Substitut ¨ uberschrieben
werden.
> applySubstTiExpr subst’s tiExpr =
> foldM applyOneTiExprSubstTo tiExpr subst’s
Die nicht angef¨ uhrte Funktion applyOneTiExprSubstTo erledigt dies f¨ ur
jeweils eine einzelne Ersetzung20 und gibt dabei einen StateTransformer
zur¨ uck.
Beim Reduzieren schließlich sollen die Schritte der Template Instanziie-
rungsmaschine ¨ ubersprungen werden, die nur
• ein Abrollen des Spine darstellen,
• Indirektionen folgen oder
• Zwischenauswertungen f¨ ur ein case starten
20D.h. einem Paar aus dem urspr¨ unglichen und dem einzusetzenden Ausdruck96 KAPITEL 5. DIE GLEICHHEITSANALYSE
Daf¨ ur m¨ ussen aus der Folge der Zust¨ ande w¨ ahrend der Reduktion einige
herausgeﬁltert werden. Das macht die Funktion reduceTiExpr recht um-
fangreich, so daß auf ihre Darstellung verzichtet wird.
Auch die match-Funktion ist sehr umfangreich, weshalb sie nicht abge-
druckt, sondern nur kurz ihre Vorgehensweise erl¨ autert wird. Diese besteht
darin, zu beiden Adressen die jeweiligen Knoten aus dem entsprechenden
Heap zu ermitteln und im Falle einer ¨ Ubereinstimmung rekursiv auf deren
Komponenten fortzufahren.
5.5.4 Die Expansionsregeln
An den folgenden Ausf¨ uhrungen wird man sehen, daß sich der Aufwand
gelohnt hat, von der konkreten Repr¨ asentierung der Kernsprache zu abstra-
hieren. Denn dadurch haben wir relativ m¨ achtige Funktionen zur Hand, um
die Expansionsregeln schon fast so zu programmieren, wie sie in 5.2.1 formal
beschrieben wurden.
Knoten im Tableau
Als Vorarbeit ist notwendig, einen Typen f¨ ur den Inhalt eines Knotens im
Tableau zu deﬁnieren.
> data (Eq a, CoreExpression e) => Label a e = Label {
> ruleID :: a,
> revred :: Maybe (Revred e), -- "Nothing" is solved!
> env :: Env,
> subst’s :: Substitution e e,
> loop :: Maybe (Loop e),
> addedFVs :: [(e, Env)],
> approxTerms :: [(e, Env)],
> names :: [Name]
> }
> data CoreExpression e => Loop e = Loop {
> loopingNode :: Label RuleID e,
> loopSubst :: Substitution Name e
> }
Damit wird die isLeaf-Funktion nicht viel mehr sein als ein Pattern Match
auf Nothing. Ein revred heißt aus historischen Gr¨ unden so, er speichert
einfach eine der Bedingungen f¨ ur die Kontextanalyse, wie sie in Abschnitt
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> data CoreExpression e => Revred e = (:<-:) {
> expr :: e,
> context :: ContextTerm
> } deriving (Eq)
> instance (CoreExpression e, Show e) => Show (Revred e) where
> showsPrec x (expr :<-: context) =
> showsPrec x expr .
> showString " <- " .
> showsPrec x context
>
Weil dort auch die Syntax von Anforderungstermen deﬁniert wird, kann hier
auf die Darstellung des Typs ContextTerm verzichtet werden.
Bei den Regeln sollen diejenigen an erster Stelle stehen, die speziell f¨ ur
die Gleichheitsanalyse implementiert werden mußten.
F¨ ur die Gleichheit spezielle Regeln
Diese erhalten zwar wie alle Expansionsregeln als Argument einen Label.
Wichtig ist aber, daß sie explizit auf den Gleichheitsformeln arbeiten. Die
Formeln sind im Prinzip durch Paare von Kernsprachenausdr¨ ucken repr¨ asen-
tiert:
> data CoreExpression e => EQRec e = EQRec {
> left :: e,
> right :: e
> } deriving (Eq, Show)
Dieser Datentyp soll auch zu einer Instanz der Klasse CoreExpression ge-
macht werden, weil
• die allgemeinen Regeln f¨ ur den Kontextkalk¨ ul nicht ”wissen“ sollen,
daß eigentlich sie auf Paaren von Ausdr¨ ucken operieren
• und dadurch an einigen Stellen recht kompakten Formulierungen
m¨ oglich sind.
Die is...-Funktionen auf den Paaren stellen dabei haupts¨ achlich Boolesche
Verkn¨ upfungen der Funktionen auf den einzelnen Ausdr¨ ucken dar. Um den
wesentlichen Gedanken davon zusammenzufassen, geben wir eine Funktion
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> liftWith :: CoreExpression a =>
> (a -> b -> c) -> (c -> c -> d) ->
> EQRec a -> b -> d
> liftWith f binOp EQRec { left, right } =
> binaryCombine binOp (f left) (f right)
Diese Deﬁnition mit Hilfe des Kombinators binaryCombine, der in Anhang
B.1 zu ﬁnden ist, ist gleichwertig zu
liftWith f binOp EQRec { left, right } env =
(f left env) ‘binOp‘ (f right env)
Nun sind einige der Instanzenmethoden recht einfach anzugeben, weshalb
gleich die Instanzendeﬁnition folgt.
> instance CoreExpression e => CoreExpression (EQRec e) where
> isWHNF = isWHNF ‘liftWith‘ (&&)
> isFWHNF = isFWHNF ‘liftWith‘ (&&)
> isCWHNF = isCWHNF ‘liftWith‘ (&&)
> isSCWHNF = isSCWHNF ‘liftWith‘ (&&)
> isPREDEX = isPREDEX ‘liftWith‘ (||)
> isREDEX = isREDEX ‘liftWith‘ (||)
> isFreeVar formula@EQRec { left, right } env =
> isFreeVar left env &&
> isFreeVar right env && fvLeft == fvRight
> where
> Just fvLeft = getFreeVar left env
> Just fvRight = getFreeVar right env
getConstructor und getSupercomb brauchen wir in dieser Instanz von
CoreExpression nicht, daher geben wir beispielhaft nur getCase an:
> getCase formula state =
> (cases left) ++ (cases right)
> where
> cases side =
> [ (expr’, alts’) |
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> let expr’ = EQRec expr expr
> alts’ = map (liftAlt side) alts ]
> liftAlt side (tag, arity, f) =
> (tag, arity, f’)
> where
> f’ args = do
> expr <- f (map side args)
> return (EQRec expr expr)
Wie man sieht, werden einfach alle m¨ oglichen Programmkontexte f¨ ur case
von beiden Seiten der Formel zusammengenommen, wobei darauf geachtet
werden muß, diese wieder zu EQRec’s zu machen.
Auch bei den Konstruktionsfunktionen l¨ auft das nach diesem Schema
ab, was man am Beispiel von mkConstructor nachvollziehen kann.
> mkConstructor (tag, arity, args) = do
> let
> (largs, rargs) =
> unzip [ (left, right) |
> EQRec { left, right } <- args ]
> lconstr <- mkConstructor (tag, arity, largs)
> rconstr <- mkConstructor (tag, arity, rargs)
> return (EQRec lconstr rconstr)
Eine Substitution auf EQRec wird so aufgefaßt, daß linke durch linke und
rechte durch rechte Seite ersetzt werden soll.
> applySubst subst’s formula@EQRec { left, right } =
> do
> lExpr <- applySubst lsubst’s left
> rExpr <- applySubst rsubst’s right
> return (formula { left = lExpr, right = rExpr })
> where
> (lsubst’s, rsubst’s) =
> (unzip . map eqRec2expr) subst’s
> eqRec2expr (EQRec { left = l1, right = r1 } :->:
> EQRec { left = l2, right = r2 }) =
> (l1 :->: l2, r1 :->: r2)
Daf¨ ur steht die lokale Funktion eqRec2expr bei der Anwendung einer Sub-
stitution. Bei match steht expr2eqRec nun f¨ ur eine gleichm¨ aßige Ersetzung
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> match (f1@(EQRec { left = l1, right = r1 }), env1)
> (f2@(EQRec { left = l2, right = r2 }), env2) =
> map (map expr2eqRec) (unionMaybeSubst matchr matchl)
> where
> matchl = match (l1, env1) (l2, env2)
> matchr = match (r1, env1) (r2, env2)
> expr2eqRec (x :->: y) =
> (x :->: EQRec { left = y, right = y })
Nun kommen wir zu den Kalk¨ ulregeln. Bei der abstrakten Reduktion k¨ onnen
wir zwei Ergebnisse erhalten, wenn es m¨ oglich ist, auf beiden Seiten zu
reduzieren.
> eqAbstractReduction lab@Label { revred, env } =
> maybe VNothing (listToVariousWith VOr . contracta) revred
> where
> contracta (expr@EQRec { left, right } :<-: context) =
> [ lab { ruleID = AbsRedL,
> revred =
> Just (expr { left = left’ } :<-: context),
> env = env’ } |
> isREDEX left env,
> (left’, env’) <- reduceN left env ] ++
> [ lab { ruleID = AbsRedR,
> revred =
> Just (expr { right = right’ } :<-: context),
> env = env’ } |
> isREDEX right env,
> (right’, env’) <- reduceN right env ]
Entsprechend markieren wir den Knoten mit dem jeweiligen Bezeichner f¨ ur
die Regel, um in der Heuristik sp¨ ater darauf zugreifen zu k¨ onnen. Außer-
dem sei erw¨ ahnt, daß durch eqAbstractReduction auch die Kalk¨ ulregel
(CaseBot) implementiert wird, indem case bot ... von reduce auf bot
”reduziert“ wird.
Nun folgt die Regel f¨ ur das Hinzuf¨ ugen von Argumenten, welche sich
wiederum recht einfach darstellt.
> eqAddingArguments lab@Label { revred, env,
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> maybe VNothing adding revred
> where
> adding (expr@EQRec { left, right } :<-: context)
> | (canAddArgumentTo ‘liftWith‘ (&&)) expr env =
> let
> ((newFreeVar, expr’), env’) = (do
> arg <- mkFreeVar name
> nexpr <- mkApplication expr arg
> return (arg, nexpr)) ‘beginningWith‘ env
> in
> VJust lab {
> ruleID = AddArgs,
> revred = Just (expr’ :<-: context),
> env = env’,
> addedFVs = (newFreeVar, env’) : addedFVs,
> names = names’ }
> | otherwise = VNothing
> where
> (name:names’) = names
> canAddArgumentTo expr =
> (isFWHNF expr) .||.
> (isCWHNF expr .&&. (not . (isSCWHNF expr)))
Es wird eine neue Variable angelegt und der bestehende Ausdruck darauf
angewendet, wenn er eine FWHNF ist. In der Komponente addedFVs wer-
den hinzugef¨ ugte Variable gemerkt, damit die korrekte L¨ osung berechnet
wird, indem diese Information von anderen Regeln abgefragt werden kann,
vgl. dazu Abschnitt 5.2.1.
Bei der Approximation muß sichergestellt werden, daß es sich um die
Anwendung eines case auf eine abstrakte Applikation handelt.
> eqApproximation lab@Label { revred, env, names, approxTerms } =
> maybe VNothing approximating revred
> where
> approximating (expr@EQRec { left, right } :<-: context)
> | (not . isREDEX expr .&&.
> isCase expr .&&.
> not . (isCase cexpr .||. isFreeVar cexpr)) env =
> let
> (expr’, env’) = (do
> v <- mkFreeVar name
> let
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> applySubst [subst] expr) ‘beginningWith‘ env
> in
> VJust lab {
> ruleID = Approx,
> revred = Just (expr’ :<-: context),
> env = env’,
> approxTerms = (cexpr, env) : approxTerms,
> names = names’ }
> | otherwise = VNothing
> where
> isCase expr = not . null . getCase expr
> (cexpr, _) = head (getCase expr env)
> (name:names’) = names
Dann kann diese durch eine neu eingef¨ uhrte Variable ersetzt werden. Au-
ßerdem wird in der Komponente approxTerms der approximierte Term ge-
speichert, damit eine Anforderung an die neu eingef¨ uhrte Variable korrekt
umgesetzt werden kann.
Die Konstruktordekomposition unten erkl¨ art sich weitgehend von selbst.
Hervorgehoben sei das Zusammenspiel aus isCWHNF und der nur im Erfolgs-
falle darauf folgenden Anwendung von getConstructor.
> eqConstructorDecomposition lab@Label { revred, env } =
> maybe VNothing (listToVariousWith VAnd . decompose) revred
> where
> decompose (expr@EQRec { left, right } :<-: context)
> | isCWHNF expr env
> && (tagl == tagr) && (arityl == arityr) =
> [ lab { ruleID = CDecomp,
> revred = Just
> (EQRec { left, right } :<-: context) } |
> (left, right) <- zip argsl argsr ]
> | otherwise = []
> where
> Just (tagl, arityl, argsl) =
> getConstructor left env
> Just (tagr, arityr, argsr) =
> getConstructor right env
Der Vergleich von Konstruktor und Stelligkeit erfolgt auf die gleiche Weise
wie bei der Funktionsdekomposition. Trotzdem sieht diese doch ein wenig
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Funktion deﬁniert haben, die uns dar¨ uber Auskunft gibt, ob wir eine An-
wendung eines Superkobinators vor uns haben. Man h¨ atte das sicherlich in-
tegrieren k¨ onnen; auf der anderen Seite war die L¨ osung ¨ uber getSupercomb
und die Abfrage, ob es sich um Just handelt, schnell gefunden und ist ge-
nauso brauchbar.
> eqFunctionDecomposition lab@Label { revred, env } =
> maybe VNothing (listToVariousWith VAnd . decompose) revred
> where
> decompose (expr@EQRec { left, right } :<-: context) =
> [ lab { ruleID = FDecomp,
> revred = Just
> (EQRec { left, right } :<-: context) } |
> let supercombl = getSupercomb left env
> supercombr = getSupercomb right env,
> isJust supercombl, isJust supercombr,
> let Just (namel, arityl, argsl) = supercombl
> Just (namer, arityr, argsr) = supercombr,
> namel == namer, arityl == arityr,
> (left, right) <- zip argsl argsr ]
Stellt die Regel eqSyntacticallyEqual syntaktische Gleichheit der beiden
Ausdr¨ ucke fest, so kann die Anforderung entfernt werden, da wir es ja mit
dem trivialen Fall zu tun haben.
> eqSyntacticallyEqual lab@Label { revred, env } =
> maybe VNothing solving revred
> where
> solving (EQRec { left, right } :<-: CConstr 1 0 [])
> | syntEq left right env =
> VJust lab { ruleID = SyntEQ,
> revred = Nothing }
> | otherwise = VNothing
> solving _ =
> error ("EQLocalRules.eqSyntacticallyEqual: "
> ++ "Context is not <True> for EQ-Tableau!")
Die Regel eqBindFreeVariable versucht eine Substitution auf den freien
Variablen zu ﬁnden, die die beiden Ausdr¨ ucke zur Deckung bringt. Hierbei
darf keine zyklische Substitution berechnet werden, was die Funktion match
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> eqBindFreeVariable lab@Label { revred, env } =
> maybe VNothing (listToVariousWith VOr . binding) revred
> where
> binding (expr@EQRec { left, right } :<-: context) =
> maybeToList (makeBinding left right) ++
> maybeToList (makeBinding right left)
> where





> (match (from, env) (to, env)))
eqBindFreeVariable ist etwas umfangreicher. Das obige Fragment gen¨ ugt
aber sicherlich, die prinzipielle Vorgehensweise deutlich zu machen.
Allgemeine Regeln
Nun kommen die Regeln an die Reihe, die allgemein f¨ ur die Kontextanalyse
verwendbar sind.
Die abstrakte Reduktion w¨ are eigentlich ein Kandidat hierf¨ ur gewesen,
w¨ are sie nicht schon auf EQRec’s implementiert, um die Auswahl zwischen
einer Reduktion links oder rechts zu erm¨ oglichen. Also bleibt schlußendlich
nur noch die Regel caseFreeVariable ¨ ubrig.
> caseFreeVariable lab@Label { revred, env, subst’s, names } =
> maybe VNothing (listToVariousWith VOr . casing lab) revred
Da bot intern als eine freie Variable dargestellt wird, muß dieser Fall hier
ausgeschlossen werden.
> casing lab@Label { revred, env, subst’s, names, addedFVs }
> (expr :<-: context)
> | isPREDEX expr env &&
> name ‘notElem‘ addedFVnames &&
> name /= "bot" = botNode : do
> (tag, arity, _) <- alts
> let
> (vs, names’) = splitAt arity names
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> args <- mapM mkFreeVar vs
> sexp <- mkConstructor (tag, arity, args)
> let
> subst = v :->: sexp
> nexp <- applySubst [subst] expr
> return (subst, nexp)) ‘beginningWith‘ env
> return lab { ruleID = CaseFV,
> revred = Just (expr’ :<-: context),
> env = env’,
> subst’s = subst : subst’s,
> names = names’ }
> | otherwise = []
> where
> (v, alts) =
> head [ (t, as) |
> (t, as) <- getCase expr env,
> isFreeVar t env ]
> Just name = getFreeVar v env
> addedFVnames = [ name |
> Just name <- map (uncurry getFreeVar) addedFVs ]
Die lokale Deﬁnition f¨ ur (v, alts) bedarf einer Erl¨ auterung. Da abgefragt
wird, ob der Ausdruck ein potentieller Redex ist, kann die List Comprehen-
sion auf deren rechter Seite nicht leer sein, und somit ist die Anwendung
von head immer wohldeﬁniert.
Daneben sei darauf hingewiesen, wie die Forderung, daß das case voll-
st¨ andig speziﬁziert sein muß, die Bildung der entsprechenden Konstruk-
torausdr¨ ucke erm¨ oglicht bzw. vereinfacht. Ohne diese Forderung m¨ ußten




> ((subst, expr’), env’) = (do
> botVar <- mkFreeVar "bot"
> let
> subst = v :->: botVar
> nexp <- applySubst [subst] expr
> return (subst, nexp)) ‘beginningWith‘ env
> in lab { ruleID = CaseFV,
> revred = Just (expr’ :<-: context),
> env = env’,
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Wie man sieht, muß die spezielle Alternative f¨ ur bot separat deﬁniert wer-
den, da es sich nicht um eine Konstruktoranwendung handelt.
5.5.5 Gleichheitstableau
Die eigentliche Analyse samt der Gleichheitstableau ist in einem Modul na-
mens APE21 untergebracht.
> module APE where
Ein Menge von Gleichheitstableaus deﬁnieren wir durch ein TableauSet
mit dem entsprechenden Knoteninhaltstyp. Dieser ist ein Label mit einer
RuleID und einem EQRec.
> type EQTableauSet e = TableauSet (Label RuleID (EQRec e))
Außerdem brauchen wir einen Typ f¨ ur ein einzelnes Tableau. Ein solches
werden wir n¨ amlich nach der Anwendung der Heuristik vor uns haben. Ein
Gleichheitstableau wird dann entsprechend deﬁniert.
> data Tableau a = TBranch (Various (Tableau a)) a
> | TLeaf a
> type EQTableau e = Tableau (Label RuleID (EQRec e))
Ein solches Tableau kann potentiell unendlich sein; daher m¨ ochten wir eine
Funktion, die es nach einer gegebenen Tiefe abschneidet.
> takeTableau depth tableau@(TLeaf _) =
> tableau
> takeTableau depth tableau@(TBranch succ lab)
> | depth == 0 = TLeaf lab
> | otherwise =
> TBranch (map (takeTableau (depth -1)) succ) lab
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Nun k¨ onnen wir eine Funktion angeben, die eine Menge von Gleichheitsta-
bleaus erstellt aus einem Starttableau und all den Expansionsregeln, die wir
in Abschnitt 5.2.1 vorgestellt haben.
> makeEQTableau :: (Show e, CoreExpression e) =>
> EQTableauSet e -> EQTableauSet e
> makeEQTableau =
> expandTableau finalEQNode expansionRules
> expansionRules :: (Show expr, CoreExpression expr) =>
> [ExpansionRule (Label RuleID (EQRec expr))]









An einem Knoten kann dabei nicht mehr weiter expandiert werden, wenn
dort die Anforderung schon gel¨ ost und damit gel¨ oscht wurde.
> finalEQNode lab@Label { revred } =
> (not . isJust) revred
Das Schließen eines EQTableauSet besteht darin, m¨ ogliche Schleifen zu ﬁn-
den.
> closeEQTableau :: CoreExpression e =>
> EQTableauSet e -> EQTableauSet e
> closeEQTableau =
> loopTableau matchLabels rootConditions pathConditions
Dabei ist matchLabels eine Funktion, die ermittelt, ob die zwei Knoten auf-
einander abgebildet werden k¨ onnen. rootConditions und pathConditions
sind die Bedingungen an den Pfad von der Wurzel bzw. zwischen den beiden
Knoten, die eine Schleife bilden sollen, wie sie in Abschnitt 5.2.2 speziﬁziert
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5.5.6 L¨ osungen
Nun geht es darum, f¨ ur die in einem Gleichheitstableau implizit steckende
L¨ osung eine explizite Darstellung in Form einer Anforderung zu ﬁnden. Dazu
werden L¨ osungen f¨ ur einzelne Terme ¨ ahnlich zu den Anforderungen deﬁniert.
> data SimpleSolution = Bot
> | Top
> | Var Name
> | Constr Tag Arity [SimpleSolution]
> | Ap SimpleSolution SimpleSolution
> deriving (Eq)
Außerdem wird eine Klasse von Termen erkl¨ art, f¨ ur die man eine L¨ osung in
der o.g. Form berechnen kann.
> class Solvable t where
> simpleSolution :: t -> Env -> SimpleSolution
TiExpr und EQRec werden dann auf naheliegende Weise zu Instanzen dieser
Klasse gemacht.
> instance Solvable TiExpr where
> simpleSolution tiExpr =
> simpleAddrSolution (addrFromTiExpr tiExpr)
> instance (CoreExpression e, Solvable e) =>
> Solvable (EQRec e) where
> simpleSolution EQRec { left } =
> simpleSolution left
> simpleAddrSolution :: Addr -> Env -> SimpleSolution
> simpleAddrSolution addr (state@TiState { heap }) =
> makeFromNode (hLookup heap addr)
> where
> makeFromNode (NAp a1 a2) =
> Ap (simpleAddrSolution a1 state)
> (simpleAddrSolution a2 state)
> makeFromNode (NData tag arity args) =
> Constr
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> arity
> (map (flip simpleAddrSolution state) args)
> makeFromNode (NFVar name)
> | name == "bot" = Bot
> | otherwise = Var name
> makeFromNode (NInd addr) =
> makeFromNode (hLookup heap addr)
> makeFromNode _ =
> error "APE.simpleAddrSolution: no simple term"
Nun geht es darum, L¨ osungen zu erkl¨ aren, die nur gemeinsam gelten.
> data JointSolution
> = NoSolution
> | Context Name
> | Tuple [SimpleSolution]
> | JointSolution ‘Where‘
> ([SimpleSolution], JointSolution)
> | Union [JointSolution]
> | Intersection [JointSolution]
> | JointSolution ‘Needs‘ [(SimpleSolution, SimpleSolution)]
> deriving (Eq)
Mit Hilfe dieser Datentypen und Funktionen kann solution deﬁniert wer-
den, welche aus einem Tableau die L¨ osungsanforderung generiert. Das Vorge-
hen entspricht dabei exakt den Ausf¨ uhrungen aus Abschnitt 5.3.1, weswegen
hier nur der Typ von solution angegeben wird.
> solution :: (CoreExpression expr, Solvable expr) =>
> Name ->
> Tableau (Label RuleID expr) ->
> (Name, [Name], JointSolution)
5.5.7 Heuristik
Die Heuristik ist an sich nicht kompliziert, die Funktion wegen einer Reihe
von Fallunterscheidungen aber nicht mehr so ¨ ubersichtlich, so daß hier nur
kurz das prinzipielle Vorgehen verdeutlicht werden soll. K¨ onnen mehrere Re-
geln erfolgreich angewendet werden, so wird der Reihenfolge nach diejenige
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1. ein Blatt hervorbringt, d.h. die Anforderung des Knotens l¨ ost.
2. eine abstrakte Reduktion durchf¨ uhrt. Ist links und rechts eine Reduk-
tion m¨ oglich, so wird die Seite ausgew¨ ahlt, auf der nicht zuletzt schon
reduziert wurde. Zum Speichern dieser Information dient der Datentyp
> data Info a = Info { lastRed :: a }
3. in der durch die Reihenfolge der Konstruktoren bei der Deﬁnition des
RuleID-Typs vorgegebenen Ordnung die gr¨ oßte ist. Im speziellen be-
deutet das, daß eine Funktionsdekomposition nur dann angewendet
wird, wenn alle anderen Regeln ausscheiden.
Im ¨ Ubrigen ist die M¨ oglichkeit zur Anwendung einer Regel stark durch
der Struktur der Terme bestimmt; z.B. werden die Regeln (AddArgs) und
(CaseFV) schlecht gleichzeitig zur Wahl stehen k¨ onnen.
5.5.8 Erstellen des initialen TableauSet
Nun geht es darum, wie das initiale TableauSet aufgebaut wird, und auf
welche Arten die Analyse benutzt werden kann. Der Startknoten bekommt
auch eine RuleID, n¨ amlich Initial versehen mit einem Namen, der sp¨ ater
auch als Name der L¨ osung verwendet wird.
> initialNode initialName (formula, initialEnv) =
> TSBranch [] Label {
> ruleID = Initial initialName,
> revred = Just (formula :<-: CConstr 1 0 []),
> env = initialEnv,
> subst’s = [],
> loop = Nothing,
> addedFVs = [],
> approxTerms = [],
> names = newNames formula initialEnv
> }
Als neue Namen f¨ ur freie Variable d¨ urfen in dem Tableau nur solche ver-
wendet werden, die nicht urspr¨ unglich in der Formel auftauchen.
> newNames expr env =
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> (‘notElem‘ (fvNames expr env))
> (map (\ n -> ’x’ : show n) [1..])
> newName (x:xs) = (x, xs)
> newName _ = undefined
Um ein initiales EQTableauSet zu erstellen, muß die Funktion initialNode
mit den entsprechenden Argumenten aufgerufen werden. Dies erledigt die
Funktion prepAnalyse, die aus einem Quellprogramm und einer Liste von
Formeln eine Liste von EQTableauSets erzeugt.
Das Quellprogramm ist dabei als Zeichenkette gegeben, wie auch die
Ausdr¨ ucke in den Formeln, die als Paare repr¨ asentiert werden. Daraus er-
kl¨ art sich der Typ der Funktion,
> prepAnalyse :: String -> [(String, String)] ->
> [EQTableauSet TiExpr]
> prepAnalyse source formulas =
> let
> lrSides =
> [ ((lhsL, rhsL), (lhsR, rhsR))
> | ((rhsL, rhsR), number)
> <- zip formulas (map show [1..]),
> let lhsL = "mainL" ++ number,
> let lhsR = "mainR" ++ number ]
> exprDefs =
> concat [ lhsL ++ " = " ++ rhsL ++ ";\n\n" ++
> lhsR ++ " = " ++ rhsR ++ ";\n\n"
> | ((lhsL, rhsL), (lhsR, rhsR)) <- lrSides ]
> initialEnv =
> (compile . parse)
> (source ++ "\n\n" ++ exprDefs)
> bindings =
> (map (\ (x,y,_) -> (x,y)) . globals) initialEnv
> exprAddrs =
> [ ((rhsL, addrL), (rhsR, addrR))
> | ((lhsL, rhsL), (lhsR, rhsR)) <- lrSides,
> let addrL = (fromJust . flip lookup bindings) lhsL,
> let addrR = (fromJust . flip lookup bindings) lhsR ]
> in
> [ initialNode
> (rhsL ++ " " ++ formulaToken ++ " " ++ rhsR)
> ((do
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> exprR <- reduce (TiExpr [] [] addrR)
> return (EQRec exprL exprR))
> ‘beginningWith‘ initialEnv)
> | ((rhsL, addrL), (rhsR, addrR)) <- exprAddrs ]
die folgendermaßen vorgeht:
• Zu jeder Formel der Art (rhsL, rhsR), werden Namen mainL und
mainR f¨ ur Superkombinatoren erzeugt und mit der jeweiligen Nummer
der Formel versehen. Dies geschieht in lrSides.
• Nun stehen zu linkem und rechtem Ausdruck jeder Formel jeweils ei-
ne linke und eine rechte Seite f¨ ur eine Superkombinatordeﬁnition zur
Verf¨ ugung, was in exprDefs syntaktisch korrekt erledigt wird.
• Das Quellprogramm wird nun zusammen mit den zus¨ atzlichen
Superkombinatordeﬁnitionen ¨ ubersetzt, was einen Anfangszustand
initialEnv der Template Instanziierungsmaschine hervorbringt.
• Aus diesem Anfangszustand m¨ ussen wiederum die Adressen der f¨ ur die
zu untersuchenden Ausdr¨ ucke deﬁnierten Superkombinatoren heraus-
gesucht werden. Diese werden zusammen mit der textuellen Repr¨ asen-
tation der urspr¨ unglichen Ausdr¨ ucke in exprAddrs gespeichert.
• Schließlich erfolgt der Aufruf von initialNode mit einem Namen, der
die Formel textlich darstellt, und einem Paar aus der Formel als EQRec
von TiExpr und der Umgebung. Damit auf Anhieb die gew¨ unschten
Ausdr¨ ucke im ersten Tableauknoten landen und nicht die hierf¨ ur de-
ﬁnierten Superkombinatoren, wird eigens ein erster Reduktionsschritt
ausgef¨ uhrt.
Als Begrenzer zwischen linker und rechter Seite der Formel wurde
> formulaToken = "=?"
gew¨ ahlt. Dieser wird auch in einer Funktion processFormulas benutzt, die
eine Reihe von =?-Formeln aus einer Datei einliest. Dabei muß jede Zeile
entweder eine Formel enthalten, leer sein oder mit -- beginnen.
> processFormulas fileContents =
> let
> formulas = lines fileContents
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> [ (concat (intersperse " " lhs),
> concat (intersperse " " rhs))
> | line <- formulas,
> let lexedLine = words line,
> (not . null) lexedLine &&
> (not ("--" ‘isPrefixOf‘ (head lexedLine))),
> let (lhs, x:rhs) = span (/= formulaToken) lexedLine ]
Die Funktion, mit der man die Analyse durchf¨ uhren kann, setzt sich dann
ganz einfach zusammen.
> analyse source =
> map analyseFunc . prepAnalyse source
> analyseFunc :: (Show expr, CoreExpression expr) =>
> EQTableauSet expr -> EQTableau expr
> analyseFunc =
> heuristic Info { lastRed = 0 }
> . closeEQTableau
> . makeEQTableau
Dabei hat man dann immer noch die Wahl, die Formeln direkt oder — in-
dem man den Aufruf von processFormulas vorschaltet — in einer Datei
anzugeben. Die beschriebenen Funktionen k¨ onnen von einem anderen Pro-
gramm oder bequem vom Interpreter hugs aus aufgerufen werden. Somit
l¨ aßt sich die Gleichheitsanalyse bereits sinnvoll durchf¨ uhren.
5.5.9 Das Hauptmodul f¨ ur die Analyse
Damit die Analyse aber auch als selbst¨ andig ausf¨ uhrbares Programm vor-
liegt, gibt es ein Hauptmodul. Dieses interpretiert die Kommandozeile, um
die Gleichheitsanalyse mit Hilfe der in Abschnitt 5.5.8 vorgestellten Funk-
tionen durchzuf¨ uhren. Die Syntax f¨ ur einen Programmaufruf lautet dann
ape [-options] [source [formulas]]
Hierbei k¨ onnen die Formeln in einer Datei abgelegt sein, die die Form auf-
weist, wie sie zuvor f¨ ur processFormulas beschrieben wurde. Gibt man
keinen Namen f¨ ur eine solche Datei an, so fordert das Programm interaktiv
zur Eingabe einer Formel auf. L¨ aßt man auch die Angabe einer Quelldatei,
welche das Kernsprachenprogramm beinhaltet, fort, wird deren Name vom
Programm erfragt. Die m¨ oglichen Optionen umfassen
-depth=n f¨ ur die maximale Tiefe, die das Tableau erreichen darf.114 KAPITEL 5. DIE GLEICHHEITSANALYSE
-disp f¨ ur die Ausgabe des Tableaus anstelle der L¨ osungsanforderung
5.6 Durchf¨ uhrung
In diesem Abschnitt wird kurz auf organisatorische Aspekte bei der Durch-
f¨ uhrung der Implementierung eingegangen, und es werden einige wichtige
Werkzeuge, die dabei zum Einsatz kamen, genannt.
5.6.1 Organisation
Wie schon einmal angesprochen, wurden allgemein verwendbare Funktio-
nen in Bibliotheks-Modulen untergebracht. Diese Module ﬁnden ihren Platz
allesamt in einem Unterverzeichnis names lib. Ein weiteres Verzeichnis
template-instantiation dient dazu, die Module aus der Template In-
stanziierungsmaschine aufzunehmen. F¨ ur die Gleichheitsanalyse speziﬁsche
Module und die betreﬀenden Dokumente sind in program-equivalence zu
ﬁnden. Teile, die allgemein f¨ ur die Kontextanalyse eingesetzt werden k¨ onnen,
wurden in dem Verzeichnis evaluation-contexts abgelegt. Dar¨ uber hinaus
gibt es noch ein Verzeichnis samples, welches verschiedene Formeldateien
und Kernsprachenprogramme aufnimmt, darunter auch die f¨ ur die Analyse-
beispiele in Anhang A.
5.6.2 Werkzeuge
Als Versionskontrollsystem bot sich cvs22 an, da es f¨ ahig ist, auch eine
Verzeichnisstruktur, wie die oben beschriebene zu verwalten. Der hbc23
wurde zur Erzeugung des ausf¨ uhrbaren Analyseprogramms eingesetzt. Um
w¨ ahrend der Entwicklung Teile des Programmes zu testen, war jedoch der
schon in Abschnitt 5.5.8 erw¨ ahnte Interpreter hugs24 wesentlich hilfreicher.
22Concurrent Versions System
23Chalmers Haskell B Compiler der Version 0.9999.4
24Hugs 1.4, The Nottingham and Yale Haskell User’s SystemKapitel 6
Ergebnisse
In diesem Kapitel geht es um die Resultate, die mit der beschriebenen Imple-
mentierung erreicht wurden. Diese werden unter zweierlei Gesichtspunkten
betrachtet. Der erste ist der qualitative und befaßt sich damit, welche For-
meln bewiesen werden k¨ onnen und wo die Grenzen liegen. Dies wird anhand
von Beispielen dargelegt.
Der zweite Aspekt ist die Leistungsf¨ ahigkeit im Hinblick darauf, daß die
Analyse praktikabel einsetzbar ist.
6.1 Qualitative Resultate: M¨ achtigkeit anhand
von Beispielen
Mit dem Programm lassen sich die meisten in [SS96a] angef¨ uhrten Beispiele
beweisen.
6.1.1 Erste Pr¨ ufsteine





id x = x;
compose f g x = f (g x);
K x y = x;
K1 x y = y;
Y f = f (Y f);
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D f x = f (x x);
F f = (D f) (D f);
Nil = Cons{1,0};
Kons x xs = Cons{2,2} x xs;
True = Cons{3,0};
False = Cons{4,0};
Die f¨ ur bestimmte Konstruktoren gew¨ ahlten Synonyme werden der Einfach-
heit halber auch bei der Angabe der L¨ osung verwendet. Bei den Beispielen
soll die Numerierung aus o.g. Papier beibehalten werden.
cpe4: Die Gleichheit von Kons und Cons{2,2} gilt ohne Einschr¨ ankungen.
cpe5: F¨ ur f = f (f x) und g x = g x kann das Programm die Gleich-
heit nicht beweisen, da die Approximationsregel in dieser Arbeit von
speziellerer Natur ist als in [SS96a], vgl. dazu Abschnitt 5.2.1.
cpe6: Aber die Gleichheit der Fixpunktkombinatoren Y und F kann gezeigt
werden.
cpe7: Die Terme case x of <1> -> Nil; <2> x xs -> Kons x xs und
id x sind f¨ ur die L¨ osungsanforderung x = hBot,Nil,Kons Top Topi
¨ aquivalent. Hierbei ist interessant, daß diese L¨ osungsanforderung f¨ ur
x eine echte Obermenge von List = hBot,Nil,Kons Top Listi ist.
Verwendet man hingegen die folgende Funktion idOnList,
idOnList xs = case xs of
<1> -> Nil;
<2> x xs -> Kons x (idOnList xs);
die eine rekursive Identit¨ at auf Listen darstellt, so erh¨ alt man auf die An-
frage idOnList xs . = id xs hin Gleichheit f¨ ur die Anforderung xs =
hBot,Nil,Kons Top x2 where x2 = xsi, welche nach [Sch, Lemma 2.11] mit
List ¨ ubereinstimmt. F¨ ur das folgende sind noch einige weitere Funktionsde-
ﬁnitionen n¨ otig.
--
-- Functions on Lists
--
append xs ys = case xs of
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<2> x xs -> Cons{2,2} x (append xs ys);
filter p as = case as of
<1> -> Nil;
<2> x xs -> if (p x) (Kons x (filter p xs)) (filter p xs);
map f as = case as of
<1> -> Nil;
<2> x xs -> Kons (f x) (map f xs);
rev as = case as of
<1> -> Nil;
<2> x xs -> append (rev xs) (Kons x Nil);
length as = case as of
<1> -> Zero;
<2> x xs -> Succ (length xs);
--
-- Functions on Booleans
--
if pred then else = case pred of
<3> -> then;
<4> -> else;
Nun k¨ onnen die ¨ ubrigen Beispiele aus [SS96a] behandelt werden.
cpe8: F¨ ur die eben gegebenen Deﬁnitionen von map und filter kann die
¨ Aquivalenz von filter p (map f l) und map f (filter (compose
p f) l) gezeigt werden. Wir erhalten dabei in der L¨ osung zus¨ atzliche
Anforderungen an den approximierten Term.
MapFilterEQ =
h (p,f,Bot),(p,f,Nil),
(p,f,Kons x1 Top) needs p (f x1) ∈ Bot,
(p,f,Kons x1 x2) where
(p,f,x2) = MapFilterEQ needs p (f x1) ∈ hTruei
(p,f,Kons x1 x2) where
(p,f,x2) = MapFilterEQ needs p (f x1) ∈ hFalsei i118 KAPITEL 6. ERGEBNISSE
Interessant ist daran, daß diese ¨ Aquivalenz dem take-lemma (siehe
[BW88, S. 182ﬀ.]) nicht ohne weiteres zug¨ anglich ist, d.h. nur mit
zus¨ atzlichen Annahmen gezeigt werden kann (vgl. [Gor94]).
cpe9: Die Gleichheit von length (rev xs) und length xs kann nicht
nachgewiesen werden. Man erh¨ alt als L¨ osung nur die trivialen F¨ alle
xs = hBot,Nili.
6.1.2 Beispiele mit Peano-Zahlen
Dar¨ uber hinaus gibt es noch einige interessante Beispiele, die mit Peano-
Zahlen zu tun haben. Dazu werden diese und die Additionsfunktion in der
Kernsprache deﬁniert.
--
-- Functions on Numbers
--
Zero = Cons{5,0};
Succ x = Cons{6,1} x;
add x y = case x of
<5> -> y;
<6> z -> Cons{6,1} (add z y);
peano1: add x Zero ist ¨ aquivalent zu x. Dies ergibt die L¨ osungsanforde-
rung Num = hBot,Zero,Succ x where x = Numi.
peano2: Der Versuch, die Gleichheit von add x (Succ y) und Succ (add
x y) zu zeigen, f¨ uhrt leider nicht zu einem geschlossenen Tableau,
und damit auch nicht zu einer geschlossenen Form der L¨ osungsanfor-
derung. Je nachdem, wie tief man das Tableau auswerten l¨ aßt, kann
man z.B. folgende L¨ osungen erhalten:
(x,y) = h(Zero,Top)i (11 Schritte)
(x,y) = h(Zero,Top),(Succ Zero,Top)i (19 Schritte)
(x,y) = h(Zero,Top),(Succ Zero,Top), (27 Schritte)
(Succ (Succ Zero),Top)i




(Succ x,y,z) where (x,y,z) = AddAssoci
ist add x (add y z) ¨ aquivalent zu add (add x y) z.6.1. M¨ ACHTIGKEIT ANHAND VON BEISPIELEN 119
6.1.3 Weitere Beispiele auf Listen
Es gilt, noch weitere Beispiele auf Listen zu untersuchen.
lists1: append xs Nil ist ¨ aquivalent zu xs mit der L¨ osungsanforderung
List = hBot,Nil,Kons Top xs where xs = Listi. Man beachte, daß
die Form der L¨ osung der von Beispiel peano1 gleicht.
lists2: Die Assoziativit¨ at von append kann gezeigt werden; das bedeutet,
append xs (append ys zs) ist gleich zu append (append xs ys)
zs f¨ ur die Anforderung:
AppAssoc = h(Bot,Top,Top),
(Nil,Bot,Top),(Nil,Nil,Top),(Nil,Kons Top Top,Top),
(Kons Top xs,ys,zs) where (xs,ys,zs) = AppAssoci
Wiederum ist die ¨ Ahnlichkeit zum Beispiel peano3 nicht zu ¨ uberse-
hen.
lists3: Interessant ist wohl auch die ¨ Aquivalenz von length (append xs
ys) und add (length xs) (length ys), die f¨ ur
AppLengthEQ = h(Bot,Top),
(Nil,Bot),(Nil,Nil),(Nil,Kons Top Top),
(Kons Top xs,ys) where (xs,ys) = AppLengthEQi
gezeigt werden kann.
lists4: Auf die Anfrage append xs ys . = xs hin liefert das Programm die
L¨ osung
AppEQ = h(Bot,Top),(Nil,Nil),
(Kons Top xs,ys) where (xs,ys) = AppEQi,
die somit die von Beispiel lists1 beinhaltet.
Eine Funktion, die eine unendliche Liste mit ihrem Argument f¨ ullt, kann
man auf verschiedene Arten angeben.
repeat x = Kons x (repeat x);
repeatY x = Y (Kons x);
repeat2 x = Kons x (Kons x (repeat2 x));
repeat3 x = Kons x (Kons x (Kons x (repeat3 x)));
lists5: All diese verschiedenen Deﬁnitionen f¨ ur repeat k¨ onnen ohne Ein-
schr¨ ankungen an das Argument x als gleich bewiesen werden.120 KAPITEL 6. ERGEBNISSE
6.1.4 Beispiele mit Booleschen Funktionen
Eine weitere Gruppe bilden Untersuchungen bez¨ uglich der logischen Funk-
tionen:
--
-- Functions on Booleans
--
or x y = case x of
<3> -> True;
<4> -> y;
and x y = case x of
<3> -> y;
<4> -> False;
bools1: Die Symmetrie von or kann selbstverst¨ andlich nicht in allen F¨ allen
bewiesen werden, da
1. die gegebene Deﬁnition von or nicht in beiden, sondern nur im
ersten Argument strikt ist.
2. wir auf der anderen Seite mit den vorhandenen Sprachmitteln
kein paralleles Oder1 darstellen k¨ onnen.





Wie man sieht, ”fehlen“ gerade die F¨ alle (Bot,True) und (True,Bot),
da im ersten zu bot und im zweiten zu True reduziert wird.
bools2: F¨ ur die and-Funktion sieht es nicht anders aus. In der L¨ osungsan-





1D.h., es l¨ aßt sich in der Kernsprache kein Superkombinator parOr angeben, so daß
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Betrachtet man die Versionen der Funktionen or resp. and, die in beiden
Argumenten strikt sind, so ist die L¨ osungsanforderung f¨ ur die Symmetrie
jeweils (Bool,Bool) mit Bool = hBot,True,Falsei. F¨ ur die folgenden Funk-
tionen strictOr bzw. strictAnd
strictOr x y = case x of
<3> -> (case y of
<3> -> True;
<4> -> True);
<4> -> (case y of
<3> -> True;
<4> -> False);
strictAnd x y = case x of
<3> -> (case y of
<3> -> True;
<4> -> False);
<4> -> (case y of
<3> -> False;
<4> -> False);
kann also Symmetrie gezeigt werden. Aber auch wenn Striktheitsinforma-
tionen beim ¨ Ubersetzungsprozess ausgenutzt werden k¨ onnen (vgl. [Sch94]),
ist es nicht generell w¨ unschenswert, m¨ oglichst strikte Funktionen anzuge-
ben. Denn dies widerspr¨ ache dem Charakter einer verz¨ ogert auswertenden
Programmiersprache.
6.1.5 Striktheitsanalyse
Beim Thema ”Striktheit“ bzw. ”Striktheitsanalyse“ sei noch erw¨ ahnt, daß
die Gleichheitsanalyse, wie in [SS96a, S. 28] angesprochen, auch dazu be-
nutzt werden kann, Striktheitsinformationen zu gewinnen. Durch eine An-
frage der Art
f x1 ...xi−1 bot xi+1 ...xn
. = bot
wird nach Striktheit im i-ten Argument gesucht. Die durch die zus¨ atzlichen
Kalk¨ ulregeln gegen¨ uber [Sch94] erweiterten M¨ oglichkeiten der Analyse wer-
den dabei kaum genutzt, da die eine Seite der Anfrage stets bot ist. So
wurden einige der dortigen Beispiele getestet und verhielten sich im Großen
und Ganzen auch genauso. Zum Teil wurden aber qualiﬁziertere Aussagen
geliefert, z.B. ¨ uber die Striktheit von if im zweiten oder dritten Argument.
Denn hier erhalten wir die L¨ osung mit True bzw. False als erstem Argu-
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6.2 Quantitative Leistungsf¨ ahigkeit
Die Implementierung wurde mit dem Chalmers Haskell B Compiler der Ver-
sion 0.9999.4 auf verschiedenen Plattformen ¨ ubersetzt. Dazu z¨ ahlen sowohl
PC’s mit einem Prozessor von AMD oder Intel unter dem Betriebssystem
Linux, als auch HP Workstations unter dem Betriebssystem HP-UX. Nach
Prozessor bzw. Version des RAM Optimierung
Rechnertyp Betriebssystems keine voll
AMD X5/133 Linux 2.0.32 48 MB 109 s 57 s
AMD K6-2/333 Linux 2.0.35 128 MB 9 s 6 s
HP A 9000/715 HP-UX B.10.20 64 MB 154 s 46 s
HP A 9000/780 HP-UX B.10.20 384 MB 23 s 8 s
Intel Pentium 100 Linux 2.0.35 64 MB 29 s 23 s
Intel Pentium II 233 Linux 2.0.35 128 MB 10 s n.e. 2
Tabelle 6.1: Die Laufzeiten auf verschiedenen Systemen
M¨ oglichkeit wurde jeweils ein nicht optimiertes und ein voll optimiertes
Kompilat getestet. Mit diesem wurden die 94 Formeln analysiert, die zu-
sammen mit den jeweiligen Analyseergebnissen in Anhang A zu ﬁnden sind.
Die Laufzeiten hierf¨ ur kann man der Tabelle 6.1 entnehmen. Aus den Zahlen
ist zu ersehen, daß die Analyse auf einem zur Zeit handels¨ ublichen3 PC im
Durchschnitt weniger als 65 ms f¨ ur eine Formel ben¨ otigt.
Bei der Bewertung der Laufzeiten auf den Workstations ist zu bedenken,
daß diese zum einen die Formeln und das Kernsprachenprogramm ¨ uber das
Netzwerk von einem Fileserver einlesen mußten und zum anderen gleichzeitig
auch noch anderen Aufgaben dienten.
2
”n.e.“ – nicht ermittelt
3Damit ist der mit dem AMD K6 best¨ uckte Rechner gemeint. Dessen Hauptspeicher-
gr¨ oße mag dabei noch nicht handels¨ ublich sein; aber die Gleichheitsanalyse ist so spei-
cherinternsiv nicht. Dagegen sind die meisten der heute zum Verkauf angebotenen PC’s
mittlerweile schon mit h¨ oher getakteten Prozessoren ausgestattet.Kapitel 7
Zusammenfassung und
Ausblick
Ziel der Arbeit war es, einen Gleichheitskalk¨ ul f¨ ur eine nicht-strikte funk-
tionale Programmiersprache zu entwerfen und praktisch umzusetzen. Dazu
wurden in Kapitel 2 die theoretischen Grundlagen, d.h. im wesentlichen der
λ-Kalk¨ ul, vorgestellt. In Kapitel 3 folgte dann eine knappe Einf¨ uhrung in die
funktionale Programmierung, da die Arbeit ja in diesem Bereich angesiedelt
ist.
Damit waren die Voraussetzungen geschaﬀen, um in Kapitel 4 die funk-
tionale Kernsprache anzugeben, auf der die Analyse stattﬁndet. Von beson-
derer Wichtigkeit ist dabei Abschnitt 4.4, in dem die Gleichheit auf Aus-
dr¨ ucken dieser Sprache erkl¨ art wird.
Kapitel 5 schließlich besteht im wesentlichen aus zwei großen Teilen. Da
sind zum einen die Abschnitte 5.1, 5.2 und 5.3, die sich mit dem Gleichheits-
kalk¨ ul an sich besch¨ aftigen. Hier wird das Prinzip von Tableaus erl¨ autert und
die Korrektheit der Kalk¨ ulregeln sowie die Menge der L¨ osungen behandelt.
Die Verwendung von Prinzipien und Ergebnissen aus der Kontextanalyse
erm¨ oglicht es, pr¨ azise Beschreibungen der L¨ osungen auch dann anzugeben,
wenn die Gleichheit nicht in allen F¨ allen gilt.
In den ¨ ubrigen Abschnitten 5.4, 5.5 und 5.6 geht es um die Planung und
Durchf¨ uhrung der Implementierung. Mit dieser ist es nun auf einfache Weise
m¨ oglich, die Gleichheit von zwei Ausdr¨ ucken der Kernsprache automatisch
beweisen zu lassen.
Die so erzielten Ergebnisse wurden abschließend in Kapitel 6 zusam-
mengetragen. An ihnen zeigt sich, daß mit der gew¨ ahlten Methode auch
zu schwierigen, nicht-trivialen Aufgaben aussagekr¨ aftige L¨ osungen gefun-
den werden. Nichtdestotrotz haben wir auch einfache Beispiele gesehen, die
nicht bewiesen werden k¨ onnen, weil der Kalk¨ ul nicht ¨ uber Induktionsprin-
zipien verf¨ ugt.
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7.1 Ausblick
Damit sind wir auch schon beim Ausblick und m¨ oglichen Erweiterungen
angelangt.
7.1.1 Induktion
Denn eine denkbare Erweiterung w¨ are die Kombination des Gleichheits-
kalk¨ uls mit einem Induktionsbeweiser. Mit diesem k¨ onnten dann Aussagen
bewiesen werdem, bei denen der Kalk¨ ul im Umgang mit endlichen Daten-
strukturen scheitert. Auf der anderen Seite stellt es eine gewisse Schwierig-
keit dar, diesen Prozeß zu automatisieren. Es wird nicht einfach zu ermitteln
sein, welche Aussagen am besten auf welche Art bewiesen werden k¨ onnen.
7.1.2 Anforderungen in der Wurzel
Manchmal k¨ onnte es eine Hilfe sein, Anforderungen an freie Variable der
Wurzel zuzulassen. Denn auf diese Weise k¨ onnten die F¨ alle, f¨ ur die Gleich-
heit bewiesen werden soll, im vorhinein eingeschr¨ ankt werden. Beispielswei-
se k¨ onnte f¨ ur die Anfrage append xs ys . = xs die zus¨ atzliche Anforderung
xs ∈ INF = hBot,Kons Top INFi gestellt werden. Die L¨ osung w¨ are dann
nur noch von ys abh¨ angig, und in diesem Fall k¨ onnte die Analyse einfach
mit ”Ja“ antworten.
7.1.3 Zusammenspiel mit der Kontextanalyse
Bei obigen Beispiel k¨ onnte die Motivation darin liegen, daß die Information
xs ∈ INF bereits vorliegt. In Verbindung mit der Kontextanalyse liegt aber
vielleicht eher der entgegengesetzte Weg auf der Hand. Denn eine L¨ osung
der Gleichheitsanalyse kann wiederum als Eingabe f¨ ur die Kontextanalyse
verwendet werden. Dies w¨ are nat¨ urlich f¨ ur die Anforderungen, die im Zu-
ge von Approximationen entstehen, wie z.B. bei cpe8 auf Seite 117, von
besonderer Bedeutung.
7.1.4 Nichtdeterministische Reduktion
Weiterhin kann es von Interesse sein, eine nichtdeterministische Redukti-
onsrelation zu betrachten. Damit k¨ onnten z.B. zu den Untersuchungen in
[SS96b] auch Gleichheitsbetrachtungen angestellt werden.
In der Implementierung bed¨ urfte es dazu aber einiger ¨ Anderungen. Die
einfachste davon ist noch, ein Primitiv wie choice zu realisieren1. Schwieri-
1Dies reduziert nichtdeterministisch zu einem seiner beiden Argumente. Bei einer Im-
plementierung in der Gleichheitsanalyse m¨ ußten aber alle M¨ oglichkeiten ber¨ ucksichtigt
werden. Daher w¨ urde dieses Primitiv hier so implementiert, daß es eine Menge liefert, die
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ger wird es bei der Handhabung dieser nichtdeterministischen Reduktions-
ergebnisse. Als Beispiel seien hier die Ausdr¨ ucke choice 1 2 und choice 2
1 genannt, die beide zu der Menge {1,2} reduzieren, also ¨ aquivalent sind.
Welche M¨ oglichkeiten sind nun denkbar, im Rahmen der gebebenen Im-
plementierung Mengen von Ausdr¨ ucken als Ergebnis einer nichtdetermini-
stischen Reduktion darzustellen?
• Eine Idee ist, Listen von Ausdr¨ ucken zu bilden, und diese zu einer wei-
teren Instanz der Klasse CoreExpression zu machen. Dabei wird man
aber schnell auf technische Schwierigkeiten stoßen. Zum einen d¨ urfte
nicht sofort klar sein, was isWHNF auf einer Liste von Ausdr¨ ucken be-
deuten soll. Zum anderen kann nur der gesamten Liste eine einzige,
aber nicht jedem einzelnen Ausdruck darin eine eigene Umgebung zu-
geordnet werden.
• Ein anderer Ansatz k¨ onnte sein, den Typ Various um eine Menge zu
erweitern. In der bestehenden Form kann er zwar auch eine Liste auf-
nehmen, wie VOr bzw. VAnd interpretiert werden soll, ist aber bereits
durch die Implementierung festgelegt.
7.1.5 Verallgemeinerung
In dieser Arbeit wurde die Gleichheitsanalyse unter Verwendung der Kon-
textanalyse entwickelt. Man kann sie aber auch als Beispiel daf¨ ur auﬀassen,
wie mit der Methode der Kontextanalyse ein Pr¨ adikat ¨ uber Ausdr¨ ucken der
Kernsprache gel¨ ost werden kann. Selbstverst¨ andlich ist dies nicht f¨ ur jedes
beliebige Pr¨ adikat m¨ oglich. Aber es ist durchaus denkbar, daß z.B. auch die
Terminierungsanalyse aus [Kic96] in diesem Rahmen durchgef¨ uhrt werden
k¨ onnte.
In diesem Zusammenhang ergeben sich dann recht komplexe Fragestel-
lungen, wie z.B. welcher Art die Pr¨ adikate sein, oder welche Regeln ge-
gen¨ uber dem Kontextkalk¨ ul hinzugef¨ ugt werden d¨ urfen. In diesem Bereich
k¨ onnten weiterf¨ uhrende Untersuchungen sinnvoll sein.Anhang A
Beispielanalysen
In diesem Anhang sind eine Reihe von Analysebeispielen in Form eines
vollst¨ andigen Protokolls zu einem Testdurchlauf abgedruckt. Dabei erfolgte
der Aufruf des Analyseprogrammes mittels
ape samples/batch.core samples/formulas
Die Ausgabe des Programmes wurde ¨ ubersichtlich formatiert aber ansonsten
unver¨ andert ¨ ubernommen. Zur Interpretation der Ergebnisse seien noch ei-
nige Dinge angemerkt.
Zum einen ersetzt das Programm der Einfachheit halber keine Variablen
in einem where-Ausdruck durch Top, auch wenn diese nur einmal auftau-
chen und nicht durch das Anforderungs-Muster gebunden sind. Zum anderen
f¨ uhrten einige kleinere Korrekturen an dem Programm in der Zwischenzeit
dazu, daß bessere Laufzeiten erreicht wurden. Die Tests aus Abschnitt 6.2
konnten aber nicht noch einmal durchgef¨ uhrt werden, weshalb am Ende
nur der verbesserte Wert f¨ ur den AMD X5/133 erscheint. Außerdem ist
erw¨ ahnenswert, daß z.B. f¨ ur die Anfrage
compose (foldr f1 z) (map f2) . = foldr (compose f1 f2) z
keine L¨ osung gefunden wird, wohl aber f¨ ur
foldr f1 z (map f2 l) . = foldr (compose f1 f2) z l
da die Gleichheit nur mit Einschr¨ ankungen an das Argument l gilt.
Reading samples/batch.core ... done.
Reading samples/formulas ... done.
("Y =? F", [], Yes)
("id =? K1 x1", ["x1"], (Top))
("x =? (case Cons{1,0} of <1> -> K; <2> x xs -> K) x y", ["x", "y"],
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(Top, Top))
("id =? (case Cons{1,0} of <1> -> K1; <2> x xs -> K1) x", ["x"],
(Top))
("id =? (case x of <1> -> K1; <2> x xs -> K1) y", ["x", "y"],
< (Cons{1,0}, Top), (Cons{2,2} Top Top, Top) >)
("case x of <1> -> Cons{1,0}; <2> x xs -> Cons{2,2} x xs =? id x", ["x"],
< (Bot), (Cons{1,0}), (Cons{2,2} Top Top) >)
("add x Zero =? x", ["x"],
< (Bot), (Cons{5,0}), (Cons{6,1} x1) where ([x1], add x Zero =? x) >)
("add x (Succ y) =? Succ (add x y)", ["x", "y"],
< (Cons{5,0}, Top), (Cons{6,1} x1, y) where
([x1, y], add x (Succ y) =? Succ (add x y)) >)
("add x (add y z) =? add (add x y) z", ["x", "y", "z"],
< (Bot, Top, Top), (Cons{5,0}, Top, Top), (Cons{6,1} x1, y, z) where
([x1, y, z], add x (add y z) =? add (add x y) z) >)
("map Succ x1 =? map (add One) x1", ["x1"],
< (Bot), (Cons{1,0}), (Cons{2,2} x2 x3) where
([x3], map Succ x1 =? map (add One) x1) >)
("idOnCons =? id", [], No)
("idOnCons x =? id x", ["x"],
< (Bot), (Cons{1,0}), (Cons{2,2} Top Top) >)
("idOnList =? id", [], No)
("idOnList x =? id x", ["x"],
< (Bot), (Cons{1,0}), (Cons{2,2} x1 x2) where
([x2], idOnList x =? id x) >)
("append xs (append ys zs) =? append (append xs ys) zs", ["xs", "ys", "zs"],
< (Bot, Top, Top), (Cons{1,0}, Top, Top),
(Cons{2,2} x1 x2, ys, zs) where
([x2, ys, zs], append xs (append ys zs) =? append (append xs ys) zs) >)
("append xs Nil =? xs", ["xs"],
< (Bot), (Cons{1,0}), (Cons{2,2} x1 x2) where
([x2], append xs Nil =? xs) >)
("append xs ys =? xs", ["xs", "ys"],
< (Bot, Top), (Cons{1,0}, Cons{1,0}), (Cons{2,2} x1 x2, ys) where
([x2, ys], append xs ys =? xs) >)
("append xs ys =? zs", ["xs", "ys", "zs"],
< (Bot, Top, Bot), (Cons{1,0}, zs, zs), (Cons{1,0}, ys, ys) >)
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< (Bot, Top), (Cons{1,0}, Top), (Cons{2,2} Top Bot, Top) >)
("lazyLength (append xs ys) =? add (lazyLength xs) (lazyLength ys)",
["xs", "ys"],
< (Bot, Top), (Cons{1,0}, Top), (Cons{2,2} x1 x2, ys) where
([x2, ys],
lazyLength (append xs ys) =? add (lazyLength xs) (lazyLength ys)) >)
("compose (filter p) (map f) =? compose (map f) (filter (compose p f))",
["p", "f"],
No)
("filter p (map f l) =? map f (filter (compose p f) l)", ["p", "f", "l"],
< (Top, Top, Bot), (Top, Top, Cons{1,0}),
(p, f, Cons{2,2} x1 x2) needs [(p (f x1) , Bot)],
(p, f, Cons{2,2} x1 x2) where
([p, f, x2], filter p (map f l) =? map f (filter (compose p f) l))
needs [(p (f x1) , Cons{3,0})],
(p, f, Cons{2,2} x1 x2) where
([p, f, x2], filter p (map f l) =? map f (filter (compose p f) l))
needs [(p (f x1) , Cons{4,0})] >)
("compose (foldr f1 z) (map f2) =? foldr (compose f1 f2) z",
["f1", "z", "f2"],
No)
("foldr f1 z (map f2 l) =? foldr (compose f1 f2) z l",
["f1", "z", "f2", "l"],
< (Top, Top, Top, Bot), (Top, Top, Top, Cons{1,0}),
(f1, z, f2, Cons{2,2} x1 x2) where
([f1, z, f2, x2], foldr f1 z (map f2 l) =? foldr (compose f1 f2) z l) >)
("compose (map f) (map g) =? map (compose f g)", ["f", "g"], No)
("map f (map g l) =? map (compose f g) l", ["f", "g", "l"],
< (Top, Top, Bot), (Top, Top, Cons{1,0}), (f, g, Cons{2,2} x1 x2) where
([f, g, x2], map f (map g l) =? map (compose f g) l) >)
("add (sum x) (length x) =? sum (map Succ x)", ["x"],
< (Bot), (Cons{1,0}) >)
("listOfNumEq xs xs =? True", ["xs"], < (Cons{1,0}) >)
("listOfNumEq xs ys =? listOfNumEq ys xs", ["xs", "ys"],
< (Bot, Bot), (Bot, Cons{1,0}), (Bot, Cons{2,2} Top Top),
(Cons{1,0}, Bot), (Cons{1,0}, Cons{1,0}),
(Cons{1,0}, Cons{2,2} Top Top), (Cons{2,2} Top Top, Bot),
(Cons{2,2} Top Top, Cons{1,0}),
(Cons{2,2} Cons{5,0} Top, Cons{2,2} Bot Top),
(Cons{2,2} Cons{5,0} Top, Cons{2,2} (Cons{6,1} Top) Top) >)
("and (listOfNumEq xs ys) (listOfNumEq ys zs) =? listOfNumEq xs zs",
["xs", "ys", "zs"],
< (Bot, Top, Top), (Cons{1,0}, Cons{1,0}, Top), (Cons{1,0}, Bot, Bot),129
(Cons{1,0}, Cons{2,2} Top Top, Cons{2,2} Top Top) >)
("isortNum =? qsortNum", [], No)
("isortNum xs =? qsortNum xs", ["xs"], < (Bot), (Cons{1,0}) >)
("repeat =? repeatY", [], Yes)
("repeat x =? repeatY x", ["x"], (Top))
("repeat =? repeat2", [], Yes)
("repeat x =? repeat2 x", ["x"], (Top))
("repeat =? repeat3", [], Yes)
("repeat x =? repeat3 x", ["x"], (Top))
("repeatY =? repeat2", [], Yes)
("repeatY x =? repeat2 x", ["x"], (Top))
("Y repeat =? Y repeatY", [], Yes)
("Y repeat =? Y repeat2", [], Yes)
("and x y =? and y x", ["x", "y"],
< (Bot, Bot), (Bot, Cons{3,0}),
(Cons{3,0}, Bot), (Cons{3,0}, Cons{3,0}), (Cons{3,0}, Cons{4,0}),
(Cons{4,0}, Cons{3,0}), (Cons{4,0}, Cons{4,0}) >)
("strictAnd x y =? strictAnd y x", ["x", "y"],
< (Bot, Bot), (Bot, Cons{3,0}), (Bot, Cons{4,0}),
(Cons{3,0}, Bot), (Cons{3,0}, Cons{3,0}), (Cons{3,0}, Cons{4,0}),
(Cons{4,0}, Bot), (Cons{4,0}, Cons{3,0}), (Cons{4,0}, Cons{4,0}) >)
("and x (and y z) =? and (and x y) z", ["x", "y", "z"],
< (Bot, Top, Top), (Cons{3,0}, Top, Top), (Cons{4,0}, Top, Top) >)
("strictAnd x (strictAnd y z) =? strictAnd (strictAnd x y) z",
["x", "y", "z"],
< (Bot, Top, Top) >)
("or x y =? or y x", ["x", "y"],
< (Bot, Bot), (Bot, Cons{4,0}),
(Cons{3,0}, Cons{3,0}), (Cons{3,0}, Cons{4,0}),
(Cons{4,0}, Bot), (Cons{4,0}, Cons{3,0}), (Cons{4,0}, Cons{4,0}) >)
("strictOr x y =? strictOr y x", ["x", "y"],
< (Bot, Bot), (Bot, Cons{3,0}), (Bot, Cons{4,0}),
(Cons{3,0}, Bot), (Cons{3,0}, Cons{3,0}), (Cons{3,0}, Cons{4,0}),
(Cons{4,0}, Bot), (Cons{4,0}, Cons{3,0}), (Cons{4,0}, Cons{4,0}) >)
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< (Bot, Top, Top), (Cons{3,0}, Top, Top), (Cons{4,0}, Top, Top) >)
("strictOr x (strictOr y z) =? strictOr (strictOr x y) z", ["x", "y", "z"],
< (Bot, Top, Top) >)
("f_1 Cons{4,0} =? g_1 Cons{4,0} Cons{4,0}", [], Yes)
("f_4 =? Cons{2,2}", [], Yes)
("map f l =? map g l", ["f", "l", "g"], < (g, Top, g), (f, Top, f) >)
("I bot =? bot", ["bot"], (Bot))
("K bot y =? bot", ["bot", "y"], (Bot, Top))
("K x bot =? bot", ["x", "bot"], (Bot, Bot))
("K1 bot x =? bot", ["bot", "x"], (Bot, Bot))
("K1 x bot =? bot", ["x", "bot"], (Top, Bot))
("S bot q r =? bot", ["bot", "q", "r"], No)
("S p bot r =? bot", ["p", "bot", "r"], No)
("S p q bot =? bot", ["p", "q", "bot"], No)
("compose bot g x =? bot", ["bot", "g", "x"], No)
("compose f bot x =? bot", ["f", "bot", "x"], No)
("compose f g bot =? bot", ["f", "g", "bot"], No)
("twice bot x =? bot", ["bot", "x"], No)
("twice f bot =? bot", ["f", "bot"], No)
("if bot then else =? bot", ["bot", "then", "else"], (Bot, Top, Top))
("if pred bot else =? bot", ["pred", "bot", "else"],
< (Bot, Bot, Top), (Cons{3,0}, Bot, Top), (Cons{4,0}, Bot, Bot) >)
("if pred then bot =? bot", ["pred", "then", "bot"],
< (Bot, Top, Bot), (Cons{3,0}, Bot, Bot), (Cons{4,0}, Top, Bot) >)
("not bot =? bot", ["bot"], (Bot))
("and bot y =? bot", ["bot", "y"], (Bot, Top))
("and x bot =? bot", ["x", "bot"], < (Bot, Bot), (Cons{3,0}, Bot) >)
("strictAnd bot y =? bot", ["bot", "y"], (Bot, Top))
("strictAnd x bot =? bot", ["x", "bot"],131
< (Bot, Bot), (Cons{3,0}, Bot), (Cons{4,0}, Bot) >)
("or bot y =? bot", ["bot", "y"], (Bot, Top))
("or x bot =? bot", ["x", "bot"], < (Bot, Bot), (Cons{4,0}, Bot) >)
("strictOr bot y =? bot", ["bot", "y"], (Bot, Top))
("strictOr x bot =? bot", ["x", "bot"],
< (Bot, Bot), (Cons{3,0}, Bot), (Cons{4,0}, Bot) >)
("rev bot =? bot", ["bot"], (Bot))
("length bot =? bot", ["bot"], (Bot))
("head bot =? bot", ["bot"], (Bot))
("map bot l =? bot", ["bot", "l"], < (Bot, Bot) >)
("map f bot =? bot", ["f", "bot"], (Top, Bot))
("filter bot l =? bot", ["bot", "l"],
< (Bot, Bot), (Bot, Cons{2,2} x1 x2) needs [(Bot x1, Bot)],
(Bot, Cons{2,2} x1 x2) where
([Bot, x2], filter bot l =? bot) needs [(Bot x1, Cons{4,0})] >)
("filter p bot =? bot", ["p", "bot"], (Top, Bot))
("foldr bot z l =? bot", ["bot", "z", "l"],
< (Bot, Top, Bot), (Bot, Bot, Cons{1,0}) >)
("foldr f bot l =? bot", ["f", "bot", "l"],
< (Top, Bot, Bot), (Top, Bot, Cons{1,0}) >)
("foldr f z bot =? bot", ["f", "z", "bot"],
(Top, Top, Bot))
("any bot l =? bot", ["bot", "l"], No)
("any p bot =? bot", ["p", "bot"], No)
("all bot l =? bot", ["bot", "l"], No)
("all p bot =? bot", ["p", "bot"], No)
("add bot y =? bot", ["bot", "y"], (Bot, Top))
("add x bot =? bot", ["x", "bot"], < (Bot, Bot), (Cons{5,0}, Bot) >)
The analysis took 0 hours, 0 minutes and 40 seconds for 94 formulas.
That gives an average of 0.425 sec/formula.Anhang B
Hilfsmodule
In diesem Teil des Anhanges sind Module mit Hilfsfunktionen, die von all-
gemeinem Interesse sein k¨ onnen, zu ﬁnden.
B.1 N¨ utzliche Kombinatoren
Das Modul FP stellt einige n¨ utzliche Kombinatoren bereit.
> module FP where
> infixr 3 .&&.
> infixr 2 .||.
Die Funktion binaryCombine kombiniert die Ergebnisse, die durch die An-
wendung zweier verschiedener Pr¨ adikate auf ein Argument enstehen.
> binaryCombine binOp pred1 pred2 x = pred1 x ‘binOp‘ pred2 x
Damit lassen sich die logischen Kombinatoren .||. und .&&. nun einfach
ausdr¨ ucken.
> (.||.) = binaryCombine (||)
> (.&&.) = binaryCombine (&&)
Diese kombinieren, wie schon erw¨ ahnt, zwei einstellige Funktionen mit boo-
leschem R¨ uckgabewert. Die Verwendung des Punktes . im Namen soll dabei
an die Funktionskomposition erinnern.
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> pairing (f,g) x = (f x, g x)
> paired f (x,y) = (f x, f y)
pairing und paired dienen dazu, ein Paar von zwei Funktionen auf ein
Argument anzuwenden bzw. eine Funktion auf ein Paar. Die Funktion
mapBinary schließlich dient dazu, eine zweistellige Funktion auf zwei Listen
anzuwenden.
> mapBinary f l1 l2 = map (uncurry f) (zip l1 l2)
B.2 Substitutionen
In diesem Modul werden Substitutionen deﬁniert.
> module Substitution where
> import List
Diese sind Listen von Paaren, die die einzelnen Ersetzungen darstellen.
> data SubstPair n e = n :->: e
> deriving Show
> type Substitution n e = [SubstPair n e]
Bei der leeren Substitution wird gar nichts ersetzt, daher ist die Liste leer.
> emptySubst :: Substitution n e
> emptySubst = []
Die Funktion inconsistent ¨ uberpr¨ uft, ob eine Substitution dahingehend in-
konsistent ist, daß ein Element in zwei Paaren unterschiedlich ersetzt w¨ urde.
> inconsistent s s’ = (not . null)
> [ x | (x :->: y) <- s, (x’ :->: y’) <- s’,
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Die Funktion unionSubst ben¨ otigt dies n¨ amlich, um die Vereinigung zweier
Substitutionen korrekt berechnen zu k¨ onnen.
> unionSubst s s’
> | inconsistent s s’ = Nothing
> | otherwise = Just (union s s’)
> unionMaybeSubst Nothing _ = Nothing
> unionMaybeSubst _ Nothing = Nothing
> unionMaybeSubst (Just s) (Just s’) =
> unionSubst s s’
Deﬁnitions- und Wertebereich einer Substitution sind einfach anzugeben.
> domainSubst :: Substitution n e -> [n]
> domainSubst = map (\(x :->: _) -> x)
> rangeSubst :: Substitution n e -> [e]
> rangeSubst = map (\(_ :->: x) -> x)
B.3 Die Zustandsmonade
In diesem Modul wird eine Zustandsmonade deﬁniert, wie sie u.a. in [Jon93,
Abschnitt 2.1] beschrieben ist.
> module StateMonad where
Daf¨ ur wird der Typ StateTransformer erkl¨ art, der einfach eine Funktion
kapselt, die bei Anwendung auf einen Zustand vom Typ s ein Paar aus einem
Ergebnis vom Typ a und einem neuen Zustand liefert.
> data StateTransformer s a = ST (s -> (a, s))
> instance Functor (StateTransformer s) where
> map f (ST stFunc) = ST (\s -> let (x, s’) = stFunc s
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Das bedeutet, map gibt, angewandt auf eine Funktion f und einen
StateTransformer, einen neuen StateTransformer zur¨ uck, der den Zu-
stands¨ ubergang durchf¨ uhrt und f auf das Ergebnis anwendet. Die Mona-
deninstanz f¨ ur StateTransformer wird nun entsprechend zu [Jon93] ange-
geben.
> instance Monad (StateTransformer s) where
> (ST stFunc) >>= k = ST (\s -> let (x, s’) = stFunc s
> ST stFunc’ = k x
> in stFunc’ s’)
> return x = ST (\s -> (x, s))
Um am Ende einer Kette von Zustands¨ uberg¨ angen an das Ergebnis zu ge-
langen, benutzt man startingWith.
> startingWith :: (StateTransformer s a) -> s -> a
> (ST stFunc) ‘startingWith‘ s = fst (stFunc s)
An manchen Stellen ist es w¨ unschenswert, auch auf den letzten Zu-
stand einer solchen Kette zugreifen zu k¨ onnen. Daher wird hier zus¨ atzlich
beginningWith deﬁniert.
> beginningWith :: (StateTransformer s a) -> s -> (a, s)
> (ST stFunc) ‘beginningWith‘ s = (stFunc s)Literaturverzeichnis
[Abr90] Abramsky, Samson: The lazy lambda calculus. In: Turner,
David A. (Herausgeber): Research Topics in Functional Pro-
gramming, University of Texas at Austin Year of Programming
Series, Kapitel 4, Seiten 65–116. Addison-Wesley, 1990.
[AS85] Abelson, Harold und Gerald Jay Sussman: Structure and
Interpretation of Computer Programs. McGraw-Hill, New York,
1985.
[AU72] Aho, Alfred V. und Jeffrey D. Ullman: The Theory Of
Parsing, Translating And Compiling, Band 1. Prentice Hall,
Englewood Cliﬀs, NJ, 1972.
[Bar84] Barendregt, Hendrik Pieter: The Lambda Calculus, Its
Syntax and Semantics. Elsevier Science Publishers, 1984.
[Buc95] Buchinger, Thorsten: Abstrakte Maschinen zur Auswertung
nicht-strikter funktionaler Sprachen: Analyse, Vergleich und Op-
timierung. Diplomarbeit, Johann Wolfgang Goethe-Universit¨ at
Frankfurt, 1995.
[BW88] Bird, Richard und Philip Wadler: Introduction to Functio-
nal Programming. Prentice-Hall International, London, 1988.
[Dav89] Davis, Ruth E.: Truth, Deduction, And Computation. Compu-
ter Science Press, 1989.
[DM82] Damas, L. und R. Milner: Principal type schemes for func-
tional programs. In: Proceedings of the 9th ACM Symposium
on Principles of Programming Languages, Seiten 207–212, Albu-
querque, N.M., Januar 1982.
[FH88] Field, A.J. und P.G. Harrison: Functional Programming. Ad-
dison Wesley, 1988.
[GM96] Gill, Andy und Simon Marlow: Happy Manual. Happy ver-
sion 0.9, 1996.
136LITERATURVERZEICHNIS 137
[Gor94] Gordon, Andrew D.: A Tutorial on Co-Induction and Func-
tional Programming. In: Functional Programming, Glasgow 1994,
Workshops in Computing, Seiten 78–95. Springer, 1994.
[Hin69] Hindley, R.: The principal type scheme of an object in combina-
tory logic. Transactions of the American Mathematical Society,
146:29–60, Dezember 1969.
[HU79] Hopcroft, John E. und Jeffrey D. Ullman: Introduction to
Automata Theory, Languages and Computation. Addison-Wesley
Series in Computer Science. Addison-Wesley, Reading, Massa-
chusetts, 1979.
[JJM97] Jones, Simon Peyton, Mark Jones und Erik Meijer: Type
classes: An Exploration of the Design Space. Technischer Bericht,
University of Glasgow, University of Nottingham, University of
Utrecht, Oregon Graduate Institute, 1997.
[Jon93] Jones, Mark P.: A System of Constructor Classes: Overloading
and Implicit Higher-order Polymorphism. Technischer Bericht,
Yale University, Department of Computer Science, 1993.
[Kic96] Kick, Hubert: Terminierungsanalyse f¨ ur den Sprachkern ei-
ner nicht-strikten Programmiersprache unter Verwendung eines
Tableaukalk¨ uls f¨ ur abstrakte Reduktion. Diplomarbeit, Johann
Wolfgang Goethe-Universit¨ at Frankfurt, 1996.
[Klo97] Klose, Norbert: Lucky Manual. Lucky Version 0.3, 1997.
[MTH90] Milner, Robin, Mads Tofte und Robert Harper: The De-
ﬁnition of Standard ML. IT Press, Cambridge, Massachusetts,
1990.
[Pan96] Panitz, Sven Eric: Termination proofs for a lazy functional
language by abstract reduction. Technischer Bericht, Johann
Wolfgang Goethe-Universit¨ at Frankfurt, 1996.
[PHA+97] Peterson [ed.], John, Kevin Hammond [ed.], Lennart Au-
gustsson, Brian Boutel, Warren Burton, Joseph Fasel,
Andrew D. Gordon, John Hughes, Paul Hudak, Tho-
mas Johnsson, Mark Jones, Erik Meijer, Simon Peyton
Jones, Alastair Reid und Philip Wadler: Report on the
Programming Language Haskell. A Non-strict, Purely Functio-
nal Language. Version 1.4, April 1997.
[PJ87] Peyton Jones, Simon L.: The Implementation of Functional
Programming Languages. Prentice-Hall International, London,
1987.138 LITERATURVERZEICHNIS
[PJL91] Peyton Jones, Simon L. und David R. Lester: Implemen-
ting Functional Languages: a Tutorial. Prentice-Hall Internatio-
nal, London, 1991.
[PvE93] Plasmeijer, Rinus und Marko van Eekelen: Functional
Programming and Parallel Graph Rewriting. Addison-Wesley,
Workingham, 1993.
[Sch] Sch¨ utz, Marko: Kontext-Analyse funktionaler Sprachen. No-
tizen im Vorfeld der Dissertation, 1998.
[Sch94] Sch¨ utz, Marko: Striktheitsanalyse mittels abstrakter Reduk-
tion f¨ ur den Sprachkern einer nicht-strikten funktionalen Pro-
grammiersprache. Diplomarbeit, Johann Wolfgang Goethe-
Universit¨ at Frankfurt, 1994.
[Sch95] Sch¨ afer, Steffen: Objektorientierte Entwurfsmethoden.
Addison-Wesley, 1995.
[SS96a] Schmidt-Schauß, Manfred: CPE: A Calculus for Proving
Equivalence of Expressions in a Non-Strict Functional Langua-
ge. Technischer Bericht, Johann Wolfgang Goethe-Universit¨ at
Frankfurt, 1996.
[SS96b] Schmidt-Schauß, Manfred: A Partial Rehabilitation of
Side-Eﬀecting I/O: Non-Determinism in Non-Strict Functio-
nal Languages. Technischer Bericht, Johann Wolfgang Goethe-
Universit¨ at Frankfurt, 1996.
[SS96] Schmidt-Schauß, Manfred: Einf¨ uhrung in das Funktionale
Programmieren. Johann Wolfgang Goethe-Universit¨ at Frankfurt,
Vorlesung, WS 1995/96.
[SS97] Schmidt-Schauß, Manfred: Funktionale Programmierung II:
Semantik, statische Analyse, Veriﬁkation und abstrakte Interpre-
tation. Johann Wolfgang Goethe-Universit¨ at Frankfurt, Vorle-
sung, WS 1996/97.
[SSPS95] Schmidt-Schauß, M., S.E. Panitz und M. Sch¨ utz: Strict-
ness Analysis by Abstract Reduction Using a Tableau Calculus.
In: Mycroft, Alan (Herausgeber): Static Analysis Symposium
’95, Nummer 983 in Lecture Notes in Computer Science, Seiten
348–365. Springer, 1995.
[SSS97] Sch¨ utz, Marko und Manfred Schmidt-Schauß: Automa-
tic Extraction of Context Information from Programs Using Ab-
stract Reduction. Technischer Bericht, Johann Wolfgang Goethe-
Universit¨ at Frankfurt, 1997.LITERATURVERZEICHNIS 139
[Tur85] Turner, D. A.: Miranda: A non-strict functional language with
polymorphic types. In: Functional Programming Languages and
Computer Architecture, Nummer 201 in Lecture Notes in Com-
puter Science, Seiten 1–16. Springer, 1985.