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Abstract
The aim of this thesis is to progress the state-of-the art of quantitative Magnetic Resonance
Imaging (MRI) in the human spinal cord, with particular focus on methods sensitive to
myelin content.
Myelin is a fundamental structure of the central nervous system, ensuring the correct trans-
mission of action potentials along neuronal axons, affected in a number of neurological
disorders, first and foremost Multiple Sclerosis (MS).
MRI methods to assess myelin in the spinal cord have found limited development, despite
the primary involvement of the spinal cord in demyelinating diseases, such as MS where
the characterization of spinal cord pathology is key for a better diagnosis, understanding of
pathological processes, and evaluation of neuroprotective and reparative treatments.
In this thesis, we develop novel methods for the spinal cord to measure parameters that are
known to correlate with myelin content, namely the longitudinal relaxation time (T1) and
quantitative Magnetization Transfer (qMT) parameters, and we compare them with a large
set of myelin sensitive MRI indices in the post mortem MS spinal cord.
The thesis is structured as follows: chapter 1 states the problem this thesis attempts to ad-
dress and provides background information regarding the involvement of the spinal cord
in MS; chapter 2 reviews the basic principles of MRI and introduces the theory behind the
measurement of surrogate indices of myelin content with MRI; chapter 3 reviews an ex-
isting imaging sequence for the spinal cord, extends its use for measuring myelin sensitive
parameters and discusses potential improvements for in vivo applications; chapter 4 and
chapter 5 propose novel efficient methods to measure T1 and qMT parameters in vivo in
the spinal cord; and chapter 6 evaluates the performance of the methods developed in the
previous chapter, together with other prospective myelin mapping methods, in the healthy
and MS post mortem human spinal cord.
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Chapter 1
Introduction
1.1 Myelin
Myelin is a fundamental structure of the central (CNS) and peripheral (PNS) nervous sys-
tems. It is mainly a lipid-protein structure (proportions are roughly 80% lipid and 20%
proteins, and may vary slightly according to the location in the body), and wraps around
neuronal axons in a concentric fashion forming an electrically insulating layer.
At a microscopic level (at the scale of nm), myelin is composed of tightly packed glial cell
membranes (oligodendrocytes or Schwann cells), that are arranged in a bilayer configura-
tion (figure 1.1).
The myelin bilayer envelops axons in such a way that it appears as a lamellar structure,
where repetitions of glial cell membrane produce a periodic alternations of cytoplasmic
space and extracellular space layers of around 3-4 nm thickness (figure 1.1), filled with
water that accounts for approximately 40 % of myelin weight [1]. Within those spaces,
myelin proteins can be found, mainly myelin basic protein (MBP), and proteolipid protein
(PLP).
At a more macroscopic level (at the scale of mm), myelin is found predominantly in white
matter (WM), representing around 50 % of its dry weight, but it is also present in smaller
quantities in grey matter (GM).
The main function of myelin is to ensure efficient action potential transmission along axons.
It therefore plays a fundamental role in allowing complex motor, sensory and behavioural
functions to occur. Myelin is also involved in the regulation of the axonal environment, re-
sulting in an intimate link between the myelin sheaths and the inner axon. In fact, in many
pathologies myelin damage and axonal damage occur simultaneously and are difficult to
disentangle.
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Figure 1.1: Illustration of a myelinated axon with details of the myelin sheaths and bilayer mem-
brane structure. The myelin sheath does not fully cover the axon, but there are inter-
mittent gaps, known as nodes of Ranvier. Myelin is an outgrowth of glial cells, such
as oligodendrocytes in the CNS and Schwann cells in the PNS. Myelin sheaths wrap
around axons many times in a concentric fashions. At a microscopic level, myelin is
composed by a bilayer membrane with alternating extracellular and cytoplasmic spaces.
In the latter myelin proteins, such as PLP and MBP, can be found.
Myelin alterations are key in brain development and in a number of neurological disorders.
Therefore the ability to measure myelin in vivo has great consequences for furthering the
knowledge of both normal physiology and disease mechanisms.
In this thesis the focus is on the quantitative measurement of myelin using Magnetic Reso-
nance Imaging (MRI).
1.2 Multiple Sclerosis
Among the major diseases causing myelin disruption is Multiple Sclerosis (MS).
MS is an autoimmune disease of the CNS which manifests with inflammatation, edema, de-
myelination and axonal loss [2]. Such processes can take place as focal damage, i.e. lesions
or plaques, or as diffuse and lesion-free abnormalities in the so called normal appearing
tissue.
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MS is predominantly a WM disease, although involvement of the GM has also been demon-
strated [3].
MS is considered as one of the leading causes of disability in young adults, who suffer
from physical disability, cognitive and sensory impairments. Disease onset can occur in the
early 30s, and average disease duration is of a few decades. Most commonly, it appears
firstly with periodic cycles of disability and recovery, the relapsing-remitting phase, and
translates with time into permanent and progressive disabilities, the secondary progressive
form. Sometimes, MS can present with progressive and irreversible disabilities from onset,
the primary progressive form.
A site of particular interest for MS is the spinal cord: (i) MS abnormalities can be seen in
the spinal cord with MRI in the vast majority of patients, around 90%, and damage to the
spinal cord is in fact included in the criteria for diagnosing MS [4], (ii) the amount of spinal
cord abnormalities is thought to reflect physical disabilities and to convey prognostic value
[4, 5]. The inclusion of damage to the spinal cord in clinical trials, and the use of spinal
cord derived MRI metrics (such as atrophy) as trial outcome measures is indeed suggested
for the evaluation of neuprotective therapies in MS [4].
1.3 Spinal Cord
The spinal cord connects the brain with the periphery of the body. It extends from the
medulla oblongata (in the brain stem), to the lumbar level (with the caudal termination
varying among individuals), and it is usually divided into different segments according to
the corresponding vertebral level (cervical, thoracic and lumbar).
The spinal cord has a cylindrical shape, elongated in the foot-head direction with a length
of approximately 45 cm, and restricted cross-sectional extension, with a diameter of 15
mm at its widest and an area of approximately  80 mm2 (with two enlargements, at the
cervical and lumbar levels, in correspondence with the connection innervating the limbs).
The spinal cord is protected by the vertebral bodies, enclosed in the spinal canal filled by
cerebrospinal fluid (CSF) and surrounded by a meningeal layer, the pia matter. An illustra-
tion of the spinal cord and its surrounding anatomy is shown in figure 1.2. The CSF also
fills two tight fissures, the anterior and posterior fissure, and a tiny foramen in the center of
the cord, the central canal.
The internal organization of the spinal cord is reversed compared to that of the brain, with
WM surrounding GM, which occupies the inner part of the cord and assumes the charac-
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Figure 1.2: The spinal cord and surrounding anatomy. Location of the spinal cord inside the body is
shown on the left. A horizontal section through a vertebra and the spinal cord is drawn
on the right, with details of spinal cord anatomy.
teristic butterfly shape. WM is composed mostly of axons and glial cells, and organized
hierarchically in groups of fibre bundles that run predominantly along the foot-head di-
rection. The spinal cord WM can be divided into three main regions, the dorsal column,
and the left and right lateral columns, containing different WM tracts, both ascending (e.g.
spinothalamic and spinocerebellar tracts) and descending (e.g. corticospinal tract).
The GM is composed mostly of cell bodies, dendrites and the connection with the nerves
that branch off to the periphery.
The spinal cord has a key role in controlling voluntary movements and coordination, as it
serves as a link between the brain and the limbs. It also receives sensory information from
the periphery of the body and regulates internal organ functions at the different levels of the
vertebral column, e.g. thorax, abdomen and pelvis.
1.4 Putting the pieces together: aim of the thesis
Tissue damage occurring in MS can be detected using conventional MRI examinations,
such as T1-weighted (also with contrast enhancement) and T2-weighted imaging. MRI has
also proven useful for imaging spinal cord damage, improving the diagnostic process and
providing a better understanding of the disability seen in patients. However, the correla-
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tion between clinical disability and evidence from spinal cord MRI, such as lesions counts,
remains modest [4]. The cause of the poor agreement has been identified in the lack of
sensitivity and specificity of conventional MRI methods to the underlying complexity and
dynamics of the tissue changes taking place in MS: inflammation, demyelination, axonal
loss, and remyelination.
Quantitative MRI methods have been proposed to overcome the limitations of conventional
MRI investigations. Quantitative MRI combines advanced magnetic resonance pulse se-
quences with mathematical models of the tissue of interest to extract quantitative and bi-
ologically meaningful parameters. Such parameters have a more direct interpretation in
terms of tissue microstructure features (e.g. axonal density, myelin volume fraction, axon
diameter, and many others) compared to visual evaluation of image contrast. Robust mea-
surements of quantitative parameters have an improved clinical relevance, and may help to
further the understanding of disease mechanisms, to identify early pathological changes in
the tissue, and provide a better explanation of patient disability.
In the context of MS, methods able to quantitatively map myelin content are of great inter-
est, especially in the spinal cord given its primary involvement in the development of the
irreversible disability.
However, quantitative MRI in the spinal cord suffers from technical challenges and lack of
critical mass that have hampered its robust and systematic development. While quantita-
tive MRI methods are well characterized in the brain, their translation to the spinal cord is
slow and partial [6, 7]. As a result, quantitative MRI in the spinal cord is not yet mature
enough to be used with clinical relevance. Only small pieces of the full picture that quan-
titative MRI methods can provide are at the moment exploited in a clinical setting, such as
measurements of spinal cord cross-sectional area, and rate of atrophy. This fact represents
a substantial restriction in the potential of using MRI to investigate complex and varying
diseases such as MS.
The aim of this thesis is to progress the state-of-the art of quantitative MRI in the human
spinal cord, with particular focus on methods sensitive to myelin content.
We develop novel methods for the spinal cord to measure quantitative parameters that have
been shown to correlate, in the brain to different extents, with myelin content, namely the
longitudinal relaxation time (T1) and quantitative Magnetization Transfer (qMT) parame-
ters, and we compare them with a large set of myelin sensitive MRI indices in the post
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mortem MS spinal cord.
In doing so, we contribute to the field of quantitative MRI in the spinal cord by: (i) pro-
viding new unexplored ways to map myelin-sensitive parameters with an approach usually
previously only considered for diffusion-weighted imaging, therefore expanding the field,
allowing comparisons between methods and fostering the implementation of multi-contrast
(i.e. multi-modal) studies; (ii) evaluating the different levels of sensitivity to MS alterations
in the spinal cord of a wide set of quantitative myelin-sensitive techniques.
The thesis is structured as follows:
Chapter 2 reviews some of the basic principles of MRI and introduces the theory behind
the measurement of surrogate indices of myelin content with MRI, to provide sufficient
background information for understanding the work developed in this thesis;
Chapter 3 reviews an existing imaging sequence for the spinal cord, namely Zonally Mag-
nified Oblique Multislice Echo Planar Imaging (ZOOM-EPI), extends its use to allow the
measurement of myelin sensitive parameters, and discusses potential improvements for in
vivo applications;
Chapter 4 proposes, validates, and applies in healthy individuals an efficient method to
measure the T1 in the cervical spinal cord in vivo;
Chapter 5 develops a novel framework to perform quantitative Magnetization Transfer
studies in the spinal cord, combining a dedicated acquisition sequence, signal modelling
and protocol optimization;
Chapter 6 evaluates the performance of the methods developed in the previous chapter, to-
gether with other prospective myelin mapping methods, in the healthy and MS post mortem
human spinal cord, and investigates correlations between them.
Chapter 2
Background: MRI principles & quantitative
measurements of myelin
This chapter aims to provide a theoretical background for the notions and the methodolo-
gies that are used or further developed in this thesis. Two main areas are covered in the
following, in two separate sections.
The first section focuses on the theory behind MRI. An exhaustive and comprehensive ex-
planation of magnetic resonance physics is far beyond the scope of this chapter. The aim
of the section is rather to provide sufficient information regarding the principles that will
be invoked in the experimental chapters, and to provide readers seeking deeper and more
rigorous explanations with the correct literature references.
The second section of the chapter instead gives an overview of the main quantitative MRI
techniques currently available for measurements of surrogate indices of myelin content in
vivo. Particular attention is given to the Magnetization Transfer effect and its quantita-
tive description, given the main role played by this technique in this thesis. Other myelin-
sensitive techniques, some still exploiting the Magnetization Transfer phenomenon and oth-
ers employing different types of contrast (T2 relaxation, diffusion, etc.), are also described.
As the aim of the section is to provide the reader with adequate background information on
quantitative MRI techniques sensitive to myelin content, the description will focus on the
rationale behind each particular technique and the general analysis methods to be employed
in the quantification stage, leaving the details of each particular implementation to the rele-
vant references. The state-of-the-art of each technique for spinal cord applications will also
be reported.
We are aware of the unavoidable limitations of this chapter, in terms of completeness and
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detail. However we hope readers can find it helpful to better understand and appreciate the
work developed in the subsequent chapters of this thesis.
2.1 MRI prinicples
A full account of MRI theory is beyond the scope of this section, and can be found elsewhere
[8, 9, 10, 11], whose consultation has been essential for writing this chapter.
This section should be intended more as a walk-through of some of the main concepts of
MRI, with some more detailed descriptions for the theory that will be used extensively in
this thesis, e.g. Bloch equations, spin echo sequence and echo-planar imaging.
2.1.1 The basic NMR experiment and the fundamental NMR parameters
In this section we describe the basic Nuclear Magnetic Resonance (NMR) experiment and
we introduce the concepts of resonance frequency, excitation, precession, relaxation and
the fundamental NMR parameters involved, such as spin density r , longitudinal relaxation
time T1 and transverse relaxation time T2.
Nuclei are characterized by an intrinsic angular momentum, or spin. In NMR, the interest
is in nuclei with an odd number of both protons and neutrons as they have a net angular
momentum, and hence a magnetic dipole moment m . Hydrogen nuclei 1H, given their
abundance and key localization in the human body, as a constituent of water molecules, are
the nuclei of interest in (conventional) MRI.
In this thesis, the words spin, proton or water proton, without any further specification, will
be used interchangeably.
We now consider the behaviour of protons when placed in a large static magnetic field B0
as in the basic NMR experiment, depicted in figure 2.1. For this purpose we define a system
of reference, called the laboratory frame of reference, where the z axis points along the
direction of B0 and the x and y axes define a plane orthogonal to it, i.e the transverse plane.
A sample containing protons (e.g. a sample of water) is placed in the magnetic field B0,
and a coil of wire is placed near the sample with its axes perpendicular to B0. The magnetic
dipoles will align along or against the magnetic field, producing a small excess (roughly
1 in 106 at room temperature, described by quantum mechanics) along the direction of
B0, that can be viewed, macroscopically, as a single net magnetization vectorM=[0 0M0]T
resulting from the net sum of all the local magnetic dipoles. The magnitude of M, the
equilibrium magnetization indicated by M0, is again accurately characterized by quantum
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Figure 2.1: Illustration of the basic NMR experiment. During the transmit phase, the spins in the
sample are excited by a RF magnetic field oscillating at the Larmor frequency. Through
the magnetic resonance effect, spins will be tipped in to the transverse plane where their
precession will induce an oscillating current in the coil, which can be measured in the
receive phase. This figure qualitatively reproduces figure 4.2 of [11]
.
mechanics, but as a first approximation can be thought of as proportional to the spin density
r .
WhileM is static along z, the single nuclei, due to their angular momentum, precess around
the main magnetic field, with a frequency w0 governed by the equation:
w0 = gB0 (2.1)
where B0 is the magnetic field strength, g is the gyromagnetic ratio, whose value depends
on the nucleus considered (for 1H, g = 267:54 106 radT ), and w0 is the Larmor frequency
or resonance frequency of the nuclei in question.
The system is perturbed during the transmit phase: an oscillating current, at frequency w0,
is applied to the coil for a few ms, generating a small oscillating magnetic field B1(t) ori-
ented along the axes of the coil, i.e. perpendicular to B0. B1(t) is called a radio-frequency
(RF) pulse or excitation pulse.
During the receive phase, the coil is used to detect small oscillating currents in the wire
loop. While there is little effect if the RF pulse oscillates at frequencies far from w0, in the
proximity of the Larmor frequency the spins in the sample absorb RF energy and depart
from their equilibrium (low energy state) configuration, with M tipping away from the z
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axis. At the end of the RF pulseM has been tilted by a particular angle (the excitation angle
or flip angle, dependent on the duration of the RF pulse and its amplitude B1), and there will
be a component of M in the transverse plane, i.e. the transverse magnetization Mx,y. The
precession of M around B0 is now visible on the transverse plane, as a rotating magnetic
field at the Larmor frequency. The oscillating magnetic field produced byMx,y will induce
a current in the coil loop, and produce a measurable signal (figure 2.1).
The oscillating magnetic field in the transverse plane is transient due to the relaxation phe-
nomenon.
The transverse magnetization decays over time, with a characteristic time constant T2
known as the transverse (or spin-spin) relaxation time. The longitudinal component of the
magnetization instead slowly regrows over time, with a time constant T1, the longitudinal
(or spin-lattice) relaxation time. At 3 T, typical values for T1 and T2 values are around 900
ms and 80 ms for WM, and 1300 ms and 100 ms for GM [12, 13].
In the following we describe some basic concepts regarding the physical and molecular
basis of the NMR relaxation phenomenon. The original theory and rigorous modelling of
relaxation times can be found in [14, 15].
Relaxation processes are linked to the tumbling of water molecules due to their thermal
motions. Water molecules are in constant motion, colliding with other molecules, rotating
and tumbling randomly. As a result, protons experience a fluctuating magnetic field re-
sulting from the change in relative position between protons in the same molecule or with
other molecules. The z component of this fluctuating field adds to or subtracts from to B0
causing slightly different precession rates between spins. This produces dispersion in the
distribution of spin phases, which builds up over time as the pattern of random fields felt by
each proton is different. The net signal, given by the sum of the many local dipole vectors
with their phase distribution, is therefore attenuated compared to when all dipoles are added
coherently. The rate of this phase dispersion links to the T2, that according to a simplified
model [11] can be seen as:
1
T2
 B2f lucttc (2.2)
where Bfluct is the magnitude of the fluctuating field, and tc is the correlation time, qualita-
tively defined as the time for a water molecule to significantly modify its orientation.
The T1 can be described in a similar way. The key difference is that to produce longitudinal
relaxation, the magnetic field fluctuations must occur at the Larmor frequency along one of
2.1. MRI prinicples 29
the transverse plane axes. This will cause the magnetization to precess slightly around this
field in the transverse plane, changing the z component.
The take home message of the simplified explanation given above is that relaxation times
are determined by the magnitude and the correlation time of the local fluctuating magnetic
fields, which ultimately depend on the local environment of the water molecules. For ex-
ample, in highly organized structures such as myelin sheaths around axons, tc is very long
producing a drastic shortening of the T2, i.e. myelin has a T2 on the order of ms (see section
2.2).
The transverse component of the magnetization always decays faster than is predicted by
the T2. A simple model for the transverse relaxation rate is:
1
T 2
=
1
T2
+
1
T 02
(2.3)
Equation 2.3 shows that transverse magnetization decays with a time constant T2*, enhanced
by an additional component ( 1
T 02
). Such a component accounts for the effect of static local
field inhomogeneities, which adds to the random fluctuating fields causing T2 relaxation.
Starting from the NMR signal as described in this section, we discuss how to encode in the
transverse magnetization generating the detected signal: (i) information on tissue properties
by manipulating the weight that fundamental NMR parameters have in the measured signal
through dedicated magnetic resonance sequences; and (ii) information regarding the spatial
localization of the signal source so that an image can be created from a set of NMR signals.
In the following two sections (2.1.2 and 2.1.3) we will focus on these two aspects, intro-
ducing: (i) the Bloch equations as a tool to describe the measured signal as a function of
tissue and sequence parameters; and (ii) the spatial encoding process, and its generalization
through k-space, as a tool to understand image formation.
2.1.2 The Bloch equations and contrast manipulation
The Bloch equations [16] relate the time evolution ofM to the external magnetic fields (B0
and B1(t)), relaxation times (T1 and T2) and, in their expanded version also to the molec-
ular self-diffusion coefficient D [17], and other parameters through adequate modifications
(an example is given in section 2.2.1.3 in the context of the quantitative description of the
magnetization transfer effect).
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The general form for the Bloch equations is [16]:
dM(t)
dt
= gM(t)B(t) R M(t) M0 (2.4)
where M(t)=[Mx My Mz]T is the magnetization vector, B(t)=B0+B1(t) is the sum of static
field B0 = zB0, and RF field B1(t) = xB1(t)coswr f t yB1(t)sinwr f t, R=diag[ 1T2 1T2 1T1 ]T is
the relaxation matrix, which implicitly (and empirically) models the relaxation process in
the form of exponential functions.
The analysis of the evolution ofM(t) is simplified through a change of system of reference,
via the adoption of the so called rotating frame of reference. In this new reference frame
the transverse plane rotates around the z axis of the laboratory frame of reference at an
angular frequency w0, such that the effect of the precession around B0 is cancelled out in
the equations. The change of coordinates between the two systems is given by:
x0 = xcos(w0t)  ysin(w0t)
y0 = xsin(w0t)+ ycos(w0t)
z0 = z
(2.5)
where [x’ y’ z’]T are the coordinates of the rotating frame of reference. The Bloch equations
in the new reference frame become:
dM0(t)
dt
= gM0(t) B1(t) x0 cos(wr f  w0)t y0 sin(wr f  w0)t+ z0 B0  w0g  (2.6)
where the relaxation term has been neglected for simplicity. From equation 2.6 in the rotat-
ing frame of reference, it can be shown that: (i) in the absence of a B1 field,M is stationary
along the z axis, as dM
0(t)
dt = 0; and (ii) when an RF field is applied perpendicularly to
the main field, B1 is demodulated and appears stationary in the transverse plane (it can
be thought of as being applied arbitrarily along the x’ axis) and M precesses about B1, as
dM
0
(t)
dt = gM(t)B1(t).
The Bloch equations in the rotating frame of reference can be used to derive the signal ex-
pression for a given magnetic resonance sequence. Here we provide an example for the spin
echo (SE) sequence which is used extensively throughout this thesis.
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2.1.2.1 A signal equation for the SE sequence
A schematic of the basic SE sequence is shown is figure 2.2. We neglect for the moment the
imaging gradients, as those will be discussed in the next section (2.1.3), and we will focus
on the sequence parameters: echo time TE, repetition time TR, and flip angles q1 and q2.
The calculation of the signal equation follows what is shown in section 14.3.1 of [10]. It
Figure 2.2: The standard SE sequence consists of two RF pulses, the excitation pulse and the refo-
cusing pulse, separated by a time t = TE2 that will produce a signal known as the spin
echo after a time 2t = TE from the excitation pulse. The refocusing pulse compensates
for part of the dephasing occurring in the first TE2 interval, by flipping the magnetiza-
tion configuration in the transverse plane, so that the sources of field inhomogeneities
that are static now have a reverse effect on spin dephasing. This results in a signal
maximum at the time TE, showing a pure T2 attenuation. Usually the SE sequence has
q2 = 2q1 = 180°. A pair of gradients of equal total area, called crusher gradients, are
placed on both sides of the refocusing pulse so that for q2 6= 180°the component of the
magnetization flipped in the transverse plane is dephased and will not contribute to the
later spin echo.
is assumed that: (i) transverse magnetization is null at the end of the sequence (point E in
figure 2.2), (ii) flip angles are those typically used in a SE sequence: q1=90°and q2=180°,
and (iii) the magnetization is in a steady-state, a condition meaning that the sequence has
been repeated a certain number of times such thatM behaves periodically between TRs, i.e.
the magnetization at point E is equal to the magnetization at point A in figure 2.2 (ME=MA).
The longitudinal magnetization at the point B is given by:
Mz;B =Mz;A cosq1 = 0 (2.7)
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which is equivalent to solving the Bloch equations neglecting relaxation during the RF
excitation pulse. Longitudinal relaxation occurs between B and C. According to the Bloch
equationsMz,C is:
Mz;C =M0
 
1  e  TE2T1  (2.8)
where M0 is the equilibrium magnetization. After the refocusing pulse, neglecting again
relaxation during the the pulse, the magnetization at D is given by:
Mz;D =Mz;C cosq1 = M0
 
1  e  TE2T1  (2.9)
and accounting for T1 relaxation after the refocusing pulse:
Mz;E =Mz;D+
 
M0 Mz;D

(1  e 
TR  TE2
T1

=M0
 
1 2e
TR  TE2
T1 + e 
TR
T1
 (2.10)
The Bloch equations show that the transverse magnetization at the time of the measurement
TE, proportional to the measured signal, is given by:
Mx;y =Mz;A
 
sinq1

e 
TE
T2 =Mz;Ae
  TET2 (2.11)
Exploiting the steady-state condition, i.e. Mz,A is equal toMz,E in equation 2.11, an equation
for the SE signal as function of T1, T2 and M0 can be obtained:
Mx;y(TE) =M0
 
1 2e
TR  TE2
T1 + e 
TR
T1

e 
TE
T2 (2.12)
An important property of the SE sequence is that the refocusing pulse will reverse the mag-
netization in the transverse plane, cancelling the dephasing produced by static sources of
field inhomogeneities at a time TE2 following its application (i.e. cancelling the contribution
1
T 02
in equation 2.3), therefore resulting in higher signal at a time TE from the excitation
pulse, which will then exhibit a pure T2 decay.
2.1.3 Image formation and the signal sampling
Magnetic resonance pulse sequences allow the manipulation of the magnetization to obtain
different contrasts, according to the interplay between tissue parameters and sequence pa-
rameters. This can be quantitatively described by the phenomenological Bloch equations,
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as shown for the basic SE sequence in the example provided in section 2.1.2.1. In order
to produce an image of the magnetization distribution, spatial information must also be en-
coded in the recorded signals.
Spatial information is encoded in the transient signal measured in the transverse plane using
a system of magnetic field gradients applied along three orthogonal directions.
For the purpose of signal localization, it is useful to introduce a new system of reference,
the image reference system (gradient reference system), which defines the three directions
along which the magnetic field gradients are applied. The image frame of reference con-
sists of: slice encoding (S) direction, phase encoding (P) direction and frequency encoding
or measurement (M) direction. The [S P M] system has no fixed relationship with the [x y z]
system used to described magnetization evolution. It should also be noted that the conven-
tion used for the image reference system is purely arbitrary, other conventions for referring
to the gradient axes may be found elsewhere.
Magnetic field gradients G are small spatially variant magnetic fields (on the order of mTm )
that, superimposed on the main field B0, alter the precession frequency of the spins as a
function of the position r=[s p m], as follows:
w
 
r

= w0+G
 
r

= g
 
B0+GSs+GPp+GMm
 (2.13)
where G=[GS GP GM]T indicates the magnetic field gradient along the three orthogonal di-
rections.
The process of spatial encoding through imaging gradients can be more easily understood
through the example provided by figure 2.3.
Through the slice selection mechanism only spins within a limited region along the S di-
rection are tipped into the transverse plane. This is achieved by switching on GS during the
time the RF excitation pulse is applied. The RF pulse is designed to contain a narrow and
selective range of frequencies which translates into a segment of locations along S, through
the concomitant application of Gs.
The frequency encoding is achieved by switching on a gradient along the M direction dur-
ing the data acquisition window. The precession frequency of the local magnetization is
therefore linearly dependent on the spatial position of spins alongM, resulting in a detected
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Figure 2.3: A basic GE sequence is shown with imaging gradients along 3 orthogonal axes S, P
and M. A signal, known as a gradient echo, is obtained by compensating the effect of
the pre-phasing gradient (first gradient lobe along M) with a readout gradient creating
an echo, with maximum amplitude in its center, showing T2* dependent attenuation.
As the signal is sampled during the readout gradient, different precession frequencies
can be related to different locations along M. During slice selection, a gradient, applied
along S, makes the RF selective only for a range of locations. Repetition of the sequence
with different phase-encoding steps, i.e. different amplitudes of the gradients along P,
enables the acquisition of sufficient information to reconstruct an image.
signal in the time domain containing a range of frequencies, each corresponding to a spe-
cific spatial location. Frequency content can be easily be separated by an inverse Fourier
transform of the acquired NMR signal.
The phase encoding is accomplished by switching on for a short interval a gradient along
the P direction, between the RF pulse and data readout. During the application of Gp spins
at different positions along P precess at different rates, producing a phase difference be-
tween signal from two locations that increases linearly with time. The phase difference is
locked, once the Gp is switched off, resulting in magnetization precessing with a different
phase offset, dependent on the position along P. Different phase offsets can be induced by
increasing GP between different sequence repetitions, i.e phase-encoding steps.
To summarize, the image formation can be seen as the process of creating an image of the
magnitude of the local transverse magnetization by encoding the spatial location of the sig-
nal in the phase of the magnetization: the position along M is encoded as a rate of change
of the phase during the acquisition window, while the position along P is encoded as a rate
of change of the local phase between phase-encoding steps.
The general expression of the acquired signal formalizes this concept. The time domain
signal created by the transverse magnetization and measured in the receive coil, after de-
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modulation to remove rapid oscillation at w0, is [9]:
S(t) =
Z
V
r 0(r)e if(r;t)d3V (2.14)
where r 0 is the effective spin density, dependent on the magnitude of the transverse mag-
netization (and hence r , T1, T2 and sequence parameters), the receiver coil properties, and
other factors, e.g. temperature; and f(t;r) is the accumulated phase, given by:
f(t;r) = g
Z t
0

G(t 0)
T rdt 0
= g
hZ t
0
G(t 0)dt 0
iT
r
(2.15)
Defining the following quantity:
k(t) =
g
2p
Z t
0
G(t 0)dt 0 (2.16)
equation 2.14, by using equation 2.15, becomes:
S(t) =
Z
V
r 0(r)e i2pk(t)rd3V (2.17)
The measured signal can be seen as the Fourier transform of the effective spin density r 0(r).
The quantity k(t) is a vector, whose element has the units of inverse distance, and is the de-
fined in a space called k-space. The definition of the k-space, via equations 2.16 and 2.17,
allows us to interpret the image formation as the sampling of the spatial frequencies of the
image, which is subsequently obtained via the inverse Fourier transform of the acquired
signal in the reconstruction stage.
Properties of k-space, such as extension and sampling interval, can thus be related to proper-
ties of the image, such as resolution and field-of-view (FOV). The sampling of the k-space is
subject to the Nyquist criterion, requiring a FOV larger than the size of the encoded object.
The way the k-space is sampled, the k-space trajectory, is determined by imaging gradients
through equation 2.16. Useful reviews on k-space can be found in [18, 19, 20, 21].
In the following section we introduce one of the most common signal sampling techniques,
the echo-planar trajectory, which will be used extensively in this thesis.
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2.1.3.1 The Echo-Planar-Imaging readout
Echo-planar imaging (EPI) is a fast method for sampling k-space following a few (multi-
shot), or just one (single-shot), excitation pulses [22, 23]. EPI is capable of producing an
image in a few tens of milliseconds.
EPI samples the k-space by going back and forth in theM direction on a Cartesian grid. This
is achieved using a train of readout gradients (the EPI echo train) with alternating signs in
the M direction to travel along the lines of the grid, interleaved by small blip gradients in
the P direction to jump between adjacent lines of the grid, as shown in figure 2.4.
Figure 2.4: Example of a 2D EPI readout (a), and the associated trajectory in 2D k-space (b). The
train of readout gradients corresponds to a Cartesian trajectory in k-space, with positive
lobes and negative lobes moving in opposite directions along the kx axis (M direction
in image space). The gradient amplitude GM determines the speed of the Cartesian
trajectory. Similarly, the blip gradients in the P direction produce jumps along the ky
axes (P direction in the image space). The area of the blip gradient (controlled by
their amplitude GP, as the duration is kept fixed to the minimal value) determines the
distance between k-space lines in the ky direction. Prior to the readout gradients, pre-
phasing gradients in both the M and P directions are used to move the starting point of
the trajectory. The initial position is determined by their areas AMp and APp.
EPI has played, and still plays, a fundamental role in the development of a number of chal-
lenging MRI applications, especially regarding quantitative MRI. The 2D single-shot EPI
(ssh-EPI), where the entire two-dimensional k-space is sampled after a single excitation, has
been used extensively for example in diffusion (section 2.2.4) and perfusion imaging, and
represents the workhorse for functional MRI, due to the high temporal resolution achiev-
able. In general EPI sequences offer fast imaging (single-shot images are usually referred
to as snapshot, as they are taken in a fraction of a second, and thus able to freeze motion
within data readout) in combination with the ability to adapt to a number of preparation
pulses (e.g. inversion pulses, tagging pulses) and imaging sequences (e.g. SE, GE). These
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features make EPI particularly advantageous for quantitative studies.
As the measured signal is decaying while the EPI readout is performed, it is fundamental for
EPI readouts to travel across the k-space as quickly as possible, to avoid substantial signal
decay. This condition requires high performances of the gradient system. The speed with
which the k-space is covered is, in fact, heavily dependent on readout gradient amplitude
and slew rate.
EPI readouts are also prone to a variety of artefacts. First of all, EPI images are heavily
affected by distortions arising from local field inhomogeneities, such as those encountered
at the interfaces between tissues with significantly different magnetic susceptibilities. Mag-
netic susceptibility differences create off-resonance effects, Dw , that lead to displacement
of voxels along a specific direction, as quantified by:
d(r) = Dw(r)
Ltesp
NshRPI
(2.18)
where L is the size of the FOV along the considered direction, and tesp is the time interval
between the sampling of two adjacent locations in the k-space along the considered dimen-
sion, Nsh is the number of shots required to sample the k-space, and RPI is the acceleration
factor introduced by parallel imaging techniques, if used, which are described in section
2.1.4.
Equation 2.18 implicitly shows that for EPI acquisitions distortions are predominant in the
P direction, given the slower sampling in that direction, i.e. lower effective bandwidth in
the P direction compared to theM direction, as well as the benefits of performing multi-shot
acquisitions, i.e. Nsh>1, to mitigate distortions.
Moreover EPI is affected by ghosting along the P direction (Nyquist ghost) [24], chemical
shift artefacts, and image blurring due to T2* decay during the signal acquisition [25].
2.1.4 Accelerating MRI with Parallel Imaging
Parallel imaging refers to a group of techniques that allow the acceleration of MRI acquisi-
tion by skipping lines in k-space, and retrieving the missing information at the reconstruc-
tion stage exploiting additional spatial encoding information available when the signal is
acquired using an array of receive coils. Modern receive coils comprise a set of indepen-
dent elements geometrically arranged to cover the specific anatomy they are designed for.
Each coil is characterized by a different sensitivity to the imaged object (i.e. the coil sensi-
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tivity maps or coil sensitivity profiles), which provide additional encoding information that
complements the signal encoding with RF pulse and gradients.
Parallel imaging is nowadays an established techniques and is regularly used in clinical
practice.
All parallel imaging methods allow a reduction in the scan time, which is proportional to
the number of lines skipped at the acquisition stage, but in turn introduce a signal-to-noise
(SNR) penalty, which is dependent on how the reconstruction of the undersampled k-space
is performed (and hence method-dependent), as well as the quality of the additional spatial
encoding information (i.e. the coil sensitivities) available in the reconstruction (hence site-
and application-dependent).
The most common parallel imaging methods are: sensitivity encoding (SENSE) [26], and
generalized auto-calibrating partially parallel acquisition (GRAPPA) [27]. In the following
the SENSE approach will be briefly explained. For the other methods readers should refer
to the respective references.
2.1.4.1 Sensitivity Encoding (SENSE)
In the SENSE reconstruction, the density of line sampling along P is reduced at a fixed
maximum k-space value along that direction. By doing so, data readout is sped up by a
factor RPI, the acceleration factor of the parallel imaging method, but in turn will produce a
set of aliased images, one for each coil.
In the aliased images, each pixel contributes to RPI different positions in the final full-FOV
image. The signal superimposition is resolved when combining the aliased coil images,
exploiting different coil sensitivities which act as weighting factors in the signal summation
(figure 2.5).
For a single pixel I, the following equations can be given for the N receive coils available:
I1 =S1;1r1+S1;2r2+ :::+S1;RrRPI
I2 =S2;1r1+S2;2r2+ :::+S2;RrRPI
:::
IN =SN;1r1+SN;2r2+ :::+SN;RrRPI
(2.19)
where Ij is the intensity of the folded pixel in the aliased image from coil j, r i is the intensity
of the pixel i in the full FOV image, and Sj,i refers to the sensitivity of the coil j for the pixel
i in the full FOV image.
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Figure 2.5: Schematic representation of the main steps of SENSE reconstruction. An example for
acceleration factor RPI=2 is illustrated, with one acquired line (dashed bold lines) every
other k-space line.The undersampling of k-space produces a set of aliased images, one
per coil. The missing spatial encoding information, due to the skipped lines in k-space,
is retrieved via the coil sensitivity images that act as weighting factors to different pixel
contributions in the aliased images, and enable the unwrapping of the aliasing by solving
equation 2.19 for each pixel.
Equation 2.19 is solved for every pixel j in the aliased image, to produce a set of pixel
intensities r1,r2,...,rRPI from a single pixel in the N aliased coil images, via the unfolding
matrix U. The matrix U contains the effects of the coil sensitivities S and the receiver noise
matrix, that describes the level and the correlation of noise in the receiver coils.
It can be shown [26] that the SNR in SENSE reconstructed images relates to the SNR of
images acquired without parallel imaging, through the equation:
SNR(r)SENSE =
SNR(r)FULL
g(r)
p
RPI
(2.20)
where g is called the geometry factor or g-factor, it depends on the coil geometry, and de-
notes the noise amplification due to the SENSE reconstruction, at each position r, producing
a spatially varying noise level.
The combination of SENSE, and in general parallel imaging techniques, with EPI has the
great benefit of reducing the length of the EPI echo train, which translates into: (i) a sub-
stantial improvement of the geometrical distortions; (ii) a shortening of the TE, that helps
2.1. MRI prinicples 40
to counteract the SNR penalty associated with the acceleration (as shown in equation 2.20).
2.1.5 Accelerating MRI with Simultaneous Multislice Imaging
In simultaneous multislice imaging (SMS), two or more slices are excited simultaneously
by a RF pulse with a multiband spectral content, and ad hoc reconstruction techniques are
employed to separate the simultaneously acquired slices. Similarly to the parallel imaging
techniques introduced in section 2.1.4, additional encoding information must be exploited
to compensate for the shared spatial encoding information along the S direction of the slices
that are acquired simultaneously.
The main features of the SMS approach are therefore special RF pulses (the multiband
pulses) and specific signal sampling and reconstruction techniques. These two aspects are
briefly introduced in the following. Excellent reviews on the topic can be found in [29, 30].
An RF excitation pulse B1(t) can be seen as a product of two complex functions:
B1(t) = B1(t)P(t)
= B1(t)eiDwt+f
(2.21)
where B1(t) is the complex RF waveform that determines the slice profile and P(t) is an
additional phase modulation that determines the slice position (Dw) and phase (f ) of the
excited magnetization. The simplest way to obtain a multiband pulse is to sum multiple
B1(t), each one with a different P(t), so that different slices will be excited when a common
slice selection gradient is applied:
B1;MB(t) = B1(t)å
N
eiDwnt+fn (2.22)
Multiband pulses suffer from two major issues: both peak amplitude and RF power are
prone to exceeding their respective limits, dictated by RF amplifier performance and SAR
restrictions. These aspects can be shown to be dependent on the number of simultaneous
slices acquired N. Specific RF design solutions are available to mitigate these issues [30].
Spatial encoding for simultaneous slices can be achieved via a number of mechanisms. The
first in vivo SMS images [31] were obtained with the same coil encoding mechanism used
for parallel imaging, with the additional challenges given by the facts that: (i) coil sensitiv-
ities are similar among simultaneous excited slices, and (ii) common receiver coils are not
designed to provide encoding power along the S axis. SMS reconstruction is in practice al-
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ways achieved by combining coil encoding with additional encoding information, obtained
via additional gradient encoding or RF encoding.
The main objective of both approaches is to introduce a controlled slice shifting in the P di-
rection within the FOV for slices acquired simultaneously, so that the overlap between slices
is reduced and the different degrees of in-plane coil sensitivity can also be exploited. This
method was implemented in the original SMS application with EPI [32], and has led to an
explosion of the use of SMS acceleration in combination with EPI, for diffusion-weighted
imaging (DWI) [33], functional MRI (fMRI) [34] and perfusion studies [35].
SMS has proven particularly advantageous for multislice acquisition using EPI readout,
complementing the advantages introduced by parallel imaging techniques. Parallel imaging
for EPI allows acceleration of the readout duration, leading to substantial mitigation of dis-
tortions in the P direction, but limited scan time reduction. SMS accelerates EPI acquisition
by reducing the overall scan time by a factor RSMS equal to the number of simultaneous ac-
quired slices N. Moreover, SMS has no SNR penalty associated with the acceleration factor,
other than that introduced by the g-factor noise in the reconstruction, as no undersampling
is involved in the acceleration of the acquisition.
2.2 Quantitative MRI for myelin imaging
In this section we provide an overview of the most common methods used to quantitatively
measure myelin in vivo using MRI.
It is important to note that, with the technology currently available in a clinical setting, it is
not possible to image myelin protons directly, as there is not enough time available to play
out imaging gradients before myelin signal has decayed away. Considering a myelin proton
T2 of10 ms, the lifetime of myelin signal is50-60 ms. This would be only possible with
techniques that achieve very short echo time, e.g. ultra-short (UTE) and zero (ZTE) echo
time imaging, where the additional challenge of removing the non myelin signal contami-
nation also exists.
All the quantitative MRI methods presented here are instead inherently indirect, in the sense
that they provide measures of myelin content through surrogate indices thought to reflect
myelin content. In this thesis the expression quantitative myelin measure is intended with
the meaning elucidated above: a quantitative index indirectly reflecting myelin content.
Such methods are all sensitive to myelin content, but their specificity is partial and still un-
der debate.
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In this section we introduce the following techniques: magnetization transfer imaging
(MTI), multi-component T2 relaxation, and diffusion-weighted imaging (DWI). These tech-
niques, together with conventional relaxometry (e.g. quantitative T1 and T2 relaxation
times), represents the core of quantitative MRI measurements of myelin currently available.
2.2.1 Magnetization Transfer Imaging
2.2.1.1 MT effect
Magnetization Transfer (MT) is a contrast mechanism based on the exchange of magnetiza-
tion occurring between groups of spins characterized by different molecular environments,
first demonstrated in vivo almost 30 years ago [36]. Traditionally MT is associated with
the exchange between mobile protons, such as those belonging to water molecules, and re-
stricted protons, such as those residing in macromolecules (proteins and lipids).
Protons attached to macromolecules exhibit an extremely short T2, on the order of ms, and
are therefore invisible to conventional MRI techniques, as the minimum achievable TE is on
the order of ms. However, protons in water molecules are in constant contact with macro-
molecules due to their mobility, allowing the exchange of magnetization either via direct
chemical exchange or spin-spin interactions.
It is possible to interact with this coupled system of mobile and restricted protons due to
their different resonance lineshapes (see figure 2.6), since: (i) mobile water protons have a
narrow resonance line width (of a few tens of Hz) around the Larmor frequency, (ii) macro-
molecular protons have a broader resonance line (of a few kHz), which makes them sensitive
to RF pulses applied off-resonance, i.e. oscillating at frequency w = w0+Dw . Such pulses
are usually referred to as RF saturation pulses, MT pulses, or simply off-resonance pulses.
If sufficient RF power is applied (through the use of high peak amplitude or long dura-
tion pulses), macromolecular spins are saturated and the net longitudinal magnetization is
heavily reduced. Part of this saturation is then transferred to the mobile water protons via
the exchange mechanism described above, resulting in a loss of longitudinal magnetization
in the MR visible pool of spins (the water protons), and hence a signal attenuation in the
acquired images, that will show the so called MT contrast.
2.2.1.2 Magnetization Transfer Ratio: strengths and pitfalls
MT provides an indirect probe to access the macromolecular compartment of biological tis-
sues, and assumes great interest for potential applications in the CNS, as myelin accounts
for 50% of the dry weight of human WM in the CNS [37].
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Figure 2.6: Schematic of different magnetic resonance lines for free protons in mobile water
molecules, shown with a solid line, and restricted protons in macromolecules, shown
with a dashed line. RF saturation applied off-resonance (e.g. 1-10 kHz) affects pre-
dominantly macromolecular protons providing the basis for detecting the magnetization
transfer contrast with MRI.
The most widely used method to quantify the MT effect is through the Magnetization Trans-
fer Ratio (MTR) [38], defined as:
MTR=
MTo f f  MTon
MTo f f
100 (2.23)
where MToff and MTon are images acquired without and with off-resonance saturation
pulses, i.e. MTon is the MT-weighted image, and MToff the so calledM0 image.
The MTR has found widespread applications in clinical studies for its simple implementa-
tion and its high sensitivity to demyelination in MS [39], and tissue integrity more generally.
Although theMTR is reproducible and comparable among healthy subjects for the same ac-
quisition sequence and centre, the resulting absolute MTR value reflects a complex combi-
nation of sequence and relaxation parameters in addition to the basic MT effect. Moreover,
characterizing the MT phenomenon by a single MTR value hampers the physical interpre-
tation of such a metric, and overlooks potentially useful diagnostic information that could
be gained by adopting a model-based approach, where quantitative biologically meaningful
parameters describing the MT effect are extracted.
2.2.1.3 Theoretical description of the MT effect: the two-pool model
The first quantitative description of the MT effect in biological tissue was devised in 1993
by Henkelman et al. [40], and it is still considered as the reference model for interpreting
the MT effect. The MT model, known as the two-pool model, is depicted in figure 2.7, and
briefly explained hereafter.
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Figure 2.7: Two-pool model for MT effect. Dashed areas of compartments represent portion of
spins that are saturated. Saturation growth is described by the rates RrfF,B, opposed
by longitudinal relaxation described by rates R1F,B. Free pool Rrf is governed by a
Lorentzian absorption lineshape, that is implicitly imposed by the Bloch equations for-
malism, while bound pool Rrf is defined empirically (usually via a super Lorentzian
absorption lineshape). Magnetization can be transferred between the two pools with
rates kFB = RMB0 and kBF = RM
F
0 , with R being the fundamental exchange rate. In the
analysis, data are usually normalized with an M0 (or MToff) image, which is equivalent
to set M0F=1.
The two-pool model divides spins into two compartments: (i) the free pool composed of
protons in mobile water molecules (superscript F), and (ii) the bound pool composed of
water protons attached to macromolecules, such as proteins, lipids and cell membranes (su-
perscript B). Each pool is characterised by its own relaxation times: longitudinal (T1F= 1RF1
,
T1B= 1RB1
), and transverse (T2F, T2B); and spin density (M0F, M0B), representing the equi-
librium value of the longitudinal magnetization of the two pools, MzF,B. The two pools are
allowed to exchange magnetization, a process modelled with an exchange rate R including
cross-relaxation and chemical exchange, and made symmetrical, with forward exchange F
→B equal to kFB = RMB0 , and backward exchange B →F equal to kBF = RM
F
0 , so that R
represents a pseudo-first order exchange rate, as M0F>>M0B. The mathematical represen-
tation of the two-pool model is given by the Bloch equations (given in 2.6), modified to
include the exchange terms between the two pools, (i.e. the coupled Bloch equations):
dMFx (t)
dt
=  M
F
x (t)
TF2
 2pDMFy (t)
dMFy (t)
dt
= 2pDMFx (t) 
MFx (t)
TF2
 w1(t)MFz (t)
dMFz (t)
dt
= w1(t)MFy (t) 
MF0  MFz (t)
TF1
  kFBMFz (t)+ kBFMBz (t)
dMBz (t)
dt
= kFBMFz (t)  kBFMBz (t) 
MB0  MBz (t)
TB1
 RBr f (t)MBz (t)
(2.24)
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In equation 2.24, magnetization of either pool is described by its longitudinal component
(MzF,B) and its transverse components (MxF,B and MyF,B). However, the exchange associ-
ated with the transverse components can be considered negligible due to the extremely short
T2B, therefore equations for Mx,yB are discarded. The off-resonance saturation is described
by the offset frequency D (in Hz), and the time course profile of the RF pulse w1(t) = gB1(t)
(in Hz).
The effect of the off-resonance saturation on the bound pool is entirely described by the
saturation rate, RrfB(t), defined as:
RBr f (t) = pw1(t)gB
 
TB2 ;D

(2.25)
where gB is the bound pool RF absorption lineshape, dependent on T2B and D. The selection
of the gB is done empirically, often guided by data-driven approaches (i.e. the lineshape
providing the best fit to the experimental data is chosen) [41]. For in vivo studies in the
CNS the super-Lorentzian lineshape is commonly considered:
gB =
Z p
2
0
sinq
r
2
p
TB2
j3cos2q  1je
 2
  2pDTB2
3cos2 q 1
2
dq (2.26)
although a more advanced lineshape, taking into account WM fibre directionality, has re-
cently been proposed [42].
The model was initially developed for acquisition carried out with long duration continuous
wave (CW) off-resonance pulses, i.e. w1(t) = gB1, driving the system into a steady-state,
i.e. dMdt = 0, for which an analytical solution with respect to Mz
F (proportional to the mea-
sured signal) could be derived [43].
2.2.1.4 Measuring and quantifying MT: the qMT approach
The two-pool model described above represents the foundation of the quantitative Magne-
tization Transfer (qMT) approach. From equations 2.24, an expression relatingMzF, which
is proportional to measured signal intensity, to the two-pool model parameters and the off-
resonance saturation parameters can be derived. Such a relation, the qMT model, is used
to fit a set of MT-weighted images (produced by varying sequence parameters defining the
off-resonance saturation, which are in the simplest model pulse amplitude B1 and frequency
offset D) to obtain the tissue parameters of the two-pool model. These parameters are quan-
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titative in nature, sequence independent, and reflect biological tissue properties, overcoming
the limitations intrinsic in the MTR.
The CW qMT model devised in the Henkelman et al. paper [43] can not be employed for
in vivo MT studies, as clinical scanners do not have continuous RF capabilities and SAR
limitations are more stringent for human studies.
For in vivo studies, CW saturation is replaced by multiple, short (10-50 ms duration) shaped
off-resonance pulses that are are distributed throughout the sequence. This poses two in-
terconnected challenges: (i) how to design pulse sequences to produce MT weighting in an
effective manner, i.e measuring MT; (ii) how to obtain a qMT model from equations 2.24
containing time dependent terms (w1(t) and RrfB(t)), i.e. quantifyingMT.
A range of sequences have been proposed for MT-weighted acquisitions, with the MT-
weighted spoiled GE sequence being the workhorse for qMT studies in vivo [44]. Similarly
various approximations for the time varying terms have been developed and validated in
order to obtain analytical qMT models [45, 46, 47]. A review of such methods is beyond
the scope of this section. Excellent overviews on the topic can be found in [48, 49].
In this section we want to highlight that to define a qMT approach, both the acquisition
protocol and the signal model have to be specified. These two elements are closely related
to each other. Figure 2.8 provides a unified view of the sequences available to acquire
MT-weighted images, with the sequence parameters that directly impact on the qMT model
highlighted.
Any MT sequence can be viewed as a repetition of a basic unit consisting of: (i) a prepa-
ration pulse (or a train of), interleaved with (ii) an imaging pulse (or series of), such as
excitation or refocusing pulses. Preparation pulses are usually off-resonance pulses, but can
be also inversion pulses (as in [50] and following developments), or be entirely neglected
leaving to only the imaging pulses the task of inherently producing MT weighting [51].
A qMT model, based on the two-pool model description, has to predict MzF at the time
the center of the k-space is excited (which could be, for example, after a certain number N
of sequence repetitions, or at the time of excitation in single-shot EPI acquisitions where
N=1). From a general point of view, this is done by solving equations 2.24 according to
the particular realization of the MT-weighted sequence considered, by in turn combining
solutions for the different building block of the sequence (similarly to what has been shown
in section 2.1.2.1 for the simple SE sequence). The solution can be achieved by adopting
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Figure 2.8: Unified representation of the MT-weighted sequence, with highlighted sequence param-
eters that affect the overall MT weighting: pulse effective flip angle q , pulse offset
frequency D, pulse duration t , inter-pulse time tp, number of pulses per repetition n,
excitation delay texc, excitation flip angle a , imaging pulses repetition time te, excita-
tion pulses per repetition m, sequence repetition time PRT and sequence repetition N.
Spoiler gradients to null transverse magnetization can be placed between off-resonance
pulses and/or between sequence repetitions.
different types of approximations for dealing with the time dependency in equations 2.24,
hence the number of different models.
The most general qMT model is obtained by recursively solving the set of Bloch equations
describing the two-pool model [48, 52], with a fixed integration step h=10-100 ms. This
approach has been termed as Minimal Approximation Magnetization Transfer (MAMT) as
it allows us to model magnetization behaviour and estimate MT parameters avoiding un-
warranted simplifications, such as assuming steady-state or neglecting imaging pulses, and
can be straightforwardly adapted to arbitrary sequences generated as in figure 2.8. Such
models allow us to explicitly account for pulse shapes, timing between pulses, effects of
on-resonance excitation and transient behaviour of magnetization towards steady state. Ex-
ample of different model predictions at varying sequence parameters are given in figure 2.9.
Depending on the actual model used, different model parameters or combinations of model
parameters can be extracted. In general, those regarding the macromolecular pool are of
major interest: the bound pool transverse relaxation time (T2B), the exchange rate between
free pool to bound pool (kFB), and the relative size of the bound pool. This parameter is
known in literature with different names and symbols (e.g. macromolecular proton fraction
MPF, pool size ratio PSR, F, f, amongst others). In the context of this thesis, we will refer
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Figure 2.9: MAMT model predictions for different acquisition sequence parameter values. The
panels show the predicted normalized MzF in the y axis, over frequency offset (from
100 Hz to 100 kHz) in the x axis, at two different saturation powers (effective flip angles
q1=600°and q2=1200°). In each panel a particular sequence parameter is modified in
turn from a standard setting: pulse shape sinc-Gaussian, pulse duration 20 ms, inter
pulse gap 30 ms, number of pulses 150. The MAMT model allows us to account for
any variation of the sequence parameters: (a) different pulse flip angle at fixed pulse
duration, (b) different pulse duration at fixed flip angles, (c) different inter-pulse gap,
(d) different pulse shape, (e) different number of pulses for non steady-state acquisition;
and (f) the presence at imaging pulses at different flip angles. Model predictions are
calculated using a single tissue model parameter configuration: BPF=0.13, T2F=35 ms,
T2B=12 ms, kFB=2.5 s-1, R1B=1 s-1, R1F=0.9 s-1.
to it as the bound pool fraction (BPF), defined as:
BPF =
MB0
MF0 +M
B
0
(2.27)
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The BPF is the parameter of main interest in qMT applications for its direct biological inter-
pretation as macromolecular volume fraction (or macromolecular density). Ex-vivo studies
in human tissue as well as animal models have suggested the use of BPF as a potential
marker for myelin content in healthy and pathological condition [53, 54, 55, 56]. More
on this parameter, with an updated account of qMT applications in the spinal cord, will be
discussed in chapters 5 and 6.
2.2.1.5 MTsat and the multi-parameter mapping technique
The multi-parameter mapping method [57, 58] takes one step towards the quantification of
the two-pool model parameters while maintaining the simplicity characterizing MTR data
acquisition and analysis.
It employs a three-point acquisition scheme to quantify, together with the apparent proton
density (PDapp), and the longitudinal relaxation time (T1), a parameter called MTsat, which
shows improved contrast between differently myelinated structures compared to the con-
ventionalMTR. [59]
The quantification is based on the linearised equation for the spoiled GE signal:
S= PDappa
TR
T1
TR
T1
+ a
2
2
(2.28)
where a is the excitation flip angle, and TR the sequence repetition time, and a phenomeno-
logical signal equation for the MT-weighted spoiled GE, where a GE readout module is
prepared with an off-resonance saturation pulse. Similarly to equation 2.28, a linearised
signal equation can be obtained for such a sequence [57]:
S= PDappa
TR
T1
TR
T1
+ a
2
2 +MTsat
(2.29)
TheMTsat parameter incorporates the effects of macromolecular pool saturation, direct (free
water pool) saturation, andMT exchange produced by a single MT pulse during a TR period.
Similarly to the MTR, MTsat still represents a semi-quantitative parameter, meaning that it
lacks a direct biological meaning and is dependent on sequence parameters, but compared to
the MTR it provides corrections for T1 relaxation and on resonance excitation, and appears
to be inherently insensitive to RF inhomogeneity [57].
Applications of such techniques in the spinal cord can be found in [60, 61].
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2.2.1.6 inhomogeneous Magnetization Transfer (ihMT)
Inhomogeneous Magnetization Transfer (ihMT) is a recently discovered contrast mecha-
nism based on MT thought to provide an improved specificity towards myelin content com-
pared to conventional MT [62].
In this thesis, applications of ihMT in the spinal cord have not been explored. However, to
provide a complete overview of the available and emerging myelin mapping techniques us-
ing MRI, here below we describe the main features of ihMT for imaging myelinated tissue.
ihMT uses a dedicated MT preparation to specifically select myelin, exploiting a unique
feature of myelin among tissues in the CNS: an inhomogeneously broadened spectral line
[62].
The broad line that characterises the bound pool in conventional MT (as depicted in figure
2.6) can be seen as a result of efficient mechanisms, as translational and rotational motion,
chemical exchange and spin diffusion, between multiple lines centred at different offset
frequency, such that different lines cannot be separated. The hypothesis of homogeneous
broadening is modelled by assuming that the off-resonance pulses saturate the entire line
equally, according to the applied power and the absorption spectrum of the line gB, as in
equation 2.25.
Non-homogeneous broadening has been proposed as a unique property of myelin. The
densely packed sheaths of lipid bilayer composing myelin allow rotation of lipid chains
around an axis perpendicular to the surface [63], and results in restricted or inefficient spin
diffusion and molecular motion mechanisms [64], producing a significant residual dipolar
coupling.
An appropriate acquisition scheme is employed to isolate such an effect. It requires: (i) an
MT-weighted signal obtained at a positive offset frequency +D, (ii) an MT-weighted signal
obtained at a negative offset frequency  D at the same RF power, and (iii) an MT-weighted
signal acquired saturating simultaneously (or quasi-simultaneously) both frequencies +D
and -D at same total RF power used for (i and ii). Under the condition of symmetry for the
NMR line, homogeneously broadened tissues are saturated equally by both the single and
dual offset frequency experiments, showing no difference between the two signals, while
a non zero difference signal is an indicator of magnetization transfer from inhomogeneous
lines.
The ihMT ratio (ihMTR) can be defined in an analogous way to the MTR from the above
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acquisition scheme:
ihMTR=
S(+D)+S( D) 2S(D)
S0
(2.30)
where S0 represents the signal in a non-MT-weighted image (i.e. MToff in equation 2.23).
The use of both S(D) and S( D) in equation 2.30 provides a first order correction for the
known slight asymmetry of the MT spectrum [65].
A quantitative model, based on the two-pool MT model augmented by an additional pool
to describe the dipolar coupling when dual frequency saturation is applied, has also been
devised and preliminary results have been shown in phantoms and human data [66].
ihMT imaging has been successfully applied to in vivo human brain and spinal cord [67],
ex-vivo animal tissues, and at different field strengths, showing consistency in selectively
highlighting tissue with elevated myelin content, and providing higher contrast between
GM and WM compared to the conventionalMTR [62].
Despite its recent discovery and yet incomplete characterization (the original explanation of
the ihMT effect has been challenged by other authors [68]), ihMT appears to be a promis-
ing mechanism to generate contrast specific to myelin in the CNS. Further developments
in terms of quantitative description and histological validation are warranted in order to
promote its widespread use as myelin biomarker.
2.2.2 Myelin Water Imaging
Myelin water imaging (MWI) refers to a quantitative MRI technique that aims to quantify
the amount of tissue water that resides within myelin bilayer structures in the CNS, known
as the myelin water fraction (MWF) [69].
In contrast to MTI methods (described in section 2.2.1) that attempt to measure myelin via
the effect of the bound protons on the water protons, MWI tries to access myelin via the
analysis of the free water signal (where T2>10 ms). In the CNS, water can be visualized in
three different compartments: (i) within the axons; (ii) in the extra-cellular space between
axons, and (iii) trapped within bilayer myelin sheaths, as shown in figure 2.10.
This microscopic heterogeneity results in different relaxation behaviour of water protons in
different compartments: water trapped in myelin has frequent and pronounced interactions
with macromolecular and membrane protons due to the restricted space within myelin bi-
layers, which produces a shortened T210-20 ms; while intra- and extra-cellualar water is
not in close contact with bound protons, resulting in a longer (and similar between the two
compartments) T270-90 ms.
2.2. Quantitative MRI for myelin imaging 52
Figure 2.10: Transmission electron micrograph of a cross-section of an axon and its surrounding
environment. The three compartments considered in MWI can be readily observed:
(i) intra-cellular water, (ii) extra-cellular water, and (iii) water trapped within myelin
bilayers. Intra- and extra-celluar water show similar T2 relaxation times and there-
fore can not be separated in the multi-component T2 used in MWI. The image is
modified from https://upload.wikimedia.org/wikipedia/commons/
c/c1/Myelinated_neuron.jpg, generated and deposited into the public do-
main by the Electron Microscopy Facility at Trinity College.
MWI aims to separate the myelin water signal from the intra and extra-cellular signal, and
hence to quantify the MWF, via a quantitative multi-component analysis of T2.
T2 relaxation curves are usually acquired with a multi-echo sequence. The most common
approach is the Carr-Purcell-Meiboom-Gill (CPGM) sequence [70], consisting of a 90°ex-
citation pulse followed by a train of 180°refocusing pulses. A typical sampling scheme
consists of 32 echoes spaced every 10 ms, from 10 ms to 320 ms, at 3 T.
The acquired signal is modelled as a multi-component T2 decay signal:
S(TEk) =
Nc
å
i
Aie
  TET2;i (2.31)
where Si and T2,i are the relative amplitude and relaxation time for the various Nc compo-
nents.
The estimation of Si and T2,i is commonly obtained by minimization of the least squares
(LS) criterion, which in the case of sum of exponentials is hampered by the presence of lo-
cal minima and ill conditioning [71]. The most common solution is the use of non-negative
least square (NNLS) approach, which circumvents some of the problems by providing a fit
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grid of T2 times to which amplitudes Si are fit, subject to constraints Si>0. This produces
a sparse vector of amplitudes Si, with most elements equal to zero. Often a regularized
solution is pursued, by adding in the cost function a term penalizing a metric related to the
smoothness of the distribution (e.g. first order differences of the estimated amplitude vector,
or an energy constraint), as follows:
Ai = argmin
Ai
hNTE
å
k

S(TEk) 
  Nc
å
i
Aie
  TEkT2;i +m Ncå
i
jA2i j
i
(2.32)
where m is the regularization term that determines the weight of the smoothness constraints
in the minimization problem.
From the estimated spectrum, MWF is defined as the area under the shortest T2 peak com-
pared to the total signal distribution:
MWF =
Tmw2;max
å
Tmw2;min
S(T2; j)
Nc
å
i
S(T2;i)
(2.33)
where Tmw2;min and T
mw
2;max are the lower and upper bounds for myelin water signal, usually 10
ms and 40 ms at 3 T.
Due to magnetic field inhomogeneities, refocusing pulses in the multi-echo train are not
necessarily 180°, producing spurious oscillations of the decay curve in equation 2.31, and
bias in the multi-component estimation. Such artefacts are consequences of stimulated
echoes due to imperfect refocusing pulses that move fraction of the magnetization into the
longitudinal axis. The correction for stimulated echoes can be modelled using the extended
phase graphs algorithm [72] and incorporated in the T2 spectrum estimation [73].
For in vivo application, the 2D sequence of the original MWI implementation [69], requir-
ing20 min per slice, has to be modified to achieve sufficient coverage . Most of the in vivo
studies published so far have exploited the 3D gradient and spin echo (GRASE) sequence
which enables the avoidance of potential MT effect in multislice imaging and provides an
acceleration factor over standard multi-echo SE, as a number of k-space lines are acquired
with a GE train played within consecutive refocusing pulses [74]. Such sequence has also
enabled the investigation of MWF in the human spinal cord in vivo in a recent publication
[75], achieving improvement in tissue type separation as well as substantial acceleration
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over a previous work [76].
2.2.3 Macromolecular Tissue Volume Imaging
Here we describe a technique aiming to estimate the fraction of macromolecular protons,
called macromolecular tissue volume (MTV), via the quantitative mapping of the tissue
proton density (PD).
When a quantitative PD map is normalized with a pure water signal reference (e.g. the
signal from a voxel containing only CSF), so that it ranges between 0 and 1, the MTV is
simply:
MTV = 1  PD
Sre f
(2.34)
where Sref is the reference signal used for normalization.
Many quantitative MRI techniques, especially those aiming to measure fundamental relax-
ation times, provide also a first approximation of the quantitative PD, via a parameter known
as the apparent proton density PDapp (sometimes also called M0). From a general point of
view PDapp can be seen as:
PDapp = G PD R
 
T1;T2;T 2

(2.35)
whereG is the spatial receiver profile (or receiver sensitivity or receiver gain), and Rmodels
the residual effect of relaxation on PDapp, whose actual expression depends on the particular
approach deployed. Usually R accounts for the transverse magnetization relaxation taking
place between the excitation and the echo time, i.e. R(T1;T2;T 2 )= e
  TET2 or e
  TET2 , depending
on whether the encoded signal is spin or gradient echo. The calculation of PD, and hence
MTV, requires the inversion of equation 2.35, and therefore the measurements of relaxation
times (T2 or T2*), receiver coil profile and, subsequently, the selection of a tissue reference
Sref.
The main difficulty in extracting PD from equation 2.35 regards the separation from the
receiver profile G, which is an ill posed problem [77]. Many methods are available for
solving this problem, by exploiting different assumptions or a combination of them. These
assumptions are: (i) the receiver sensitivity is smooth over the volume of interest, (ii) the
biophysical relationship between PD and T1, (iii) the additional information available by
analysing coil channels separately. An evaluation of different approaches for PD estimation
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is given in [77].
Here we briefly review a method that combines smoothness constraints and regularization
of the solution through T1 estimation [78].
The receiver sensitivity can be parametrized with a polynomial surface under the assumption
that it is smooth in space. A 3D polynomial with order K can be used:
P
 
x;y;z

= p0+å
i; j;k
pi; j;kxiy jzk (2.36)
where i, j and k are non-negative and such that i+ j+ k = K. The smoothness constraint is
not sufficient to solve for PD in equation 2.35, additional information is needed to regularize
the solution. For example, an almost linear relationship between 1PD and
1
T1
(as shown by
[79, 80] amongs others) can be used to separate PD from G, through an iterative procedure
[78]. This method in particular fits recursively the equations:
1
PDapp
=
A
T1
+B
PDapp = P(x;y;z)PD
(2.37)
for voxels in selected regions of WM and GM (where the relationship has shown to be valid)
until convergence of parameters A and B.
The applications ofMTV in the spinal cord are to date very limited, with only a single study
calculating and assessing the reproducibility of MTV in the spinal cord in vivo [81].
2.2.4 Diffusion-Weighted Imaging sensitive to myelin: radial diffusivity
Diffusion-weighted imaging (DWI) exploits the Brownian motion of water molecules due
to their thermal agitation to produce contrast between tissues.
In a homogeneous medium in the absence of obstacles, water molecules diffuse in an
isotropic manner with equal probability along any direction, resulting in an average dis-
placement r over a period Td given by:
< r >=
p
6DTd (2.38)
with D representing the diffusion coefficient (the intrinsic diffusivity of the medium).
However in biological tissues, the presence of different microstructural features, such as
cell walls, membrane, myelin axon sheaths, etc., modifies the diffusion pattern of water
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molecules impeding the pure isotropic behaviour described by equation 2.38. In the CNS
diffusion is, indeed, rarely isotropic, with water molecules able to diffuse more preferen-
tially along specific directions, such as along WM fibre tracts or perpendicularly to them in
the extra-axonal space (hindered diffusion), or confined to move in closed spaces by phys-
ical barriers, such as inside impermeable cell walls (restricted diffusion). Such processes
depend on the diffusivity of the medium as for Brownian motion, but also on the charac-
teristics of the local environment on the scale of the mean displacement <r>. DWI hence
represents a powerful MRI method to infer properties of tissue microstructure at a scale
much smaller than imaging resolution.
The MRI signal can be made sensitive to the diffusion phenomenon within biological tis-
sues. The most widely used sequence for diffusion MRI is the pulsed gradient SE (PGSE)
sequence, introduced by Stejeskal et al. [82], shown in figure 2.11.
Figure 2.11: Basic pulse sequence for DWI. A pair of gradients are placed either side of the refo-
cusing pulse of a SE sequence, to produce additional dephasing of the spins diffusing
along the direction gradients are applied, while producing no net dephasing for static
spins. The signal is usually acquired with ssh-EPI readout. Other than gradient direc-
tion, diffusion weighting is determined by gradient amplitude G, gradient duration d
and gradient interval D.
To obtain diffusion weighting, magnetic field gradients are applied along specific spatial
directions g, causing a phase accrual at the time of sampling dependent on the applied gra-
dient waveformG, and the displacement r exhibited by the spins over the time of the applied
gradient. While for static spins, the phase accrual due to the second gradient would cancel
out the one produced by the first one, in the case of diffusion spins experience different
locations during the first and the second gradient lobes, which correspond to different phase
accruals. The sum of the phase accruals over the whole spin ensemble in a voxel produces
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a SE with reduced amplitude compared to when no diffusion gradients are applied. The
diffusion time Td = D  d3 is the time window during which the diffusion process is encoded
by the pulse sequence, i.e. the time during which spins are allowed to explore and sense the
surrounding before taking a measurement, and therefore defines scale of the microstructure
environment probed by the DWI experiment.
The diffusion-weighted signal can be described by a variety of models. A broad classifica-
tion can be made between the phenomenological models that capture the characteristics of
the diffusion-weighted signal but do not parametrize the expression as a function of specific
microstructural parameters, and the biophysical model where the diffusion-weighted signal
is expressed as sum of contributions from different compartments described by a set of pa-
rameters that closely relate to microstructure tissue properties. In the following the theory
behind the most famous phenomenological diffusion model, the diffusion tensor, is briefly
described.
The simplest diffusion weighted model describes the diffusion-weighted signal as:
S
 
b;ADC

= S0e bADC (2.39)
where b = (gd jGj)2(D  d3 ) is the b-value and measures the overall diffusion weighting
strength, and ADC, the apparent diffusion coefficient, groups the effect of the diffusivity of
the medium and the diffusion impedance caused by the interacting environment.
The model in equation 2.39 can be generalized to account for the spatial anisotropy of dif-
fusion in ordered media such as WM in the CNS, where ADC is dependent on the direction
g of the applied gradients, with the Diffusion Tensor Imaging (DTI) model [83].
In DTI, the description of ADC as a single scalar value is replaced with a full three-
dimensional diffusion covariance matrix D, the diffusion tensor:
D=
26664
dxx dxy dxz
dyx dyy dyz
dzx dzy dzz
37775 (2.40)
which is positive and symmetric by definition, i.e. dyx=dxy, dzx=dxz and dzy=dyz. Using the
diffusion tensor, equation 2.39 becomes:
S
 
D;b;g

= S0e bg
TDg (2.41)
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whereD is defined in equation 2.40 and g is the gradient direction vector of dimension 31.
As it can be seen straightforwardly for ADC in equation 2.39, also the elements of the dif-
fusion tensor can be estimated using a log-transformation of equation 2.41, and acquiring
a minimum of 6 diffusion weighted measurements with non-coplanar gradient directions.
Usually more acquisitions are required to achieve a robust fit of the diffusion tensor ele-
ments [84, 85, 86].
The diffusion tensor can be decomposed into its 3 eigenvectors v1, v2 and v3, and related
eigenvalues l 1 l 2 l 3. From the eigenvalues and eigenvectors of the diffusion tensor a
set of parameters can be extracted, which can be associated to tissue properties [87].
The eigenvector v1 that refers to the largest eigenvalues l 1 is interpreted as the principal
diffusion direction, with l 1 know as the axial diffusivity (AD), as it corresponds to diffusiv-
ity parallel to WM axons.
Additional diffusion tensor metrics are:
MD=
l1+l2+l3
3
(2.42)
FA=
s
3
2
(l1 MD)2+(l2 MD)2+(l3 MD)2
l 21 +l 22 +l 23

(2.43)
RD=
l2+l3
2
(2.44)
where MD is the mean diffusivity, FA is the fractional anisotropy, describing the degree of
anisotropy diffusion in each voxel and therefore increasing when diffusion is highly direc-
tional, and RD is the radial diffusivity, describing the average diffusivity perpendicular to
the principal diffusion direction. RD has gained particular interest as potential measure of
myelin integrity in the CNS.
The interpretation of AD and RD in terms of radial and axial diffusivity is valid for a sim-
plified microstructure scenario, where only a single fibre population is present within the
image voxel, but becomes inaccurate in the case of more complex configurations such as
crossing fibres or bending fibres. Moreover changes in pathology can produce significant
changes in the shape of the diffusion tensor, making the interpretation of AD and RD as ax-
onal and myelin integrity misleading, especially in the case of complex fibre configurations
[88].
Nevertheless, in the spinal cord AD and RD have been used in a number of studies to in-
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vestigate their association with pathological changes occurring in MS, such as axonal loss
and demyelination. In particular RD has shown increases in demyelinating lesions in the
ex-vivo multiple sclerosis spinal cord [89] and has been suggested as sensitive marker for
demyelination, although the correlation was found to be less specific than previous studies
on animal models [90].
It should be noted that the diffusion tensor model is based on the assumption of a Gaussian
diffusion propagator (the diffusion propagator is the probability distribution of displacement
of spins due to diffusion [91, 92]), which is not sufficient to describe the diffusion-weighted
signal in the CNS when high b-values are used, necessitating the use of higher order terms
proportional to powers of b. An example of such a non-Gaussian diffusion model is diffu-
sion kurtosis imaging (DKI) [93].
2.2.5 Correction for magnetic field inhomogeneities
MRI heavily relies on the homogeneity of the both static and RF magnetic fields used. In-
homogeneities in the B0 and B1(t) fields affect both signal localization and signal contrast.
In quantitative MRI, field inhomogeneities have the additional detrimental effect of intro-
ducing errors in the calculated metrics.
Therefore, while for improving image quality it is essential to mitigate such inhomo-
geneities at the acquisition stage, in quantitative MRI their absolute measurement is also
needed in order to allow correction terms to be introduced in the respective quantitative
models.
The measurement of field inhomogeneity, in general indicated with the expression B0 and
B1 mapping, represents a huge topic, for which we provide here below only a summary
introduction.
2.2.5.1 B0 mapping
B0 mapping methods aim to measure the spatial distribution of the static magnetic field
B0(r). The observed B0 inhomogeneities are mainly due to susceptibility-induced gradients
arising from interfaces between different tissue types, or between tissues and air cavities, in
combination with poor shimming procedures.
One of the most commonly used methods to calculate B0 inhomogeneity consists of ac-
quiring two gradient echo signals with slightly different TE values and relating their phase
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difference to offsets in the main magnetic field DB0, as follows [94, 95]:
Df(r) = f(r)DTE
= 2pgDB0(r)
 
TE1 TE2
 (2.45)
from which B0 is simply obtained by inversion:
DB0(r) =
Df(r)
2pg
 
TE1 TE2
 (2.46)
One of the main challenges of this technique is regarding the accuracy of the phase dif-
ference map Df(r) that needs to be pre-processed for phase unwrapping, in order to map
phase variation from the
 p;p range, that would produce abrupt changes due to phase
periodicity, to a linear space.
2.2.5.2 B1 mapping
B1 mapping methods aim to measure the spatial distribution of the active component of
the RF field B1(r). Such a field can be decomposed into a longitudinal component (B1,z),
and two counter rotating components in the transverse place (B1,- and B1,+), among which
the one rotating in the same direction as spin precess is responsible for the excitation of
magnetization, and is therefore called the active field [96]. This component, referred to
simply as the B1 field in this thesis, relates to the excitation flip angle a through the known
integral equation a = g
R t
0 B1(t
0)dt 0, and is the target of the mapping techniques briefly
introduced in this section.
The B1 varies according to several factors: size and shape of the object, its electric properties
(tissue dieletric constant), the resonance frequency (for the RF wavelength effect), and the
distance from the RF transmit coil.
There are several techniques available to measure the B1 distribution in vivo, exploiting
either the magnitude or the phase signal dependency on B1 variations. There has been
increasing interest on such applications in the recent years, in conjunction with the advent
of ultra-high field systems (e.g. 7T), where field inhomogeneities are exacerbated. In the
following, two of the most common methods to map the B1 field are briefly outlined. For a
complete overview of different B1 mapping approaches, with particular focus on challenges
at ultra-high fields, the reference [97] is suggested.
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Double Angle Method (DAM) The Double Angle Method (DAM), originally described in
[96], is based on the ratio of the signal intensities of two SE images, I1 and I2, acquired
with identical scan parameters but different nominal excitation angles, a1 and a2. By
assuming TR>5T1,max (where T1,max is the longest T1 of the object being imaged), and the
proportionality between nominal flip angles, a2=2a1, then the flip angle distribution a1(r)
can be calculated as:
a1
 
r

= arccos
I2
 
r

2I1
 
r
 (2.47)
which inherently allows for the elimination of coil sensitivity through the signal intensities
ratio.
The main disadvantage of the technique is regarding the prolonged scan time due to the
condition TR>5T1,max. However, given the coarse resolution at which B1 maps are typically
acquired and its successful combination with multislice single-shot EPI readout [98], the
DAM represents a common choice for in vivo B1 mapping.
Actual Flip Angle Imaging (AFI) The Actual Flip Angle (AFI) Imaging technique [99] is
based on differences of signal intensities of two images acquired with an interleaved scan.
In particular, the method exploits the steady-state signal equation of a dual TR gradient
echo sequence, where two excitations, with the same flip angle a , are interleaved by two
different repetition times, TR1 and TR2. It can be shown (see the original paper [99] for the
full derivation) that, when taking the first-order approximation of such an equation, the flip
angle distribution a(r) can be calculated as:
a
 
r

= arccos
rn 1
n  r (2.48)
where r = I2I1 is the ratio of the two acquired signal intensities I1 and I2, and n=
TR2
TR1
is the
ratio of the two respective time intervals.
The accuracy of flip angle mapping using AFI depends on the ratio n, recommended to be
such that TR2>5TR1, and the quality of the transverse magnetization spoiling at the end
of each TR, suggested to be achieved via strong gradient spoiling (large spoiling gradients
area) and appropriate phase increments of the RF excitations [100].
Chapter 3
Quantitative MRI of the spinal cord using
reduced FOV imaging
As described in chapter 1, the spinal cord is key in the connection between the brain and
the periphery of the body. Spinal cord damage or degeneration can have devastating con-
sequences on cognitive and motor functions. It is therefore of high importance to be able
to probe spinal cord microstructure, and quantitative MRI offers a highly powerful non
invasive means of doing so.
At the same time, given spinal cord anatomical dimensions, reaching a diameter of 15 mm
at its widest, and spinal cord location within the body, surrounded by CSF and in proximity
to moving organs (e.g. lungs, heart), the development of robust quantitative MRI methods
in the spinal cord is extremely challenging. Such challenges are well described in [6], and
briefly reviewed here in the following.
The small spinal cord physical dimensions require the use of high resolution protocols to
reliably depict spinal cord anatomical details (white matter and gray matter) in the trans-
verse plane, resulting in long acquisitions. Therefore, most quantitative MRI techniques
become excessively time-consuming or suffer from poor SNR.
The location of the spinal cord within the body makes it particularly susceptible to phys-
iological noise deriving from respiratory motion and pulsatile flow, as well as to subject
movements associated with breathing and swallowing, deteriorating quality and consistency
over time of images used for quantification.
Finally, the proximity to lungs and the alternating interfaces between vertebral discs and
bones produce an inhomogeneous B0 field, with both static and dynamic variations reported
[101, 102], resulting in space- and time- varying image artefacts (e.g. geometrical distor-
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tions, apparent motion, signal dropouts a signal intensity variations).
As a result, development of quantitative MRI in the spinal cord lags heavily behind the
brain, with a fairly limited number of studies in both healthy conditions and pathology, and
poor standardization between approaches.
A great number of the studies that have attempted to quantitatively investigate spinal cord
microstructure have used diffusion as contrast mechanism, leading to the use of various
reduced FOV (rFOV) methods, necessary to acquire ssh-EPI images (which DWI relies
upon) in the spinal cord (the next section 3.1 will quickly touch upon some of the most used
rFOV methods).
In this chapter, we lay the foundation for a wider and more comprehensive investigation of
spinal cord microstrucure in vivo using quantitative MRI. In particular, one of the imag-
ing approaches previously used for DWI studies in the spinal cord, namely ZOOM-EPI,
is revisited and further expanded to accommodate different types of MR contrasts to be
acquired.
Although far from being complete and exhaustive, this chapter aims to delineate a frame-
work to perform, in vivo, quantitative MRI in the spinal cord using the same base sequence.
Similarly to EPI, often referred to as an engine to produce multiple contrasts in a time-
efficient manner in the human brain, we propose ZOOM-EPI, a combination of EPI readout
with an Inner Volume Imaging (IVI) strategy, as analogous in the spinal cord, underlining
the importance of utilizing a unified imaging method to better understand and address spinal
cord imaging challenges.
The chapter begins with a brief introduction to the most common rFOV methods. It then
focuses on ZOOM-EPI, which is used extensively throughout this thesis, by reviewing its
main characteristics and providing details of its implementation. The use of ZOOM-EPI
to perform qMRI in the spinal cord in vivo is then introduced. In depth investigation of
such techniques will be object of chapter 4 and chapter 5. Finally, the chapter concludes
with some considerations to further improve the applicability of ZOOM-EPI in vivo, and
potential future developments.
3.1 Overview of reduced FOV imaging methods
Reduced FOV imaging allows the acquisition of a small region within an object avoiding
artefacts in the final reconstructed images.
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Acquisition of small structures is often highly inefficient with normal large FOV methods,
as the time effectively used to acquire the region of interest is only a small fraction of the
time needed to complete the sampling of the remaining prescribed FOV. Longer acquisition
times limit the temporal resolution of the MRI experiment, and increases the potential for
physiological and motion related artefacts, as well as degradation from signal blurring and
distortions induced by susceptibility effects (particularly when EPI readouts are used).
As pointed out before, magnetic susceptibility artefacts are accentuated in the spinal cord,
and become unacceptable when sequences like ssh-EPI for DWI are used. Therefore, the
use of rFOV methods, for a faster sampling of k-space, would greatly improve the image
acquisition in the spinal cord.
However, when the structure of interest is embedded within other MR-visible tissue simply
imaging a region smaller than the actual size of the object results in aliasing (or foldover,
or wraparound) artefacts as the Nyquist criterion is not satisfied. rFOV methods alleviate
this problem by exciting only the specific region of interest, i.e. the Inner Volume Imaging
(IVI) methods [103], or by suppressing the signal arising from outside the FOV of interest
with spatially selective saturation pulses before excitation [104, 105].
The main challenges involved with the use of rFOV methods are the intrinsic SNR reduction
(due to smaller matrix and/or voxel size), and the ability to avoid aliasing without introduc-
ing too many constraints on the sequence, e.g. in terms of power deposition, coverage,
and acquisition time. An exhaustive comparison between multislice rFOV methods, imple-
mented on a 7T scanner, can be found in [106] (although it should be noted that the specific
implementation of rFOV methods can vary considerably among scanners and vendors).
Given the anatomy of the spinal cord, which enables significant FOV reductions cross-
sectionally, rFOV methods are particularly well suited for spinal cord imaging, and have
indeed been exploited for developing quantitative MRI protocols in the spinal cord, espe-
cially for DWI.
In the rest of this section, two of the most widespread rFOV modalities used in the spinal
cord are described. The core of the chapter instead is dedicated to the rFOV technique used
in this thesis, namely ZOOM-EPI, and its use to carry out quantitative MRI experiments in
the spinal cord.
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3.1.1 Reduced FOV imaging with outer volume suppression pulses
Outer Volume Suppression (OVS) based rFOV methods utilize a set of spatially selective
pulses followed by dephasing gradients to null the signal arising from outside the FOV of
interest. Effective OVS methods require complete dephasing of transverse magnetization
and complete nulling of longitudinal magnetization by the time excitation is performed.
The OVS pulses are therefore placed before each slice excitation (see figure 3.1b) and tar-
get both sides of the FOV in P direction, to suppress signal from unwanted regions.
The design of the OVS pulses can be optimized to achieve simultaneous B1 and B0 insen-
sitivity, in order to produce the desired tipping angle in well-defined spatial locations, even
in the presence of inhomogeneous B0 field, as well as robustness over a range of different
T1 values. Optimization of OVS pulses for rFOV DWI of the spinal cord in vivo using ssh-
SE-EPI (including a fat suppression module) can be found in [107, 108], amongst others.
As it will be further described later in this chapter, one of the main limitations of the ap-
proach regards the lack of flexibility in the design of quantitative protocols, other than those
based on diffusion. OVS pulses, in fact, introduce constraints on the minimal time inter-
val between consecutive slices (e.g. in [107] the minimum slice spacing achievable was
750 ms), and are demanding in terms of SAR, thus reducing the possibility of using ad-
ditional magnetization preparation pulses, e.g. off-resonance saturation pulses to generate
MT weighting.
3.1.2 Reduced FOV imaging with 2D RF excitation pulses
rFOV imaging can be accomplished also through the use of two-dimensional spatially
selective RF excitation pulses which excite the magnetization along the slice direction in
addition to selecting a limited region in the phase encoding direction.
The 2D excitation volume of such pulses can be designed using the excitation k-space for-
malism, devised in [109], where the RF excitation profile results from the Fourier transform
of a function dependent on the B1 profile and a k-space trajectory (the most common are
echo-planar and spiral) defined by gradient waveforms in the S and P directions played out
during the excitation pulse (see figure 3.1c).
Using the excitation k-space formalism it can be shown, for instance, that long RF excita-
tion pulses (20-30 ms) are needed to obtain selection profiles with sharp edges, and that
the excitation profile is periodic in space, i.e. it produces side excitation lobes.
The main advantages of a 2D RF excitation to perform rFOV imaging are the reduced
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Figure 3.1: (a) The majority of the rFOV methods adopted for in vivo imaging of the spinal cord are
based on the ssh-SE-EPI sequence used in DWI. (b) OVS based methods modify ssh-
SE-EPI by using a set of spatially selective satuaration pulses prior to each slice exci-
tation. Number of pulses, pulse amplitude, time intervals and bandwidth are optimized
in order to null outer volume signal at the time of slice excitation. OVS preparation
length is around 100 ms. (c) 2D RF excitation method replaces normal 1D excitation
with spatially selective pulses in 2 orthogonal dimensions, while the refocusing pulse
remains a standard 1D pulse. A 2D echo-planar RF pulse is shown in the figure. Pulse
duration is dependent on the number of blips in the P direction. Usually these type of
pulses last around 20-30 ms.
energy deposition, their flexibility to be incorporated into a wide range of sequences com-
pared to other approaches (e.g. OVS based methods), and the reduced acquisition time,
as multislice imaging can be performed without requiring interleaved schemes (which is
instead needed with ZOOM-EPI described in the next section). Additionally, when using
2D echo-planar RF pulses, the excitation profile of the fat can be shifted in such a way that it
is completely outside the excited water profile [110]. Such advantages are however subject
to compromises at the RF design stage. For the case of 2D echo-planar RF pulses, both
displacement between periodic lobes in the S direction and displacement between water
and fat excitation profiles depends on the number of blip gradients along the P direction
(i.e. the RF pulse duration), with longer pulses improving both separations. The obvious
drawback of long RF excitation pulses is an increase in TE. Theoretical considerations
regarding compromises in designing 2D RF pulses for inner volume excitations, together
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with a solution to improve their applicability for large coverage in vivo applications can be
found in [111].
3.2 ZonallyMagnified ObliqueMultislice Echo Planar Imaging:
ZOOM-EPI
Zonally-magnified oblique multislice (ZOOM-) EPI [112, 113, 114] is a rFOV method
based on a multislice ssh-SE-EPI sequence, in which slice excitation (S90) and slice re-
focusing (S180) pulses are not collinear but tilted by an angle J in the plane defined by the
S and P directions.
For the following chapters in this thesis (chapter 4 and chapter 5), the ZOOM-EPI sequence
used is implemented with S90 tilted with respect to S180, which is normally applied along
the prescribed S direction, although the reverse implementation (oblique S180) is equally
valid.
Oblique slice excitation is achieved by switching gradients in both the P and S directions
simultaneously with S90. Beyond this feature, ZOOM-EPI is identical to a ssh-SE-EPI se-
quence (see figure 3.2).
By doing so, the extension of the area effectively refocused in the P direction is reduced,
Figure 3.2: Pulse sequence diagram of ZOOM-EPI. The sequence is identical to a ssh-SE-EPI
where a single EPI echo train is used to sample the k-space after a slice selective ex-
citation/refocus pulse pair. Oblique slice excitation (S90) is achieved by simultaneous
gradient waveforms along the P and S directions. As a result the extension of the fully-
refocused area along P direction is reduced, allowing a shorter EPI echo train (for the
same resolution).
and consequently is the minimum size of the FOV to sample to avoid aliasing artefacts.
In particular, the non-collinear excitation/refocusing results in a fully refocused rectangle,
the inner volume (IV), straddled by two partially refocused regions, the transition bands
(TBs). To avoid signal from the TBs folding over within the IV, the TBs also need to be
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encoded in the P direction. As these are discarded after reconstruction to produce images of
only the IV, the minimal (and hence optimal) FOV in P direction includes half of the TB on
both sides of the IV, to allow wraparound of the reconstructed image only on the remaining
half TBs, while keeping the IV clean.
The tilted S90 affects the magnetization of the neighbouring locations, but leaves slices suf-
ficiently far away unaffected, depending on the tilting angle J and the extension of the IV in
the P direction. Therefore multislice imaging can be performed by arranging the slice order
in such a way that slices far apart in space are acquired sequentially, while contiguous (in
space) slices are sampled with a time interval long enough to allow magnetization to recover
to its equilibrium value following S90. The stack of slices is thus divided into packages (i.e.
group of maximally spaced locations in the S direction), with each package acquired within
a sequence repetition time. The TR is therefore subject to a constraint on longitudinal mag-
netization recovery, i.e. TR >5T1, where T1 refers to the longitudinal relaxation time of the
tissue of interest.
From this point of view, ZOOM-EPI can be seen as an inner volume SE sequence [103]
with multislice capabilities, where an acceleration factor along the S direction is gained at
the expense of a longer EPI echo train for the same resolution and IV, as part of the TBs
need to be sampled (see figure 3.3).
In practice, the sequence is fully defined once the IV (extension of the FOV of interest
along the P direction) and the number of packages Npkg are chosen. This represents the
most straightforward way to plan such a sequence as the user can directly control the geom-
etry (FOV of interest and number of slices Ns) and the protocol duration (Npkg is the number
of packages or, equivalently, the number of TR periods needed to cover the prescribed stack
of slices, see also equation 3.8), without knowing the details of the sequence implementa-
tion: the tilting angle J and the extension of TB.
Using figure 3.4 as guidance, once the user defines the size of the IV (Ly in figure 3.4), slice
thickness Dz, slice gap Ds, and Npkg, then J follows the relation:
tanJ =
Ly
Dz
 
Npkg 1

+DsNpkg
(3.1)
producing TBs whose extension is:
TB= Dz tanJ =
Ly 
Npkg 1

+ DsDzNpkg
(3.2)
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Figure 3.3: Inner volume imaging (on the left) where S90 and S180 are played out on perpendic-
ular axes, and ZOOM-EPI (on the right) where S90 is oblique compared to S180. IVI
is efficient in terms of readout (readout efficiency e r=1) as the encoded FOV in the P
direction (blue box) equals the IV (red box), i.e no oversampling is needed. However,
only a single slice per sequence repetition can be acquired, resulting in poor overall se-
quence efficiency es= 1TR . On the other hand, ZOOM-EPI has a less efficient readout as
TBs need to be encoded for imaging the IV (resulting in e r= IVFOV ), but allows more ef-
ficient multislice imaging as an entire package can be acquired per sequence repetition,
giving es=
Nspp
TR , where Nspp indicates the number of slices per package.
Once TB is known, the amount of oversampling Ky needed in the P direction is readly given
by:
Ky =
Nexty
Ny
=
Lexty
Dy
Ly
Dy
=
Lexty
Ly
=
IV + TB2 +
TB
2
IV
= 1+
TB
Ly
(3.3)
where Dy is the voxel size along the P direction, Ny is the number of phase encoding steps
(acquired matrix size in the P direction) for the IV (Ly defined by the user), and Nyext is the
number of phase encoding steps necessary to sample the extended FOV comprising the half
TBs on both sides (i.e. the minimum extension for the sampled FOV in the P direction).
Combining equations 3.1 and 3.3, the oversampling factor Ky becomes:
Ky = 1+
1 
Npkg 1

+Npkg DsDz
(3.4)
If no gap is set between slices, equations 3.2 and 3.4 simplify to the following:
TB=
Ly
Npkg 1 (3.5)
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Figure 3.4: ZOOM-EPI for rFOV imaging of the spinal cord. The P direction is usually associated
with the Anterior-Posterior direction, while the M direction is associated with the Left-
Right direction. Slices belonging to the first package (1,4,7,10) are shown in bold.
Once Npkg, Dz, Ds, and Ly (the FOV along the P direction) are known, the tilting angle
J can be calculated and, hence, the size of the FOV that needs to be sampled along
the P direction, Lye. Acquisition of subsequent packages must allow for magnetization
recovery of partially excited contiguous slices, e.g. slices 2,3,5,7 in the figure. This is
controlled by the TR, constrained to be TR>5T1.
Ky = 1+
1
Npkg 1 (3.6)
where Ky is only dependent on Npkg. For example, if the stack of slices is split into 3
packages, fold-over artefacts are avoided by sampling 50% more than the FOV of interest
in the P direction.
Figure 3.5 shows some examples of ZOOM-EPI images acquired in the spinal cord with
Npkg=3 and 4, together with a structural T2*-weighted GE scan and the SNR distribution,
calculated within the cord, for both ZOOM-EPI scans.
It can be appreciated from visual inspection of figure 3.5, that typical geometrical distortions
affecting ssh-EPI readout are kept within acceptable levels despite the use of high in-plane
resolution, thanks to the use of ZOOM-EPI. Npkg becomes a crucial parameter affecting:
(i) EPI train length (see equations 3.6 and 3.4), and hence entity of geometrical distortions,
quantified by equation 2.18; (ii) image SNR via the acquired matrix size and the TE, and
(iii) total acquisition time, given by TRNpkg. While the optimal Npkg should be identified
for each specific application, as a rule of thumb Npkg=3 appears to be the best compromise
between resolution, distortions and total scan time, for axial resolutions up to 0.750.75
mm2 and FOV5 cm in the P direction.
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Figure 3.5: Examples of ZOOM-EPI images acquired in vivo in the cervical spinal cord, at different
levels. From left to right: high resolution (0.580.585 mm3 resolution) T2*-weighted
scan, ZOOM-EPI with Npkg=3 (EPI train length=77, total acquisition time=39 sec) and
ZOOM-EPI with Npkg=4 (EPI train length=69, total acquisition time=52 sec). ZOOM-
EPI acquisition parameters are: TR=6500 ms, TE=27 ms, Partial Fourier factor=0.6,
FOV=6451 mm2 at 0.80.85 mm3 resolution,Ns=12, receiver bandwidth=216 kHz,
signal averages=2. The bottom panel shows the SNR distribution calculated voxelwise
inside the cord from 5 repetitions of the same acquisition for ZOOM-EPI with Npkg=3
(in red) and Npkg=4 (in blue).
3.3 Using ZOOM-EPI for quantitative MRI in the spinal cord
The ZOOM-EPI sequence described in the previous section provides a means to perform
ssh-EPI imaging in the spinal cord. In particular, it enables relatively high in plane resolu-
tion (data to be acquired with sub-millimetre voxel size, as required by spinal cord anatom-
ical size) while keeping geometrical distortions, typical of EPI readout, limited as the EPI
echo train is shortened following the non-collinear S90/S180 pulse pair (see figure 3.5 for
some examples).
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Single-shot imaging may represent a preferable approach for the spinal cord, given its intrin-
sic sensitivity to physiological noise (e.g. cardiac pulsation, breathing and subject motion).
However, as for a conventional EPI readout, ZOOM-EPI is subject to the same compro-
mises between highest achievable resolution, geometrical distortions and resulting SNR to
perform quantitative analysis.
The anatomy of the spinal cord, fairly uniform along the foot-head direction, allows the
use of relatively large slice thickness to counteract the loss of SNR due to using high axial
resolution. Typical protocols use Dz from 3 to 5 mm (or even more [115]), with in plane
resolution ranging between Dx=Dy=0.7-1 mm.
The main differences compared to the conventional ssh-SE-EPI sequence is with regard to
the slice coverage. In particular, the same temporal resolution (time to acquire the whole
set of slices, in other words the conventional TR) can not be achieved. In ZOOM-EPI, the
whole set of slices is acquired over a number (Npkg) of TR periods, as contiguous slices are
affected by non collinear SE pulses (see figure 3.3). As mentioned in the previous section,
the choice of Npkg=3 is common in quantitative protocols using ZOOM-EPI as readout and
is dictated by the need to limit scan time, which is linearly dependent on Npkg, while ef-
fectively reducing the FOV, and hence distortions, in the P direction (oversampling of 50%
compared to a 100% oversampling with Npkg=2). The choice of Npkg as well as resolution
and coverage is however dependent on the particular application, as suggested hereafter.
Due to the the package grouping of the slice stack with ZOOM-EPI, quantitative protocols
utilizing this sequence will in general have a rather limited coverage in the-foot head di-
rection, in part overcome by the use of relatively thick slices. An alternative solution to
improve the slice coverage is presented in section 3.4.3.
EPI, in particular ssh-EPI, has found widespread applications for quantitative MRI, as it
allows to take snapshot of the anatomy of interest, with high temporal resolution and with
different contrasts (a variety of preparation pulses can be placed in front of the readout).
Similarly, we suggest the use of ZOOM-EPI as a unified signal readout to perform quanti-
tative MRI in the spinal cord. The ZOOM-EPI sequence reviewed in this chapter allows the
translation, to the more challenging imaging environment of the spinal cord, of the quanti-
tative MRI approaches based on EPI that have been extensively used in the brain.
Here, the use of ZOOM-EPI to obtain different MRI contrasts for quantitative applications
in the spinal cord is briefly introduced. Figure 3.6 provides an overview of the use of the
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same base readout, ZOOM-EPI, to obtain: (i) diffusion-weighted data, (ii) inversion recov-
ery data, and (iii) MT-weighted data. Details of the full development of inversion recovery
and quantitative MT protocols in the spinal cord are given in chapters 4 and 5 respectively.
Figure 3.6: quantitative MRI with ZOOM-EPI. (a) Diffusion-weighted imaging. Diffusion gradi-
ents are placed on both sides of the S180 pulse as for standard diffusion-weighted SE-
EPI. (b) Inversion Recovery with ZOOM-EPI. An inversion pulse is played out every
TR to perform global inversion at the beginning of every package acquisition. Slices
within the same package (I, II, ...) are acquired sequentially following inversion pro-
ducing a range of different inversion times (depending on TI and Dts). (c) MT-weighted
ZOOM-EPI sequence. A train of off-resonance pulses is played out every TR prior to
the acquisition of each package. The overall MT weighting is dependent on the off-
resonance saturation period tMT, its RF power and frequency offset, and slice time
intervals Dt0 and Dts. For both IR and MT-weighted sequences, the TR is prolonged by
a recovery time to allow longitudinal magnetization to recover before the subsequent
global inversion or off-resonance saturation.
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3.3.1 Diffusion weighted imaging
The main previous application of ZOOM-EPI is for DWI.
Currently, DWI still heavily relies on ssh-SE-EPI. ZOOM-EPI therefore represents one of
the most natural and preferable approaches for performing DWI in the spinal cord [116].
Diffusion sensitization is obtained by inserting diffusion weighting gradients on both sides
of S180 as for a standard SE-EPI (figure 3.6a).
Such applications will not be covered in this thesis. Interested readers should refer to [113]
for pioneering work on diffusion tensor imaging (DTI) in the spinal cord, [117] for appli-
cation to more advanced diffusion models, in particular neurite orientation dispersion and
density imaging (NODDI), and [118] for a recent application of the sequence for DTI at the
lumbar level of the spinal cord.
3.3.2 Inversion Recovery
T1 mapping of the spinal cord can be accomplished using ZOOM-EPI as readout of an IR
protocol (figure 3.6b).
A non-spatially selective inversion pulse can be placed at the beginning of each package,
exploiting the inherent constraint TR>>T1, and the sequence repeated at different delays,
TI, to sample the recovery of longitudinal magnetization towards equilibrium following the
inversion. Full recovery must be ensured between global inversions. This is achieved by
extending the TR by an adequate recovery time, T rec, defined as the time interval between
the last slice excitation in the package and the subsequent inversion pulse.
An efficient use of the sequence shown in figure 3.6b is presented in chapter 4 where the
IR-ZOOM-EPI sequence is described in detail, validated and applied to the healthy spinal
cord.
3.3.3 Magnetization Transfer weighted imaging
Similarly to the IR protocol, MT-weighted acquisition can be performed by combining
trains of off-resonance pulses with multislice ZOOM-EPI readouts (figure 3.6c). For more
time-efficient protocols, a train of pulses should be placed in front of each package in order
to exploit the inherently long TR of the ZOOM-EPI sequence and introduce MT weighting
without substantially increasing the protocol duration.
MT-weighted acquisitions with EPI readouts have not been thoroughly investigated so far.
Only a few studies are available in the literature [119, 120], as MT experiments are usually
performed with 3D readouts. The use of a shared preparation train with a multislice readout
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in fact poses additional challenges compared to a more standard solution (i.e. MT-weighted
spoiled GE). These challenges include: (i) a variable amount of MT weighting in differ-
ent locations according to the order in which slices are acquired with following the train
of pulses, (ii) potential contamination from on-resonance excitation (S90/S180 pulse pairs)
which is, in turn, an additional source of off-resonance saturation for the other slices, (iii)
the lack of steady-state for the MT weighting, when the duration of the train of pulses is
shortened to limit protocol duration. How these challenges are accounted for is specific to
the particular application being considered.
In this thesis, a qMT protocol using ZOOM-EPI is devised and applied to the healthy spinal
cord. This is fully described in chapter 5, which comprises sections detailing the sequence
development, signal modeling, protocol optimization, simulations and in vivo acquisition.
An application for MTR measurements in the spinal cord is instead described later on this
chapter, in section 3.4.2.1. Potentially the same sequence as shown in figure 3.6c could be
employed to perform chemical exchange saturation transfer (CEST) studies in the spinal
cord, although such an application will not be covered in this thesis.
3.4 Potential and limitations of ZOOM-EPI
In this section we discuss the combination of the ZOOM-EPI sequence with some of the
most widely used solutions to accelerate data acquisition or improve data consistency in
quantitative MRI, namely parallel imaging, cardiac triggering and simultaneous multislice
imaging.
While far from being exhaustive, this section aims, through a few examples of techniques
that can already be incorporated into the ZOOM-EPI sequence or that need further devel-
opment or adaptation, to provide a better understanding of the potential and the current
limitations of ZOOM-EPI to carry out quantitative MRI examinations in the spinal cord in
vivo.
3.4.1 Parallel imaging
From a data acquisition point of view, rFOV methods and parallel imaging methods (see
section 2.1.4) work in the same way: they reduce the density of the k-space sampling for a
given resolution. The main difference lies in how they deal with the aliasing that arises when
data are undersampled: rFOV methods suppress or avoid effectively exciting the signal in
portions of the object that would cause aliasing; parallel imaging methods apply dedicated
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reconstruction pipelines to resolve the aliasing in the acquired data.
The combination of parallel imaging with rFOV could allow a further reduction in the read-
out duration, to produce even higher resolution images (provided that the resulting SNR
supports subsequent quantitative analysis). The advantages and the feasibility of such com-
binations must be evaluated on a case specific basis. Here, we briefly discuss the combina-
tion of ZOOM-EPI introduced above with the SENSE parallel imaging method described
in section 2.1.4.1.
In ZOOM-EPI, foldover artefacts are allowed to occur in portions of the TBs (which are
subsequently discarded after reconstruction). Full FOV images, therefore, contain already
aliased pixels. As pointed out in [121], in these cases the SENSE reconstruction fails to
unfold the acquired images, if additional aliasing is introduced by the parallel imaging ap-
proach. This can be better appreciated by taking equation 2.19 and adapting it for the case of
ZOOM-EPI where some pixels (belonging to the TBs) are folded into the full FOV image,
as follows:
I1 =S1;1r1+S1;2r2+S1;3r3
I2 =S2;1r1+S2;2r2+S2;3r3
:::
IN =SN;1r1+SN;2r2+SN;3r3
(3.7)
which describes the particular case of the folding equations of a pixel in the TB, when
SENSE with acceleration factor RPI=2 is used in conjunction with ZOOM-EPI.
Reconstruction will produce artefacts as the additional folding is not recognized, meaning
that the unfolding matrix used to solve the system will not have the correct dimensions. This
results in a residual aliasing artefact occurring predominantly in the middle of the image.
An example is given in figure 3.7, where ZOOM-EPI data on a phantom acquired without
and with increasing SENSE acceleration factor are shown.
In this thesis, methods to allow the combination of ZOOM-EPI with SENSE parallel imag-
ing have not been explored. However, potentially viable solutions are: (i) the encoding of
the entire TBs to avoid aliasing in the full FOV images; (ii) the use of a fictitious higher
acceleration factor RPI in the reconstruction for those pixels belonging to the TB, which
need to be recognized at the reconstruction stage, (iii) the use of apparent coil sensitivity,
to build the unfolding matrix (i.e. the pseudo-inverse of [Si,j ] in equation 3.7), that provides
3.4. Potential and limitations of ZOOM-EPI 77
Figure 3.7: Residual aliasing artefact in reconstructed images when SENSE is used in conjunction
with ZOOM-EPI. Two example slices of a multislice ZOOM-EPI acquisition on a struc-
tural phantoms are shown. Data are acquired at increasing SENSE acceleration factor
RPI. From top to bottom, RPI=1 (no SENSE), 1.35, 1.5 and 2. The SENSE artefact can
be appreciated when RPI>1, with unaliased pixel intensities moving towards the center
of the image as RPI increases.
spatial encoding information for aliased pixel values in the full FOV images. These could
be obtained by dividing aliased coil images with an aliased image from the body coil, which
is assumed to have uniform sensitivity [121].
While the combination of ZOOM-EPI and SENSE could be useful to achieve higher in-
plane resolution without worsening geometrical distortions, from a practical point of view
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it is essential to consider the SNR penalty associated with a further readout acceleration
(through the SENSE g-factor). Given the already limited SNR of ZOOM-EPI data (e.g.
SNR10-15 for a b0 image at TE=71 ms, to accommodate b values up to 2800 mm s-1,
with 115 mm3 voxel size at 3T [117]), and the limited development of dedicated re-
ceiver coils for spinal cord applications, only a low acceleration factor (e.g. RPI<2) may be
feasible in quantitative studies, at least at 3T.
3.4.2 Cardiac gating
As the spinal cord is surrounded by slow-moving CSF, spinal cord protocols may bene-
fit from triggered acquisition schemes. CSF flow in the foot-head direction corresponding
with the cardiac cycle and dynamic B0 field fluctuations with the respiratory cycles rep-
resent the two main sources of physiological noise corrupting image quality in the spinal
cord. For a complete characterization of the dynamic B0 changes induced by the respiration
at various level of the cervical spinal cord, the reader is directed to the following references
[101, 102]. In this section instead, we will only investigate solutions to synchronize the
ZOOM-EPI readout with the cardiac cycle for quantitative MRI in the spinal cord.
DWI is particularly sensitive to artefacts arising from CSF flow, which are exacerbated in
the spinal cord [122]. Cardiac triggering for DWI in the spinal cord has been proposed as
a standard approach since the earliest works [113]. Diffusion-weighted ZOOM-EPI is fully
compatible with cardiac triggering, as shown in figure 3.8. Each shot of diffusion-weighted
ZOOM-EPI is triggered by the detection of a QRS complex, for example by a peripheral
device. A shot, comprising of fat suppression module, diffusion weighting gradients and
EPI readout, can easily fit within the R-R interval for a wide range of physiological heart
rates, given the relatively short duration of the active part of the diffusion weighted ZOOM-
EPI sequence (e.g. shot duration for b=2800, with 11 mm2 in plane resolution with fat
suppression module is 140 ms). This results in more robust triggering compared to other
approaches, such as OVS sequences where the shot duration can be up to 750 ms [107],
allowing image slices to be acquired in the same period of the cardiac cycle, which can be
tuned (empirically) to match the quiescent part of the CSF flow pattern, by adjusting the
trigger delay window. The inevitable consequences of gated acquisitions are variable pro-
tocol duration (dependent on the subject heart rate), and proneness to protocol lengthening
due to skipped signal detection.
The adjustment of the IR and the MT-weighted sequences to cardiac gated acquisition is
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Figure 3.8: Strategies to trigger ZOOM-EPI with cardiac cycle for quantitative MRI in the spinal
cord. (a) The cardiac trace is acquired by a peripheral device. The detection window,
shown in red, is open for a percentage of the R-R interval to allow the detection of a
valid QRS complex. Once an R wave is detected, imaging can be performed (available
imaging time is shown in grey). The start of the MRI sequence can be adjusted by
inserting an adequate trigger delay time (shown in blue), to ensure imaging is performed
in the quiescent part of the cardiac cycle. (b) cardiac triggered ZOOM-EPI for DWI. By
selecting a TR (in number of cardiac cycles) long enough (TR>Nspp, a ZOOM-EPI shot
can be performed per each cardiac cycle, ensuring robust gating of diffusion-weighted
images. (c) MT-weighted ZOOM-EPI can be cardiac-gated by forcing a shot to last
over multiple cardiac cycles. However, the active part of the sequence (off-resonance
train and slice acquisition) is designed to fit within a single R-R cycle (calculated on the
worst case scenario) so that imaging is empirically constrained within the quiet segment
of the cycle.
less straightforward than DWI, due to the use of shared preparation pulses that act over a
set of slices (the package), for which it is important to maintain the precise timing for quan-
tification purposes (see figures 3.6b and 3.6c).
In general IR protocols are rarely combined with a triggered acquisition. The need to sam-
ple TIs of the order of hundreds of milliseconds to accurately estimate the T1 complicates
the design of efficient triggered schemes (such applications are mostly considered in cardiac
MRI where the needs for gated acquisitions are obvious). In this thesis, a triggered version
of the IR-ZOOM-EPI sequence will not be considered.
For similar reasons, MT-weighted acquisitions have rarely been combined with cardiac gat-
ing, as a variable TR resulting from an acquisition triggered with the cardiac cycle will
produce variable contrast and will make the correct interpretation of the resulting MT ef-
fect in a quantitative setting non trivial. Retrospective data gating has been explored in a
pioneering work on ihMT in the spinal cord [67], however such an application suffers from
limited spatial coverage in order to collect enough data to robustly correct for the TR varia-
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tions during the acquisition.
The MT-weighted sequence proposed in figure 3.6c, where the MT preparation is separated
from data readout, allows a more flexible implementation of a triggered acquisition, which
could be helpful for spinal cord applications. As the timing between off-resonance train of
pulses and slice excitation, and timing among slice excitations within the package have to
be fully controlled (either for a qMT experiment or for ensuring reproducible MT weight-
ing in different locations), the whole active part of the sequence has to be fit within an R-R
cycle, as shown in figure 3.8c. This can be achieved by shortening the train of off-resonance
pulses, and splitting the stack of Ns slices into more packages. In general, this approach will
translate into reduced MT weighting (as shorter trains of pulses are be used), and longer ac-
quisition times (as more packages are used), but in turn could substantially improve the
consistency of data against CSF flow related artefacts.
A potential alternative solution, diametrically opposed to the one proposed here, is to force
a steady-state MT regardless of the cardiac cycle, and trigger only the package acquisition.
The MT train of pulses can be designed to ensure steady-state MT saturation under a variety
of biological configurations (i.e. tissue model parameter values), generally by increasing its
duration. Once the steady-state is established, the off-resonance saturation can continue
until the first peak detection that will trigger the package acquisition. The implementation
of such a solution, however, requires a dynamic update of the MT train duration, and makes
the sequence more prone to exceeding SAR limits.
In the following section, we describe and show preliminary results of a cardiac-gated MTR
protocol using the MT-weighted ZOOM-EPI sequence shown in figure 3.8.
3.4.2.1 A cardiac-gatedMTR protocol for the cervical spinal cord
The MT-weighted ZOOM-EPI sequence presented in section 3.3.3 can be used for MTR
protocols in the spinal cord, in conjunction with the cardiac-gating approach described in
the previous section. The definition ofMTR and the rationale for its application in the CNS
have been given in section 2.2.1.2.
As can be appreciated from figure 3.8, to trigger the MT-weighted ZOOM-EPI sequence
with the cardiac cycle, the MT preparation train and the set of ZOOM-EPI shots (i.e. a
package) have to fit within the R-R interval. This can be achieved by adequately selecting
(i) the length of the train of off-resonance pulses (tMT), and (ii) the number of slices to be
acquired after each preparation (Nspp).
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While conditions (i) and (ii) alone do not ensure the correct triggering with the cardiac cycle,
as it is dependent on the subject-specific cardiac rate, a robust approach can be developed
by designing tMT and Nspp based on the worst case, i.e. the minimum R-R interval allowed.
In appendix A, a strategy to optimize the MT weighting when a short tMT has to be used is
presented.
Ideally, a cardiac-gated sequence would excite and acquire slices during the quiescent part
of the cardiac cycle, the diastole. However, for the MT weighted sequence considered, a
train of off-resonance pulses has to be fit in between the R wave detection and the ideal
window for slice acquisition. The length of such a train, tMT, is subject to a compromise:
shorter trains have to be used in order to allow enough time for imaging within the R-R
interval, while longer trains would produce higher MT weighting and hence would result in
higher SNR on the final MTR maps, as shown by equation A.6.
We empirically select tMT = 300 ms, and set the trigger delay ttrig (and the interval Dt0) to
the minimum allowed, resulting in the first slice excitation after 330 ms from the trigger sig-
nal. Therefore, considering a minimum R-R interval of approximately 600 ms (for a worst
case heart rate of 95 beats/minute), this would leave approximately 300 ms for acquiring
a package of ZOOM-EPI. Depending on the duration of the ZOOM-EPI readout, mostly
driven by Nye (hence resolution, FOV and Npkg), we seek to maximize Nspp within the time
available.
In the implementation we propose, for a FOV=6042 mm2 at 0.750.75 mm2 in plane
resolution, we split Ns=12 slices into Npkg=4 packages, resulting in a train of Nspp=3 slices
acquired after each MT preparation of duration 300 ms, with Dts set to the minimum value
allowed.
The MT-weighted ZOOM-EPI sequence proposed produces variable MT weighting accord-
ing to the slice position within the package, as different delays occur between the end of the
train of pulses and each S90 pulse. While this could be accounted for in a qMT experiment,
to produce unbiased model indices (see chapter 5), in the context of MTR it introduces an-
other source of variability that makes the resultingMTR unusable. To homogenize theMTR
across slices, multiple signal acquisitions are performed while cycling the slice acquisition
order within the package, prior to performing signal averaging. If a number of repetitions
equal to a multiple of Nspp is chosen, each slice will experience the same position pattern
within the package during sequence repetition, resulting in an average signal where the
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position-dependent factor is cancelled out.
In table 3.1 a summary of MTR sequence parameters is given.
Parameter Value
MT weighting
N 30
t /Dt 15 ms/1 ms
J 1500 °
D 2100 Hz
T rec 6000 ms
Dt0 18 ms
Dts 93 ms (minimal)
trigger delay minimal
ZOOM-EPI
Ns/Npkg/Nspp 12/4/3
DxDyDz 0.750.755 mm3
FOV 6040 mm2
matrix size 8075
TE 28 ms
Partial Fourier factor 0.6
receiver bandwidth 254 kHz
signal averages 6
Table 3.1: Summary of MTR sequence acquisition parameters used in to carry out in vivo acqui-
sition. For the MT weighting parameters: N is the number of pulses in the train, Dt is
the pulse gap, t is the pulse duration, J is the pulse flip angle, D is the offset frequency,
T rec is the recovery time between train of pulses, Dt0 is the delay between train of pulses
and first slice excitation in the package, Dts is the delay between slice excitations. The
nominal sequence acquisition time is 5:40 sec.
Parameters relating to the MT weighting are selected according to the strategy presented in
appendix A, where the MT weighting for MTR is optimized according to a sensitivity anal-
ysis while accounting for the constraints on the time available for off-resonance saturation,
i.e. tMT=300 ms.
The effect of the triggering scheme implemented on acquired data is shown in figure 3.9 for
the MToff and MTon images used in the MTR calculation. Cardiac pulsation causes CSF to
flow in the spinal canal with a pulsatile pattern, producing strong signal dephasing in the
area surrounding the spinal cord, evident as zero intensity pixels in the resulting images.
While these artefacts can not be eliminated entirely, the use of the triggered MT-weighted
ZOOM-EPI sequence proposed ensures that slices are acquired within the same phase of the
cardiac cycle, resulting in a more reproducible appearance of flow artefact in the MToff and
MTon images. On the other hand, in the non-triggered version flow artefacts show varying
patterns and locations (sometimes extending close to the edge with of spinal cord) between
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the two images, which could hamper the efficacy of motion correction schemes and there-
fore affect the calculated MTR.
Figure 3.9: MT-weighted ZOOM-EPI acquisitions forMTR calculation in a few example locations,
without cardiac triggering (top panel), and with the triggering strategy presented in this
section (bottom panel). The same slices are shown for the two conditions. The lack
of any triggering scheme in the top panel is apparent as different flow-related artefacts
pattern in the CSF between the MToff and MTon images, as indicated by the red ar-
rows. The triggered acquisition proposed improved the robustness against flow-related
artefacts: MToff and MTon images are similarly affected by flow artefacts (highlighted
by the green arrows) and their conspicuity appears greatly reduced compared to the
non-triggered acquisition.
Preliminary results on a healthy subject of the cardiac-gated MTR protocol proposed are
shown in figure 3.10. The mean MTR over the portion of spinal cord imaged is 41.7(6.0)
percentage unit (p.u.), and no clear variation is appreciable across slices (mean MTR per
slices ranges between 39.5(8.3) p.u. and 44.3(3.0) p.u.), suggesting that the averaging mech-
anism while shuffling slice position over sequence repetitions effectively homogenizes the
MT weighting in the multislice sequence proposed.
The sequence nominal acquisition time is 5:40 sec, and preliminary tests have shown an
increase of approximatively 10% when the triggering scheme proposed here is applied
(although it remains a subject-dependent factor).
The MTR protocol proposed here has the advantage of allowing relatively fast MTR exam-
inations in the cervical spinal cord, with the unique feature over conventional approaches,
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Figure 3.10: MTRmaps spanning from level C1 to level C4 of the cervical spinal cord obtained with
the cardiac-gated MT-weighted ZOOM-EPI sequence presented in this section. The
slice-shuffling strategy while repeating signal acquisition allows the homogenization
of the MT weighting over slices, resulting in no appreciable variation of theMTR along
the slice direction
.
such as those adopting 3D spoiled GE readouts [123], of the possibility to introduce cardiac-
triggering. This is obtained however at the cost of a reduction in the SNRMTR due to the
much reduced SNR0 in the MToff image (see equation A.6) as a consequence of the type
of readout chosen, i.e 2D ssh-EPI versus 3D GE. For the data acquired in this preliminary
study, in fact, SNR in the MToff image is 30.
A systematic evaluation of the MTR protocol proposed through a comparison study with
more standard approach is warranted to better understand the potential of this alternative
way to carry out MTR measurements in the spinal cord.
3.4.3 Simultaneous Multislice Imaging
As introduced in section 2.1.5, the acceleration provided by the SMS technique has recently
allowed the development of protocols based on EPI readouts with increased slice coverage,
resolution and/or reduced overall duration that were otherwise unachievable [33].
The extension of SMS imaging to ZOOM-EPI is relatively straightforward, as the latter is
essentially a ssh-SE-EPI sequence. There is however a conceptual difference in the use of
ZOOM-EPI in conjunction with SMS compared to the standard counterpart ssh-SE-EPI.
Whilst for standard EPI readouts, SMS allows either a reduced TR for a given set of slices,
or for a given TR to acquire more slices, the oblique excitation implemented in ZOOM-EPI
does not allow a scan time reduction given a certain number of acquired slices Ns.
This can be better appreciated by looking at equation 3.8 defining the scan time (Tvol)
necessary to acquire a volume, i.e. a data point, for the quantitative ZOOM-EPI sequences
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(as shown in figure 3.6):
Tvol = TRNpkg (3.8)
Tvol is dependent on TR and Npkg, which are both constrained by the tilted S90/S180 pulse
pair of ZOOM-EPI. SMS can not be used to shorten the TR, as the condition TR>5T1
still has to be fulfilled, neither to reduce Npkg, which is a mere consequence of the tilted
S90/S180 pulse pair. In fact, Npkg=3 already represents an optimal compromise between
the opposing requirements of: (i) limiting distortions (lower Npkg will result in larger TB
and hence a longer EPI train; see equations 3.2 and 3.5), and (ii) reducing scan time (higher
Npkg will result in longer protocol duration; see equation 3.8).
Whilst a scan time reduction, although limited, could be obtained by simultaneously acquir-
ing the slices within a a package, the most powerful combination of ZOOM-EPI with SMS
is to extend the slice coverage without increasing the scan time, as depicted in figure 3.11.
In such a way the limitation of ZOOM-EPI for in vivo imaging the spinal cord in terms of
coverage along the S direction can be elegantly overcome.
This could potentially allow quantitative studies to be performed in large sections of the
spinal cord, covering the whole cervical level or extending to the thoracic level, or simulta-
neously including the brain, without additional time penalty.
The use of a high acceleration factor is hampered by the availability of specific coils with
optimized design for spinal cord applications, however even the use of a mild acceleration
factor, i.e. RSMS=2, is sufficient to carry out whole cervical level acquisitions.
As a proof-of-concept study, we used SMS (RSMS=2) to perform an MTR protocol in the
whole cervical spinal cord in 6 minutes of scan time. Preliminary results are shown in figure
3.12
The combination of SMS with ZOOM-EPI should be evaluated and optimized specifically
for the particular quantitative approach considered. In the case of MT-weighted sequences,
for example, the on resonance pulses used for simultaneous excitation, due to their higher
peak amplitude, could enhance the additional MT effect in neighbouring slices being off-
resonace during on-resonance excitations (see also chapter 5).
To conclude, the use of SMS with ZOOM-EPI appears promising to substantially improve
coverage, within clinical scan time, of quantitative MRI in the spinal cord. Currently these
types of studies are limited to preliminary investigations [124], however we expect the in-
terest in these approaches to grow quickly in the near future.
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Figure 3.11: Example of ZOOM-EPI in combination with simultaneous multislice imaging. SMS
can be used to increase the slice coverage for a fixed scan time. In the figure an accel-
eration factor RSMS=2 is shown, producing a stack containing double the slices. SMS
can be seen as a duplication of the planned stack (solid line), which is acquired si-
multaneously. Slices belonging to the same package (shown in bold) for the planned
stack, e.g. 1,4,7 and 10, are excited and acquired simultaneously with their homolo-
gous slices in the replicated stack (dashed line), e.g. 13,16,19 and 22. The acquisition
is still planned with the same Npkg, but RSMS NsNpkg slices are fit within each package
(as those labelled in red), with simultaneous acquisitions performed per group of RSMS
slices (e.g. slices 7 and 19 shown in the figure).
3.5 Conclusion
rFOV methods have been available for years, and their applications for localized imaging
are many and diverse. In the specific application of improving DWI of the spinal cord in
vivo, rFOV methods have been used extensively.
Here, we have extended the use of ZOOM-EPI to other quantitative MRI approaches, such
as T1 mapping through IR and qMT, both known to be, to different extents, sensitive to
myelin content in the CNS. These approaches will be fully investigated in the next chapters,
showing that ZOOM-EPI can be effectively used for quantitative MRI methods in the spinal
cord, other than those based on diffusion contrast.
We would like to remark upon the importance of characterizing tissue microstructure from
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Figure 3.12: Example of ZOOM-EPI combined with SMS for a whole cervical spinal cord MTR
protocol. A set of 12 slices is shown on the left for the MTR protocol without acceler-
ation, while the extended stack with SMS is shown on the right. RSMS=2 is used for
a total of 24 slices covering the entire cervical spinal cord (from C1 to C7). Protocol
duration is 6:02 sec for both versions. In the central panel the median MTR is plotted
against the slice level for the protocol with (blue) and without (red) SMS, and shaded
areas represent the 10th-90th range. MTRmaps are shown at different levels for the two
version of the protocol. Sequence parameters are: FOV=6042 mm2 at 0.750.755
mm3 resolution, TE=30 ms, 8 signal averages, with MT-weighting optimized accord-
ing to appendix A for a duration tMT=800 ms (N/Dt/t=40/5 ms/15 ms , D=2100 kHz,
J=1150 °).
different angles, i.e. using different contrasts within a multi-modality approach, to enhance
the specificity of quantitative analyses to the underlying tissue features at a microscopic
level, and their alteration in pathology. The g-ratio [125] is a representative case, where
qMT-derived indices and diffusion-derived indices are combined to obtain a specific mea-
sure of demyelination in vivo. The use of a unified acquisition scheme to obtain combined
metrics, such as the g-ratio, could improve the precision and reproducibility of those mea-
surements [126].
We have pointed out the main features of ZOOM-EPI for quantitative MRI in the spinal
3.5. Conclusion 88
cord, highlighted some of the current limitations and suggested potential improvements. In
particular, the advent of SMS imaging is extremely attractive for rFOV imaging based on
EPI. In this chapter, we suggested a simple use of SMS to improve the slice coverage of
ZOOM-EPI, although there are several potential solutions. For example, SMS could be
used to perform simultaneous IVI, whereby a set of simultaneously excited slices are re-
focused by an orthogonal refocusing pulse. This solution would: (i) improve the readout
efficiency, as the oversampling in the P direction would no longer be needed; (ii) allow
SENSE acceleration; (iii) result in a faster protocol as Npkg=2 can be used, provided that a
sufficiently high acceleration factor is achievable (RSMS should be at least comparable with
Nspp used in a standard ZOOM-EPI acquisition).
Chapter 4
T1 mapping of the spinal cord in vivo
In this chapter a method for quantitatively mapping the T1 in the cervical spinal cord in
vivo is presented. The sequence, termed IR-ZOOM-EPI, is based on the inversion-prepared
ZOOM-EPI method described in chapter 3. The chapter provides: sequence description,
validation against a gold standard T1 mapping method in phantoms, and the first demon-
stration of the protocol in a small cohort of healthy subjects. The chapter concludes with
future improvements and potential applications of the method herein developed.
The content of this chapter has been published in Magnetic Resonance in Medicine in July
2017 (doi: 10.1002/mrm.26852).
4.1 Introduction
The longitudinal relaxation time T1 is one of the most fundamental quantitative parame-
ters in MRI. Several studies have investigated the biological correlates of T1. It is well-
established that T1 is dependent on myelin content [127]: relaxation of myelin water occurs
faster than non-myelin water, therefore tissues with higher myelin content show a lower
average T1. A linear relationship has in fact been demonstrated between 1T1 and
1
(1 MTV ) ,
whereMTV is macromolecular tissue volume (introduced in section 2.2.3), thought to reflect
myelin content in white matter. However, T1 has been shown to depend also on additional
microstructural features with a constant total myelin volume, such as water content [128],
axonal size in white matter [129], and iron concentration in grey matter [130]. Histological
studies on post mortem brain tissue have shown correlations between T1 and both myelin
content and axonal count [54, 39].
Despite the lack of specificity to a single particular biological feature, T1 is sensitive to
changes in tissue microstructure caused by pathologies and inflammatory events. It also
provides a quantitative measure comparable across subjects and centres, which is more in-
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formative than visual examination of conventional T1-weighted images. Precise and robust
characterization of T1 in vivo is therefore of great importance. Moreover, the accurate
knowledge of T1 serves as the basis for other quantitative MR methods (e.g. perfusion and
quantitative magnetization transfer imaging), and in the optimization of imaging sequence
parameters.
Several techniques are available to estimate T1 in vivo, especially in the brain. Consider-
able progress has been made in the development of fast mapping techniques: methods such
as the Look-Locker Inversion Recovery (LL-IR) [131, 132], and the Variable Flip Angle
(VFA) [133, 134] are particularly appealing for their ability to achieve T1 estimates with
large coverage within just a few minutes of scan time. However, great variability among
T1 estimates can be found in literature, which has been ascribed to the sensitivity of the
various methods employed to site-specific factors such as RF field uniformity, RF pulse im-
perfections, and incomplete spoiling [135]. Thus, the time-consuming Inversion Recovery
(IR) T1 mapping approach, where the recovery of the longitudinal magnetization following
an inversion is sampled at different delays (i.e. the inversion times), is still regarded as the
reference (gold standard) method for in vivo T1 measurements.
Development of quantitative MRI techniques for the spinal cord, including the characteri-
zation of T1, generally lags behind the brain [7, 6], despite the crucial involvement of the
spinal cord in several diseases, such as multiple sclerosis [136, 137, 138], amyotrophic lat-
eral sclerosis [139], spinal cord injury [140], and neuromyelitis [141].
Current techniques for measuring T1 in the spinal cord rely upon the mere application of
brain protocols to the cervical level of the spinal cord, mostly employing the VFA method
[142]. The T1 is estimated from a series of GE images acquired at varying excitation flip
angle. However, the VFA method makes use of 3D (or 2D) spoiled GE acquisitions which
are inherently more sensitive to intra-scan motion artefacts, when compared to other ap-
proaches such as ssh-EPI. If not properly addressed, these artefacts could propagate into
the T1 maps, especially in spinal cord applications where effects of physiological noise
and subject motion are exacerbated. Additionally, several volumes (with varied flip angle)
should be acquired to avoid noise bias in the fitting [143], complete magnetization spoiling
has to be ensured [144], and an accurate map of the transmitted RF field (the B1 map) has
to be obtained to correct for the actual flip angle at the voxel level [145]. These facts con-
tribute to preventing the design of fast, accurate and robust protocols for T1 mapping in the
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spinal cord using the VFA method. On the other hand, methods based on the IR approach
are less sensitive to the aforementioned limitations [135] and thus represent a more robust
approach to for T1 mapping in challenging environments such as the spinal cord, where
multiple noise sources and field inhomogeneities coexist.
In this chapter, we introduce an IR-based T1 mapping method for the spinal cord based on
the sequence described in section 3.3.2, and making use of the slice-shuffling scheme ini-
tially developed for application to the brain [146, 147]. It is shown that the method allows
for in vivo T1 mapping of the whole cervical spinal cord in a clinically acceptable scan time.
We validate the method against the gold standard IR approach in a phantom experiment,
and we demonstrate its intra- and inter-subject reproducibility in vivo in a small cohort of
healthy subjects.
4.2 Methods
4.2.1 Sequence description
The slice-shuffling mechanism consists of cycling the order in which different slices are
acquired over sequence repetitions. Here, we employed the slice-shuffling mechanism in
the context of T1 mapping [146, 147].
An IR sequence was developed for T1 measurements in the spinal cord, making use of
ZOOM-EPI [112, 113, 114], which allows artefact-free multislice imaging of small struc-
tures using a ssh-EPI readout, as described in chapter 3. The inversion-prepared ZOOM-EPI
sequence has been introduced in section 3.3.2, here we review its salient features in the con-
text of T1 mapping.
Slices are acquired with an interleaved order, allowing a time interval between contiguous
slice excitation (TR) long enough for restoration of longitudinal magnetization after each
oblique SE pulse pair, approximately TR5T1. This results in Npkg groups (i.e. packages)
each including Nspp = NsNpkg maximally spaced out slices acquired every TR, where Ns is
the total number of prescribed slices (figure 4.1a). An IR experiment is implemented using
non-selective adiabatic inversion pulses, applied prior to the acquisition of each package.
Hyperbolic secant adiabatic inversion is used to achieve robust inversion over the target
volume against B1 and B0 inhomogeneities [148]. Multiple Inversion Time (TI) data are
acquired by shuffling the slice acquisition order within the package for any of the M given
delays between the inversion pulse and the first excited slice (TIapp), i.e. for a given TIapp a
total of Nspp effective TIs are obtained. To avoid contamination between tilted slice excita-
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tions and inversion pulses, the TR is extended by a recovery time T rec=6 s (figure 4.1b).
The combination of IR preparation with a rapid ZOOM-EPI readout allows the exploitation
Figure 4.1: Schematic of ZOOM-EPI multislice acquisition in the whole cervical cord, from levels
C1 to C7. Slices are grouped in packages (identified by colours); a package is acquired
in each TR (a). IR-ZOOM-EPI is implemented adding a global inversion pulse prior to
each package acquisition (i.e. in each TR). Between acquisitions of different packages,
a recovery time (T rec>5 s) is added to ensure full recovery of magnetization (b). Slice
order is shuffled within packages to avoid TR lengthening in a multi-TI experiment,
producing a number of effective TIs equal to the number of slices per package (Nspp).
of the slice shuffling mechanism to reduce dead time when large slice coverage is required.
For a given stack of Ns slices grouped in Npkg packages, and M different TIapp, resulting in
NsppM different effective TIs (TIeff), the total protocol time Tprot is:
Tprot =
M
å
i=1
NsppNpkg

TIapp;i+Dts
 
Nspp 1

+Trec

(4.1)
where uniform temporal slice spacing Dts is assumed. The sampled TIs (TIeff) can be chosen
by rearranging Dts, TIapp, and potentially M, according to the specific applications which
dictate coverage, and available scan time Tprot. Although a theoretical investigation of pro-
tocol optimization is beyond the scope of this chapter, equation 4.1 shows how different
settings of (Nspp, Npkg, M) for the same Ns can be used to reduce Tprot, therefore providing
the basis to exploit the interplay between sequence parameters Ns, Npkg, Nspp and sampling
scheme parameters M, TIapp, Dts in optimization procedures.
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4.2.2 Phantom validation
The IR-ZOOM-EPI was validated against a more standard IR approach in a phantom ex-
periment. Seven gel-filled test tubes (TO5 phantom, Eurospin II Test System, Diagnostic
Sonar Ltd., Edinburgh, UK), with T1 values ranging from approximately 0.2 s to 1.6 s, were
used.
The IR sequence chosen as a reference makes use of a non-selective adiabatic inversion
pulse (to avoid contamination from slice profile effects) and reads out a single slice (to
avoid potential contamination from MT effects). TR=10 s was considered in order to ensure
full recovery of longitudinal magnetization between inversions for all phantoms. The read-
out was a msh-EPI (EPI factor = 7), FOV=160x160 mm2, voxel size 1x1x5 mm3.
The IR-ZOOM-EPI was performed separately in each phantom (FOV=64x64 mm2, voxel
size 1x1x5 mm3), acquiring Ns=6 slices (with Npkg=1). The same TIs of the sequence pro-
posed in vivo were reproduced (see section 4.2.3 on in vivo imaging), and matched for the
standard IR. The acquisition with IR-ZOOM-EPI was performed three times on each phan-
tom, with different recovery times: T rec=10 s (to match the TR of the standard IR), T rec=8
s, and T rec=6 s (to match the in vivo application described in section 4.2.3).
The same quantification pipeline used for the in vivo application (see section 4.2.3) was
followed to generate quantitative T1 maps (no motion correction was performed). Paired
t-tests were used to assess differences between T1 estimates with the two approaches. All
versions of IR-ZOOM-EPI (at different T rec) were tested.
4.2.3 In vivo imaging
Five healthy volunteers (range age 27-37, 4 males 1 female) were enrolled in the study.
Imaging was performed on a Philips Achieva 3T (Philips Healthcare, Best, The Nether-
lands) MRI system with a 16-channel neurovascular coil, using parallel transmission tech-
nology.
The whole cervical spinal cord (i.e. C1-C7) was imaged using the following sequence pa-
rameters: FOV=64x48 mm2, in-plane voxel size=1x1 mm2, EPI train length=63, TE=22
ms, partial Fourier factor=0.6, 24 slices with slice thickness of 5mm. Magnetization recov-
ery was sampled using the IR-ZOOM-EPI sequence described above, at 12 TIs obtained by
grouping slices in Npkg=4 packages, and usingM=2 different TIapp of 100 ms and 1300 ms,
and slice temporal spacing Dts=200 ms, to produce the following TIeff =100, 300, 500, 700,
900, 1100, 1300, 1500, 1700, 1900, 2100, 2300 ms. A noise only scan obtained without RF
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and gradients, was added to characterize noise standard deviation (s ) in the quantification.
Total protocol duration was 7:06 minutes (including noise scan).
A structural 3D gradient-echo (3D-GE) scan (flip angle=7°, TR=19 ms) was acquired for
image registration and region-of-interest (ROI) definition.
The protocol was repeated in a separate session (different day, maximum interval 110 days)
for each subject to assess the reproducibility of the T1 mapping method.
Within-subject motion across time points was corrected slice-wise, by means of 2D linear
transformations with 3 degrees of freedom (FLIRT [149, 150]), using a model-based image
registration approach [151]. Straightening of spinal cords was performed on IR-ZOOM-EPI
and 3D-GE data based on [152], enabling inherent co-registration between different modal-
ities and facilitating registration of a spinal cord template to 3D-GE volumes in subsequent
analysis.
A mono-exponential signal recovery model:
S
 
TI

= jM0
 
1 2e  TIT1 j (4.2)
was fitted to magnitude data using maximum likelihood estimation, assuming Rician dis-
tributed noise, to estimate the equilibrium magnetization M0 and T1. s was obtained from
the noise only scan, after smoothing image intensities with a moving average filter (3x3
voxel kernel size) and correcting for noise floor bias [153]:
s = h
r
2
p
(4.3)
where h is the image intensity of the noise only scan, after smoothing.
Spinal cord ROIs were defined automatically via registration of a spinal cord template [154]
to each individual 3D-GE scan, separately for each session. Template registration was per-
formed using the spinal cord toolbox [155], and refined by supplying cord white (WM) and
grey matter (GM) masks obtained using [156]. Four different ROIs were selected: GM
obtained from segmentation, WM dorsal column (DC), obtained by merging the fasciculus
cuneatus and fasciculus gracilis atlases from the template, WM left lateral column (LCL)
and WM right lateral column (LCR), obtained by merging the respective spinothalamic,
spinoreticular, rubrospinal and lateral corticospinal tracts atlases from the template.
The mean T1 and standard deviation were measured in each ROI, and in the whole cord,
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for both sessions. Inter-session coefficient-of-variation (COV) was calculated for each ROI
using:
COV =
1
N
N
å
i=1
p
2
jT i;11  T i;21 j
T i;11 +T
i;2
1
(4.4)
where T1i,j refers to the mean T1 of subject i (with i=1,2,..,5) for session j (j=1,2) in a
specific ROI. Reproducibility of T1 estimates at regional level was assessed using Bland-
Altman plots, linear regression and correlation analysis. The intra-class correlation coeffi-
cient (ICC(2,1)) was calculated for ROIs pooled among subjects using a two-way random
effects model [157, 158]. The ICC measures the fraction of the total variability attributable
to differences among subject-specific ROIs.
4.3 Results
4.3.1 Phantom validation
Results from the phantom validation experiment are given in figures 4.2, 4.3 and table 4.1.
Figure 4.2 shows a comparison between T1 estimates from single slice standard IR and the
central slice of IR-ZOOM-EPI with matching T rec=10 s. Figure 4.3 shows correlations be-
Figure 4.2: Comparison of T1 estimates in phantoms between standard IR (a), and IR-ZOOM-EPI
(b). IR-ZOOM-EPI is repeated separately on each phantom (with the respective FOV
highlighted in the corner of each map). Ns=6 slices were acquired. The central slice is
shown here for the purpose of comparison.
tween T1 estimates from standard IR and IR-ZOOM-EPI at varying T rec=10, 8, 6 s (figures
4.3a, 4.3b and 4.3c respectively). Quantitative comparison between approaches is shown in
figure 4.3d.
Visually there is a strong agreement between the gold standard and IR-ZOOM-EPI. T1
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Figure 4.3: Correlation plots between T1 estimates from standard IR and IR-ZOOM-EPI with
T rec=10 s (a), T rec=8 s (b) and T rec=6 s (c). In each plot, the widths of the marker
in each direction (horizontal and vertical) correspond to the width of the relative distri-
bution (standard IR and IR-ZOOM-EPI) within the 1st and 99th percentile. The identity
line (indicating an ideal linear relationship), together with parameters for the linear fit
of T1 from IR-ZOOM-EPI against T1 from IR single slice are shown. The bar graph
(d) shows a quantitative comparison between T1 estimates in all the phantoms. Bar
height represents mean T1 value, while error bars indicate the 99th percentile of the dis-
tribution. No differences between standard IR and all versions of IR-ZOOM-EPI were
detected by a paired t-test.
mean and standard deviation are reported in table 4.1. Linear regression demonstrates an
almost perfect linear relationship between standard IR and IR-ZOOM-EPI (linear coeffi-
cient=0.99, 0.99 and 0.98 for IR-ZOOM-EPI at T rec=10, 8 and 6 s respectively), and neg-
ligible bias (intercept=1, 4, 13 ms for IR-ZOOM-EPI at T rec=10, 8 and 6 s respectively).
No differences were detected by paired t-tests (P value=0.16, 0.5 and 0.43 when standard
IR mean T1 values were compared to IR-ZOOM-EPI T1 estimates with T rec=10, 8 and 6 s
respectively).
4.3.2 In vivo imaging
An example of the data acquired with IR-ZOOM-EPI at different cervical levels is given
in figure 4.4. T1 maps at different vertebral levels of the cervical spinal cord (from C1 to
C7) are shown in figure 4.5, for two example subjects. T1 values appear very homogeneous
across all the cord levels and show very little variability between scan and rescan maps.
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T1
[ms]
IR single slice IR-ZOOM-EPI IR-ZOOM-EPI IR-ZOOM-EPI
TR=10 s T rec=10 s T rec=8 s T rec=6 s
A 902(2) 902(8) 906(9) 908(9)
B 725(3) 723(7) 726(7) 729(7)
C 274(2) 275(16) 276(18) 277(16)
D 1068(8) 1052(9) 1056(10) 1056(10)
E 1280(7) 1282(9) 1282(10) 1277(9)
F 1508(10) 1498(14) 1499(15) 1484(15)
G 556(2) 551(5) 553(5) 554(5)
Table 4.1: Mean and standard deviation (in brackets) of T1 estimates in the phantoms for standard
IR single slice, IR-ZOOM-EPI with T rec=10 s, IR-ZOOM-EPI with T rec=8 s and IR-
ZOOM-EPI with T rec=6 s.
Figure 4.4: Example of IR data acquired with IR-ZOOM-EPI at varying TIs (from 100 ms to 2300
ms) in different cervical levels from a single subject.
Whole cord T1 mean, averaged across sessions and subjects, was 1142.3(±148.2) ms.
Regional T1 values across subjects and sessions are given in table 4.2. Average T1 was
1108.5(±77.2) ms for LCL, 1110.1(±83.2) ms for LCR, 1150.4(±102.6) ms for DC, and
1136.4(±90.8) ms for GM.
Inter-session COV for different ROIs was: 0.93% for LCL, 0.89% for LCR, 0.74% for DC
and 1.02% for GM. COV for the whole cord ROI was 0.95%. Regional T1 estimates showed
good scan-rescan correlation, as demonstrated in figure 4.6a. The Pearson correlation co-
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Figure 4.5: Example of T1 maps for scan and rescan in two subjects. An example slice is shown for
each cervical level, together with the corresponding anatomical images in the top row,
for each subject.
efficient was 0.89 (P value <0.01), and the slope of linear regression was 0.73 (confidence
interval 0.54-0.92). The Bland-Altman plot in figure 4.6b shows a negligible bias between
T1 estimates (2 ms), and very narrow 95% limits of agreement (approximatively ±20 ms).
Intra-class correlation coefficient for regional T1 was 0.88 (P value<0.01, confidence inter-
val 0.71-0.95).
4.4 Discussion
In this study, we have demonstrated a new, simple, fast and reproducible method for map-
ping T1 in the whole cervical spinal cord in vivo without deviating from the standard IR
approach. Quantitative characterization of spinal cord microstructure is important in a vari-
ety of neurological disorders. More effort is required in developing robust methods to assess
it, as many aspects of spinal cord microstructure are as yet not characterized in vivo with
the current state-of-the-art of quantitative MRI.
The proposed sequence, IR-ZOOM-EPI, combines advantageous solutions for T1 mapping
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ROI
scan LCR LCL DC GM whole cord
S1
i 1080.0(61.3) 1088.7(80.3) 1134.0(61.6) 1103.3(55.3) 1113.9(80.4)
ii 1054.2(103.0) 1074.1(51.5) 1130.1(118.3) 1098.8(75.4) 1113.5(129.7)
S2
i 1097.3(52.1) 1113.3(85. 0) 1134.4(95.3) 1135.9(57.2) 1135.9(131.0)
ii 1097.5(66.1) 1117.7(75.7) 1138.7(47.6) 1141.9(64.9) 1129.8(97.1)
S3
i 1187.4(89.8) 1151.6(93.8) 1196.6(97.2) 1188.0(64.4) 1185.7(105.8)
ii 1168.5(99.1) 1155.3(98.1) 1179.9(74.1) 1166.6(66.1) 1173.3(132.7)
S4
i 1113.9(69.5) 1100.1(70.6) 1183.5(151.4) 1191.0(246.9) 1187.3(241.2)
ii 1120.1(67.4) 1113.0(77.8) 1181.8(168.9) 1142.6(119.1) 1168.0(217.4)
S5
i 1072.7(81.0) 1077.0(84.6) 1095.7(124.4) 1099.3(91.3) 1088.6(137.1)
ii 1093.5(82.7) 1110.6(115.0) 1128.9(87.0) 1096.3(67.1) 1127.0(210.3)
Mean(sd) 1108.5(77.2) 1110.1(83.2) 1150.4(102.6) 1136.4(90.8) 1142.3(148.3)
COV 0.93% 0.89% 0.74% 1.02% 0.95%
Table 4.2: Mean and standard deviation for T1 estimates in different ROIs and whole cord in the
cohort of subjects, and inter-session COV for each ROI type.
in the spinal cord. The use of a ZOOM-EPI readout to perform reduced FOV single-shot
acquisition, while limiting distortions and freezing intra-scan motion, is essential to achieve
clinically feasible protocol durations. In fact, a previous in vivo T1 mapping study in the
spinal cord using IR required 20 minutes per slice and used a large FOV [142]. In addi-
tion, the ZOOM-EPI readout is compatible with the magnetization preparation of an ideal
Figure 4.6: Correlation between T1 estimates from the first scan T1(1) and second scan T1(2) (a).
A total of 20 different mean T1 values are obtained in a scan-rescan study from four
different ROIs of five healthy subjects. Different ROI types are visualized with different
colours: left lateral column (LCL) in blue; right lateral column (LCR), in green; dorsal
column (DC) in red; and grey matter (GM) in yellow. The dashed line shows ideal
identity between T1(1) and T2(2) mean estimates. Linear fit between mean T1 estimates,
and coefficient of determination (R2) are also reported. Bland-Altman plot for absolute
agreement between T1 estimates from first scan and second scan (b). Mean bias and
95% limits of agreement are shown with the dashed line and dotted lines respectively.
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IR experiment, where inversion is performed by a non-spatially selective pulse. Since a TR
constraint (TR>>T1) is inherently in place with ZOOM-EPI to avoid cross-contamination
from the oblique excitation pulse, the use of such an inversion pulse has a limited time
penalty compared to the normal SE sequence (the maximum TR increment is always lower
than the maximum TIeff chosen). The adiabatic inversion is also robust against magnetic
field inhomogeneities, which are exacerbated in the spinal cord [6], and effects of the im-
perfect slice profile of the inversion pulse, thought to contribute to the variability of T1
measurements [135]. Together with the adiabatic inversion, slice shuffling enables the op-
timal use of scan time [147, 146, 159], as a range of effective TIs can be produced for the
same nominal TR.
The combination of these factors into a single sequence allows the design of time-efficient
T1 mapping IR protocols for the spinal cord, of comparable duration to those using the VFA
method with linear approximation fitting (usually under 10 minutes).
In phantoms, paired t-tests show that there is no evidence to reject the null hypothesis that
IR-ZOOM-EPI provides the same T1 estimates than a more standard single slice IR. While
small differences could still exist between the two approaches, they do not appear to notice-
ably impact the accurate characterization of T1. From the validation experiment in phan-
toms, it can be concluded that no systematic bias is introduced in the T1 estimation when
using IR-ZOOM-EPI.
In vivo, quantitative T1 values measured here lie within the expected range for tissues in
the central nervous system at 3T [160, 161], with WM values being on the upper side of the
reported values. This could be explained by the presence of larger white matter axons [162],
which leads to higher T1 values for constant myelin volume fraction [129], or the presence
of myelinated grey matter, as shown by histological findings [163, 136]. Other spinal cord
studies, where the T1 was not the primary parameter of investigation, have indeed reported
even higher values than those obtained here [164, 165, 60].
From scan-rescan experiments we obtained excellent measures of reproducibility. Inter-
session COV was 1% for all the ROIs considered. This suggests that the T1 can be mea-
sured precisely in the spinal cord using a relatively short protocol. Moreover the high ICC
values suggest that most of the variabilities in the T1 estimates among subjects and ROIs
derive from biological differences rather than measurement errors.
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4.4.1 Limitations
Contrary to brain T1 studies, we did not observe consistent contrast between WM and GM.
As previously reported [142], this may be due to the axial resolution used in this study
(11 mm2), which may not allow for clear delineation of the GM/WM boundaries, as well
as contamination from CSF flow. The use of higher resolution is warranted for pursuing
detailed tissue specific analysis. The choice of 5 mm as slice thickness is common in axial
spinal cord imaging, and justified by the smooth variation of spinal cord anatomy in the
cranial-caudal direction. However, the use of thinner slices could be beneficial for improv-
ing the accuracy of the tissue specific characterization, as well as for the efficacy of motion
correction techniques. Residual misalignments can in fact further confound the resultant
WM/GM separation in parametric maps.
The periodic alternation of vertebrae and intervertebral disks along the spinal cord produces
signal intensities variations in the slice encoding direction (as can be seen along columns
of figure 4.4). The trend is evident also on the M0, estimated from the mono-exponential
model given by equation 4.2, while it is greatly attenuated on the T1 maps displayed in
figure 4.5, showing only a slight decrease of T1 with the cervical level, which is consistent
with recent findings at ultra-high field [166]. However, the implementation of techniques
to mitigate signal intensity variation along the S direction, such as slice-wise z-shimming
[167], should be considered in future studies to precisely assess the impact of this effect on
T1 estimation.
4.4.2 Future improvements
The approach proposed here can be used in multimodal studies to better characterize spinal
cord microstructure. IR-ZOOM-EPI has the potential to be extended to other spinal cord
levels, as ZOOM-EPI has proven successful in diffusion studies at the lumbar level [118].
Improvement in the analysis pipeline, such the use of complex images in a five-parameter
model fitting as described in [168], can be readily incorporated in the protocol, and could
be beneficial for T1 estimation in the low SNR regime characterizing IR-ZOOM-EPI data.
Additionally, more room for optimization is available in terms of: (i) parameter precision,
via accurate selection of TIs with protocol optimization techniques [169, 170], and (ii) ac-
quisition time through combination with ultra-fast imaging techniques (e.g. SMS imaging
[32]). The singular interplay between sequence parameters already allows scan time to be
gained without needing to use acceleration techniques, i.e. Nspp and M can be arranged to
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provide a time efficient protocol even when higher Ns are used. For example, by rearranging
the Ns=24 slices acquired in this study in Npkg=3 packages, an IR protocol consisting of 8
TIeff (using M=1), spanning a similar range of the 12 TIs adopted in this study, would take
only 4:10 min.
Moreover, the sequence efficiency could be further optimized by adopting a saturation re-
covery approach instead of the inversion recovery method used here. In this type of ap-
proach, a non-spatially selective saturation pulse forces the longitudinal magnetization to 0,
avoiding the requirement to wait for the recovery of magnetisation to equilibrium necessary
when using an inversion pulse. For the same TIeff, Ns, Np, Dts used in this study, a saturation
recovery approach would result in a reduction of approximately 60% of Tprot, as T rec could
be very close to 0 (see equation 4.1). A possible drawback of such a solution is related to
the diminished signal dynamic range associated with a saturation recovery compared to an
Inversion recovery method. We plan to investigate the advantages of such an implementa-
tion in a future comparison study with the proposed IR-ZOOM-EPI.
In general, formal optimization accounting for protocol duration and TIs selection could
be devised starting from equation 4.1, to produce an optimal T1 protocol in the spinal cord
simultaneously addressing the issues of spatial coverage, SNR, protocol time, and T1 es-
timatez precision. Additional time gains could, in turn, be used to increase SNR through
signal averaging for higher resolution imaging. Alternative emerging approaches for T1
mapping, such as MR fingerprinting (MRF)[171], could allow further scan time reduction,
although its implementation to the spinal cord has not yet been proposed, and only applica-
tions to the brain are currently available.
4.5 Conclusion
In conclusion, the evidence reported here in this chapter strongly supports the use of IR-
ZOOM-EPI to perform unbiased T1 mapping using a multislice rFOV sequence (ZOOM-
EPI) in combination with the slice-shuffling mechanism to greatly improve the time effi-
ciency over conventional approaches. T1 estimates in the cervical spinal cord are repro-
ducible using IR-ZOOM-EPI. The short acquisition time and large slice coverage of this
method paves the way for accurate T1 mapping for various spinal cord pathologies.
Moreover, quantitative T1 estimation is often part of more complex quantitative MRI meth-
ods aiming at measuring myelin, such as the macromolecular tissue volume (MTV) method,
or quantitative Magnetization Transfer imaging, and T1 is itself, to some extent, an indicator
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of myelin content. Therefore a fast and robust way of measuring it opens new possibilities
for developing the aforementioned techniques in the spinal cord and to gain insights into
spinal cord microstructure in healthy and pathological conditions.
Chapter 5
Quantitative Magnetization Transfer
Imaging of the spinal cord in vivo
In this chapter a method to quantitatively map parameters of the two-pool model for the
MT effect in biological tissue is developed and applied to the human cervical spinal cord in
vivo.
The MT-weighted ZOOM-EPI sequence, introduced in chapter 3, is described in depth and
its utilization within a quantitative MT framework explained. The theory of quantitative MT
analysis, outlined in section 2.2.1.3, is adapted to the particular imaging sequence developed
herein. Additionally, protocol optimization techniques are used to guide the definition of
the acquisition parameters. Evaluation of the framework proposed is carried out through
extensive simulations, and in vivo experiment in a small cohort of healthy subjects.
The following chapter demonstrates an example of the potential of using a unified readout
for peforming quantitative MRI. Namely, ZOOM-EPI can be used as an engine to efficiently
produce different image contrasts for quantification of spinal cord microstructural parame-
ters. Here, the estimation of two-pool model parameters is shown. A natural extension of
the methods described in this chapter would be the incorporation of a DWI protocol, for in
vivo g-ratio measurement in the spinal cord.
The content of this chapter has been published in Magnetic Resonance in Medicine in
September 2017 (doi:10.1002/mrm.26909).
5.1 Introduction
The physical basis of MT effect, the theory behind quantitative MT methods, and the ratio-
nale for its application in the CNS have been described extensively in section 2.2.1.
The spinal cord is a primary location of demyelination and axonal loss in a variety of
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diseases, such as multiple sclerosis [136, 137, 138], amyotrophic lateral sclerosis [172],
spinal cord injury [173], and neuromyelitis optica [174]. Post mortem studies have
demonstrated focal and diffuse abnormalities in cord WM and GM in these conditions
[136, 138, 175, 176, 177]. The development of MRI methods to sensitively, and ideally
specifically, look at myelin in the spinal cord are therefore an urgent need, to provide better
explanation of clinical symptoms, to improve the accuracy of current prognosis and to en-
able the assessment of emerging neuroprotective or reparative treatments.
As described in section 2.2.1.4, qMT methods enable quantitative inferences on the macro-
molecular component of tissues which have been shown to correlate with myelin content
[54, 178, 55]. Therefore, qMT is of particular interest for spinal cord imaging, although so
far the technique has mainly been applied in the brain [179, 44, 180, 181, 182].
The translation of qMT to the spinal cord has proven challenging for several reasons: the
demands of high-resolution (to depict spinal cord structure) and, at the same time, adequate
SNR images to robustly perform quantitative model fitting result in prohibitive qMT pro-
tocol lengths, not feasible in clinical practice. Furthermore, quantitative MRI of the spinal
cord is hindered by high susceptibility to motion artefacts and physiological noise [7, 6].
There are only a few studies that have carried out qMT examinations in the spinal cord in
vivo. qMT has been used to detect differences between healthy subjects and patients af-
fected by adrenomyeloneuropathy, a neurological disorder characterised by demyelination
without an inflammatory component [183]. However, parameter estimation was performed
at a region-of-interest (ROI) level, and a single RF irradiation power was used to limit pro-
tocol length to 32 minutes at 1.5T.
A simplified version of the full qMT approach in the spinal cord has also been proposed
[184]. In that study, high-resolution BPF maps were obtained within 10 minutes following
a single MT-weighted acquisition by exploiting model approximations believed to hold in a
variety of cases [185]. Although high WM/GM contrast and good sensitivity to pathology
were shown, the large number of assumptions made to perform a single-point fit can have
an impact on the accuracy of the BPF estimation, due to unmet conditions in other fixed
model parameters, especially when applied to disease.
Preliminary results were also presented using a selective inversion recovery sequence at 7T
[186], where again, despite the use of ultra-high field, data had to be averaged within ROIs
prior model fitting to allow robust parameters estimation.
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The above approaches are very diverse in nature, rely on several assumptions, or have as yet
only been conducted in the form of preliminary feasibility studies. As a result, qMT model
parameter characterization in the spinal cord is fragmentary and the agreement between re-
sults in literature is only partial.
In this work we propose a novel framework to foster the implementation of qMT in the
spinal cord in vivo, tackling the whole chain, from pulse sequence design, to signal mod-
elling, and optimization of sampling scheme, in order to enable robust assessment of qMT
model parameters in acceptable scan times. In particular, the MT-weighted ZOOM-EPI se-
quence described in section 3.3.3 is combined with a dedicated model for unbiased param-
eter estimation. The sampling scheme is optimized via Cramer-Rao-Lower-Bound (CRLB)
minimization, and the reproducibility of qMT metrics is demonstrated in a cohort of healthy
volunteers at the cervical level.
This framework will easily adapt to other situations where rFOV imaging may be beneficial
for assessing indices sensitive to macromolecular components of tissues.
5.2 Methods
The novel framework, consisting of pulse sequence and signal model developments, and
protocol optimization, is described below and tested through simulations and in vivo exper-
iments.
5.2.1 Pulse sequence
As described in section 3.3.3, MT sensitization is achieved via a train of off-resonance
RF pulses preceding acquisition of each package of ZOOM-EPI (figure 5.1a-c). In this
configuration, Nspp slices experience the same MT pulse train as they are acquired sequen-
tially following a MT preparation. As a consequence, the delay td between the end of the
off-resonance saturation and each slice excitation is dependent on the slice order of the
package, and will contribute to create different MT weighting between slices. To homog-
enize the MT weighting across slices, the acquisition is repeated Nspp times, reshuffling
the slice order within each package and averaging the slice signal obtained from each se-
quence repetition (Figure 5.1c). By doing so, slices are reconstructed with homogeneous
MT weighting and benefit from increased SNR following signal averaging (theoretically by
a factor
p
Nspp).
The same shuffling mechanism is employed for the acquisition of the non-MT-weighted im-
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ages (commonly referred to asM0 images, in analogy with b0 images in diffusion-weighted
protocols) used for signal normalization prior to model fitting. Such a mechanism allows,
through image normalization, compensation for any potential slice-dependent off-resonance
effect induced by the excitation/refocusing of neighbouring slices, as quantified through
simulations shown in figure 5.10.
Acquisition parameters are given in section 5.2.5.
5.2.2 Signal model
Traditional MT acquisitions in the steady-state regime would require the use of long trains
of MT pulses (>2 s) [43, 45, 46, 47]. To exploit the separation of MT preparation from
image acquisition for time efficient protocols, trains of pulses have to be shortened. As a
consequence, a steady-state MT saturation cannot be established.
The numerical model based on the coupled Bloch equations [48] can be adapted to predict
the signal acquired with the sequence described above and estimate fundamental model pa-
rameters, accounting for the non-steady state condition. The model integrates the two-pool
Bloch equations describing the evolution of the three components (x, y and z) of the mag-
netization of both pools undergoing exchange and saturation (see equations 2.24). Given
the extremely short T2B, the transverse components of bound pool magnetization can be
discarded. Using the same formalism adopted in [52], two-pool Bloch equations can be
given in the form of homogeneous differential equations, with the following matrix repre-
sentation:
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Above, D is the frequency offset of the MT pulse (in Hz); w1=g B1(t) the time dependent
amplitude of the MT pulse expressed (in rad/s), characterized by peak amplitude B1 (in
T) and shape function s(t), i.e. B1(t)=B1s(t); R1F and R1B the longitudinal relaxation rates
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Figure 5.1: Portion of spinal cord imaged in the sagittal view (a), with details of the prescribed
slices with ZOOM-EPI (b). Outlined in bold (1, 4, 7, 10) are slices belonging to the
same package, that are acquired within the same TR. Slice order within a package is
shuffled over different sequence repetitions (c), resulting in different delays td between
train of pulses and slice excitation. If a number of sequence repetitions which is a mul-
tiple of Nspp (Nspp=Ns/Npkg; Ns=number of slices, Npkg=number of packages) is pre-
scribed, images can be reconstructed from the average of all slice order configurations,
resulting in a homogeneous weighting among different slices. Sequence parameters (N,
B1, t , Dt, td and offset frequency D) are accounted for in a quantitative setting by an ad-
equate modelling procedure that iteratively solves the two-pool model Bloch equation
(equation 5.1), through the exponential matrix formalism, using a constant piecewise
approximation (discretization step h=100ms) for the time dependent function w1(t) de-
scribing the off-resonance saturation (d).
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of the two pools; T2F the transverse relaxation time of F; RrfB the rate of saturation of B
(proportional to the super-Lorentzian absorption line shape [187], dependent on T2B); kFB
the forward exchange rate; and BPF is:
BPF =
MB0
MB0 +M
F
0
(5.3)
where M0F and M0B are the equilibrium magnetizations of the two pools.
The model assumes full relaxation between shots of MT-weighted ZOOM-EPI. Within each
package magnetization evolution is predicted by iteratively solving Equation 5.1, after re-
placing the time continuous function w1(t) with an appropriate piecewise approximation.
Such a function contains the discretized version of the train of MT pulses used (discretiza-
tion step h=100 ms) and free precession periods (i.e. when w1(t)=0) of length td according
to the position in the package of the slice currently being acquired, as outlined in figure
5.1d.
In addition to the frequency offset D, the model explicitly accounts for pulse duration t ,
pulse peak amplitude B1 (instead of coupling them into the effective flip angle q ), pulse
shape s(t), inter-pulse gap Dt, and number of pulses in the train N, which define w1(t) over
the time period considered in the numerical integration. It also accounts for different delays
td resulting from signal averaging while shuffling slices over sequence repetitions (figure
5.1d).
The model can be fitted to a set of MT-weighted images to estimate BPF, T2F, T2B and kFB,
in combination with a separate measurement of the longitudinal relaxation time T1obs.
5.2.3 Protocol optimization
CRLBs are theoretical lower limits for the variance of parameter estimates [188], and are
often used in MRI protocol optimization (see [189, 190, 191, 192] amongst others).
Here CRLB theory is applied to derive combinations of sequence parameters ps =
B1 D t Dt N

that maximize the precision of estimated model parameters pm =
BPF TF2 T
B
2 kFB

.
The search is framed in terms of an optimization problem: combinations of ps that mini-
mize the mean weighted sum of pm CRLBs, for a set of K measurements, are defined as an
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optimized sampling scheme. The cost function V to minimize is:
V
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where

F 1

ii represents the i
th diagonal element of the inverse of the Fisher matrix F, pi
is the ith element of the vector pm, and M the total number of model parameters. Equation
5.4 states that V is the sum of the squared ideal coefficients of variation (CV) of model
parameters pm. The weights wi are used to select which model parameter to include in V,
and therefore assume values wi=[0,1].
Knowledge of pm is needed in equation 5.4 to solve for optimal ps. To account for het-
erogeneity in biological tissue, in practice V in equation 5.4 is averaged over NT different
plausible tissue configurations pm,n (with n=1,...,NT), taken from previous published studies
and summarized in table 5.1.
BPF T2F T2B kFB
[n.u.] [ms] [ms] [s-1]
i WM 0.17 23 13 2.3
GM 0.07 41 12 1.08
ii WM 0.15 37 12.3 4
GM 0.07 51 10.6 1.8
iii WM 0.14 37 12 4.3
iv whole cord 0.09 40.6 9.7 1.1
Table 5.1: Set of tissue configurations pm used in the optimization of the qMT sampling scheme.
Values are taken from various qMT studies performed in the brain and spinal cord: (i)
[52]; (ii) [193]; (iii) [44]; (iv) [194]. Combinations are chosen to span variability of
tissue parameters shown both in white matter (WM) and grey matter (GM), and spinal
cord (whole cord).
Optimal sequence parameters are obtained via minimization of the quantity V, performed
using a self-organizing migratory algorithm (SOMA) [195], as in Alexander et al. [196].
To reduce the risk of incurring local minima, T2F is excluded from equation 5.4, by setting
w =

1;0;1;1

. Previous studies have shown that this parameter is characterized by larger
variability compared to other qMT parameters [48, 49]. However, it does not directly reflect
properties of the macromolecular pool and it can be estimated separately with approaches
other than qMT, therefore it can be regarded as being of minor importance compared to
BPF, T2B and kFB.
Simultaneous optimization of all ps could be impaired by the presence of local minima,
given the model used (which requires numerical computation). We opted for optimizing
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only for (D, B1) pairs, similarly to other studies [189, 197, 198]. The remaining sequence
parameters (t , Dt, N) are selected with a heuristic approach by comparing a posteriori val-
ues of V for optimizations at several combinations of (t , Dt, N). We adopted the following
approach: (i) the effect of train length is investigated by optimizing for (D, B1) at different
N=10, 20, 30, 40, 50, 60 with fixed tnDt=20 msn20 ms; (ii) once an optimal train length
Nopt is determined, the effects of t and Dt are separately tested by running optimization of
(D, B1) at different values of t , with fixed Dt=20 ms, and vice versa (fix t=20 ms), to select
topt and Dtopt. The following values were tested: t=10, 15, 20, 30, 40 ms, Dt=1, 10, 20, 40,
100 ms; (iii) final optimization of (D, B1) is performed with (t , Dt, N)=(topt, Dtopt, Nopt).
All optimizations were performed with K=14 sampling points, to produce a protocol con-
sisting of 15 image acquisitions (including one M0 image), similar to protocols used in the
brain. However, the approach can be generalized to a smaller/larger value of K to allow for
shorter/longer scan times. During optimization B1 was constrained to be below the max-
imum peak amplitude achievable (13 mT), and simultaneously to avoid SAR deposition
above 75% of the maximum allowed value. D was allowed to vary between 1 kHz and 100
kHz. All optimizations were performed assuming SNR=25 in the M0 image, which is plau-
sible for the TE and resolution used here, given previously reported SNR values with the
same readout and instrumentation [117] (see also figure 3.5).
To provide a comparison, a non-optimized protocol, referred to throughout this chapter as
the uniform protocol, was also devised. The uniform protocol is designed to resemble stan-
dard qMT protocols [179, 193]. MT-weighted data points (a total of K as for the optimized
protocol) are equally split in two different RF power levels (identified with two distinct
B1) defined as 80% and 30% of the maximum SAR level allowed in the optimization. At
each B1 level, D are logarithmically spaced between 400 Hz and 20 kHz [179]. The same
(topt, Dtopt) pair was used for the uniform protocol, whilst in order to ensure that the system
approach the steady-state condition, which is met in standard qMT experiments, a train of
N=50 pulses was chosen, as the maximum length available for the B1,max, t and Dt selected.
Details of the uniform and optimized protocols are given in table 5.2.
5.2.4 Simulations
The efficacy of optimization was tested using Monte Carlo simulations.
Synthetic qMT datasets were computed using the optimized and uniform schemes of table
5.2. NMC=1000 realizations were generated by adding Rician-distributed noise at different
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uniform optimized
q D q D
[°] [Hz] [°] [Hz]
601 400 378 1018
601 768 383 1031
601 1474 385 1029
601 2828 393 1311
601 5429 426 1706
601 10420 456 2102
601 20000 1427 13710
1100 400 1464 1000
1100 768 1466 3250
1100 1474 1467 3517
1100 2828 1470 3348
1100 5429 1471 3283
1100 10420 1471 3420
1100 20000 1471 13985
Table 5.2: MT-weighted sampling points (flip angle (q ) and offset frequency (D)) for the uniform
(left) and optimal (right) protocols. MT-weighted data points are given as effective flip
angle (in °) and offset frequency (in Hz) pairs. Pulse duration and pulse gap are the same
for the two protocols (15ms/15ms), while pulse train lengths are different (N=50 for the
uniform protocol in order to achieve steady-state conditions as in previous qMT studies,
N=25 for the optimal protocol). The MT pulse shape is sinc-Gaussian with no lobes.
SNR levels (100, 50, 25, 18, 12). For each signal realization, one of the tissue parameter
configurations of table 5.1 was randomly chosen, and perturbed. Random perturbations
were sampled from normal distributions with standard deviation of 0.02, 0.01 ms, 1 ms and
0.4 s-1 for BPF, T2F, T2F and kFB respectively.
Simulated signals were fitted with the model described in the section 5.2.2 and percentage
errors on model parameters calculated. All model parameters were fitted, and the same
T1obs used for generating the signal was used in the fitting.
Additional simulations were performed to investigate the effect of: (i) including the model
parameter T2F in the protocol optimization; (ii) errors in pulse amplitude B1 and frequency
offsets D (i.e. B1 and B0 errors) on parameter estimates, for both the optimized and uniform
protocols.
5.2.5 In vivo imaging
Five healthy volunteers (3M/2F, 27-40 years old) were scanned. One volunteer underwent
repeated scans (3 times) in separate sessions, within 5 days. All volunteers gave informed
consent and the study was approved by the local research ethics committee.
Imaging was performed on a 3T Philips Achieva system (Philips Healthcare, Best, The
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Netherlands). The full protocol consists of both optimized and uniform qMT acquisitions,
and an IR acquisition for T1obs estimation, shared between qMT protocols.
MT data acquisition was performed with the MT-ZOOM-EPI sequence (see section 5.2.1)
with: FOV=48x39 mm2, in-plane resolution 0.750.75 mm2, Ns=12 axial 5-mm thick
slices centred at the C2/3 disk level, TE=28 ms, partial Fourier imaging factor=0.6. Nspp=4
slices were acquired after every off-resonance pulse train (td=18, 112, 206, 300 ms) re-
sulting in a TR of 7786 ms and 7037 ms, and a total duration of 23:44 minutes and 21:27
minutes for the uniform and optimized protocols, respectively.
T1 estimation was performed using the IR-ZOOM-EPI sequence presented in chapter 4.
Magnetization recovery was sampled at 8 effective inversion times (TImin/Dt=100 ms/350
ms), same FOV, TE, and signal averages as the MT-weighted acquisition, TR=10550 ms,
for a total duration of 15:06 min.
Prior to fitting, motion within modalities was corrected slice-wise using FLIRT from FSL
[149], and the spinal cord was straightened [152], to co-register the IR and qMT datasets to
each other.
To evaluate protocol optimization in vivo, pooled histograms of model parameters were
created for uniform and optimized protocols, and inter-subject CVs calculated. Addition-
ally, from the repeated dataset a reproducibility figure for each parameter was calculated
voxelwise. The reproducibility index I of a model parameter pi was defined as [199]:
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where max() and min() are evaluated over the 3 experiment repetitions. I(pi) spans from 0
to 1, where 1 indicates ideal reproducibility. Differences between optimized and uniform
samplings were explored using a Kolmogorov-Smirnov (K-S) test for differences between
distributions of I(pi) over the whole cord (significance level P<0.05).
5.3 Results
The optimization framework enables the use of non-steady-state sequences for accurate fit-
ting of qMT model parameters, as shown in figure 5.2. For a given configuration (t , Dt),
errors on fitted parameters can be made almost independent of the length of MT saturation
pulse train (figure 5.2b) through adequate selection of sampling points, achieved via CRLB
optimization. The example given in figure 5.2b shows that a train of N=20 MT pulses (pro-
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Figure 5.2: Percentage errors on fitted parameters obtained from Monte Carlo simulations
(NMC=1000 repetitions) for uniform sampling (a) and optimized sampling (b) for a
varying number of pulses N and fixed tnDt=20 msn20 ms combination. Dashed lines
represent the median of error distributions, shaded areas span from the 25th to the 75th
percentiles of the distributions. Model parameters considered in the optimization are
shown: BPF (blue), T2B (orange) and kFB (green). Optimized selection of (D, B1)
pairs reduces parameter errors compared to uniform sampling, and greatly mitigates the
dependency of the error on the length of the train N, allowing the use of shorter, more
time-efficient saturation schemes.
ducing a saturation of 800 ms duration) is comparable in terms of estimation errors to a train
of N=60 MT pulses (of 2400 ms duration). This is in contrast to uniform sampling (figure
5.2a), showing instead a strong dependency on N. As expected, errors on fitted parameters
are reduced in the optimized protocol compared to the uniform protocol.
The length N=25 was identified as the threshold at which parameter errors cease to display
dependency on pulse train duration, for the given configuration (t , Dt), and was therefore
used as the optimal length Nopt in the subsequent experiments.
Results of the heuristic search for optimal parameters topt and Dtopt are shown in figures
5.3a and 5.3b respectively. Individual parameter contributions and the total cost function V
show similar trends in both tests (varying t at fixed Dt, and varying Dt at fixed t). Evidence
from the combinations tested (t , Dt) shows that optimal values for both t and Dt at Nopt=25
are between 15 ms and 20 ms. We therefore chose (topt , Dtopt) = (15 ms, 15 ms) as it pro-
duces a train of pulses of shorter duration.
Table 5.2 reports the K=14 optimized pairs (D, B1) selected by CRLB minimization with
topt , Dtopt, Nopt=15 ms, 15 ms, 25; together with those defined through uniform sampling
with tuni, Dtuni, Nuni=15 ms, 15 ms, 50. Optimized sampling included points at high B1 val-
ues, close to the maximum allowed (12 mT producing an effective flip angle qmax=1480°),
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Figure 5.3: Heuristic search for optimal pulse duration (t) and pulse gap (Dt), at optimal train length
Nopt=25. Optimal cost function V values for different t at fixed Dt=20 ms, and different
Dt at fixed t=20 ms are shown in a and b respectively. Spline interpolation between
tested configurations is added to the graph (dashed lines), to guide the choice of topt
and Dtopt. The individual contribution of each parameter to the cost function, given by
the square of the theoretical CV (obtained from CRLB), is also shown for BPF (blue),
T2B (orange) and kFB (green). Arrows indicate approximate location of minimal value
of V as a function of the inspected parameters.
and low B1 values. Various frequency offsets are selected, between 1 kHz and 2 kHz, as
well as at higher values (i.e. 13-14 kHz).
Results from Monte Carlo simulations are shown in figure 5.4 for optimized and uniform
protocols. CRLB minimization is reflected by a reduction in the variance of parameter
errors in simulations, which is consistent at different SNR levels, and becomes more pro-
nounced at lower SNR. Simulations show that improvements are expected for all the model
Figure 5.4: Percentage errors on fitted parameters obtained from Monte Carlo simulations for uni-
form (unfilled boxplots) and optimal (filled boxplots) protocols at different SNR levels.
The optimal protocol produces unbiased and more precise estimates for all the parame-
ters considered: BPF (blue), T2B (orange) and kFB (green). Improvements are consis-
tent at every SNR level, including realistic scenarios for spinal cord imaging (SNR<25).
Estimation of T2F, on the other hand, is more precise for the uniform protocol.
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parameters included in the optimisation (BPF, T2B and kFB), with a stronger effect on the
exchange rate kFB. T2F is found more precisely estimated in the uniform protocol than the
optimized protocol. However, its inclusion in a further optimization does not improve es-
timation of the remaining model parameters when compared with the optimized protocol
proposed here, as shown in figure 5.5.
Figure 5.5: Percentage errors on fitted parameters obtained from Monte Carlo simulations for op-
timized protocol without including T2F (filled boxplots) and full optimized protocol
including T2F (unfilled boxplots) at different SNR levels. The effect of a noisier esti-
mation of T2F does not affect other parameter estimates when sampling schemes are
optimized, even at low SNR. Variance of errors on the remaining model parameters is in
fact comparable in the two cases, with precision of kFB being more effectively improved
when optimization does not include T2F.
Optimized and uniform protocols show a similar dependency on B1 errors (figure 5.6b).
On the other hand, the optimized protocol appears more robust to B0 errors compared to
the uniform one, with distributions of parameters errors within the range [-10%, +10%] for
BPF, T2B and kFB, for B0 variations up to 50 Hz (figure 5.6a).
Figure 5.7 shows parametric maps for both the uniform and optimized protocols for all
model parameters, from a few example slices in different subjects.
Improved spatial homogeneity is visible in kFB and T2B maps estimated from the optimized
protocol. On the contrary, T2F appears smoother when estimated from uniform sampling.
Furthermore, systematic differences can be noticed between uniform and optimized proto-
col maps. T2B seems to be underestimated in the uniform protocol, confirming the trend
seen in simulations shown in figure 5.4 at decreasing SNR.
Table 5.3 shows mean and standard deviation for qMT model parameters and T1obs for each
subject, the inter-subject CV of means, and reproducibility indices calculated voxelwise for
the repeated scan, over the whole upper cervical cord (levels C1-C4).The effect of the proto-
col optimization procedure can be straightforwardly appreciated by comparing the standard
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Figure 5.6: Effect on qMT model parameter estimates of simulated errors on MT pulse offset fre-
quency (D) in panel a, and MT pulse amplitude (B1) in panel b, for both optimized and
uniform protocols (filled and unfilled boxplots, respectively). Errors were introduced
by adding a shift in the offset frequency (DB0= -200, -100, -50, -20, -10, 10, 20, 50, 100,
200 Hz) or a scaling factor (DB1=0.8, 0.85, 0.9, 0.95, 1.05, 1.1, 1.15, 1.2), to the pulse
amplitude respectively while generating synthetic signals (at SNR=100). Nominal val-
ues for D and B1 were instead used in the fitting. The optimized protocol appears more
robust than the uniform protocol to B0 errors, with BPF, T2B and kFB error distributions
within the [-10%; 10%] error range for the B0 variations expected in the spinal cord (up
to 70 Hz). Both protocols appear to be similarly affected by B1 errors, with trends repli-
cating previous findings on the effects of B1 errors on qMT model parameters [200].
deviation over the whole cord of parameter estimates, which are substantially reduced for
T2B and kFB in each subject, as shown by table 5.3.
Reproducibility indices are shown as parametric maps in figure 5.8. The Kolmogorov-
Smirnov test confirmed that T2B and kFB were significantly more reproducible for the op-
timized protocol compared to the uniform protocol (P value <<0.05). No difference was
detected for BPF reproducibility. T2F, although not included in the optimization, showed
a statistically significant higher reproducibility (P <<0.05) when using the uniform sam-
pling.
Figure 5.9 shows distributions of model parameters for uniform and optimized protocols,
pooled among subjects, confirming findings provided by the single subject reproducibility
test.
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Figure 5.7: Spinal cord T1obs (black), BPF (blue box), T2F (yellow box), T2B (orange box) and
kFB (green box) maps in 2 example slices from different subjects. For qMT parame-
ters, maps obtained from both uniform and optimal protocol are shown. Greater spatial
homogeneity is appreciable in kFB maps obtained from the optimal protocol.
5.4 Discussion
This chapter describes a novel framework for qMT experiments in vivo in the cervical spinal
cord that minimizes the number of assumptions in the analysis. The major challenges limit-
ing the application of qMT in the spinal cord to date are: (i) the need for high-resolution data
to depict the spinal cord in detail; (ii) the acquisition of enough data-points to accurately
and reproducibly estimate all the model parameters (BPF, T2F, T2B and kFB) and T1obs;
and at the same time (iii) the need to keep the overall protocol duration within clinically
acceptable limits. The framework we propose allows these challenges to be tackled with
higher flexibility than solutions that have been investigated so far.
5.4.1 Sequence and signal modelling
Spinal cord coverage and in-plane resolution needs are addressed by the use of the ZOOM-
EPI readout, as described in section 3.2. Time-efficient generation of MT-weighting is
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Parameters
subj prot BPF T2F T2B kFB T1obs
[n.u.] [ms] [ms] [s-1] [s]
i unif 0.12(0.04) 38.7(26.9) 11.5(3.0) 2.71(1.54) 1.11(0.10)
opt 0.12(0.04) 45.1(27.0) 11.1(1.6) 1.88(0.48)
Iunif 0.74(0.17) 0.66(0.23)* 0.83(0.11) 0.57(0.27) 0.94(0.05)
Iopt 0.74(0.16) 0.62(0.23) 0.87(0.13)* 0.81(0.20)*
ii unif 0.11(0.03) 38.3(22.0) 10.7(2.5) 2.41(1.25) 1.13(0.12)
opt 0.11(0.04) 46.7(21.3) 11.3(1.9) 1.95(0.66)
iii unif 0.13(0.05) 36.7(21.0) 11.1(2.5) 2.20(1.30) 1.15(0.10)
opt 0.12(0.05) 44.6(27.2) 10.6(1.4) 2.04(0.75)
iv unif 0.10(0.03) 46.6(26.0) 9.9(2.3) 2.50(1.17) 1.14(0.10)
opt 0.10(0.03) 49.1(21.9) 11.0(1.0) 1.90(0.52)
v unif 0.12(0.04) 43.0(28.8) 10.4(2.6) 2.56(1.38) 1.14(0.16)
opt 0.11(0.03) 46.9(25.9) 11.1(1.7) 1.99(0.53)
Mean unif 0.12(0.01) 40.7(3.6) 10.7(0.6) 2.47(0.17) 1.13(0.01)
sd opt 0.11(0.01) 46.5(1.6) 11.0(0.2) 1.95(0.06)
CVinter unif 7.37% 8.93% 5.27% 6.78% 1.03%
opt 7.31% 3.36% 2.14% 2.87%
(*) statistically significant (P value <0.05)
Table 5.3: qMTmodel parameters estimated in the cohort of five subjects for uniform (first row) and
optimized (second row) protocols. Whole cord mean and standard deviation (in brack-
ets) are reported. Means and standard deviations of the reproducibility index, calculated
using equation 5.5, are also shown for subject i. (*) refers to significantly improved repro-
ducibility as measured by the Kolmogorov-Smirnov test (P value<0.05) on distributions
of I over the whole cord for either the uniform or optimized protocol when compared to
one another. Inter-subject mean and CV are given at the bottom.
achieved by adding a train of off-resonance pulses prior to the acquisition of a package,
exploiting the intrinsic constraints TR>>T1 of the ZOOM-EPI sequence. Such a scheme
allows the acquisition of a single MT-weighted data-point in  20 s, for the typical cervical
cord coverage and resolution used in quantitative studies (i.e. 6-8 cm as coverage in the
foot-head direction, using 5 mm as slice thickness).
Two main features, specific to this approach, are introduced regarding the MT-weighting:
(i) a time dependency (i.e. the length of the off-resonance saturation); (ii) a spatial depen-
dency (i.e. the slice position within a package).
When using MT-ZOOM-EPI, generating the steady-state MT effect (by applying trains of
pulses with duration of the order of seconds) would compromise the claimed time efficiency
of the sequence. CRLB optimizations, though, clearly demonstrate that even if MT weight-
ing depends on pulse train length, the effect the latter has on model parameter estimates
is greatly reduced when MT-weighted sampling points are optimized, resulting in similar
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Figure 5.8: Reproducibility index maps for T1obs (black), BPF (blue box), T2F (yellow box), T2B
(red box) and kFB (green box) in all the slices acquired (from C1 at the top to C4 at
the bottom) for uniform and optimized protocols. Reproducibility index I for a given
parameter p is calculated from the three repeated acquisitions using equation 5.5, and
ranges between [0,1] (the higher, the more reproducible the metric is). Improved re-
producibility of parameters with the optimized scheme are found for T2B and kFB . No
differences are detected for BPF, while T2B shows higher reproducibility in the uniform
protocol. Note also the exquisite reproducibility of the T1obs estimates obtained with
the matched readout IR sequence used in this study.
performances between pulse trains of different N. Figure 5.2 is representative of such an
effect.
In the proposed sequence, the MT weighting varies among slices belonging to the same
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Figure 5.9: Pooled histograms of model parameters over the cohort of 5 subjects for uniform (red
distributions) and optimized (black distributions). Protocol optimization produces nar-
rower distributions for T2B and kFB, confirming evidence from the single subject repro-
ducibility study.
package, as these are collected sequentially following the same preparation train: an in-
creasing effect of T1 relaxation is expected to reduce MT weighting for slices acquired
later on. This fact will introduce bias in the quantitative analysis, if not properly addressed.
However, the slice order can be shuffled in each sequence repetition to homogenize the MT
weighting across different data-points [147, 120]. Shuffling can also be performed within
signal averaging repetitions, provided that the number of averages is a multiple of Nspp,
resulting in homogeneous MT weighting across slices for each MT-weighted data-point.
This latter solution has been considered when designing the qMT protocol developed in
this chapter for spinal cord imaging.
Furthermore, normalizing the MT-weighted signal by an M0 image obtained with the same
slice-shuffling mechanism provides an inherent correction for the additional MT weighting
arising from the multislice acquisition module employed after the MT preparation, which
could be up to 8% of the full signal for the particular sequence used in this study, as shown
by simulation results summarized in figure 5.10. When such a normalization is used, the
difference between model predictions and the simulated signal, accounting for inter-slice
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on-resonance MT effect, was always below 0.6% over a wide range of sampling points and
tissue parameter configurations in simulations, as shown in figure 5.11.
Figure 5.10: Effect of off-resonance saturation due to a train of on-resonance SE modules in a mul-
tislice acquisition, simulated within a package of ZOOM-EPI acquired with ascending
(a), interleaved (b) and descending (c) order. Signal intensity for each slice in the pack-
age (numbers 1, 4, 7, 10) is plotted along the rows, whereas each column represents a
different sequence repetition, where the slice order is shuffled. The actual slice acqui-
sition order of each repetition is reported at the bottom of each column. The MT effect
was simulated using the two-pool model and results were averaged over 100 combi-
nations of model parameters (randomly sampled from distributions of BPFN(0.13,
0.02), T2FN(46.5 ms, 5 ms), T2BN(11 ms, 1 ms), kFBN(1.95 s-1, 0.2 s-1), and
T1N(1.1 s, 0.1 s). The effect of other slices in the package being off-resonance dur-
ing on-resonance SE can be visualized for the MT-ZOOM-EPI sequence used in this
study. However, given the limited number of slices per package (Nspp=4), and the
relatively long interval between on resonance excitations (Dts=91 ms), this additional
saturation was found not to exceed 8% of the unsaturated signal in all the simulated
cases.
The additional degrees of freedom in the acquisition (N and td) are accounted for by imple-
menting an appropriate model, first described by Portnoy et al. [48] and further developed
for in vivo qMT in the brain [52]. This model was essential to achieve unbiased parameter
estimates for images acquired before a steady-state is established (e.g. when using short
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Figure 5.11: Simulations of the effect of off resonance saturation due to on resonance SE multislice
acquisition on quantitative modelling. MT weighting produced by a train of N=25
pulses at 5 different flip angles (370°, 650°, 930°, 1205°, 1485°) for 50 offset fre-
quencies, logarithmically spaced between 500 Hz and 100 kHz, is shown in red. The
acquired signal undergoes longitudinal relaxation due to the varying distance between
the end of the pulse train and on-resonance excitation, averaged among different de-
lays td, and concomitant off-resonance saturation due to on-resonance SE, dependent
on the current slice position within the package. The full MT signal is shown in blue.
Prior to model fitting, MT-weighted images are normalized to a reference image, M0,
acquired with the same shuffling strategy. Normalized MT-weighted signal is shown
in black. For quantitative parameters estimation, on-resonance induced saturation is
neglected and only the effect of averaging between different td is taken in to account.
Model predictions are shown by the black dots. It can be appreciated how the normal-
ization with an averagedM0 provides a correction for the inter-slice MT effect (which
is inherently present in the normalization term), resulting in only minor discrepancies
between the acquired signal and model predictions (average errors over all data points
and 50 different tissue configurations is below 0.6%). The normalization corrects for
most of the difference between model predictions (black dots) and MT signal (blue
lines) as shown by the greatly reduced average errors (from 4% to 0.6%). All
slices in a ZOOM-EPI package are shown in different panels (interleaved order in the
acquisition is assumed).
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trains of pulses) and during transient evolution of the magnetization (producing different
td), as shown in figure 5.4 where width of error distributions is minimal at high SNR, inde-
pendently from the type of protocol used.
The framework is integrated with a separate T1 measurement obtained from the IR-ZOOM-
EPI sequence described in chapter 4, therefore adopting the same readout used for MT-
weighted acquisition. In this way, the co-registration step is greatly improved, given simi-
larities between the two datasets (also in terms of EPI-like distortions). This is essential to
minimize error propagation into qMT parameters due to potential registration errors with
the estimated T1 maps. In general, the choice of ZOOM-EPI to carry out qMT examination
enables images with additional contrast, such as diffusion-weighted images, to be acquired
in the spinal cord in the same fashion for further multi-parametric analysis. Furthermore,
the development of qMT with a rFOV approach could prove beneficial in other challenging
imaging environments, such as cardiac, prostate, optic nerve and musculoskeletal imaging.
5.4.2 Protocol optimization and model parameters estimation
The numerical model used here, whilst introducing a considerable computational burden,
gives full control on sequence parameters, which we try to exploit through protocol opti-
mization techniques. qMT protocol optimisation has already been investigated in previous
studies [189, 197, 198, 191] where sampling schemes were optimized by selecting D and
q using standard analytical models. Here, we considered a more general MT model and
used CRLB theory to optimize D and B1, while the remaining sequence parameters (N,
topt, Dtopt) were selected by searching for their best combinations. We cannot disregard the
possibility that the heuristic approach followed to determine (topt, Dtopt, Nopt), could lead
to suboptimal protocols. Ideally, a simultaneous optimisation of all sequence parameters
would be preferable, but this would require substantial modifications to the SOMA algo-
rithm, in order to account for the interdependencies between different sequence parameters
to be optimized.
An intermediate approach between the heuristic search implemented here and a full opti-
mization of ps would be to optimise sampling points split among more configurations of (t ,
Dt, N). As shown in figures 5.3a and 5.3b, expected CVs for individual parameters follow
different trends at varying t and Dt: optimisation of BPF tends to favour slightly longer t
and Dt, while kFB benefits from shorter pulse repetition time (t+Dt). Similarly, from figure
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5.2, BPF errors seem to stabilize at higher N compared to kFB. The single configuration for
(topt, Dtopt, Nopt) chosen in this study, based on the trend of the overall cost function value
V, could have contributed to the lack of clear improvement that we observed in the BPF in
vivo.
Alternatively, protocol optimization could be used to target only a specific parameter [197],
by nulling other entries in the weights vector w. This could allow the definition of reduced
protocols to robustly estimate BPF, while still performing a full qMT model fitting, without
introducing any limiting assumptions on other model parameters.
The pattern of optimized sampling points reported in table 5.2 shows interesting similarities
with previous qMT protocol optimizations using CRLB with analytical models [189, 197].
Common features are the presence of repeated points (we counted 8 approximately unique
points), the sampling at very high D values (that are likely to produce very little MT satu-
ration), as well as points at the lowest offset allowed (D=1 kHz). The presence of nearly
repeated sampling points could be an indicator of the possibility of reducing K, and hence
the scan time, without sensibly affecting parameter estimates.
The definition of an optimal protocol requires the use of a specific combination of pm to
compute V, suggesting a dependence of the optimal sampling scheme on the set of pm used.
We cannot exclude such a dependency in the proposed optimized protocol, however results
from Monte Carlo simulations in figures 5.2, 5.4 and 5.6 show that optimization is robust to
perturbations on the combinations used, as the optimized protocol consistently outperforms
the uniform protocol in terms of parameter errors.
Protocol optimization was validated in vivo by computing an index of reproducibility (I).
This index can be used as a metric to compare optimized and uniform sampling and gain
insight into the intrinsic reliability of parameter estimates when using the numerical model.
The uniform sampling can be taken as an example of a standard qMT protocol, adapted for
the sequence developed in this study. Reproducibility indices of qMT model parameters
confirm considerations originally shown by Portnoy et al. [48]: T2B is the best constrained
parameter in the two-pool model, followed by BPF, T2F and kFB. Difficulties in estimating
the latter two parameters have already been reported [189].
The protocol optimisation procedure implemented in this study shows beneficial effects on
T2B and kFB calculated from in vivo data. Estimation of the latter parameter is particularly
improved (I increases from 0.57 to 0.81), and its reproducibility is comparable to T2B and is
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higher than BPF. While the biological meaning of the parameter is not yet fully known, kFB
has recently received more attention following findings that relate it to inflammation [201]
and metabolism [182]. Surprisingly, BPF was found to be insensitive to protocol optimiza-
tion in the in vivo experiment (I(BPF)=0.74 for both uniform and optimized sampling), in
contrast to the other model parameters whose reproducibility was significantly affected (I
is increased for T2B and kFB, or decreased for T2F).
As it can be qualitatively appreciated in figure 5.7, and more quantitatively in figure 5.9,
the optimization procedure also produced systematic differences in parameter estimates,
especially in T2B and T2F. This has already been observed in a previous study on optimiza-
tion of qMT parameters [189], and is predicted by simulations reported in figure 5.4 which
shows an improvement in the accuracy of parameter estimation (included in the optimiza-
tion) at low SNR. This underlines the importance of implementing protocol optimization
techniques when operating at low SNR levels (e.g. for spinal cord imaging).
The reduced reproducibility of T2F in the optimized protocol is a direct consequence of its
exclusion from the optimization. However, estimates of BPF, T2B and kFB are not affected
by a less effective estimation of T2F as shown via simulations in figure 5.4, and do not
improve when the parameter is included in the protocol optimization, as reported in figure
5.5. While estimates of T2F should be considered with caution, especially at low SNR, this
approach appears more robust than fixing T2F via constraints, as instead performed in some
previous studies [165, 185].
When compared with previous findings in the spinal cord, which are summarized in table
5.4, qMT parameters estimates lie within the range expected for healthy subjects, with a
slightly lower BPF range, and slightly higher T2F than previously reported values.
The spinal cord BPF maps produced here do not provide the typical WM/GM contrast
found in the brain, as reproduced in figure 5.12 where the optimized qMT framework was
used for zoomed imaging of the brain. The exacerbated physiological noise characteriz-
ing the spinal cord environment, the achievable spatial resolution, which is quite coarse
considering the much smaller, detailed anatomy of the spinal cord (with GM extending
for only a limited number of voxels), as well as potential spatial inaccuracies arising from
B0 and B1 errors surely play a major role in blurring BPF contrast. Aside from technical
considerations, assuming that the BPF is mainly associated with myelin, such differences
may also be inherently less pronounced compared to the brain, as shown by histological
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BPF T2F T2B kFB
[n.u.] [ms] [ms] [s-1]
WM GM WM GM WM GM WM GM
1.5 T
[183] 0.12 0.07 not estimated 9 9 7.84 5.36
3 T
[202] 0.18 0.09 24** 35.4** 11* 11* 1.71 1.1
[165] 0.16 0.14 29.9*** 32.6*** 10.8 10.8 1.7 1.46
[165] 0.16 0.13 not estimated not estimated not estimated
this study 0.11 46.5 11 1.95
7 T
[186] 0.12 0.11 not estimated 10(*) 10(*) 2.59 1.85
(*) fixed
(**) estimated from constraint T2FR1F=0.024, where R1F is fixed to 1 s-1 and 0.7 s-1 for white
matter and grey matter respectively (from literature).
(***) estimated from constraint T2FR1F=0.0232, where R1F is derived from measured R1obs equal
to 0.806 s-1 and 0.752 s-1 in white matter and grey matter respectively.
Table 5.4: qMT parameter estimates in the spinal cord obtained from the current study using the op-
timized framework, and from previous studies (single values refer to whole cord, instead
of white matter and grey matter ROIs).
Figure 5.12: Reduced FOV image of the brain displaying WM/GM interfaces, T1 maps from In-
version Recovery and qMT parameter maps. The identical optimized protocol as that
developed for the spinal cord was applied on a localized region of the brain, showing
the ability of the framework to differentiate tissue types producing the expected con-
trast for brain qMT parameters. Specifically, clear contrast in the BPF map between
GM and WM can be observed. Three example slices a, b, and c (see left for slice
positions) are shown along figure rows.
studies [203, 204], where rather uniform intensity maps were observed following staining
for myelin. We aim to further the understanding of spinal cord myelination through a post
mortem study of the human spinal cord, presented in chapter 6.
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5.4.3 Limitations and future improvements
Through CRLB optimization we aimed to provide a guide in the definition of sequence pa-
rameters for the proposed framework, where additional degrees of freedom in the sampling
scheme are available. More work is needed to refine the definition of the acquisition proto-
col through a more rigorous protocol optimization, both to achieve substantial improvement
in the estimation of BPF, and to reduce the number of the data points K without degrading
precision of estimates.
The use of an EPI-based readout enables the combination with further imaging acceleration
techniques, such as simultaneous multislice imaging, that has been shown to be compatible
with the ZOOM-EPI sequence [124] (see also preliminary data in section 3.4.3).
We remark that we did not address in vivo issues related to field inhomogeneities (B0 and
B1 errors). While these inhomogeneities translate into discrepancies between nominal and
actual B1 and D, and hence inaccuracies in model parameters, especially BPF, T2F and,
to a lesser extent, kFB (see figure 5.6), precise characterization of these variations is not
straightforward in the spinal cord, and previous studies have reported difficulties in map-
ping them accurately at the spinal level [60]. Additionally, these factors are known to vary
smoothly in space and therefore are usually acquired with sequences at coarser resolution
(33 mm2 in the axial plane), resulting in a limited number of pixels available for their
characterization within the cord. These variations are expected to be of a similar size in
both the optimized and uniform protocols, since both protocols were acquired within the
same scanning session. Different sampling patterns can result in different sensitivities of
qMT parameters estimates to such errors. The optimized protocol was in fact found to be
more robust to errors in D than the uniform protocol, most likely due to the non-systematic
sampling of the offset frequencies. However, improvements in the acquisition strategy to
minimize (e.g. via dynamic shimming, or slice-wise shimming), or robustly map these field
inhomogeneities are warranted towards an absolute quantification of qMT model parameter
in the spinal cord.
Future work will necessarily focus on the addition of adequate B0 and B1 mapping tech-
niques to the framework.
In the framework presented in this chapter, signal average was performed without any pre-
processing step to correct for potential motion between repetitions. Future improvements
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will seek to incorporate a motion correction step within the signal averaging mechanism.
The advantage of performing signal averaging in the image domain instead of in the k-space
domain will also be tested. Similarly, the adaptation of the quantitative framework devel-
oped here to a cardiac-gated acquisition, as the one described in section 3.4.2, should be
investigated to minimize artefacts from physiological noise that could potentially propagate
to parameter estimates.
5.5 Conclusion
The framework proposed allows robust assessment of qMT model parameters in the cer-
vical spinal cord. The framework includes a dedicated sequence to measure longitudinal
relaxation time, is suitable for multi-modal studies to fully characterize spinal cord mi-
crostructure, and is applicable to other anatomical environments where rFOV imaging is
advantageous. For the first time parametric maps of qMT model parameters have been
shown in vivo in the spinal cord, and their reproducibility assessed. Protocol optimization
techniques have been used to guide the definition of sampling schemes with the aim of re-
ducing protocol length while improving parameter precision.
While the specific framework developed here relies on a specific custom sequence, i.e. MT-
ZOOM-EPI, the overall combination of sequence, signal model and protocol optimization
can be reproduced for any qMT approach proposed in literature.
Correlative studies with histology are, in general, essential for any quantitative MRI meth-
ods, and even more so for the framework developed here given the substantial novelty intro-
duced by the proposed approach and the lack of extensive literature results for a comparative
study. This will be covered in the next chapter, where the qMT method presented here to-
gether with other supposedly myelin-sensitive quantitative MRI techniques, are compared
in post mortem spinal cord tissue, as an initial stage toward a full comparison with quanti-
tative histology-derived indexes.
Chapter 6
Comparison of prospective myelin
biomarkers in the post mortem healthy and
Multiple Sclerosis spinal cord
In this chapter, results from a quantitative MRI examination on post mortemMS spinal cord
tissues are presented. Most of the techniques introduced in section 2.2 are here applied to
the MS post mortem spinal cord. The results shown in this chapter are part of a larger com-
parison study among myelin mapping MRI techniques, to be completed through correlation
with quantitative histology. The final aim of the study is to assess the sensitivity and speci-
ficity of some of the most promising MRI methods for measuring myelin to the underlying
tissue microstructure changes taking place during MS in the human spinal cord.
6.1 Introduction
The spinal cord is a common site of involvement in MS. The majority of patients with
MS have, in fact, spinal cord lesions that are observable in T2-weighted and T1-weighted
images. More importantly, spinal cord abnormalities are of high interest in a clinical setting
because: (i) cord lesions without overt clinical outcomes are rare in other neurological
diseases [205]; and (ii) spinal cord pathology is an important determinant of permanent
neurological disability. The assessment of damage to the spinal cord in MS has therefore
both diagnostic and prognostic value [4].
Although the sensitivity of MRI to spinal cord abnormalities is high, the association be-
tween MRI evidence and clinical findings remains poor. This fact has been ascribed to the
lack of radiological changes to specifically correlate with different underlying pathological
changes occurring in MS, such as demyelination, axonal loss, gliosis and inflammation
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[206]. More advanced quantitative MRI methods able to assess non invasively several
features of tissue microstructure have been applied to try to unmask different pathological
processes. Their robust development for a widespread use in clinic is therefore urgently
needed.
Quantitative MRI has the potential to provide higher specificity and sensitivity to the
changes taking place at a microscopic level. In particular, quantitative MRI methods for
investigating MS disease could help to: (i) improve the correlation between clinical findings
and the extent of radiological involvement; and (ii) enhance sensitivity to early and diffuse
microscopic damage.
In this context, post mortem studies offer a unique window of opportunity to evaluate the
gain of adopting quantitative MRI methods to study MS. MRI findings can be validated
against metrics calculated from histological images, where tissue properties can be isolated
through dedicated staining at a resolution and precision that may exceed that of MRI by
several orders of magnitude, therefore providing a ground truth for quantitative MRI met-
rics. MRI-histology correlative studies can be used to assess specificity and sensitivity of
each quantitative MRI metric to particular microstructure features, such as myelin content,
axonal density, axonal size, water content, etc.; in healthy tissue and, more importantly,
in pathology. These types of investigation are needed even more in the spinal cord as the
performance of different MRI indices to assess tissue microstructure is still largely uncer-
tain, given the challenges associated with performing reliable and robust measurements of
quantitative metrics in the spinal cord in vivo [7, 6].
So far, post mortem studies of the human spinal cord in MS involving quantitative MRI have
been limited to relaxation times T1, T2 and T2*, magnetization transfer via the MTR, and
diffusion weighted imaging using metrics derived from DTI [207, 208, 209]. Recently, a
more advanced diffusion model, namely NODDI [210], has been validated in the MS spinal
cord, where the degree of variability of axon orientations in white matter was suggested as
a new biomarker for axonal pathology in MS [204]. Preliminary results on a single case
were also reported for MWF [211].
In this study we focus on a specific aspect of MS disease: demyelination. The ability to
quantitatively assess myelin content may have important repercussions, both for gaining
insights into disease processes, and potentially for monitoring clinical therapy (where slow-
ing down myelin loss, or promoting remyelination are among the main targets).
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We consider a comprehensive battery of quantitative MRI metrics that have been reported
to be sensitive to myelin content. We aim to elucidate, for each of the considered metrics,
the degree of correlation with myelin content and the effect of additional microstructural
features via histological validation, in the MS human spinal cord. Along with already
investigated T1, T2 and T2*, MTR and radial diffusivity (RD), we also included more ad-
vanced techniques, proposed as myelin biomarkers, namely: BPF from qMT model fitting
(introduced in section 2.2.1.4, and developed for the spinal cord in vivo in chapter 5),MWF
from myelin water imaging (introduced in section 2.2.2), MTV from quantitative proton
density mapping (introduced in section 2.2.3), andMTsat from the multi-parameter mapping
method (described in section 2.2.1.5). These putative myelin biomarkers have as yet found
limited application in the spinal cord in vivo, in healthy controls and/or MS population,
and have either rarely or not yet been investigated in a validation study with histology. The
dataset of this study thus represents a novel opportunity to further the understanding of
how quantitative myelin sensitive MRI metrics relate to each other and to underlying tissue
changes in MS, for the particular case of the human spinal cord. For the first time, in fact,
a complete set of quantitative myelin mapping techniques is acquired and assessed against
histology, simultaneously in the same study.
The following chapter covers only the first part of the aforementioned full validation study
for MRI myelin biomarkers in the MS spinal cord. In particular, here we describe MRI data
acquisition and analysis, we show several examples of quantitative maps for a variety of
cases, and we investigate correlations between different quantitative MRI metrics. The last
section of the chapter (section 6.5) instead outlines briefly how we plan to complete the val-
idation with histology, and how we intend to investigate correlations between quantitative
MRI metrics and measurements derived from histological images.
6.2 Methods
6.2.1 Specimens
Formalin fixed post mortem tissue from spinal cord of three non-demented controls and
four MS tissue donors was used. Samples were obtained from the Netherlands Brain Bank
(Amsterdam, the Netherlands). Samples were washed from fixative and stored in 10 mmolL
phosphate buffered saline (PBS) solution for subsequent imaging at room temperature. Ta-
ble 6.1 provides a summary of the details of all samples.
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Samples details
age sex diagnosis PM delay pH
years
 
hr:min

i 72 f healthy 6:50 7.22
ii 78 f healthy 7:10 6.32
iii 60 f healthy 8:10 6.58
iv 35 f MS 10:20 6.37
v 61 f MS 10:00 6.88
vi 70 m MS 6:55 6.51
vii 56 f MS 10.30 6.42
Table 6.1: Summary of the salient details for the post mortem samples scanned with the MRI proto-
col. Healthy controls (samples i, ii and iii) and MS cases (samples iv, v, vi and vii) were
placed in two separate holders.
In order to allow the use of a small FOV, and hence improve the MRI protocol time ef-
ficiency, samples were placed in a four-compartment plastic holder: two separate holders
were used: sample i, ii and iii in one holder; sample iv, v, vi, vii in another holder. Sample
positioning for MRI is described in appendix B. MR-visible glue markers were placed on
two sides of the plastic compartments (see appendix B) in order to ease the identification of
different samples in the MR images.
6.2.2 MRI protocol
All specimens were scanned on a 3T Philips Achieva system (Philips Healthcare, Best, The
Netherlands) with a 32-channel head coil, in two separate sessions (one for the healthy
controls, one for the MS cases). Preliminary tests showed that the SNR was maximized
if samples were laid on the lower surface of the coil instead of positioned in the center.
Additionally, magnitude image reconstruction from a subset of selected coil images (with
detectable amount of signal) did not introduce any visible improvements in terms of SNR
compared to routine online magnitude reconstruction (data not shown).
A series of structural images were acquired sagittally and coronally using a multislice turbo
SE sequence to facilitate the positioning of the stack of slices used for the quantitative MRI
protocol, and to allow offline mapping of slice positions for subsequent histological proce-
dures (see appendix B). Slices were as close to perpendicular as possible to the main sample
direction (which could vary slightly between different samples), and placed to ensure cov-
erage of interesting features, such as lesions.
The quantitativeMRI protocol, with respective quantitativeMRI metrics that can be derived,
is summarized in table 6.2. All quantitative sequences shared the same imaging geometry.
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Scan Sequence TE
ms
 TR
ms
 Resolution
mm2
 Slices Accelerationfactor NSA Quantitative imaging Duration Parametersestimated
quantitative
MT
multi-shot
SE-EPI 22 3755 0.30.3
8 slices, 3mm
thickness,
1mm gap, 2
packages
EPI factor 13,
Partial
Fourier factor
0.6
4
5 M0 and 25 MT-w images
(60 pulses saturating train,
5ms/1ms pulse
duration/gap) at various
offset frequency/pulse
amplitude pairs[1]
2hr
30mins
BPF
T2B
kFB
Inversion
Recovery
multi-shot
SE-EPI 22 3905 0.30.3
8 slices, 3mm
thickness,
1mm gap, 2
packages
EPI factor 13,
Partial
Fourier factor
0.6
4
12 Inversion Times, from
20ms to 900ms, every
80ms
1hr
05mins T1
Diffusion multi-shotSE-EPI 86 3500 0.450.45[2]
8 slices, 3mm
thickness,
1mm gap
EPI factor 13,
Partial
Fourier factor
0.6
1[3]
12 b=0, b=f1000, 2200,
3500, 4700, 6000gs mm-2
with f10, 16, 24, 29, 41g
gradient directions
1hr
35mins RD
Variable
TE
multi-shot
SE-EPI 24 3200 0.30.3
8 slices, 3mm
thickness,
1mm gap, 2
packages
EPI factor 13,
Partial
Fourier factor
0.6
4 10 different TE, from 24msto 114ms, every 10 ms 44min T2
Multi-
parameter
Mapping
2D spoiled
GE 4 16 0.30.3
8 slices, 3mm
thickness,
1mm gap
no 20
4 volumes acquired:
PD1-w (flip angle=9°),
T1-w (flig angle=25°),
MT-w (flip angle=9°,
TR=36ms) with
off-resonance saturation
(offset=1kHz, pulse
angle=250°), and PD2-w
(flip angle=9°, TR=36ms)
35min
R1
MTsat
MTR
MTV [4]
Multi-TE 2D spoiledGE 6 68 0.30.3
8 slices, 3mm
thickness,
1mm gap
no 20 8 different TE, from 6ms to62ms, every 8ms 23min
T2*
MTV[5]
Myelin
water
imaging
2D
multi-echo
SE
8 2500 0.30.3
8 slices, 3mm
thickness,
1mm gap
Partial
Fourier factor
0.75
2 32 different TE, from 8msto 256ms, every 8ms
1hr
05min MWF
[1] protocol optimized as described in chapter 5; [2]voxels reconstructed at 0.30.3mm2; [3]diffusion protocols is repeated twice; [4]calculated using T2* from
Multi-TE protocol; [5]calculated using R1 from Multi-parameter mapping protocol
Table 6.2: Summary of the sequence parameters for the quantitative MRI protocol developed in this study, with the respective quantitative calculated metrics. Where
not specified, a single package was used (meaning that all the prescribed slices are acquired within the same TR). Structural T1-weighted and T2-weighted
scans, and B1 and B0 field mapping sequences were also performed in addition to the quantitative protocols listed in the table.
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In addition to the quantitative sequences detailed in table 6.2, structural 3D isotropic
T1-weighted and T2-weighted scans were also acquired. For the T1-weighted acquisi-
tion the following parameters were used: 3D spoiled GE at 0.30.30.3 mm3 resolu-
tion, FOV=383890 mm3, TR=20 ms, TE=5.3 ms, flip angle=60°, NSA=8. For the
T2-weighted acquisition instead the sequence parameters were: 3D turbo SE with turbo
factor=16, at 0.30.30.3 mm3 resolution, FOV=383890 mm3, TR=128 ms, TE=36
ms, flip angle=90°, refocusing angle=120°, Partial Fourier factor 0.6 (along one P direc-
tion), NSA=12.
B0 and B1 mapping were also performed to correct, when needed, quantitative MRI pa-
rameters for static and RF field inhomogeneities. In particular, the DAM (see section
2.2.5.2) (2D msh-SE-EPI, EPI factor=13, Partial Fourier factor=0.6, TR=4200 ms, TE=22
ms, FOV=3838 mm2, 0.30.3 mm2 in-plane resolution, 8 slices at 3 mm thickness, 2
packages, NSA=4, repeated for flip angle=60°and 120°, total scan time: 11:50 minutes) was
used for B1 mapping, and the reversed EPI blip method [95] (multislice msh-SE-EPI, EPI
factor=13, Partial Fourier factor=0.6, TR=3000 ms, TE=22 ms, FOV=3838 mm2, 0.30.3
mm2 in plane resolution, 8 slices at 3 mm thickness, 2 packages, NSA=4 repeated for both
polarity of blip gradients in the P direction of the EPI readout, total scan time: 8:25 minutes)
was used for B0 mapping.
6.2.3 Data Analysis
As indicated in table 6.2, a set of different quantitative MRI metrics can be calculated from
each acquisition. Details of data analysis are briefly outlined in the following section. If
not explicitly stated otherwise, data analyses are performed with custom-written software
in Matlab 2015 (The Mathworks, Natick, MA).
6.2.3.1 Relaxation Times: T1, T2 and T2*
Relaxation times T1, T2 and T2* were estimated from their respective acquisitions (Inver-
sion Recovery, variable TE, multi-TE acquisitions), using single relaxation time models:
S
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TI

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 
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whereM0(IR,mTE,vTE) are the apparent proton densities estimated from the different acquisi-
tions. Maximum likelihood estimation, with a Gaussian noise model, was used.
6.2.3.2 Bound proton pool parameters: BPF, T2B and kFB
From the qMT acquisition, parameters characterizing the macromolecular pool (i.e.protons
attached to macromolecules) are obtained: BPF, T2B and kFB.
As reported in table 6.2, data were acquired with the same strategy outlined in chapter 5,
but with ZOOM-EPI replaced by a msh-SE-EPI readout. The sampling of different offset
frequencies and MT pulse amplitudes was optimized following the pipeline explained in
section 5.2.3, accounting for the different tissue parameters values expected in the post
mortem spinal cord following fixation. In particular the protocol optimization was found to
be more effective when using longer trains of MT pulses, with shorter pulse durations and
gaps, compared to in vivo (data not shown).
Parameter estimation was carried out using the numerical model described in section 5.2.2,
with integration step h=100ms. A three-parameter fit approach was considered, where the
free pool transverse relaxation time T2F was set to the T2 estimated voxelwise from the
variable TE acquisition, as previously performed in [119], and the T1 obtained from the
IR protocol was used as an external measurement for the observed relaxation time T1obs,
leaving the macromolecular pool parameters BPF, T2B and kFB to be estimated from the
data. A super-Lorentian lineshape for the bound pool was assumed. Pulse peak amplitude
was corrected on a voxel-by-voxel basis during the fitting using the B1 map estimated from
the DAM acquisition. Maximum likelihood estimation, with a Gaussian noise model, was
used.
6.2.3.3 Relaxation and Saturation: R1, MTsat andMTR
The standard multi-parameter mapping approach described in section 2.2.1.5 was applied
to obtain estimates of the saturation rateMTsat, the longitudinal relaxation rate R1, together
with the apparent proton density PDapp. The B1 map output by the DAM acquisition was
used to correct for inhomogeneities of the transmitted RF field on a voxel-by-voxel basis.
The additional PD-weighted acquisition, termed as PD2-w in table 6.2, performed with the
same TR, TE and excitation flip angle of theMT-weighted acquisition, was used as theMToff
image together with the MT-weighted acquisition (i.e. the MTon image) in the calculation
of theMTR (as defined in section 2.2.1.2).
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6.2.3.4 Macromolecular Tissue Volume
TheMTV, described in section 2.2.3, was computed by correcting the PDapp from the multi-
parameter mapping protocol for the effects of: (i) transverse relaxation, using T2* estimates
from the multi-TE acquisition; and (ii) the receiver coil sensitivity profile, using the iterative
method proposed in [78], which exploits the linear relationship between PD and T1, and a
reference signal from CSF, replaced here by the signal obtained form an ROI positioned in
the PBS. The inverse of R1 estimated from the multi-parameter mapping acquisition was
used as a T1 measurement.
Bias field correction parameters (number of iterations=10, degrees of polynomial surface=8,
and size of smoothing kernel=0:30:31 mm3) were tuned empirically to ensure conver-
gence during iterative estimation of the receiver coil sensitivity profile.
6.2.3.5 Myelin Water Fraction
The MWF was obtained from multi-T2 fitting of data acquired with the MWI protocol re-
ported in table 6.2. MWF was calculated on a voxel-by-voxel basis from the estimated T2
spectrum, as described in section 2.2.2. To separate myelin water peak from intra- and
extra-cellular water peak, a threshold of 35ms was used, which is lower than what is nor-
mally used in vivo to account for reduction in T2 following fixation [212].
Multi-T2 fitting was performed via NNLS fit to a sum of 130 exponentials signals with T2
values logarithmically spaced between 5 ms and 500 ms, implemented by the freely avail-
able Multi Exponential Relaxation analysis (MERA) toolbox [213]. The cost function was
regularized with a minimum curvature constraint, whose weight was selected according to
the generalized cross validation criteria implemented in the toolbox. The effect of stimu-
lated echoes from non ideal refocusing pulses was accounted for in the fitting, similarly to
[73], using as external input the B1 estimated from the DAM acquisition.
6.2.3.6 Myelin sensitive metrics from DWI: radial diffusivity
The RD and the others DTI parameters, introduced in section 2.2.4, were calculated from
the fitting of the diffusion tensor model to the diffusion data, using the dtifit routine from
FSL (FMRIB, Oxford, UK). All the acquired b-values were considered in the fitting, and
repeated data points were fitted separately.
6.2.3.7 B0 and B1 field maps
The B1 map was calculated from the DAM acquisition as explained in section 2.2.5.2. The
resulting map was post-processed with the same pipeline suggested in [98] (smoothing with
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a Gaussian kernel of size 7 7 voxels and full-width-half-maximum of 10 10 mm2), to
remove effect of noisy estimation in the final map.
The B0 was calculated using the fsltopup routine of FSL (FMRIB, Oxford, UK), applied to
the msh–SE-EPI data acquired with reversed polarity of the blip gradients of the EPI read-
out (i.e. anterior to posterior, and posterior to anterior).
ROIs were manually drawn for WM and GM in all slices in the healthy samples, and for
normal appearing WM (NAWM), normal appearing GM (NAGM) and lesions (where visi-
ble) in all slices in the MS samples, on the echo-averaged image from the multi-TE protocol
(showing a T2*-weighted contrast).
Metrics were qualitatively compared by examining their distributions within different tissue
types.
Pearson’s linear correlation coefficient r was used to evaluate the strength of the linear re-
lationship between different myelin sensitive MRI metrics. In particular, correlations of
putative MRI myelin biomarkers, namely BPF, MTV and MWF, with each other and with
other quantitative measurements sensitive to myelin content (from relaxation, diffusion and
magnetization transfer contrast) were explored.
6.3 Results
All the quantitative parameters calculated reproduced the expected contrast between tissue
types in healthy and normal appearing tissue: R1, MTR, MTsat, BPF, MTV and MWF show
higher values in WM compared to GM in control cases, as well as NAWM compared to
NAGM in MS cases; while T1, T2, T2* and RD show lower values in WM/NAWM com-
pared to GM/NAGM, as expected given their reported sensitivity to myelin content. Figure
6.1 gives a comprehensive overview of the calculated parameters, showing the variety of
myelin sensitive metrics available in an example slice for each of the samples included in
the study. Alterations of the aforementioned contrast are visible in lesion areas (examples
highlighted by arrows in the anatomical images of figure 6.1), in all the calculated parame-
ters, although with different intensity patterns.
This is more clearly depicted in figures 6.2, 6.3, 6.4 and 6.5 showing zoomed details in le-
sions for different quantitative metrics (T1, T2, MTsat, BPF, MTV and MWF) together with
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Figure 6.1: Quantitative MRI metrics estimated from the imaging protocol described in table 6.2,
in all the post mortem samples available (3 healthy cases and 4 MS cases, from left to
right). Typical MS lesions are highlighted by red arrows in the T2*-weighted image for
the MS samples to ease their visualization in the respective quantitative maps.
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their respective T1-weighted and T2-weighted images. MS abnormalities can show different
appearances in T1-weighted and T2-weighted images: lesions can be visible in both types of
contrast (figure 6.2), visible in just one modality and silent in the other (figures 6.3 and 6.4),
or exhibit different spatial patterns (figure 6.5). Tissue abnormalities are always captured by
quantitative MRI metrics, although with subtle qualitative differences. For example, MWF
produces the highest contrast between lesions and the surrounding normal appearing tissue,
and in some cases seems to display an intensity gradient within the lesion region as well,
while other metrics, such as BPF, have a more uniform appearance within lesions and dis-
play less contrast with the surrounding normal appearing tissue.
Linear correlation tests showed strong linear positive correlations among candidate myelin
biomarkers in all the controls and the MS samples (as shown in figure 6.6 for the MS cases).
BPF correlated positively with MWF (r=0.89; P<<0.01) and MTV (r=0.74; P<<0.01),
and MTV correlated positively with MWF (r=088; P<<0.01), when observations (mean
ROI value per slice in each sample) from all cases were grouped together (figure 6.7).
Significant negative correlations (P<<0.01) were also found in the MS samples between
all the candidate myelin biomarkers and RD estimates from DWI, which has been shown to
be associated with myelin integrity in the human spinal cord. These correlations are shown
in figure 6.8 separately for the MS samples, and in figures 6.9A, 6.9B and 6.9C grouped
together with the healthy controls.
The lower panels of figure 6.9 show also overall correlations between candidate myelin
biomarkers and MTsat which has been suggested as a myelin sensitive technique with the
potential for clinical feasibility.
Weaker correlations were found between candidate myelin biomarkers and MT-based mea-
surements (MTR and MTsat), which are both thought to be myelin-sensitive. Correlations
with MTR were the weakest among all those investigated. In particular, the correlation be-
tweenMTR andMTV was not significant (data not shown). However, BPF showed a strong
correlation with MTsat, a result which is qualitatively supported by the visual similarities
between BPF and MTsat maps in all the examples provided in this section. Overall correla-
tions with the latter parameter are shown in figures 6.9D, 6.9E and 6.9F.
In general, myelin sensitive parameters are strongly correlated with each other, and with
relaxation times, although with varying strengths, e.g. BPF is strongly correlated with T2
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Figure 6.2: Zoomed detail for a spinal cord MS lesion (indicated by the arrow), visible in both T1-
weighted (left) and T2-weighted (right) images. From the top left corner to the bottom
right corner, quantitative MRI metrics are: T1, T2,MWF,MTsat, BPF andMTV.
but less so with T1. An overview of correlations with fundamental relaxation times is given
in figure 6.10.
In lesion ROIs parameter distributions shifted towards higher or lower values (according to
the metric considered) when compared to WM/NAWM distributions. Quantitative parame-
ter distributions within different tissue type ROIs are shown in figure 6.11. Heterogeneity
between samples, possibly due to different post mortem delays prior to excision and fixa-
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Figure 6.3: Zoomed detail for a spinal cord MS lesion (indicated by the arrow), visible only on
the T2-weighted image (right). From the top left corner to the bottom right corner,
quantitative MRI metrics are: T1, T2,MWF,MTsat, BPF andMTV. Different trends are
appreciable for T2 and MWF compared to the other quantitative metrics shown.
tion, different lengths of the fixation process, or variability in other factors (e.g. pH), are
likely to blur the separation between different tissue type distributions for some of the met-
rics (e.g. T1 and MTR). Distributions are quantitatively summarized in table 6.3.
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Figure 6.4: Zoomed detail for another spinal cord MS lesion (indicated by the arrow), visible only
on the T2-weighted image (right). From the top left corner to the bottom right corner,
quantitative MRI metrics are: T1, T2, MWF, MTsat, BPF and MTV. In this case, all the
quantitative metrics show a more similar trend among each other, in contrast with the
case shown in figure 6.3.
6.4 Discussion
In this chapter we have showed results of a comprehensive comparison between myelin sen-
sitive MRI metrics in the post mortemMS spinal cord. The evidence showed here should be
considered as preliminary, and hence partial, results of a larger study aiming to investigate
the histological correlates of different myelin sensitive measures in the spinal cord. Results
from MRI data alone allow only speculative considerations.
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Figure 6.5: Zoomed detail for a spinal cord MS lesion (indicated by the arrow), producing abnor-
malities visible on both T1-weighted (left) and T2-weighted (right) images. Lesion
appears as a diffuse subtle hypointensity in the T1-weighted image and as a smaller
focal hyperintensity in the T2-weighted image. From the top left corner to the bottom
right corner, quantitative MRI metrics are: T1, T2,MWF,MTsat, BPF andMTV.
The overall goal is to determine sensitivity and specificity of quantitative myelin mapping
techniques (with particular interest in BPF,MWF andMTV) to myelin content in the spinal
cord, in order to better understand to which extent different metrics can be used as myelin
biomarkers to improve MS therapeutics.
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Figure 6.6: Correlations between putative MRI myelin biomarkers in MS spinal cord samples. Each
column refers to a different MS spinal cord sample. Correlations between MTV and
BPF are shown in the first row (graphs A, B, C and D); correlations between MTV and
MWF are shown in the second row (graphs E, F, G and H); correlations between BPF
and MWF are shown in the third row (graphs I, L, M and N). NAWM, NAGM and
lesion values are displayed with in light blue circles, dark green circles and red crosses
respectively. A single ROI per tissue type per slice is taken in each sample. All the
correlations are significant (P<<0.01). Parameters of the linear fit between variables
are also reported in each graphs.
Figure 6.7: Correlations between putative MRI myelin biomarkers in all post mortem spinal cord
samples studied here (3 controls and 4 MS cases). BPF vs. MTV in graph A, MWF vs.
MTV in graph B and MWF vs BPF in graph C. In each slice of the samples the mean
values in different tissue type ROIs are taken: WM and GM in control samples (shown
in blue and green); NAWM, NAGM and lesions in MS samples (shown in light blue,
dark green and red).
To our knowledge, this study represents the most complete, in terms of the number of MRI
techniques simultaneously investigated, carried out (or being carried out) in the human post
mortem spinal cord.
The implications of this study are, thus, potentially important and numerous, considering
also the difficulty in implementing and interpreting results for in vivo quantitative MRI of
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Figure 6.8: Correlations between RD from DWI and MTV (first row), MWF (second row) and BPF
(third row) in MS spinal cord samples. Each column refers to a different MS sample.
Correlations between RD and MTV are shown in the first row (graphs A, B, C and D);
correlations between RD andMWF are shown in the second row (graphs E, F,G andH);
correlations between RD and BPF are shown in the third row (graphs I, L, M and N).
NAWM, NAGM and lesion values are displayed with in light blue circles, dark green
circles and red crosses respectively. A single ROI per tissue type per slice is taken in
each sample. All the correlations are significant (P<<0.01).
the spinal cord. In fact, some of these techniques have been poorly applied in the spinal
cord in vivo. To our knowledge, there is only one study available in literature that has ap-
plied MTV in the spinal cord in vivo [164], while MWF, despite its widespread use in the
brain, has been successfully translated to the spinal cord only recently [75], after an earlier
initial attempt [214]. A literature review on BPF measurements in the spinal cord in vivo
has been given instead in section 5.1. Additional knowledge from histological studies of
the microstructural correlates of these metrics, and insights into their specificity to myelin
content in MS, would promote a faster development of more effective in vivo MRI myelin
biomarkers for the spinal cord.
Moreover, specific features of the spinal cord tissue microstructure (e.g. larger axons com-
pared to the brain) require quantitative MRI metrics to be validated for the specific case
of spinal cord tissue, as some of the relationships between quantitative MRI measurements
and tissue properties may vary compared to the brain [215].
The MRI metrics considered were able to detect abnormalities in the tissue shown in
anatomical T1-weighted and T2-weighted images, with quantitative values deviating from
the distribution characterizing the surrounding normal appearing tissue. However, most of
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Figure 6.9: Correlations between putative MRI myelin biomarkers and metrics from DWI and MTI
in the post mortem spinal cord (3 controls and 4 MS cases). Correlations with DWI-
derived metric: RD vs. MTV in graph A, RD vs. MWF in graph B and RD vss BPF in
graph C. Correlations with MTI-derived metric: MTsat vs. MTV in graph D, MTsat vs.
MWF in graph E and MTsat vs. BPF in graph F. In each slice of the samples the mean
values in different tissue type ROI are taken: WM an GM in control samples (shown in
blue and green); NAWM, NAGM and lesions in MS samples (shown in light blue, dark
green and red).
the metrics are characterized by substantial variability in lesion ROIs, as shown by the width
of lesion distributions in figure 6.11, as well as inter-quartile ranges reported in table 6.3,
suggesting a complex relationship between alterations in tissue microstructure and varia-
tions displayed by quantitative MRI metrics. Data from histology will be essential to shed
light on the underlying dependencies between quantitative MRI metrics and tissue proper-
ties at a microscopic level, e.g. myelin content, axonal density, axonal size, etc.
In a previous study, conducted on post mortem rat spinal cord, BPF and MWF were com-
pared in term of specificity to myelin content, against properties of WM microanatomy,
such as axon diameters, myelin thickness and intra-axonal density, that could interfere with
the exchange rate between different water compartments and hence introduce dependencies
on water exchange in the myelin sensitive metrics considered [215]. MWF was found to be
sensitive to myelin content, as well as to the dimensions of tissue microstructure in the WM
spinal cord: in tracts with smaller axons and thinner myelin MWF was lower than tracts
characterized by bigger axons and thicker myelin but similar myelin content. On the other
hand BPF was found to be relatively insensitive to microanatomical variations across tracts.
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Figure 6.10: Correlations between putative MRI myelin biomarkers and fundamental relaxation
times in the post mortem spinal cord (3 controls and 4 MS cases). T1 vs. MTV in
graph A, T1 vs. MWF in graph B, T1 vs. BPF in graph C, T2 vs. MTV in graph D, T2
vs. MWF in graph E, T2 vs. BPF in graph F. In each slice of the samples the mean
values in different tissue type ROI are taken: WM an GM in control samples (shown
in blue and green); NAWM, NAGM and lesions in MS samples (shown in light blue,
dark green and red).
In another study aiming to identify the best measure for an absolute (not only correlative)
measure of myelin using MRI, performed in mice brains, BPF and MWF were found to
be strongly correlated with each other and with myelin content from quantitative histology
(using transmission electron microscopy) [216].
However, there are also studies that have failed to report consistent correlations between pu-
tative myelin biomarkers, as in [217] where BPF andMWF were found to be only partially
correlated. The potential sensitivity in different proportions to other disease factors (e.g.
inflammation and axonal loss) was hypothesized as the origin of the reported variability.
Correlations with histology data will also help to elucidate the potential for quantitative
MRI metrics to detect subtle damage that extends beyond visible lesions, potentially occur-
ring prior to focal lesion appearance. Sensitivity to such early abnormalities, non detectable
with conventional examinations, is key for improving the diagnosis of MS. Without the
availability of histological data is difficult to draw any conclusions regarding the potential
power of each technique to detect damage in normal appearing tissue. Comparisons be-
tween quantitative metrics in healthy WM and GM with MS NAWM and NAGM may be
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Figure 6.11: Distributions in different tissue type ROIs of quantitative MRI metrics estimated from
the imaging protocol described in table 6.2, in all the post mortem samples available (3
healthy cases and 4 MS cases). Distributions are shown for WM (blue) and GM (light
green) in healthy samples; and NAWM (light blue), NAGM (dark green) and lesion
(red) for MS samples.
confounded by sample heterogeneity (e.g. different post mortem delays, fixation duration,
pH, together with physiological between-sample variability). These processes are known to
impact on measured MRI parameters, and could be the reason why parameter distributions
in WM and NAWM are not well separated, with the exception of MTsat.
Formalin fixation has been shown to greatly impact relaxation times [218, 219], with T1
being the most affected parameter. The T1 measured in our cohort is more than 3 times
shorter than values expected in vivo (see chapter 4 for in vivo measurement of T1 in the
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Region-of-Interest
WM GM NAWM NAGM Lesions
T1 0.34 0.38 0.28 0.37 0.33
s

(0.25-0.67) (0.3-048) (0.24-0.35) (0.28-0.53) (0.28-0.44)
R1 3.70 3.14 4.33 3.29 3.58
s-1

(2.50-5.05) (2.61-3.93) (3.53-5.25) (2.45-4.11) (2.71-4.20)
T2 49.89 57.84 50.23 64.07 58.58
ms

(42.46-105.5) (49.93-68.19) (40.70-62.85) (50.74-87.83) (49.25-87.13)
T2* 38.684 49.92 36.50 52.04 46.07
ms

(33.76-53.51) (41.87-59.15) (30.44-43.49) (41.76-68.76) (40.46-71.78)
MTR 27.1 27.47 26.62 24.06 23.27
p.u.

(16.39-34.73) (19.47-32) (19.32-34.10) (17.82-29.87) (14.97-32.88)
MTsat 0.07 0.05 0.06 0.04 0.04
n.u.

(0.02-0.08) (0.04-0.07) (0.04-0.08) (0.02-0.06) (0.02-0.06)
BPF 0.16 0.13 0.17 0.12 0.13
n.u.

(0.03-0.21) (0.10-0.17) (0.11-0.25) (0.08-0.17) (0.08-0.18)
T2B 8.22 7.68 8.58 7.32 7.28
ms

(6.28-9.26) (6.20-8.56) (6.95-9.81) (5.43-8.48) (5.46-8.67)
kFB 8.57 6.95 8.89 6.16 7.07
s-1

(1.96-16.79) (4.47-10.82) (4.55-20.59) (3.25-11.49) (3.93-12.09)
MTV 0.24 0.14 0.25 0.15 0.19
n.u.

(0.14-0.30) (0.06-0.21) (0.19-0.32) (0.06-0.22) (0.10-0.24)
MWF 0.23 0.07 0.32 0.08 0.14
n.u.

(0.11-0.35) (0.02-0.17) (0.20-0.46) (0.01-0.20) (0.04-0.25)
RD 0.17 0.2107 0.16 0.21 0.18
n.u.

(0.14-0.27) (0.16-0.25) (0.13-0.20) (0.17-0.25) (0.15-0.23)
Table 6.3: Summary statistics for quantitative MRI parameters in different tissue types: healthy
white (WM) and grey matter (GM), and MS normal appearing white (NAWM) and grey
matter (NAGM) and lesions. Median values and the 10th-90th percentiles ranges are
reported.
spinal cord), and fresh post mortem tissue [160], and characterized by a consistent between-
sample variability. This fact could explain the highly varying MTR between samples (the
MTR is known to be dependent on T1), and in general a rather low MTR and poor contrast
between tissue types, as a consequence of a much shortened T1 which hampers the piling
up of a substantial MT effect in a progressive saturation experiment. Interestingly, such dif-
ferences, potentially driven by T1 variability, vanish in the MTsat and BPF maps (as shown
in figure 6.1) which explicitly account for T1. This suggests that MTsat and BPF are better
positioned than MTR to provide a quantitative biomarker for myelin, as it has previously
been demonstrated in the post mortem MS brain for the case of the BPF [54].
Particularly interesting is the association with the MTsat parameter, which has never been
explored in the spinal cord. The strong correlationMTsat showed with BPF makes it partic-
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ularly appealing as a prospective myelin biomarker for clinical studies, given the substantial
simplicity in terms of implementation and feasibility within a clinically accepted scan time
compared to BPF. However, MTsat (similarly to the MTR) is dependent on sequence pa-
rameter details which makes its interpretation as absolute measure of myelin content more
complicated than pure quantitative (i.e. volume fraction) measures, such as BPF,MWF and
MTV.
The histological correlates of BPF have already been shown in a post mortem study of the
MS brain [54]. In that study BPF was found to be a predictor of myelin content in post
mortem MS WM, and was therefore suggested as a useful tool to monitor the evolution of
both demyelination and remyelination in MS WM. On the other hand, T2B did not appear
to be a useful marker in post mortem MS brain, and only a weak non-significant correlation
was found with BPF. This is in contrast with our evidence, showing a strong and positive
correlation between these two indices from qMT model fitting (r=0.92, P<<0.01). Histo-
logical examination will help to shed light on the utility of T2B as an informative marker
for MS pathology in the spinal cord, as well as for the other parameters estimated from the
qMT model, i.e. the exchange rate kFB.
There are, however, studies where simpler quantitative MRI metrics have provided the
strongest predictors of myelin content. This is the case for the T2 measured in a study
carried out on the post mortem MS human spinal cord [207]. When proposing a quantita-
tive measurement as a potential biomarker, it is in fact important to consider the complexity
and the practical challenges associated with robust measurements of such a parameter in
vivo. Given the substantial development of DWI in the spinal cord compared to other con-
trast mechanisms (such as relaxometry or MTI) [220], diffusion-derived myelin sensitive
metrics, such as RD, could be found to be better candidates for the translation to in vivo
imaging, and therefore have been included in the current investigation.
Finally, it is important to comment on the differences betweenMRI protocols used for quan-
titative MRI validation on post mortem tissue and those that could be run in prospective in
vivo examinations. In contrast with many MRI-histology validation studies, here MRI ac-
quisition was carried out on a clinical system at 3T. Alteration of tissue MR parameters,
post mortem and following fixation, required the use of different sequence parameters (e.g.
TR, flip angle, pulse duration and pulse gap for MTI experiment, b-values for diffusion ex-
periment, etc.) to obtain the desired contrast. For some of the protocols, e.g. the qMT
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protocol, sequence parameters were optimized ad hoc. However, MRI protocols reported
in table 6.2 do not substantially differ from their in vivo counterparts. The increase in scan
time is mostly a consequence of the increased resolution compared to a hypothetical in vivo
acquisition. This represents the main difference between the two scenarios (together with
the lack of motion and physiological noise), while the number of data points for model fit-
ting and intrinsic data SNR resemble those achievable in vivo. We are therefore confident
that the results of the histological validation study, whose initial MRI results have been
presented in this chapter, can be extended to in vivo applications.
6.5 Future work
Optimized procedures will be followed for the derivation of the quantitative histological
metrics to be correlated with the quantitative MRI metrics presented in this chapter. Sam-
ples will be dehydrated and embedded in paraffin, before slicing and staining for specific
anatomical features. Sections for histological staining will be selected so that they will fall
within the acquired MRI slices, as outlined in appendix B, in order to ensure that correla-
tions can be made between matched ROIs.
We plan to stain for the following tissue properties: (i) myelin content (with both Luxol Fast
Blue (LFB), and myelin proteolipid protein (PLP) immunohistochemistry), (ii) axonal den-
sity (with Bielschowsky silver staining), (iii) astrocytes density (with glial fibrillary acidic
protein (GFAP) immunohistochemistry), (iv) microglia density (with immunohistochemical
labeling of ionized calcium-binding adapter molecule 1 antigen (Iba1+)), and (v) inflamma-
tory infiltrates (with haemotoxylion and eosin (H&E)). Optical histological images will be
processed at original high resolution, subsequently downsampled to the MRI resolution
and co-registered with the MRI slices using a landmark guided non linear approach, as in
[208, 163].
Associations will be investigated between quantitative MRI metrics and quantitative his-
tology metrics in different ROIs, identified in the T2*-weighted images, for controls and
MS cases. Pearson’s correlation coefficient will be used to test the strength of the linear
associations, and univariate multivariable linear regression models will be fit to quantify the
sensitivity of each myelin mapping technique towards each histological index.
Chapter 7
General Conclusions
The overall goal of this thesis was to advance the field of quantitative MRI in the human
spinal cord with regards to methods sensitive to myelin content.
The above aim should be seen as part of the more general goal to improve the understand-
ing of how MS affects neuronal tissue, the diagnosis process, prediction of the disease
progression and the evaluation of potential treatment outcomes, for which the development
of robust and reproducible quantitative MRI methods to examine spinal cord damage is an
important factor.
The major contributions of this thesis are summarized here below:
• the ZOOM-EPI sequence, successfully used for DWI in the spinal cord for over 10
years, has been adapted to allow the efficient generation of contrasts other than dif-
fusion weighting. In particular the sequence has been extended for use in Inversion
Recovery and MT-weighted protocols. The integration with parallel imaging and si-
multaneous multislice imaging, to speed up acquisition, and incorporation of cardiac
triggering, to improve data quality, has been discussed and shown via preliminary
results in one healthy subject.
• an MT-weighted ZOOM-EPI protocol has been developed for fast MTR in the spinal
cord. This approach allows the incorporation of: (i) a cardiac triggering scheme, (ii)
an optimized set of sequence parameters according to particular sensitivity criteria.
• T1 has been successfully measured in the cervical spinal cord adapting the gold stan-
dard method for T1 mapping, the Inversion Recovery sequence, to the spinal cord by
using ZOOM-EPI. The protocol proposed is clinically feasible (duration is approx-
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imately 7 min for the usual cervical level coverage) and reproducible in a cohort
of healthy subjects. The protocol can be further optimized and accelerated through
sequence parameter optimization and the incorporation of fast imaging techniques;
• a full quantitative Magnetization Transfer imaging examination and assessment of
model parameter reproducibility have been performed in the spinal cord for the first
time in vivo. Model parameter estimation has been achieved using an EPI-based
readout departing from the steady-state configuration, usually assumed in quantita-
tive MT studies. Non-steady-state acquisitions have been shown to lead to precise
parameter estimates by using protocol optimization techniques, that greatly improve
reproducibility of model parameter estimates. Protocol optimization techniques have
been shown to be beneficial at the low SNR regime characterizing spinal cord imag-
ing.
• Despite the different physical mechanism they are based upon, and the different de-
scription of tissue they provide, myelin mapping techniques are all sensitive to alter-
ations caused by MS disease in post mortem tissue. However, some variability can
be appreciated between techniques, which may hint different patterns of sensitivities
to microstructural features.
The research presented in this study can be extended and complemented in several ways,
including:
• the comparison through metrics derived from histology is essential to shed light on
the differences between myelin mapping techniques for the spinal cord, and their
relative sensitivity and specificity to disruption of the myelin compartment in MS.
The completion of the post mortem comparison will serve the double goal of: (i)
improving the understanding of the spinal cord microstructure, and (ii) foster the
design of a in vivo MRI biomarker for myelin degeneration in MS for the human
spinal cord, accounting for the challenges associated with its implementation.
• the development of a battery of quantitative methods using the ZOOM-EPI readout
promotes the design of multi-modal studies via the combination of different contrasts.
A natural and interesting extension of the work shown in this thesis, particularly im-
portant in the context of myelin mapping, is the in vivo measurement of the spinal
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cord g-ratio. To achieve this, a myelin volume fraction index (e.g. from the qMT pro-
tocol developed here) and fibre volume fraction index (e.g. from NODDI, or any other
DWI techniques already validated in the spinal cord) are combined in a single index,
the g-ratio, which has shown promise for specific assessments of demyelination and
axonal loss.
• the feasibility of the quantitative techniques proposed here can be further improved
through protocol optimization refinements. In particular the qMT protocol proposed
shows large room for improvement in terms of accuracy (adding B0 and B1 mapping),
protocol duration (optimizing for number of data points or reducing the model param-
eters to be estimated from data) and precision (through a more rigorous optimization,
the inclusion of a cardiac triggering scheme or a data de-noising step).
• ZOOM-EPI may benefit from technical developments, such as a widespread use and
establishment of SMS imaging and the development of dedicated receiver coils for the
spinal cord. In particular the possibility to perform Inner Volume imaging in a time
efficient manner (i.e. a high multiband factor) is a solution that we seek to explore.
The spinal cord is a crucial structure in a number of neurological conditions, such as MS,
and as yet overlooked by the research community. The efforts described in this thesis aim to
foster the development of robust and clinically feasible protocols to characterize the spinal
cord in healthy and pathology conditions.
While the methods developed in this thesis have been designed to answer the specific chal-
lenges posed by quantitative MRI in the spinal cord, we do not claim their superiority over
more traditional approaches that could be implemented. However, we do remark upon
the importance of expanding the methods available to look at spinal cord microstructure,
providing quantitative values for model parameters to be used in further subsequent op-
timization and development of quantitative MRI methods, and allowing the comparison
among different approaches, that all contribute to advancing the quantitative measurement
of myelin in the spinal cord. We hope that the work developed here may provide useful to
further the attempt to answer this urgent need in the MS field.
Appendix A
Optimizing MTR sensitivity to
macromolecular content
In this appendix we demonstrate a strategy to design the MT weighting when produced by
means of a train of saturation pulses prior to imaging pulses.
Within the sequence described in Section 3.3.3, the MT saturation block stands as a separate
and independent block from data acquisition, and can therefore be freely designed accord-
ing to the specific application being considered.
In the context of MTR experiments, we decide to select the sequence parameters (defining
the saturating train) in order to tune MTR sensitivity to changes in the underlying macro-
molecular content, and jointly reduce MTR sensitivity to changes unrelated to myelin con-
tent, such as water content and hence T1 relaxation. In fact, the final MTR value can be
considered as the result of the competing effects of: (i) magnetization transfer, destroying
longitudinal magnetization, and (ii) T1 relaxation, creating longitudinal magnetization.
The quantitative description of the MT effect, based on the two-pool model (described in
section 2.2.1.3), can be used as a basis for performing optimization of MTR sensitivity.
The MT effect can be described quantitatively by equations 2.24 of the two-pool model, or
equivalently by the matrix form 5.1, where model parameter definitions, including the BPF,
have been given in section 2.2.1.3.
The numerical solution of equation 5.1 offers a means of predicting the time evolution of
MzF(t) for any configuration of tissue parameters, pt=[BPF T1F T1B T2F T2B R], and as a
function of sequence parameters, ps=[D B1 t Dt N], and given a pulse shape s(t) of the off-
resonance pulses. Sequence parameters enters in the definition of w1(t) that describes the
time-course of the off-resonance saturation over the whole period of integration of equation
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5.1. Sequence parameters have been defined in section 2.2.1.4.
It is straightforward to obtain the relationship between pt, ps, and the MTR via numerical
solution ofMzF(t):
MTR(pt ;ps) =
MTo f f  MTon
MTo f f
= 1 MFz (ps;pt)
= 1 S(ps;pt)
(A.1)
where the latter notation will be used later on, for the theoretical derivation of SNR and
contras-to-noise ratio (CNR).
Sensitivity of the MTR to a tissue parameter p is defined as the rate of change of the MTR
with respect to the given tissue parameter, i.e. the partial derivative of theMTR with respect
to p. The parameter sensitivities of major interest when considering MTR as a putative
index of myelination are: macromolecular tissue content, i.e. BPF defined by equation
2.27, ¶MTR¶BPF , and longitudinal relaxation time, which can be approximated by sensitivity to
T1F, ¶MTR¶TF1
.
As an analytical expression of MTR as a function of ps and pt is not available, sensitivities
must be computed numerically as a ratio of finite differences. To take into account a broader
range of physiological scenarios, average sensitivities among a set of R andQ values of BPF
and T1F are considered. Using equation A.1, ¶MTR¶BPF and
¶MTR
¶TF1
are given by:
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where the following definitions have been used:
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and absolute values are considered for final sensitivities.
To compute sensitivities in equations A.2 and A.3, R=Q=10 different values for BPF and
T1F, linearly spaced over physiological ranges were used, both for WM and GM, for a total
of 100 different configurations for each tissue type. All the other tissue parameters were
kept fixed at the following values (taken from [221]). pt values are: BPF from 0.12 to 0.17
(in 10 steps), T1F from 0.7 s to 1.1 s (in 10 steps), T2F=23 ms, T2B=13 ms, R=11.2 s-1 for
WM, and BPF from 0.5 to 0.11 (in 10 steps), T1F from 0.9 s to 1.4 s (in 10 steps), T2F=41
ms, T2B=12 ms, R=14.3 s-1 for GM. For each tissue combination, the MTR value was sim-
ulated over all possible combinations of ps, varied as follows: D from 1 kHz to 15 kHz (20
steps), B1 from 2 mT to 9 mT (in 20 steps), t from 5 ms to 50 ms (in 15 steps), Dt from 1
ms to 50 ms (in 15 steps), and N=5, 8, 10, 12, 15, 18, 20, 25, 30, 35, 40, 50, 60. A single
MT pulse shape, the sinc-Gaussian shape with no lobes, was considered.
MTR sensitivities were investigated over the range of variabilities for ps.
As shown in figure A.1, ¶MTR¶TF1
shows a similar pattern toMTR as a function of D and B1. On
the other hand, higher ¶MTR¶BPF are shifted towards higher D, requiring higher B1 to maintain
the same sensitivity. The dependence of ¶MTR¶TF1
and ¶MTR¶BPF on D and B1 show a repetitive
pattern when varying other sequence parameters (N, Dt, t), which influence the absolute
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Figure A.1: Example of MTR sensitivity maps and simulated MTR as a function of pulse peak am-
plitude B1 and offset frequency D for fixed t=27 ms, Dt=33 ms and N=15, averaged
over multiple tissue parameter combinations.
sensitivities values but not their trends (data not shown).
Visual inspection allowed the detection of different trends of ¶MTR¶BPF and
¶MTR
¶RF1
as a function
of ps, with particular interest in those combinations that simultaneously led to increased
¶MTR
¶BPF and reduced
¶MTR
¶RF1
.
Figure A.2: MTR sensitivity trends as a function of number of pulses N in the saturation train, and
simulated MTR value. A fixed combination of t/Dt=27 ms/33 ms is chosen. Sensitivi-
ties and MTR values are averaged over multiple tissue parameter combinations.
Figure A.2 shows the effect of varying N on the trends shown in figure A.1. ¶MTR¶TF1
increases
with N, following the trend also observed for MTR. ¶MTR¶BPF instead does not increase mono-
tonically with N, but seems to reach a maximum value, then a plateau, before decreasing.
Investigating the temporal evolution of theMTR is therefore essential to separate sensitivity
trends.
For practical in vivo application, the effect of such sensitivities must be compared with ran-
dom variation due to noise in the MTR maps. A theoretical prediction of the SNR in the
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resulting MTR maps can be calculated using the error propagation law (similarly to [221]):
SNRMTR = SNR0
MTRp
(1 MTR)2+1 (A.6)
where SNR0 is the SNR in the M0 image (i.e. the MToff image). Similarly, also the MTR
contrast-to-noise ratio (CNR) was simulated as a function of ps, using WM and GM pt
combinations. CNR can be obtained by applying the error propagation law (similarly to
[221]):
CNRMTR =
MTRWM MTRGMq
s2MTRWM +s
2
MTRGM
=
SGM SWMr
S2WM+1
SNR2WM
+
S2GM+1
SNR2GM
(A.7)
where SWM = 1 MTRWM and SGM = 1 MTRGM, and sMTRWM and sMTRGM are obtained
via the propagation error law, such that sMTR = s0M0
p
S2+1. As shown in the equation A.7,
CNR in theMTR is dependent on the base SNR in theMToff image in WM and GM, and the
difference between MT-weighted signals (proportional to the sensitivity of the MTR to the
specific parameter characterizing the regional variability in the tissue).
As an example, figure A.3 shows sensitivities for different configurations of (t , Dt) at vary-
ing N, for a fixed pair of (D=3.6 kHz, B1=5.3 mT). The combined effect of different pa-
rameter sensitivities can be visualized as CNR trends, computed as shown by equation A.7,
between WM and GM averaged simulated signals. In the computation of the simulated
CNRMTR, the base image SNR0 was set to SNRWM=SNRGM=25, which is plausible forMTR
protocols using ZOOM-EPI. The weighting effect played by the MTR on the sensitivities
can be appreciated in the CNR trends shown in figures A.3d and A.3h. To ease compari-
son among saturating trains with different timing configurations, the same trends of figures
A.3a, A.3b, A.3c and A.3d, are also shown as a function of the total saturating time tsat,
figures A.3e, A.3f, A.3g and A.3h. A better separation between BPF sensitivity peak and
T1F sensitivity plateau can be achieved when short gap trains are used.
Protocols leading to different trends of sensitivities were selected for comparison in phan-
tom study. Bovine-Serum-Albumin (BSA) phantoms at two different concentration levels
(20% and 25% by weight) were used to mimic two tissue type types with differing macro-
161
Figure A.3: Trends for sensitivity to BPF (a and e), sensitivity to T1F (b and f),MTR (c and g), and
CNR between WM and GM (d and h), for different timing configurations t/Dt of the
train of saturation pulses. Trends are shown both as a function of the number of pulses
in the train N, and duration of the saturation train tsat.
molecular content, allowing comparison between protocols of CNR in the resulting MTR
maps. Figure A.4, shows CNRMTR trends in BSA phantoms for the sameMTR sequence pa-
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rameters show in figure A.3d. Simulated trends of figure A.3d are qualitatively reproduced
Figure A.4: CNRMTR trends calculated from BSA data using the same sequence parameters consid-
ered in the simulated CNRMTR trends of figure A.3d.
in the BSA phantoms experiment, confirming the validity of the simulations. Configura-
tions labelled as A,B,C in figure A.3d in simulations are visualized in figure A.5 as MTR
maps in a selected slice, and whole volume histograms. In the phantoms experiment MTR
CNR can be almost doubled by optimizing parameters of the saturating train.
Figure A.5: Same configuration (t , Dt, N) for a fixed pair (D=3.6 kHz, B1=5.3 mT) labelled as A, B,
and C in figure A.3d, are shown here in panels a, b and c. BothMTR map in a selected
slice and whole volumeMTR histograms are shown for the three example protocols.
To be incorporated into an MT-ZOOM-EPI sequence to be used in vivo forMTR protocols,
also constraints on total scan time, length of saturation pulses train and feasibility of simu-
lated combinations of ps in a clinical scanner have to be taken into account at this stage.
The green and red trends shown in figure A.3, that appear to have the same effect on sen-
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Figure A.6: The same trends as shown in figure A.3 when feasibility of combination of ps for in
vivo imaging is taken into account. High peak amplitude, short pulse duration, short
pulse gap allow to increase ¶MTR¶BPF and achieve the CNR peak at shorter tsat, which is
desirable when theMTR sequence is combined with cardiac gating.
sitivity and CNR, produce different results when constraints for in vivo imaging are taken
into account. While the green trend (long pulse and short gap) produce an effective flip an-
gle of approximatively 1800°(the maximum allowed in the scanner used in the experiment),
the red trend can be further optimized by increasing B1, as shown in figure A.6 where the
maximum simulated B1 is used (below the maximum feasible pulse amplitude, and still
producing an effective flip angle lower than the upper bound). As a result, trains where
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short pulse duration were used can be reproduced at higher pulse amplitude, resulting in
improved ¶MTR¶BPF and increased MTR, and hence in higher CNR.
The investigation into the optimization of MTR sensitivities to BPF changes showed here
demonstrated that, as a general trend, short gap, high peak amplitude and short duration
trains of pulses allow us to achieve high ¶MTR¶BPF while
¶MTR
¶TF1
is still low, and at the same
time increase MTR value, resulting in a higher achievable CNR in the final MTR maps. For
this reason, this latter configuration was used for in vivo imaging, where constraints on the
duration of the train of pulses are also introduced to allow efficient cardiac gating of the
sequence (see section 3.4.2.1). A summary of sequence parameters following optimization
used for the in vivoMTR protocol is given in table 3.1.
Appendix B
Sample positioning for MRI acquisition
MRI on post mortem spinal cord samples should be performed in such a way that MRI
slices can be matched to histological slices, when staining is performed at a subsequent
stage on embedded samples, in order to allow accurate quantitative comparison between
myelin mapping techniques from MRI and quantitative histology. It is therefore important
that: (i) each sample can be uniquely identified in the MR images, and (ii) within each
sample, the location of each imaging slice can be retrieved. Samples positioning and MRI
acquisition should be planned accordingly for these purposes.
Figure B.1: Schematic representation of ex-vivo samples holder for MRI. Up to four samples can
be fit in a four compartment structure. Different samples (labelled with a specific code)
are positioned in each compartment defined by increasing number 1,2,3,4. MRI visible
glue blobs are placed on the internal structure to ease the identification of samples in
the acquired images.
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To maximize the time efficiency of the protocol, more than one sample is scanned in the
same exam. Moreover, samples are placed close to each other to allow further improve-
ment of protocol time efficiency by reducing the size of the FOV. This is achieved by using
the structure shown in figure B.1. Samples are placed in a four compartment plastic struc-
ture, and attached tightly to it by means of a thin thread. The structure is inserted within a
cylindrical plastic tube filled with PBS, where movements are not allowed. In such a way
samples can be placed close to each other, so that the size of the FOV to be used can be
reduced, and hence the scan time is also minimized. Each compartment is numbered to al-
low the identification of the different samples placed in it, which are associated to a unique
identifying code. Two MRI visible glue blobs are placed on one side of the internal plastic
structure to allow each compartment, and the the relative sample, to be recognized from the
acquired MRI.
Figure B.2 shows the basic operations performed in the sample positioning procedure.
Figure B.2: Positioning of post mortem samples in the holder for MRI. (a) Example of the exter-
nal plastic holder used to position post mortem samples; (b) post mortem spinal cord
samples, in a PBS bath, labelled with their own identifying code prior to positioning
samples in the holder; (c) example of the internal four compartment structure where
samples are placed, with identifying numbers; (d) view from the top of the internal
structure filled with samples, and detail of markers for identification; (e) example of the
final holder, filled with PBS and sealed.
In order to ensure the correct matching between MRI and histological data, where slicing is
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performed perpendicularly to the main sample direction, the stack of slices has to be as per-
pendicular as possible to all the imaged samples, and the coordinates of each slice need to
be retrieved, so that their position can be mapped in the real samples before histological cut-
ting and staining is performed. Empirically, this is ensured by acquiring a set of coronal and
sagittal scans where the best angulation for all the samples is sought, as samples in the same
holder share the same stack of slices planned for the quantitative MRI protocol described in
table 6.2. A set of slices is then place with the same angles of the best sagittal/coronal view,
and slice positions can then be readily obtained in the sagittal and coronal scans through
a simple difference between slice stack centre coordinates (correcting for different image
resolutions). Examples of slice position identification are given in figure B.3.
Figure B.3: Offline slice position mapping into sagittal MRI, and identification of different samples
through the blob markers on the top of the holder. Following the empirical procedure
described in the appendix B, slice positions of quantitative MRI protocol can be re-
trieved offline in the sagittal scan, as showed by the comparison with the geometry
planning viewer during the MRI acquisition. The slice centres are shown with the solid
lines, slice edges are shown with the dashed lines.
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