A quantum/classical time-dependent self-consistent field ͑Q/C TDSCF͒ approach is used to simulate the dynamics of collisions of Ar with HCO. We present state-to-state cross sections and thermal rate constants for vibrational transitions. Using this model together with assumptions about the rotational energy transfer and a master equation treatment of the kinetics, the low-pressure thermal rate of collision-induced dissociation ͑CID͒ was calculated over the 300-4000 K temperature range. A comparison with experiment shows good agreement at high temperatures and poor agreement at low temperatures. The high temperature results were sufficient to obtain an Arrhenius expression for the rate that agrees with all experimental results of which we are aware.
I. INTRODUCTION
Collision-induced dissociation ͑CID͒ and recombination reactions, ABϩM AϩBϩM, ͑1͒
are important in combustion 1 and atmospheric chemistry 2 and have received considerable theoretical attention [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] in recent years. CID is usually described by the standard Lindemann mechanism, 
AϩB, ͑3͒
where in the first step AB is excited by collision with a bath gas M to a metastable complex AB* which dissociates in the second step. The essential features of the kinetics of this system can be seen from the expression for the dissociation rate,
which results from a steady-state hypothesis for the concentration of AB*. At low pressures ͓M͔→0, and the k Ϫ1 ͓M͔ term in the denominator of Eq. ͑4͒ which is the pseudo-firstorder rate constant for the collisional deactivation of AB* becomes small compared to k 2 , the rate constant for AB* dissociation. Consequently, the overall rate is second-order with k uni given by k 0 ϭk 1 ͓M͔. In other words, the frequency of collisions is low enough that, once formed, AB* dissociates before it can undergo a deactivating collision so that Eq. ͑2͒ becomes the rate-limiting step. The opposite is true at high pressures and the rate is first-order with k uni given by k ϱ ϭk 1 k 2 /k Ϫ1 . At intermediate pressures, the two terms in the denominator are comparable and the rate falls between second-order and first-order. This range of pressures is often referred to as the ''falloff regime.'' In general, of course, AB is expected to have many bound and dissociative states, ͕AB i ͖, rather than just AB and AB*. The kinetics of the system are then determined by the rate of transitions between the AB i states and the rate of dissociation of each AB i state. The evolution of the system in time can be described by the coupled set of differential equations known as the master equation. For the M-AB system, the master equation is given by
AϩB, ͑7͒
where we denote the population of the ith state of AB by ͓AB i ͔. R i j (T) is the thermal rate constant for reaction ͑6͒ and k i is the unimolecular decay rate of state AB i . A first principles determination of the overall rate in the falloff regime requires knowledge of both the dynamics of the energy transfer step ͓Eq. ͑6͔͒ and the unimolecular decay step ͓Eq.
͑7͔͒. One possible approach is to determine the ͕R i j ͖ using classical trajectory calculations and the ͕k i ͖ from RRKM theory. 14 Unfortunately, such a treatment is inappropriate for systems where the density of states is too small for these approximations to be valid, such as small polyatomics, particularly those with light atoms. Increases in computer power and algorithms have now made the theoretical quantum dynamics of polyatomics at dissociative energies accessible.
Because of their importance in combustion and the availability of realistic potential energy surfaces, HCO and HO 2 have received the most experimental and theoretical attention. Theoretical studies of these systems have largely focused on accurately treating the quantum dynamics of Eq. ͑7͒, and determining the energies and lifetimes of the resonance states. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Due to the difficulty of determining exact theoretical quantum dynamics of even triatomic systems, relatively little has been known until recently about the dynamics of the collisional energy transfer in a triatomic system in collision with a fourth atom. Consequently, calculations of the overall rates of dissociation have treated the energy transfer approximately, usually using the strong collision model [5] [6] [7] [8] [9] which assumes the probability of a collision inducing a transition from state j to state i is equal to the normalized equilibrium population of the final state i, i.e., R i j ϭP i j ϭ ( i e ϪE i /kT /Q) where is the collision frequency, i is the degeneracy of state i, and Q is the partition function.
The strong collision model has the advantage of being the simplest form for R i j which still satisfies detailed balance. It has been known for quite some time though that the strong collision model is physically unreasonable, especially for systems where the bath gas is an inert monatomic gas 14 since it predicts a very large transfer of energy when AB is highly excited. It can be corrected somewhat by using a collision efficiency factor, ␤, which has the effect of scaling the pressure, nominally to reflect the fraction of ''strong collisions.'' This will, of course, give exact agreement with experiment in the low-pressure region where the dissociation rate ͑or unimolecular rate constant͒ is expected to vary linearly with pressure, but does not reflect the actual dynamics and ␤ is likely to vary with temperature and pressure ͑if in the falloff region͒. According to Gilbert, ''The strong collision model was originally devised for its mathematical convenience . . . rather than its physical reasonableness.'' 14 Other simple models for the energy transfer show better agreement both with experimental rate versus pressure curves and the results of classical trajectory calculations for systems where classical mechanics is appropriate.
14 The sparse density of states of HCO even at dissociative energies together with the large variation in the resonance lifetimes, however, suggest that a simple model is unlikely to describe accurately the collisional energy transfer. Thus, a state-specific quantum approach is necessary.
Theorists have just begun to look at the dynamics of energy transfer in detail for realistic quantum systems at dissociative energies. The large number of rotational states open at dissociative energies which can be coupled by collision have made it necessary to use approximations even for diatomic systems. Pan and Bowman 10 have performed vibrational coupled-channel calculations on the Ar-HCO system using a reduced-dimensionality approximation where one rotational degree of freedom was removed by preaveraging the Ar-HCO interaction potential ͑a Lennard-Jones sum of pairs potential͒ over the motion of Ar out of the HCO plane and the remaining in-plane rotational degree of freedom was treated using an infinite-order sudden ͑IOS͒ approximation. Qi and Bowman 5 have very recently extended this work using a new ab initio Ar-HCO interaction potential 28 and a sudden approximation for the out-of-plane rotation along with the IOS approximation for the in-plane motion. Similar approximations have also been made in quantum studies of the CID of diatoms in collisions with atoms. [11] [12] [13] These studies of energy transfer in Ar-HCO and other quantum systems have concentrated on microcanonical quantities such as state-to-state cross sections, but have not gone as far as calculating the thermal state-to-state rates or overall rate of CID.
Our purpose in this paper is to present a method for determining the state-to-state thermal rate constants necessary for accurate modeling of the CID of HCO by Ar. First we present a model for Ar-HCO collisions using the same HCO and Ar-HCO potentials as Pan and Bowman, but without the reduced-dimensionality approximations. Instead we use a mixed quantum/classical time-dependent selfconsistent field ͑Q/C TDSCF͒ approximation 29, 30 where the internal vibrations of HCO are treated quantummechanically and the Ar-HCO translation and overall rotation of HCO are treated classically. Then by simulating thousands of collisions with initial conditions sampled by Monte Carlo from a thermal distribution, we obtain the vibrational state-to-state thermal rate constants, ͕R i j ͖. This information, along with assumptions about the rotation-rotation energy transfer, is used to form the master equation which is then solved to give the overall low-pressure thermal rate of CID of HCO. This is then compared with experiment.
The Q/C TDSCF model has the essential properties of conserving energy and allowing energy to flow between the quantum and classical modes which is obviously important in studying energy transfer, and offers an advantage over models using a quantum/fixed classical trajectory approach. 31 Considering the reduced mass of Ar-HCO, the classical description of the translational motion is quite reasonable, especially at high energies. The classical description of HCO rotation is also reasonable for rotations about the two principal axes which are roughly perpendicular to the CO bond and have rotational constants of about 1.5 cm Ϫ1 . The most serious classical approximation is that of HCO rotations about the principal axis nearly parallel to the CO bond. However, by including the rotational degrees of freedom, we allow the exchange of Ar-HCO orbital angular momentum with the rotational angular momentum of HCO during collisions, thus allowing for rotational-translational energy transfer as well as vibrational-translational transfer. The effect of this classical rotation approximation should be somewhat mitigated when calculating quantities which are summed over rotational states, especially if vibrational and rotational energy transfer are relatively uncorrelated, as has been observed in classical trajectory calculations of radicalradical recombination. 14, 32 This model allows full correlation between the vibrational modes of HCO which are treated quantummechanically. The bound and resonance states of HCO are determined by solving the three-dimensional Hamiltonian for HCO with Jϭ0. 15 Using the approach of ''discretizing the continuum'' which has been used in the past to study CID 10, 13, [33] [34] [35] , we represent the resonant and dissociative states of HCO by extending the L 2 vibrational solutions to energies above dissociation. The transition probabilities to bound, resonant, and scattering states can be determined by examining the expansion coefficients of the HCO wavefunction in this L 2 basis after collision. The resonances in the energy region of interest are long-lived, and consequently, are well-represented by L 2 functions and easily discerned from the scattering states.
The implementation of the Q/C TDSCF method for simulating the dynamics of the Ar-HCO collision and the calculation of vibrational state-to-state cross sections along with a discussion of the results are presented in Sec. II. Section III is concerned with the calculation of thermal state-tostate transition rates and the overall thermal rate of CID. Final comments are given in Sec. IV.
II. DYNAMICS

A. Hamiltonian and coordinates
The Ar-HCO Hamiltonian is given by Ĥ ArHCO ϭĤ HCO ϩT Ar-HCO ϩV Ar-HCO , ͑8͒
where T Ar-HCO is the kinetic energy operator for the relative motion of Ar and HCO and V Ar-HCO is the intermolecular potential between Ar and HCO. Ĥ HCO is the body-fixed Hamiltonian of HCO with Coriolis coupling neglected given by
where H HCO Jϭ0 is the zero angular momentum Hamiltonian for HCO as given in, for example, Ref. 15 . R, r, and ␥ are the Jacobi coordinates of HCO shown in Fig. 1 and the bodyfixed Z axis is chosen to lie along the CO bond to minimize the neglected Coriolis coupling. 36, 37 The Euler angles ␣, ␤, and describe the orientation of the body-fixed coordinate system relative to space-fixed coordinates using the convention of Wilson et al. 38 with the change of variables →␣, →␤, and →. X Ar SF ,Y Ar SF , and Z Ar SF give the position of Ar in a space-fixed Cartesian coordinate system centered on the center of mass of HCO and are related to the body-fixed coordinates, X Ar BF ,Y Ar BF , and Z Ar BF , by the rotation described in Ref. 38 . Furthermore, we can define a set of spherical polar coordinates for the position of Ar with respect to the bodyfixed coordinates of HCO, Q Ar BF , Ar BF , and Ar BF . These will be useful in describing the V Ar-HCO potential and in setting initial conditions.
B. Q/C TDSCF scheme
If we make the time-dependent self-consistent field approximation, 29, 30 ⌿͑R,r,␥,␣,␤,,X Ar SF ,Y Ar SF ,Z Ar SF ,t͒
and further treat ⌿ 2 classically so that
then the evolution of quantum wavefunction ⌿ 1 (R,r,␥,t) is governed by (បϭ1)
with Ĥ ArHCO depending parametrically on the classical degrees of freedom, p and q. The classical degrees of freedom evolve by Hamilton's equations with a Hamiltonian integrated over ⌿ 1 (t),
The mixed quantum/classical Hamiltonian is given by making the following ͑classical͒ substitutions in Eqs. ͑8͒ and ͑9͒:
C. Representation
In choosing a representation for the time-dependent quantum wavefunction ⌿ 1 (t), we will follow the approach of ''discretizing the continuum,'' 10, 13, [33] [34] [35] where L 2 functions are used to represent both the bound and dissociative states. In particular, we will use the eigenfunctions, n (R,r,␥), of Ĥ HCO Jϭ0 with zero boundary conditions. Then the expansion of the time-dependent HCO wavefunction, ⌿ 1 (R,r,␥,t), is given by 
With this choice of basis, the matrix elements of the mixed quantum-classical ArHCO Hamiltonian become
͑16͒
and the TDSCF equations of motion are given by
where c is a column vector containing the complex coefficients c i (t) and c † is its conjugate transpose.
D. Basis and propagation
In this section we will describe the details of finding the Jϭ0 vibrational functions of HCO, forming the ArHCO Hamiltonian, integrating the equations of motion, and calculating the cross sections for vibrational excitation and deexcitation using Monte Carlo integration.
The eigenvalues, E n Jϭ0 , and L 2 eigenfunctions, n , of H HCO Jϭ0 were found using the sequential diagonalization truncation ͑SDT͒ method with a discrete variable representation ͑DVR͒ 39 as described in a previous study of HCO resonances. 15 As before, we have used the unadjusted RLBH 40 HCO potential. The primitive DVR basis consisted of a direct product of 45 Gauss-Legendre DVR functions in cos ␥, 113 sine DVR functions in R on the interval ͓2.0,8.0͔ Bohr, and 15 potential optimized DVR ͑PODVR͒ 41 functions in r (N total ϭ76,275). The 15 PODVR functions were reduced from 100 sine DVR functions on ͓1.8,3.1͔ using a reference potential corresponding to a cut along r at the HCO potential minimum. The SDT was performed in the order , R, then r. For , 30 functions were kept for each (R,r) point. The two-dimensional Hamiltonian was then diagonalized, keeping functions with energies less than 20,000 cm Ϫ1 above the potential minimum. At least 100 functions, however, were kept at each r point, regardless of energy. This procedure resulted in a Hamiltonian of dimension Nϭ5545 which was then diagonalized and the lowest 60 states were kept and used as n with the highest state having an energy 5913.5 cm Ϫ1 above the ground state. The 15 bound and 6 quasi-bound states which are among these 60 are listed in Table I ; the remaining 39 states were used to represent the scattering continuum.
c(t) is propagated in Eq. ͑17͒ by diagonalizing H ArHCO at each time step and multiplying by e ϪiH ArHCO (t)⌬t explicitly, i.e.,
where ⌳(t) is a diagonal matrix of the eigenvalues of H ArHCO (t) and the columns of S(t) contain the corresponding eigenvectors. The classical variables are updated by 4th-order Runge-Kutta integration of Eqs. ͑18͒ and ͑19͒. The time step is adjusted so that the total energy is not allowed to vary by more one part in 10 5 each time step and the maximum deviation over the course of a collision is typically less than 1 in 10 4 . Before integrating the equations of motion, the HCO wavefunction and classical variables are set to their initial values. The HCO wavefunction is set to an initial vibrational state j, i.e., c i (0)ϭ␦ i j . The spherical polar coordinates of the position vector of Ar in the HCO body-fixed frame, Q Ar BF , Ar BF , and Ar BF , are set to their initial values with Q Ar BF set to 14 Bohr which is considered to be ''infinite'' separation for our purposes. The initial velocity vector of the Ar is directed along the Ar-HCO vector with magnitude such that the translational energy is E t . The position vector is then shifted by the impact vector b which has polar coordinates b r and b in the plane perpendicular to the position vector. For simplicity in integrating the equations of motion, the Ar co- 
E. Cross sections
The cross section for a collision-induced transition from nonrotating HCO vibrational state j to vibrational state i summed over final rotation at translational energy E t is given by the integral
for a collision started with initial conditions c i (0)ϭ␦ i j , impact vector (b r ,b ), Ar orientation ( Ar BF , Ar BF ), translational energy E t , and momentum conjugate to HCO rotation set to zero. This integral was evaluated using Monte Carlo integration. b r ,b , and were sampled from uniform distributions over the intervals ͓0,8͔ Bohr, ͓0,2͔ rad, and ͓0,͔ rad, respectively. was sampled from a sin distribution over ͓0,͔ rad. 1000 trajectories were performed which was sufficient to give a standard deviation of the sample mean of 10-20 percent for transitions with cross sections greater than 0.1 percent of the total inelastic cross section. Figure 2 shows ͉c 1 (t)͉ 2 for a typical collision of Ar with HCO in its ground state ͓c 0 (0)ϭ1͔. The short collision time and relatively small inelastic transition probability is typical of all collisions observed. The small wiggles after the collision are caused by the rotational coupling of the Jϭ0 vibrational states. The convergence of the Monte Carlo integration is demonstrated in Fig. 3 , which shows the estimate of 1←0 (E t ϭ2000 cm Ϫ1 ) and the standard deviation of the sample mean as a function of the number of trajectories.
F. Results and discussion for Q/C TDSCF dynamics
Histograms of the cross sections from the highest bound pure CO stretch, CH stretch, and bend states in Fig. 4 reveal the state specific nature of the energy transfer. States are labeled ( CH , CO , b ), indicating the number of quanta in the CH stretch, CO stretch, and bend, respectively, with asterisks denoting quasi-bound states. We observe the same general trend seen by Pan and Bowman 10 where total inelastic cross sections from excited bend and CH stretch states are greater than those from CO stretch states. The greater degree of coupling between CH stretch and bend modes than with CO stretch modes is also evident. Probabilities for transitions which transfer energy from the CO stretch to another mode such as ͑0,2,0͒ → ͑0,1,1͒ are small compared to those involving just vibrational-translational ͑V-T͒ energy transfer such as ͑0,2,0͒ → ͑0,2,1͒. The lack of coupling of CO with CH stretch and bending is also indicated by the long-lived nature of the CO stretch Feshbach resonances up to very high energies seen in the many studies of HCO resonances. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] This work also verifies the Pan and Bowman observation that dissociation occurs primarily through resonances. Table II shows inelastic cross sections at E t ϭ2000 cm Ϫ1 from the upper bound states of HCO summed over resonant final states and summed over scattering final states. The total cross sections to scattering states is about 10 percent of the total cross section to resonance states. The cross sections to individual scattering states are very small, so that the error as given by the standard deviation of the sample mean is on the order of the cross section. Summing them cumulates the error, so that the total cross section summed over final scattering states should really be taken as an upper bound.
It is also interesting to examine the cross sections as a function of translational energy, E t . Figure 5 
͑E t ͒ϭaE t e b/ͱE t , ͑22͒
where a and b are adjustable parameters. This functional form results from a semi-classical treatment of a simplified atom-diatom collision due to Rapp and Sharp. 42 This result is not unique and other similar work is reviewed in Ref. 31 .
Rapp and Sharp 42 looked at a colinear collision between an atom, A, and a diatom, BC. In their model, the diatom BC is taken to be a harmonic oscillator and the interaction with the colliding atom A is given by the exponential repulsive potential
where X is the A-B distance and L is the parameter characterizing the range of the potential. The classical trajectory X(t) which describes the collision of A with BC is obtained neglecting the vibrations of BC. Substituting X(t) into Eq. ͑23͒ gives a time-dependent potential which induces vibrational transition in BC. Solving the Schrödinger equation for the BC system with this time-dependent perturbing potential and including only the ground and first excited states of BC, they found the probability for excitation from the ground state to be given by
where v is the relative velocity of A-BC and is the frequency of the 0→1 transition. Using the modified wave number approximation to extend this one-dimensional result to three-dimensions 31, 43 and assuming the transition probability is small (L/vӷ1), yields frequency is high and the collision slow, the vibration adjusts adiabatically to the perturbation and no transition occurs. Unfortunately, there is no apparent way to obtain the parameters for Eq. ͑22͒ a priori for more complicated systems such as Ar-HCO. However, the fact such a function provides a reasonable fit to the data with only a few adjustable parameters may permit extrapolation when only limited data can be obtained due to computational expense or experimental difficulty.
III. KINETICS A. Theory and calculations
Since HCO is in a superposition of vibrational states after a collision, the most general treatment of the kinetics of CID would include possible quantum interference effects. A more general theory, however, reduces to the classical master equation when interference effects are unimportant, i.e., when dissociation occurs primarily through long-lived isolated resonances. 4 For Ar-HCO, Pan and Bowman 10 found an orders of magnitude difference in the cross sections from bound to resonant states and those to scattering states. This is confirmed by our calculations. Consequently, we will employ the classical master equation determining the overall thermal rate of CID from the calculated transition rates.
The master equation is commonly used to describe the kinetics of multilevel systems and a description of its use can be found in any textbook on kinetics. 44 The application of the master equation to unimolecular and recombination reactions, in particular, is detailed in Ref. 14. The master equation describing the evolution of the HCO vibrational level populations is given by
where R i j (T) is the thermal rate constant for reaction ͑27͒ and k i is the unimolecular decay rate constant of state i of HCO. HCO i represents HCO in state i. In order to determine the overall thermal rate for collision induced dissociation, it is useful to rewrite Eq. ͑26͒ in matrix form as
where
The pseudo-first-order thermal rate constant where pressure is assumed constant, k uni , is then given by the magnitude of the least negative eigenvalue and is pressure-dependent. At low pressures, the collision frequency is low enough that HCO states with enough energy to dissociate will do so before they have a chance to be deactivated by a collision. Consequently, the rate of collision-induced dissociation is independent of the unimolecular decay rates, ͕k i ͖, and is solely dependent on the rate of collisional activation and deactivation. Examining the Ar-HCO system in the lowpressure limit gives us a way to assess the validity of the energy transfer model without having to know the unimolecular decay rates accurately. In the low-pressure limit the rate of population ''leakage'' from state i, k i , is just the total rate of excitation to unbound states, i.e.,
Since all unbound states are assumed to dissociate, J can be truncated to include only bound states. Consequently, J is proportional to pressure and so is the pseudo-first-order rate k uni . Factoring out the pressure dependence we can find k 0 ϵlim [M]→0 k uni /͓M͔ as the magnitude of the least negative eigenvalue of J/͓M͔.
If the states of HCO refer to vibrational states, then the master equation above is actually a simplification in that the thermal rates R are really a function of both rotational and vibrational states. If we assume that vibrational and rotational energy transfer are uncorrelated, then the rate can be written as the product
where P(J,K,JЈ,KЈ) is the probability of transition from rotational state (JЈ,KЈ) to rotational state (J,K) during a collision. HCO is approximately a prolate symmetric top. When treating rotation classically, J and K are continuous variables. If we further make the initial J-independent approximation where P(J,K,JЈ,KЈ) is assumed to be independent of the initial state, then this implies the strong-collision form for
This approximate treatment of rotational energy transfer has been found to be reasonable for radical-radical recombination in classical trajectory calculations. 32 In finite-difference form the master equation, including rotations, becomes
with constant J and K increments ␦J and ␦K. The main effect of rotation is to lower the effective barrier to dissociation since rotational energy is available in addition to translational energy. The unimolecular dissociation rate k i,J,K may also vary with J and K. The latter effect has no influence at the low-pressure limit of course, although the former usually has a substantial effect in the low-pressure regime. For Ar-HCO, however, we find very little difference in the overall rates produced by Eqs. ͑26͒ and ͑33͒. This is because of the sparse density of vibrational states of HCO at dissociation compared to most systems. Lowering the effective barrier to dissociation only opens up a few vibrational channels. In order to find k 0 (T), we first must find the state-tostate thermal rate constants, R i j (T). With the initial J-independent approximation, we can find R i j (T) by Monte Carlo integration of the integral
where, as with the cross sections, the initial state j is taken to be nonrotating. The translational energy, E t , is sampled from E t e Ϫ E t /k B T and the other variable are sampled as they were in the cross section Monte Carlo integration. A relative error of 10-20 percent was obtained from 1000 trajectories for transitions with rates greater than 0.1 percent of the total inelastic rate. Figure 6 shows the thermal excitation/deexcitation rates at 2000 K from the highest bound pure CO stretch, CH stretch, and bend states. As expected, the thermal rates, R i j , show the same trends as the cross sections, i j , with inelastic rates from excited bend and CH stretch states exceeding those from CO stretch states. They also reveal the same pattern of coupling.
B. Results and discussion
The magnitude of the thermal rates suggest that the lowpressure limit is applicable even at 1 atmosphere pressure and 2000 K temperature, where the smallest k i 23,24 ͑from resonance lifetimes͒ is more than 100 times greater than the largest total excitation/deexcitation rate, ͚ i j ͓M͔R i j . This agrees with the experimentally observed third-order behavior of the HCO recombination rate constants at atmospheric pressure. 45, 46 Before experimental and theoretical knowledge of the HCO resonance widths were available, Wagner and Bowman 9 predicted low-pressure behavior for pressures up to 10 atm at room temperature, assuming an average resonance width of 1 cm Ϫ1 . This work used an isolated resonance RRKM model for k i and a strong collision approximation for the energy transfer which was adjusted using a collision efficiency factor to agree with experiment. Subsequently, experiments have found the narrowest resonances of HCO to be between 0.1 cm Ϫ1 and 1 cm Ϫ1 , suggesting lowpressure behavior to at least 1 atm.
It should be noted that this second-order behavior of the dissociation rate constant ͑or third-order of the recombination rate constant͒ at the relatively high pressure of 1 atmosphere is not incompatible with the Lindemann mechanism which describes dissociation as occurring through long-lived metastable states. In a study of Ne 2 dissociation by collision with H, Pack et al. 11 found dissociation occurring largely through nonresonant states. In an effort to generalize this result, they cite the experimentally observed third-order behavior of the recombination rate constant at high pressures for many atom-atom and atom-diatom reactions as evidence that recombination is dominated by three-body collisions ͑or AB* with very short lifetimes͒ for atom-atom recombination and that three-body collisions make significant contributions to the overall rate for atom-diatom systems. They conclude that using only the Lindemann mechanism ͓Eqs. ͑2͒ and ͑3͔͒ will ''give too much falloff.'' For Ar-HCO, however,we find that collision-induced dissociation occurs through what would normally be considered longlived resonances ͑widths Ͻ1 cm Ϫ1 , lifetime Ͼ5 ps͒ 23 while exhibiting no falloff up to at least atmospheric pressure. Experiments show low-pressure behavior up to the highest available pressure of 2 atmospheres. 46 The important factor in determining the degree of falloff is the relative rate of excitation/deexcitation to unimolecular dissociation. For systems where energy transfer is relatively weak, it is possible to have dissociation/recombination occur through resonances which are quite long-lived compared to the time-scale of a collision and still have third-order recombination kinetics. So in the case of HCO at least, the Lindemann mechanism is still a reasonable physical picture. This is not to suggest, however, that it is appropriate in all cases. At this time there is not enough evidence to conclude which description is more appropriate in general. Figure 7 shows a plot of the overall thermal rate, k 0 (T), as computed from the one-dimensional master equation ͓Eq. ͑26͔͒. Also shown are experimental data. The points in the 637-780 K region are from a direct experimental determination of the rate of collision-induced dissociation of HCO by Timonen et al. 47 and are probably the most reliable. To the authors' knowledge, this is the only direct experiment on HCO dissociation. The curves in the 1000-2700 K range represent the results of indirect experiments such as flame and shock tube studies of reactions where HCO is an intermediate which are tabulated in Warnatz. [48] [49] [50] [51] [52] Finally, the two points at 298 K are experimentally determined HCO recombination rates 45, 46 which have been converted to dissociation rate constants using an equilibrium constant calculated from the enthalpies and entropies of formation of H, CO, and HCO. 53 The solid curve covering 300-3000 K is from the Arrhenius form, 3.09ϫ10
The parameters were selected to fit both their direct data in the 637-780 K range and the room-temperature recombination rate data.
In the TDSCF model, the average energy is conserved, but amplitude is found in states with energies which are not allowed. This has been referred to as the ''spurious state problem. '' 30 This would result in a systematically higher than expected dissociation rate. At higher temperatures the energy gap between vibrational states is considerably smaller than the translational energy and the spurious state problem becomes much less significant since the contributions to the total rate from allowed transitions dominates. Also, the classical approximation of HCO rotations and Ar-HCO translation becomes better at higher energies. We therefore have considerable confidence in the calculated rates for higher temperatures.
Despite the poor agreement at low temperature, the agreement at temperatures in the flame temperature region is encouraging, especially since this result was obtained with no adjustable parameters. Since our theoretical results are consistent with the experimental data at high temperatures and we have reason to believe that the approximations made are better in this region, it is reasonable to attempt to extrapolate these results to lower temperatures using the more reliable high temperature points. The solid line in Fig. 8 is a fit to the Arrhenius form suggested by Timonen et al., 47 
AT
Ϫ1 e Ϫ E a /k B T , ͑35͒ using our calculated points in the 1500-4000 K range. This curve gives reasonably good agreement with all available experimental data over the full range of temperatures. The largest disparity between our theoretical curve and experiment is at room temperature. As previously mentioned, the experimental room temperature dissociation rates were converted from recombination rates using a calculated equilibrium constant. This equilibrium constant has some uncertainty due to uncertainty in the enthalpy of formation of HCO. From an examination of the available thermodynamic data for HCO, Timonen et al. 47 suggest an uncertainty of 1.0 kcal/mol in the HCO enthalpy of formation which translates into an uncertainty of a factor of 5.4 in the equilibrium constant at 298 K. Our suggested Arrhenius expression gives a dissociation rate which is factor of 3 bigger than the 298 K experimental data which falls within this uncertainty. This uncertainty in the 298 K data suggests that it may be more appropriate to fit the experimental data using only the direct dissociation rate data which does not have this uncertainty. Fitting the Arrhenius expression in Eq. ͑35͒ using only the direct experimental data yields the dotted line in Fig. 8 . This curve shows extremely good agreement over the whole range of temperatures with the curve fit using our theoretical high temperature data ͑the solid line͒. The largest difference between the two is a factor of 3 at 300 K. A difference of only 5 percent in the activation energies produces the factor of 3 difference between the two Arrhenius expressions at 300 K due to the small value of kT at this temperature.
IV. COMMENTS
We have presented a model of the Ar-HCO dynamics based on the RLBH HCO PES and a Lennard-Jones sum of pairs Ar-HCO interaction potential, using the Q/C TDSCF approximation and obtained state-specific information about the dynamics of this system including state-to-state cross sections and thermal rates for vibrational transitions. Using   FIG. 6 . Histograms of thermal rates from the ͑0,2,0͒, ͑0,0,4͒, and ͑2,0,0͒ this model together with assumptions about the rotational energy transfer and a master equation treatment of the kinetics, the low-pressure thermal rate of CID was calculated over a wide range of temperatures. A comparison with the experiment shows good agreement with the high temperature results and poor agreement at low temperatures. The high temperature results were sufficient to obtain an Arrhenius expression for the rate that agrees with all experimental results of which we are aware. In order to assess the feasibility of applying this method to larger systems, it is necessary to assess the computational cost. For Ar-HCO, computing the set of potential coupling matrices ͕V(Q,,)͖ which are used for the interpolation requires about 3.5 days on a 250 MHz SparcII processor and uses approximately 700 MB of storage. The more computationally expensive potential of Ref. 28 requires about 7 days. The time necessary to compute each coupling matrix is proportional to the square of the number of vibrational states included, N vib , and the number of DVR functions in the primitive basis. The 15,000 trajectories which are necessary to obtain either the state-to-state thermal rates at a given temperature or the state-to-state cross sections at a single translational energy then consume approximately 40 hours of CPU time. The most expensive part of the trajectory calculations is reading the coupling matrices from disk and interpolating the elements, the cost of which scales with N vib 2 . If memory is available, keeping the entire 700 MB of coupling matrices in core saves approximately 25 percent of the total cost. A clever caching scheme could also save close to this amount without requiring much additional memory. For the present problem, the diagonalization of H ArHCO is actually a small part of the total cost, even though it scales as N vib 3 . However, for a system requiring more vibrational states this may come to dominate.
While feasible for the Ar-HCO system, the computational costs make this method prohibitively expensive to apply in its present form to a much larger system. For example, a straightforward application to HO 2 , which has more than 300 bound states, would require at least 100 CPU days and 20 Gigabytes of storage just to compute the coupling matrices. The physics of an individual system may afford some cost savings, however. For instance, since most vibrationaltranslational energy transfer is weak, the coupling matrices tend to be banded, which would reduce the number of elements which need to be calculated and reduce the cost of propagation. The limiting factor becomes the ratio of the magnitude of the energy transfer versus the density of states. When the density of states becomes too high, this level of treatment becomes impractical, but other approximations, such as a fully classical treatment of vibrations, become reasonable. For Ar-HCO, the Q/C TDSCF approximation provides a very reasonable approach to this important prototype system.
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