In this paper, we show that the initial value problem (IVP) for the nonlinear Schrödinger equation (NLS) in 3 space dimensions (3D)
is globally wellposed in time. More precisely, we obtain a unique solution u = u φ ∈ C H 1 ([0, ∞[) such that for all time, u(t) depends continuously on the data φ (in fact, the dependence is even real analytic here). Moreover, there is scattering for t → ∞. The same statement holds for radial data φ ∈ H s , s ≥ 1 and proves in particular global existence of classical solutions in the radially symmetric case. Also this issue was open. Thus this is the analogue for NLS of the result for the wave equation with quintic nonlinearity obtained by M. Struwe [Str] in the radial case (and by M. Grillakis [Gr] , [S-S] , in general). In the case of the wave equation, the proof is based on the following two different facts:
(i) As a consequence of the analysis of the local IVP, if global wellposedness fails, there is necessarily a "concentration" effect of the solution on small balls (that may be centered at 0 in the radial case). (ii) The Morawetz inequality, which forbids an infinite repetition of the effect described in (i).
The main problem to follow that scheme for (0.1) is due to the fact that the analogue of the Morawetz inequality for NLS (see [L-S] ), implying an apriori bound on
is not sufficient to disprove the concentration effect.
(This is not surprising since (0.2) is in fact already bounded by sup t u(t) 2 H 1/2 .) We will use, however, together with some other ideas, the following variant of Morawetz' inequality obtained basically by localizing the argument. Recall that the concentration effect in space-time relates to the L 10 x,t -norm and we get space-time boxes Q of size δ × δ × δ × δ 2 where δ → 0 such that inf u L 10 x,t (Q) > 0 (0.4) assuming no global wellposedness. Considering only the spatial variable x, there is concentration of H 1 -norm and L 6 -norm on size δ balls for certain times t (in the setting (0.4), we get a time interval of size δ 2 ). In order to establish global wellposedness for (0.1), it will suffice to get a uniform bound Here η is a fixed small number (except for the fact that we let η → 0 if φ H 1 → ∞). The number κ will be chosen sufficiently small (depending on the induction hypothesis for initial data ψ satisfying say H(ψ) < H(φ) − η 4 ) and this is possible provided M in (0.6) is taken large enough.
(ii) Write on J ∩ [t 0 , ∞[
where v satisfies the IVP iv t + ∆v − v|v| 4 = 0, v(t 0 ) = ζu(t 0 ), (0.10) and 0 < ζ < 1 is a radial bump function chosen such that ζ = 1 if |x| < κ|I| 1/2 , ζ = 0 if |x| > Cκ|I| 1/2 , (0.11) (0.12) which is possible by (0.8).
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Also, because of (0.7), (0.15) and u, v, w behave on I = [t 0 , b] essentially according to the linear flow, up to an error at most η 4 , i.e.
(from (0.14), it follows in particular that (0.10) is wellposed on I).
From (0.12), (0.16) we deduce that for t ∈ I w(t)
and also
It follows in particular that (0.10) is globally wellposed on
xconcentration effects would need to occur for some times t > b, which is impossible since, by (0.20), v(t) 6 is in fact small for t > b). 
and we compare w with W solving
Since (0.12) yields a reduction of the Hamiltonian, the inductive hypothesis on the data implies that (0.22) is globally wellposed and an estimate
holds for some constant M 1 . The remainder of the argument consists in bounding W − w; taking in (0.20) κ sufficiently small (depending on M 1 ), equation (0.21) may indeed be seen as a perturbation of (0.22). The conclusion is that in particular which, together with (0.23) , is used to contradict (0.6).
Looking back at inequalities (0.12), (0.16), the (high) order (|u| 5 ) of the nonlinearity in (0.1) clearly plays a role in the preceding argument. In the case D = 4, the corresponding equation becomes iu t + ∆u − u|u| 2 = 0 (0.24) with only cubic nonlinearity. In section 7, we indicate a variant of the method that permits us to treat (0.24) as well. The case of general dimension will be pursued elsewhere.
1.
Consider the IVP for 3D defocusing NLS (in the radial case)
with Hamiltonian
Our purpose is to prove global wellposedness of (1.1) using an inductive argument on the size of H(φ); for H(φ) sufficiently small, this is indeed the case.
Morawetz apriori inequality (a refinement)
Lemma 2.1. If u is a smooth solution of (1.1) on a time interval I ⊂ R, then
Multiplying both sides of (2.4) by ϕ and integrating in (
Thus (2.8), (2.9) imply in particular that
By (2.5), (2.3), one has for fixed t
Thus from (2.10), (2.11), (2.14)
and letting δ = |I| 1/2 , (2.2) follows.
A concentration property
Our purpose here is to elaborate more on some aspects of the local wellposedness theory for (1.1). Standard references for this issue are the papers [C-W] and [G-V1] .
Assume (1.1) is wellposed on the time-interval I = [a, b] and
where η is a sufficiently small but fixed number.
From the integral equation
From the decay of the linear group e it∆ in 3D e it∆ ψ ∞ |t| −3/2 ψ 1 (3.6) and interpolation, it follows that
where by estimates on fractional derivatives and Hölder's inequality
Thus by (3.3), (3.9) and Young's inequality
Consequently, from (3.3), (3.4), (3.5), (3.10), (3.1)
by (3.10), (3.11), (3.1). Thus, from (3.1), (3.12)
Define next the Fourier restriction operators (wrt the x-variable)
ix.ξ dξ, (3.14) it follows from (3.13) that for
∼ η and hence, by the Littlewood-Paley theorem
(thus σ N 1) and estimate
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Substitution of (3.17), (3.18) permits to bound the left member of (3.16) by
Consequently, there is some t 0 ∈ I and x 0 ∈ R 3 such that
where, by (3.15),
From (3.20), it follows easily that
(where C = C(η, u H 1 ) and
Since u is radial and
Observe that (3.22) remains valid for |t − t 0 | < c(η, u H 1 )N −2 . Hence, by (3.24)
for |t − t 0 | < CN −2 (the precise lower bound in (3.26) will be important later on). Similarly, from
one deduces (taking (3.24) into account) that for |t − t 0 | < CN 
and
Use of the Morawetz inequality
Assume (1.1) is wellposed on a time interval J and
where M is a large number, to be specified.
Let η be as above and consider a sequence of times in J
From the construction in section 3, one gets then for each j some t j ∈ [a j , a j+1 ] and N j > c(a j+1 − a j ) −1/2 such that (3.25), (3.26), (3.29) hold, i.e.
by (4.2) and Strichartz' inequality. The bound on D x u L 10/3
x,t [aj ,aj+1] follows from the inequality (cf. section 2)
From (4.6), we get also
Hence, by (4.3)-(4.5), it follows that for
Fix a small number κ > 0 and assume that
Recalling inequality (2.2) applied to the time interval J 0 = [a 1 , a J ], we get
Thus (4.15) implies the existence of some interval
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This is the setup required for the continuation of the argument.
The conclusion is subject to hypothesis (4.12). Assume otherwise there is j 1 such that
Consider then either the sequence
such that J 1 = j 1 (or J − j 1 ) is at least J/2 and repeat the preceding. Remark that since (4.17) implies that a j+1 − a j > cκ(a J − a 1 ), necessarily
Let r be an integer (in particular depending on κ) and suppose (4.12) fails for r repetitions (which we may perform provided log J r, hence for M in (4.1) sufficiently large).
Thus we get indices j 1 , j 2 , . . . , j r , times t j1 , t j2 , . . . , t jr , and numbers
Our next purpose is to show that when r = r(κ) is taken sufficiently large, the boundedness
It follows from (4.21) that for all N < N js
which, writing u(t) = P N u(t) + P N u(t), may by Hölder's inequality be bounded by 
where
Hence, as a consequence of (4.29), (4.30)
Summation of (4.28) for s = 1, . . . , r gives then by (4.31)
leading to the desired contradiction for r > r(κ). Hence, the hypothesis (4.12) needs to hold on one of the intervals J 0 ⊃ J 1 ⊃ · · · ⊃ J r and one may thus claim (4.16) for some j.
Use of the pseudo-conformal conservation law
Our starting point is the situation (4.16), thus a time-interval I = [a, b], t 0 ∈ I and N such that
and, cf. (4.10),
More precisely, assuming J is a time interval on which (1.1) is wellposed and
one may write J as a union of 3 consecutive intervals (5.5) and perform the construction from section 4 in the middle interval J 0 , thus I ⊂ J 0 . We then distinguish 2 cases.
(i) t 0 − a < b − t 0 . In this section, going forward in time, we will aim to disprove
Then, going backwards in time, we aim to disprove that
Our reasoning will involve an inductive argument on the size of the Hamiltonian. We assume, say, that for an IVP
W (0) = ψ ∈ H 1 (ψ radial and smooth), (5.6) such that
there is global wellposedness and a uniform estimate
for any unit-time interval S (5.8) implies global wellposedness). Recall that there is global wellposedness of (5.6) and W L 10 x,t (R) < ∞ provided H(ψ) is sufficiently small. Thus our purpose is to show that under assumption (5.6)-(5.8) the hypothesis (5.4) with M sufficiently large leads to a contradiction.
We assume case (i); the other case is similar. Consider the IVP (5.10) and N in (5.3) fulfills
From (5.3), we derive the following.
Lemma 5.12. There is a radial bump function ζ such that
Proof. We construct ζ satisfying (5.13) and such that
It then follows from (5.3) that
To get (5.15), consider smooth bump functions ζ 0 , ζ 1 , . . . 
and hence there is some s C(η) for which
This proves the lemma.
Consider next the IVP 
Next, since v(t 0 ) = ζ * u(t 0 ) and ζ 1 < C, we get
where, by a change of variable, it follows again from the estimates in section 3 that
by (5.19)
(5.25) which permits us to conclude that
η. Recall next the pseudo-conformal conservation law (cf. [G-V2], [Caz] ) 
we deduce from (5.27) that From the integral equation
Thus, from (5.37), (5.14)
(5.38) Also w(b) 
and the initial data ψ = w(b) satisfies thus assumption (5.7). From the inductive assumption discussed in the beginning of this section, it follows that the IVP
is globally wellposed and W satisfies (5.8). In particular
On the other hand, by (5.5), (5.31), we have that In order to perform our perturbative analysis, notice that also, by interpolation
where, by (5.33) 
which by (5.31), (5.49) is bounded by
(5.57) 
Also, rewriting (5.56) with b 1 replaced by b 2 , we get
The continuation of the process is clear and we get
for κ sufficiently small. From (5.42), (5.43), (5.44), (5.68)
a contradiction. This concludes the proof.
Conclusion
The claim verified by induction on the size of the Hamiltonian
is that the IVP iu t + ∆u − u|u| 4 = 0, u(0) = φ, φ radial and smooth, ( 6.2) is globally wellposed and satisfies
for any unit time interval I.
The number η > 0 involved in the previous discussion, in particular in (5.7), tends to 0 for H(φ) → ∞, a point that should be mentioned. Also, observe that the assumption of radial symmetry only enters that part of the argument related to the use of Morawetz' inequality (which is easier to use in this special case).
Since, by the usual scale invariance of the problem, thus
the interval I in (6.3) may be chosen arbitrarily, it follows that
The role of the smoothness assumption was only to justify certain calculations, in particular those related to Morawetz' inequality. However, since in the conclusion only H(φ) is involved, it suffices to assume φ ∈ H 1 (and radial). Moreover, properties (6.5) and (6.6) imply scattering (in
Observe also that if φ ∈ H s , s ≥ 1 (and radial), then 
If we take I such that Also for t ∈ I, from (6.11) (6.12) Observe that by (6.5), R + may be partitioned in intervals I satisfying (6.10), and (6.8) results from iterating (6.9)-(6.12) a bounded number of times.
Theorem. Consider the IVP for the 3D NLS (6.13) assuming φ radial. Then (6.13) is globally wellposed,
and there is scattering in H s ,
Further comments
In 4D, the corresponding problem is the IVP iu t + ∆u − u|u| 2 = 0,
and radial (7.1) (the H 1 -critical case is 4D). If one tries to repeat the 3D argument, one encounters a difficulty due to the lower degree nonlinearity (cubic instead of quintic) and some modification is needed.
Observe that it suffices to single out a time interval I = [t 1 , t 2 ], A and N such that (7.4) where η 1 is a fixed constant, η 2 = η 2 (η 1 ) is sufficiently small and B is arbitrarily large (in (5.2), the role of the L 10 -norm becomes L 6 -norm as will be clear below). (A). We first make explicit the estimates involved in the local Cauchy problem. Choose 3 ≤ p < 4, 3 ≤ q < ∞ (7.5) and define 1 2
implies then, by Strichartz' inequality, the decay-inequality and Young's inequality,
For the particular choice p = 3 = q, one gets thus p = 6 = q, s = 1.
(B).
Fix η 0 sufficiently small and partition first in intervals I 0 such that
Hence, from (7.8)
Choose next a fixed p < 4 close to 4. Let p, q = q, s satisfy (7.6). These parameters are assumed fixed in the sequel. Since from (7.10)
∼ η (7.14) and hence also, by (7.9), (7.10),
Interpolating, (7.14), (7.15) imply
and hence there is t 0 ∈ I such that
Thus for some N 0 (7.19) In fact, the preceding argument permits us clearly to take
Property (7.19) is preserved for t close enough to t 0 . Define
Then from the equation (7.1) Since u is radial, (7.21) gives for some C(η)
To the interval I, associate t 0 ∈ I and N 0 obtained in (B) for which (7.19) and (7.23) hold. Repeating the considerations of section 4 (7.19) replaces (4.21) and (7.23) replaces (4.11) and using the 4D-analogue of inequality (2.2)
(deduced from Morawetz' inequality), one gets again an interval I = [a, b], t 0 ∈ I and N > c(η)|I| −1/2 such that the following properties hold: (7.26) and I satisfies (7.14), (7.15).
The number κ here may be chosen arbitrarily small, provided J ⊃ I in (4.1) satisfies (7.27) where M is taken large enough.
(D). Assume
|I| ∼ b − t 0 (7.28) (the case |I| ∼ t 0 − a is similar).
Fix η 2 in (7.3) and B in (7.4). One may then clearly get t 0 < t 1 < t 2 < b,
Our next purpose is to establish (7.2). Writing
it follows from (7.6) that ϕ 1 for p < 4 close to 4.
By interpolation, estimate
where From the estimate (7.8) and (7.36), (7.14)
< η 2+ϕ . (7.38) From (7.25), it follows that for |t − t 0 | < η Comparing (7.38), (7.40), one deduces from (7.37) that (7.41) In order to relate the information (7.41) to u(t 1 ), the following lemma is used.
Lemma 7.42. Assume φ H 1 < C and Write by (7.45) (7.60) by (7.58), (7.6), (7.54).
Collecting estimates, we conclude that
from which (7.44) is easily deduced.
Coming back to (7.41), apply the lemma with φ = u(t 1 ), δ = η 3 , Q = C(η) + (t 1 − t 0 )N 2 . (7.44) gives then that ∇u(t 1 ) L 2 [|x|<C(η)(t1−t0) 2 N 3 ] > η 3 2 , (7.62) which is (7.2) with η 1 = η 3 2 , A = C(η)(t 1 − t 0 ) 2 N 4 . Conditions (7.3), (7.4) are clearly satisfied by (7.29), (7.30).
