Decoding specific cognitive states from brain activity constitutes a major goal of neuroscience. Previous studies of brain-state classification have focused largely on decoding brief, discrete events and have required the timing of these events to be known. To date, methods for decoding more continuous and purely subjectdriven cognitive states have not been available. Here, we demonstrate that free-streaming subject-driven cognitive states can be decoded using a novel whole-brain functional connectivity analysis. Ninety functional regions of interest (ROIs) were defined across 14 large-scale resting-state brain networks to generate a 3960 cell matrix reflecting whole-brain connectivity. We trained a classifier to identify specific patterns of whole-brain connectivity as subjects rested quietly, remembered the events of their day, subtracted numbers, or (silently) sang lyrics. In a leave-one-out cross-validation, the classifier identified these 4 cognitive states with 84% accuracy. More critically, the classifier achieved 85% accuracy when identifying these states in a second, independent cohort of subjects. Classification accuracy remained high with imaging runs as short as 30--60 s. At all temporal intervals assessed, the 90 functionally defined ROIs outperformed a set of 112 commonly used structural ROIs in classifying cognitive states. This approach should enable decoding a myriad of subject-driven cognitive states from brief imaging data samples.
Introduction
The ability to decode and distinguish specific cognitive states from brain imaging data constitutes a major goal of neuroscience. Efforts in this realm of brain-state classification have included decoding basic features of motor function (Dehaene et al. 1998) ; selecting which specific stimulus a subject has perceived (Haxby et al. 2001; Mitchell et al. 2003; Kamitani and Tong 2005) , imagined (O'Craven and Kanwisher 2000), or recalled (Polyn et al. 2005; Chadwick et al. 2010 ) from among several candidate stimuli and separating true from false responses (Davatzikos et al. 2005) . Increasingly subtle methods have allowed classification of stimuli subconsciously perceived by subjects (Haynes and Rees 2005a) ; classification of novel stimuli spatially or thematically related to previously viewed stimuli (Kay et al. 2008; Walther et al. 2009 ); classification of attentional shifts (Esterman et al. 2009; Chiu et al. 2010) ; and classification of distinct subjective percepts of the same stimulus (Haynes and Rees 2005b) . These standard classification approaches have yielded remarkable results in terms of classification accuracy but have some important limitations (Haynes and Rees 2006) . With one exception (Richiardi et al. 2010) , all previous classification studies have required some form of cognitive subtraction in which explicit information regarding the timing of perceptual or cognitive events is required. While these studies point to the power of functional imaging in decoding cognitive events whose timing is strictly controlled by the investigator or explicitly reported by the subject, they have little bearing on the more naturalistic phenomenon of continuous, subjectdriven cognitive processing.
A major obstacle to decoding subject-driven cognitive states has been the functional imaging field's reliance on cognitive subtraction (Friston 1998) . In standard functional magnetic resonance imaging (fMRI) studies, cognitive subtraction experiments measure blood oxygen level--dependent (BOLD) signal changes across 2 or more states and the precise start and stop times of each state are required. By contrast, functional connectivity (FC) MRI examines BOLD signal correlations across brain regions and can be performed over single freestreaming states. This approach has been applied most commonly to resting-state fMRI data to reveal a host of brain networks, referred to here as intrinsic connectivity networks (ICNs), with distinct spatial and temporal profiles corresponding to canonical functions such as vision, hearing, language, working memory, visuospatial attention, salience processing, and episodic memory (Biswal et al. 1995; Hampson et al. 2002; Greicius et al. 2003; Kiviniemi et al. 2003; Beckmann et al. 2005; Bellec et al. 2006; Damoiseaux et al. 2006; Seeley et al. 2007; Kiviniemi et al. 2009; Smith et al. 2009 ). These same ICNs can be detected during states of continuous cognitive processing, both investigator-driven (Fransson 2006; Hampson et al. 2006) and subject-driven (Harrison et al. 2008 ).
The present study extends the reach of brain-state decoding by undertaking a classification of 4 continuous internally generated states based on their distinct FC patterns. We asked whether patterns of FC within and across ICNs could be used to distinguish between 4 subject-driven cognitive states: undirected rest, retrieval of recent episodic memories, serial subtractions, and (silent) singing of music lyrics. The imaging data were acquired in continuous 10-min runs with no stimulus presentation and no investigatorimposed temporal landmarks other than the start and end of the scan. Patterns of within-and between-ICN connectivity were used to train a classification algorithm on data from 14 subjects. The generalizability of the classification algorithm was tested with 2 methods: leave-one-out cross-validation (LOOCV) and cross-validation on an independent cohort. We then examined whether the classifier was sufficiently specific to exclude or reject a novel fifth cognitive state, spatial navigation, from the 4 states on which it was trained. The robustness of the classifier to shorter runs of continuous subject-driven cognitive states was examined. Finally, classification with the 90 functionally defined regions of interest (ROIs) was compared across multiple duration lengths to classification with 112 commonly-used structural ROIs.
Materials and Methods

Subjects
Twenty-seven healthy right-handed subjects (17 females) aged 18--30 participated in this study. These subjects were recruited in 2 cohorts of 15 and 12 subjects separated by 5--6 months and were treated as independent cohorts for training and validating the classifier. Data from the first 15 subjects were used to define the functional (ROIs). Data from 14 of the same 15 subjects were used to train the classifier. One subject was excluded due to excessive motion ( >3 mm translation and/ or >3°rotation) during the memory scan. Data for the 12 remaining subjects in the validation cohort were collected 5 months later. Ten of these subjects' data were used to validate the classifier (2 subjects from the second cohort were excluded for falling asleep). The experimental protocol was approved by the Institutional Review Board of Stanford University.
The first cohort of subjects completed four 10-min tasks: a restingstate scan, an episodic memory task, a music lyrics task, and a subtraction task. The rest scan was always completed first, and the order of the 3 cognitive tasks was counterbalanced. For the rest task, subjects were instructed to close their eyes, let their minds wander, and try not to focus on any one thing. For the memory task, subjects were asked to recall the events of the day from when they awoke until they lay down in the scanner. For the music task, subjects were asked to sing their favorite songs in their head. For the subtraction task, subjects were asked to count backwards from 5000 by 3s. Subjects were instructed to keep their eyes closed during each of the self-driven cognitive states. The 12 subjects from the validation cohort completed these tasks plus an additional task, in which they were asked to imagine walking through all the rooms of their house or apartment (Owen et al. 2006) . Debriefing of subjects confirmed that all but 2 were awake throughout the scans and were able to perform the self-driven tasks for the entire 10 min.
fMRI Acquisition Functional images were acquired on a 3-T General Electric scanner using an 8-channel head coil. To reduce blurring and signal loss arising from field inhomogeneities, an automated high-order shimming method based on spiral acquisitions was used (Kim et al. 2002) . Thirty-one axial slices (4 mm thick, 0.5 mm skip) covering the whole brain were imaged using a T 2 *-weighted gradient-echo spiral pulse sequence (time repetition = 2000 ms, time echo = 30 ms, flip angle = 80°, and 1 interleave) (Glover and Lai 1998; Glover and Law 2001) . The field of view was 220 3 220 mm 2 , and the matrix size was 64364, giving an in-plane spatial resolution of 3.4375 mm.
fMRI Analysis Data were preprocessed and analyzed using SPM5 (www.fil.ion.ucl. ac.uk/spm). Images were corrected for movement using least square minimization and normalized (Friston et al. 1995) to the Montreal Neurological Institute template. Images were then resampled every 2 mm using sinc interpolation and smoothed with a 6-mm Gaussian kernel. Resampling and smoothing were done in 3 dimensions yielding a 2-mm 3 resolution and effective spatial smoothness (full-width at halfmaximum) of 7.2 3 7.1 3 8.4 mm. The difference in the x and y dimensions reflects imprecision in the measurement as calculated by Statistical Parametric Mapping's smoothness algorithm. A high-pass filter was applied to remove low-frequency signal ( <0.008 Hz) from the data. A low pass filter is often used in resting-state analyses but was excluded here to retain potentially useful information in the higher frequency bands, particularly during the cognitive tasks. To confirm our hypothesis that high-frequency data might be useful in classifying, we included an analysis using a band-pass filter which resulted in significantly reduced classification accuracy (see Supplementary Text and Supplementary Fig. S1 ). It is worth noting that cardiac and respiratory signals are known to cause noise in high-frequency bands. To correct for this, we measured the subjects' heart rate and respiration rate while they were being scanned. These data were used to regress the participants' physiological noise from their fMRI data (Chang and Glover 2009 ).
ROI Creation
We created the ROIs by applying FSL's MELODIC independent component analysis (ICA) software (http://www.fmrib.ox.ac.uk/fsl/ melodic/index.html) to the group-level resting-state data for the first 15 subjects. Of the 30 components generated, 14 were selected visually as being ICNs based on previous reports by our group and others (Greicius et al. 2003; Fox et al. 2005; Damoiseaux et al. 2006; Seeley et al. 2007; Kiviniemi et al. 2009; Smith et al. 2009 ). Each of the 14 ICNs was thresholded independently and arbitrarily to generate distinct moderately sized ROIs in the cortex and subcortical gray matter (z = 7.0 ± 0.47; z max = 9; z min = 4.6; voxels > 25). The subcortical clusters in most ICNs are less robust and a lower threshold was used to isolate these clusters (z = 3.8 ± 0.40; z max = 5; z min = 2.5; voxels > 15). This thresholding step resulted in 90 ROIs across the 14 ICNs covering most of the brain's gray matter ( Fig. 1 and Supplementary Fig. S2 ). ROI generation was done prior to classification training and so was not driven by classification results. These 90 ROIs are available for download from the corresponding author's website (http://findlab. stanford.edu/research). 
Individual Subject Functional Connectivity Matrices
Fourteen subjects had usable data in the resting-state scan and the 3 additional subject-driven cognitive tasks: memory, subtraction, and music. We measured the FC between the 90 ROIs during rest and the 3 different cognitive tasks (Fig. 2) . For each ROI time series, we regressed out the global mean and the confounding effects of CSF and white matter. We then calculated the Pearson correlation coefficient between the time series of all ROIs and converted these correlation coefficients to z-scores by applying the Fisher transformation. This resulted in a 3960 cell matrix of FC for each of the 4 cognitive states in every subject. Individual subject FC matrices were created in the same manner for the spatial navigation task in the validation cohort.
Group-Level State Matrices
We created our classification algorithm by selecting cells of interest for each of the 4 cognitive states studied in the first cohort of subjects. The classifier was not trained on the spatial navigation task. For each cognitive state, we performed a one-sample t-test across all subjects for each of the 3960 cells and retained cells that were significant at a false discovery rate (FDR) corrected P value of 0.01. Any cells that were significant for more than one cognitive state were excluded. This resulted in state-specific cells with strong positive or negative correlations that were consistent across subjects and unique to a particular cognitive state. These criteria identified 187 cells of interest for rest, 147 cells of interest for memory, 114 cells of interest for music, and 265 cells of interest for subtraction (Fig. 3) . The classifier parameters were developed on the full 14-subject training data set and then validated in both a LOOCV analysis and on the independent cohort.
Classification of 4 Subject-Driven Cognitive States
We attempted to classify an individual's 4 cognitive states by deriving an overall measure of their FC within each of the 4 group-level state matrices. We tested this with 2 different cohorts of participants: the original cohort of 14 subjects using LOOCV and the independent validation cohort of 10 subjects. On a subject-by-subject basis, each of an individual's 4 scan matrices was assigned to the group-level state matrix that it best matched based on a spatial correlation fit score. To calculate the fit of a given individual scan matrix to a specific grouplevel state matrix, we first examined FC within the cells of interest for the group-level state matrix and determined whether the sign of the individual cell FC agreed with the sign of the group-level cell FC. Cells whose FC sign agreed with the group-level matrix's cell sign were identified as ''correct'' and cells whose sign did not agree as ''incorrect.'' We then multiplied each cell within the individual state matrix by the zscore in the corresponding cell of the group-level state matrix. This allowed us to weight each cell in the individual state matrix by the FC strength predicted by the group-level state matrix. We then took the sum of the absolute values for all correct cells multiplied by the proportion of correct cells and subtracted the sum of the absolute values of all incorrect cells multiplied by the proportion of incorrect cells. Because the algorithm calculates the fit score from the average connectivity in the cells of interest, the algorithm is unbiased by the number of cells in each group matrix. For each subject, each scan was assigned to that group-level state matrix for which it had the highest fit score. A binomial test was used to determine the significance of the classification accuracy. A flow chart of the classification algorithm is provided in Supplementary Figure S3 .
For the LOOCV, the 4 group-level state matrices were calculated 14 different times such that a given subject's scans were compared with group-level state matrices generated from the other 13 subjects. Although LOOCV is a standard method for demonstrating classification generalizability (Mitchell et al. 2003; Mourao-Miranda et al. 2005) , it is prone to cohort effects as the classifier may be overfit to a data set that is not fully representative of the broader population (Davatzikos et al. 2005; Hastie et al. 2009 ). Accordingly, we also applied this classification algorithm to a completely independent cohort of 10 new subjects acquired several months after the original cohort described above. For the validation Figure 2 . Subject-driven episodic memory recall drives changes in whole-brain functional connectivity. A single subject's connectivity matrix is shown for the rest scan in A. Cells colored in yellow-red indicate a positive pairwise correlation between 2 ROIs; green-blue cells indicate negative pairwise correlations. Coarse anatomic labels for each ICN are indicated along the x-and y-axes (more detailed anatomic information is available in Supplementary Table S1 ). Each ICN is bracketed by black bars and divided into 2--12 ROIs. The strong within-ICN correlations are evident along the diagonal. The same subject's memory state connectivity matrix is shown in B. Subtracting the rest state matrix from the memory state matrix provides the difference matrix shown in C where connectivity within the RSC/MTL network is shown to increase during the memory task. A paired-sample ttest of the state matrices across all 14 subjects (D) reveals changes in connectivity both between and within ICNs. These within-ICN changes (orange arrow) can also be detected by performing a paired-sample t-test on the individual subject ICA data (E). This analysis reveals clusters in the RSC/MTL network whose connectivity increases significantly during the memory scan compared with the rest scan.
cohort classification, we used the group-level state matrices shown in Figure 3 derived from all 14 subjects in the initial cohort.
Classification Accuracy as a Function of Scan Length
To determine the influence of scan duration on classification accuracy, we repeated classification of the validation cohort at 11 increasingly shorter scan durations ranging from 10 min down to the first 30 s (Fig. 4) .
Rejecting a Novel Fifth Cognitive State
The 10 subjects from the validation cohort also completed a self-driven spatial navigation task in which they were asked to imagine walking through the rooms of their home. This task was used to assess whether the classifier was sufficiently specific to exclude or reject a novel cognitive state from the 4 states on which it was trained. We calculated an individual subject spatial navigation matrix for each of the 10 subjects and included this matrix with the 4 other scan matrices in a best-fit analysis. On a subject-by-subject basis, each of the 5 individual scans was assigned a fit score to each of the 4 group-level state matrices. In this classification analysis, given that there were only 4 group-level state matrices and 5 scans, we forced unique assignments of the individual scans to the group-level state matrices using a ''winner-take-all'' approach. If 2 of an individual's scans matched to the same group-level matrix, the better match was selected and the second scan was assigned to its second-best match. The individual scan that did not fit any of the group-level state matrices better than the other individual scans was classified as the spatial navigation scan. Note that this winner-take-all algorithm is less stringent than the ''best-fit'' algorithm used for our main classification analyses and described above under ''Classification of 4 Subject-Driven Cognitive States.'' A onesample t-test for the spatial navigation scan matrix is provided in Supplementary Figure S4 .
Classification with Structural ROIs
The best-fit algorithm described above was implemented to create group-level state matrices for the original cohort and classify the 4 cognitive states in the validation cohort using 112 structurally defined ROIs from the Automated Anatomical Labeling Atlas (Tzourio-Mazoyer Figure 3 . Distinct across-subject patterns of whole-brain connectivity for 4 subject-driven cognitive states. For each of the 4 states, cells of interest which showed significant state-specific positive or negative correlations were included in the group-level state matrix. These state matrices are shown in A--D. The orange arrow in B indicates strong connectivity within the RSC/MTL network in the group-level memory state matrix. In the subtraction task (D), connectivity within the IPS/Prefrontal ICN is increased (blue arrow) but the classification algorithm also highlights increased connectivity between this ICN and the basal ganglia ICN (green arrow).
et al. 2002).
We used a binomial test to determine the significance of the classification accuracy and performed a paired-samples t-test to compare accuracy when using structural ROIs with accuracy when using functional ROIs.
Group -Level Contrasts of Rest and Memory States
We compared connectivity between and within ICNs using a pairedsamples t-test for the memory state and the rest state of the 14 subjects used to train the classifier (Fig. 2D,E) . To compare connectivity between all 90 ROIs in the rest and memory states (Fig. 2D ), we performed a paired-samples t-test between the states for each of the 3960 pairwise correlation cells. Significant cells were determined by using an FDR-corrected P value of 0.05. To compare connectivity within the retrosplenial cortex (RSC)/medial temporal lobe (MTL) ICN (Fig. 2E) , we performed ICA on each subject's rest and memory states. We fixed the number of independent components at 30 for each subject. We then used an automated template-matching procedure to select the RSC/MTL ICN for each scan (Greicius et al. 2004) using the group-level RSC/MTL as a template and compared the connectivity within this ICN for the subjects' rest and memory scans by performing a paired-samples t-test in SPM5. This analysis was masked to a onesample t-test of the network derived from both states so that results would only reflect changes within the RSC/MTL network. Significant clusters of connectivity within the group-statistical map were determined by using the joint expected probability distribution (Poline et al. 1997 ) with height (P < 0.01) and extent (P < 0.01) thresholds, corrected at the whole-brain level.
Results
Subject-Driven Tasks Drive Connectivity Changes
For each of the 4 scans in each of the 14 subjects, a 90 3 90 matrix of pairwise ROI correlations was calculated ( Fig.  2A,B) . These matrices can be compared directly within a subject to reveal changes in connectivity strength between 2 subject-driven cognitive states as highlighted for the rest and memory states in Figure 2C . Group-level analyses confirmed these findings, revealing significant connectivity differences across the 90 3 90 matrix both within and between ICNs (Fig. 2D, P < 0.05, FDR corrected) . In Figure  2E , we highlight a specific ICN that includes ROIs in the RSC and MTL and that showed significantly increased connectivity in the memory state compared with rest (P < 0.01, corrected). There were no clusters in this ICN that showed significantly increased connectivity in the opposite contrast (rest > memory).
Group-Level State Matrices
In the group-level memory state matrix (Fig. 3B, orange arrow) , several cells corresponding to correlations within the RSC/MTL ICN survive as would be expected from the group-level increases in this ICN during the memory state compared with rest ( Fig. 2D,E) . Equally important to the cells showing statespecific within-ICN correlations are the numerous cells showing state-specific between-ICN correlations. In Figure  3D (blue arrow), we emphasize increased connectivity during the subtraction task within an ICN that includes intraparietal sulcus (IPS) and prefrontal regions. In addition to increased intranetwork connectivity, the subtraction task elicited increased connectivity between the IPS/prefrontal ICN and the basal ganglia ICN (Fig. 3D, green arrow) .
Classification of 4 Subject-Driven Cognitive States
The pattern-recognition classifier correctly identified 84% of the states in the LOOCV analysis (47 of 56 states; P < 0.001). Additionally, we used the group-level state matrices generated from the original cohort, shown in Figure 3 , to classify the 4 cognitive states in an independent cohort of 10 new subjects acquired several months after the original cohort. In the independent cohort, 85% of the states were correctly classified (34 of 40 scans; P < 0.001). The mean state matrix fit scores for each of the 4 scan types across the 10 subjects are shown in Supplementary Figure S5 .
Classification Accuracy as a Function of Scan Length
With a goal of applying this approach to more naturalistic (briefer) subject-driven cognitive states, we next examined the classifier accuracy over shorter scan durations in the independent cohort. Classification accuracy remained as high as 80% using only the first minute of data. Classification accuracy by scan length is shown in Figure 4 , indicating that a high level of accuracy can be obtained with scan lengths as short as 30 s. . Classification accuracy remains high with scans as short as 1 min. The classification algorithm was tested initially on the full 10-min scans but then on increasingly shorter scan lengths. In each case, the shorter scan lengths are taken from the beginning of the scan (i.e. 0.5 min refers to the first 30 s of the scan). Eleven different scan lengths from 30 s to 10 min were evaluated. The orange line refers to the overall accuracy in distinguishing all 4 states. Accuracy for individual states is shown in the other 4 colors. An accuracy of 25% reflects chance level classification. The overall accuracy remains at 80% with just 1 min of data. With scan lengths below 1 min, overall accuracy tends to decrease, though all 4 scans were identified with significant accuracy with only 30 s of data (P \ 0.001). Figure 5 . Functional ROIs outperform structural ROIs. We performed classification with 112 structural ROIs from the Automated Anatomical Labeling (AAL) Atlas and 90 functional ROIs identified by ICA on resting-state data from an independent sample. Classification was performed with both sets of ROIs at 11 different scan lengths. In all comparisons, classification with functional ROIs was substantially more accurate than classification with the AAL Atlas ROIs.
Rejecting a Novel Fifth Cognitive State
In this analysis, where the spatial navigation scans were added, 46 of 50 scans in the validation cohort were correctly classified yielding a classification accuracy of 92% (P < 0.001). Note that classification accuracy is higher here than in our main 4-way classification because we used a winner-take-all approach. When applied to the 4-way classification, the winner-take-all approach results in 100% accuracy for both the LOOCV and the independent cohort classification analyses (Supplementary Fig.  S6 ). The mean state matrix fit scores for each of the 4 scan types were significantly greater than the novel cognitive state (Supplementary Fig. S7 ). For one participant, the spatial navigation task was confounded with the memory task; for another, the spatial navigation task was confounded with the subtraction task. The group-level state matrix for the spatial navigation task was not used to train the classifier but is shown in Supplementary Figure S4 .
Comparison of Functional and Structural ROIs in Classification
Classification accuracy with the structural ROIs reached significance for all scan lengths (P < 0.001); however, the highest classification accuracy achieved with the structural ROIs was 65% (26 of 40 states correctly classified, Fig. 5 ). Additionally, a paired-samples t-test revealed that classification with the structural ROIs was significantly less accurate than classification with the functional ROIs (P < 0.001).
Discussion
Free-streaming subject-driven cognitive states account for a large, arguably the largest, portion of conscious processing (James 1918) . Despite this principle, for methodological reasons human brain imaging research has focused mainly on discontinuous cognitive processing of discrete events whose explicit timing parameters are required. Most standard functional imaging studies therefore provide little insight into the fundamental, but difficult to interrogate, internal cognitive states which an individual moves between throughout the day.
The results presented here demonstrate the potential for whole-brain FC analyses to provide an experimental window into naturalistic, continuous subject-driven cognitive processing. Face validity for this approach is provided by the finding that connectivity is significantly increased in an ICN connecting known memory regions like the RSC and MTL during the task in which subjects freely recalled the events of their day (Fig. 2D,E) . Similarly, careful examination of Figure 3D reveals that the subtraction task increased connectivity in an ICN featuring bilateral IPS clusters typically activated in standard task activation studies of calculation (Dehaene et al. 1999; Menon et al. 2000; Gruber et al. 2001; Zago et al. 2001) . In addition to changes in within-ICN connectivity, our approach also reveals state-specific patterns of between-ICN connectivity. Figure 3D shows that the same IPS network that increases its within-ICN connectivity during the subtraction task also increases its between-network connectivity with an ICN featuring the basal ganglia, deep gray matter regions frequently activated in arithmetic tasks (Dehaene et al. 1999; Menon et al. 2000) . The FC measures used here do not allow us to distinguish the direct interactions between 2 regions from the temporally correlated but independent coactivation of 2 regions. The subtraction task, for example, may be driving direct interactions between the IPS and basal ganglia networks in an integrated processing model. Alternatively, subtraction may be driving increased activity within each network separately in a parallel processing model. With that as an important limitation, these results support a theoretical model of cognitive processing in which cognitive state changes can be understood as a reshuffling of FC within and between a fixed set of distributed brain networks (McIntosh 2000) .
These shifting patterns of connectivity associated with distinct cognitive states prove robust and consistent across subjects. In both a LOOCV analysis and in an analysis of an independent cohort, our algorithm classified 4 subject-driven cognitive states with high accuracy (84% in LOOCV and 85% in the independent cohort). Importantly, classification accuracy remained at 80% when only the first minute of data was used and remained well-above chance level with as little as 30 s of data. These observations demonstrate that our approach can classify cognitive states over short intervals of self-driven cognition that may better reflect naturalistic processing than the 10-min period used in our main analysis. The temporal resolution of this approach is not likely to improve much further than the 30--60 s range below which our accuracy decreases (Fig. 4) . The temporal resolution is limited ultimately by the very low frequency of the BOLD signal fluctuations studied here (Cordes et al. 2001) . Recent work in the temporal domain demonstrates prominent nonstationarity of restingstate FC over time, particularly as it relates to negative correlations (Chang and Glover 2010) . The classification algorithm developed here could potentially be improved upon by accounting for such variability in connectivity strength.
We anticipate that the spatial resolution of this approach will continue to improve with advances in fMRI acquisition and analysis. Many of the ROIs used here are still relatively large ( Fig. 1 and Supplementary Fig. S2 ) and can likely be subdivided further with increasingly sophisticated parcellation approaches. Combining resting-state fMRI with diffusion tensor tractography (Rushworth et al. 2006; Greicius et al. 2009 ) and self-clustering FC algorithms (Cohen et al. 2008 ) represent 2 promising approaches to more finely parcellating gray matter into increasingly indivisible mesoscopic functional units. A third approach would entail mandating a higher model order in the group ICA, so that instead of identifying 14 networks from 30 components as was done here, one might, for example, identify 20 networks in 50 components (Kiviniemi et al. 2009; Smith et al. 2009 ). With the whole-brain connectivity matrix approach defined here, doubling the number of ROIs from 90 to 180 would increase the matrix size exponentially from 3960 cells to 16 020 cells which may further enhance discriminability between cognitive states.
A number of recent studies have used structurally defined ROIs to gain insights into the basic properties of both structural and functional brain networks (Hagmann et al. 2008; Supekar et al. 2008; Honey et al. 2009 ) and to classify brain states (Richiardi et al. 2010) . While comparisons between different structural parcellation schemes have been undertaken (Zalesky et al. 2010 ), we are not aware of any prior studies comparing functionally defined ROIs with structural ROIs. The results presented here strongly suggest that the use of functionally defined ROIs is superior to the use of structurally defined ROIs in whole-brain connectivity analyses. Across all scan durations tested in this study, the functional ROIs consistently and significantly outperformed the structural ROIs. The main risk in using structural ROIs is that data from 2 or more distinct functional regions may be combined into a single time series. When this occurs, classification potential is likely weakened by diluting meaningful information from 2 distinct ROIs. In addition, combining 2 functional ROIs into a single structural ROI has the potential to introduce errors by creating novel hybrid structural ROI time series that do not reflect the true functional information of either functional ROI.
By focusing on FC rather than functional activation, the current study, like that of Richiardi et al. (2010) has overcome a substantial limitation of previous classification approaches: the reliance on investigator-imposed or subject-reported temporal landmarks (Haynes and Rees 2006) . More critically, this is the first study to demonstrate that whole-brain FC can be used to classify subject-driven cognitive processing. The 4 states classified here were paced not externally by the investigators but internally by the subjects themselves, more closely reflecting the free-streaming cognitive processing characteristic of human thought. Refinements of this approach should ultimately allow for the classification of a wide array of subject-driven cognitive states from relatively short samples of brain imaging data.
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