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Abstract
We consider the yield languages of synchronized tree automata, called the synchronized context-
free (SCF) languages. We show that their language family coincides with the family of ET0L lan-
guages using both studied types of synchronization. Furthermore, we examine a generalization of SCF
grammars, the block-synchronized context-free (BSCF) grammars and determine that their generated
language family is equal to that of the indexed languages using the same two types of synchronization.
However, when the nesting depth of BSCF grammars is bounded above by some constant, the gener-
ated language family is also equal to the family of ET0L languages. This shows that the unbounded
nesting depth language family is strictly larger than the bounded nesting depth family, as previously
conjectured.
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1. Introduction
The study of synchronization was originally initiated by Hromkovicˇ et al. (see [7–9])
to model the communication between parallel computations of Turing Machines and
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alternating machines. Salomaa then introduced synchronized tree automata which are top
down tree recognizers. These allow some communication between parallel computations
along different paths of the trees (see [14]). Jürgensen and Salomaa then created synchro-
nized context-free grammars (or SCF grammars) to study the string languages generated
by nondeterministic synchronized tree automata (see [10]). With this model, each nonter-
minal may or may not use a synchronization symbol which allow different branches to
communicate. There are various ways in which branches can communicate. In particular,
two methods, equality and preﬁx synchronization were studied in [10] and their respec-
tive language families were shown to be equal. Intuitively, with preﬁx synchronization,
if a branch uses a synchronization symbol, it must wait until all other branches use the
same synchronization symbol, or terminate, before continuing. Equality synchronization
is similar, however every branch that uses a synchronization symbol must wait until all
other branches use the same symbol. In addition, a generalization of SCF grammars was
introduced which enabled each branch to recursively start a subderivation, whereby syn-
chronization occurs between branches only within the same subderivation. This system was
called weak derivation, block-synchronized context-free grammars (or BSCF grammars).
We will characterize the language families generated by SCF and BSCF grammars using
both types of synchronization to other well-known, important language families including
the ET0L languages (see [13]) and the indexed languages (see [1]).
2. Preliminaries
An alphabet A is a ﬁnite, nonempty set of symbols. The set of all words over A is denoted
by A∗, and this set contains the empty word, . A preﬁx of a word w is any y such that
w = yx for some word x which we denote by ypw. Also, w1pw2 if and only if one
of w1 or w2 is a preﬁx of the other. We call N and N0 the set of positive and nonnegative
integers, respectively.
A context-free grammar is denotedG = (V , T , I, P ),whereV andT are disjoint alphabets
of nonterminals and terminals, respectively, I ∈ V is the starting nonterminal, and P is a
ﬁnite set of productions of the form X → w where X ∈ V and w ∈ (V ∪ T )∗. Instead of
using the usual rewrite relation, derivations of context-free grammars can be represented as
trees.
A tree domain D is a nonempty ﬁnite subset ofN∗ such that
(1) If  ∈ D, then every preﬁx of  belongs to D.
(2) For every  ∈ D there exists i0 such that j ∈ D if and only if 1j i.
Let A be a set. An A-labelled tree is a mapping t :D → A, where D is a tree domain.
Elements of D are called nodes of the tree and D is said to be the domain of t, dom(t). A
node  ∈ dom(t) is labelled by t (). A node  ∈ dom(t) is called the root of t. The set of
leaves of t is denoted leaf(t). The subtree of t at node  is t/. When there is no confusion,
we refer to a node also simply by its label.
Nodes of a tree t that are not leaves are called inner nodes of t. The inner tree of t, inner(t)
is the tree obtained from t by cutting off all the leaves. The yield of an A-labelled tree t,
yd(t), is the word obtained by concatenating the labels of the leaves of t from left to right;
the leaves are ordered by the lexicographic ordering ofN∗. For  ∈ dom(t), patht () is the
sequence of symbols of A occurring on the path from the root of t to the node .
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Let G = (V , T , I, P ) be a CF grammar. A (V ∪ T ∪ {})-labelled tree t is a derivation
tree of G if it satisﬁes the following conditions.
(1) The root of t is labelled by the initial nonterminal, that is, t () = I .
(2) The leaves of t are labelled by terminals or by the symbol .
(3) Let  ∈ dom(t) have k immediate successors, k1. Then t () → t (1) · · · t
(k) ∈ P .
The set of derivation trees ofG is denoted T (G). The derivation trees ofG are in one-to-one
correspondence with the equivalence classes of derivations ofG producing terminal words,
and thus
L(G) = {yd(t) | t ∈ T (G)}. (1)
Above, in the word yd(t), we identify occurrences of the symbol  with the empty word.
The family of context-free languages is denoted L(CF) (see [6] for an introduction).
An ET0L system is denoted G = (V , V1,, w), where V is a ﬁnite set of nonterminals,
V1 is a nonempty subset of V which are the terminals, w ∈ V + is the starting word, and
 is a ﬁnite set of systems of productions,  = {P1, P2, . . . Pr}. Each Pi is a ﬁnite set
of productions of the form a → wa where a ∈ V , and wa ∈ V ∗; there must be at least
one production for each nonterminal in each Pi . The rewrite relation ⇒G is deﬁned by
the condition that x ⇒G y if and only if x = ai1 · · · aim , y = y1y2 · · · ym, and there is a
table P ∈  such that aij → yj ∈ P for 1jm. Let⇒∗G be the transitive and reﬂexive
closure of the relation⇒G. The language generated by G is deﬁned by L(G) = {x | x ∈
V ∗1 , w ⇒∗G x}. The family of languages generated by ET0L systems is denoted L(ET0L)
(see [13,4]).
An indexed grammar is denoted G = (V , T , F, P, I ), where V is a ﬁnite set of non-
terminals, T is a ﬁnite set of terminals disjoint from V, I ∈ V is the initial nonterminal,
F = {f1, . . . , fr} is the set of indices, where, for 1jr , fj is a ﬁnite set of produc-
tions of the form X → w with X ∈ V,w ∈ V ∗, and P is a ﬁnite set of productions of
the form X → w with X ∈ V,w ∈ (V F ∗ ∪ T )∗. The rewrite relation ⇒G is deﬁned
by the conditions that x ⇒G y if and only if either one of the following two cases
hold:
(1) x = w1Xw2 for some w1, w2 ∈ (V F ∗ ∪ T )∗, X ∈ V, ∈ F ∗,
X → C11C22 · · ·Cmm ∈ P and y = w1C11C22 · · ·Cmmw2,j ∈ F ∗,
where j = j if Cj ∈ V and j =  if Cj ∈ T , 1jm,
(2) x = w1Xfw2 for some w1, w2 ∈ (V F ∗ ∪ T )∗, X ∈ V, f ∈ F, ∈ F ∗,
X → C1C2 · · ·Cm ∈ f and y = w1C11C22 · · ·Cmmw2,
where j =  if Cj ∈ V and j =  if Cj ∈ T , 1jm.
Let⇒∗G be the transitive and reﬂexive closure of the relation⇒G. The language generated
by G is deﬁned by L(G) = {w | w ∈ T ∗, I ⇒∗G w}. The family of languages generated by
indexed grammars is denoted by L(IND).
An indexed grammar is in normal form if and only if the following conditions hold:
(1) for all f ∈ F , each production in f has form X → Y with X, Y ∈ V ,
(2) each production of P is either of the form X → YZ, X → Yf , X → a or X → 
where X, Y,Z ∈ V, f ∈ F, a ∈ T .
We can assume that an indexed language is generated by an indexed grammar in normal
form without loss of generality (see [1]).
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3. Block-synchronization grammars
We will now give some deﬁnitions to describe block-synchronization context-free gram-
mars. Although lengthy, the intended intuition is quite simple. For clariﬁcation, see Exam-
ple 10 below. We refer to [10] for additional deﬁnitions and examples.
A (block) synchronization alphabet is a ﬁnite set
 = S ∪ B ∪ {e}, (2)
where S is the set of situation symbols,B is the set of begin-symbols, and e is the end-symbol,
all pairwise disjoint.
The set of well-formed synchronizing sequences (or sync-sequences, for short) over the
alphabet , WF(), is deﬁned as being the smallest subset of ∗ satisfying the condition:
u0b1v1eu1b2v2eu2b3 . . . um−1bmvmeum ∈WF(), (3)
for every v1, . . . , vm ∈WF(), b1, . . . , bm ∈ B, u0, . . . , um ∈ S∗, m0.
In the following, let w be a well-formed synchronizing sequence as in (3) for some
v1, . . . , vm ∈WF(), b1, . . . , bm ∈ B, u0, . . . , um ∈ S∗.
The nesting depth of w, nd(w), is deﬁned by
nd(w) =
{
0 if m = 0,
1+max{nd(vi) | i = 1, . . . , m} if m1. (4)
Let w ∈ WF() be as in (3). The 0-level situation sequence of w is sit(w) = u0 · · · um.
Thus, it is the word obtained by removing all symbols which are parenthesized.
Let  be a synchronization alphabet and w1, w2 ∈WF(),
Deﬁnition 1. w1, w2 are said to be p-similar (preﬁx-similar), w1 ∼p w2 if sit(w1) p
sit(w2). w1, w2 are said to be e-similar (equality-similar), w1 ∼e w2 if sit(w1) = sit(w2).
The sequences w1 and w2 are p-similar if their 0-level situation sequences are in preﬁx-
relation. Next, we deﬁne a BSCF grammar. When referring to G as a BSCF grammar, one
means that the derivations of G are restricted by the synchronization conditions deﬁned
below in Deﬁnition 6.
Let  be a synchronization alphabet.
Deﬁnition 2. A block-synchronized context-free grammar (BSCF grammar), is a context-
free grammar
G = (N, T , I, P ), (5)
where N = V × ( ∪ {}). We will denote G = (V ,, T , I, P ) in the sequel.
Nonterminals of V ×  are called the synchronizing nonterminals of G. Nonterminals
of the form V × {}, are called nonsynchronizing nonterminals. Elements of V are the base
nonterminals.
The grammar G is a synchronized context-free grammar, SCF grammar, if in (5)  is
replaced by a set of situation symbols S.
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We deﬁne the morphism hG : (V × (∪ {}))∗ −→ ∗ by the condition hG((v, x)) = x
for all v ∈ V and x ∈  ∪ {}.
Deﬁnition 3. LetG be a BSCF grammar.A derivation tree t ofG is said to bewell-formed if
for every leaf  of inner(t), the word hG(patht ()) is a well-formed synchronizing sequence.
Deﬁnition 4. Let G = (V ,, T , I, P ) be a BSCF grammar and let t ∈ T (G) be well-
formed.We say that  ∈ dom(t) is a begin-node (respectively, end-node) if  is labelled by
a begin-nonterminal (respectively, end-nonterminal) of G.
We say that an end-node  corresponds to a begin-node  if hG(patht/()) is a well-
formed sync-sequence. If  is a begin-node of t, we denote the set of end-nodes correspond-
ing to  by CORRt ().
The blocktree of t corresponding to a begin-node , blockt (), is the tree that is obtained
from inner(t)/ by deleting all subtrees below the nodes of CORRt ().
This implies that every blocktree is a well-formed tree.
Deﬁnition 5. Let G be a BSCF grammar and t be a well-formed derivation tree of G.
(1) Let t1 = inner(t) and let  ∈ leaf(t1). The synchronizing sequence (sync-sequence)
corresponding to  is seqt1() = hG(patht1()).(2) Let t2 be the blocktree corresponding to some node labelled by a begin-nonterminal of
t and let  ∈ leaf(t2). The synchronizing sequence of t2 corresponding to the leaf ,
seqt2(), is hG(patht2()) = b · seqt2() · e for some begin symbol b.
Next, we will restrict the trees that will be used to generate BSCF languages.
Deﬁnition 6. LetG = (V ,, T , I, P ) be a BSCF grammar and z ∈ {p, e}. A well-formed
derivation tree t of G is said to be z-acceptable if the following holds always when t1 is a
blocktree of t or t1 = inner(t).
For all ,  ∈ leaf(t1), seqt1() ∼z seqt1(). (6)
Let z ∈ {p, e} and G be a BSCF grammar. The set of z-acceptable derivation trees of G is
denoted Tz(G).
Deﬁnition 7. For z ∈ {p, e}, the language z-synchronized generated by G is Lz(G) =
yd(Tz(G)).
A language L is a z-BSCF language, z ∈ {p, e}, if there exists a BSCF grammar G such
that L = Lz(G).
The families of z-BSCF languages are denoted by Lz(BSCF). L is a z-SCF language, z ∈
{p, e}, if there exists an SCF grammar G such that L = yd(Tz(G)), and the corresponding
language family is denoted Lz(SCF).
We refer to BSCF grammars and languages as weak derivation BSCF grammars and
languages to distinguish between the strong derivation type also introduced in [10]. With
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Fig. 1. A derivation tree t ∈ Te(G).
strongderivations, synchronization occurs as above, however, branches in distinct blocktrees
must also synchronize if they are created directly inside the same blocktree.
Deﬁnition 8. Let t be a well-formed derivation tree of G,  a begin-node and denote t1 =
blockt (). The depth of the blocktree t1 is deﬁned to be
max{nd(seqt1()) |  ∈ leaf(t1)}. (7)
Deﬁnition 9. Let G be a BSCF grammar and c ∈ N0. We say that t ∈ Tz(G) has nesting
depth c if all sync-sequences seqinner(t)(),  ∈ leaf(inner(t)), have depth at most c. The
family of z-BSCF languages of ﬁnite nesting depth is denoted Lz(fnBSCF).
Example 10. DeﬁneG = (V ,, T , I, P ), = S∪B∪{e}, where S = {s},B = {b}, V =
{Ab,As, Ce, Cs,D,D′,Ds, I }, T = {a, c, d} and P contains the following productions:
I → (Ab, b)(D, ), (Ab, b)→ (As, s)(As, s),
(As, s)→ a(As, s) | (Ce, e), (Ce, e)→ (Cs, s),
(Cs, s)→ c(Cs, s) | , (D, )→ d(D′, ),
(D′, )→ d(Ds, s), (Ds, s)→ d(Ds, s) | .
Consider the tree t ∈ Te(G) in Fig. 1.Theﬁrst twononterminals of the rightmost branch need
not synchronize with any other branches since they are nonsynchronizing nonterminals. The
ﬁrst branch starts a blocktree.Within the blocktree, the branches synchronize, but they do not
with branches outside the blocktree. Thus, the number of times s is used as situation symbol
must be the same for each branch in the blocktree and it must be the same for each branch
outside the blocktree. Hence, yd(t) = acacd3 and Le(G) = {ancmancmdm+2 | n,m0}.
4. Finite nesting depth weak derivations
First, we provide a normal form for BSCF grammars which states that every BSCF lan-
guage can be deﬁned by a grammarwhich has a synchronizing symbol in every nonterminal.
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Consequently, using nonsynchronizing nonterminals to hide events does not increase the
generative power, but they can lead to simpliﬁed grammars and proofs.
Informally, we create a new situation symbol, denoted $, which acts in a similar fash-
ion to the empty word. If there is a production with nonsynchronizing nonterminals on
the right-hand side, then for those nonsynchronizing nonterminals, the empty word is re-
placed by $. For all the synchronized nonterminals on the right-hand side, we replace the
situation symbol with $, and then only allow these new nonterminals to loop, or go to
the original synchronized nonterminal. Also, all occurrences of nonsynchronizing nonter-
minals are replaced in the left-hand side with $ and all productions with only synchro-
nizing nonterminals are given the ability to loop with $ productions. In this way, non-
synchronized nonterminal productions are derived ﬁrst, while the others can only loop.
A similar trick is used to obtain a normal form for the restriction of SCF grammars
in [2].
To make the construction of Lemma 11 slightly easier to read, we discuss a type of
alternate normal form ﬁrst. If I is the initial nonterminal of a BSCF grammar where I
does not appear in the right-hand side of any production, then we can change I in all the
productions to (I, b) and add the production I → (I, b). In addition, for all terminating
productions (A, x) →  where  ∈ T ∗ and x ∈ , we remove it if x ∈ B as these could
never be used in an accepting computation, we leave it if x = e, we change to (A, x) →
(′, e) and (′, e) →  if x ∈ S and  =  and we change to (A, x) → (a1, e) . . . (an, e)
and (ai, e) → ai if x ∈ S and  = a1 · · · an. Indeed, all derivations must start by going
to the ﬁrst nesting depth and all terminating productions must occur at the ﬁrst nesting
depth in an accepting computation. Consequently, we need not consider blocktrees and
the inner tree separately. Furthermore, we can assume that all productions with a begin
or end-nonterminal on the right-hand side must be of the form (A, ) → (C, x) since
we can replace all begin and end-nonterminals on the right-hand side of productions with
an intermediate nonsynchronizing nonterminal which immediately must go to the original
begin or end-nonterminal. In addition, for every occurrence of a terminal a on the right-hand
side of a nonterminating production, we can replace it with (a′, ) and add (a′, )→ (a′, e)
and (a′, e)→ (a′, e) | . Thus, all productions are of the form either I → (I, b), (A, x)→
(A1, x1) · · · (An, xn), x ∈  ∪ {}, n1, xi ∈ S ∪ {}, (A, ) → (B, y), y ∈ B ∪ {e} or
(A, e)→ w ∈ T ∗.
Lemma 11. LetG = (V ,, T , I, P ) be a BSCF grammar. Then we can construct a BSCF
grammar G′ = (V ′,′, T , I, P ′) without nonsynchronizing nonterminals (except for I)
such that Lz(G) = Lz(G′) for z ∈ {p, e}.
Proof. It sufﬁces to consider the casewhere z = p since preﬁx synchronization can simulate
equality without introducing any new nonsynchronizing nonterminals as shown in [10].
Assume without loss of generality that G keeps track of the synchronizing symbols on the
base nonterminals (replace all occurrences of (V , x) in productions with (Vx, x)) and also
thatG is of the form discussed above. Let $ be a new situation symbol and′ = S′ ∪B∪{e}
where S′ = S ∪ {$}. Deﬁne an intermediate production set P1 by keeping all terminating
productions in P, keeping I → (I, b) and also making the following changes: for all
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productions in P of the form
(Ax, x)→ (A1x1 , x1) · · · (Anxn , xn), where n1, xi ∈ S ∪ {, e}, (8)
introduce
(Ax, $)→ (A1x1 , $) · · · (Anxn , $) (9)
if x = , xi =  for some i, 1 in,
(Ax, x)→ (A1x1 , x1) · · · (Anxn , xn) | (A1x1 , $) · · · (Anxn , $) (10)
if x = , xi =  for all i, 1 in,
(Ax, $)→ (A1x1 , x1) · · · (Anxn , xn) | (A1x1 , $) · · · (Anxn , $) (11)
if x = , xi = , for all i, 1 in,
(Ax, x)→ (A1x1 , $) · · · (Anxn , $) (12)
if x = , xi =  for some i, 0 in.
Also, for all productions of the form (A, )→ (Bb, b), introduce
(Ax, $)→ (Bb, b). (13)
We deﬁne another intermediate production set P2 by keeping all productions in P1 and:
for all productions inP1 of the form (Ax, x)→  such that x = , x ∈ S∪{e},  ∈ (N∪T )∗,
 /∈ T ∗ add
(Ax, $)→ (Ax, x). (14)
Deﬁne P ′ by keeping all productions in P2 and: for all productions of the form (Ax, $)→ 
such that  ∈ (N ∪ T )∗, add
(Ax, $)→ (Ax, $). (15)
“⊆” It is enough to consider the case for blocktrees. Let t ∈ Tp(G) and let tb be an arbitrary
blocktree of t which does not contain any other blocktree. A blocktree t ′b of tree t ′ of G′ is
constructed exactly as inG until a nonsynchronizing nonterminal is encountered at the next
height of the tree. Then, all nonterminals at that height are rewritten using the same pro-
ductions as inG, except with $ in all the nonterminals situation symbols, using productions
created in (12) and the second part of (10). Then for the next heights, all the nonterminals
that were originally synchronizing nonterminals loop using productions created in (15) un-
til all other branches are done performing the nonsynchronized nonterminal productions.
All of the nonterminals that originally were nonsynchronizing nonterminals carry out the
same derivation recursively with $ in place of  using rules created in (9), until all nonsyn-
chronizing nonterminals reach an end-nonterminal or go to a synchronizing nonterminal
using rules created in the ﬁrst part of (11). In this way, the nonsynchronizing nonterminal
productions are derived ﬁrst, while the others loop until all nonsynchronized nonterminal
productions are ﬁnished. Then, the productions that were looping can proceed to what they
were supposed to go to originally using rules created in (14), and the others can proceed
to the next rule. This serves as a base case for induction. Let tc be an arbitrary blocktree
of t. We construct blocktree t ′c of t ′ exactly as in the base case except when we reach a
production with a begin-nonterminal on the right-hand side. Then we use the rule created in
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Fig. 2. A derivation tree t ′ ∈ Te(G′) corresponding to the derivation tree t ∈ Te(G) in Fig. 1.
(13) whose blocktree can be constructed inductively. When that blocktree ends with rules
from (10) and (12), we continue as in the base case. Thus, by induction, yd(t) = yd(t ′) (see
Fig. 2 for clariﬁcation).
“⊇” Let t ′ ∈ Tp(G′) and let t ′b be an arbitrary blocktree which does not contain any
other blocktrees. The situation symbol must be the same for every height since there are no
nonsynchronizing nonterminals. A blocktree tb of tree t ofG is constructed as in t ′b until the
next height has $ as its situation symbol. Then for each branch which applies a production
created in the second part of (10) followed by a sequence of productions created in (15)
and then (14), the original production in (8) will go directly to the next height without $ as
situation symbol. For each branch which applies a production created in (12), the original
production in (8) will go directly to the nonterminals without  as subscript at the next
height without $ as situation symbol. Furthermore, this continues when productions from
(9) are applied. This process continues through all sections of $ in the situation sequence.
This serves as a base case for induction. Let t ′c be an arbitrary blocktree of t ′. We construct
a blocktree tc of t exactly as in the base case until a begin nonterminal is reached. We
construct this blocktree inductively until it ends and then continue as in the base case.
Thus, by induction, yd(t ′) = yd(t). Hence, we have Lp(G) = Lp(G′) and for any BSCF
grammar,G, there exists a BSCF grammar,G′ without nonsynchronizing nonterminals such
that Lz(G) = Lz(G′) for z ∈ {p, e}. 
Example 12. Let G be as in Example 10. Although G uses equality synchronization and
is not in the normal form used in Lemma 11, the idea is similar. We construct G′ =
(V ′,′, T , I, P ′), where ′ = S′ ∪B ∪ {e}, S′ = S ∪ {$}, V ′ is obvious from construction
and P ′ contains the following productions:
I → (Ab, b)(D, $), (Ab, b)→ (As, s)(As, s) | (As, $)(As, $),
(Ce, e)→ (Cs, s) | (Cs, $), (D, $)→ d(D′, $) | (D, $),
(As, $)→ (As, s) | (As, $), (Ce, $)→ (Ce, e) | (Ce, $),
(Cs, $)→ (Cs, s) | (Cs, $), (, $)→  | (, $),
(As, s)→ a(As, s) | (Ce, e) | a(As, $) | (Ce, $),
(Cs, s)→ c(Cs, s) |  | c(Cs, $) | (, $),
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(D′, $)→ d(Ds, s) | d(Ds, $) | (D′, $),
(Ds, s)→ d(Ds, s) |  | d(Ds, $) | (, $),
(Ds, $)→ (Ds, s) | (Ds, $).
The tree t ′ has the $ nonterminals where the nonsynchronizing nonterminals were, but it also
“ﬁlls in” $ nonterminals at the same place in all other branches of the same blocktree or of
the inner tree, since accepting derivation trees ofG′ must also be e-synchronized. However,
there are inﬁnitely many possible e-acceptable derivation trees in Te(G′) corresponding
to t.
Note that yd(t) = yd(t ′) = acacd3 and Le(G) = Le(G′) = {ancmancmdm+2 |
n,m0}.
We note also that the above proof also works for strong derivations.
Eliminating the need for nonsynchronizing nonterminals is a very useful normal form as
will be seen shortly. Here we state without proof a result from [10].
Theorem 13 (Jürgensen and Salomaa [10]). Lp(fnBSCF) = Le(fnBSCF) = Lp(SCF) =
Le(SCF).
The following two results will be used to show the equivalence of ﬁnite nesting depth
weak derivation languages to ET0L languages. This will help us determine some useful
properties as ET0L systems have been studied extensively. For each production table of an
ET0L system, we can associate a situation symbol.Whenever the ET0L system rewrites all
nonterminals with a certain production table, an SCF grammar can rewrite all nonterminals
with its corresponding situation symbol for all nonterminals. If a nonterminal uses a different
situation symbol, the tree will no longer be equality synchronized. When all nonterminals
are also terminals, this SCF grammar can terminate with the same terminals.
Lemma 14. For z ∈ {p, e}, L(ET0L) ⊆ Lz(SCF).
Proof. ByTheorem 13, it is enough to show the result forLe(SCF). LetG = (V , V1,, w)
be an ET0L system where V1 ⊆ V , V = ∅, w ∈ V + is the initial nonterminal, and
 = {P1, . . . , Pr} is the set of tables of productions. Let G′ = (V ∪ {′}, S, V1, I, P ) be a
synchronized context-free grammar where S = {1, . . . , r, $} ($ is a new symbol), I is the
starting nonterminal, V1 is the set of terminals, and V, the set of base nonterminals (except
for ′), is the same as the set of nonterminals 1 of G. Deﬁne P as follows:
If w = a1 · · · ak , where a1, . . . , ak ∈ V , with k1, then let
I → (a1, x) · · · (ak, x) ∈ P for all x ∈ S.
For each Pi, 1 ir , for each a ∈ V , if a → wa ∈ Pi
with wa = c1 · · · cl , cm ∈ V, 1m l then
(a, i)→ (c1, x) · · · (cl, x) ∈ P ∀x ∈ S and if wa = , then let
(a, i)→ (′, x) ∈ P , ∀x ∈ S.
1 Although the set of base nonterminals has a nonempty intersection with the terminals, the set of nonterminals,
which are ordered pairs, has an empty intersection with the terminals.
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Also, let (′, x)→ (′, y), ∀x, y ∈ S.
For all a ∈ V1, associate (a, $)→ a ∈ P and also (′, $)→  ∈ P .
Given an accepting derivation w ⇒∗G v ∈ V ∗1 , G′ simulates this derivation at each step by
rewriting all nonterminals at a given height using the situation symbol that corresponds with
the production table index. If a nonterminal in G goes to , then G′ goes to a nonterminal
(′, j), for some j, which carries out the derivation using the same situation symbol the
other branches are using. OnceG gets to v, all the symbols in v can go to the corresponding
terminals, or if v = , then all branches can go to .
Given an acceptingderivation tree inG′, notice by construction that all situation sequences
must end in $ andbeof the same length, and that there are nononsynchronizingnonterminals.
So, given any height of the tree, the situation symbol for every branch at that height is
identical. This means that at each height, each nonterminal has situation symbol i, say,
and by construction all productions are in production table i or have already gone to .
The tree must end with terminals, hence by construction, the terminals must all belong
to V1.
Thus, L(G) = Le(G′) and L(ET0L) ⊆ Lz(SCF). 
The reverse inclusion is similar, associating a production table with every situation sym-
bol; the key being the ability to assume without loss of generality that there are no non-
synchronizing nonterminals. Notice in the proof of Lemma 14, that no nonsynchronizing
nonterminals were introduced. If the SCF grammar uses a given situation symbol for all
nonterminals at a certain height (this must be the same since there are no nonsynchroniz-
ing nonterminals), then the ET0L system can rewrite all variables with the corresponding
production table. Since there must be a production for each nonterminal in each production
table, we make productions so that if a nonterminal has a certain situation symbol, it can
only get rewritten to a “dead nonterminal” by another production table.
Lemma 15. For z ∈ {p, e}, Lz(SCF) ⊆ L(ET0L).
Proof. By Theorem 13, it is enough to show the result for z = p.Without loss of generality
(by Lemma 11), let G = (V , S, T , I, P ) be a synchronized context-free grammar without
nonsynchronizing nonterminals. Also, I can be considered a synchronized nonterminal
which has its own situation symbol and does not appear on the right-hand side of any
production. Let S = {1, . . . , r}. Let G′ = (V¯ , V¯1,, I ) be an ET0L system where V¯ =
N ∪ T ∪ {u} (u is a new symbol) is the set of nonterminals, V¯1 = T is the set of terminals,
and  = {P1, . . . , Pr} is the system of production tables. The productions are deﬁned as
follows:
u→ u ∈ Px ∀x,
t → t ∈ Px , ∀t ∈ T , ∀x,
If (A, x)→ w ∈ P , then
(A, x)→ w ∈ Px and (A, x)→ u ∈ Py , ∀y = x.
We can think of u as a “dead nonterminal”, meaning if we ever get a u in a derivation, it
should never accept.
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Given a p-acceptable derivation tree, since there are no nonsynchronizing nonterminals,
then at a given height all the nonterminals left at that height must have the same situation
symbol, x, say. All of these nonterminals get rewritten to either terminals or nonterminals
with situation symbol y, say.By construction, all these productions are inPx and all terminals
that have already been reached go to themselves. This continues until all the branches reach
terminals, and then the derivation can accept in G′.
Given an accepted derivation I ⇒∗
G′ w ∈ V¯1
∗
ofG′, notice that sincew ∈ V¯1∗, u is not a
letter ofw. Thismeans that the only productions used inG′ are of the form (A, x)→  ∈ Px .
At each step, each nonterminal is rewritten using a production table Px , say. This means
that at each height, all nonterminals being rewritten at that height in the derivation for G
are using nonterminals with situation symbol x or have already reached terminals. Thus,
the situation symbols will be the same at a given height of the derivation tree for G. Once
it reaches w, the derivation has reached terminals w in G by construction, and will accept.
Hence, Lp(G) = L(G′) and Lz(SCF) ⊆ L(ET0L). 
Combining Lemmas 14, 15 and Theorem 13 above, we have
Proposition 16. For z ∈ {p, e}, Lz(SCF) = Lz(fnBSCF) = L(ET0L).
This leads us to some well known facts about ET0L languages.
Corollary 17. For z ∈ {p, e}, Lz(fnBSCF) is a Full AFL.
It is known that every ET0L language can be generated by a propagating (-free) ET0L
system [13], and the construction in Lemma 14 does not introduce any -productions from
any nonerasing productions.
Corollary 18. Let G be a BSCF grammar. If Lz(G) ∈ Lz(fnBSCF), we can construct a
BSCF grammar G′ such that G′ is -free and Lz(G)− {} = Lz(G′) for z ∈ {p, e}.
As noted in [10], SCF languages are exactly the yields of nondeterministic synchronized
tree automata [14].
Corollary 19. The family of string languages generated by both nondeterministic preﬁx
and equality synchronized tree automata coincides with L(ET0L).
5. Unbounded nesting depth weak derivations
Up to this point, we are unsure of whether the weak derivation languages (not necessarily
bounded nesting depth) will be strictly larger than ﬁnite nesting depth weak derivation
languages as conjectured in [10]. The following two lemmas will show that this is exactly
the case. We state without proof:
Lemma 20 (Jürgensen and Salomaa [10]). For z ∈ {p, e}, Lz(BSCF) ⊆ L(IND).
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To see the reverse inclusion, we notice that blocks are similar to indices in that they are in
stack form. We can keep track of the top index on base nonterminals. The largest problem
is that when we end a block, which corresponds with popping an index, the derivation is
unaware of the new top stack symbol. To solve this problem, whenever we enter a block,
we use a situation symbol that is associated with the index in one branch and continue
the derivation in another branch. In this way we can nondeterministically calculate the top
index if we re-enter the block.
Lemma 21. L(IND) ⊆ Lp(BSCF).
Proof. Without loss of generality, let G = (V ′, T , I, F, P ) be an indexed grammar in
normal form. Let F = {f1, . . . , fn} be the set of indices, V ′ be the set of nonterminals, I
be the starting nonterminal, and P be the set of productions. Let G′ = (V ,, T , I ′, P ′) be
a BSCF grammar where  = S ∪ B ∪ {e}, S = {s0, . . . , sn}, and B = {b} with n as above.
The set of nonterminals N of G′, will be obvious from the construction.
If a blocktree is being derived at a given nesting depth x, the derivation can be thought
of as performing a derivation with the xth stack symbol being at the top.
For all productions in P of the word A→ CD, A,C,D ∈ V ′, let
(Aj , )→ (Cj , )(Dj , ) ∈ P ′ for all j, 0jn.
The j’s can be thought of as the top index symbol (0 being no index). So, this form of
production can occur no matter what the top index is, and j is the same top symbol for C
and D. Indexed grammars are only aware of the top index for any given production. Pro-
ductions of this form in G will give C and D the same stack of indices as A.
For all productions in P of the form A→ a, A ∈ V ′, a ∈ T ∪ {}, let
(A0, )→ a ∈ P ′,
(Aj , )→ (a′, e) ∈ P ′ ∀j , 1jn,
(a′, e)→ (a′, e) | a ∈ P ′ where a′ is a new symbol in bijective
correspondence with a.
Whenever A goes to a terminal in G, it “forgets” all its indices. For it to “forget” all its
indices in G′, it must go to nesting depth 0 and then go to the corresponding terminal to
remain well-formed.
For all productions in P of form A→ Cfi , A,C ∈ V ′, fi ∈ F , let
(Aj , )→ (Ci, b) ∈ P ′ ∀j , 0jn,
(Ci, b)→ (Ci, si)(Ci, ) ∈ P ′,
(Ci, si)→  | (′, e) ∈ P ′,
(′, e)→ (′, e) |  ∈ P ′.
This starts a new blocktree with top index fi and then starts two branches, one that uses si ;
the corresponding situation-symbol (so we can later determine fi is the top index when we
re-enter the block) and then ends, so that it is well-formed and does not change the yield,
and one that continues the derivation using nonsynchronizing nonterminals.
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For all productions in f ∈ F of form A→ C, A,C ∈ V ′, let
(Af , )→ (Cf , e) ∈ P ′,
(Cf , e)→ (C0, s0)(C0, ) | · · · | (Cn, sn)(Cn, ) ∈ P ′,
(Cj , sj )→ (′, e) |  ∈ P ′, ∀j , 0jn,
(′, e)→ (′, e) |  ∈ P ′.
We know the top index is f, so we end and we now have a new unknown top index symbol.
We can nondeterministically calculate the top index symbol sincewe used an si representing
the top symbol when we entered the blocktree. Then we continue the derivation on another
branch with the ﬁrst branch ending without changing the yield.
Also, let I ′ → (I, s0)(I, ) ∈ P ′.
It is clear from the descriptions that L(G) = Lp(G′).
Hence L(IND) ⊆ Lp(BSCF). 
Notice in the proof of Lemma 21 that given any t ∈ T (G′), where t1 is a blocktree of t or
t1 = inner(t), we have for all  ∈ leaf(t1), | sitt1() |= 0 or 1. This is true since we always
use a situation symbol when we enter a new blocktree and then potentially again when we
enter back into the same nesting depth in the branch to the right of the ﬁrst one with the ﬁrst
one ending and so on. So we can easily modify the proof of Lemma 21 so that | sitt1() |= 1
always and hence L(IND) ⊆ Le(BSCF). This gives an alternate proof (the proof given in
[11] works for both weak and strong derivations) that Le(BSCF) = Lp(BSCF). Thus, we
obtain:
Proposition 22. For z ∈ {p, e}, L(IND) = Lz(BSCF).
The following is seen directly from well known facts about indexed languages:
Corollary 23. For z ∈ {p, e}, Lz(BSCF) is a Full AFL.
The next result is a direct consequence of Propositions 16 and 22, and the fact that the
family of ET0L languages is a proper subset of the family of indexed languages (see [5]).
Theorem 24. For z ∈ {p, e}, Lz(fnBSCF) ⊂ Lz(BSCF).
6. Conclusions
We have given an alternate characterization for the important family of ET0L languages
as being equal to both the SCF languages and the BSCF languages where the nesting or
recursion depth is bounded above by any constant using equality or preﬁx synchronization.
This is useful for the study of the ET0L languages as it is often easier to describe a lan-
guage using a BSCF grammar. Indeed, one can use various methods of synchronization,
nonsynchronizing nonterminals to hide events that need not synchronize and any amount
of recursion, so long as the depth of recursion is bounded above by a constant. In addition,
they often simplify proofs. Recently, synchronized context-free grammars were used to
show that the family of ET0L languages is closed under the hi (hairpin inversion) and the
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dlad (double loop with alternating direct pointers) biooperations, making use of nonsyn-
chronizing nonterminals in the constructions [3]. The characterization is also useful for the
study of nondeterministic synchronizing tree automata, as it shows that the language family
obtained by the yields of the trees is equal to the family of ET0L languages.
Moreover, we showed that when the recursion of BSCF grammars can get arbitrarily
deep, the generated language families using both synchronization types are equal to the
family of indexed languages. This allows one to use both recursion and synchronization
when describing indexed languages. This is often signiﬁcantly easier and more intuitive.
Furthermore, it demonstrates that BSCF languages are strictly more general than ﬁnite
nesting depth BSCF languages using both types of synchronization, as conjectured by
Jürgensen and Salomaa in [10].
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