In this paper, we consider an inverse problem for a time-fractional diffusion equation with a nonlinear source. We prove that the considered problem is ill-posed, i.e., the solution does not depend continuously on the data. The problem is ill-posed in the sense of Hadamard. Under some weak a priori assumptions on the sought solution, we propose a new regularization method for stabilizing the ill-posed problem. We also provide a numerical example to illustrate our results.
Introduction
In this article, we consider the following concentration identification problem (CIP) for the time-fractional nonlinear diffusion equation: (x, t, u(x, t) ), x > 0, t > 0, 0 < α < 1, (1.1)
with the Cauchy condition and initial condition u(x, 0) = 0, x ≥ 0, (1.2) u(0, t) = g(t), t ≥ 0, (1.3) u x (0, t) = h(t), t ≥ 0, (1.4) where u is the solute concentration (see [9] ), f is the source term defined later. The functions g(t) and h(t) denote the solute concentration and the measurement datum of dispersion flux, respectively, on the left boundary. We will recover the solute concentration u(x, t) in the region {(x, t), 0 ≤ x < 1, t > 0} from the measurement data of source terms f(x, t, u(x, t)) and boundary concentrations g(t), h(t). The fractional derivative ∂ α u ∂t α is the Caputo fractional derivative of order α defined by [4] ∂ α u ∂t α (t) = has been studied by M. Kirane et al. [6] . Our problem (1.1)-(1.4) is more complicated than (1.6) since there are two boundary functions in (1.3), (1.4) to be investigated. Moreover, in this paper, we first give the convergence rate in H p norm which is not considered in [6] and some previous papers [7, 8, [10] [11] [12] . The outline of this work is as follows. In Section 2, we present the ill-posedness of the problem. In Section 3, we propose our regularization method, and convergence estimates for the regularized solution and the sought solution are given in both L 2 -and H p -norm based on the a priori assumptions. Finally, in Section 4, we implement a numerical example to illustrate the theoretical results. To apply the Fourier transform, thanks to [3] , we extend all functions in this paper to the whole line −∞ < t < +∞ by defining them to be zero for t < 0. The Fourier transform of
We denote by ‖.‖ L 2 (ℝ) the L 2 (ℝ) norm, i.e., ‖v‖ L 2 (ℝ) = (∫ ℝ |v(ω)| 2 dω) 1 2 , and by ‖.‖ H p (ℝ) the H p (ℝ) norm, i.e., ‖v‖ H p (ℝ) = (∫ ℝ (1 + ω 2 ) p |v (ω)| 2 dω) 1 2 .
Note that, when p = 0, H p (ℝ) = H 0 (ℝ) = L 2 (ℝ).
Applying the Fourier transform with respect to variable t to problem (1.1)-(1.4), we obtain the secondorder differential equation (x, ω, u(x, ω) ), x > 0, ω ∈ ℝ, u(0, ω) =ĝ (ω), ω ∈ ℝ, u x (0, ω) =ĥ (ω), ω ∈ ℝ. Multiplying the first equation of (2.1) by sinh(k(ω)(x−z)) k (ω) and integrating both sides on [0; x], we derive
By applying integration by parts to the left side of (2.2) and combining the second and third equation of (2.1), we obtainû
Applying the inverse Fourier transform to (2.3), we have
Note that the real part of k(ω) is an increasing positive function of ω. Therefore, the terms
increase rather quickly when |ω| → ∞: small errors in high-frequency components can blow up and completely destroy the solution for 0 < x < 1. Therefore, the problem is severely ill-posed, and regularization methods are required for finding the approximate solution of our problem.
Some notations
We prove the following lemma which will be important to obtain the main results.
Proof. (a) We have
The inequality in part (b) follows from (2.5) and (2.6). then we have
).
Then
An example of ill-posedness for problem (1.1)-(1.4)
In this subsection, we give an example of ill-posedness by choosing the function f as follows:
for all (z, ω) ∈ [0; 1] × [0; +∞), and it is extended to zero for all (z, ω) ∈ [0; 1] × (−∞; 0). The ill-posedness of problem (1.1)-(1.4) corresponding to the above function f can be proved by using the following lemmas.
3. Let f be defined as in (2.9) . Then, for any (g, h) ∈ (L 2 (ℝ)) 2 , problem (2.4) has unique solution u * (g, h) ∈ C([0, 1]; L 2 (ℝ)).
Proof. Let us set
has a unique solution in C([0, 1]; L 2 (ℝ)). For v 1 , v 2 ∈ C([0, 1]; L 2 (ℝ)) and 0 ≤ x ≤ 1, we shall prove that
By using the Parseval identity, we obtain
Applying the Hölder inequality to (2.11), we derive
where we have used Lemma 2.1 as follows:
It follows from (2.11) and (2.12) that
Consequently, we get
, so Φ is a contraction mapping on C([0, 1]; L 2 (ℝ)). Thus, there is a unique fixed point of Φ in C([0, 1]; L 2 (ℝ)) which is denoted by u * (g, h), i.e. Φ(u * (g, h)) = u * (g, h). We obtain the existence and uniqueness of the solution of (2.10). Hence, problem (2.4) has a unique solution u * (g, h) ∈ C([0, 1]; L 2 (ℝ)). Lemma 2.4. Let f be defined as (2.9) . Then, for any (g, h) ∈ (L 2 (ℝ)) 2 , problem (2.4) is unstable.
Proof. To show the instability of u, we construct the functions g 0 = h 0 = 0 and (g n , h n ) defined by the Fourier transform as follows:ĝ
It is easy to check that
Indeed, we have
We note that ω α > 1 for all ω ∈ [n; n + 1 n ]. So
Let u n (g n , h n ) and u(g 0 , h 0 ) be two solutions of problem (2.4) corresponding to (g n , h n ) and (g 0 , h 0 ), respectively. The existence of u n (g n , h n ) and u(g 0 , h 0 ) has been proved in Lemma 2.3. We will show that
We getû
If n is large enough, then
On the other hand, we have
by using the same way as for (2.12) . Hence,
It follows from (2.13), (2.14) and (2.15) that
where we have used the inequalities
for all complex numbers z 1 and z 2 . From (2.16), we have
The left side of (2.17) is less than 3 2 
The above inequality implies that problem (2.4) is ill-posed in the Hadamard sense in L 2 -norm.
The growth factor |cosh(k(ω)x)| ≃ exp(|ω| α 2 cos απ 4 ) leads to the severely ill-posed nature of the homogeneous problem. Then the degree of ill-posedness of our problem is exp(|ω| α 2 cos απ 4 ). As in [1] , we can see that the degree of ill-posedness for the classical parabolic problem is exp(|ω| 1 2 ). Since 0 < α < 1, we have that exp(|ω| α 2 cos απ 4 ) grows at a slower rate than exp(|ω| 1 2 ) does. This implies that the fractional case of parabolic problem is "less ill-posed" than the classical one.
Regularization and error estimate for problem (2.4)

Regularized solution
In order to obtain a stable approximate solution of the problem, we apply the truncation method. Let (g δ , h δ ) ∈ (L 2 (ℝ)) 2 be the measured data which satisfy
where the constant δ > 0 is called the error level. We present the regularization problem
3)
The following lemma will show that the regularized problem (3.3) is well-posed.
We show that problem (3.3) has a unique solution by proving that Θ ϵ,δ has a unique fixed point in
for all integer numbers m ≥ 1. For m = 1, we have
By applying the Parseval theorem to (3.6), we get
Applying the Hölder inequality to (3.7), we obtain
by using Lemma 2.1. Therefore,
where the Lipschitz property (3.4) has been used. This immediately implies that
so (3.5) holds for m = 1. Assume that (3.5) holds for m = j, j ≥ 1, i.e.,
We are going to prove that (3.5) holds for m = j + 1. Indeed, it follows from (3.8) that
By the induction principle, we conclude that (3.5) holds for all integer numbers m ≥ 1. Now, by taking the supremum of (3.9) in the variable x, we derive
On the other hand, because
it follows from (3.10) that there exists an integer number m * ≥ 1 such that Θ m * ϵ,δ is a contraction mapping. Thus, there exists a unique fixed point of Θ
). This implies that Θ ϵ,δ (u δ ϵ ) = u δ ϵ due to the uniqueness of the fixed point.
L 2 estimate
From now on, let δ > 0 be the error level, and let g δ , h δ ∈ L 2 (ℝ) be the measured data satisfying (3.1). Let ϵ := ϵ(δ) > 0 be the regularization parameter, and let u δ ϵ be the regularized solution of (3.3), respectively. 
11)
for M 1 > 0. Then
12)
where C 1 = 4e K 2 + 2M 1 e K 2 . As a consequence, if we choose
Remark 3.1. If f = 0 and h = 0, then, since (2.3), we haveû (x, ω) = cosh(k(ω)x)ĝ (ω). Then the left-hand side of (3.11) is
where we have used |cosh(z)| ≤ e ℜ(z) because of Lemma 2.1. Moreover, we get
(ω).
This implies thatû
Hence, we get
.
(3.13)
Thus, if u ∈ L 2 (0, 1; H α 2 (ℝ)), then (3.13) holds. Therefore, we can say that condition (3.11) is natural and makes sense.
Proof. We only consider 0 ≤ x < 1 throughout this proof. We recall that 
. In order to establish an estimate for ‖u δ ϵ (x, .) − u(x, .)‖ L 2 (ℝ) , we introduce the quantity P ϵ (u) defined as
17)
where u is the exact solution. The triangle inequality shows that
18)
Next, we divide the proof into three steps.
Step 1: estimate ‖u δ ϵ (x, .) − u ϵ (x, .)‖ 2 L 2 (ℝ) . It follows from (3.14) and (3.16 ) that ω, u ϵ (z, ω) )]e iωt dz dω, which can be represented by the inverse Fourier transform as
By applying the Parseval theorem to (3.19), we derive
(3.20)
We continue to estimate I 1 as follows:
by applying Lemma 2.1. On the other hand, for |ω| ≤ 1 ϵ , we have exp(2xℜ(k(ω))) ≤ exp(2xϵ − α 2 cos απ 4
Thus, we get
Consequently, we can obtain
where the fact that x ≤ 1 and condition (3.1) have been used. Applying the Hölder inequality and Lemma 2.1, we obtain
Using Paserval's identity and the Lipschitz condition (3.4), we obtain
. Therefore, we derive
22)
where we put
It follows from (3.20), (3.21) and (3.22) that
which is equivalent to
Applying the Gronwall inequality to (3.23), we obtain Y 1 (x) ≤ 8δ 2 e 2K 2 x . Hence,
Step 2: estimate ‖u ϵ (x, .) − u(x, .)‖ 2 L 2 (ℝ) . We have
25)
We split this step into three sub-steps. The first one is estimating ‖u ϵ (x, .) − P ϵ (u)(x, .)‖ 2 L 2 (ℝ) , and the second one is estimating ‖P ϵ (u)(x, .) − u(x, .)‖ 2 L 2 (ℝ) . The last one will combine the two first ones to obtain an estimate for ‖u ϵ (x, .) − u(x, .)‖ 2 L 2 (ℝ) .
Sub-step 2a: estimate ‖u ϵ (x, .) − P ϵ (u)(x, .)‖ 2 L 2 (ℝ) . By subtracting equations (3.16) and (3.17), we derive ω, u(z, ω) )] dz)(t).
By using the same proof as for (3.22), we obtain
. By subtracting equations (3.16) and (3.17), we obtain
which can be represented by the inverse Fourier transform as
Taking the L 2 (ℝ)-norm of P ϵ (u)(x, t) − u(x, t) and applying the Parseval identity, we get
Therefore,
where we have used that
On the other hand, it follows from assumption (3.32) that
Hence, 
This implies that
by applying Gronwall's inequality to (3.29 ). Thus,
(3.30)
Step 3: estimate ‖u δ ϵ (x, .) − u(x, .)‖ L 2 (ℝ) . Because of (3.18), (3.24) and (3.30), we obtain
i.e., (3.12 ) is proved. In addition, substituting
H p estimate
In Theorem 3.1, an estimate of ‖u δ ϵ (x, .) − u(x, .)‖ L 2 (ℝ) was given according to the a priori condition (3.11) . To obtain a result in H p (ℝ), we assume that the exact solution u satisfies the stronger condition (3.32 
Let us choose δ such that Then
34)
where A = p 2 + 1 + K 2 2 p , B = 1 2 γ cos απ 4 , q = max{2; α 2 ; 2p}, C 2 = 4 + 2M 2 .
Proof. First, we have
We split the proof into three steps as follows.
Step 1:
The quantities J 1 and J 2 are estimated the same way as for Theorem 3.1. Firstly, we note that
This implies
where condition (3.1) has been used. Secondly, it follows from
for all |ω| ≤ 1 ϵ and z ≤ x that
where the Lipschitz property (3.4) has been used. Moreover, because of the fact that
Now, by associating (3.36) with (3.37), we derive
Applying the Gronwall inequality, we get Y 2 (x) ≤ 8(1 + ϵ −2 ) p δ 2 exp(2K 2 (1 + ϵ −2 ) p x). Therefore,
and
where B = 1 2 γ cos απ 4 . From (3.33), we have
So Aϵ −q ≤ Bϵ − α+μ 2 . We conclude that the following inequality holds:
The above arguments imply that 
By some simple computations, we get ‖u δ
To obtain the convergence, we need the strong assumption (3.32) on the exact solution u(x, t). The techniques are not new and come from applying Gronwall's inequality. In the next theorem, we will present a new way to deal with a weaker assumption (3.45) on the exact solution u(x, t). Indeed, assumption (3.45) is much better than assumption (3.32) of the previous theorem. Then
where C 3 = max{5e K 2 ; 3M 3 (e K 2 + 1)}.
Proof. Using the triangle inequality, we have Next, we divide this proof into three steps. The first step is estimating ‖u ϵ (x, .) − u(x, .)‖ 2 L 2 (ℝ) , and the second step is estimating ‖P ϵ (u)(x, .) − u(x, .)‖ 2 H p (ℝ) . The last step is obtaining an estimate for ‖u δ ϵ (x, .) − u(x, .)‖ 2 H p (ℝ) .
Step 1: estimate ‖u ϵ (x, .) − u(x, .)‖ 2 L 2 (ℝ) . We have Multiplying both sides of the above inequality by exp(2xϵ − α 2 cos απ 4 ), we obtain 
