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ABSTRACT
The general purpose of this thesis is to investigate strategies that
can be used in order to improve service reliability in urban transit
systems.
Initially, a very simple model is used to compute the probability
of bunching of buses on a route. This result is then used to prove
that adding a very large number of buses on an existing line does not
necessarily significantly improve the level of service (Chapter II).
The second major part of the thesis deals with the problem of
control on a bus route. A specific strategy is first selected based on
selective holding of buses at a point on a route. A method using
elementary calculus to find the best point on the line at which to control
is then described (Chapter III).
Finally, a practical study is performed on the Harvard-Dudley bus
route running between Cambridge and Boston. Using the model developed in
Chapter II we prove that the headway standard deviation cannot be more
than fifty percent above the mean headway, as is suggested by the data
collected. Then we try to show how an operator can use the theoretical
results developed previously to improve the service (Chapter IV).
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8CHAPTER I
INTRODUCTION
I.1 General Summary
The general purpose of this thesis is to investigate strategies that
can be used in order to improve service reliability in urban transit
systems.
Initially, a very simple model is used to compute the probability
of bunching of buses on a route. This result is then used to prove that
adding a very large number of buses on an existing line does not
necessarily significantly improve the level of service.
The second major part of the thesis deals with the problem of control
on a bus route. A specific strategy is first selected based on selective
holding of buses at a point on a route. A method using elementary cal-
culus to find the best point on the line at which to control is then
described.
Finally, a practical study is performed on the Harvard-Dudley bus
route running from Cambridge to Boston. In this example we try to show
how an operator can use the theoretical results developed previously in
order to improve the service.
1.2 Background and Motivation
Attitudinal surveys8 performed in the Baltimore-Philadelphia area show
reliability to be among the most important service attributes for all
travelers. Reliability is considered more important than average travel
time and cost; safety being often the only factor to be viewed as more
9important. In light of this it seems very important to investigate the
reliability of service on a fixed bus route and to develop strategies
to improve it.
The importance of this problem can be outlined on the Dudley-
Harvard route. On March 5th, 1979, a survey was performed during three
hours by MIT students at different stops. For a mean headway of about
6 minutes, the following standard deviations were found for Northbound
buses:
Dudley: 3.47 mn
Auditorium: 4.93 mn
Central: 5.55 mn
Harvard: 5.97 mn
This proves that the standard deviation is not small compared to the
headways and that it tends to increase along the route.
The basic inherent factor in causing bus unreliability is the
instability of the headway distribution. This instability tends to
become more pronounced further downstream.
Exogenous factors such as delays due to traffic or loading conditions
trigger an initial deviation from scheduled headways. The inherent
instability lies in the fact that any delay in arrivals results in an
increased dwell time at that stop due to the increased passenger load.
Thus, late buses get later and early buses get earlier, eventually resulting
in bunching, imbalanced loading and generally poor reliability.
As will be shown in this thesis, adding a very large number of buses
on an existing line, without implementing any control, does not always
10
increase significantly the reliability, because of a bunching phenomenon.
In order to improve reliability one must thus find some other methods
which are easy to implement and not too expensive.
To improve reliability, many strategies have been suggested,
including:
- Turning back buses to split bunches.
- Disaggregating the service by using different levels of
service (local and express buses) or by splitting the line
into two or more parts.
- Acting directly on the route design to try to reduce the
waiting time at the intersections and the dwelling time at
the stops; these two kinds of delays being sources of high
variance.
- Control strategies.
Among these last kinds of strategies, holding strategies at a few
control points proved to be particularly promising in controlling head-
way variations. For example, Barnett has developed an optimal control
point holding strategy which was applied to a model of the Northbound Red
Line in Boston, at the busiest stop on the line, resulting in a mean wait
time reduction of about 10%. This strategy has been selected for further
study in this thesis.
1.3 Previous Work
There are basically two kinds of papers about the subjects with
which we deal in this thesis: Some give empirical evidence on unreliability
and its causes, others introduce and discuss different control strategies.
11
- Chapman et al, in a study about the sources of irregularity in
bus transportation, found that in Newcastle upon Tyne the variance
introduced by dwelling time at the stops is about 30% of the total
variance, the variance introduced by different travel times between bus
stops being 70% of this total variance, if one neglects the different
times spend in queuing delays. There is no indication on the percentages
introduced separately by traffic lights and other random delays along the
line.
- Welding 9indicates that waiting time at the intersections is about
20% of total travel time and dwelling time at the stops is 10%.
These results suggest that a good model to compute the variance of
headways along the line must take into account both these components.
To choose a control strategy, we considered two works, which are
among the most important in the literature.
5
- Newell builds a model with two main simplifications: He assumes that
deviations in travel time and dwelling time at the stops are small (which
is certainly not generally true). He describes qualitatively, a method
to decide when a bus must be held and by how much. One of his conclusions
is that control should be applied as infrequently as possible. He also
suggests that operators should introduce dynamically regulated headways
throughout the system. He admits that his work does not give an easy
to implement, therefore not effective, control strategy.
- Barnett's model is more realistic. The model deals with a linear
route with several stops, one of which (S) is designated as a control stop.
K BA B
12
Vehicles depart A at fixed intervals but by the time they arrive
at point S, some clustering has occured. "Early" buses are held at S,
whenever the preceding bus departed S behind schedule. Consequently,
buses depart S for B with more regular headways. A small amount of
bus holding at S will usually bring the expected waiting time quite
close to its ideal value (one-half the scheduled headway) for most
stops on the route.
The key simplification used by Barnett is to replace the continuous
arrival time distribution with a two-point discrete distribution, which
has one pike for "early" buses and one pike for "late" buses. The
two-point distribution is used to construct a holding strategy: hold
"early" buses at S for time x if the preceding one was late. The
objective function used in this model determines x, the optimal length
of time "early" buses should be held at S. This function recognizes
the tradeoff between time spent waiting at a stop and time spent waiting
on a bus held at S.
The problem with this strategy is that nothing is said about the
choice of the control point. In the Red Line case, Barnett gives an
empirical justification for the choice of Washington Street. One of
our objectives is to give a general formulation and solution of this
problem for any line configuration.
13
1.4 Thesis Contents
Now that we have discussed the main issues and motivations involved
in this thesis, we can explain more precisely its contents.
Chapter II proves, with some assumptions, the most important of
which being the absence of capacity constraints, that it is not possible
to reduce to almost zero the waiting time of passengers on a line by only
adding a very large number of buses, since heavy bunching can appear. To
obtain this result, we first compute the probability of bunching on a line.
In order to do so we use a very simple model, taking into account random
traffic delays along the line and dwelling time at the stops. The
computations prove that on a given route the probability of bunching is a
decreasing function of the ratio (mean headway divided by headway's variance).
Using this result, we show that even if we add a very large number of buses
on a line, the waiting time of a passenger will have a lower bound, other
than zero, if no action is taken to prevent bunching.
This is a good reason to implement some kind of control on a bus line
to reduce the variance of headways and therefore the probability of bunching.
Another reason is that, not taking into account the bunching phenomenon, one
can easily prove that the waiting time of a passenger depends directly on
the headway variance.
This.is the matter which we address in Chapter III: We more
specifically deal with Barnett's holding point method and try to give a
general formulation allowing one to find the best point on a line to
apply his strategy. To compute the headway variance at each stop, we use
the same model as in Chapter II and assume that the variance at the terminus
14
is zero. The result is the outcome of a double minimization problem;
most of the basic concepts and parameters of it being introduced in
Barnett's "On Controlling Randomness in Transit Operation". We then
specialize these results to some very simple line configurations.
Chapter IV deals specifically with the Massachusetts Avenue bus line.
We first describe the present operations and level of service and
try to show what the causes of unreliability and the possible methods to
reduce it are. We apply, together with an heuristic demonstration, the
results of Chapter III to prove that the best control point is Harvard,
if we only want to introduce one such point. In conclusion, we discuss
the beneficial effects of this control and see whether it would be
worthwhile to add some other control points on this route.
15
CHAPTER II
BUS BUNCHING
Bunching is a very well recognized phenomenon: two buses are bunched
when they immediately follow each other. When there is no capacity
problem, the second bus is useless. In general, when two buses are
bunched, they will remain so along the rest of the line: this is due to
the fact that traffic lights and other delays do not affect them independ-
ently anymore. Even if the second bus passes the first one, it will have
to spend longer time at the stops to board passengers, and therefore will
not be able to break the bunching. A bunched situation seems to be very s
stable. Theoretically, we shall say that two buses are bunched when
their headway is zero, and we shall assume throughout this chapter the
stability of this phenomenon.
This chapter will be divided into two parts:
In the first part we shall try to estimate the probability of
bunching. In order to do so we shall first attempt to use a general model,
however, it is shown to be analytically intractable. We shall
then use simpler models to describe the causes of bunching: random
delays along the route and queues at the stops will be introduced as
independent causes of bunching. We shall then try to calibrate the model,
considering the only source of random delays along the route to be in
traffic lights.
In the second part, using the results of the first part, we will show
that, because of bunching it is impossible to indefinitely reduce the
16
waiting time of a passenger by only adding a large number of buses on a
line. This will prove the necessity of some control on the line to
reduce the variance of headways and therefore the probability of bunching.
II.1 How to Compute the Probability of Bunching
II.l.a A General Model
Turnquist explains that a probability distribution of arrival times
of a given bus on different days at a stop must have some characteristics
due to the service. There is a definite earliest time of arrival dictated
by the distance from the terminal to the stop, thus the distribution
should be truncated to the left. It should also have a long tail to the
right because there is a finite probability of the bus being very late.
Increased dwell times at the stops, if the bus is late, due to larger
boarding volumes than expected, introduce further delays. If the delay at
the stop is proportional to the lateness arriving at that stop, we obtain
a set of multiplicative effects.
A probability distribution consistent with all these characteristics
is the lognormal. If the arrival time of a bus, t, is distributed
lognormally, its density function may be expressed as follows:
f(t) = exp{- 1[(knt-yp) 2 ]}
where yP = E(Znt)
a2 = V(knt)
17
When we are at this point we would like to compute the probability of
bunching.
This is: If t1 is lognormal with (pi, a2 ) and t2 is lognormal with
(y23 a2) what is the probability that tl-t 2<0?
This probability is difficult to compute since it involves con-
volutions and we are going to develop another model, which will lead to
normally distributed bus arrival times; much easier to deal with.
II.l.b A Computation Without Dwelling Time at the Stops
We consider that on the route there is a family of possible delays.
E(E) and a2() are the mean and variance of this population.
The bus starts at time 0 and meets N delays (1,'..N) on its route.
We assume here that there is an average number n, of delays encountered
per unit of time by the bus. Therefore, after time t, the bus has met
N = nt delays. It is reasonable to think that this number will not
depend on the day of operation: There is always the same number of
traffic lights on the route, and the hazardous points remain pretty much
the same.
We recall the central limit theorem: If X is the mean of a random
sample of size N taken from a population, then as Noo, the distribution of
Z = XL- ' tends to N(0,l), where y and a are the expectation and standard
deviation of the population.
Therefore in our case, if we consider that N is large, the probability
function of the deviation L of a bus from its schedule is:
18
(L-NE()) 2
~2
f(L) = e 2Na' (2)
We introduce a new parameter G2 = nt a 2 (E) and call h the normal
headway.
We now consider two buses 1, and 2, and assume that their travel
times are uncorrelated (this is certainly not perfectly true since the
traffic situation facing two successive buses may be very similar).
The headway, which is the difference between two independent
normally distributed variables should also be normally distributed with
2 2
mean ho and variance s = 2a ,
0 0
But, with our assumption on bunching (2 buses which are bunched at one
time remain bunched), we see that the probability density function for
one headway is:
19
f(x) = 0 for x<0
0 2
f(O) = f N(x, h ,2o ) dx which is our probability of
-00O bunching
2
f(x) = N(x, h , 2a ) for x>0.
f(O) is the probability that the headway between two buses equals zero.
If we consider that bunching only occurs by pairing, the probability of
a given bus being bunched is 2f(O), but this is a restriction to one of
our previous assumptions that all buses were independent. On the other
hand, if we suppose that bunching can occur in larger groups, the proba-
bility of one bus bunching is $f(O), where $ is a parameter such that
10$,2. Therefore, the probability B that one bus bunches with another
is B =$ fh N(tO,1)dt.
To see if this result is reasonable we use some data collected in
March '75 on the Harvard-Dudley bus route. This data gives the
arrival time of 73 buses at M.I.T. These buses were coming from
Dudley, where they had an almost perfect headway h=5 minutes. This
data gives us 70 headways with h = 290 seconds
and s = 181 seconds.
2 2
To compute a we use the relationship s = 2y , which gives a = 128.
We have then = 0.45 and we find a probability B ~ 10% of bunchingh
0
with our model, and $=2.
If we assume that a headway of less than 30 to 35 seconds means
that two buses are effectively bunched, we find that there are about
20
DATA COLLECTED IN MARCH '75: Headways in Seconds
Headway Number 316 3/11 3/12
1 310 210 270
2 245 505 300
3 150 15 70
4 480 280 140
5 390 240 460
6 210 00 130
7 525 500 420
8 340 445 60
9 170 255 700
10 415 105 420
11 35 695 40
12 570 250 160
13 105 70 280
14 495 330 520
15 490 725 380
16 190 195 30
17 495 20 530
18 195 260 140
19 185 315 360
20 295 420 320
21 95 165 70
22 170 510 535
23 180 155 215
24 435
TABLE 1
21
8-10 buses bunched, which is around 12%. We see that our model gives us
a good approximation of the probability of bunching: This tends to
prove that the truncated normal distribution is a good approximation of
bus headways.
II.l.c Introducing Boarding Time at the Stops
It is very often assumed that the loading time, T, of a bus at a
stop increases proportionally to the number of people waiting.
T = a + bW.
If the number of passengers arriving by unit of time is constant, k,
we have T = a + bkh, where h is the headway between the considered bus
and the preceding one.
The usual loading time is T = a + bkh . If the bus is late by Ah
we have T = To + bkAh. Therefore its lateness becomes Ah (1 + bk).
(After i stops, the lateness would be Ah (1 + bk)i).
Now let us consider two buses at stop number one. If the first
one is late by Ah, its lateness becomes Ah (1 + bk). If the second was
running on time it becomes early by -Ahbk.
We see that the fact of passing through a stop changes the headway
between the two buses from an initial value of ho - Ah to ho - (1+2bk)Ah.
The fact of going through i stops would change it to ho - (1+2bk)iAh, if
nothing else happened. This is the multiplicative effect of the stops,
problem of which we spoke in our introduction.
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However, we have previously shown that the headway between two
buses was normally distributed with parameters h0 and s2 = 2a2 (t).
We see that the passage through each stop has the effect of multiplying
the variance by (1 + 2bk)2 , the headway still remaining normally distrib-
uted.
To compute the probability of bunching we used the parameter
s2 (t) = 2a2 (t) = 2nt a2
In order to simplify the problem, we are going to assume that the distance
between two stops is ccnstant L, and call V the average speed of the bus.
We call O2 (i) the variance at stop i. The relationship above becomes:
a2 (i) =
2
where j= a2 )
But, if we now introduce the dwelling time, the sequence of a 2 (i) must
follow the relationship:
a2 (i+1) = (a2 (i) + )(1 + 2bk)22
which takes into account both the previous arithmetic growth and the
multiplicative effect of the stops.
In order to compute the general term of this sequence we introduce
u such that 1+u = (1 + 2bk) 2 . The usual way is to look for a such that
the sequence a2(i) + a is geometric with progression 1+u. If so:
a2 (i+l) + a = (l+u) (C2 (i) + a) .
23
By identification we find that au = M(l+u). As:
2
a 2(i) + (x = (l+u) i (a 2() + az)
we have:
C2 (i) = (1+u)[(1+u) - 1]2 u
if u is small this relationship gives the usual relationship without
dwelling time at the stops a 2 (i) = M1
The probability of bunching after i stops will now be:
a= <(i 
Y7
a(i)/2
N(t,0,l)dt.
Indeed, as a(i) is larger than a, we see that the probability of bunching
increases compared to the no dwelling time case. The following table shows
the influence of u on the variance:
u
a2 (5)
a2 (10)
a 2 (20)
I 0
5m
10m
20m
.05
5. 8m
13.2m
34.7m
.1
6.7m
17.5m
63.5m
.2
8. 9m
31m
224m
On the average, on a line
u=.1 (Turnquist). We see that
influence of u on the variance
of 20 stops a reasonable value of u is
it is not possible to neglect the
of the headway.
 0 .05
24
II.l.d Another Way to Compute the Probability of Bunching
3Welding has found that, on an average route, about 20% of the total
travel time is spent by a bus waiting at the intersections, and that 10%
is spent dwelling at bus stops. These percentage figures added to one
suggested by Chapman et al that about 25% of the variance in buses'
headways comes from the dwelling time at the stops encourage us to
try to develop a new model which would only be based on the
existence of delays due to traffic lights.
For example, we can consider each traffic light as a two points
distribution, each of them having the same characteristics: a bus
which arrives at a traffic light has a probability q of waiting 0 and
a probability (1-q) of waiting time T. We will assume here that the only
delays in the traffic are due to the lights, which is surely an enormous
simplification, and we are going to consider the headway between two
buses after n lights.
The probability that bus 1 has waited time xT is:
P (X=x) (x)( 1 -q)x qn-x1 n
The probability that bus 2 has waited time yT is also:
P (Y=y) = (Y) (1-q) y q n-yP2 yn-
Therefore, if we still assume independence between the progressions of
the two buses we get:
P(X-Y=k) = (x)(y)( 1 -q)x+y q2n-(x+y)
x-y=k n n
25
We therefore can compute the probability of bunching:
P (Bunching for bus 1) = $P(X-Y>A0)
where A is the smallest A such that h o-XT<O. The factor # appears for
the same reason as in the first model. Clearly, this method gives an
algebraic formula, but it cannot be of much use in the practice. The
first reason is that, contrary to the previous method, it cannot be
assumed that n is a large number and so the central limit theorem does
not apply.
The second reason, which is more important, is that, depending on
the way we would' adjust a two points model to the traffic lights, the
results would be very different. For example, on the Harvard-MIT
route there are 14 lights. During rush hours, the average length of a
cycle is 85 seconds. The green phase is about 65% of that time. If
we adjust a two points model by the moments method, we find q=.85 and
T=37 seconds. For a headway ho=300 seconds. This gives X=8. A
probability of bunching below 0.1%. If the adjusted parameters were
q=.80 and T=45 seconds (a difference of about 20%) the probability of
bunching would be around 5% (a difference of 5000%).
Therefore, it seems very difficult to adapt this method in order
to find realistic results: the approach seems to be too simplified.
26
II.l.e Calibrating the Model of Section II.l.b and II.l.c
We have now arrived at a point where we have clearly shown, after
having tried different methods to compute the probability of bunching on
a bus route, that the most realistic one is developed in part II.l.b
and II.l.c. We would now like to calibrate this model which seems diffi-
cult since the parameters E(E) and a2 ( E) are impossible to evaluate:
they are the expectation and variance of the family of delays encountered
by the bus on its route. These values can only be found by experiment.
However, we can try to estimate them by introducing a big simplifica-
tion: Considering that the delays are all caused by the traffic lights.
This will surely lead to a lower variance than the measured one.
We shall consider here a practical example: the MIT stop for the
buses coming from Harvard, where we assume perfect dispatching. We shall
deal with the afternoon hours and define:
- N = the total number of traffic lights between Harvard and MIT.
- i = the number of stops.
We know that if we call s 2 (i) the variance of the headway after i
stops, we have the relationship:
s2(i) . (1+u)((l+u) -1)
2 ui
S
where s2 does not take into account the dwelling times.
If the average traffic light period is:
green red
0 pt t
27
we have the following diagram for the waiting time of a bus at each
traffic light depending on its arrival time: (and assuming that the bus
is not subject to queuing delays).
waiting time
(1-p)t
pt
We can then easily compute the parameters E(,) and a(E) of such delays:
E(,) = Oxp(O) + ft (t-x) -2t
pt
2() p(1-p) 2 t +(1t 2t 2C72(~  [UE 2 t]  f t x -U 13 t). dx
pt 2 t
2
(1-p) (1+2p)t2
4 3
Therefore a2 = N( ) (2 1+2p) t22 (3
For the afternoon hours, the data given by the city of Cambridge
and averaged over all the lights is: N=14
t=85 seconds
p=.64
Therefore:
a2 = 14(.18)2(.760) 7225 sec 2
G2 = 2490 sec2
S = = 70 sec.
t
28
A group of MIT students have found that the dwelling time at the
stops amounts to about 10% of the travel time. At the stops where very
few people are waiting, the dwelling time is almost equal to the fixed
term a. More than half the stops on the line are of this kind.
We can therefore take an average bk between 0.025 and 0.05 and u
between 0.1 and 0.2.
For u = .1 we find s(12) = 98 sec.
u = .2 we find s(12) = 139 sec.
In both cases, this is less than the standard deviation measured at the
stop which is 200 sec., but the magnitude order is reasonable, consider-
ing we only took into account traffic lights and dwelling times at the
stops.
In conclusion, it seems that the model we chose is reasonable.
11.2 Bunching and Waiting Time
II.2.a Waiting Time Without Bunching
We are going to consider from now on that we never have any capacity
problem for our buses. This means that we suppose that a bus which
arrives at a stop has enough space to load all the people waiting at this
stop. Indeed, this assumption is very important, and in many cases it
will not be true. The reason for making it is the extreme difficulty
of dealing analytically with the concept of capacity: There is almost no
trace in the literature of analytical study of waiting time taking into
account this capacity problem. Some further research is needed in this
field.
29
We consider that we have a fixed number n of buses on our line,
running in both directions, but we dispose of some control at one
extremity so that we can make sure that the variance of headways at A is
constant and does not increase with time: Then this will also be true
for the probability of bunching, as far as the number of buses remains
constant.
A
0 - A o'
In fact, this makes our line look like a loop. We call k its length,
V the average running speed of the buses and we note that to =0 v
We suppose that the buses are independent one from the other, and
that they are distributed over the line with a flat probability density
function. We call ti the time at which the ith bus will arrive at A,
(i is the label of a bus, not its rank in arriving time)
and we are going to compute under these conditions, the probability
density function f(t) of the waiting time, and its expectation E(w).
We have:
.P[min(t1 ,... tn) < t= 1 - P[t 1 > t,... tn > t]
=1 - P(tl > t)...P(tn > t)
t )n
=1 - (1 - -- )nt
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Therefore:
dP[min(t ,... tn < t] n t n-if (t) = 
- ---- )dt t to
to
and E(w) =f tt f(t)dt
0
t n-1 n-1
=f[-n(1 -)(1- L-) + n(i- L-) ]dt
t t9 t0 t0 t0 t0
nt n+1 n t 0
n+l to 0 t0
t
E(w) - 0
n+l
II.2.b Waiting Time With Bunching
We consider the same line: The buses are still independent, and are
distributed with a flat probability density function, but some of them
can now be bunched. If i buses are bunched, then there are only (n-i)
effective buses on the line, since we do not consider capacity
problems.
If B(i) is the probability that i bunches occur, the expectation of
our waiting time is now:
n t
E(w) = I B(i) 0
i=0 n-i+l
but:
B(i) = (A) Bl(l-B)n-i
(Probability that out of n buses i are bunched, n-i are not, where B is
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the probability that one is bunched.)
Therefore:
E(w) = to I n-+l i(n-i)! B (1-B)
oi=0 -+ ni
n n-i
= : oo_ (n+1) iB'(1-B) (1B
n+1 i=0 i! (n-i+1) ! 1-B
E(w) = to (1-B 
)
(n+l) (1-B)
Clearly, the waiting time has increased compared to the no bunching case.
We are now going to prove that E(w) has a limit as n grows larger
and larger, in the worst situation for bunching when $=2.
We recall the value of B: B = 2 f N(tO,1)dt.
h
As we explained, we consider that a only depends on A, but we must
not forget that nh = to is constant and does not depend on the level of
service.
We can also write:
21
B _2 2 dx = 1- t0 + 0 (-:)
v2r N h ncr n
where N , h represents the initial level of service.
0t
Therefore, Log B - 0
na Vd
and Log Bn+l = (n+l) Log B has the limit - ..
a 'W
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to
So 2im(l-pn+l) = l_, -e
In exactly the same way, we can prove that:
t
Zim(n+l)(1-p) = to
therefore:
The following example shows what the influence of n is on the waiting
times. We start with a level of service where no = 5 and a = .04 to which
is in a reasonable range:
a/h - ncy
to
.2
.4
.6
.8
1
2
4
6
Theoretical linit: Inf
h/av
3.5
1.7
1.2
.88
.71
.35
.18
.11
E(w)
B
.00
.07
.24
.38
.48
.73
.86
.91
n
no
2n0
3n0
4n
0
5n
0
10n0
20n0
30n
E (w)
.167t
0
.098t0
.082t
0
.077t
0
.074to
.073t
0
.071t 0
.070t 0
= 0.71t 0 .
Indeed, at the points on the line where a is smaller (close to the
starter) the lower limit of waiting time which can be obtained will be
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.167to
.070t 0
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n0 2n Sn 10n 20n 30n0
Waiting Time as a Function of the Number of Buses
FIGURE 1
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smaller, since the probability of bunching will be smaller, and
where a is higher the probability of bunching will be higher.
11.3 Conclusion
In conclusion, we see that in the case where no capacity problem
exists, adding a large number of buses to an existing fleet does not
necessarily significantly improve the service, because of the
bunching which then occurs.
However, some methods to prevent the bunching can be suggested:
- Establishing some control points, where one would try by
selectively holding buses to decrease the variance.
- Adding an express line to the existing one: this would
automatically break some bunching, since two bunched buses
would not necessarily remain bunched.
These methods are generally cheaper to implement than the purchase
and operation of new buses.
Some further research is needed to evaluate the effects of bunching
when important capacity problems exist. It is clear that in this case
the effect would not be as disastrous, since a bunched bus would no
longer be a useless one.
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CHAPTER III
OPTIMAL CONTROL POINT ON A LINE
III.1 General Formulation of the Problem
Many control strategies have been proposed in order to reduce the
negative effects of the bus clustering, or bunching. From now on
we are going to deal more specially with the method proposed by Barnett.
Barnett used a stop on the line, where he intuitively thought the control
should be implemented, because there the maximum would have
utility for the user. He developed an objective function consisting of
two parts: The first part represents the expected wait time for passengers
boarding at the control point, E(w). The second represents the expected
delay to passengers aboard buses which are held at the control point,
E (d).
He combines E(d) and E(w) in a linear objective function
F = yE(d) + (1-y)E(w), where y is a parameter used to indicate the
relative importance of "in vehicle delays" versus "out of vehicle delays".
The problem with this method is that the objective function does not take
into account the lower part of the line and takes into account the upper
part of the line only to the extent that some passengers are still on board
at the considered stop.
We are going to try to generalize this idea, and find, in the case of
some simple configurations, the best point on the line at which to apply
a control strategy directly derived from his.
We model our line in a very simple way
I- 1 2
n'o 1 2
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There are n stops on the line. For the ith stop we consider the
following average values:
W. - Number of people waiting to board
D. = Number of people who would be delayed if bus is held at stop i
Our objective will be:
n
o = rgEg(d) + I yjE (w)
j=1
o represents the total waiting time for all the passengers of the
line, supposing the bus is held at i. The parameters . and y. can be
chosen once one has decided the relative importance of "in vehicle delays"
and "out of vehicle delays". For simplicity we shall decide that the
importance of in vehicle and out of vehicle delays are the same on a wait
time basis:
D.
Therefore, we shall take: T = 1
W.
j N'
where N'is the total average number of people waiting for a bus on the
line n n
N'1 W., thus I Y. =1
j=1 j=1 J
Indeed, these coefficients could be modified in a farther analysis.
To find the optimal value of the delay to impose, we need a first minimiza-
tion of e at each stop, and then we must search for the stop where this
minimum value is itself minimum: this will give us the result which we are
looking for.
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Newell5 has shown that the expected wait time can be
expressed in terms of the headway between buses in the following manner:
E. (w) = El ) where TI is the headway at the stop j.
J E i (H)
This is also E(w) = H + vari where H is the mean headway.
We now recall the model which we developed in part II.l.c of this
study. We proved with the assumptions that there is a smooth average
number of delays encountered per unit time, a constant speed and equi-
distant stops that after i 3tops we have:
Var.(H) = (1+u +u)i-1
i. u
or Var.(E) = mi if we neglect the dwell time at the stops. Now let us
suppose we exert control at stop i. We call, in this case, Var C iI)
the variance of the headway at stop j.
For j<i we have Var C . (H) = Var .()
If we consider the same model as in part II.l.c, taking into account
both the linear and geometric effects, we must have the following relation-
ship for j>i.
a2  = a +m)(l+u)j+l J 2
Using exactly the same method as in Section II.l.c, we find for jasi:
VarC. (H) = VarC. . (1+u)j~i + m(l+u) [(l+u)j~i-l].i,3 1, u
38
For u "small" this gives VarC. (H) = VarC. + m(j-i).
If we introduce these expressions in our objective function we find:
e = F E (d) + I a [H2 + (1+u)J~iVarC. . + (1+u) ~ -1]]i .. 2H 1,1 u
+ [H2 + m(1+u) [(l+u) -l]]
. 2H u
This equality can also be written:
= F.E.(d) + .+ (1+u)iVarC.i 2 2H I,i3j i
+
J=0
(l+u) j-1]u (+u)
u
+ 4 m(1+u) [ (1+u) -1 - [(1+u) -1]]
j 2H u
which is also:
0 = r E (d) + + n j (1 U=0 M(1+ (l+u)J=0 2
+ (1+u)i (VarC - m(1+u) [(1+u) -1]]
. 2H i u
We can break this equality into two terms, which are easy to explain:
H n T
* + H m (1+u) (1+u) -1] = +
j=0
# Var. (I)
j=0
is the normal waiting time if no control is operated on the line.
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If we call x. the optimal hold time at stop i, we shall use
Barnett's results:
E (d) = (1-p)pdcxi
VarC 2ppd(L2 + X2 - L x (1+pc
Var.() = L1 2pcd i
Now the problem is completely formulated in terms of a double minimization
problem. We are going to apply it in some very simple line configurations.
111.2 Study of Some Simple Configurations
III.2.a Common Destination Line: No Dwell Time at the Stops
In this first example we are going to consider a line on which the
same average number of passengers wait at each stop and where no one gets
down before the last stop. This kind of model can accurately represent a
line coming from the suburbs to the center of a city.
The number of people waiting is
W
1 n-l # Stop
The number of people aboard is
nW I
n # Stop0
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Y- -I m(1+u) i-*r i E (d) + 7 2 (l+u)* [VarC. - +u ) +u -1]]
Y. j-
=. .E.(d) + -l(1+u) [VarC - Var.(H)] = e.
1 1 . 2H,
is the time (negative) which shall be gained by the control operated at
stop i. We want to maximize this time, that is to say, minimize this
term 0.
We are going to apply exactly the same scheme as Barnett:
At a stop we shall consider only the first and second moments; then
we can introduce a discrete lateness distribution with only two points.
We use Barnett's technology:
c = Lateness of a bus which is relatively early when it reaches i.
di = Latenessof a bus which is relatively late when it reaches i.
P = Probability of an early bus at s.
L = di-c 
.
pcdi = Probability of a late bus given that the preceding was
early.
Pdci = defined in a similar manner.
We shall assume throughout this thesis that pi, pcdi' Pdci do not
depend on i. This seems reasonable since the lateness interval Li, for
example, will surely increase with i, but the probability of a late bus, given
that the previous one was early, will not change very much, depending on
the stop. We shall therefore drop the subscript i for these three para-
meters and introduce p, pcd' Pdc
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Clearly, in this case we have:
3- n
1
ni
In this section we take u=O. Therefore, Var.{(I)=mi.
In this case:
n-i y.
6 = P.E.(d) + I- -[VarC. .(H) - Var.(H)]
ii . 2 1,1 1
= [(1-P)pdc xi + n (2ppcd) x - L x.(l+p cd)
Cn 2H 2Pd(i i c
We are looking for min min 6.
i xi
3e *
is obtained by setting -(x)=0.3x. 1
If the value
x i
found this way is negative, then we take x =0.
(1-P) Pdc
= max 1
2 * B
Since our function 0 was of the form Ax - Bx., the minimum is at x = -
and we have:
B2
. (* BAe.(x.) = -4--
Therefore:
* [ - 2pped N(n-i)L (1+pcd)] 2
nu = -i 22 (n-i) 2ppcd
*
xi
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We now recall L= mi
f2ppecd
and we look for i such that:
(1-p)pdcl/i ,- (1+pcd) 2.f(i) = i(n-i)[ c pd 2H ] is maximum,
not forgetting that, on our field, we have:
(1-p)Pdc/
n-i
(1+p cd)
/2mppe 21 0
In order to facilitate the computations, we introduce new coefficients:
A = (1-p)pdc ;
1+Pcd
B = 2
g(i) = -- ; then g'(i) - n+i
n-i 2/T(n-i)
Our problem now is:
max f(i) = i(n-i)(Ag(i)-B) 2
Ag(i)-B < 0
1(ign
We have:
f'(i) = (Ag(i)-B)[(n-2i)(Ag(i)-B)+2i(n-i)Ag'(i)]
= (Ag(i)-B)(n-2i)[-B+A(g(i) + 2i(n-i)g'(i)
n-21
= (n-2i)(Ag(i)-B)[-B+Ag(i)(1 + n]iI
= (n-2i)(Ag(i)-B)(-B+Ag(i) 2n-i)
n-2i
The function i + 2n-i is increasing with i.
n-2i
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2n-i-
Since g(i) is also increasing with i, the function g(i) 2n-i increases
with i.
We can now draw the variations of the functions involved.
i 0 n/2 n
Ag(i)-B
n-2i + 0
-B+Ag (i) 2ni -B
f '(i) 0 - -
f (i)
We see that there is only one possibility: The control is the point
closest to the unique X such that:
B = Ag(X)2n-X
n-2s
This is also:
SP 2n-A
dc n n-2XA*
This point will always be before the middle of the line.
It is close to the start if B is relatively small, (that is to say,
if the rate of increase of the variance, m, is relatively small) and it goes
to the middle if m is larger. We can show how this applies in a hypotheti-
cal example.
1+ped
2H /mpd
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We consider a line with 20 stops.
2
2 HWe take s H.
and some values found by Barnett for the Red Line:
1+Pcd
B 2H 2mppcd 2v' 2
A = -- = ---- = 0.28A (1-p)pde H v75-0
We want X such that B = -2n-X =(.A n-X n-2X
The best way is to try for different values of X:
k(1) = .114
Z(2) = .166
(3) = .269
%(4) = .375
In this case the best control point would be
the third stop.
III.2.b Common Destination; Dwell Time at the Stops
This example starts exactly as example III.2.a. We still want to
minimize:
n-i
(1+u) -1 1
ne = (1-p)pdci + u II
2Lxi-Lx (l+P cd]
and we come to the maximization of the function:
f (i) =
[(l-P)Pdci - 2ppcd H u )L (1+p cd
n-i(l+u) -l
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where, this time L. +u) [(1+u) -1]i A2pp du
n-iP Pdci 1/2pp (1+u) (l+pc2
fU() ( (l+u) -1) (1+u) :l) [d -2
[ (1+u) n-i-1] /(l+u)--l 2Huv'u
This function can be written in the same form as in example III.2.a:
f (i) = [ (1+u)n-i-1l [(l+u) -1] [Ag(i)-B] 2
where g' (i) > 0. We have:
f ' (i) = (Ag (i) -B) (Log (1+u)) ( (1+ui -(1+u)i) [-B+A[g(i)+2g'(i)
[.(1+u) n-1] [ (1+u) -l]
[(l+u)n-i-(1+u) ]Log(l+u)
This proves, exactly as in III.2.a, that the control still has to be
implemented before the middle stop {(1+u)n-i-(1+u)A < 0 for i > }.
It is also possible to see that as u gets larger, the control has to be
closer to the middle. This result is consistent with the fact that the
bigger m was in example III.2.a, the closer to the middle the stop had
to be: In simple terms, the faster the variance increases, the closer to
the middle the control has to be.
As no easy algebraic formula exists, the best way to find iopt is to
try successively f(l), f(2)... . We can deal with the same example as in
III.2.a and introduce some values of u.
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* For u = .2 we have:
f(i) = [(1.2)20-i-1][(1.2)'-1][ .281i - 1.021]2
[(1.2)20-i-] (1.2) -l
We find that:
f(4) = 17.266; f(5) = 18.989; f(6) = 19.399; f(7) = 20.062:
f(8) = 19.530; f(9) = 18.345; f(10) = 16.565.
Therefore, in this case, the best holding point would be at i=7. However,
we can see that the maximum of the function f is rather "flat". Taking
i=10 instead of i=7 only makes a difference of 15% in the value of the
objective function.
* For u = .3 we would find i=8.
* For u = .1 we would find i=5.
This suggests that u has quite a large potential impact on the shifting
of the optimal control point towards the right.
III.2.c Singular Point at the Middle of the Line
In this section we are going to deal with two models having a
singular point at the middle of the line. The first one is not very
realistic, but will help dealing with the second one.
A simple configuration is a line with 2n stops where:
- The same number of people W are waiting everywhere, except at the
middle stop, where this number is nW.
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- Nobody deboards except at the middle stop, where everyone deboards.
Number of
people
waiting
nW -.
W !
~~i i.
of
2nW
n-1
X
n n+1 2n (number of
stop)
nW -
0 n 
2h
Number
people
aboard
n 2nO0
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This time we have-
j3n
1. =in
J 3n
for jfn
for jfn
y= 1n 3
T =0
n
We suppose at first that u=0.
The formulation of 8 now depends on the position of the control
stop i:
- For i<n we have:
3n6 = (1-P)Pdc' xi +
2n 2 2
(2p cd)(xii L x.(1cd) .(2pp 
-L x (1+pdj=j d)1 d(i ii c
which gives:
3n8 = (1-P)Pdc i+ 2n (2pp cd)(x-L x (l+pcd)
- For i=n we have:
.1 2n
3n6 L ( (2pp x(+pcd)) + ( 2 ppe)(x-L x (1+pj=n
= 2(2ppcd (x -L x (1+pd2H cd)(i i 11 )
- and for i>n we have:
3n6 = (1-p)pdc xi + 2n-i L x (1+ped))(2ppd
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We are now, as usual, looking for min min 8i(xi)
i x.
1
First we can easily see that the control has to be operated at i~n.
Indeed, using the results of part III.2.a, we see that:
nb d - d 1(2n-i) L. (1+p cd
2
3n6 = ['PPc H1 ci 2i 2(2n-i)2ppe
and we proved in this part that this function of i was decreasing with i
2n
as soon as i was superior or equal to - = n.2
* To find the optimal value of i, we now have to compare:
- 3n6e = + ( ) 2pp ed) (Ln(1+pcd)2
and the maximum for i<n of the function:
^*~a -. [ dci - 2ppcd Z(3n-i) (L (1+pd 2
- 3ne. - + ['PPc dMi c)
1 22. ( 3n-i) 2 ppcd
We are now going to use L. = i and operate the same kind of
2 ppcd
transformation as we did before.
We have:
i(3n-i) (p
^*a 4H2 (2pped) (
3n. = 2 [/ (1+pcd) -
1 (2pped) (3n-i)/2pped
and we must not forget that:
50
(l-p)pdevT >IV m cd) -(3n-i) 2pp cd 0
which is a necessary condition for operating a control at stop i.
^* mn2 (1+p) 2
- 3n* = cd) ,
n 4H
There isno sign condition here since everyone deboards the bus at stop n.
As for i~n, the following inequality holds: i(3n-1) < 2n2, we now
see that (-Vi < n) (-6 a gn). Therefore, for such a line, the optimal
holding point is the center of the line, whatever the value of m is.
In this case we can give an evaluation of the relative importance
of the reduction in waiting time due to the control. Without control
our generalized waiting time is:
H j=2n1 L-m 1 m n2 j=0 3n 2H 3.2H 2 6H
jfn
2
* mn(l+pcd)
The reduction due to control is n 12H
If we consider, for example, the same values of the parameters as in
example III.2.a, we find:
.6 = 0.5H + 0.33H; 6 = 0.08H.
n
Therefore, the relative reduction of 6 due to control is about 10%, which
is far from being negligible.
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A very similar loading profile is the following:
number of
people aboard
nW
n 2n
The computation for this example is roughly the same. First we see that
the control has to be operated for i<n and then that i=n is the best point.
Here the holding point is still the middle of the line.
This is a very realistic model since a line through the center of
a city can often be modeled with some accuracy in this way: on a
shopping day passengers go to shop downtown, coming from the suburbs,
and about the same number go back home, after having done their shopping.
This is especially the kind of loading profile one can have in Boston
on the Red Line; the singular point being Washington. Barnett, who applied
his method to this particular line, decided directly that the best holding
point was this station, which indeed our results tend to support.
A few comments can be added to this example:
* The fact that nW people board at stop n is very important. If
this number were higher, the result would not be modified. If
this number were smaller, the result would be modified eventually
under a lower bound and the optimal holding point would shift
towards the left.
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* If we want to introduce the loading time at the stops, the same
kind of modification appears as in example III.2.b. The analogy
between the computation shows that the control point cannot be
after the middle of the line. The fact of introducing dwelling
times having the effect of shifting the optimal point to the
right, the result will still hold: The optimal holding point
is still the middle of the line.
III.2.d Common Origin
Indeed, this is the simpler model and does not need any computation.
If no one boards the bus after the first stop, but people only deboard,
then clearly the control has to be operated at the starter; since after-
wards it will only delay some passengers and not reduce the waiting
time of anyone.
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CHAPTER IV
A CASE STUDY: THE HARVARD-DUDLEY BUS LINE
In this chapter we are going to consider a particular bus line:
the Harvard-Dudley bus line, which runs between Cambridge and Boston.
We shall discuss the hypothesis, strategies and results of Chapters II
and III of this thesis. We shall also make some recommendations for the
improvement of the service on this line.
IV.l Present Operations
The present line is characterized by 31 stops northbound and 28
stops southbound. During th _ afternoon hours, six of these stops, each
way, have a demand level higher than 10 passengers per bus (average
number of passengers boarding and deboarding at a stop). On March 5th,
the measured demands at these stops were: Harvard (28), Dudley (21),
Auditorium (20), Huntington (13), Central (13) and MIT (12) for north-
bound trips. Fifteen stops have a demand level lower than three
passengers per bus: demand averaged over all stops being approximately
six passengers per bus.
A regression analysis performed on a sample of 150 dwell times
measured at different stops during different days gavei
T(se'conds) = 16.5 + 2.5W where T is the dwelling time at a stop
and W the number of passengers boarding at that stop.
At the low demand stops, the multiplicative effect on the dwelling
time defined by u = (12k21is approximately: 4 x .8 x .25 =0.02.(l+2b) 2 -1360
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For the high demand stops, where the average number of passengers
boarding is 9, u = 0.26.
If we reduce our line only to the important stops, as there are,
on the average, six low demand stops between two of them, we shall
consider that a good approximation of u is u = (1.26) (1.02)6-1 = .42.
There are 32 traffic lights northbound and 26 southbound. During
the afternoon hours (3PM-6PM) these lights have a mean total cycle
length of 85 seconds, the green phase being approximately 64% of this
cycle time.
The route is characterized by a highly unreliable level of service
as is shown by the following figures:
- An average 15% of the, buses are bunched at the MIT stop.
- On a weekday afternoon, the standard deviation of the headway
of buses arriving at Harvard is nearly equal to the mean headway.
- Even at Dudley, after dispatching, this deviation is far from
being zero.
- There is, especially at the MIT stop, a capacity problem: on
March 5, between 3 and 6PM, 146 passengers boarded the first
bus which came by, while 76 had to wait for another one at MIT.
Some reasons for the existence of such unreliability can be easily
seen:
- Ineffective passing policy.
- Insufficient number of buses, combined with the fact that often
some buses are removed from the line to serve elsewhere.
- Over ambitious scheduling (some days less than 50% of the trips
are run in the scheduled time.)
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- Little use made of the rear door.
- Randomness in passenger dwell times.
- Link delays.
- Existence of only one external dispatch point: at Harvard the
drivers dispatch themselves, resulting in the fact that the
headway variance of buses departing Harvard is sometimes almost
as high as for arriving buses.
We are now going to consider some possible ways of reducing this
unreliability by suppressing the different causes mentioned above.
IV.2 Improving the Reliability of Service
IV.2.a Passing Policy
A previous discussion already led to the conclusion that a bunched
situation is stable and that no passing policy can really affect it.
This is confirmed by the data collected on the line, on different days
and times. Most of the buses which were bunched at a point, remained
bunched down the line, even when some passing occured. (97% with no
passing, 70% with passing).
On the average, more than 20% of the buses are bunched during peak
hours on the northbound trip. To reduce this bunching, we could let the
second bus of a bunched couple pass the first one. The second bus would
spend less time at the stations to pick up passengers. This would make
the two buses stick together, but could reduce the capacity problems,
since an empty bus would come ahead of a crowded one.
This would also increase the speed of the pair because of reduced
dwell times on the less crowded bus leader.
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A regression analysis performed on buses with standees or crowded
conditions give T = 27 + 2.2W, while the dwelling time for less crowded
buses was found to be T = 12 + 2.5W. Therefore, this strategy, which
seems to be useful, should be implemented as often as possible.
IV.2.b Increasing the Number of Buses
Except at the MIT stop, there are no real capacity problems. Very
few passengers are generally left behind. Therefore, we can apply, for
each stop, other than MIT, the theory developed in Chapter II with the
parameters no, h0 and a measured on March 5th. We shall suppose that at
MIT, even bunched buses are useful.
The following table gives the measured bunching probabilities
(Bmeas) at four stops and the same probabilities computed with the theory
developed in Chapter II: (B4 fr /hofN(t,0,l)dt) in three different
cases. In the real case (B ) with no=10 buses operating, with 12 (Bl)
and 15 (B2 ) buses operating. The weighted importance of the stops, as
described above, is also given in order to compute the improvement due to
additional buses. The waiting time is computed with the relationship:
E (w) = to/ (n+l) (1-B) , and #=2.
E0 (w) E1 (w) E2 (w)
Weight Bmeas B0  B B2 to tE - to
Dudley .27 .16 .24 .30 .40 .120 .110 .104
Aud. & Hunt. .41 .30 .38 .45 .54 .147 .140 .136
MIT .16 .100 .083 .067
Central .15 .40 .45 .51 .60 .165 .159 .156
Total 1.00 .133 .124 .118
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We see that in all the cases, Bmeas is smaller than B0.
A part of the deviation from our model can probably be explained
by the fact that the drivers generally try to reduce the bunching. They
leave a 2 minutes headway instead of running exactly at the same time,
when bunching begins to occur. It is difficult to introduce this
psychological factor into our model.
However, our results are acceptable and give a good order of
magnitude. Our model shows that adding two buses to the fleet would
reduce the average waiting time by about 7% on the average, while adding
5 buses would lead to a reduction of about 11%.
Even if we consider that our estimation is too pessimistic by about
25%, we see that bunching is a real problem. Adding 20% (50%) of buses
to the fleet only reduces the waiting time by 8% (13%) when the optimal
value would be 17% (35%). On the southbound trips the effectiveness
of added buses would be even lower.
This induces me to think that we are at the point where the benefits
of adding new buses begin to be low compared to the costs. Therefore,
as long as no capacity problems appear at stops other than MIT, I would
not strongly recommend adding new buses.
On the other hand, reducing the number of buses from 10 to 9 or 8
has relatively more importance on the average waiting time. Thus, I
think that switching some buses from this line to other lines should be
viewed with caution.
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IV.2.c Improving the Schedules
Since many buses are unable to perform the round trip in the
scheduled time (70 minutes, including layover) it would be wise to
change the schedules in order to reflect more accurately the trip length.
Figure 2, which is based on the survey of 30 trips (travel times
only) suggests possible changes.
If a bus starts at t=0 from Dudley, then it must leave Harvard at
t=43 minutes, whenever possible, (average waiting time 7 minutes) and
leave Dudley again at t=80 minutes (same average waiting time). The
round trip time would then be 80 minutes and more than 90% of the buses
should be able to fall in this time. It is interesting to note that
these times are clearly breakpoints on the diagram.
It is difficult to give an evaluation of the time which would be
gained (if any) by this very simple action, but among other results, it
should strongly reduce the headway variances at Dudley and Harvard and
allow the passengers to better forecast their travel time.
IV.2.d Variance Along the Line
Before applying the method developed in Chapter III, we are going
to see whether the relationship which we derived for the evolution of
the headway variance along the line applies here or not.
On March 5th, the variance of the headway distributions, during the
afternoon hours, were measured at five stops for buses operating north-
bound. The results were:
ONE WAY TRAVEL TIME
SOUTHBOUND
x x
x x x x x x
x x x x x x x
x x x x x x x x x x x x x x
20 25 30 3 40 45 50- Time *
(mins)
x xxx x x x x x x x x x x x x
x x x x x x
x x x x
NORTHBOUND
FIGURE 2
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Dudley
Auditorium
MIT
Central
Harvard
s2 = 2C.2 = 12 min2
s2 = 24 min 2
s2 = 25 min2
s2 = 31 min2
s2 = 36 min2
(stop 0,
(stop 1,
(stop 2,
(stop 3,
(stop 4,
departing)
arriving)
arriving)
arriving)
arriving)
As there are, on the average, 6 traffic lights between each of these
stops, the increase in variance between two stops, due only to traffic
lights, computed as in Section II.l.e, is m = 0.60 min2
The relationship:
s 2( 1 __2(0)(1+u)i + m(+u)((1+u)i)]
1+u u
= s2 (0) (1+u)' 1 + - ((l+u)'-l)
u
would give the follwing results for the headway variances of arriving
buses (except at i=0 where s2 (0) is the variance of departing buses):
Dudley
Auditorium
MIT
Central
Harvard
s2(0) =12 min2
s2(1) = 12.60 min2
s2(2) = 18.49 min2
s2 (3) = 26.85 min2
32(4) = 38.73 min2
The relationship proves that, in fact, most of the variance comes from
dwelling times. On this northbound trip, our model gives a rather good
approximation of the evolution of the variance. It is normal to find a
smaller variance than measured, since traffic lights are not the only
sources of delays.
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On the southbound trip, on March 6th, this variance was between 25
and 30 min2 for each stop. The mean headway was 6 minutes. These
results clearly contradict our model.
The explanation of this contradiction is easy to see: To derive
the lateness distribution in arriving at a stop we used the central limit
theorem. We found a normal distribution with a variance a2 (i) increasing
linearly and geometrically along the line. Then we said that the headway
distribution should be normally distributed with variance s2 (i) = 2G2 (i)
and a non-discrete point for h=O.
Indeed, when P(h=0) gets relatively important, this result is
distorted and does not hold anymore. This is the case when s is close to,
h
or above value -2 -
2
We are going to compute the real mean h' and variance sv2 of our
headway distribution.
h
0
(x-ho) 2
We shall call u(x) = e
lBo
The following relationships hold: -= u(x)dx
1 = fu(x)dx
(x-h 0 )u(x) = -S2 u'(x)
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We have:
h'= 0 + f x u(x)dx
0
=f(x-h ) u x dx + f h u (x) dx
= fw-s 2u'(x)dx + h (1-T)o 0 2
Therefore:
h' [-s2 u(x)] + h0 (1 - B
h02
-se 2s2  B
h' = -e 22+h (1 - t)
2i2
We also have:
s 2 =B h'2 + f (x-h')u(x)dx
2 o
= h,2 + f'(x-h +h -h')2 u(x)dx
20 0
By developing the square inside the integral, we have three terms to
compute:
* f(h -h')2u(x)dx = (h -h')2 (1 -_
0o 0 0 2 h 2
0 
o
* 2f O(x-h )(ho-h')u (x) dx = 2 (ho-h) s~ e s
* xh) 2 u W dx = fo- (x-h )s 2 u'(x)dx.
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We integrate by parts. This integral is also:
[-(x-h )s2 u(x)J]" + rs 2 u(x)dx0 o 0
2
h0
e + s2 (1- B
2
Therefore:
St 2 = ) [(h -h')2 + s2]2 o
For large s we have B-+ 1land h'
+ -e
5- 
h 20
2s (h -2h')+ 
- h,20 2
We also have:
2 2  2
2 2w 2w 2 L
and:
s uv~-- n 1.46.
ht
Therefore, the ratio st is limited.
As s' and h' are, in fact, the two parameters which we measure, we
should not expect them to be such that s'/h' > 1.46.
On the Harvard-Dudley bus line, we have for arriving buses, during
the afternoon, the following values of s'/h':
HARVARD
March 5
March 21
March 22
0.80
0.93
DUDLEY
0.95
1.03
1.04 1.19
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As these ratios are relatively high, it seems normal not to find
a linear and geometric progression for the evolution of the variance
along the line.
However, we can perform an empirical study: On three weekday
afternoons, the standard deviation along the line increased very quickly
from Dudley to Auditorium and from Harvard to Central, and remained
approximately constant, with some variations up and down, as soon as it
reached the level 0.8h'. This suggests the following hypothesis:
If at a busy stop the standard deviation is reduced to less than
0.5h', then at the next busy stop it will be back in the range 0.8h'-1.2h'.
The eventual reduction of variance does not propagate along the line, but
there is also an upper limit to the instability of the system. We found
a theoretical 1.5h' and practically it seems to be around 1.2h'. The
use of a lognormal distribution would probably have led to another limit.
s'/h' -
1.5 theoretical limit
practical limit
i
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IV.2.e Introducing a Control Point
The previous section shows that we cannot directly apply the model
developed in Chapter III to find the best holding point and the
reduction in waiting time, which we can expect from a control strategy.
We are going to perform a study based on the conclusion of IV.2.d and
the data of March 5th, which is represented in the following diagrams.
If we apply Barnett's control strategy, the only point where some
reduction in waiting time can be expected is the holding point. As
we assume that the variance is about the same all along the line, the best
control point is clearly the point at which the trade-off between delayed
people and people waiting to board is optimal.
On March 5th, the following numbers of passengers got on and off
the buses during the afternoon hours:
OFF ON
Dudley 500
Auditorium 80 340
MIT 70 200
Central 280 150
Harvard 750 570
Central 180 50
MIT 30 210
Auditorium 110 200
Dudley 700
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BUS ARRIVAL TIME DISTRIBUTIONS
x x x
x x x x x
x x x x x x x x x x xx x x x x x
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Distribution of Lateness Arriving at Harvard
x x x x
x x x x x x x x
x x x x x x x x x x x x x
0 1 2 3 4 5 6 7 8 9 10 11 12, 13 14 15 16
Distribution of Headway Arriving at Harvard
x x x
x x x x x x x
x x x x x x x x x x x x x x
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Distribution of Headway Arriving at MIT
FIGURE 3
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With no doubt, the optimal control point is Harvard, where no one
is delayed and where a large number of passengers are waiting to board.
It is interesting to note that, with such a profile, our model
would have given the same optimal control point in the case of a linear
increase of the variance.
In order to define a control strategy, we must fit a two-point dis-
tribution with the headway distribution at Harvard. On Figure 3 above,
we can see that such a distribution is realistic for both Harvard and MIT.
For Harvard we decide to choose the breakpoint at 6 minutes. The
sequence of headway during the afternoon was (in minutes):
8, 3, 15, 1, 2, 15, 1, 13, 2, 11, 0, 10, 4, 12, 2, 15, 9, 6, 12,
13, 2, 2, 8, 1, 3.
This gives:
p = .50
pcd =75
pdc = .83
The same survey at MIT would give p = .5; pcd = .73; pdc = .75.
These results would tend to justify, even on this chaotic line, our
hypothesis on the constance of p, pcd and pdc along the line.
In order to find c, d and L we use a moment method. The equations
are:
0.80 = .5(c+d)
28 = .5(c 2+d 2
We thus have: c = -2.9; d = 4.5; L = 7.4 > a = 6.8. Here again,
because of the high variance we are not in the usual case of application
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of Barnett's method, which supposes L < a. However, Chalstrom and Terziev2
constructed an extension of Barnett's method for this case.
At Harvard we can take Y=O, since no one is delayed. The objective
function computed in this case is:
E(H) a2+2ppcd(L2+x 2+Lx-2ax-Lxpcd)
2E(H) a+2pp cd (L-a)
The control time x is given by --(x )=O.
ax
* L(1-Pcd)
x =a- 2
Using the parameters computed above, we have x = 5.8, and the
relative improvement of the waiting time at Harvard is:
1 - e(n ) 1 g 30%0(0) 87
due to a variance reduction of 63%.
We see that this improvement is considerable, due to the fact that
nobody is on board passing through this stop. This variance reduction
must be compared to the present one due to self-dispatching which is
about 35%.
As we assumed that this improvement was not propagating along the line,
the reduction in waiting time for all the users of this route is about a
fifth of this, since users at Harvard represent about a fifth of all users.
This would lead to a global improvement of 3%.
I therefore strongly recommend the application of Barnett's holding
point method at Harvard. This method is simple and should be effective.
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If we had to choose another point, the control would not be so
effective: There are at every stop, except Harvard, as many passengers
on board (or more) as passengers waiting to board. The number of people
benefitted is also rather small since the decrease of the variance at one
stop does not propagate far down the line.
The relative improvement would not be more than 10% at the stop
and probably less than 1% altogether. Therefore, I do not recommend
more than one control point.
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CHAPTER V
CONCLUSION
V.1 Summary
In this thesis, we have investigated some strategies that can be
used in order to improve service reliability in urban transit systems.
In the first part, using a very simple model based on the assumption
that the arrival time of a bus at a stop is normally distributed, we
computed the probability of bunching on a bus route. Using this result,
we proved that adding a large number of buses on an existing line does not
necessarily significantly improve the level of service. This conclusion
is interesting since it goes against a commonly admitted idea: the first
solution one would consider in order to reduce the passengers' waiting
time is to add new buses. Unfortunately, this is always expensive and
is not always very effective.
Next we investigated another strategy based on the selective holding
of buses at a point on a route. Assuming that the headway variance has a
mixed arithmetic and geometric propagation along the line, we found, for
some simple line configurations, the best point at which to apply such a
strategy. Theoretically, the implementation of such a strategy at the
optimal point can, in some cases, improve by 10% or more the value of an
objective function which takes into account both the waiting time of
passengers and the delays inflicted on those who are on board.
Finally, we tried to apply these theories to a real case: the
Harvard-Dudley bus line. We found that apparently the theory developed
to predict bunching did accurately reflect the phenomenon observed.
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Unfortunately, the observed variance pattern along the route did not
agree with the theoretical predictions. However, the use of our model
based on a normal headway distribution, together with a more sophisticated
approach in the case of large variance, led us to an interesting result:
in fact, there is an asymptotic limit to the headway standard deviation
which is about fifty percent above the mean headway. So, the variance
cannot have the previously estimated evolution, except for small values.
Taking into account this result, we saw that the best holding point was
Harvard, and that we could expect an overall reduction in waiting time
of about 3% by implementing just this strategy.
V.2 Recommended Future Work
Indeed, some further research would be interesting.
- We never introduced the capacity of buses as a factor of strategy
choice; it would be interesting to introduce it in an analytical model
dealing with this problem. This should reduce the adverse effects of
bunching on waiting time.
- We suggested the implementation of a control strategy and the
improvement of scheduling at the same time, but we did not try to compute
the benefits which would occur from better scheduling. It would be
interesting to find out whether it would be worth implementing both
strategies and, if not, which one should be selected.
- The limitation which was found for the standard deviation does not
seem to be equal to the one observed. It would be interesting to know why,
and to find some heuristics to explain the existence of such limits.
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- Our method for finding the best control point was not used in the
case study because of the extreme unreliability of the route. It would
be interesting to try to apply this method to a more reliable route, for
example a subway.
- Calculus and analytical approachs are efficient to deal with simple
problems and can give good models, but obviously they are not powerful
enough to allow in-depth investigations. More data and simulation models
are needed to better test our theories.
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APPENDIX: GLOSSARY
E( ): mean value of possible delays
a2 (): variance of possible delays
t: time since the bus departed
n: number of delays encountered per unit of time
N=nt: number of delays encountered after time t
a2 =nt 2 (): variance of the lateness distribution
s2=2a2: variance of the headway distribution
h: mean headway
B: probability of bunching of one bus
correcting parameter
T: dwelling time at a stop
W, Wi number of passengers boarding at a stop; at stop i
a,b: dwelling time parameters
k: number of passengers arriving per unit of time
L: distance between two stops
V: average speed of a bus
M=2nL Cr2M
m = aL 2~
u = (1+2bk) 2-l
T2(i) : variance of the lateness distribution after stop i
s2(i): variance of the headway distribution after stop i
Bi: probability of bunching after i stops
A: given point on a line
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p ,q,T:
A.:
k:
o V
characteristics of traffic lights
smallest A such that h -XT<O0 -
time at which the ith bus arrives at A
expected waiting time of a passenger at A
length of a loop
B(i) : probability that i bunches occured at A
no, n initial and actual number of buses
E(d): expected delay to passengers
yy , : weighting parameters
Di: number of people delayed if bus is held at stop i
e: objective function
N': total average number of people waiting on the line
H: headway
H: mean headway
Var C. .(H): headway variance at stop j if we exert control at stop i
1,3
Var (H): headway variance at stop j without control
e: reduced objective function
c : lateness of a bus which is relatively early at i
d i: lateness of a bus which is relatively late at i
P . : probability of an early bus at i
L. = d.-c.
P cdi: probability of a late bus given that the preceding was early
P dc : defined in a similar manner
P, Pcd' Pdc: same parameters as above, but do not depend 
on i
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x, x optimal holding times
A,B,f,g,Z: parameters and functions used to simplify the notations
h': real mean of the headway distribution
s12: real variance of the headway distribution
a: mean headway at Harvard
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