ABSTRACT This paper presents ionization-corrected measurements of the carbon abundance in intergalactic gas at 4.0 < z < 4.5, using spectra of three bright quasars obtained with the MIKE spectrograph on Magellan. By measuring the C iv strength in a sample of 131 discrete H i-selected quasar absorbers with ρ/ρ ≥ 1.6, we derive a median carbon abundance of [C/H]= −3.55, with lognormal scatter of approximately σ ≈ 0.8 dex. This median value is a factor of two to three lower than similar measurements made at z ∼ 2.4 using C iv and O vi. The strength of evolution is modestly dependent on the choice of UV background spectrum used to make ionization corrections, although our detection of an abundance evolution is generally robust with respect to this model uncertainty. We present a framework for analyzing the effects of spatial fluctuations in the UV ionizing background at frequencies relevant for C iv production. We also explore the effects of reduced flux between 3-4 Rydbergs (as from He ii Lyman series absorption) on our abundance estimates. At He ii line absorption levels similar to published estimates the effects are very small, although a larger optical depth could reduce the strength of the abundance evolution. Our results imply that ∼ 50% of the heavy elements seen in the IGM at z ∼ 2.4 were deposited in the 1.3 Gyr between z ∼ 4.3 and z ∼ 2.4. The total implied mass flux of carbon into the Ly-α forest would constitute ∼ 30% of the IMF-weighted carbon yield from known star forming populations over this period.
INTRODUCTION
Intergalactic C iv has been studied in the spectra of quasars at essentially all redshifts, from the very local neighborhood in the observed-frame UV (Cooksey et al. 2010) to redshift six in the observed-frame near-infrared (Becker et al. 2009; Ryan-Weber et al. 2009; Simcoe 2006; Ryan-Weber et al. 2006 ). Yet most of our detailed knowledge about the ionization-adjusted metal content of intergalactic matter comes from studies at z ∼ 3 (Schaye et al. 2003; Simcoe et al. 2004) . In this interval the observed-frame transitions of both C iv and Ly-α fall in an optimal region for optical spectrometers, in terms of both sensitivity and lack of foreground contaminants.
However, even at z ∼ 3 the density of intergalactic gas is sufficiently low, and the UV ionizing background field is sufficiently intense, that most carbon is ionized to the C v state and higher. At typical IGM densities for z ∼ 3, about 2% of all carbon atoms are in the C iv state. This fact, coupled with the low value of both the particle density and the overall heavy element abundance, leads to an extremely weak C iv signal in the more tenuous regions of the cosmic web. Consequently studies of metal abundances have required extremely high signal-to-noise ratio data (∼ 50 − 200) .
To date the most sensitive surveys have either utilized statistical methods to tease signal from the distribution of C iv and H i pixel optical depths (Schaye et al. 2003; Ellison et al. 2000; Songaila 2005) , or used the O vi line which has a higher ionization potential (and therefore a stronger signal) to trace metallicity (Simcoe et al. 2004; Davé et al. 1998; Bergeron et al. 2002) . When the same UV backgrounds are used to estimate ionization corrections, both the C iv pixel method and the O vi method yield an IGM abundance of roughly [C/H]= −3.1 or [O/H]= −2.8 at z ∼ 3.
The O vi line does not lend well to studies of abundance evolution at high redshifts, because it is blended in the Ly-α forest, whose overall opacity increases at higher z. Above z ∼ 3 it becomes effectively impossible to deblend O vi doublets from H i forest lines, even in high resolution spectra. C iv is seen at these redshifts, with a distribution of strengths that is nearly independent of redshift (Songaila 2005) . Schaye et al. (2003) systematically examined the ionization corrected carbon abundance between 3.0 < z < 4.0, finding no statistically significant evidence of evolution. However the bulk of this sample was centered at lower redshift, with only one object at > 4.
In this paper, we revisit the question of abundance evolution by obtaining three new high-SNR spectra of z ∼ 4.5 quasars. We use these to make a detailed comparison of C iv absorption at z ∼ 4.3 with the O vi and C iv measurements we obtained earlier at z ∼ 2.5.
The z ∼ 4.0 − 4.5 range is a "sweet-spot" for observing C iv because it is the interval when the fraction of carbon in the triply ionized state peaks over cosmic time. As one moves to higher redshifts, the predominant ionization state moves to progressively lower levels due to the combined (1 + z) 3 increase in the baryon density and decline of the hard-UV radiation field provided by quasars. Thus a survey of individual C iv systems at z ∼ 4.3 is comparably sensitive to a survey for O vi at z ∼ 2.5 or a statistical detection of C iv at z ∼ 3. These different surveys all probe gas structures with baryonic overden- Figure 1 . MIKE spectra of the C iv region for the three objects used for the z ∼ 4.3 sample. At top, the mean telluric absorption spectrum determined by standard star observations is shown for reference. The masked region at 8350Åin the spectrum of BR0353 is at the location of a known Mg ii interloper.
sities of ρ/ρ ∼ 1.5 relative to the cosmic mean at their respective epochs.
In Section 2 we describe the new observations and methods for data processing; Section 3 describes our sample selection, and Section 4 describes our observational measurements. Section 5.1 discusses ionization corrections applied to derive the abundance measurements presented in Section 6. The resultant cosmic abundance evolution and implications for galaxy formation are discussed in Section 7. Throughout we assume a cosmology with Ω M = 0.3, Ω Λ = 0.7, and H 0 = 71 km/s/Mpc.
OBSERVATIONS
We observed the three bright, southern quasars listed in Table 1 using Magellan/MIKE over several different observing runs between [2004] [2005] [2006] . Spectra were obtained using a 0.875 ′′ slit, which yields a combined velocity resolution of 14km s −1 , as measured from concurrent exposures of ThAr arc lamps. Extraction was performed using a customized software package for MIKE (Bernstein et al. 2003) , which makes use of the Poissonlimited 2D sky subtraction methods outlined in Kelson (2003) . The Echelle orders of individual exposures were flux calibrated using observations of hot spectrophotometric standard stars. Finally, the calibrated orders from all exposures for each object were combined onto a single 1-D wavelength grid and converted to vacuumheliocentric units.
At z = 4.0 − 4.5, the C iv transition falls between λ =7745Å and 8520Å. This region is rich with telluric absorption features from the atmospheric "A" and "B" bands of molecular oxygen and water. We carefully removed these features from our QSO spectra by fitting transmission functions to observations of our standard stars interspersed throughout each night.
The final 1-D spectra are shown in Figure 1 . The resultant signal-to-noise ratio in the C iv region ranges from 20 to 40; in the Ly-α forest the ratio is somewhat lower but still suitable for measuring H i given the much greater strength of the features being measured.
SAMPLE SELECTION
To choose our spectral search regions for C iv, we began by fitting Voigt profiles to the entire H i Ly-α forest using the vpfit 4 software package. We selected N H I ≥ 10 14.5 as the minimum threshold column density for an absorber to be included in the C iv candidate sample. For a standard Haardt & Madau (2001) model of the UV background field, an absorber with this column density and [C/H]=-3.0 would have N C IV = 10 12 cm −2 -roughly the detection limit of our data. At z ∼ 4.3, this H i column density corresponds to a baryonic overdensity of ρ/ρ = 1.6 relative to the cosmic mean (Schaye 2001) . Coincidentally, this threshold is nearly identical to the minimum ρ/ρ where individual O vi lines can be detected at z ∼ 2.5; C iv lines can only be seen at higher overdensity at z ∼ 2.5. Throughout the present paper we quote comparisons to both O vi and C iv samples at lower redshift.
Reliability Tests for N H I Fits
When fitting for N H I at z > 4, much of the Lyman series is accessible provided there are no strong Lyman limit systems. We used at least three transitions of the Lyman series, and often 4 or 5 to constrain the column densities of each H i line. If no unsaturated Lyman series line or profile wing was available, a line was discarded from the sample. Figure 2 shows several examples of H i absorbers fit in this manner, selected to span the range of column densities in our sample. Clearly there is significant blending of lines in the Ly-α and higher order transitions, and it is rare to have a single absorber with many unblended transitions. However roughly 60% of the sample has at least one Lyman series transition completely free of blending, and an additional 20% were significantly constrained by the unsaturated wings of blended lines in the high order transitions. Figure 3 shows a graphical summary of which transitions were used to constrain each line in the sample, over the full range in redshift.
In practice, very few systems were rejected because of saturation in all Lyman series lines. For each sightline we truncated our C iv search below the redshift where Figure 3 . Illustration of which Lyman series lines were used in H i fits at varying redshifts. For each system, multiple transitions are used. Horizontal lines indicate components with at least partial saturation (which sometimes contain information in absorption wings). Open circles are transitions which may be blended but are not saturated in absorption and hence provide upper limits on N H I . Solid circles indicate distinct, apparently unblended lines which align in velocity with other Lyman series absorption.
the Ly-γ line becomes saturated from Lyman limit (or completely blended Lyman series) absorption. The high redshift boundary for each sightline is located 5000 km s −1 blueward of the QSO's emission redshift.
In total, our H i sample contains 139 lines, with 13 additional candidates discarded from the sample because of saturation in the Lyman series. Just one of the discarded systems is associated with a possible C iv absorber.
When using high order Lyman transitions to constrain N H I , there is danger of over-estimating the column because of blended Ly-α absorption at lower redshift contaminating the signal. To assess this potential error, we generated Monte Carlo realizations of the Ly-α forest in our redshift range to test whether the fitting procedure introduces systematic errors.
The details of Ly-α forest line samples are not extensively characterized above z ∼ 3.5 and it is beyond our present goals to provide a comprehensive statistical analysis of the H i forest. However, as a byproduct of our fitting procedure, we obtain a determination of the H i column density distribution at z ∼ 4.2, shown in Figure 4 . As at lower redshift, it follows a power-law form with Figure 4 . The H i Column Density Distribution Function, f (N H I ,X) as measured in three sightlines at z ∼ 4.3 (black points), and five sightlines at z ∼ 2.4 (red points). The distributions are offset by roughly 0.5 dex, or a factor of three in normalization. Solid line shows a N −1.5 power law, which was used as input for the Monte Carlo calculations described below. incompleteness roll off at N H I < 10 14 cm −2 -well below the cutoff N H I of our C iv sample. Kim et al. (2001) analyzed Ly-α forest spectra at z = 2.31 and z = 3.35,
This same shape provides an accurate fit to our observed f (N ) if a slightly higher overall normalization is used to account for the higher density of forest lines at z ∼ 4.2.
For the Monte Carlo tests, we assumed this form for f (N ), with an overall normalization evolving as (1 + z) 2.17 (Kim et al. 2001 ) to approximate the evolution in density of lines. Artificial spectra were generated using lines drawn from these distributions, with the full Lyman series included for each absorber. Ly-α lines at lower redshift were intentionally added into the Ly-β and higher order regions at appropriate density to simulate blending and contamination. Finally, Gaussian noise was injected into each spectrum with an amplitude set by the noise arrays in our sample spectra. We do not claim the resulting spectra to be a perfect representation of the Ly-α forest at z > 4, but they form a useful tool for bootstrapping estimates of our systematic errors in N H I measurement from blending.
We ran VPFIT on our simulated spectra without knowledge of the input parameters, in identical fashion to the true data set. Figure 5 shows a comparison of the best-fit N H I determinations with the true input values, as a function of N H I and redshift. We find a scatter of ±0.1 dex between the true and fitted values, with a small systematic (median) offset of 0.04 dex in the sense that the fitted N H I over-estimate the true values. Individual outliers can miss by 0.5-0.7 dex in either direction, but [65, 85] % of systems are determined to better than [0.1,0.2] dex.
Comparison Sample
To study evolutionary trends, we compare the z ∼ 4.3 C iv sample with a separate sample of absorbers at z ∼ 2.4, taken from previously published work (Simcoe et al. 2004) . In this work, O vi column densities were measured for a sample of 230 absorbers with N H I ≥ 10 13.6 cm −2 . A smaller sample of 83 systems were used to measure C iv absorption at N H I ≥ 10 14 cm −2 . In Figure 6 , we plot the cumulative distribution of ρ/ρ for each sample. We estimate the overdensity at each Figure 6 . Distribution of overdensity in our H i -selected samples at z ∼ 4.3 and z ∼ 2.4. The C iv sample at z ∼ 4.3 probes smaller overdensities than the z ∼ 2.4 C iv sample, by a factor of 2. The distribution is very similar to O vi samples at lower redshift.
H i absorber location using the formalism of Schaye et al. (2003) :
(1) Here, T 4 represents the temperature in units of 10 4 K, Γ 12 represents the flux of ionizing photons at the H i ionization edge, and f g represents the gas to total mass fraction in Ly-α forest systems, which is assumed to be near Ω b /Ω M . To obtain overdensity, we normalize this density by the mean gas density, Ω b ρ c (1 + z) 3 . We assume T 4 to be constant and unity over the z = 2.4 − 4.3 range . Figure 6 shows that the C iv sample at z = 4.3 probes a median overdensity that is 2× lower than the C iv sample at z ∼ 2.4, despite having a limiting N H I that is 3× higher. The O vi sample at lower redshift probes almost an identical range in gas overdensity to the high redshift C iv sample. Therefore, comparing C iv at both redshifts removes any ambiguities in the [C/O] relative abundance but means that the high redshift sample is probing lower densities. On the other hand, comparing [O/H] at z ∼ 2.4 and [C/H] at z ∼ 4.3 traces the abundance evolution at fixed overdensity for an assumed value of [O/C] .
Unfortunately this quantity is degenerate with one's choice of UV background spectrum used for calculating ionization corrections (Simcoe et al. 2004; Schaye et al. 2003; Aguirre et al. 2008) . In the discussions below we assume [O/C]> 0 in the IGM, consistent with ionization by a soft spectrum composed of both galaxies and quasars (Haardt & Madau 2001) . This model is favored by pixel optical depth measurements of C iii /C iv and O vi /Si iv (Schaye et al. 2003; Aguirre et al. 2008) .
We caution however that observations of the most metal-poor damped Ly-α systems show a recovery toward [O/C]=0 at very low metallicities . Solar [O/C] ratios can be achieved with a hard background composed of quasar light with negligible galaxy contribution.
C iv Sample Definition and Measurements
For each of the H i absorbers in the sample, we examined the corresponding wavelength of the C iv doublet. Using VPFIT, we fit C iv absorption profiles to any absorbers within a velocity range of ±20km s −1 of the H i centroid. In blended systems, we matched individual C iv components to their corresponding H i components where possible. If a single H i line contained multiple components of C iv then the total column density for these components was recorded. Finally, if no C iv is detected we used VPFIT to calculate 1σ upper limits on the C iv column density, using the error array.
The final sample therefore consists of a mix of detected systems with measured column densities, and nondetections with upper limits. We used a ≥ 3σ cut as the threshold between detections and non-detections. For the non-detections, VPFIT usually finds a formal solution N C IV ± σ C IV with N C IV ≤ 3σ C IV ; the upper limit is then N C IV + 3σ C IV .
The final sample of z = 4.0 − 4.5 H i and C iv redshifts and column densities is presented in Table 2 . The three sightlines contain 131 systems with N H I > 10 14.5 Among this sample, 39 lines have C iv detections, while 92 are non-detections. The approximate limiting C iv column density is between 1 − 2 × 10 12 cm −2 . Figure 7 shows the distribution of C iv column densities in samples drawn at the two different redshifts considered. Because the C iv samples contain a mixture of detections and upper limits, we have plotted the cumulative distribution as determined by the KaplanMeier estimator. The Kaplan-Meier product limit is a fundamental tool of survival statistics, which deals with censored datasets such as the one presented here (Feigelson & Nelson 1985) . Its application for measuring abundances from absorption lines is discussed in Simcoe et al. (2004) .
CUMULATIVE DISTRIBUTIONS OF C iv , AND
For the Kaplan-Meier distribution to accurately represent the true distribution, two conditions must be satisfied. First, the upper limits must be statistically independent of one another, which is clearly true for the resolved, discrete absorption lines in our sample.
Second, the probability of a non-detection must not depend on the criterion used to select the sample. Since we are measuring C iv detections and upper limits for a sample selected on the basis of H i column density, this condition should hold. There may be slight discrepancies at the very high end of the H i sample because of local chemical enrichment. But because the H i column den- sity distribution is a steep power law, the vast majority of our sample is at the low end where the censoring only depends on variation in signal-to-noise in the C iv region and is therefore quite random.
Returning to Figure 7 , it is clear that the distribution of C iv evolves very little between z ∼ 2.4 and z ∼ 4.3. The fact that the cumulative distributions only reach ∼ 40% stems from the survival analysis -recall that C iv is only detected in 39 of 131 systems, or 30%. Most of the upper limits are clustered near low N C IV , but some are at slightly higher values. Kaplan-Meier accounts for the difference between the fraction of detections (30%) and the value of the cumulative distribution near the limiting
The constancy of the C iv distribution with redshift has been noted by other authors, most notably Songaila (2005) . Our result is consistent with these previous findings.
For studies of the IGM metallicity, our fundamental observable is N C IV /N H I . Because C iv evolves very little with redshift but the H i opacity increases, we expect the C iv /H i ratio to decrease toward higher redshift. The cumulative distribution of this quantity is shown in Figure 8 , with the expected difference between z ∼ 2.4 and 4.3. Note that this is the distribution of the N C IV /N H I ratio for each system in the sample, not the ratio of the C iv and H i distributions. The shapes are very similar at the two epochs, with the difference coming from a systematic shift downward by roughly 0.4 dex, or a factor of 2.5.
IONIZATION CORRECTIONS
To translate the evolution in N C IV /N H I into an evolution in the carbon abundance, we apply an ionization correction to each individual absorber as follows:
Here, f C IV and f H I represent the triply ionized fraction of carbon, and neutral fraction of hydrogen, respectively. The last term is a zero-point offset to normalize relative to the solar abundance. Throughout the paper we have assumed the meteoric Solar abundances of Grevesse & Sauval (1998) , where A carbon = 8.52 on a scale with A Hydrogen = 12. Several revisions have been proposed to the Grevesse solar abundances (Allende Prieto et al. 2002 Prieto et al. , 2001 Holweger 2001) ; we have kept them for consistency with prior work by many authors on IGM abundances. Ionization fractions for carbon and hydrogen were determined using the CLOUDY (Ferland et al. 1998 ) software package. We assumed the IGM is optically thin (consistent with the low H i column densities in the sample), and in photoionization equilibrium.
5.1. Comments on choice of the UV background spectrum The largest uncertainty in our ionization correction arises from the choice of a particular prescription for the ionizing background spectrum.
Several groups have recently provided improved constraints on the overall intensity of the background field at 1 Rydberg -denoted as J 912 . This can be derived from the opacity of the Ly-α forest, which relates in turn to the H i photoionization rate Γ 12 . In a sample of 63 high resolution spectra spanning 2.0 < z < 5.5, Becker et al. (2007) Bolton et al. (2005) and Scott et al. (2000) derived slightly higher estimates closer to Γ 12 = 1. However, all of these studies find that the evolution of the H i photoionization rate is quite weak over the redshift range studied here, perhaps 10 − 30% smaller at z = 4.3 but not much more. Throughout the rest of the paper, we use the values from Becker et al. (2007) . For a power law ionizing spectrum ∝ ν −1.8 , this corresponds to a flux at the H i ionization edge of log(J 912 ) = [−21.5, −21.7] at z = [2. 4, 4.3] .
Even if the normalization of the background spectrum at 1 Rydberg does not evolve, it is generally agreed that the shape of the spectrum will change. The quasar luminosity function falls off between z = 4 and z = 2 (Hopkins et al. 2007 ). While ionizing photons at z = 2.4 come from both quasars and galaxies, the background at z = 4.3 contains a higher fractional contribution from galaxies (Faucher-Giguère et al. 2008a ). This should lead to a softer UV background at earlier epochs, with fewer photons at the higher energies which regulate the ionization balance of heavy elements like carbon and oxygen.
We have tested two main prescriptions of the UV background with our data: the commonly used version from Haardt & Madau (2001) , and an independent new determination from Faucher-Giguère et al. (2009) . In Figure 9 we show these spectra, with the energies of relevant transitions for the C iv ionization balance labeled. The Haardt & Madau spectrum includes contributions from both QSOs and galaxies; the QSO portion is determined from the Croom et al. (2004) luminosity function, while the galaxies are added through population synthesis modeling, assuming a 10% escape fraction of photons beyond the Lyman limit. The Haardt& Madau spectra have been normalized to match the observational constraints on Γ 12 described above. Faucher-Giguère et al. (2009) take the QSO luminosity function from Hopkins et al. (2007) which falls more steeply toward higher redshift, and add a galaxy contribution to keep the evolution of Γ 12 constant.
When the Haardt & Madau spectrum is renormalized in CLOUDY to match observations of Γ 12 at 13.6 eV, its soft X-ray background is also artificially boosted by a factor of ∼ 10 at energies above 10 Rydbergs. This has consequences for the C iv ionization balance because it affects the C v to C vi transition.
In their calculations, Haardt & Madau treat the UV and X-ray backgrounds independently, trying to match each with observed luminosity functions by balancing the relative importance of Type I and II QSOs. In its raw form, the Haardt & Madau X-ray background is slightly lower at z=4.3 than at 2.4 (as would be expected), but after renormalization to matched the observed Γ 12 at 1 Ry, the situation reverses, such that the X-ray background is higher at z = 4.3 than it is at z = 2.4. Since the X-rays originate in AGN which are proportionately fewer at high redshift, this situation is probably unphysical. So, we applied a downward correction of 0.8 dex to the z = 4.3 HM spectrum above 10 Ryd to soften it by a comparable amount as the UV background and bring it back into agreement with the original X-ray intensity. Coincidentally, this downward correction brings While the HM and Faucher-Giguère et al. (2009) spectra do not agree in every detail, their general shapes match fairly well, particularly at z = 4.3. At lower redshift the difference is larger owing to assumptions on the AGN contribution as well as the treatment of He ii reionization. However, in both models the main change from z = 2.4 to z = 4.3 is a factor of 10-20 decrease in the hard UV background. It should be noted that neither model captures the He ii "sawtooth" effect described in Madau & Haardt (2009) ; this is discussed in Section 6.3.5.
H i ionization fractions
Since the Ly-α forest is optically thin and in photoionization equilibrium, a calculation of f H I is relatively straightforward and may be made even without detailed knowledge of the spectral shape. In equilibrium, the ionization and recombination rates may be balanced as:
where the recombination rate R ≈ 4 × 10
, and we assume the gas is mostly ionized. Equations 1 and 3 may be combined to derive the hydrogen ionization fraction as a function of (observed) H i column density, plotted in Fig This relation is independent of redshift, except implicitly through the (weak) evolution of the ionization rate Γ, and the temperature T 4 .
C iv ionization fractions
The ionization balance of C iv is a far more difficult calculation, because it is governed by photons at frequencies where the UV background spectrum is less well constrained observationally. Figure 11 shows the CLOUDYderived ionization balance for carbon as a function of H i column density, at z = 4.3 (the balance at z = 2.4 is shown in Figure 12 ). To calculate the ionization fractions, we first estimated the total hydrogen density associated with each H i column density as calculated from Equation 1. This value of n H was input into CLOUDY along with the prescriptions shown in Figure 9 for the shape and amplitude of the background spectrum. Together, the determinations of the density and ionizing background flux determine the ionization parameter U for the cloud which allows CLOUDY to calculate the abundance fraction of each carbon ionization state.
The top panel of each figure shows the cumulative distribution of H i column densities for the C iv samples, as a visual aid to indicate what ionization corrections are appropriate for which fractions of the sample. Vertical lines on the bottom panels indicate the sample minimum N H I , and also its median value and 90th percentile. Plots are shown both for the Haardt & Madau and FaucherGiguere forms of the background spectrum.
These plots show that the C iv ionization state predominates at z ∼ 4.3, at a value of f C IV = 0.50 − 0.65 for the median H i system in the sample. This range reflects the difference between the Haardt & Madau (2001) and Faucher-Giguère et al. (2009) backgrounds, respectively. Roughly equal amounts of carbon are in higher and lower ionization states.
Conversely, the median system at z ∼ 2.4 contains only 4-10% C iv , with the vast majority of carbon inhabiting higher ionization states. So, the typical ionization correction at z = 4.3 is an upwards factor of 1.5-2.0 (0.2-0.3 dex), compared to a correction factor of 10 − 25 (1.0-1.4 dex) at lower redshift.
ABUNDANCE RESULTS
6.1. Evolution from z = 4.3 to z = 2.4: Qualitative Results Before presenting the full carbon abundance distribution results, it is instructive to examine the evolution of the median system using qualitative arguments. From Figure 8 , the median H i absorber decreases in its C iv:H i ratio by 0.4 dex between z = 4.3 and z = 2.4.
Suppose now that there were no evolution in the [C/H] ratio. To achieve this, our measured 0.4 dex decrease in C iv /H i would need to be offset by a corresponding 0.4 dex increase in log (f H I /f C IV ), according to Equation 2.
We have seen already that f H I depends on N H I but only very weakly on redshift. For a median log(N H I ) = 14.5 at z = 2.4 and 15.2 at z = 4.3, the H i ionization fractions can be read from Figure 10, yielding log(
Thus for fixed f C IV , the first term in Equation 2 is 0.4 dex lower at z ∼ 4.3, while the second is 0.5 dex higher. The first term is observationally determined, and the second is fairly model-independent, and they approximately cancel each other out. The degree of evolution in [C/H] therefore corresponds almost exactly to the change in f C IV with redshift.
Even if we take the most conservative possible hypothesis -that the UV background spectrum at z = 4.3 is identical to the spectrum at z = 2.4 -then U will decrease because of the increase in gas density at higher redshift. But observational studies of the QSO and galaxy luminosity functions at these redshifts indicate that the background spectrum should soften as it is increasingly dominated by galaxies toward higher redshift (Faucher-Giguère et al. 2008a) . These factors cause an increase in f C IV which leads to a decrease in implied [C/H]. Thus the observed distribution of N C IV /N H I , coupled with minimal assumptions about ionization, suggest that [C/H] is lower at z = 4.3 than it is at z = 2.4.
To estimate by how much, consider the CLOUDY calculations from both the Haardt & Madau (2001) and Faucher-Giguère et al. (2009) spectra. These illustrate that the C iv ionization fraction for the median system increases by 0.7 dex toward higher redshift. Taken together, these qualitative arguments suggest that [C/H] in the median system is lower at z ∼ 4.3 by 0.5-0.6 dex (a factor of ∼ 3) than it is at z = 2.4.
They also suggest that the scatter in the C iv to H i ratio may be an interesting diagnostic of fluctuations in the hard UV background. The scatter in this ratio reflects the convolved scatter in the intrinsic [C/H] ratio, measurement errors, and variance in the ionization correction. Even if one makes no assumptions about the relative weighting of these three factors, one may set up- per bounds on the scatter in the hard background under the conservative assumption of zero measurement error and abundance scatter. 3 sample probes gas with a median overdensity of ρ/ρ ≈ 3, whereas the C iv sample at z = 2.4 only reaches a median ρ/ρ ≈ 6 (the sample minima are ρ/ρ ≈ 1.6 and ρ/ρ ≈ 3).
At z = 4.3, our sample reaches nearly to the median [C/H] (50% on the plot), which lies near [C/H]= −3.55, or ∼ 1/3500 the Solar abundance. Roughly half of the lines in our sample have 3σ upper limits restricting them below this value, so the shape of the distribution below the median is not known. Above the median, the distribution appears to be very crudely lognormal, with the upper quartile falling above [C/H]= −3.1. The distributions are very similar for the two choices of UV background radiation spectrum at z = 4.3. The smooth solid curve shows the cumulative distribution for a lognormal probability distribution. Our best fit lognormal model shows a median abundance of [C/H]=-3.55, and lognormal deviation of σ = 0.8 dex.
At z = 2.4, we find a median abundance of [C/H]= −3.1 with σ = 0.8 dex for the Haardt & Madau (2001) form of the background spectrum, consistent with prior results of Simcoe et al. (2004) and close to, though slightly higher than those of Schaye et al. (2003) . The Faucher-Giguère et al. (2009) Comparing the two distributions, we see that the sample median carbon abundance has increased by ∼ 0.45 − 0.65 dex (depending on the background model) during the epoch between z = 4.3 and z = 2.4, although the density probed at z ∼ 2.4 is a factor of 2 larger. It is interesting to compare this result to that of Schaye et al. (2003) −0.14 . Not accounting for density, our measurement implies a derivative of roughly −0.26 dex per unit redshift, a factor of 3.3 higher than reported by Schaye et al. Moreover the evolutionary trend has the opposite sign as Schaye's; our new result evolves in the expected direction (i.e. increasing abundance with time), although the prior result was basically consistent with zero evolution.
Since Schaye et al. reported weak correlation with redshift but strong correlation with density, it is worth considering whether our measured evolution is simply an artifact of the different densities probed at the different redshifts. According to the regression analysis of Schaye et al., a 2× change in density alone could account for ≈ 0.3 dex difference in [C/H] between the samples, but their reported evolution of +0.08 dex per unit redshift for ∆z = 1.9 would counteract the density effect by 0.15 dex, yielding a total change in [C/H] of 0.15 dex to our 0.5. Schaye et al interpret the small statistical significance of their evolution coefficient and its non-intuitive sign as a non-detection. We have detected a larger difference in [C/H] between our high and low redshift samples, in the expected direction, even accounting for the difference in density.
To decouple the effects of density and true evolution, we ran our analysis for a subset of our high redshift sample restricted to log(N H I ) ≥ 10 14.7 , thus ensuring that [C/H] is measured at fixed overdensity between the two redshifts. The resulting Kaplan-Meier distribution is shifted to higher [C/H] by 0.2 dex for this factor of 2 increase in ρ/ρ, suggesting that the abundance is indeed lower in regions of smaller overdensity, but by a smaller degree than measured by Schaye et al. If we budget 0.2 dex of the total 0.5 change seen in Figure 13 to the change in gas density, the remaining 0.3 dex represents the temporal evolution signal.
As described earlier, we may also compare our measurements of [C/H] Figure 13 ; the lognormal fits shown here for z ∼ 2.4 have a median [C/H]=-3.1, -2.9 for the two models of the UV background.
smaller value likely results from a slightly higher normalization of the background spectrum to match recent observations (Becker et al. 2007; Bolton et al. 2005 Figure 16 shows this evolution as evidenced in the individual sample measurements at each redshift. The large circles show our median estimates at each redshift, while the central point is taken from Schaye et al. (2003) Taken all together, these calculations indicate that the intergalactic carbon abundance increased by 0.3-0.5 dex between z ∼ 4.3 and z ∼ 2.4, with little change in the log- Figure 16 . Illustration of the individual measurements for each line in the full sample. Large red dots indicate the median abundance at each redshift, calculated using the Kaplan-Meier product limit estimator. The median points lie below the center of the scatter because of the inclusion of numerous upper limits. The solid point at z = 3.1 represents the measurement of Schaye et al. (2003) .
normal abundance scatter. The range quoted reflects uncertainty in various choices for the UV background, the relation between density and metallicity, and the value of [O/C] used.
A change of 0.3-0.5 dex represents a factor of ∼ 2 − 3 increase in the median intergalactic carbon abundance at fixed overdensity. It suggests that roughly half of the carbon seen in the IGM at z ∼ 2.4 was deposited in the 1.3 Gyr interval between z ∼ 4.3 and z ∼ 2.4. The results presented above all assume a spatially uniform shape and intensity of the ionizing background, following the convention of all similar previous studies. Although we find similar results for two representations of the mean background (Haardt & Madau, and FaucherGiguere), we did not explore the uncertainty or scatter that would be introduced by place-to-place variations in the radiation field.
This subject has largely been ignored in the previous literature on IGM abundances, but recent work on the reionization of H i and He ii contains arguments that are relevant to observations of heavy element lines.
Following the development of Fardal et al. (1998) and Meiksin & White (2003) , the variance in the background intensity at a given energy is a function of the source density of photon emitters at that energy, the mean free path of photons with that wavelength through the IGM, and the variance in source spectrum from object to object. When ionizing sources are rare, differ in SED from object to object, and photons have a small mean free path, the radiation seen by a random absorber tends to be dominated by a single source and will vary significantly from place to place.
The production of H i ionizing photons at z = 4.3 occurs mostly in galaxies which are relatively numerous, and the mean free path for these photons is large because H i is already reionized. So, many sources will be contained within an H i photo-attenuation volume and the background should be comparatively uniform at 1 Ryd (except in the immediate vicinity of QSOs).
Overall variations in [C/H] are therefore more sen-sitive to the C iv ionization balance, whose atomic transitions are resonant with photons between 3 − 30 Rydbergs. These photons originate in less numerous AGN, which could lead to an increased variation in spatial intensity.
Since our high redshift sample is measured at the probable leading edge of He ii reionization (Reimers et al. 1997; Jakobsen et al. 1994; Heap et al. 2000; Davidsen et al. 1996; Kriss et al. 2001; Fechner et al. 2006; Shull et al. 2010; Songaila 1998) , the IGM opacity from photoelectric absorption must be considered above the He ii ionization potential (4 Ryd).
For photons of energy E, the mean free path is given as (Furlanetto 2009) 
At z = 4.3, x He II ≈ 1 since He ii reionization is only in its earliest phases. For C iv →C v ionizing photons with 4.74 Ryd, this implies λ < 1 Mpc because of He ii attenuation, while for C v →C vi (24.2 Ryd) the path is 90 Mpc. Thus the most important effect we must consider is stochastic fluctuation in the 4.74 Ryd background governing the C iv to C v transition. At z = 4.3, simulations indicate that 10-20% of the universe resides in ionized "bubbles" of He iii (McQuinn et al. 2009 ). He ii Ly-α observations focus only on the interiors of these bubbles, where the ionized fraction is high and He ii absorption troughs are not totally saturated. The lower oscillator strength of C iv renders it observable in both He iii ionized bubbles, and the He ii -neutral walls in between. In the bubble walls, He ii absorption strongly attenuates the UV background near 4 Ryd, affecting the ionization balance of carbon. Inside of bubbles, stochastic variations in the proximity of hard photon sources and attenuation by He ii Lyman-limit systems generates intensity variations both above and below the mean spectrum. In the following two sections we consider each of these environments in separate detail.
UV background fluctuations in the interior of He iii bubbles
To study ionization variations of carbon inside He iii bubbles, we follow the arguments of Furlanetto (2009) , who develops a simple Monte Carlo framework suited to the problem. The method was originally intended for studying variations in the 4 Ryd background in He iii bubbles at z ∼ 3; a minor set of modifications renders it useful for studying the C iv →C iv transition at at E = 4.74 Ryd and z = 4.3. Essentially all opacities in the model are scaled down to reflect the smaller cross section of He ii at higher energy, and fluxes from the ionizing sources is also scaled down to reflect their SED.
We defer a full description of the method to Furlanetto's paper. Very briefly, all quasars are assumed to live inside of He iii-ionized bubbles. The space outside of bubbles is opaque to He ii-edge photons; inside of bubbles there is still attenuation from the He ii analog of Lyman limit systems, but between these systems the mean free path is large. Because QSOs are rare, the typical bubble contains only one to a few sources, so a Monte Carlo approach is used. Ionizing sources are drawn at random from the luminosity function of Hopkins et al. (2007) , and placed uniformly within each bubble volume (no sources are located outside of bubbles). Then, the spatial variation of the background J is calculated by compiling trial statistics with varying QSO luminosities, spatial locations in the bubble, Lyman limit attenuation, and UV spectral indices from the sources. The Monte Carlo calculation outputs a distribution of j = J/ J , where J represents the mean value of the background in a fully He ii-ionized IGM. The J distribution at the C iv →C v ionization edge can be used to examine variations in our C iv ionization corrections.
The spread of j depends strongly on the radii of the He iii bubbles, denoted as R, since variations diminish once bubbles become large enough for absorbers to "see" multiple QSOs. McQuinn et al. (2009) and Bolton et al. (2009) have shown in simulations that the distribution of R does not evolve strongly with redshift and is governed primarily by QSO duty cycle. Typical values range from 20 − 40 comoving Mpc, with the spread at any redshift larger than the difference between z = 4 and z = 2. The spread in j also depends on the photoattenuation length r 0 , which parameterizes the distance that C iv ionizing photons travel from their point of origin before reaching a He ii lyman limit system. Furlanetto (2009) calculates r 0 for He ii ionizing photons at z = 2, 3, 4 and demonstrates that its luminosity-weighted mean evolves very little. C iv ionizing photons have slightly higher energies; their attenuation is still dominated by He ii absorption, but the relevant r 0 increases very slightly because of the smaller He ii cross section at 4.74 Ryd. represents environments where the background is dominated by a single source. In this case the variance is driven by the shape of the QSO luminosity function and the random distribution of QSO-absorber spacings.
According to Figure 17 , variations on the high-side are limited to a factor of ∼ 10× enhancement in the background. Because this enhancement is driven by proximity to a single QSO, it should lead to an increase in the UV background across a wide range in frequency. When examining the C iv ionization balance in these neighborhoods, we generate an "enhanced" toy model of the background spectrum which boosts the flux for all energies above 1 Ryd by a constant factor of 5 − 10. Below 1 Ryd the background remains the same, since it should still be dominated by integrated starlight from more numerous galaxies.
Below the mean J, the distribution in Figure 17 is more extended and varies with bubble size. The increased variance for small bubble sizes results primarily from shot noise in the number of quasars: by R = 15 Mpc most bubbles have either no source or one source, and sources outside the bubble are shielded from view. This effect is strongest at the He ii ionization edge, and still significant at 4.74 Ryd. But the bubble walls are optically thin to photons with E < 4 Ryd and also for higher energy photons including the 24.2 Ryd C v →C vi edge. Thus it is appropriate simply to use the mean UV background spectrum for H i , as well as all carbon transitions except C iv →C v (and possibly C iii →C iv , see Section 6.3.5).
To model effects at 4.74 Ryd, we attenuate the Haardt & Madau (2001) spectrum by an absorbing column with τ = τ 0 (E/4Ryd) −3 . This produces the desired suppression at 4.74 Ryd while preserving the cosmic averaged spectrum in optically-thin regions. The normalization τ 0 is adjusted to produce a factor of 10-100 decrease in the background at 4.74 Ryd, consistent with the distribution in Figure 17 .
UV background fluctuations in the He ii -neutral inter-bubble medium
In simulations of He ii reionization, He iii bubbles only permeate 10-20% of the IGM by volume, so we must consider the shape of the spectrum in the He ii walls between bubbles. This scenario is discussed in Faucher-Giguère et al. (2009); essentially flux at the He ii edge is completely suppressed because in He iineutral regions the optical depth can easily exceed τ ∼ 100. Once again, the background at lower energies is spatially uniform, being optically thin after H i reionization (and, for low energies, dominated by galaxies). Likewise at higher energies the He ii cross section declines and the hard flux recovers to a uniform background.
We therefore model the background spectrum in He ii walls the same as in the "suppressed flux" regions of ionized bubbles: a Haardt & Madau (2001) standard mean background having He ii absorption blueward of the edge with τ = τ 0 (E/4Ryd) −3 . However in the neutral walls the normalization of optical depth is much higher. Whereas attenuation from Lyman limit systems in bubbles reduces the flux by a factor of 10-100, the completely neutral bubble walls with τ ∼ 100 experience attenuation by 44 orders of magnitude. Figure 18 shows the range of ionizing background models we considered when investigating spatial fluctuations. The thick solid line represents the mean Haardt & Madau (2001) quasar+galaxy spectrum at z = 4.3. Four models with He ii attenuation of τ 0 = 1, 3, 10, 100 fall below the mean. Smaller values of τ 0 represent conditions on the lower half of the J distribution inside of He iii bubbles, the larger values are characteristic of the He ii bubble walls. Above the mean curve are two models with enhanced hard UV flux (i.e. proximate to QSOs), shown in dot-dashed lines.
The effect of spatial fluctuations on [C/H] estimates
We ran each of these spectra through our CLOUDY model grid to examine the change to the ionization fraction as a function of column density. Figure 19 shows the result of this exercise, where we plot the change in ionization correction for each different choice of background spectrum. A value of zero indicates no change in [C/H] for a given line; a positive value implies a lower metallicity for a given set of C iv and H i measurements.
The solid lines near zero represent the four "attenuated" models with varying optical depth at 4 Ryd, increasing upwards. For these models the H i ionization fraction does not change at all because the universe is al- Figure 20 . Effect of flux suppression at the C iii ionization edge from the He ii Ly-α forest "sawtooth" spectral modulation.
ready optically thin to 912Å photons at z ∼ 4.3 and the background is dominated by flux from numerous galaxies. The C iv ionization fraction does not change either, which results in a very small total correction of 0.2 dex to [C/H] across our range of N H I .
The small change in f C IV is surprising at first glance given that the flux at the C iv →C v ionization edge changes by many orders of magnitude. The reason this effect is so small is that even for the mean spectrum, over 50% of the carbon is already in the C iv state. So, a reduction in the C iv →C v rate-which would increase f C IV -cannot change the C iv fraction by more than a factor of ∼ 2.
A much larger correction is obtained when considering upward fluctuations in the UV background from proximity to bright quasars. While this change can be significant for selected systems, the number of affected data points should be small. Major upward fluctuations occur only in the largest bubbles surrounding rare, luminous QSOs, and even in these bubbles the probability of lying in a proximate region is low according to Figure 17 . Such an error would push our abundances lower, enhancing the evolutionary trend discussed in Sections 6.1 and 6.2.
He ii Sawtooth
Madau & Haardt (2009) have recently emphasized the importance of a "sawtooth" imprint left on the ionizing background spectrum between 3-4 Ryd, from line absorption of the He ii "Lyman" series. This relates to the C iv balance because the transition from C iii to C iv occurs at 3.5 Ryd. These authors' updated model of the UV background including the sawtooth modulation leads to a decrease in flux at the C iii ionization edge of 0.2-0.3 dex at z = 3. They also explored models where an artificially delayed He ii reionization led to a reduction in flux at the C iii edge of over a full dex. This latter case may be more appropriate for studying the z = 4.3 IGM since He ii reionization should not be complete at this epoch and the resulting opacity may be quite high. Statistical studies of metal lines at high redshift provide some evidence for this effect (Agafonova et al. 2005) For the mean spectrum with no He ii sawtooth, the majority of carbon is in the C iv state at z ∼ 4.3. Therefore, in principle a softening of the background should shift the balance toward C iii and C ii, reducing f C IV and increasing [C/H] estimates in the process (Equation 2), thereby reducing the evolution signal.
To explore this effect, we obtained a copy of the sawtooth spectrum from F. Haardt, and used it to recalculate ionization corrections. In its raw form, the sawtooth model has a very hard spectrum that is disfavored by IGM abundance studies at lower redshift (Schaye et al. 2003; Simcoe et al. 2004) . It produces an abundance gradient that decreases with density, leaving very high abundances in weak Ly-α forest lines.
Rather than use this form as-is, we instead examined the ratio of the sawtooth spectrum (HM+S in their Figure 1 ) to a separate model calculated with identical input parameters but no sawtooth included (HM in their Figure 1 ). This isolates the effect of the He ii Lyman series, which we then multiply into the softer background spectra shown in Figure 9 . Clearly this is not a selfconsistent way to model He ii absorption in the IGM, and Madau & Haardt (2009) point out that even their models do not fully capture the patchy nature of He ii reionization that could be important here. But lacking a full simulation suite, our approach captures the spectral shape of the sawtooth, and provides an heuristic tool for examining its impact on our results. Figure 20 illustrates the change in [C/H] resulting from use of our modified sawtooth spectrum, as a function of N H I . The solid line shows the MH09 model; for the dashed curve we arbitrarily increase the optical depth across the sawtooth by a factor of 2. Depending on the degree by which the spectrum is changed, the correction can be anywhere from 0.08 to 0.2 dex, and always in the upward sense. The sawtooth modulation therefore will decrease the evolution signal between our z = 4.3 and z = 2.4 samples. Figure 21 shows the Kaplan-Meier distribution in [C/H] obtained by running our survival analysis with the HM+S background at z = 4.3. The two comparison curves show the distributions at z = 2.4 and 4.3 for the unmodulated spectrum. For our modified HM+S spectrum, the [C/H] distribution shifts uniformly to the right by ∼ 0.06 dex; a similar plot using the background with 2× inflated He ii optical depths would shift ∼ 0.15 dex higher than the distribution from the unmodulated spectrum.
Recall that we observe a 0.5 dex change in [C/H] be- tween z = 4.3 and z = 2.4; if one forces [O/C]=0.5, or requires a strong correlation between density and metallicity, the evolution could be as small as 0.3 dex. A very strong sawtooth modulation in the UV background could in principle remove 0.15 dex of our evolution signal. If one applies both the sawtooth spectrum and forces abundances to [O/C]=0.5, it is possible to derive a solution with only 0.10-0.15 dex of evolution in the carbon abundance, much closer to the no-evolution scenario. This situation arises only for a set of assumptions stressed to a particular end of our parameter space, but its possiblility should not be ignored. The chief effect of the 3-4 Ryd decrement at z ∼ 4.3 is to take carbon from the C iv state and move it to C iii, so we should in principle be able to see an increase in the C iii/C iv ratio using the C iii 977Å line, or even an increase in C ii/C iv at 1334Å. We searched our data for systems where this measurement could be made, but unfortunately the results do not provide strong constraints on the magnitude of the sawtooth effect. The C iii lines tend to be blended with Ly-α forest absorption, and C ii lines are too weak to detect in all but our strongest few systems. One of the strongest constraints may come from pixel-optical-depth analyses. The C iii/C iv ratio is not a good diagnostic at z 4. However, the models in Schaye et al. (2003) -which show no trend of [C/H] with redshift-may yield a declining cosmic abundance from high values in the past toward low values at present using a sawtooth background-a solution we are generally prejudiced against.
The Si iv /C iv ratio is another diagnostic of spectral hardness which is accessible for a limited number of systems in our sample. Figure 22 shows the calculated values, or upper limits (where no Si iv is detected). The solid lines show predicted values of N Si IV /N C IV for different prescriptions of the sawtooth, calculated using CLOUDY with Solar relative abundances (Grevesse & Sauval 1998) . At high N H I where the most reliable measurements are located, the data are broadly consistent with the non-sawtooth spectrum and our modified Madau & Haardt (2009) Artificially boosted sawtooth absorption overpredicts the amount of Si iv seen in these systems, although the number of points is too small to draw broad conclusions. This diagnostic suffers a slight degree of ambiguity because of possible non-solar values of [Si/C]. However many absorbers at high redshift show [Si/C]> 0, in which case there would be an even stronger conflict for the heavily absorbed sawtooth spectra.
Continuum Fitting
At high redshifts an additional possible bias is introduced from uncertainties in the absolute continuum flux from the background quasar over the Ly-α forest region. We have followed the typical procedure of estimating continuum levels by fitting a low-order spline across relatively unobscured regions of the forest. This procedure becomes increasingly inaccurate at high redshifts, as the opacity of the Ly-α forest increases, and it becomes increasingly difficult to find regions with transmission of unity.
Faucher- Giguère et al. (2008b) present a treatment of this same problem in the context of Ly-α forest opacity measurements. Drawing mock spectra from Ly-α forest simulations at various redshifts, they performed manual continuum fits similar to the ones described here and examined the resultant deviation from the known, true continuum as a function of redshift. Their results indicate that at z = 4.2 (our sample redshift) a manual estimate could systematically place the continuum too low, by ∼ 17%. By comparison, at z = 2.5, where O vi and other studies focused, the correction is of order 2%.
To examine this effect, we created a "continuum corrected" version of our highest quality sample spectrum (BR0353-3820) and refit H i column densities to the full Ly-α forest. Following the empirical approach of Faucher-Giguère et al. (2008b) , we adjusted the continuum-normalized flux at each wavelength in the Ly-α forest downward by a factor of (1 − C(z)), where C(z) = 1.58 × 10 −5 (1 + z) 5.63 , to account approximately for the bias introduced by incorrect continuum fits. We then re-calculated N H I at each redshift for our full sample. Figure 23 shows the results of the re-fitting exercise for BR0353-3820, where as before we use multiple Lyman series transitions to constrain N H I . Somewhat surpris-ingly, we found that the column density for the median system was nearly unchanged, or at least was offset by an amount smaller than the ∼ ±0.2 dex point-to-point scatter. This may result from the fact that in each system, the N H I measurement is driven by that Lyman series line which is closest to saturation but not bottomed-out across the profile. The fractional error introduced by poor continuum fits is smallest at low flux levels so by choosing the right transitions this is minimized. At least it seems clear that changes in the continuum level at z ∼ 4 lead to errors at the level of 0.5 dex in N H I .
In general, continuum errors enter into [C/H] in two ways. One is a simple error in N C IV /N H I . However, because f C IV ∝ N 2/3 H I (Figure 10 ), we also underestimate the neutral fraction, which partly counteracts the misestimate of N C IV /N H I . Thus the error in [C/H] is only 1 3 the logarithmic error in N H I -in our case, ∼ 0.15 dex of random scatter with no systematic offset.
There is an additional, much smaller contribution from an incorrect estimate of f C IV , which is derived from N H I . Over the column density range of our sample, the C iv fraction is near its peak. This results in a broad minimum in the logarithmic derivative of the C iv fraction with N H I . For the Faucher-Giguère et al. (2009) background (as a representative example; see Figure 11 ),
from 14.5 < log(N H I ) < 16.5, with the derivative near zero between 15.0 and 15.75. The C iv column density in Equation 2 is not sensitive to continuum fitting errors and remains constant. Taken all together, the corrections to N H I , f H I , and f C IV would lead to a combined correction in [C/H] of only 0.032-0.034 dex for each 0.1 dex change in N H I . Moreover the sense of the change is such that the measured abundance at z = 4.3 becomes lower as N H I is increased, which tends to enhance the trend of declining carbon abundance with increasing redshift.
Summary of systematic uncertainties
To synthesize the results of this section: the main systematic sources of uncertainty in our abundance estimates come from the UV background used to calculate ionization corrections, and the determination of H i column densities in the thick Ly-α forest at z ∼ 4.3. We have tried two choices for the ionizing background: the commonly-used Haardt & Madau (2001) model with quasars + galaxies, and a newer calculation of We investigated the effect of spatial variations in the UV background due to photoelectric absorption from He ii , and stochastic fluctuations in the ionizing source population. These variations do not affect the H i neutral fraction, or transitions relevant to C iv other than the C iv to C v transition at 4.74 Ryd. Near this edge, the background can vary by factors of 10-100 inside of He iii-ionized bubbles, and many orders of magnitude in the neutral bubble walls. However, CLOUDY tests revealed that changes in the 4.74 Ryd flux, absent changes at other wavelengths, affects our abundances only at the 0.1 dex level. It is possible that we have overestimated abundances for systems in the proximity zones of bright quasars by ∼ 1 dex or more, but these systems are quite rare and should not drastically alter our distributions.
The inclusion of "sawtooth" absorption from the He ii Lyman series at 3-4 Ryd leads to a systematic increase of 0.06 dex in our median [C/H], for an absorption strength consistent with the results of Madau & Haardt (2009) . If the sawtooth absorption strength is artificially inflated this offset becomes correspondingly larger.
Abundance errors from a systematic underestimate of N H I (as would be found from continuum fitting errors) are limited to 0.1 dex, because for every 0.1 dex increase in N H I , there is a corresponding increase of 0.07 dex in f H I offsetting the effect, and little change in the C iv ionization fraction.
Taken together these tests suggest that [C/H] abundances at z ∼ 4.3 are less sensitive to systematic errors than one might naively expect. Different choices of the mean background will change the overall median abundance but do not affect our conclusion that the carbon abundance is evolving except under stressed sets of assumptions. Most of the effects studied above tend to enhance the evolutionary signal, if we have underestimated their importance.
7. DISCUSSION 7.1. The Integrated Carbon Production Between z = 4.25 and z = 2.4 The the total mass flux of carbon into the Ly-α forest may be estimated simply from our data by integrating the abundance-weighed H i column density distribution. As described in Simcoe et al. (2004) , the contribution of carbon atoms (in all ionization states) to the closure density may be estimated as:
where ρ c is the (current) closure density, and (C/H) ⊙ is the solar carbon abundance by number. The H i column density distribution f (NH I,X ) is defined as d 2 N /dXdN H I with N being the number of absorbers in a survey of comoving pathlengh dX (Shown in Figure 4) .
The mean carbon abundance, shown in angled brackets, may be derived from the distributions in Figure  13 . Assuming a lognormal parameterization of the abundance, the mean may be determined as
For our measured median abundance of [C/H] = −3.55 and scatter of σ = 0.7 dex, this amounts to a mean carbon abundance of 10 −2.81 at z ∼ 4.3. The same equation applied to z ∼ 2.4 yields a mean abundance of 10 −2.36 at lower redshift.
We substitute these values into Equation 8 to derive Ω C = 2.7 × 10 −8 at z = 4.3, and 4.8 × 10 −8 at z ∼ 2.4. This represents a factor of 1.7 increase over an interval of just 1.3 Gyr. Put another way, roughly half of the carbon observed in the Ly-α forest at z ∼ 2.4 was deposited into the IGM after z ∼ 4.3. Even in the conservative limit where 0.2 dex of the difference between our redshift points is attributed to density effects, the fraction of "recently deposited" carbon would be about one-third of the total at z ∼ 2.4. The rise in intergalactic abundance suggests a connection with the concurrent rise in the cosmic star formation rate and/or the luminosity density of AGN in this same redshift interval. Many of these metals may reside in enriched regions near high redshift galaxies, given their relatively recent production.
Outflows are of course commonly seen in the spectra of star forming galaxies at these redshifts (Pettini et al. 2001; Steidel et al. 2010; Bielby et al. 2010) and there is evidence of spatial association between strong C iv systems and UV-selected galaxies at z ∼ 3 (Adelberger et al. 2003; Steidel et al. 2010) . Our measurement would seem to connect these correlations in the local galactic environment to the global growth of metal abundance in the IGM, in a temporal sense.
Estimates of the stellar population ages for z ∼ 3 galaxies typically range between 100 − 200 Myr to ∼ 1 Gyr (Shapley et al. 2005) . This means that the archetypal Lyman Break galaxy at z = 2.4 could be built from scratch within the redshift interval of our C iv survey. The winds seen in LBG spectra travel at several hundred km/s, so even if these galaxies began driving totally unbound winds at birth, the wind material could only have traversed several hundred kpc and not deep into the IGM.
The C iv column densities studied here (N C IV ∼ 10 12 ) generally fall below the range where correlations with galaxies are strongest (N C IV > 10 13.5 - Adelberger et al. 2003; Steidel et al. 2010) . Moreover Songaila (2006) studied similar C iv systems to the ones presented here, concluding that the weaker lines dominating absorption selected samples are too quiescent to trace actively evolving wind bubbles. However they do trace densities that would be found in the filaments seen in cosmic simulations, where galaxies also reside. These filaments may be populated with moderately recent, cooled wind relics that would manifest as the weaker C iv systems seen in our survey and other sensitive C iv searches in the Ly-α forest, although further theoretical work would be required to assess if this scenario holds up in detail.
Comparisons with the Global Star Formation Rate
For any moment in time, the difference between the intergalactic carbon growth rate and the yield-weighted star formation rate measures the global efficiency of feedback processes at ejecting metals from nascent galaxies. Observations of individual star forming galaxies in the local universe indicate that galactic winds can be significantly loaded in mass and especially in metals (Martin et al. 2002) . During periods of intense star formation, it is possible that all metals produced in a burst will escape; in more quiescent periods these same elements would settle back into the galaxy's ISM. At z = 2.5 − 4.5 individual galaxy measurements are difficult, but using our C iv sample we may estimate a globally averaged efficiency of metal ejection.
First, we calculate the total stellar mass formed over our redshift interval by integrating the cosmic star formation rate density of Reddy et al. (2008) . Over the interval 2.4 < z < 4.3 (∆t = 1.34 Gyr), this yields a total formed stellar mass of 1.6 × 10 8 M ⊙ /Mpc 3 , or an average of about 0.16 M ⊙ Mpc −3 yr −1 . We then estimate the carbon output resulting from this star formation activity using yields from Woosley & Weaver (1995) 5 . The IMFweighted carbon yield, calculated assuming a Salpeter IMF from 0.5 to 40 M ⊙ and for solar metallicity, is 1.2 × 10 −4 . The yield for progenitors with M < 10M ⊙ (which mostly still lie on the main sequence) is set to zero. Folding this into the star formation rate, we find that the total production of carbon from core collapse supernovae between z = 4.3 and z = 2.4 is
In the previous section, we found that the total growth of intergalactic carbon came to ∆Ω C = 2.2 × 10 −8 , or
Multiplying by the critical density, we obtain the integrated volumetric increase in carbon mass:
. (10) A simple comparison of Equations 8 and 10 shows that the rate of carbon enrichment in the IGM is roughly a factor of ∼ 3 lower than the rate of carbon production in stars at this epoch. This analysis is subject to substantial uncertainties in calculating the SFRD, IGM carbon abundance, and yields. It is somewhat remarkable that in spite of this, the carbon production and pollution rates are of similar magnitude. Taken at face value, the result suggests that galaxies at z ∼ 2 − 4 keep roughly 70% of the heavy elements they produce, and donate the other 30% back to the IGM. There is precedent for this behavior at both low and high redshift. At the high redshift end, Simcoe et al. (2004) estimated galaxy yields based on a closed-box chemical enrichment model of the Ly-α forest. This analysis relates to the present one, except that it is an integral calculation whereas the present version is differential. However the results are similar: the closed-box model requires that galaxies lose at least ∼ 10% of their heavy element mass to enrich the IGM to observed levels by z ∼ 2.4, and possibly more.
Our escape fraction of ∼ 30% is also comparable to those derived from very limited samples of dwarf starbursts with outflows in the local universe. Martin et al. (2002) report ejection efficiencies of 15 − 20% for the dwarf starburst NGC1569. For the local prototype starburst M82, Strickland & Heckman (2009) report a star formation rate of 4-6M ⊙ yr −1 with mass outflow rates of 1-2 M ⊙ yr −1 . If the SFR is weighted by yield and the ejecta have abundances above 1 10 Z ⊙ (observations sug-5 The IMF correction from UV luminosity to stellar mass is counterbalanced by the IMF-weighting of the yield, and it is the UV-bright stars which matter most for enrichment. As long as the same IMF is applied consistently for both calculations the detailed form matters less for metal production. We thank the referee for raising this point.
gest Z ∼ 5Z ⊙ in the wind), the metal outflow rate even exceeds the metal production rate, presumably because of mass loading from the ISM.
While selected individual galaxies in the local universe have mass and metal outflow rates similar to these values, the high redshift growth in abundance would require that essentially every galaxy drive outflows with this efficiency.
Metal Mixing and the Smoothing Scale for
Abundance Measurements The abundances measured in this work-as well as in Simcoe et al. (2004) and Schaye et al. (2003) -are understood to be smoothed on scales comparable to the Jeans length for the structures in question, which fall in the range ∼ 50 − 150 kpc. Ly-α forest clouds have small overdensities relative to the cosmic mean, and are generally thought to arise in structures that are marginally Jeans unstable (Schaye 2001) . This sets the relation between N H I and n H seen in simulations, which we have exploited in calculating our ionization corrections. It indicates that the sizes, densities, and H i ionization fractions employed here should accurately represent the true physical conditions inside of H i absorbers.
However the mixing of C iv on ∼ 100 kpc scales is neither well-mapped observationally or well-resolved in numerical simulations. The information that we do know suggests that C iv is not smoothly distributed throughout Ly-α forest clouds. This is suggested observationally by the slight velocity offsets often observed between H i and C iv lines at similar redshift. Moreover observations of starburst outflows in the local universe show a highly non-uniform geometry. Typically there is a uniform hot X-ray halo powered by the feedback source, but cooler gas that would be seen in absorption is often clumpy or filamentary.
Several recent hydrodynamic codes have explicitly tracked the fate of metals flowing out of galaxies, and these also tend to find a very non-uniform distribution, with metal absorption coming from small, higher density regions embedded in the more diffuse H i medium (Cen & Chisari 2010; Oppenheimer & Davé 2006) . However these simulations employ SPH or other particle based methods, tracking heavy element mixing by tagging outflow particles. These methods will underestimate the diffusion of metals on scales at or below that of a particle, which are crucial to the mixing process.
Several authors have studied the sizes of C iv absorbing regions along the line of sight using ionization modeling (Simcoe et al. 2004) , or using transverse separation provided by gravitational lenses (Rauch et al. 2001 ). Invariably these studies find small absorber sizes of ∼ 1 kpc or less, sometimes much smaller. The extreme argument for non-uniform mixing is presented by (Schaye et al. 2007 ), based on fitting heavy element components on the wings of larger C iv profiles.
Using simple scalings, Schaye et al. (2007) examine the fate of non-uniform, high metallicity clumps outside of galaxies. If these systems start out as hot clumps from superwinds, they are overpressurized with respect to the intergalactic surroundings, and will expand until they reach pressure and temperature equilibrium with the ambient medium. Once in equilibrium, the metal-rich patch also reaches a common density with the IGM. This pro- Figure 24 . Comparison of the C iv column denisty distribution from sample spectra with the redshift-independent power law determined by (Songaila 2001) . For this plot only, we use Songaila's cosmology for direct comparison. Small number statistics set in at N C IV 10 14 , while incompleteness is apparent at N C IV 10 12.5 . The few strong systems missed have minimal impact on the survival analysis; the statistics are dominated by the more numerous, low column density absorbers.
cess occurs on timescales of 1-10 Myr, essentially instantaneously with respect to the Hubble time or even the star formation age of galaxies at z ∼ 2 − 4.
Small patches of high metallicity embedded in the Ly-α forest clouds may therefore dominate the C iv absorption profile, but the H i profile is dominated by the extended, metal poor Ly-α forest absorber. Because their densities are the same once equilibrium is reached, the ionization correction for C iv (which depends on n H derived from N H I ) should actually still be accurate for calculating f C IV . This implies that we have correctly measured the relative amounts of hydrogen and carbon for calculating [C/H] . However this estimate is essentially averaged over the whole Ly-α absorber. The actual abundance in any single volume element may be either substantially lower or higher depending on the degree of mixing.
Comparison with Previous Studies
A number of authors have studied the evolution of C iv at z > 2. Songaila (2005) notably evaluated Ω C IV and the C iv column density distribution function from z = 2.1 to z ∼ 6. A key finding of this work was the lack of evolution observed in the C iv CDDF. Our results are broadly consistent with this result. Figure 7 illustrates that our data yield a very similar column density distribution of C iv at redshifts 2.4 and 4.3. The KaplanMeier distribution is somewhat different than a standard CDDF in that we have not scaled by redshift pathlength, but by reporting as a percentage of the sample the different pathlengths of the samples normalize out. Also, the KM distribution better captures information about non-detections, which explains why C iv is detected in only about 50% of our sample (which in turn consists of stronger Ly-α forest lines).
To test whether the C iv systems found in our sightlines are consistent with other surveys from the literature, we show the classic C iv CDDF in Figure 24 , made from a count of (C iv -selected) absorbers in our spectra. The power-law fit from Songaila (2001) is shown as a solid line, this fit agrees with our data over the range 12.4 < log(N C IV ) < 14.0. Both we and Songaila are sub-stantially complete in the range 13 < log(N C IV ) < 14. A straight sum of systems in this N C IV interval yields Ω C IV = 1.3 × 10 −8 for our sample at z = 4.3, while her result (scaled to Ω M = 0.3) yields 1.1 × 10 −8 , in good agreement.
Using her full sample with 13.0 < log(N C IV ) < 15.0, Songaila (2005) estimates that Ω C IV = 1.8 − 2.7 × 10 −8 over our redshift range. In Section 7.1, we calculated the total ionization corrected Ω C for an H i -selected sample, with result 2.2 × 10 −8 and 4.8 × 10 −8 at z = 4.3, 2.4, respectively. From Figure 11 , we see that the C iv fraction in our sample ranges from 35 − 50% at z = 4.3 to 17 − 36% at z = 2.4. These imply an approximate Ω C IV ∼ 1.0 − 1.5 × 10 −8 , on the low side of Songaila's range but generally consistent. It is not surprising that our estimate made in this alternate way is slightly low, since about half the signal in raw measurements of Ω C IV is produced by the rare, strong systems (i.e. outliers) that we have not included in our statistical calculation. The strong systems picked up in Ω C IV are not well sampled here and may reside in circum-galactic environments that are locally enriched. Schaye et al. (2003) performed a systematic investigation of C iv at similar redshifts and, importantly, included ionization corrections in their analysis. Unlike our method, which relies on measurements of line column densities and upper limits, Schaye et al. (2003) performed a pixel-optical-depth (POD) analysis and compared with forward-modeled simulations of the IGM to infer [C/H] versus redshift.
The POD method yields a median [C/H]= −3.47 at a pathlength-weighted mean redshift of 3.1. This lies between our estimate of [C/H]=-3.1 at z ∼ 2.4 and [C/H]=-3.6 at z ∼ 4.3. A simple linear interpolation between our two redshift points would yield [C/H]=-3.3 at z = 3.1, about 50% higher than the POD estimate. Schaye et al. find no statistically significant evidence of redshift evolution, in contrast to our result.
Some of this discrepancy may reflect a real difference in the measurements and ionization corrections. But there are several factors to consider when comparing the two. First, while we and Schaye have both employed the updated Haardt & Madau model of the UV background with galaxies included, we have softened our spectrum above 10 Ryd at z = 4.3, to avoid a rise in the X-ray background that would be inconsistent with the observed decline in the space density of AGN. Schaye et al noted that in experimenting with models softened above 4 Ryd (simulating He ii reionization), a transition in the middle of their redshift range would result in a positive detection of evolution. For reference, when we use the updated calculations of Faucher-Giguère et al. (2009) which are not artificially tuned but which incorporate He ii ionization into the mean calculation, we measure an even stronger evolution by about 0.3 dex.
A second point is that the present study (by design) has its pathlength weighted at the two endpoints of the redshift interval where we have detected a time derivative in the metallicity. The Schaye et al sample has its pathlength weighted toward the middle of its redshift range (around z ∼ 3.0) to maximize signal-to-noise, and therefore has somewhat less leverage for measuring evolutionary trends. For example, of the 19 QSOs in their sample, only 2 have pathlength above z = 3.6, and only one has pathlength above z = 4.0. Indeed, the relative lack of high redshift, high resolution data in the Schaye sample was a motivating factor for obtaining our MIKE data set.
This effect manifests partly as a reduced signal-to-noise for measuring evolution. However, it is also the case that the lowest densities probed in any large sample spanning ∆z > 1 will be found at higher redshift, because of the reduced ionization of the IGM. Likewise the highest redshifts are best for measuring low [C/H] because of the large f C IV at earlier times. Since density, abundance, and redshift can be artificially correlated, a large regression analysis like the POD technique may encounter degeneracies along these basis vectors. The POD analysis projects a strong signal along the density axis with weak redshift evolution. By studying slices of samples with individual absorbers, we favor a slightly weaker correlation with density, and a stronger evolution with redshift.
Finally, we note that simulations of metal enrichment in the IGM have improved substantially over the last several years. Oppenheimer & Davé (2006) and Cen & Chisari (2010) have performed extensive studies of metal enrichment in cosmological simulations with particular attention to carbon and the C iv ion. These represent improved updates to the early work of Aguirre et al. (2001) . They find that the total budget of heavy elements in the IGM increases by a factor of 2.7, or 0.4 dex over this range. This is very closely in line with the change that we observe, indicating that wind models motivated by local observations-but implemented at high redshift-provide a good match to the trends seen in the carbon abundance.
CONCLUSIONS
We have derived the distribution function of carbon abundance in Ly-α forest clouds at z ∼ 4.3, using a set high signal-to-noise ratio spectra taken with the MIKE echelle spectrograph on the Magellan Clay telescope. The C iv column density or its upper limit was measured for an H i -selected sample of 131 discrete absorbers with N H I > 10 14.5 cm −2 , corresponding to ρ/ρ ≥ 1.6. These measurements were converted into [C/H] abundances via density-dependent ionization corrections. The [C/H] distribution was then determined via the KaplanMeier product limit estimator for censored data. Our main findings are that:
1. Over the range we can probe, the C iv distribution at z ∼ 4.3 appears to be crudely lognormal, with a median of [C/H]=-3.55 and scatter of 0.8 dex.
2. The median abundance at z ∼ 4.3 is about 0.3-0.5 dex lower than at z ∼ 2.4, at fixed cosmic overdensity ρ/ρ). The range quoted reflects differing assumptions about the UV ionizing background, and the gradient of abundance with density.
3. We examined several sources of uncertainty in the measurements, including spatial variations in the radiation field and misestimates of the continuum. Variations in the background may contribute to scatter in abundance estimates at the ∼ 0.2 dex level, but do not contribute a significant systematic error. The same is true for continuum errors.
If systematic errors are present they would tend to enhance, rather than diminish, the evolutionary signal. The one exception to this rule is the proposed "sawtooth" shaped attenuation of the 3-4 Ryd background from He ii absorption. Absorption at the levels indicated in Madau & Haardt (2009) lead to a systematic increase of 0.06 dex in our abundances. A substantially stronger absorption signature could weaken the detected evolution signal, but this may also cause conflict with measurements of the Si iv /C iv ratio in the limited cases where this could be measured.
4. The total carbon contribution to closure density in our fiducial model is Ω C ∼ 2.7 × 10 −8 . The same quantity calculated at z ∼ 2 is 1.7 times larger, implying that roughly half of the heavy elements seen in the Ly-α forest at z ∼ 2.4 were distributed into the IGM in the 1.3 Gyr of the z ∼ 3−4 interval.
5. The mass flux of carbon into the IGM needed to sustain this growth is comparable in magnitude to the carbon yield inferred from newly formed stellar populations at these redshifts. We estimate that on global scales (and within very large uncertainties), the metal feedback rate from galaxies is around ∼ 30% of the star formation rate. This large rate is consistent with observations of star forming galaxies in the local universe.
The main result of the paper-our detection of a decline in abundance at higher redshift-shows that at least some of the enrichment of the IGM is taking place at the time when we observe it. High redshift C iv observations show that some metals already existed at z ∼ 5.5, but a substantial fraction of the heavy elements seen at z ∼ 2.4 must have been ejected from galaxies we can readily observe.
The transport of metals from galaxies to the IGM is one of the strongest lines of evidence supporting the notion that feedback is a crucial element of galaxy formation. This has long been inferred indirectly, based on observations and models of galaxy properties in the local universe. Our measurements suggest that observations at high redshift may start to place meaningful constraints on the feedback process during the epoch when it was actually taking place.
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