Abstract: A space -time adaptive reduced-rank processor for interference mitigation in DS-CDMA systems is proposed based on interpolated finite impulse response filters with timevarying interpolators. The proposed space -time processor allows a significant reduction in the number of estimation elements, thereby increasing the convergence and tracking performance of the estimation algorithms. In order to compute the parameters of the proposed space -time processor, a least squares design is presented and computationally efficient recursive least-squares (RLS) algorithms are developed for estimating the parameters of both reduced-rank receiver and interpolator. A linear and successive interference cancellation space -time receivers based on the proposed reduced-rank processor for mitigating multi-access and intersymbol interference in an uplink scenario are proposed. An analysis of the convergence properties of the proposed spacetime processor is carried out and analytical expressions are derived for predicting the mean squared error performance of the proposed RLS algorithm. Simulation results show that the proposed reduced-rank space -time processor and RLS algorithms outperform existing techniques at lower complexity.
Introduction
In DS-CDMA systems, the incorporation of multiuser receivers in conjunction with antenna arrays can provide an enhanced performance for multi-access interference (MAI) and intersymbol interference (ISI) mitigation [1] [2] [3] . This requires the joint processing of the data received at an antenna array with elements closely spaced, which leads to the combination of multiuser detection and beamforming [4] . Multiuser detection exploits the temporal structure, whereas beamforming exploits the spatial structure of the interference. The literature presents several sub-optimal multiuser detectors capable of providing cost-effective interference mitigation: the linear [5] and decision feedback [6] receivers, the successive interference canceller (SIC) [7] and the parallel interference canceller (PIC) [8] . Among these detection strategies, interference cancellation (IC) techniques such as SIC and PIC are relatively simple and well suited for the uplink of DS-CDMA systems. At each stage, the PIC simultaneously regenerates and cancels from each user the MAI due to other users based on the detected symbols in the preceding stage. The SIC sequentially removes the MAI originated from the stronger users before detecting the weaker ones and presents some performance advantages over PIC and linear detectors [9, 10] . However, the design of these detectors with antenna arrays for combined multiuser detection and beamforming presents a major challenge due to the increased number of parameters to be estimated.
In order to estimate the parameters of space -time receivers in dynamic environments, the designer may resort to adaptive estimation algorithms that can track the highly dynamic conditions of the channels and usually have a good trade-off between performance and computational complexity. However, when the number of elements for estimation in the receiver is large, the task becomes rather challenging and one has to cope with an increased complexity and poor convergence performance. This is because the convergence speed of adaptive estimators are governed by the number of adaptive elements used in the estimation process. Reduced-rank interference suppression for DS-CDMA [11 -18] is motivated by situations where the number of elements in the receiver is large and it is desirable to work with fewer parameters for complexity and convergence reasons. Several reduced-rank methods have been reported in the last decade, namely, the subspace detectors [11 -13] , the multistage Wiener filter (MWF) of Goldstein et al. in [14] and the recent adaptive finite impulse response (FIR) filters with adaptive interpolators [18] . The major problem with the MWF and eigen-decomposition techniques is that they rely on the full-rank covariance matrix R as a starting point for the subspace decomposition. The estimation process of a full-rank R with time averages can be problematic and experience tracking problems in dynamic situations.
In this work, we propose a reduced-rank space -time processor based on the recently reported joint adaptive interpolator and reduced-rank scheme [18] and derive a computationally efficient recursive least-squares (RLS) algorithm for parameter estimation. In contrast to the MWF, the proposed processor uses a projection based on interpolation and decimation operations and skips the processing stage with R. The proposed scheme directly estimates (after the decimation) through time averages a reduced-rank covariance matrix, leading to convergence and tracking performance advantages over the MWF. An analysis of the global convergence properties of the proposed joint adaptive interpolator and reduced-rank estimation scheme, which is not treated in [18] , is carried out and an evaluation of the computational complexity of the proposed space -time processor is presented. An analysis of the convergence properties of the proposed space -time processor is also conducted and analytical expressions are devised for predicting the mean squared error (MSE) performance of the proposed reduced-rank RLS algorithm. The second contribution of this paper is the proposal of linear and SIC antenna-array receivers designed with the proposed space -time processor and a comparative analysis of these receiver structures with schemes based on the fullrank [3] and the MWF [14 -16] approaches.
This work is organised as follows. Section 2 describes an asynchronous space -time DS-CDMA system model. Section 3 presents the proposed space -time reduced-rank processor. The proposed space -time reduced-rank linear and SIC multiuser receivers are presented in Section 4, whereas Section 5 is devoted to the least-squares (LS) design of the parameter estimators. An RLS algorithm for the proposed processor is presented in Section 6 along with a convergence analysis of the reduced-rank algorithm and an evaluation of its computational complexity. Section 7 presents and discusses the simulation results, whereas Section 8 gives the conclusions.
DS-CDMA system model
Consider the uplink of an asynchronous binary phase shift keying DS-CDMA system with K users, N binary chips per symbol and L p paths. The transmitted signal for the kth user is
where b k (i) [ f+1g is the ith symbol for user k, the realvalued spreading waveform and the amplitude associated with user k are s k (t) and A k , respectively. The spreading waveforms are given by
is the chip waveform, T c is the chip duration and N ¼ T/T c is the processing gain. Assuming that the receiver equipped with linear antenna arrays is synchronised with the main path and identical amplitude fading is experienced by all antenna elements for each path of each user signal (no antenna diversity), the coherently demodulated composite received signal at the lth antenna element is
) the delay shift of the mth path of the kth user, f k,m is the direction of arrival (DoA) of the signal of user k and its mth path, d ¼ l/2 is the spacing between sensors and l the carrier wavelength. The channel coefficient associated with the mth path and the kth user is h k,m (t), d k [ f0, 1, . . . , N 2 1g is the asynchronism of the kth user and t k,m is the delay of the mth path of the kth user, which is assumed to be a multiple of the chip rate. We assume that the channel is constant during each symbol interval, the spreading codes are repeated from symbol to symbol, and the receiver with a J-element linear antenna array is synchronised with the main path. The complex envelope of the received waveforms after filtering by a chip-pulse matched filter and sampled at chip rate is collected and organised in a JM Â 1 observation vector corresponding to the ith signalling interval 
The columns of the M Â L p matrix C k contain one-chip shifted versions of segments of the signature sequence
where d k is the shift in chips that describes the system asynchronism. The structure of the M Â L p matrix C k is described by 
The structure of C k is analogous to C k but employs the segments of s k given by s
The corresponding spatial signatures are
The JL p Â 1 space -time channel vector is given by
where
T is the L p Â 1 vector with the channel gains of user k at sensor l. The spatial channels assume that the amplitudes do not vary across antenna elements; however, the directions of arrival are different for each user and path and the signals experience a phase shift [4, 14] .
3
Proposed space -time reduced-rank processor
The principles of the proposed space -time adaptive reduced-rank (STAR) processor structure are detailed here. Fig. 1 shows the STAR processor, where an interpolator and a reduced-rank receiver that are time varying are employed. The received vector 
T is computed to obtain the estimate x k (i) before the slicer yields the detected symbol b k (i), as depicted in Fig. 1 .
is obtained with the aid of the JM/L Â M projection matrix D that is mathematically equivalent to uniform decimation on r k (i). The STAR processor with decimation factor L can be designed by choosing D as 
where m ¼ 1, . . . , JM/L is the mth row. The strategy to design the interpolator and the receiver is to express the symbol estimate
Ã denotes complex conjugate, the JM/L coefficients of w k (i) and the N I elements of v k (i) are complex and ṙ s (i) is a length N I segment of the received vector r(i) beginning at r sÂL (i) and
Space -time reduced-rank receivers
The combination of multiuser detection and beamforming can provide an enhanced performance for MAI and ISI suppression [1 -3] . This requires the joint processing of the data received at an antenna array with elements closely spaced, leading to an increase in the number of parameters to be estimated. The problem of dealing with a high number of estimation elements will be addressed with the STAR processor. The aim of this section is to detail the proposed space -time linear and SIC receivers that are designed with the proposed STAR processor.
Space -time linear receivers
The STAR linear receiver design employs a FIR filter w k (i) with JM/L elements to yield an estimate of the desired symbolb
where Re( . ) selects the real part, sgn( . ) the signum function and r k (i) the JM/L reduced-rank received vector provided by the STAR processor.
Space -time SIC receivers
In this section, we present a space -time SIC receiver based on the proposed STAR processor. The goal of this structure is to exploit IC to further enhance the capacity of the STAR processor as compared with a linear detector. The STAR -SIC receiver detects users in a multistage fashion using a STAR linear receiver front end. To this end, the proposed SIC scheme requires the ordering of the users and the estimation of their channels and amplitudes. The detector employs a bank of space -time RAKE receivers to provide the receiver with estimates of the power of the users, as shown in Fig. 2 . At each symbol, the SIC algorithm [9, 10] selects users according to their power (decreasing power order) and then sequentially regenerates and cancels the interference contribution of every user at each stage. The detected symbols are described bŷ
where the JM/L Â 1 vector
Note that in this context, the first user denotes the one with the highest power level and does not benefit from IC. The JM Â JM matrix V k (i) is a convolution matrix with one-chip shifted versions of the
reduced-rank received vector at each SIC stage is given by
is the JM Â 1 received signal at the kth stage, Â m the mth user amplitude estimate and the JM Â 1 spatial signature estimates are p
. In order to compute the spatial signature estimates and carry out IC, the designer has to estimate the channels and amplitudes of the users. This important task is considered in the next sections. 4.2.1 Space -time channel estimation: Unlike the single-antenna existing approaches [19] , the space -time channel estimation for the SIC receiver exploits the IC, resulting in enhanced channel estimates for users that benefit from the SIC scheme. In order to describe the channel estimator, we define the matrixC k with one-chip shifted versions of the signature sequence for user k and the block diagonal matrixF k given bỹ 
Note that the above matrixC k has a structure similar to the one ofC k and equals C k defined in (4) for d k ¼ 0. Let us also define an 2M Â 1-dimensional vector that corresponds to the received data for two consecutive symbol intervals at sensor j
In order to estimate the channel h k,j (i) at each sensor, we consider the following optimization
where b k is the desired signal provided by a pilot channel and y k c the 2M Â 1 received signal at two consecutive symbol intervals of sensor j and stage k expressed as
The solution to the optimisation problem in (19) is given byĥ
The JL p Â 1 space -time channel vector estimateĤ k (i) is constructed with the channel estimates of each sensor ĥ k,j (i) as described bŷ
The JM Â 1 spatial signature estimates are then formed according tô p
Note that we assume for the channel estimation method that the amplitude is absorbed into the cost function since it is obtained from a similar optimisation problem. This does not affect the performance of the channel estimators as verified in our studies and reported in [10] . In what follows, we address the amplitude estimation task.
Amplitude estimation:
The amplitude has to be estimated at the receiver in order to provide this information for different tasks such as IC and power control.
Interference cancellers such as SIC need some form of amplitude estimation in order to proceed with the cancellation of the associated users/interferers. This has been reported in [7, 9, 10] . To estimate the amplitudes of the associated user signals, we describe an algorithm that 
where the signature at each sensor j iŝ
Because the amplitude is identical at each sensor, our studies reveal that it suffices to carry out the estimation procedure for a single sensor. Thus, we describe a stochastic gradient algorithm to estimate the amplitude of user k
LS design for the STAR processor
In this section, we describe the parameter estimation procedure for the STAR processor. The exponentially weighted LS design of w k and v k considers the cost function given by
By fixing v k , taking the gradient of (27) with respect to w k and equating it to a null vector, the interpolated filter/receiver weight vector that minimises (27) is
For SIC receivers, the LS design employs ȳ k instead of r k . By fixing w k , taking the gradient of (27) with respect to v k and equating it to a null vector, the interpolator weight vector that minimises (27) is
The associated sum of error squares (SES) expressions are
jb(l)j 2 is the energy of the desired response. This structure trades-off a full-rank matrix inversion against the inversion of two matrices with rank JM/L and N I . Note that (28) and (29) are not closed-form solutions for w k and v k since (28) is a function of v k and (29) depends on w k and it is necessary to iterate (28) and (29) with an initial guess to obtain a solution. An iterative LS solution can be obtained via adaptive algorithms and a discussion of the convergence properties of the method is given in the appendix.
Adaptive RLS algorithms and convergence analysis
Here, we present RLS algorithms [20] that jointly estimate the parameters of the reduced rank and interpolator filters of the proposed STAR processor, depicted in Fig. 1 , based on the LS criterion presented in the previous section. We provide a convergence analysis of the proposed RLS algorithms and devise analytical expressions for predicting the MSE achieved by the processor. The complexity of the STAR processor equipped with RLS algorithms is then compared with existing methods.
RLS algorithms
To avoid the inversion of R k (i) required in (28), we use the matrix inversion lemma (MIL) [20] 
and thus we can rewrite P k (i) as
By rearranging (32) we have
Substituting (33) into (34) yields
where the a priori estimation error is described by
. Similar recursions for the interpolator are devised by using (29). To avoid the inversion of R u k we use the MIL again, define
and thus we can rewrite P u k (i) as
By proceeding in a similar approach to obtain (35) we arrive at
A summary of the proposed RLS algorithms is given in Table 1 . 
Calculate N I Â N I matrix P u k (i) and
Reduced-rank estimate:
Convergence analysis
This section is devoted to the MSE analysis of the proposed RLS algorithms. Even though this work focuses on asynchronous systems, it is very difficult to analyse these estimators when the input vectors are statistically dependent. For this reason and in order to provide substantial insight with respect to the reduced-rank method and processor, our analysis deals with synchronous DS-CDMA systems [1] (d k ¼ 0 for k ¼ 1, . . . , K ) and exploits the so-called Independence Theory [1, 20] .
To proceed, let us drop the user k index for ease of presentation and define the tap error vectors e w (i) and e v (i) at time index (i)
where w opt and v opt are the optimum tap vectors that achieve the SES for the STAR structure. Because of the unique feature of the joint optimisation of w(i) and v(i), outlined in the appendix, it suffices to study the convergence of only one of the parameters since they will converge to the same solution. By using a similar analysis to [20] and replacing the expected value operator with time averages, let us express the weight-error vector of the reduced-rank solution
Using the definition for the weight-error correlation matrix
Assuming that e o (i) is taken from a zero-mean Gaussian process with variance s 2 , we have
By invoking the independence theory and using the fact that the estimate of the covariance matrix given by R À1 (i)
is described by a complex Wishart distribution [20, Section 13.6], the expected value of the time-averaged estimate R À1 (i) is exactly
where R 21 is the theoretical reduced-rank covariance matrix and thus
By considering the a priori estimation error j(i) as
and expressing its mean-squared value we have
By exploiting the fact that the measurement e o (i) is zero mean with variance s 2 , the statistical independence between the elements in the third and fourth terms of the above equation, we may simplify the results in (46) and express the MSE of the proposed RLS algorithm as
The above result shows that the learning curve of the RLS algorithm with the STAR structure converges in about 2JM/L iterations, in contrast to the RLS with the full-rank scheme, that requires about 2JM iterations. This means that the proposed scheme converges L times faster than the full-rank approach with RLS techniques. Another observation from (47) is that as i increases the excess MSE tends to zero (for a ¼ 1) and it is independent from the eigenvalue spread of the matrix R À1 (i).
Computational complexity:
Here, we illustrate the computational complexity of the proposed structure and algorithms and compare it with existing RLS algorithms, as shown in Table 2 . The STAR processor trades-off a computational complexity of O((JM In Fig. 3 , we depict the curves that describe the computational complexity in terms of the arithmetic operations (additions and multiplications) as a function of the number of parameters JM for L p ¼ 9 and D ¼ 4. The curves indicate a significant computational advantage of the STAR over the full-rank design. In comparison with the existing MWF reduced-rank technique, the proposed STAR processor is also substantially less complex and more flexible in all situations since the designer can choose the decimation factor L, allowing variable complexity requirements. 
Simulations
In this section, we evaluate the analytical results developed in Section 6.2 for the STAR processor and RLS algorithms. We also assess the bit-error rate (BER) performance of the STAR system with J ¼ 1 and 3 antenna elements and compare it with the full-rank [3] (without and with known channels and DoAs) and the MWF [16] with antenna-array schemes using the proposed linear and SIC detectors. The full-rank receiver with known channels and DoAs corresponds to the minimum MSE receiver with the filter constructed with the effective signature sequences and the noise variance. Note that the work in [17] considers different versions of the original MWF [14] with detectors incorporating diversity, while here we consider the space -time MWF scheme of [16] and extend it to a SIC structure. In our comparisons, it should be remarked that we selected computational efficient versions of the MWF which are equivalent to RLS algorithms, as reported in [15] . Thus the comparison involves algorithms of the same type for fairness. The DS-CDMA system employs Gold sequences of length N ¼ 31 and all channels assume that L p ¼ 9 as an upper bound. Another important issue in our studies is the interpolator filter v k design. We have conducted experiments in order to obtain the most adequate dimension for v k (i), with values ranging from N I ¼ 3 to 6 (note that for N I , 3 the new scheme did not perform well and using N I , 6 was unnecessary). The results for a wide range of scenarios indicate that performance is not sensitive to an increase in the number of taps in v k (i). This is because the reduced-rank projection based on the combined use of an adaptive interpolator and an adaptive reduced-rank filter is not able to compensate for the decimation with only 1 or 2 elements in the interpolator. When the interpolator size becomes reasonably large (greater than 6), there is no improved modelling and the adaptation becomes slower in the proposed subspace projection. Thus, for this reason and to keep the complexity low, we selected N I ¼ 3 for the remaining experiments.
MSE convergence performance: analytical results
Here, we verify that the results (47) given in Section 6.2 on convergence analysis of the STAR processor can provide a means of estimating its MSE performance. The steady-state MSE between the desired and the estimated symbol by the space -time processor with linear receivers obtained through simulation is compared with those computed with the expressions derived in Section 6.2. To illustrate the usefulness of our analysis, we carried out experiments, where the channels have three paths with random complex gains, are normalised to unit power, the system is made synchronous (d k ¼ 0 for k ¼ 1, . . . , K ), the DoAs are uniformly distributed in a sector with 1208, the RLS algorithms use a ¼ 1 and the spacing between paths is obtained from a discrete uniform random variable between 1 and 3 chips for each run in a scenario with perfect power control. The experiments are averaged over 1000 independent runs and over the user population.
The results, shown in Fig. 4 for J ¼ 1 and 3, indicate that the analytical results closely match those obtained through simulation upon convergence, confirming the validity of our analysis. Specifically, we verify that the use of antenna arrays (J ¼ 3) can significantly improve the MSE performance as compared with the single-antenna version through the use of spatial filtering and the improved rejection of interferers. Also, the adaptive reduced-rank estimators converge in about 2M/L symbols, which agrees with the theory detailed in Section 6.2.
BER performance
In this section, we show the average BER performance of the proposed space -time adaptive linear and SIC multiuser receivers 1208) for all simulations and the delay d k of the users that describe the system asynchronism is taken from a discrete uniform random variable between 0 and 30 chips. The system has a power distribution among the users for each run that follows a lognormal distribution with associated standard deviation of 3 dB and all experiments are averaged over 1000 trials and over the users in the system.
To assess the BER convergence performance of the space -time processors against time, the adaptive linear and SIC receivers are adjusted with 200 symbols during the training period and then switch to decision-directed mode for the remaining 1800 symbols. The results, illustrated in Fig. 5 , show that the reduced-rank methods significantly outperform the full-rank receiver and the best performance is obtained by the proposed STAR processor. For small data support, the STAR with L ¼ 4 can achieve improved performance over the STAR with L ¼ 2. However, as the data support is increased, the STAR with L ¼ 2 is able to outperform the processor with L ¼ 4 at steady state. This is because the reduced-rank scheme trades-off a faster convergence performance against a higher MSE or BER performance at steady state. With a higher decimation factor (e.g. L ¼ 4 against L ¼ 2), the proposed scheme is able to converge faster but loses degrees of freedom to achieve a lower BER at steady state. The proposed SIC receivers outperform the linear schemes and as the number of antenna elements J is increased so is the performance. In particular, the convergence speed of receivers is further increased through the use of reduced-rank techniques combined with IC carried out by the proposed SIC detectors. The STAR offers extra flexibility since the designer can adjust L in order to trade-off faster response against improved steady-state performance.
We also consider the average BER performance of adaptive linear and SIC receivers against E b /N 0 and number of users, as depicted in Figs. 6 and 7, respectively. The receivers are adjusted with 200 symbols during the training period, then switch to decision directed mode and process 2000 data symbols. The curves are averaged over 1000 independent trials and over the K users.
The results show that the proposed STAR processor with L ¼ 2 achieves the best BER performance, followed by the full-rank and the MWF. Specifically, the STAR with L ¼ 2 can save up to 1 dB in E b /N 0 as compared with full-rank estimator for the same BER performance. The STAR processors are capable of approaching the performance of the full-rank scheme with perfect channel knowledge at much lower complexity. In terms of system capacity, the gains are more pronounced for the receivers equipped with more sensors in the antenna array and a comparison between the results for linear and SIC receivers (Figs. 6 and 7) shows that SIC receivers are considerably better than linear ones. Specifically, the plots show that the SIC receivers accommodate up to 4 more users than the linear detectors with J ¼ 1, whereas the space -time SIC schemes handle up to 6 more users than the linear ones with J ¼ 3, for the same BER performance.
Conclusions
A flexible STAR processor for interference suppression in DS-CDMA systems with RLS algorithms was proposed. Linear and SIC space -time receivers with antenna arrays based on reduced-rank STAR processors were introduced and investigated in an uplink scenario. The results have shown that the STAR reduced-rank processors can achieve superior performance to full-rank and the MWF reduced-rank schemes and that the proposed SIC receiver is significantly better than the linear detector.
but not necessary, condition for this property to hold) and it is conjectured that the problem in (27) has this property.
To support this claim, we carried out the following studies. First, we considered the scalar case of the function in (27), defined as f(w, v) ¼ (b 2 wrv) 2 ¼ b 2 2 2b wrv þ (wRv) 2 , where r is a constant. By choosing v (the 'scalar' interpolator) fixed, it is evident that the function f(w, v) ¼ (b 2 wc) 2 , where c is a constant, is a convex one, whereas for a time-varying interpolator the curves shown in Fig. 8a , indicate that the function is no longer convex but it does not exhibit local minima. Secondly, by taking into account that for small interpolator filter length N I (N I . 3), v k can be expressed in spherical coordinates and a surface can be constructed. Specifically, we expressed the parameter vector v k as v k ¼ r[ cos (u) cos (f) cos (u) sin (f) sin (u)] T where r is the radius, u and f were varied from 2p/2 to p/2 and 2p to p, respectively, and (27) was plotted for various scenarios. The plot of the error-performance surface of J(v k ), depicted in Fig. 8b , reveals that J(v k ) has a global minimum value (as it should) but do not exhibit local minima, which implies that (29) has no local minima either. If the cost function in (27) had a point of local minimum then J(v k ) in (27) should also exhibit a point of local minimum even though the reciprocal is not necessarily true: a point of local minimum of J(v k ) may correspond to a saddle point of J LS (v k , w k ), if it exists. In addition, an important feature that advocates the non-existence of local minima is that the algorithm always converge to the same minimum value, for a given experiment, independently of any interpolator initialisation (except for
T that eliminates the signal) for several scenarios. 
