Abstract. For a given real invertible skew-symmetric matrix H, we characterize the real 2n×2n matrices X that allow an H-Hamiltonian polar decomposition of the type X = UA, where U is a real H-symplectic matrix (U T HU = H) and A is a real H-Hamiltonian matrix (HA = −A T H).
Introduction.
It is well known that every square matrix X allows a polar decomposition X = UA, where U is unitary and A is self-adjoint, and the proof of this fact is straightforward. When unitarity and self-adjointness are required to hold with respect to the indefinite scalar product [x, y] = Hx, y with H an invertible self-adjoint matrix, the theory of the H-polar decompositions X = UA, where U is H-unitary (i.e., [ where the symbol Ker denotes the null space of a matrix. The H-unitary factor U is then constructed as an H-unitary extension (a so-called Witt extension) of the Hisometry V : Im A → Im X satisfying Xy = V Ay for every vector y. An H-polar decomposition of a given matrix X need not always exist, X may have many "nonequivalent" H-polar decompositions, and there exist various interesting subclasses of Hpolar decompositions. Moreover, there exists a fairly complete stability theory for H-polar decompositions [6] .
The situation is quite different for Hamiltonian polar decompositions, introduced below. Dealing exclusively with real matrices, we fix an invertible 2n × 2n real matrix H such that H = −H T . Without loss of generality we may assume that 
To ensure the condition Ker A = Ker X we need Ker C = Ker B and Ker G = Ker B
T . To this end, write the singular value decomposition B = UDV , where U and V are real orthogonal and D is diagonal with nonnegative entries, and put
Analogously one proves that for every H-skew-Hamiltonian matrix A there exists
Proof. By Theorem 1.2, there exists an H-Hamiltonian matrix A such that
Since X is invertible, the condition Ker A = Ker X is trivially satisfied. By Theorem 1.1, we are done. As a matter of fact, the H-symplectic factor is given by To verify that there is no H-Hamiltonian square root V of W with the property (1.3), assume that V is one. Being H-Hamiltonian, V must be of the form
where F and G are symmetric 2 × 2 matrices. Condition (1.3) implies that V must have a first and a last (fourth) column consisting of zeros. Thus, V must have the form
The main result in [1] , i.e., Theorem 1.2, allows us to write a short paper. The main result on the characterization of the real matrices X allowing an H-Hamiltonian polar decomposition is stated and proved in section 2. The final section 3 is devoted to a comparison of the main result to existing results on K-polar decomposition for the invertible self-adjoint matrix K = iH.
Main result.
To formulate and prove our main result, we need canonical forms for H-Hamiltonian and H-skew-Hamiltonian matrices, where H is a fixed real invertible skew-symmetric matrix. We will state these forms only to the extent in which they are needed in our proofs. For the complete canonical forms for HHamiltonian and H-skew-Hamiltonian matrices, as well as for pairs of matrices with related symmetries, see, e.g., [5, 7] . 
is the 2p × 2p skew-symmetric matrix with zeros off the trailing diagonal.
We now state our main result. 
where (i) B 0 is the zero matrix of order 2k 0 and 
while for r = m 1 + 1, . . . , m 1 + m 2 we have Proof. First of all we show that the proof can be reduced to the case when X [ * ] X is nilpotent.
By Lemma 2.1 we may let
where Z 1 is invertible and Z 0 is nilpotent. Replacing X by S −1 XS and H by S T HS, we see that we may assume without loss of generality that
with Z 1 invertible and Z 0 nilpotent and Z i being H i -skew Hamiltonian for i = 0, 1. So, for the sake of the present argument, we shall assume that this is the case. Then
We see that
with respect to decomposition (2.4). Indeed, the inclusion ⊇ in (2.5) is obvious in view of the definition ofX. For the opposite inclusion, let x + y ∈ KerX, where
n . Then clearly y ∈ KerX, and hence y ∈ Ker X by the definition ofX. Note also the equalitỹ
To verify (2.6), first note that because of (2.5),X Therefore, the lower right block ofX [ * ]X must be Z 0 , as claimed by equality (2.6). Now assume that X has an H-Hamiltonian polar decomposition X = UA. Then A commutes with X
[ * ] X = −A 2 , and since Z 1 and Z 0 have disjoint spectra it follows that A is block diagonal:
then it follows that −Ã 2 =X [ * ]X , while KerÃ = KerX, since Ker A = Ker X. We conclude that if X admits an H-Hamiltonian polar decomposition, then so doesX. Conversely, assume thatX has an H-Hamiltonian polar decomposition. Theñ , which exists by [1] . Put
X, and Ker A = Ker X. Thus, if X admits an H-Hamiltonian polar decomposition, then so does X. We have shown that X admits an H-Hamiltonian polar decomposition if and only ifX does, and X
[ * ]X is nilpotent. Moreover, the conditions of Theorem 2.2 are satisfied for X if and only if they are satisfied forX. So we may indeed assume in the remainder of the proof that X
[ * ] X is nilpotent. To prove necessity, assume that X = UA for an H-symplectic U and an HHamiltonian A. Bringing the pair (A, H) into canonical form (see Lemma 2.1(b)) and considering separately each orthogonal summand corresponding to the eigenvalue zero of A, we can assume that either
with respect to some basis e 1 , . . . , e 2p or
with respect to some basis e 1 , . . . , e 4p−2 .
In the former case take the square of A. Consider the vectors
together with the vectors To prove sufficiency, we argue as in the proof of Theorem 4.4 in [2] . As observed above, we may assume that X is such that X , where Ker X is given by (2.3) .
For the block (B 0 , H 0 ) this is trivial: take A 0 = B 0 = 0 2k0×2k0 , the zero matrix of order k 0 . Thus we have only to consider the blocks (B r , H r ) with r ≥ as its columns, in this order. Then
Then −A It is assumed that the vectors appear in S in the same order. Then 
Comparison with existing polar decompositions.
Hamiltonian polar decompositions can be compared with the polar decompositions studied in [2, 3, 4] . To do so, note that an H-Hamiltonian polar decomposition X = UA gives rise to the iH-polar decomposition (in the terminology of [2] ) iX = U (iA). Here iA is iHself-adjoint and U is H-symplectic, therefore also iH-unitary. given in section 1 coincides with iH-adjoint operation for real matrices:
for real X). Since by Theorem 1.2, X [ * ] X can be put in the form (1.2), it is clear that the partial multiplicities of X [ * ] X occur only in pairs and that the signs in the iHsign characteristic of (iX)
[ * ] (iX) = X [ * ] X corresponding to each pair of multiplicities associated with a real eigenvalue of (iX) In what follows we shall denote by Q k the k × k matrix with zeros everywhere except on the south-west/north-east diagonal, where there are ones.
Combining the observation above with the necessary and sufficient conditions (obtained in [2] ) for the existence of an iH-polar decomposition of iX, we obtain the following result. 
