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ABSTRAKT
Cieľom tejto bakalárskej práce je vytvorenie systému pre automatické rozpoznávanie hu-
dobného žánru. Práca rieši dva hlavné problémy, ktorými sú získanie príznakov žánru
a proces strojového učenia. Za účelom získania príznakov je napísaný zdrojový kód v
programovacom jazyku JAVA s použitím knižnice jAudio. V programe RapidMiner Stu-
dio je vytvorených 6 modelov metód strojového učenia. Najvhodnejšia z nich, metóda
neurónových sietí je potom ladená a testovaná na rôznych úsekoch piesní z databázy.
Táto databáza obsahuje 250 tréningových skladieb a 25 testovacích skladieb z piatich
žánrov: vážna hudba, disco, drum and bass, hip hop a rock.
KĽÚČOVÉ SLOVÁ
dolovanie dát, extrakcia príznakov, hudobný žáner, JAVA, neuronové siete, RapidMiner,
strojové učenie
ABSTRACT
The aim of this bachelor thesis is creating a system for automatic music genre recog-
nition. The thesis deals with two main issues, which are feature extraction of a genre
and machine learning process. For the purpose of feature extraction a source code is
written in JAVA programming language based on jAudio library. Six machine learning
models are created in RapidMiner Studio software. The most appropriate one of them,
Neural Networks method is then improved and tested on different parts of songs from
database.These database contains 250 training songs and 25 test songs from five music
genres: classical music, disco, drum and bass, hip hop and rock.
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ÚVOD
Táto bakalárska práca má za úlohu vytvoriť systém, ktorý dokáže rozoznať hudobný
žáner skladby. Hudobný žáner je jeden zo základných nástrojov k popisu hudby
človekom. Je to však nástroj abstraktný, ktorý nemá presný popis ani definíciu. Pre
počítač preto nie je ľahkou úlohou žáner z danej skladby určiť. K docieleniu toho je
potrebných niekoľko krokov.
Na začiatku je potrebné hudobný signál počítačovo spracovať. To znamená signál
navzorkovať a zo získaných vzoriek vytiahnuť črty – príznaky, ktoré budú dané žánre
charakterizovať. Pomocou týchto získaných čŕt bude program schopný rozhodnúť,
do ktorého žánru danú skladbu priradiť.
Rozhodovanie má byť uskutočnené pomocou metódy strojového učenia. Strojové
učenie je formou umelej inteligencie, kedy sa počítač sám učí z dodaných dát. Učenie
bude prebiehať na tréningovom datasete – zozname skladieb, ktoré patria do daného
hudobného žánru – jeden pre každý žáner, ktorý má byť počítač schopný spoznať.
Po tréningu bude naučený systém testovaný pomocou testovacieho datasetu.
V dnešnej dobe plnej multimédií môže byť automatický rozpoznávač hudobného
žánru účinným a vďačným pomocníkom pri kategorizácií malých aj veľkých hudob-




Hudobné žánre sú kategórie, ktorých popis nie je úplne jednoduchý. Vznikli na zá-
klade vzájomného pôsobenia histórie, kultúry, trhu a umelcov. Autori, ktorí sa vo
svojich prácach zaoberali tématikou hudobných žánrov, ich popisujú ako:
• nejednotné a najobtiažnejšie definovateľné rozdelenie hudby [15],
• nepolapiteľné abstraktné charakteristiky [18],
• podobnosti medzi skladateľmi a hudobníkmi s nejasnými hranicami [16],
• kategórie bez striktnej definície [19],
• najobľúbenejšie rozdelenie hudby človekom, ktoré nemá univerzálny ani adek-
vátny popis [17].
K zložitosti tejto problematiky prispieva ešte množstvo existujúcich hudobných
žánrov. Na webovej stránke everynoise.com sa nachádza mapa vytvorená z 1 459 jed-
notlivých žánrov a podžánrov. Medzi nimi sa dajú nájsť názvy ako vaporvawe, du-
ranguese alebo skweee, o ktorých zatiaľ počul len málokto a ten, kto ich počuje
prvýkrát si len ťažko dokáže predstaviť, akú hudbu zastupujú.
Platí však, že medzi skladbami jedného žánru sa dajú nájsť určité podobnosti,
ktorý daný žáner charakterizujú. Práve to sa táto práca bude snažiť dosiahnuť. Za
cieľ tejto bakalárskej práce bolo k účelom rozoznania zvolených týchto 5 hudobných
žánrov:
1. vážna hudba (ďalej označovaná anglickým termínom classics1)
2. rock
3. drum and bass (DnB)
4. disco
5. hip hop
Postup jednotlivých krokov spracovania skladby od formátu WAV (Waveform
Audio File Format) až po zaradenie do jedného zo žánrov je znázornený na ob-
rázku 1.1.
1.2 Extrakcia príznakov
Extrakcia príznakov, anglicky Feature Extraction (FE), znamená získavanie čŕt.
Pre účely klasifikácie žánru sú príznaky získavané z hudobného signálu. Tieto črty
zastupujú určité charakteristiky odchytené z časového prebiehu signálu alebo jeho
1doslovný preklad pojmu classics (classical music) by síce znel klasická hudba, je ním však
myslená vážna hudba ako celok, nie len hudba z obdobia klasicizmu
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 do neurónovej siete
Priebeh neurónovou sieťou
Zaradenie skladby do určitého žánru
Obr. 1.1: Schéma spracovania skladby.
spektra. Sú potrebné pre celý proces učenia a následné zaradenia skladby do kon-






Intenzita akustického signálu sa dá opísať ako jeho hlasitosť alebo energia. Túto
kategóriu môžeme najľahšie rozoznať už ľudským uchom. Medzi hudobnými žánrami
všeobecne platí, že intenzívnejšie žánre (metal, techno, . . . ) majú vačšiu amplitúdu
ako miernejšie žánre (blues, klasická hudba, . . . ), preto budú mať aj väčšie hodnoty
príznakov intenzity.
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Efektívna hodnota signálu (RMS–Root Mean Square) je určená ako stred-
ná hodnota zo setu vzoriek daného hudobného signálu. Dá sa povedať, že udáva silu







kde N je počet vzoriek a x [n] je hodnota n-tej vzorky [11].
1.2.2 Farba
Dva tóny s rovnakou výškou a rovnakou hlasitosťou môžu napriek tomu znieť odlišne.
Tento rozdiel nazývame farbou tónu. Práve farba tónu je tá charakteristika, ktorá
robí hudbu takou zaujímavou.
Ovplyvňuje ju veľa rôznych faktorov. Napríklad hudobný nástroj, ktorým bol tón
vytvorený, alebo materiál, z akého bol práve tento nástroj vyrobený, ale aj spôsob,
akým bol tón na nástroj zahraný. Kombinácia týchto faktorov určuje špecifickú farbu
tónu.
Každý hudobný žáner preferuje rôzne hudobné nástroje a odlišné spôsoby hrania.
To vytvára rôzne farby tónov, ktoré sú naprieč žánrami reprezentované určitými
štruktúrami v amplitúdovom spektre signálov. Tieto štruktúry sa dajú odsledovať
na základe príznakov ako počet priechodov nulou, spektrálne ťažisko, variabilita
alebo roll-off koeficient [6].
Počet priechodov nulou (ZC–Zero Crossing) udáva koľkokrát akustický sig-




| sign(𝑥[𝑛])− sign(𝑥[𝑛− 1]) |, (1.2)
kde sign je funkcia, ktorá má hodnotu 1 pre kladné hodnoty a 0 pre hodnoty zá-
porné [15].
ZC je počítaný v čase. K získaniu objektívnych výsledkov pre signály s rôznou







| sign(𝑥[𝑛])− sign(𝑥[𝑛− 1]) |, (1.3)
kde 𝑡𝑠 je dĺžka signálu v sekundách.
Spektrálne ťažisko (SC– Spectral Centroid) je centrum veľkosti zložiek mo-







kde N je počet bodov spektra a M [n] je hodnota modulu spektra v n-tom bode
spektra [19].
Spektrálny roll-off koeficient (Spectral Roll-Off Point) je hranica, pod kto-








Výsledkom je číslo v intervale 0 až 1, ktoré reprezentuje zlomok, v ktorej časti spektra
sa hranica nachádza.
Spektrálna variabilita (SV–Spectral Variability) je štandardná odchýlka






(𝑀 [𝑛]− 𝐴𝑀)2 (1.6)
1.2.3 Výška
Zvuk, ktorý znie pri zahraní určitého tónu, je zložený z viacerých frekvencií. Tieto
frekvencie sú označované ako fundament2 a alikvóty3. Výška tónu je určená práve
jeho fundamentom. K jeho určeniu sú využívané rôzne postupy výpočtu najsilnej-
šie frekvencie, napríklad pomocou počtu priechodov nulou (Strongest Frequency via
Zero Crossing) alebo spektrálneho ťažiska (Strongest Frequency via Spectral Cen-
troid).
1.3 Metódy strojového učenia
Strojové učenie (Machine Learning) spadá pod odbor umelej inteligencie. Umelá in-
teligencia sa snaží napodobniť myslenie ľudského mozgu. Zaoberá sa snahou prinútiť
stroje k takému správaniu, ktoré by u človeka vykazovalo potrebu inteligencie [5].
Jej základom je počítačmi realizované vytváranie a uchovávanie dodaných vedomostí
racionálneho myslenia.
Kľúčovou vlastnosťou strojového učenia je schopnosť učiť sa. To predstavuje
snahu o automatické zlepšovanie na základe skúseností. Stroje pri tom majú byť
2fundament – základná harmonická frekvencia, označovaná ako výška tónu, napr. komorné a má
fundament 440Hz
3alikvóty – vyššie harmonické frekvencie, násobky fundamentu, ktoré znejú pri zahraní funda-
mentu
14
schopné sformulovať popis žiadaného pojmu na základe určitých charakteristických
vlastností [8].
Vo fáze učenia sú systému dodané dáta obsahujúce tieto vlastnosti. Aby sa predi-
šlo situácií, keď sa model naučí poznatkom, ktoré sú typické iba pre dodanú množinu
trénovacích prvkov a nie pre všetky existujúce prvky daného pojmu, je adekvátne
rozdeliť túto množinu na tréningové a testovacie dáta.
Rozlišujeme dva základné typy algoritmov:
• učenie s učiteľom (supervised learning) – tréningové dáta obsahujú informáciu
o požadovanej výstupnej hodnote,
• učenie bez učiteľa (unsupervised learning) – dáta túto informáciu neobsahujú.
Všetky metódy používané v rámci tejto práce, sú učené na základe algoritmu
učenia s učiteľom, kde funkciu učiteľa bude zastupovať informácia, do ktorého žánru
daná skladba patrí.
Zoznam použtých metód:
1. Neurónové siete –Neural Networks (NN)
2. Rozhodovacie stromy –Desicion Tree (DTree)
3. Náhodný les –Random Forest (RForest)
4. Naivný Bayesovský klasifikátor –Naive Bayes (NBayes)
5. Metóda 𝑘-najbližších susedov – k-Neerest Neighbour (k-NN)
6. Podporné vektory – Support Vector Machine (SVM)
1.3.1 Neurónové siete
Pojem neurónové siete je slovenským prekladom anglického termínu Neural Networks
(NN). Umelé NN pracujú podľa vzoru biologických nervových systémov. Nervový
systém je zložený z neurónov – buniek špecializovaných na získavanie, spracovanie,
prenos a ukladanie informácií. Jednotlivé neuróny sú medzi sebou poprepájané,
vďaka čomu dochádza k prenosu informácie.
NN sú schopné učiť sa z príkladov. Dokážu paralelne spracovávať signály mno-
hými prvkami. Ich správanie je však nepredvídateľné a dá sa opísať ako black box –
čierna skrinka, do ktorej nie je vidieť. Nie je teda možné reprodukovať cestu ani
dôvod, ako NN k danému výsledku dospela.
V prípadoch, keď sa snažíme nájsť abstraktný vzor, ktorého pravidlá sú veľmi zlo-
žité alebo neúplné, pričom nás nezaujíma postup riešenia, ale výsledok, je vhodnou
možnosťou práve použitie umelých NN. Ich základnou časťou je neurónový model




Metóda rozhodovacích stromov (DTree) vytvára hierarchický systém, do ktorého je
možné uložiť určitú znalosť. Na rozdiel od NN má DTree zrozumiteľný grafický vý-
stup (viď. obr. 1.2). Z neho sa dá nielen jednoducho pochopiť princíp tejto metódy




hĺbka stromu = 3
vetva
Obr. 1.2: Príklad rozhodovacieho stromu.
Podobne ako pri reálnych stromoch, základnými prvkami každého DTree sú uzly,
vetvy a listy. Trénovacie dáta vstupujú do uzla, kde sa na základe podmienky rozho-
duje o ich rozdelení do vetiev. V prípade, že je splnená tzv. ukončovacia podmienka,
z uzla sa stane list a daný prvok je klasifikovaný s konečnou platnosťou. V opačnom
prípade, je hľadaná ďalšia, čo najvhodnejšia podmienka, na ktorej základe dôjde
k vetveniu zostávajúcich dát, za účelom dosiahnutia čo najväčšieho informačného
zisku. Jednotlivé uzly pracujú na rovnakom princípe. Proces sa teda v každom uzle
opakuje a hľadá sa najefektívnejší postup vetvenia. Počet vetiev, ktoré vedú od
koreňového uzla k najvzdialenejšiemu listu sa označuje ako hĺbka stromu [5].
1.3.3 Náhodný les
Hlavná myšlienka, stojaca za zrodom tejto metódy, je jednoduchá: Už si vieme vy-
pestovať strom, tak si z nich môžeme postaviť celý les. Náhodný les (RForest) sa
naozaj skladá z jednotlivých DTree, ktoré sa podieľajú na celkovej klasifikácii. Al-
goritmov ako jednotlivé stromy vytvárať a kombinovať existuje viac (bagging, boos-
ting a arcing [7]). Oproti nim najnovšia metóda RForest, publikovaná v roku 2001
L.Breimanom [1], pôsobí na prvý pohľad pomerne primitívne.
Jednotlivé stromy sú na sebe kompletne nezávislé. Sú učené na báze dvoch zá-
kladných pravidiel:
16
1. Každý zo stromov je učený na inej, náhodne vybranej podmnožine vektorov,
z celej množiny trénovacích prvkov.
2. Výber podmienky v uzloch neprebieha zo všetkých príznakov, ktoré sú v da-
nom momente k dispozícií, ako to je u DTree. Z týchto príznakov je najprv
náhodne vytvorená podmnožina. Až v rámci tejto podmnožiny je vyberaná
najvhodnejšia podmienka pre nasledujúce vetvenie, rovnako ako v časti 1.3.2.
Metóda je vhodná pre široký dataset príznakov, pretože náhodný výber podstatne
znižuje náročnosť výpočtu, zároveň však zvyšuje klasifikačnú chybu jednotlivých
stromov. Napriek tomu algoritmus ako celok dosahuje dobrých výsledkov. Na výsled-
nej funkcii klasifikácie sa jednotlivé stromy totižto nepodieľajú rovnocenne. Úspeš-
nejšie stromy majú vyššiu váhu ako tie menej úspešné. Podstata teda nespočíva v mi-
nimalizácií chyby jednotlivých stromov, ale celého lesa. Oproti DTree však metóda
stráca jednoduchosť a grafickú prehľadnosť. Rovnako ako u NN, systém pripomína
black box [7].
1.3.4 Naivný Bayesovský klasifikátor
Vychádza zo základu učenia Bayesovskej klasifikácie, ktorá je tvorená podmienenou
pravdepodobnosťou jednotlivých hodnôt príznakov pre rôzne triedy. NBayes predpo-
kladá nezávislosť atribútov. Vychádza z predpokladu, že efekt každého z nich nezávisí
na hodnotách ostatných príznakov. Vytvára jednoduchú pravdepodobnostnú definí-
ciu každej triedy. Nevýhoda klasifikátoru spočíva práve v podmienke jeho naivnosti,
ktorá je vo väčšine reálnych prípadov nesplniteľná [4].
1.3.5 Metóda k-najbližších susedov
Vychádza z analógie modelu n-dimenzionálneho priestoru, v ktorom jednotlivé prvky
trénovacej databázy tvoria body. Tento priestor je tvorený dodanými príznakmi (osi
priestoru), kde sa n rovná počtu príznakov. Poloha každého bodu, reprezentujú-
ceho jeden prvok množiny je určená hodnotami príznakov tohoto prvku. Následná
klasifikácia prebieha na základe vzdialeností týchto bodov. Pre výpočet sa pritom
najčastejšie využíva Euklidovský vzorec [14]:
𝑑(𝑋, 𝑌 ) =
⎯⎸⎸⎷ 𝑛∑︁
𝑖=1
(𝑥𝑖 − 𝑦𝑖)2, (1.7)
kde 𝑑 je vzdialenosť bodov 𝑋 a 𝑌 , 𝑥𝑖 je hodnota 𝑖-teho príznaku prvku 𝑋, obdobne
𝑦𝑖.
17
Tréning tejto metódy spočíva len v uložení všetkých trénovacích vektorov prv-
kov. Pri následnom testovaní sa hľadá okruh 𝑘 najbližších bodov k testovanému a
výsledok určuje majoritná trieda bodov v tomto okruhu.
Na príklade z obrázku 1.3 vidieť princíp klasifikácie pri rôznych voľbách hodnoty
𝑘. Pri zohľadňovaní 3-najbližších susedov, by bol testovaný prvok zaradený do triedy
hviezdička, no pri 7-najbližších susedoch by to už bola trieda štvorec.
Na rozdiel od ostatných metód, k-NN používa pri posudzovaní jednotlivých tes-





Obr. 1.3: Princíp klasifikácie na základe algoritmu k-NN.
1.3.6 Podporné vektory
Podobne ako k-NN ukladá SVM trénovacie prvky do viacrozmerného priestoru na
základe ich vstupných príznakov. Následne je hľadaná hranica, ktorá dáta s rôznymi
výstupmi oddeľuje čo najviac od seba a dimenziu rozdeľuje na dva polopriestory,
každý pre jednu z výstupných tried. Podporné vektory sú využívané na určenie
šírky prázdneho miesta okolo hranice. Za ich pomoci je hľadaná najširšia hranica.
V konečnom dôsledku nie je využívaná celá množina trénovacích prvkov, iba pod-
množina najvhodnejších vektorov, ktoré princíp metódy dostatočne definujú. Pod-




RapidMiner je nástroj určený k dolovaniu dát. Dolovanie dát (označované aj ako
ťažba dát, dobývanie znalostí z databáz, alebo anglicky Data Mining a Knowledge
Discovery) je proces získavania určitého typu znalostí z veľkého objemu dát, ktoré
sú dopredu neznáme a nie je možné ich ľahko nájsť [2].
Bol publikovaný ako open-source softvér v roku 2006 pod názvom YALE, o rok
neskôr premenovaný na RapidMiner. Obsahuje rozmanité množstvo metód k rých-
lemu modelovaniu algoritmov. Rovnako ponúka operátory nevyhnutné pre ich ďalšie
spracovanie, evaluáciu a optimalizáciu.
Dnes už patrí medzi najpoužívanejšie nástroje určené k Data Miningu aj pre
svoje prístupné grafické rozhranie. V ňom sú jednotlivé metódy reprezentované na
základe operátorov. Každý operátor obsahuje vstupné porty, na ľavej strane, a vý-
stupné porty, na strane pravej. Očakáva teda určitý vstup, väčšinou predstavujúci
dáta, ktoré svojou povahou spracuje a pošle ich na výstup. Prepájaním výstupných
a vstupných portov sa jednotlivé operátory cyklia za seba a vytvárajú výsledný
proces [12].
1.5 Podobné práce
Medzi naštudovanými prácami a článkami uvedenými v zozname literatúry na konci
tejto práce, sa nachádzajú aj také, ktoré sa zaoberali priamo snahou o klasifikáciu
hudobných žánrov.
Najlepšie výsledky dosahoval projekt profesora Huanga a kolektívu [6]. Pozorovali
32 rôznych príznakov, z ktorých niektoré počítali na základe viacerých algoritmov
a získali tak celkovo až 256 hodnôt atribútov. Hodnoty získavali z datasetu o veľ-
kosti 100 vzoriek pre každý z 10 klasifikovaných žánrov. Pre účely učenia metódou
podporných vektorov (viď časť 1.3.6) z tohoto obrovského množstva dát vyberali
rôznymi algoritmami podmnožiny najefektívnejších príznakov. Výsledky testovania
presnosti určenia žánru na základe dát z jednotlivých podmnožín následne porov-
návali. Najpresnejšia z ich dosahovala obdivuhodnú úspešnosť až 97%.
Rovnako zaujímavý bol aj výskum doktora McKaya v jeho doktorskej práci [9],
následne spoločne s kolektívom doplnený v článku [10]. Systém extrahovania prízna-
kov, ktorý vytvorili nespracováva dáta iba z hudobného signálu skladby, ale celkovo
zo 4 rôznych zdrojov. Dostali tak 4 rôzne skupiny príznakov: 26 audio príznakov
(z hudobného signálu), 101 symbolických príznakov (z MIDI verzie skladby), 26
lyrických príznakov (z textu) a 20 kultúrnych príznakov (získaných z internetu na
základe interpreta, albumu a názvu skladby). Porovnávali testovanie pri použití všet-
kých možných kombinácií jednotlivých skupín príznakov. Použitý dataset obsahoval
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celkovo 250 skladieb z 10 žánrov, pričom vždy 2 žánre boli podžánrami jedného
väčšieho žánru. Na jednom datasete tak boli schopný testovať klasifikáciu 5 a 10
tried. Najvyššiu úspešnosť dosiahli pri kombinácií symbolických, audio a kultúrnych
príznakov, a to 100% pre 5 žánrov a 89% pre 10 žánrov.
Podobná práca na rovnakej úrovni je bakalárska práca inžiniera Aleša Pospíšila
z roku 2009 [15]. V práci bolo extrahovaných 28 príznakov z datasetu 200 songov
zo 4 žánrov. Učenie prebiehalo na základe dvoch metód: NN (viď 1.3.1) a k-NN
(časť 1.3.5), ktorých výsledky boli porovnávané. Pri použití k-NN sa v tejto práci
podarilo dosiahnúť 67% presnoti určenia správneho žánru, pri metóde NN to bolo
až 70%.
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2 POPIS PRAKTICKÉHO RIEŠENIA
Táto kapitola popisuje konkrétny použitý postup praktického riešenia spracovania
skladieb a vytvorenia systému pre ich zaradenie k skupine jedného z použitých hu-
dobných žánrov.
2.1 Databáza skladieb
Pri snahe o klasifikáciu na základe rozpoznania určitého vzoru je veľmi dôleži-
tým krokom výber správnych vzorových prvkov pre každú klasifikovanú kategóriu.
Z týchto exemplárnych prvkov, v tomto prípade skladieb, bola vytvorená databáza.
Pre metódu učenia s učiteľom bolo relevantné rozdelenie databázy na dve časti –
tréningový dataset a testovací dataset. Tréningový dataset bol vytvorený z 50 skla-
dieb, testovací zase z 5 skladieb pre každý zo zvolených žánrov.
Pre každú skupinu boli reprezentatívne skladby vyberané tak, aby bol daný žáner
pokrytý čo najširšie a najobjektívnejšie.
Pre žáner rock boli vybrané reprezentatívne skladby z každej dekády 20. a 21.
storočia, od jeho vzniku až po súčasnosť. Keďže žáner rockovej hudby ako taký je
veľmi široký, obsahuje tento dataset zástupcov z viacerých podžánrov ako hard rock,
progresívny rock, glam rock, punk rock, alternatívny rock, grunge a ďalších.
V rámci žánru classics boli rovnako vybrané skladby od autorov reprezentujú-
cich rôzne epochy od baroka a klasicizmu, cez romantizmus a impresionizmus, až po
súčasnú vážnu hudbu. Táto množina obsahuje tiež skladby s rozmanitým nástrojo-
vým obsadením, ako napríklad symfonický orchester, sláčikové kvarteto alebo sólo
klavír, väčšinou bez spevu, ale aj so spevom.
Pre účel výberu najvhodnejšej metódy strojového učenia boli už v rámci semes-
trálnej práce na rovnakú tému použité práve tieto dva žánre. Ďalšie žánre boli do
systému pridané až po voľbe metódy. Vzorové skladby pre tieto žánre boli vyberané
obdobným spôsobom ako u predchádzajúcich, s cieľom pokryť každý zo žánrov čo
najširšie. V tabuľkách 2.1 a 2.2 sú uvedené základné parametre jednotlivých množín.
2.2 Implementácia a použité knižnice
Zdrojový kód slúžiaci k extrakcii príznakov bol napísaný v jazyku Java, na plat-
forme Eclipse1, voľne dostupnej z www.eclipse.org. Pritom bola použitá knižnica
jAudio, ktorá je súčasťou jMIR. jMIR je voľne prístupný softvér, dostupný zo stránky
1verzia Mars.2 Release (4.5.2)
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Tab. 2.1: Parametre databáz skladieb.
Trénovací dataset Testovací dataset
Bitová Vzorkovací Počet Celková Počet Celková
Žáner Formát hĺbka kmitočet skladieb dĺžka skladieb dĺžka
rock WAV 16bit 44,1 kHz 50 03:53:03 5 00:20:17
classics WAV 16bit 44,1 kHz 50 02:41:21 5 00:13:11
DnB WAV 16bit 44,1 kHz 50 04:10:13 5 00:24:39
disco WAV 16bit 44,1 kHz 50 03:17:37 5 00:19:53
hip hop WAV 16bit 44,1 kHz 50 03:51:00 5 00:23:23
Tab. 2.2: Prehľad štatistických hodnôt príznakov jednotlivých žánrov z trénovacej
databázy.
classics disco DnB hip hop rock
RMS
Minimum 0,031 0,083 0,151 0,068 0,062
Maximum 0,149 0,234 0,444 0,347 0,434
Priemer 0,070 0,155 0,351 0,187 0,208
Zero
Crossing
Minimum 911 2 141 1 525 1 408 2 073
Maximum 4 269 5 496 5 523 6 475 4 581
Priemer 1 908 3 644 3 151 3 152 3 211
Spectral
Centroid
Minimum 55 454 179 396 80 032 70 066 155 361
Maximum 456 577 655 104 722 674 997 068 1 238 436




Minimum 0,019 0,029 0,006 0,006 0,030
Maximum 0,221 0,169 0,126 0.173 0,159




Minimum 0,28 1,05 1,39 7,93 6,45
Maximum 2,71 3,66 6,73 4,99 8,14




Minimum 455 1 070 762 704 1 036
Maximum 2 134 2 748 2 761 3 237 2 290




Minimum 341 472 210 184 553
Maximum 2 400 1 722 1 351 1 479 1 694
Priemer 823 1 067 704 688 1 029
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jmir.sourceforge.net. Vytvoril ho kanadský profesor Dr. Cory McKay s kolektívom,
práve za účelom poskytnutia softvéru pre analýzu hudby.
Balíček jAudio ponúka veľké množstvo metód, ktoré dokážu spracovať a analy-
zovať zvukové signály. Medzi nimi sa nachádzajú metódy pre spracovanie signálu
z formátu MP3 alebo WAV, určenie jeho atribútov a vypočítanie vlastností. Obsa-
huje funkcie na výpočet všetkých siedmych príznakov, zvolených v kapitole 1.2 pre
klasifikáciu hudby. Preto sa priamo ponúka k použitiu v rámci tejto práce.
V programe boli vytvorené celkovo tri triedy. Trieda MyAudioSamples.java bola
vytvorená ako potomok triedy AudioSamples.java z knižnice jAudio. V tejto triede
bola v metóde getSamplesMixedDown(int start_sample, int end_sample) náj-
dená chyba. Pri pokuse o zápis získaných vzoriek, program odchytával výnimku
typu ArrayIndexOutOfBoundsException, kde metóda vytvorila pole o veľkosti n a
na prvok s indexom n následne sa snažila zapísať hodnotu.2 Táto metóda bola v no-
vej triede redefinovaná. Zároveň bola pridaná nová metóda silenceEraser(), ktorá
slúži k odstráneniu častí ticha pred samotným skutočným začiatkom hudobného sig-
nálu na začiatku skladby a obdobne na konci skladby. Keďže dĺžka týchto úsekov
v jednotlivých skladbách variuje, môžu tieto prázdne bezvýznamné časti negatívne
ovplyvniť niektoré hodnoty získaných príznakov. Metóda po zavolaní prechádza jed-
notlivé načítané vzorky od začiatku a ukladaná ich až od bodu, keď je 10 po sebe
nasledujúcich vzoriek nenulových. Protismerne odrezáva vzorky od konca skladby.
Trieda CalcFeatures.java obsahuje dva konštruktory, jeden pre spracovanie
celej skladby a druhý pre účel spracovania iba určitého úseku skladby. Konštruktory
spracovávajú informácie do hodnôt vzoriek jedného mono kanálu, s ktorými sa ďalej
pracuje. Ďalej sa v tejto triede nachádza celkovo 10 metód:
• 2 metódy pre výpočet spektier signálu CalcPowSpec() a CalcMagSpec(),
• 7 metód s návratovou hodnotou double pre výpočet samostatných siedmych
príznakov: CalcFreqViaSC(), CalcFreqViaZC(), CalcRms(), CalcSpecVar(),
CalcSpecRollOff(), CalcZeroCrossing() a CalcSpecCent(),
• metóda s návratovou hodnotou String getStringForFile(), ktorá volá každú
z metôd pre výpočet príznakov a údaje z nich spája do vektora príznakov,
určeného pre zápis do súboru.
V hlavnej triede Main.java prebieha zápis do súborov. Na tomto mieste sú vytvo-
rené dva súbory, určené pre uloženie získaných dát. Do nich sú postupne zapisované
vektory hodnôt vypočítaných príznakov, doplnené o identifikačný názov skladby a
o slovné označenie žánru, do ktorého daná skladba patrí.
Výstupom sú dva CSV-súbory, jeden s dátami určenými pre tréning, druhý pre
testovanie.
2Java indexuje polia od čísla 0. Posledný prvok, do ktorého sa dá zapisovať pri poli o veľkosti
n je teda n-1.
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2.3 Modelovanie metód strojového učenia
Spracovanie dát zo získaných príznakov prebiehalo v programe RapidMiner Studio.
V grafickom prostredí tohoto programu bola vytvorená schéma prepojenia jednot-
livých operátorov. Schéma hlavného procesu je zobrazená na obrázku 2.1. Vnorený
proces v rámci operátora Validation je na obrázku 2.2.
Obr. 2.1: Ukážka prepojenia operátorov v programe RapidMiner Studio.
V hlavnom procese boli v prvom rade vložené vstupné tréningové a testovacie
dáta z CSV súborov. Tie boli pri vložení predspracované. Stĺpec s názvami skla-
dieb bol označený ako špeciálny atribút id, aby tejto údaj proces nezahŕňal medzi
vstupné príznaky. Stĺpec s označením žánrov bol zase vyčlenený ako label, za účelom
žiadaného výstupu. Ostatným údajom bol ponechaný štítok obyčajných atribútov,
s účelom ich použitia ako zadaných vstupov.
Na množinu tréningových dát bola aplikovaná krížová validácia, ktorá túto mno-
žinu rozdelila na 10 podmnožín. Krížová validácia bola nastavená tak, aby mali
všetky podmnožiny rovnakú veľkosť a pomer počtu dát zastupujúcich jednotlivé
žánre bol zhodný s pôvodnou množinou. To znamená, že každá podmnožina obsa-
hovala 5 prvkov z každého žánru.
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Obr. 2.2: Ukážka prepojenia vnoreného procesu a operátorov metód strojového uče-
nia.
V rámci operátora Validation, boli do časti tréningu vložené operátory jednotli-
vých metód strojového učenia, opísané v kapitole 1.3. Ich parametre boli ponechané
implicitne, pre objektívnosť neskoršieho porovnania výsledkov jednotlivých metód.
Natrénovaný model aktívneho operátora bol vzápätí testovaný na tréningových dá-
tach. Operátor Performance(2) umožňuje štruktúrované zobrazenie výsledkov tohoto
testovania.
Vytvorený model bol ďalej testovaný na testovacích dátach. Výsledky tohoto
testovania boli zobrazené pomocou operátora Performance (viď obr. 2.1). Operátor
Split Data slúži na rozdelenie dát tréningovej množiny na jednotlivé žánre a umož-
ňuje zobrazenie štatistických údajov o získaných hodnotách príznakov pre každý
žáner zvlášť (viď tab. 2.2).
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3 OPTIMALIZÁCIA A VÝSLEDKY
3.1 Výber metódy strojového učenia
3.1.1 Testovanie na dvoch žánroch
Neurónová sieť bola vytvorená zo vstupnej vrstvy, jednej skrytej vrstvy a vý-




Výsledky konkrétneho modelu sú uvedené v tabuľke 3.1.
Obr. 3.1: Model použitej NN.
Tab. 3.1: Výsledky testovania modelu NN dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 48 1 5 0
označený ako rock 2 49 0 5
Úspešnosť 97% 100%
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Minimal leaf size: 2
Vygenerovaný strom je zobrazený na obrázku 3.2, kde index 0 zastupuje žáner clas-
sics, 1 rock. V tabuľke 3.2 sú uvedené výsledky klasifikácie touto metódou.
Obr. 3.2: Model použitého DTree.
Tab. 3.2: Výsledky testovania modelu DTree dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 44 4 5 0
označený ako rock 6 46 0 5
Úspešnosť 90% 100%
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Minimal leaf size: 2
Ukážka niekoľkých modelov stromov z vytvoreného lesa je na obrázku 3.3 (0 pre
classics, 1 pre rock). Výsledky metódy sú zobrazené v tabuľke 3.3.
Obr. 3.3: Modely niektorých stromov z použitého RForest.
Tab. 3.3: Výsledky testovania modelu RForest dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 43 6 5 0
označený ako rock 7 44 0 5
Úspešnosť 87 % 100%
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Maximum iterations: 100 000
Tab. 3.4: Výsledky testovania modelu SVM dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 49 8 5 0
označený ako rock 1 42 0 5
Úspešnosť 91% 100%
Metóda k-najbližších susedov – bol ponechaný parameter 𝑘 = 1. Výsledky sú
v tabuľke 3.5.
Tab. 3.5: Výsledky testovania modelu k-NN dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 39 13 3 1
označený ako rock 11 37 2 4
Úspešnosť 76% 70%
Naivný Bayesovský klasifikátor s výsledkami v nasledujúcej tabuľke 3.6.
Tab. 3.6: Výsledky testovania modelu NBayes dvoch žánrov.
Testované na dátach: trénovacích testovacích
Žáner classics rock classics rock
označený ako classics 48 8 5 0
označený ako rock 2 42 0 5
Úspešnosť 90% 100%
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V tabuľke 3.7 je uvedené porovnanie výsledkov rozpoznávania dvoch hudobných
žánrov, zoradené podľa úspešnosti jednotlivých metód strojového učenia. Je vidieť,
že v tomto prípade bola najúspešnejšia metóda neurónových sietí (NN) s prekvapivou
celkovou úspešnosťou až 97,27%. Použitý model tejto metódy neodhadol správny
žáner iba u troch z celkových 110 prvkov, a to pri implicitnom nastavení parametrov
siete. Uspokojivú úspešnosť rozpoznania dosiahli aj metódy SVM, DTree a NBayes,
každá viac ako 90%. Oproti tomu slabších výsledkov dosiahla metóda 𝑘-najbližších
susedov, využívaná vo viacerých z naštudovaných prác (napr. [16],[15]). k-NN zara-
dila správne iba 83 prvkov, dosiahla teda úspešnosti 75,45%.
Tab. 3.7: Porovnanie úspešnosti modelov jednotlivých metód dvoch žánrov.
Metoda
Úspešnosť [%] Celková
úspešnosť [%]Tréningový dataset Testovací dataset
NN 97 100 97,27
SVM 91 100 91,81
DTree 90 100 90,91
NBayes 90 100 90,91
RForest 87 100 88,18
k-NN 76 70 75,45
3.1.2 Testovanie na piatich žánroch
V tomto kroku boli pridané dáta z ďalších 3 žánrov (DnB, disco, hip hop). Modely
jednotlivých metód boli znovu trénované a testované a to pri rovnakých explicitných
nadstaveniach parametrov ako v predchádzajúcej časti 3.1.1. Výsledky testovania sú
uvedené v tabuľkách 3.8 až 3.13.
Tab. 3.8: Výsledky testovania modelu NN na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 48 (5) 0 (1) 0 (0) 0 (0) 2 (0)
označený ako disco 2 (0) 32 (3) 0 (0) 11 (1) 12 (2)
označený ako DnB 0 (0) 0 (0) 40 (5) 3 (0) 4 (0)
označený ako hip hop 0 (0) 9 (0) 5 (0) 34 (2) 4 (0)
označený ako rock 0 (0) 9 (1) 5 (0) 2 (2) 28 (3)
Úspešnosť [%] 96 (100) 64 (60) 80 (100) 68 (40) 56 (60)
Celková úspešnosť 72,8% (72%)
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Tab. 3.9: Výsledky testovania modelu DTree na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 42 (5) 3 (1) 0 (0) 2 (0) 6 (0)
označený ako disco 4 (0) 42 (4) 1 (0) 21 (1) 26 (3)
označený ako DnB 1 (0) 0 (0) 39 (5) 6 (2) 5 (0)
označený ako hip hop 1 (0) 5 (0) 3 (0) 17 (2) 1 (0)
označený ako rock 2 (0) 0 (0) 7 (0) 4 (0) 12 (2)
Úspešnosť [%] 84 (100) 84 (80) 78 (100) 34 (40) 24 (40)
Celková úspešnosť 60,8% (72%)
Tab. 3.10: Výsledky testovania modelu RForest na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 43 (5) 1 (0) 0 (0) 4 (0) 3 (0)
označený ako disco 1 (0) 29 (1) 3 (0) 15 (1) 12 (3)
označený ako DnB 0 (0) 0 (0) 41 (4) 3 (1) 6 (0)
označený ako hip hop 2 (0) 9 (3) 2 (1) 21 (3) 7 (0)
označený ako rock 4 (0) 11 (1) 4 (0) 7 (0) 22 (2)
Úspešnosť [%] 86 (100) 58 (20) 82 (80) 42 (60) 44 (40)
Celková úspešnosť 62,4% (60%)
Tab. 3.11: Výsledky testovania modelu k-NN na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 22 (1) 5 (0) 8 (1) 8 (0) 3 (1)
označený ako disco 2 (0) 16 (1) 9 (0) 12 (0) 12 (2)
označený ako DnB 12 (2) 8 (2) 11 (0) 15 (2) 7 (1)
označený ako hip hop 9 (2) 8 (2) 13 (4) 7 (1) 7 (0)
označený ako rock 5 (0) 13 (0) 9 (0) 8 (2) 21 (1)
Úspešnosť [%] 44 (20) 32 (20) 22 (0) 14 (20) 42 (20)
Celková úspešnosť 30,8% (16%)
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Tab. 3.12: Výsledky testovania modelu NBayes na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 46 (5) 0 (1) 0 (0) 3 (0) 2 (0)
označený ako disco 2 (0) 35 (4) 0 (0) 11 (1) 14 (3)
označený ako DnB 0 (0) 0 (0) 42 (5) 9 (1) 6 (2)
označený ako hip hop 0 (0) 11 (0) 4 (0) 23 (3) 4 (0)
označený ako rock 2 (0) 4 (0) 4 (0) 4 (0) 24 (0)
Úspešnosť [%] 92 (100) 70 (80) 84 (100) 46 (60) 48 (0)
Celková úspešnosť 68% (68%)
Operátor SVM v programe RapidMiner dokáže spracovať údaje, ktorých label
obsahuje iba dáta binominálneho typu. Inými slovami požadovaný výstupný para-
meter môže obsahovať maximálne dve triedy. Pre klasifikáciu piatich žánrov preto
nie je možné tento operátor samostatne použiť.
Operátor Polynominal by Binominal Classification dokáže dáta predspracovať
tak, aby sa tvárili že obsahujú iba dve klasifikačné triedy. Tento krok odstráni prob-
lém výskytu viacerých výstupných možností a umožní naučiť model SVM klasifi-
kovať všetkých 5 hudobných žánrov. Parameter typu klasifikačnej stratégie tohoto
operátora bol ponechaný na hodnote „1 against all“.
Tab. 3.13: Výsledky testovania modelu SVM na datasete piatich žánrov.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 50 (5) 5 (2) 0 (0) 2 (0) 6 (0)
označený ako disco 0 (0) 12 (1) 0 (0) 2 (0) 2 (1)
označený ako DnB 0 (0) 1 (0) 45 (5) 7 (1) 9 (0)
označený ako hip hop 0 (0) 19 (2) 3 (0) 35 (3) 3 (0)
označený ako rock 0 (0) 13 (0) 2 (0) 4 (1) 30 (4)
Úspešnosť [%] 100 (100) 24 (20) 90 (100) 70 (60) 60 (80)
Celková úspešnosť 68,8% (72%)
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V tabuľke 3.14 sa nachádza zhrnutie porovnania úspešností jednotlivých metód
klasifikácie piatich žánrov. Obdobne ako pri použití dvoch žánrov bola najúspešnej-
šia metóda NN. Najhoršia bola znova metóda k-NN, ktorá dosiahla až prekvapivo
nízke percento výslednej úspešnosti.
Tab. 3.14: Porovnanie úspešnosti modelov jednotlivých metód piatich žánrov.
Metoda
Úspešnosť [%] Celková
úspešnosť [%]Tréningový dataset Testovací dataset
NN 72,8 72 72,73
SVM 68,8 72 69,09
NBayes 68,0 68 68,00
RForest 62,4 60 62,18
DTree 60,8 72 61,82
k-NN 30,8 16 29,45
Obrázok 3.4 zhŕňa výsledky získané v časti 3.1.1 a 3.1.2 do jedného grafu. Roz-
diely v úspešnosti medzi metódami sú analogické pri použití rôzneho počtu klasifi-
kačných tried. Dá sa predpokladať, že pridávaním ďalších žánrov do databáze bude
úspešnosť klesať.
Obr. 3.4: Porovnanie úpešnosti modelov jednotlivých metód.
V grafoch 3.5 a 3.6 je zobrazené správanie jednotlivých žánrov v kontexte učenia
rôznymi metódami.
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Obr. 3.5: Presnoť určenia jednotlivých žánrov rôznymi metódami na tréningovej
databáze.
Obr. 3.6: Presnoť určenia jednotlivých žánrov rôznymi metódami na testovacej da-
tabáze.
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3.2 Ladenie neurónovej siete
Na základe výsledkov testovania jednotlivých metód strojového učenia, uvedených
v časti 3.1, bola pre ďalšie používanie vybraná metóda neurónových sietí. Učenie
touto metódou pri ponechaní pôvodných nadstavení siete bolo dosiahnutých výsled-
kov uvedených v tabuľke 3.8.
Následne prebehlo ladenie použitej neurónovej siete. Bolo zistené, že pridávanie
ďalších skrytých vrstiev neurónov a zmena počtu neurónov v jednej vrstve výsledok
iba zhoršovali. Rovnako ani zvýšenie počtu cyklov výsledku neprospelo. Naopak zni-
žovanie hodnoty parametrov Learning Rate a Momentum úspešnosť zvyšovali. Tieto
hodnoty boli teda znižované až do bodu, kým nezačali na úspešnosť určenia správ-
neho žánru skladieb pôsobiť negatívne. Najlepšie výsledky uvedené v tabuľke 3.15
boli dosiahnuté pri tejto kombinácii parametrov:
Počet skrytých vrstiev: 1




Tab. 3.15: Výsledky testovania datasetu piatich žánrov po ladení neurónovej siete.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 50 (5) 0 (0) 0 (0) 0 (0) 1 (0)
označený ako disco 0 (0) 34 (5) 0 (0) 8 (0) 10 (2)
označený ako DnB 0 (0) 0 (0) 41 (5) 2 (1) 6 (0)
označený ako hip hop 0 (0) 8 (0) 4 (0) 38 (3) 2 (0)
označený ako rock 0 (0) 8 (0) 5 (0) 2 (1) 31 (3)
Úspešnosť [%] 100 (100) 68 (100) 82 (100) 76 (60) 62 (60)
Celková úspešnosť 77,6% (84%)
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3.3 Analýza kratších úsekov
Je faktom, že človek nepotrebuje počuť celú pesničku aby ju dokázal priradiť k hu-
dobnému žánru.Čas, za ktorý to dokážeme sa však medzi jednotlivými ľudmi líši.
Záleží to na rôznych faktoroch, napríklad ako dobre konkrétny človek daný žáner
pozná.
Ponúka sa otestovanie tohoto tvrdenia aj pri klasifikácii počítačom. Analýza
krátkeho úseku skladby urýchli výpočet príznakov a pri vhodnom výbere správ-
neho úseku môže zlepšiť abilitu zaradenia do žánru a tým zvýšiť úspešnosť metódy.
Zo skladieb v datasetoch boli teda vzorkované určité časti s rôznymi dĺžkami a
z rôznych pasáží každej skladby. Porovnanie takto získaných výsledkov je zobrazené
v tabuľke 3.16 a v grafe 3.7.
Tab. 3.16: Úspešnosť určenia žánru pri analýze kratších úsekov.
Úspešnosť určenia žánru [%] Celková
Dataset: trénovací (testovací) úspešnosť
Typ úseku: classics disco DnB hip hop rock [%]
0,5 s 86 (60) 24 (20) 44 (80) 30 (20) 22 (0) 41,2 (36)
1 s 94 (80) 8 (20) 48 (80) 0 (20) 20 (60) 34,0 (52)
5 s na začiatku 84 (60) 18 (60) 38 (80) 14 (0) 22 (40) 35,2 (48)
10 s 88 (60) 36 (60) 34 (80) 18 (40) 10 (0) 37,2 (48)
30 s 92 (100) 44 (0) 54 (60) 64 (60) 20 (20) 54,8 (48)
0,5 s 94 (100) 68 (60) 38 (40) 14 (20) 30 (40) 48,8 (52)
1 s 92 (100) 64 (80) 44 (40) 20 (60) 30 (80) 50,0 (72)
5 s v strede 92 (100) 48 (40) 48 (60) 68 (60) 36 (100) 58,4 (72)
10 s 96 (100) 48 (60) 46 (80) 74 (80) 38 (100) 60,4 (84)
30 s 94 (100) 56 (40) 70 (80) 72 (60) 48 (80) 68,0 (72)
0,5 s 52 (0) 62 (40) 14 (40) 26 (20) 30 (20) 36,8 (24)
1 s 68 (20) 66 (40) 24 (20) 44 (20) 20 (20) 44,4 (24)
5 s na konci 84 (40) 56 (80) 36 (40) 50 (60) 16 (20) 48,4 (48)
10 s 94 (100) 48 (60) 46 (60) 62 (60) 0 (0) 50,0 (56)
30 s 100 (100) 60 (40) 62 (100) 72 (100) 28 (40) 64,4 (76)
Je zrejmé, že žiadny z testovaných kratších úsekov žiadané zlepšenie úspešnosti
nepriniesol. Ponúka sa však ďalšia možnosť vzorkovania skladieb a to výber viacerých
kratších úsekov z každej skladby. Graf na obrázku 3.7 ukazuje, že rozdiely medzi
žánrami najlepšie vystihujú úseky zo stredu každej skladby. Rovnako platí, že dlhšie
úseky sú vhodnejšie ako krátke.
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Obr. 3.7: Graf závislosti úspešnosti metódy na dĺžke a umiestnení vybraného úseku.
Na základe týchto výsledkov bolo v ďalšom kroku vzorkovaných 5 úsekov po
10 sekundách zo stredu skladieb. V programe RapidMiner Studio boli na výsledky
z testovacej množiny pridané operátory Aggregate a Set Role, ktoré zoskupia všetky
úseky z jednej skladby, a v prípade zaradenia týchto úsekov do rôznych žánrov
vyberú ten, do ktorého bolo zaradených najviac z nich. Získané výsledky popísanej
metódy sú zobrazená v tabuľke 3.17.
Tab. 3.17: Výsledky testovania 5 úsekov po 10 sekundách.
Dataset: trénovací (testovací)
Žáner classics disco DnB hip hop rock
označený ako classics 234 (5) 5 (0) 15 (0) 2 (0) 18 (0)
označený ako disco 6 (0) 159 (3) 15 (0) 37 (1) 68 (3)
označený ako DnB 4 (0) 4 (0) 177 (4) 14 (0) 18 (0)
označený ako hip hop 0 (0) 48 (2) 24 (0) 175 (4) 27 (0)
označený ako rock 6 (0) 34 (0) 19 (1) 22 (0) 119 (2)
Úspešnosť [%] 93,6 (100) 63,6 (60) 70,8 (80) 70 (80) 47,6 (40)
Celková úspešnosť 69,12% (72%)
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4 ZÁVER
Cieľom tejto práce bolo vytvoriť systém, ktorý dokáže priradiť hudobný žáner k jed-
notlivým skladbám pomocou metód strojového učenia.
V prvej kapitole boli pre účely klasifikácie v rámci tejto práce vybrané hudobné
žánre, a to vážna hudba, disco, drum and bass, hip hop a rock. Ďalej bolo diskuto-
vaných 7 extrahovaných čŕt a 6 vybraných metód strojového učenia. Bola vytvorená
databáza skladieb, z ktorej boli extrahované vybrané charakteristické črty. Za úče-
lom získania príznačných čŕt bol napísaný zdrojový kód v jazyku JAVA, s použitím
knižnice jAudio. Bolo vytvorených 6 modelov klasifikačných metód strojového uče-
nia. Tieto modely boli trénované a testované. Výsledky jednotlivých modelov boli
následne porovnané. Ako najúspešnejšia sa ukázala metóda neurónových sieti. Tá
bola ladená a testovaná na rôznych úsekoch zo skladieb. Najlepšie výsledky priniesla
metóda, kde boli analyzované dáta získavané z celých skladieb. Takto bola získaná
úspešnosť 77,6% na trénovacej a 84% na testovacej množine dodaných prvkov. Pri
tomto postupe program správne zaradil 215 z celkových 275 skladieb z oboch mno-
žín. To vytvára celkovú priemernú úspešnosť 78,18% správneho zaradenia skladby
do jedného z piatich žánrov.
Pri porovnaní s [6] (97%) tento výsledok vyzerá slabšie, ale konfrontácia so sys-
témom, ktorý obsahoval niekoľko násobne väčšiu databázu extrahovaných príznakov
(256 vs. 7 v tejto práci) je nezmyselné. V porovnaní s [9], v ktorej bola iba pri
použití hudobných príznakov dosiahnutá 82,8% presnosť určenia skladby, je výsle-
dok horší už len o menej ako 5%. Táto práca navyše rovnako využívala knižnicu
jAudio pre získanie hodnôt príznakov. Tu bolo používaných 26 príznakov, čo mohlo
spôsobiť presnejšie zaradenie skladieb. Aj oproti [15] bolo v tomto projekte praco-
vané s omnoho menej príznakmi. Napriek tomu však práca dosiahla o 8% lepších
výsledkov a to s naučením o jedného žánru naviac.
Pri porovnaní výsledkov jednotlivých žánrov je možné povedať, že ako najjed-
noduchšie rozoznateľný sa ukázal žáner vážnej hudby. Naopak najzložitejšie to bolo
s rockovou hudbou, ktorá sa navzájom plietla s discom a hip hopom. To bolo spô-
sobené pravdepodobné tým, že sa medzi extrahovanými príznakmi použitými pre
zaradenie do určitého žánru v rámci tohoto projektu, nachádzali hlavne príznaky
popisujúce farbu. Práve farba je charakterizovaná použitými hudobnými nástrojmi
v jednotlivých hudobných štýloch. Vo vážnej hudbe sa nachádzajú takmer výhradne
akustické nástroje, ktoré produkujú prirodzené signály. Ostatné žánre využívajú
predovšetkým elektrické hudobné nástroje, na ktoré sú často priamo alebo postpro-
dukčne aplikované rôzne efekty, ktoré tieto signály odďaľujú od prirodzených zvukov
akustických nástrojov. Navyše disco a rock zažívali svoje najkvetnatejšie obdobie pri-
bližne v rovnakom čase, čo prispieva k podobnosti týchto žánrov. Naopak drum and
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bassová hudba je hudbou elektronickou, čo spôsobilo presnejšie vyčlenenie skladieb
tohoto žánru a teda o niečo vyššiu úspešnosť ako u predchádzajúcich troch.
Za najväčší nedostatok tejto práce sa dá určite označiť podcenené množstvo ex-
trahovaných príznakov hneď zo začiatku. Táto chyba sa pri testovaní dvoch žánrov
ešte neprejavila, ale domievam sa, že pri učení viacerých žánrov najviac bránila
posunu metódy dopredu a získaniu lepších výsledkov. V prípade ďalšieho pokračo-
vania by bolo určite najvhodnejšie začať pridaním ďalších pozorovaných čŕt, idálne
z viacerých kategórií. Následne by sa ponúklo aj postupné rozširovanie systému
o obsiahnutie ďalších hudobných žánrov.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
DnB Drum and Bass
DTree Desicion Tree –Rozhodovací strom
FE Feature Extraction
𝑓𝑟 Spektrálny roll-off koeficient
k-NN k-Neerest Neighbour – k-najbližších susedov
NBayes Naive Bayes –Naivný Bayesovský klasifikátor
NN Neural Networks –Neurónové siete
RForest Random Forest –Náhodný les
RMS Root Mean Square –Efektívna hodnota
SC Spectral Centroid – Spektrálne ťažisko
SV Spectral Variability – Spektrálna variabilita
SVM Support Vector Machine –Podporné vektory
WAV Waveform Audio File Format
ZC Zero Crossing –Počet priechodov nulou
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