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Abstract
Many important properties of granular fluids can be represented by a system
of hard spheres with inelastic collisions. Traditional methods of nonequilib-
rium statistical mechanics are effective for analysis and description of the
inelastic case as well. This is illustrated here for diffusion of an impurity
particle in a fluid undergoing homogeneous cooling. An appropriate scaling
of the Liouville equation is described such that the homogeneous cooling en-
semble and associated time correlation functions map to those of a stationary
state. In this form the familiar methods of linear response can be applied,
leading to Green - Kubo and Einstein representations of diffusion in terms of
the velocity and mean square displacement correlation functions. These cor-
relation functions are evaluated approximately using a cumulant expansion
and from kinetic theory, providing the diffusion coefficient as a function of
the density and the restitution coefficients. Comparisons with results from
molecular dynamics simulation are given in the following companion paper.
PACS number(s):45.70.Mg, 45.70.-n, 05.70.Ln
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I. INTRODUCTION
It has long been recognized that rapid flow granular media have properties similar to those
of ordinary fluids [1,2]. Attempts to sharpen this relationship have used idealized systems
of hard spheres with inelastic collisions. Remarkably, the single feature of inelasticity allows
reproduction of many qualitative features observed in real granular fluids. This observation
is based on the derivation of hydrodynamic equations from kinetic theory [3–7], direct Monte
Carlo simulation of kinetic equations [8,9], molecular dynamics simulation of dense fluids
[10], and controlled experiments on inelastic hard spheres [11–16]. Consequently, there
is a growing opinion that the traditional methods of nonequilibrium statistical mechanics
applied to such model systems provide the means to understand granular media at the most
fundamental microscopic level. The objective here is to give further support for this opinion
by a detailed application and test of linear response methods applied to diffusion of an
impurity particle in a fluid of inelastic hard spheres. Some adaptation is required since the
reference states are inherently nonequilibrium, but the central ideas of linear response for
normal fluids are retained. A preliminary report of some of these results presented here has
been given in [17].
Diffusion is the prototype transport process and the associated diffusion equation is the
prototype hydrodynamic description for macroscopic dynamics. For normal fluids, diffusion
in a system of hard elastic spheres also has been the testing ground for many body methods
in nonequilibrium statistical mechanics (density dependence, correlated many-body colli-
sions, mode coupling, percolation, glass transition). The benchmarks have been set by
accurate molecular dynamics simulation for normal fluids [18] and fluid-like lattice gas cel-
lular automata [19]. In this way, the conditions for macroscopic diffusion and the accuracy
of methods for predicting the diffusion coefficient are known over a wide range of densities.
There is evidence based on kinetic theory and molecular dynamics simulation that similar
studies are relevant for the system of inelastic hard spheres [20–22]. On the other hand, there
are significant differences to confront. An isolated fluid of inelastic hard spheres does not
support a Gibbs state or any other stationary state, since the collisions lead to a continual
loss of energy or “cooling”. Instead, the analogue of the equilibrium state is a ”homogeneous
cooling state” (HCS) whose time dependence is entirely given via the mean square kinetic
energy of the particles [23,24,8,25]. As shown below, the scaling property associated with
this state allows a change of variables in terms of which a stationary, but non-Gibbs, state
results.
In the next section, the Liouville dynamics for inelastic hard spheres is reviewed
[17,24,22]. The corresponding nonequilibrium statistical mechanics is given in terms of
the Liouville equation for the ensemble, and also in terms of the BBGKY hierarchy for
the associated reduced distribution functions. Next, it is shown that the Liouville equation
supports a scaling solution describing the HCS. A time dependent temperature is defined in
terms of the mean square velocity, in the same way as for elastic collisions, hence the ter-
minology “homogeneous cooling state”. A transformation to dimensionless variables allows
a representation of expectation values and time correlation functions in terms of stationary
state averages, just as for the Gibbs state.
The probability density for the position of a tagged or impurity particle as a function
of time is considered in Sec. III. Linear response methods (now inherently nonequilibrium
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linear response) are applied to obtain a diffusion-like equation for long wavelengths, with
a time dependent diffusion coefficient. The analysis parallels closely that for fluids with
elastic collisions, except that the dimensionless time (the collision number) required to ac-
commodate the cooling is logarithmically stretched compared to real time. Consequently,
the mean square displacement approaches linearity in the collision number rather than real
time. The diffusion coefficient is expressed as a time integral of the velocity autocorrelation
function which becomes a Green-Kubo expression for long times. This limit also establishes
the time scale for the validity of the diffusion equation, and represents a clear example of
macroscopic hydrodynamics for a granular system.
An approximate evaluation of the velocity correlation function of the tagged particle is
carried out in Sec. IV by two different methods. The first is based on a leading cumulant
expansion, while the second is an evaluation by means of kinetic theory. The two results are
quite similar, and their relationship is clearly identified. Also, it is confirmed in Appendix
B that the evaluation of the Green-Kubo expression by kinetic theory agrees with that
obtained by the Chapman-Enskog solution to the Enskog kinetic equation for the distribution
function. Moreover, for elastic collisions these approximations are known to give an accurate
description of the diffusion coefficient over a wide range of densities. This accuracy cannot be
assumed a priori to apply for inelastic collisions, since the stationary state is nonequilibrium.
The diffusion coefficient is given as a function of the density, restitution coefficient, and ratio
of temperatures for the fluid and impurity particles. This latter parameter is a peculiarity
of granular fluids for mixtures, where the lack of detailed balance leads to a HCS with all
species having the same cooling rate but different temperatures [26]. The consequences
for impurity diffusion and mobility have been discussed elsewhere recently [27,28]. The last
section contains a summary and discussion of the main results. The theoretical developments
presented here are tested and extended in a companion paper by comparison with molecular
dynamics simulation results over a wide range of densities and inelasticies for the particular
case of self diffusion [29].
II. STATISTICAL MECHANICS AND THE HOMOGENEOUS COOLING STATE
The system considered is composed of a fluid ofN identical hard disks or spheres (massm,
diameter σ, and fluid-fluid coefficient of normal restitution α), and an additional impurity
particle (mass m0, diameter σ0, and fluid-impurity coefficient of normal restitution α0).
The position and velocity coordinates of the fluid particles will be denoted by {qi,vi; i =
1, . . . N}, while those for the impurity particle are q0,v0. The dynamics consists of free
streaming until a given pair of fluid particles, i, j, or a fluid and impurity pair, 0, i, is in
contact. At that point, the relative velocity of the pair changes instantaneously according
to the inelastic collision rules
g˜ij = gij − (1 + α) (σ̂ · gij) σ̂, g˜0i = g0i − (1 + α0) (σ̂ · g0i) σ̂. (1)
Here gij = vi−vj and g0i = v0−vi are the relative velocities, and σ̂ is a unit vector directed
from the center of particle j to the center of particle i (i to 0, respectively) through the point
of contact. The coefficients of restitution have values in the range 0 < α, α0 ≤ 1, measuring
the degree of inelasticity. The special case of elastic particles is given by α = α0 = 1. The
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center of mass velocity is unchanged so that the total mass and momentum of the pairs are
conserved in such collisions. However, there is an energy loss for each fluid-fluid particle
collision
E˜ij − Eij = −
m
4
(1− α2)(σ̂ · gij)
2 (2)
and for each fluid-impurity particle collision
E˜0i −E0i = −
µ
2
(1− α20)(σ̂ · g0i)
2, (3)
where µ = m0m/ (m0 +m). The state of the system at time t is completely characterized
by the positions and velocities of all particles at that time and is represented by a point
Γt ≡ {q0(t), . . . ,qN(t),v0(t), . . . ,vN(t)} in the associated 2d (N + 1) dimensional phase
space, where d = 2 for hard disks and d = 3 for hard spheres. The sequence of free
streaming and binary collisions determines uniquely the positions and velocities of the hard
particles at time t for given initial conditions at t′ < t. A more complete notation expressing
this dependence on initial conditions is Γt(Γt′). Thus, just as in the case of elastic collisions,
the microdynamics for this system corresponds to a deterministic trajectory in phase space.
Observables of interest are represented by the same phase functions as for elastic colli-
sions, A(Γt), and their average for given statistical initial data at t = 0 is defined by
〈A(t); 0〉 ≡
∫
dΓρ(Γ)A [Γt(Γ)] , (4)
where ρ(Γ) is the probability density or ensemble for the initial state, normalized to unity.
An equivalent representation of this average is obtained by changing variables to integrate
over Γt rather than over Γ. This change of variables is possible since trajectories in phase
space do not cross, and Γ can be expressed in terms of Γt denoted by Γ
−1
t (Γt). This allows
the time dependence in Eq. (4) to be expressed in terms of the probability density
〈A(t); 0〉 =
∫
dΓ ρ(Γ, t)A(Γ) ≡ 〈A; t〉, (5)
with the probability density at time t given by
ρ(Γ, t) ≡ J
[
Γ−1t (Γ) ,Γ
]
ρ
[
Γ−1t (Γ)
]
, (6)
J (Γ,Γt) being the Jacobian of the transformation.
A. Liouville Dynamics
For practical purposes it is useful to identify the generators L and L for the two above
representations, defined by
〈A(t); 0〉 =
∫
dΓ ρ(Γ)etLA(Γ) =
∫
dΓ
[
e−tLρ(Γ)
]
A(Γ). (7)
The last equality is consistent with the adjoint relationship implied by Eqs. (4) and (5).
These are not the usual generators of Hamilton’s equations for continuous forces, but are
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somewhat more complex due to the singular nature of hard particles. Such generators have
been discussed in detail for the case of elastic collisions and the analysis extends quite
naturally to the inelastic case as well [24,30,17,22], with the results
L = Lf + v0 · ∇0 +
N∑
i=1
T (0, i), L = Lf + v0 · ∇0 −
N∑
i=1
T (0, i). (8)
Here Lf and Lf are the generators for the fluid particles alone
Lf =
N∑
i=1
vi · ∇i +
1
2
N∑
i=1
N∑
j 6=i
T (i, j), Lf =
N∑
i=1
vi · ∇i −
1
2
N∑
i=1
N∑
j 6=i
T (i, j). (9)
The terms involving spatial gradients generate free streaming while the others describe
velocity changes. The binary collision operators T (i, j) and T (i, j) for particles i and j are
T (i, j) = σd−1
∫
dΩΘ(−gij · σ̂)|gij · σ̂|δ(qij − σ)(bij − 1), (10)
T (i, j) = σd−1
∫
dΩΘ(gij · σ̂)|gij · σ̂|[α
−2δ(qij − σ)b
−1
ij − δ(qij + σ)], (11)
where dΩ denotes the solid angle element for the unit vector σ̂, σ = σσ̂, qij is the relative
position vector of the two particles, Θ is the Heaviside step function, and bij is a substitution
operator, bijF (gij) = F (g˜ij), which changes the relative velocity gij into its scattered value
g˜ij , given by Eq. (1). On the other hand, it does not change the velocity of the center
of mass of the two particles. The operator b−1ij is the inverse of bij and characterizes the
“restituting” collision. The binary operators for collisions between fluid particles and the
impurity are similar to those for collisions among fluid particles,
T (0, i) = σd−1
∫
dΩΘ(−g0i · σ̂)|g0i · σ̂|δ(q0i − σ) (b0i − 1) , (12)
T (0, i) = σd−1
∫
dΩΘ(gi0 · σ̂)|g0i · σ̂|[α
−2
0 δ(q0i − σ)b
−1
0i − δ(q0i + σ)], (13)
with σ = (σ + σ0) /2 and σ = σσ̂. The explicit forms for b
−1
ij and b
−1
0i are
b−1ij gij = gij −
1 + α
α
(σ̂ · gij) σ̂, (14)
b−10i g0i = g0i −
1 + α0
α0
(σ̂ · g0i) σ̂. (15)
The dynamics for the phase functions and the equivalent Liouville equation distribution
function, ρ(Γ, t), follow directly from Eq. (7):
(∂t − L)A(Γ, t) = 0, (16)
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(
∂t + L
)
ρ(Γ, t) = 0. (17)
The BBGKY hierarchy of equations for the reduced distribution functions is obtained
by partial integration of the Liouville equation over the position and velocities of N − l fluid
particles,
[
∂t + L(x0, . . . , xl)
]
f (l+1)(x0, . . . , xl; t) =
l∑
i=0
∫
dxl+1 T (i, l + 1)f
(l+2)(x0, . . . , xl+1; t), (18)
with the reduced distribution functions defined by
f (l+1)(x0, . . . , xl; t) ≡ N
l
∫
dxl+1 . . . dxN ρ({xi}; t), (19)
where xi ≡ {qi,vi} denotes the position and velocity for particle i and L(x0, . . . , xl) is the
Liouville operator for a system of l fluid particles and the impurity particle. Moreover, the
limit of large N has been considered. The above results in this section provide the basic
tools and definitions of nonequilibrium statistical mechanics for granular media [24].
B. Homogeneous Cooling State (HCS)
Stationary solutions to the Liouville equation (17) are expected when suitable external
forces or boundary conditions are imposed. However, there is no stationary solution for an
isolated system, corresponding to the spatially homogeneous Gibbs state, due to the inherent
time dependence following from loss of energy in collisions. This can be seen by calculating
the rate of change of the mean square velocity of a fluid particle in an isolated state. For
purposes below, the latter is used to define a kinetic temperature according to
T (t) ≡
1
d
〈
mv21; t
〉
≡
1
2
mv2(t). (20)
In addition to T (t), Eq. (20) defines the associated thermal velocity v(t) (a factor of Boltz-
mann’s constant usual in elastic systems has been deleted since there is no zeroth law of
thermodynamics for granular media; alternatively, to incorportate the elastic limit α = 1 the
temperature should understood as defined in units such that kB = 1). The time dependence
of these quantities can be calculated using the Liouville dynamics to get
∂tT (t) = −ζ(t)T (t), (21)
where ζ(t) is the “cooling” rate due to inelastic collisions,
ζ (t) = (1− α2)
σd−1
2dNv2(t)
∫
dq1
∫
dv1
∫
dv2
∫
dΩΘ(g12·σ̂)(g12·σ̂)
3f (2)(q1,v1,q1 + σ,v2; t),
(22)
f (2)(q1,v1,q1 + σ,v2; t) being the reduced two fluid particle distribution function at contact.
The latter is in general defined by
6
f (2)(x1, x2; t) =
∫
dx0 f
(3)(x0, x1, x2; t). (23)
For an homogeneous system, its spatial dependence occurs only through q12. Upon deriving
Eq. (22) we have taken into account that the contribution from the impurity particle is
negligible in the limit of large N .
In place of the Gibbs distribution, it is assumed that there is a homogeneous scaling
solution ρhcs(Γ, t) to the Liouville equation, for which all time dependence occurs through a
scaling of the velocity (“cooling”) with the thermal velocity v(t) [23,24],
ρhcs(Γ, t) = [ℓv(t)]
−d(N+1) ρ∗hcs ({qij/ℓ,vi/v(t)}) . (24)
The dimensionless distribution function ρ∗hcs is invariant under space translations, with the
coordinates scaled (arbitrarily) relative to ℓ ≡ (nσd−1)−1, which is proportional to the mean
free path (n is the number density of particles). Therefore, ρhcs(Γ, t) represents a spatially
homogeneous fluid. Substitution of Eq. (24) into the Liouville equation gives
1
2
ζ(t)
N∑
i=0
∂
∂vi
· (viρhcs) + Lρhcs = 0. (25)
The self-consistent solution to the coupled set of equations (21) and (25) determines the
homogeneous cooling state (HCS). It is the analogue of the Gibbs state for elastic collisions
and reduces to it for α = 1. For α < 1, the exact solution is not known (it is not simply a
Gaussian in the velocities as for the Gibbs state) but its existence is supported by results
from Monte Carlo [8] and molecular dynamics simulations [31].
The notation in Eq. (24) does not make explicit the dependence of ρhcs on parameters
specific to the impurity particle. Since all velocities have been scaled relative to the thermal
velocity determined by the fluid, there is a clear dependence on the mass ratio m/m0,
expected from equipartition of energy. However, equipartition is strictly a property of the
equilibrium Gibbs state and does not apply for the HCS [26]. Consequently, in addition to
a dependence on the mass ratio, there is also a dependence on the temperature ratio T/T0,
where T0 is the temperature parameter for the impurity. The detailed form of the relationship
between T0(t) and T (t) will be discussed later on, but it follows from the condition that the
cooling rates of the fluid particles and the impurity particles are the same in the HCS,
implying that T/T0 is time independent. Through this section, the dependence of ρhcs
on time independent parameters of the impurity particle will continue to be suppressed,
although it will become important in the subsequent discussion of impurity diffusion.
Some interesting consequences follow from the velocity scaling of the distribution function
associated to the HCS. The reduced distribution functions also have this property, so it is
easily verified from Eq. (22) that ζ (t) ∝ T 1/2(t). Then, Eq. (21) can be integrated for the
explicit time dependence of T (t),
T (t) = T (t′)
[
1 +
1
2
ζ(t′)(t− t′)
]−2
. (26)
The temperature is seen to have an algebraic decay in real time (Haff’s law [1]). For the
analysis of the HCS, it is more convenient to use the dimensionless time scale
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s(t, t′) ≡
∫ t
t′
dτνc(τ), (27)
where νc(t) is an average collision frequency given by
νc (t) = v (t) /ℓ. (28)
Thus s(t, t′) is a measure of the average number of collisions per particle in the interval
(t′, t). The integral in Eq. (27) can be performed using Eq. (26) with the result:
s(t, t′) =
2
ζ∗
ln
[
1 +
1
2
ζ(t′) (t− t′)
]
, (29)
where we have introduced the dimensionless cooling rate
ζ∗ = ℓζ(t)/v(t). (30)
It follows from dimensional analysisis that ζ∗ is time independent. The cooling in terms of
the dimensionless time s is exponential,
T (t) = T (t′)e−ζ
∗s(t,t′) (31)
and, consequently,
v(t) = v(t′)e−ζ
∗s(t,t′)/2. (32)
Since ζ is proportional to (1−α2), there is a crossover from logarithmic to linear relationship
between the two time scales for weak inelasticity.
Knowledge of the time dependence of v(t) also implies that for many average properties.
For example, the average value of A(Γ) in the HCS can be written
〈A; t〉hcs =
∫
dΓρhcs(Γ, t)A(Γ) =
∫
dΓ∗ρ∗hcs(Γ
∗)A({ℓq∗i , v(t)v
∗
i }). (33)
Use has been made of the scaling form (24) and Γ∗ = {q∗i ,v
∗
i } = {qi/ℓ,vi/v(t)}. This last
result suggests that the transformation to dimensionless form may admit a stationary state
representation for the HCS. To see that this is the case, define for a general state ρ(Γ, t)
ρ(Γ, t) = [ℓv(t)]−d(N+1) ρ∗ (Γ∗, s) , (34)
where we have introduced the same scaling for space, time, and velocity as above. Substi-
tution of this into Eq. (17) gives the dimensionless Liouville equation(
∂s + L
∗
)
ρ∗(Γ∗, s) = 0, (35)
with the definitions
L
∗
=
1
2
ζ∗ [K∗ + d(N + 1)] + L
∗
, (36)
L
∗
=
1
νc(t)
L =
[
L
]
{qi=q∗i ,vi=v
∗
i
}
, (37)
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K∗ =
N∑
i=0
v∗i ·
∂
∂v∗i
. (38)
This transformation of the Liouville equation explicitly accounts for the collisional cooling,
and in this form stationary solutions are now possible. In fact (25) becomes
L
∗
ρ∗hcs = 0, (39)
so the dimensionless HCS is a stationary solution to (35).
The average value of A(Γ) for a general state ρ(Γ, t) becomes
〈A; t〉 =
∫
dΓρ(Γ, t)A(Γ) =
∫
dΓ∗ρ∗(Γ∗, s)A({ℓq∗i , v(t)v
∗
i })
=
∫
dΓ∗
[
U¯(s, 0)ρ∗(Γ∗, 0)
]
A({ℓq∗i , v(t)v
∗
i })
≡
∫
dΓ∗ρ∗(Γ∗, 0)U(s, 0)A({ℓq∗i , v(t)v
∗
i }), (40)
where U¯(s, s′) and U(s, s′) obey the equations(
∂s + L¯
∗
)
U¯(s, s′) = 0, (∂s − L
∗)U(s, s′) = 0, (41)
with the initial conditions U¯(s′, s′) = U(s′, s′) = 1. The new generator for the dynamics of
the phase functions is
L∗ =
1
2
ζ∗K∗ + L∗, L∗ = [L]{qi=q∗i ,vi=v∗i }
. (42)
For the special case ρ∗(Γ∗, 0) = ρ∗hcs(Γ
∗), Eq. (40) reduces to (33).
The stationary representation is the most natural one for both theoretical developments
and for computer simulation, as is discussed in the following companion paper [29]. Similarly,
the physically relevant time scales are those expressed in terms of the average collision
number s rather than the real time t. It is appropriate at this point to note that although
ρ∗hcs is a stationary solution to (35), there is convincing evidence from both theory and
simulation that it is unstable to long wavelength spatial perturbations and spontaneous
fluctuations [32,33]. In the following sections, time correlation functions are considered for
the HCS and use is made of stationarity and spatial homogeneity. The results must be
understood as applying to system sizes for which the instability does not occur, or on time
scales that are short compared to those required for growth of spatial structures.
C. HCS Averages and Correlation Functions
The HCS time correlation function for two phase functions A(Γ) and B(Γ) is defined as
CAB(t, t
′) ≡ 〈A(t)B(t′); 0〉 − 〈A(t); 0〉〈B(t′); 0〉, (43)
with t ≥ t′ ≥ 0. Here and below the brackets 〈; t〉 denote an average over the HCS at time
t. For a system with elastic collisions in equilibrium, the above autocorrelation function
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can be reduced to a single time correlation function, using time translational invariance and
stationarity of the Gibbs state. In the case of inelastic particles, the HCS is not stationary,
but the scaling property (24) can be used to transform the correlation function to an effective
time stationary average. First, use time translational invariance to write
〈A(t)B(t′); 0〉 = 〈A(t− t′)B(0); t′〉. (44)
Next, transform to dimensionless variables to get
〈A(t)B(t′); 0〉 =
∫
dΓρhcs(Γ, t
′)A(t− t′)B(0)
=
∫
dΓ∗ρ∗hcs(Γ
∗)
[
eνc(t
′)(t−t′)L∗A({ℓq∗i , v(t
′)v∗i })
]
B({ℓq∗i , v(t
′)v∗i }), (45)
where (33) has been used. Next note the identity
e−
1
2
ζ∗s(t,t′)K∗F ({v∗i }) = F
({
e−
1
2
ζ∗s(t,t′)v∗i
})
= F
({
v(t)
v(t′)
v∗i
})
. (46)
The correlation function now can be written
〈A(t)B(t′); 0〉 =
∫
dΓ∗ρ∗hcs(Γ
∗) [U(t, t′)A({ℓq∗i , v(t)v
∗
i })]B(ℓq
∗
i , v(t
′)v∗i }), (47)
where
U(t, t′) = eνc(t
′)(t−t′)L∗e
1
2
ζ∗s(t,t′)K∗ . (48)
This time evolution operator can be identified by differentiating with respect to s(t, t′),
taking into account that in the HCS ζ∗ is time independent,
∂U(t, t′)
∂s
= U(t, t′)
[
∂t
∂s
e−
1
2
ζ∗s(t,t′)K∗νc(t
′)L∗e
1
2
ζ∗s(t,t′)K∗ +
1
2
ζ∗K∗
]
= U(t, t′)
[
νc(t
′)
νc(t)
e−
1
2
ζ∗s(t,t′)L∗ +
1
2
ζ∗K∗
]
= U(t, t′)L∗. (49)
Consequently,
U(t, t′) = es(t,t
′)L∗ (50)
Note that this is propagator is the same as that in Eq. 41 specialized to the HCS. In this
case ζ∗ becomes time independent, allowing the simple exponential representation. The
correlation function now can be written in the final form
〈A(t)B(t′); 0〉 =
∫
dΓ∗ρ∗hcs(Γ
∗)
[
es(t,t
′)L∗A({ℓq∗i , v(t)v
∗
i })
]
B(ℓq∗i , v(t
′)v∗i }). (51)
This is a primary result of this section. The time correlation functions depend on the
dynamics through the collision number s(t, t′). All additional time dependence occurs triv-
ially through the thermal velocity. This is most evident when A and B are homogeneous
functions of the velocity,
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A({ℓq∗i , v(t)v
∗
i }) = v
a(t)A({ℓq∗i ,v
∗
i }), B(ℓq
∗
i , v(t
′)v∗i }) = v
b(t′)B({ℓq∗i ,v
∗
i }). (52)
Then the correlation function becomes
〈A(t)B(t′); 0〉 = va(t)vb(t′)〈A(s)B〉∗, (53)
〈A(s)B〉∗ =
∫
dΓ∗ρ∗hcs(Γ
∗)A({ℓq∗i ,v
∗
i }, s)B({ℓq
∗
i ,v
∗
i }), (54)
and the phase function A({ℓq∗i ,v
∗
i }, s) is
A({ℓq∗i ,v
∗
i }, s) = e
s(t,t′)L∗A({ℓq∗i ,v
∗
i }) (55)
This stationary state representation for the time correlation functions simplifies considerably
the analysis of response functions in the next section.
III. IMPURITY PARTICLE DIFFUSION
In this section, the diffusion equation and associated expressions for the diffusion coeffi-
cient are derived for a granular system in the HCS. The probability density P (r, t) to find
the tagged or impurity particle at point r at time t, given it was at the origin at t = 0, is
defined by
P (r, t) = V 〈δ[q0(t)− r]δ(q0); 0〉 = 〈δ[q0(t)− q0 − r]; 0〉, (56)
where the angular brackets indicate as above an average over an initial HCS and V is the
volume (for d = 3) or surface (for d = 2) of the system. The second equality is a consequence
of the translational invariance of the HCS. The conservation law for probability follows by
differentiation of Eq. (56) with respect to t,
∂tP (r, t) +∇ · J(r, t) = 0, (57)
with the probability flux J(r, t) identified as
J(r, t) = 〈v0(t)δ[q0(t)− q0 − r]; 0〉. (58)
The interest here is in the limiting behavior of Eq. (57) in the hydrodynamic regime,
which corresponds to the long wavelength region. The long wavelength spatial dependence
of J(r, t) can be obtained from a Fourier representation of P (r, t),
P˜ (k, t) =
∫
dr eik·rP (r, t). (59)
To get a formal equation for P˜ (k, t), it is useful to introduce the index of the distribution
C˜(k, t) by
P˜ (k, t) = eC˜(k,t), (60)
i.e.,
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C˜(k, t) = ln〈eik·[q0(t)−q0(0)]; 0〉. (61)
Differentiation with respect to time of Eq. (60) yields[
∂t −
˙˜
C(k, t)
]
P˜ (k, t) = 0, (62)
where the dot over C˜ denotes the derivative with respect to time. For long wavelengths
(kℓ≪ 1),
˙˜
C(k, t) can be expanded to order k2,
˙˜C(k, t) =
〈ik · v0(t)e
ik·[q0(t)−q0(0)]; 0〉
〈eik·[q0(t)−q0(0)]; 0〉
≃ −
k2
d
〈v0(t)· [q0(t)− q0(0)] ; 0〉. (63)
Substitution of this expression into Eq (62) and inverting the transform gives Eq. (58) with
the identification of the probability flux as
J(r, t) = −D(t)∇P (r, t). (64)
The finite time diffusion coefficient is
D(t) =
1
2d
∂
∂t
〈|q0(t)− q0(0)|
2 ; 0〉. (65)
This will be referred to as the Einstein form, relating the diffusion coefficient to the mean
square displacement. The equivalent Green-Kubo form, in terms of the velocity autocorre-
lation function (VACF), is derived by using the relationship
q0(t)− q0(0) =
∫ t
0
dt′v0(t
′), (66)
with the result
D(t) =
1
d
∫ t
0
dt′〈v0(t) · v0 (t
′) ; 0〉. (67)
For normal fluids with elastic collisions, the diffusion constant follows from the long time
limit D = limt→∞D(t), or equivalently from the coefficient of the mean square displacement
when it becomes linear in t. This limit occurs for times large compared to the mean free
time. Since the latter is time dependent in the HCS, the usual conditions to establish a
diffusion constant, and consequently the diffusion equation, must be modified for granular
media. This is done by introducing the dimensionless diffusion coefficient
D∗(s) =
D(t)
ℓ2νc (t)
. (68)
Using the representation (53) for the correlation function in (67) gives the Green-Kubo form
as a stationary average
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D∗(s) =
1
dℓ2νc (t)
∫ t
0
dt′v(t)v(t′)〈v∗0(s) · v
∗
0〉
∗
=
1
d
∫ t
0
dt′vc(t
′)〈v∗0(s− s
′) · v∗0〉
∗
=
1
d
∫ s
0
ds′〈v∗0(s− s
′) · v∗0〉
∗
=
1
d
∫ s
0
ds′〈v∗0(s
′) · v∗0〉
∗. (69)
In going from the first line to the second line we have written s(t, t′) = s(t, 0)−s(t′, 0) ≡ s−s′.
Similarly, from Eqs.(65) the corresponding Einstein form is
D∗(s) =
1
2d
∂
∂s
〈|q∗0(s)− q
∗
0(0)|
2〉∗. (70)
These are the stationary average representations for the diffusion coefficient, and are the
primary results of this section. In terms of the time scale s, the mean square displacement is
expected to become linear for s≫ 1, and the velocity autocorrelation function is expected to
decay to zero also on this time scale. The physical interpretation of this limit is the same as
for elastic collisions, since s is essentially the number of collisions per particle. However, due
to the time dependence of the collision frequency, the correlation functions are expected to
have the proper behavior with respect to s rather than t. This will be shown more explicitly
in the next section. The dimensionless form of (57) and (64) reads
∂sP
∗(r∗, s)−D∗(s)∇∗2P ∗(r∗, s) = 0, (71)
where P ∗(r∗, s) = ℓdP (r, t). Clearly, this becomes the usual diffusion equation for sufficiently
large s, if D∗(s) tends to a constant.
It is useful to introduce a dimensionless VACF for the impurity particle that is normalized
to unity at s = 0. This requires calculation of 〈v∗20 〉
∗. It might appear from Eq. (20) that
this can be obtained simply in terms of the mass of the impurity and the temperature of
the fluid. However, it has been shown elsewhere that mechanically different particles in a
common HCS do not have the same temperatures [26], as already mentioned below Eq. (25).
Thus < v∗20 >
∗ is given by Eq. (20) with both m and T (t) replaced by m0 and T0(t),
< v∗20 >
∗=
dT0(t)
m0v2(t)
=
d
2
φhcs, (72)
where φhcs is the ratio of the square of the thermal velocity for the impurity particle relative
to that for the fluid particles,
φhcs =
mT0(t)
m0T (t)
. (73)
Since the cooling rates of the fluid, ζ(t), and the impurity particle, ζ0(t), are the same
and they are proportional to the square root of the temperature, the above ratio is time
independent. The condition for equal cooling rates also determines φhcs. These rates are
calculated to good approximation using a local equilibrium ensemble in Appendix A, and
are given by
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ζ∗ =
21/2π
d−1
2
Γ(d/2)d
χ(1− α2), (74)
ζ∗0 = ν
∗
(
1− h
1 + φhcs
φhcs
)
(1 + φhcs)
1/2 , (75)
where h = (1 + α0)m/2 (m+m0), and ν
∗ is a dimensionless impurity particle collision rate,
ν∗ =
4h
d
(
σ
σ
)d−1 π d−12
Γ(d/2)
χ0. (76)
The factors χ and χ0 are the pair correlation function for the fluid-fluid and the fluid-
impurity particles at contact, respectively. A more accurate calculation for the case of hard
spheres (d = 3) is carried out in Ref. [27]. Equating Eqs. (74) and (75) provides the equation
for φhcs
(1 + φhcs)
1/2
(
1− h
1 + φhcs
φhcs
)
=
ζ∗
ν∗
. (77)
This gives a cubic equation which has a unique real, positive solution for all allowed values of
h and ζ∗/ν∗. For elastic collisions, φhcs → m/m0 as required by the equipartition theorem.
Qualitative changes in this solution, similar to a phase transition occur in the limit h → 0
[28], but will not be discussed here. The normalized VACF is now given by
C∗vv(s) ≡
〈v∗0 (s) · v
∗
0〉
∗
〈v∗20 〉
∗
=
2
dφhcs
〈v∗0 (s) · v
∗
0〉
∗ (78)
and the diffusion coefficient in Eq. (69) becomes
D∗(s) =
φhcs
2
∫ s
0
ds′C∗vv(s
′). (79)
IV. APPROXIMATIONS
In the following, two approximations, originally developed for fluids with elastic collisions
[34], are applied to calculate the VACF in the HCS. The first method uses a leading order
truncation of a cumulant expansion, while the second uses an approximate kinetic equation.
The results confirm the expected time scale for transition to hydrodynamics and provide
the detailed dependence on density and restitution coefficients.
A. Cumulant expansion
The cumulant expansion of the VACF is
C∗vv(s) = exp
 ∞∑
p=1
1
p!
ω∗p (−s)
p
 . (80)
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The coefficients ω∗p are determined from the initial time derivatives of the correlation func-
tion. Clearly, truncation of this expansion at any order is asymptotically exact at short
times and also for small h (heavy impurity) since each time derivative contributes a factor
of h. The simplest such approximation retains only the leading term
C∗vv(s) ≃ e
−ω∗1s, (81)
with
ω∗1 = −
[
∂
∂s
lnCvv(s)
]
s=0
= −
2
dφhcs
< (L∗v∗0) · v
∗
0 >
∗ . (82)
Use has been made of the definition of the s dependence in (78). The corresponding ap-
proximation for the mean square displacement is obtained by integrating Eq. (81) twice,
< |q∗0(s)− q
∗
0(0)|
2 >∗=
dφhcs
ω∗1
[
s− ω∗−11
(
1− e−ω
∗
1s
)]
. (83)
For elastic collisions, this approximation is known to be accurate for short as well as long
times, and for a wide range of densities and mass ratios. The resulting diffusion coefficient
and diffusion constant are then found by substituting Eq. (81) into Eq. (79),
D∗(s) = D∗
(
1− e−ω
∗
1s
)
, (84)
D∗ = lim
s→∞
D∗(s) =
φhcs
2ω∗1
. (85)
Clearly ω∗1 is a characteristic dimensionless collision frequency for the impurity particle. The
first cumulant approximation confirms the expectation that the mean square displacement
becomes linear in s and the velocity autocorrelation function decays for s >> ω∗1. Conse-
quently, the macroscopic diffusion equation applies on this time scale as well. The collision
frequency ω∗1 is evaluated in Appendix A by using a local equilibrium ensemble, with the
result:
ω∗1 = −
1
2
ζ∗ + ν∗ (1 + φhcs)
1/2 , (86)
where ζ∗and ν∗ are defined in (74) and (76), respectively. Substitution of this into Eq. (85)
gives
D∗ =
φhcs
2 (1 + φhcs)
1/2 ν∗ − ζ∗
. (87)
It is possible to show thatD∗ is positive and finite for all values of the density and restitution
coefficients.
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B. Kinetic Theory
Perhaps the most accurate and detailed evaluation of time correlation functions is via
kinetic theory methods. These can be applied as well to the case of inelastic collisions
[30,35,17]. To show this, first use the adjoint property of the Liouville operators to write
the velocity autocorrelation function in the form
C∗vv(s) =
2
dφhcs
∫
dΓ∗ρ∗hcs(Γ
∗)v∗0 · e
sL∗v∗0
=
2
dφhcs
∫
dΓ∗v∗0 · e
−sL
∗
[ρ∗hcs(Γ
∗)v∗0] . (88)
Next, define the dimensionless reduced correlation functions in a manner similar to (19)
ψ∗(l+1)(x∗0, . . . , x
∗
l , s) ≡ N
l
∫
dx∗l+1 . . . dx
∗
N e
−sL
∗
[ρ∗hcs(Γ
∗)v∗0] , (89)
so that the VACF can be written as
C∗vv(s) =
2
dφhcs
∫
dx∗0 v
∗
0 ·ψ
∗(1)(x∗0, s). (90)
It is easily verified by direct differentiation that the ψ(l+1) functions obey a hierarchy of
equations similar to (18), the first of which is
(∂s + v
∗
0 · ∇
∗
0)ψ
(1)(x∗0, s) +
1
2
ζ∗
∂
∂v∗o
·
[
v∗0ψ
∗(1)(x∗0, s)
]
=
∫
dx∗1 T
∗
(0, 1)ψ∗(2)(x∗0, x
∗
1, s). (91)
A kinetic equation results from a closure approximation in the above equation that
expresses ψ∗(2) as a functional of ψ∗(1). Formally this is possible since both ψ∗(1)(x∗0, s) and
ψ∗(2)(x∗0, x
∗
1, s) are linear functionals of ψ
∗(1)(x∗0, 0). In principle, this functional relationship
can be inverted to give ψ∗(2)(x∗0, x
∗
1, s) = Ψ
∗(2)
[
x∗0, x
∗
1, s|ψ
∗(1)
]
. Use of this in Eq. (91)
provides the closed kinetic equation for ψ∗(1). In practice it is a difficult many body problem
to discover this functional. However, its form is easily calculated at s = 0. Equation (89)
gives
Ψ∗(2)
[
x∗0, x
∗
1, s = 0|ψ
∗(1)(0)
]
= f ∗(2)(x∗0, x
∗
1)v
∗
0 = f
∗(2)(x∗0, x
∗
1)
[
f ∗(1)(x∗0)
]−1
ψ∗(1)(x∗0, 0), (92)
where f ∗(1)(x∗0) and f
∗(2)(x∗0, x
∗
1) and are the reduced distribution functions associated with
ρ∗hcs(Γ
∗). For fluids with elastic collisions, the approximation
Ψ∗(2)
[
x∗0, x
∗
1, s|ψ
∗(1)
]
→ Ψ∗(2)
[
x∗0, x
∗
1, 0|ψ
∗(1)(s)
]
(93)
is accurate over a wide range of low to moderate densities. The same approximation in the
current case leads to the kinetic equation
(∂s + v
∗
0 · ∇
∗
0)ψ
∗(1)(x∗0, s) +
ζ∗
2
∂
∂v∗0
·
[
v∗0ψ
∗(1)(x∗0, s)
]
=
∫
dx∗1 T
∗
(0, 1)f ∗(2)(x∗0, x
∗
1)
[
f ∗(1)(x∗0)
]−1
ψ∗(1)(x∗0, s). (94)
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This equation is exact at short times by construction and its use for longer times can be
interpreted as a Markovian approximation [36]. For the VACF only the spatial integral of
ψ∗(1)(x∗0, s) is required, so the final representation of Eq. (90) becomes
C∗vv(s) =
2
dφhcs
∫
dv∗0v
∗
0 ·ψ
∗(v∗0, s), (95)
where
ψ∗(v∗0, s) =
∫
dq∗0ψ
∗(1)(x∗0, s) (96)
obeys the kinetic equation
∂sψ
∗(v∗0, s) +
ζ∗
2
∂
∂v∗0
· [v∗0ψ
∗(v∗0, s)] = Iψ
∗(v∗0, s). (97)
The collision operator I is defined as
Iψ∗(v∗0, s) ≡
∫
dx∗1 T
∗
(0, 1)f ∗(2)(x∗0, x
∗
1)
[
f ∗(1)(x∗0)
]−1
ψ(v∗0, s). (98)
The kinetic equation (97) has to be solved with the initial condition
ψ∗(v∗0, 0) = f
∗(1)(v∗0)v
∗
0, (99)
as follows directly from Eq. (89). To obtain Eq. (97) from Eq. (94), use has been made of
the fact that the HCS distributions are spatially homogeneous. For α = 1 the linear collision
operator I is non-negative, and the correlation function is found to decay on a time scale
of the order of s ∼ ω∗−11 , the initial rate of decay. Although not proven, it is reasonable to
assume that the spectrum of I is qualitatively similar for α < 1. Since the kinetic equation
is exact at s → 0, the leading term in a cumulant expansion of Eq. (89) also is exact and
agrees with Eq. (81). More generally, this approximate kinetic equation gives contributions
to all higher terms in the cumulant expansion. However, for α = 1 these corrections are of
the order of a few percent except when the size or mass ratio of fluid and impurity particles
differs greatly from one.
The diffusion constant is obtained by integrating (90) to get
D∗ = −
2
dφhcs
∫
dv∗0v
∗
0 ·X (v
∗
0) , (100)
where X (v∗0) is the solution to the integral equation
IXi (v
∗
0)−
ζ∗
2
∂
∂v∗0
· [v∗0Xi (v
∗
0)] = f
∗(1) (v∗0) v
∗
0i. (101)
The only (left) eigenfunction with vanishing eigenvalue of the operator defined by the left
hand side of the above equation is 1. The right side is orthogonal to 1 so the Fredholm
alternative (solubility condition) is satisfied and a solution to this equation exists. It is
shown in Appendix A that the diffusion coefficient given by Eq. (100) is the same as that
obtained from the Chapman-Enskog solution to the Enskog kinetic equation, if velocity
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correlations are neglected for f ∗(2) (x∗0, x
∗
1) in the definition of I, Eq. (98). Recent computer
simulations confirm that such neglect is a good approximation [37]. Finally, if Eq. (101) is
solved as an expansion in Sonine polynomials (the usual method for elastic collisions), the
first approximation yields again the leading cumulant approximation. Thus the cumulant
approximation, linear kinetic theory, and Chapman-Enskog solution to the Enskog kinetic
equation are all the same modulo small differences due to velocity correlations and higher
order Sonine polynomials.
V. DISCUSSION
In this paper, it has been shown that standard linear response theory can be extended in
a natural way to describe diffusion in a system of inelastic hard spheres in the homogeneous
cooling state. The response functions of the system are given in terms of stationary state
averages corresponding to a an effective dimensionless dynamics. In particular, the dimen-
sionless time scale is related to the average number of collisions per particle taking place in
the system, and it is the physically relevant one to analyze the aging to a hydrodynamic
stage. Similar Einstein and Green-Kubo expressions have been obtained for the shear vis-
cosity [38,39], which is essentially a diffusion process like that considered here. Response to
an external force has been studied to determine expressions for the mobility [27]. Transport
coefficients associated with longitudinal hydrodynamic modes (e.g. thermal conductivity)
pose special problems and will be discussed elsewhere. Beyond their formal interest and util-
ity for approximate analysis, the results derived here enable a systematic nonperturbative
study of transport processes in granular fluids by means of molecular dynamics simulation
of the response functions, just as for fluids with elastic collisions.
It is interesting to consider the particular case of self-diffusion, i.e. when the impurity
particle is mechanically equivalent to the fluid particles, for which previous analysis have
been carried out. The expression for the self-diffusion coefficient in the first cumulant ap-
proximation is obtained by considering the limit φhcs = 1, h = (1+α)/4, and α0 = α in Eq.
(87). This yields
D∗ =
dΓ (d/2)
(1 + α)2χ21/2π
d−1
2
. (102)
As expected, this result agrees with the expression derived in Ref. [20] from a Chapman-
Enskog solution to the Enskog-Lorentz equation in a first order polynomial expansion. A
previous approach to self-diffusion in the HCS, also in the context of linear response theory,
has been developed by Billiantov and Po¨schel [40]. Their result differs from Eq. (102) in
a factor of (1 + α)/2. Quite peculiarly, the same result had been derived before by Hsiau
and Hunt [41] and Savage and Dai [42], independently, from approximate solutions of the
Enskog-Lorentz equation. The discrepancy between the result in Ref. [40] and the one
reported here is not due to a different degree of approximation, but has a fundamental
physical origin. Brillantov and Po¨schel assume that the velocity autocorrelation function of
the tagged particle has the form
[Cvv(t, t
′)]BP = v(t)
2e
− t−t
′
τB(t
′) , (103)
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with the relaxation time τB being inversely proportional to the initial slope, in the actual
time scale t, of the VACF. This is to be contrasted with our analysis, based in the relevance
of the time scale scale defined by the number of collisions,
Cvv(t, t
′) = v(t)v(t′) exp
[
−ω∗1
∫ t
t′
dτ
v(τ)
ℓ
]
, (104)
with ω∗1 determined from the initial slope of the VACF in the dimensionless scale defined
by Eq. (27). Making clear the crucial role played by this latter time scale for the study of
response functions is one of the main goals in this paper.
The quality of the simple approximations given here is studied in the following paper [29]
by comparison with molecular dynamics simulations for both the Einstein and Green-Kubo
forms. Only the case of self-diffusion is considered. It is found that the agreement is very
good for low densities and all degrees of dissipation, but there are large discrepancies at
high density and large dissipation. The possible reasons for the discrepancies are discussed
there.
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APPENDIX A: COOLING RATES IN THE HCS
In this Appendix, the cooling rates for the fluid and the impurity particle, as well as
first cumulant for the VACF, are calculated from the Liouville dynamics of the system. For
simplicity, a local equilibrium ensemble approximation, known to lead to accurate results
[7], will be considered. The dimensionless cooling rates for the fluid and impurity particle
are defined as
ζ∗ ≡ −
ℓ
v(t)
∂ lnT
∂t
= −
2
d
〈L∗v∗21 〉
∗, (A1)
ζ∗0 ≡ −
ℓ
v(t)
∂ lnT0
∂t
= −
2
dφhcs
〈L∗v∗20 〉
∗, (A2)
respectively. For the derivation of the last equalities, use has been made of the property
that in the HCS, for any dynamical variable A(Γ) having the scaling property (52) it is
〈LA; t〉 =
va+1(t)
ℓ
〈L∗A({ℓq∗i ,v
∗
i })〉
∗. (A3)
The first cumulant for the VACF is given by Eq. (82) or, equivalently,
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ω∗1 = −
ζ∗
2
−
2
dφhcs
〈(L∗v∗0) · v
∗
0〉
∗. (A4)
In terms of the dimensionless distribution functions
f ∗(2)(x∗0, x
∗
1) = N
∫
dx∗2dx
∗
3 . . . dx
∗
Nρ
∗
hcs(Γ
∗), (A5)
and
f ∗(2)(x∗1, x
∗
2) = N
2
∫
dx∗0dx
∗
3 . . . dx
∗
Nρ
∗
hcs(Γ
∗), (A6)
the above quantities can be written as
ζ∗ = −
2
dN
∫
dx∗1dx
∗
2f
∗(2) (x∗1, x
∗
2) T
∗(1, 2)v∗21 , (A7)
ζ∗0 = −
2
dφhcs
∫
dx∗0dx
∗
1f
∗(2) (x∗0, x
∗
1)T
∗(0, 1)v∗20 , (A8)
ω∗1 = −
ζ∗
2
−
2
dφhcs
∫
dx∗0dx
∗
1f
∗(2) (x∗0, x
∗
1)v
∗
0 · [T
∗(0, 1)v∗0] . (A9)
The action of the binary collision operators can be performed for further simplification,
leading to
ζ∗ =
1
2dn∗
(
1− α2
)
σ∗d−1
∫
dv∗1
∫
dv∗2
∫
dΩf ∗(2)(v∗1,v
∗
2,q
∗
12 = σ
∗)Θ(−g∗12 · σ̂)|g
∗
12 · σ̂|
3,
(A10)
ζ∗0 = −
4h
dφhcs
σ∗d−1V ∗
∫
dv∗0
∫
dv∗1
∫
dΩf
∗(2)
0 (v
∗
0,v
∗
1,q
∗
01 = σ
∗)Θ(−g∗01 · σ̂)|g
∗
01 · σ̂|
2
×
[
2G∗01 · σ̂ +
m
m+m0
(1− α0) σ̂ · g
∗
01
]
, (A11)
ω∗1 = −
ζ∗
2
−
4h
dφhcs
σ∗d−1V ∗
∫
dv∗0
∫
dv∗1
∫
dΩf ∗(2)(v∗0,v
∗
1,q
∗
01 = σ)Θ(−g
∗
01 · σ̂)|g
∗
01 · σ̂|
2
×
(
G∗01 · σ̂ +
m
m0 +m
g01 · σ̂
)
, (A12)
where h is defined below Eq. (75), V ∗ is the reduced volume or surface of the system, and
G∗01 is the reduced velocity of the center of mass for particles 0 and 1, i.e.
G∗01 =
m0v
∗
0 +mv
∗
1
m0 +m
. (A13)
The above results are still exact. To compute the integrals two approximations are intro-
duced. First, the velocity correlations in f (2)∗(v∗1,v
∗
2,q
∗
12 = σ
∗) and f ∗(2) (v∗0,v
∗
1,q
∗
01 = σ
∗)
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are neglected. Note that this approximation is required only for particles at contact and
for the precollision hemisphere. Significant velocity correlations exist on the opposite hemi-
sphere and at larger separation of the particles, and no restriction is placed on these con-
figurations. The second approximation is to represent the one particle distributions by
Maxwellians. This is known to be a good approximation except for conditions of large me-
chanical differences between the fluid and impurity particles. These two approximations are
equivalent to write
f ∗(2) (v∗0,v
∗
1,q
∗
01 = σ) = n
∗χ0(σ)ϕ
∗
0(v
∗
0)ϕ
∗(v∗1), (A14)
f ∗(2) (v∗1,v
∗
2,q
∗
12 = σ) = n
∗2χ(σ)ϕ∗(v∗1)ϕ
∗(v∗2), (A15)
where χ0(σ) and χ(σ) are the fluid-impurity and and fluid-fluid pair correlation functions
for particles at contact, and
ϕ∗0(v
∗
0) =
1
(φhcsπ)
d/2
e
−
v∗20
φhcs , (A16)
ϕ∗(v∗i ) =
1
πd/2
e−v
∗2
1 . (A17)
Now the integrations in Eqs. (A10)-(A12) can be performed. The calculations are straight-
forward but lengthy, and will be not reproduce here. The results are given by Eqs. (74)-(76),
and (86).
APPENDIX B: ENSKOG KINETIC THEORY
In the main text sections, linear response has been applied to describe diffusion directly
from the Liouville dynamics. It is useful to see that equivalent results, in appropriate
approximations, follow from kinetic theory as well. This is illustrated in this Appendix using
the Enskog kinetic theory, expected to be valid over a wide range of densities and restitution
coefficients. To review its origin and applicability to granular fluids, the first hierarchy
equations of (18) for the impurity particle reduced distribution function f
(1)
0 (q0,v0, t) and
one particle fluid reduced distribution function f (1)(q1,v1, t), are written explicitly,
(∂t + v0 · ∇0) f
(1)
0 (q0,v0, t) = σ
d−1
∫
dq1
∫
dv1
∫
dΩΘ(−g01 · σ̂)|g01·σ̂|
×
[
α−20 δ(q01 − σ)b
−1
01 − δ(q01 + σ)
]
f (2)(q0,v0,q1,v1, t), (B1)
(∂t + v1 · ∇1) f
(1)(q1,v1, t) = σ
d−1
∫
dq2
∫
dv2
∫
dΩΘ(−g12 · σ̂)|g12 · σ̂|
×
[
α−2δ(q12 − σ)b
−1
12 − δ(q12 + σ)
]
f (2)(q1,v1,q2,v2, t), (B2)
were f (2)(q0,v0,q1,v1, t) and f
(2)(q1,v1,q2,v2, t) are the two particle reduced distribution
functions for the impurity and one fluid particle, and for two fluid particles, respectively.
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Their definitions are given by Eqs. (19) and (23). A closure of the hierarchy is obtained by
replacing in the above
f (2)(q0,v0,q1,v1, t)→ χ0(q0,q1; t)f
(1)
0 (q0,v0, t)f
(1)(q1,v1, t), (B3)
f (2)(q1,v1,q2,v2, t)→ χ(q1,q2; t)f
(1)(q1,v1, t)f
(1)(q2,v2, t). (B4)
The approximation is a generalization of that in (93), and also of that in Eqs. (A14) and
(A15). It can be understood in two different ways. It is the exact Markovian limit if the
initial distribution functions have the forms (B3) and (B4) on the precollisional hemisphere
(exact at short times). It also follows if velocity correlations on this hemisphere are destroyed
between collisions (Boltzmann’s argument). In any case, it is known to provide a good
description of the hard sphere fluid over a wide range of densities and times for elastic
collisions, and this validity appears to hold as well for inelastic collisions. As in the elastic
collisions case, the functions χ0(q0,q1; t) and χ(q1,q2; t) are taken to be the equilibrium
configurational pair correlation functions as functionals of the nonequilibrium density.
The Enskog approximation converts Eqs. (B3) and (B4) into a pair of kinetic equations.
The kinetic equation for the fluid is autonomous while that for the impurity distribution is
a functional of f (1)(q1,v1, t),
(∂t + v1 · ∇1) f(q1,v1, t) = JE [q1,v1|f(t)] , (B5)
(∂t + v0 · ∇0) f0(q0,v0, t) = JEL [q0,v0|f0(t), f(t)] . (B6)
Here and below the superscript on the single particle distributions will be suppressed for
simplicity of notation. The Enskog and Enskog-Lorentz collision operators are given by
JE [q1,v1|f(t)] ≡ σ
d−1
∫
dv2
∫
dΩΘ(−g12 · σ̂)|g12 · σ̂|
×
{
α−2χ [q1,q1 − σ|n(t)] b
−1
12 f(q1,v1, t)f(q1 − σ,v2, t)
−χ [q1,q1 + σ|n(t)] f(q1,v1, t)f(q1 + σ,v2, t)} , (B7)
JEL[q0,v0|f0(t), f(t)] ≡ σ
d−1
∫
dv1
∫
dΩΘ(−g01 · σ̂)|g01 · σ̂|
×
{
α−20 χ0 [q0,q0 − σ|n(t)] b
−1
01 f0(q0,v0, t)f(q0 − σ,v1, t)
−χ0 [q0,q0 + σ|n(t)] f0(q0,v0, t)f(q0 + σ,v1, t)} , (B8)
respectively. The HCS is a special case for which Eqs. (B5) and (B6) reduce to
∂tfhcs = JE [v1|fhcs(t)] , (B9)
∂tf0,hcs = JEL [v0|f0,hcs(t), fhcs(t)] , (B10)
with the collision terms
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JE [v1|fhcs(t)] ≡ σ
d−1χ
∫
dv2
∫
dΩΘ(−g12 · σ̂)|g12 · σ̂
[(
α−2b−112 − 1
)
fhcs(v1, t, )fhcs(v2, t, )
]
,
(B11)
JEL[v0|f0,hcs(t), fhcs(t)] ≡ σ
d−1χ0
∫
dv1
∫
dΩΘ(−g01 · σ̂)|g01 · σ̂|
×
(
α−20 b
−1
01 − 1
)
f0,hcs(v0, t)fhcs(v1, t). (B12)
Use has been made of the fact that χ [q1,q1 − σ|n] ≡ χ and χ0 [q0,q0 − σ|n] ≡ χ0 are
independent of space coordinates due to translational invariance. Furthermore, the reduced
distribution functions fhcs and f0,hcs have the scaling forms, inherited from (24),
fhcs(v1, t) = [ℓv(t)]
−df ∗hcs [v1/v(t)] ,
f0,hcs(v0, t) = [ℓv(t)]
−df ∗0,hcs [v0/v(t)] . (B13)
Substitution of these expressions into the kinetic equations leads to
1
2
ζ∗
∂
∂v∗1
· (v1f
∗
hcs) = J
∗
E [v1|f
∗
hcs] ,
1
2
ζ∗0
∂
∂v∗0
·
(
v1f
∗
0,hcs
)
= J∗EL
[
v0|f
∗
0,hcs, f
∗
hcs
]
. (B14)
where the scaled position and velocity variables defined below Eq. (33) have been again
introduced. The solution to these equations has been discussed elsewhere [26] and will not
be considered further here.
Now consider more general spatially inhomogeneous states for the impurity particle, with
the fluid still in the HCS. The probability density to find the impurity at a point q0 in terms
of the reduced distribution function is given by
P (q0, t) =
∫
dv0f0(q0,v0, t). (B15)
Integration of Eq. (B6) over the velocity v0 gives the conservation law for probability
∂tP (q0, t) +∇0 · J(q0, t) = 0, (B16)
J(q0, t) =
∫
dv0v0f0(q0,v0, t) (B17)
which, of course, are the same as Eqs. (57) and (58). The diffusion equation is obtained
from a “normal” solution to the Boltzmann-Lorentz equation, where all space and time
dependence occurs through P (q0, t) and T (t). The linear relationship (B15) implies that
such a solution has the form
f0(q0,v0, t) = P (q0, t)h [v0/v(t)] . (B18)
The Chapman-Enskog method represents a normal solution to the kinetic equation as an
expansion in the gradients,
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f0(q0,v0, t) = f
(0)
0 (q0,v0, t) + ǫf
(1)
0 (q0,v0, t) + . . . , (B19)
where ǫ is a formal parameter representing the order of the spatial gradient. Similarly, the
time derivative is obtained as an expansion in the gradients via the conservation equation,
∂t = ∂
(0)
t + ǫ∂
(1)
t + . . . (B20)
and the kinetic equation is written
(∂t + ǫv0 · ∇0) f0(q0,v0, t) = JEL [q0,v0|f0(t), fhcs(t)] . (B21)
Substitution of Eqs. (B19) and (B20) into Eq. (B21) gives to zeroth order in the spatial
gradients
∂
(0)
t f
(0)
0 = JEL
[
q0,v0|f
(0)
0 (t), fhcs(t)
]
, (B22)
which has the solution
f
(0)
0 (q0,v0, t) = V P (q0, t)fhcs(v0, t). (B23)
This gives J(0) = 0 and, consequently, ∂
(1)
t P = 0. The first order correction f
(1)
0 is determined
from
∂
(0)
t f
(1)
0 +
(
∂
(1)
t + v0 · ∇0
)
f
(0)
0 = JEL
[
q0,v0|f
(1)
0 (t), fhcs(t)
]
. (B24)
The contribution from ∂
(1)
t vanishes, since it is proportional to ∂
(1)
t P (q0, t) = −∇0 ·
J(0)(q0, t) = 0. Also, the time derivative ∂
(0)
t can be expressed in terms of the cooling
rate ζ . Using once again the dimensionless variables defined in the main text, Eq. (B24)
becomes
IELf
∗(1)
0 −
ζ∗
2
∂
∂v∗0
·
(
v∗0f
∗(1)
0
)
= f ∗0,hcsv
∗
0 · ∇
∗
0P
∗(q∗0, t), (B25)
where IEL is the linear Enskog-Lorentz collision operator,
IELf
∗(1)
0 ≡
∫
dv∗1
∫
dΩΘ(−g∗01 · σ̂)|g
∗
01 · σ̂|
(
α−20 b
−1
01 − 1
)
f ∗(v∗1)f
∗(1)
0 (q
∗
0,v
∗
0, t), (B26)
that is the same as the collision operator I in Eq. (98) if velocity correlations, associated to
the two particle distribution, are neglected in the latter. The solution to Eq. (B25) can be
written in the form
f
∗(1)
0 (v
∗
0,q
∗, t) = X (v∗0) · ∇
∗
0P
∗(q∗, s), (B27)
where X(v∗0) is the solution to the integral equation
IELXi (v
∗
0)−
ζ∗
2
∂
∂v∗0
· [v∗0Xi(v
∗
0)] = f
∗
0,hcs(v
∗
0)v
∗
0i. (B28)
Finally, the diffusion coefficient is identified from
J(1)(q0, t) =
∫
dv0 v0f
(1)
0 (q0,v0, t) = −D∇0P (q0, t) (B29)
to get
D∗ = −
2
dφhcs
∫
dv∗0v
∗
0 ·X(v
∗
0). (B30)
These are the same results as those from Sec. IV, Eqs. (100) and (101).
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