A novel general framework is proposed in this paper for dimension reduction in regression to fill the gap between linear and fully nonlinear dimension reduction. The main idea is to transform first each of the raw predictors monotonically, and then search for a low-dimensional projection in the space defined by the transformed variables. Both user-specified and data-driven transformations are suggested. In each case, the methodology is discussed first in a general manner, and a representative method, as an example, is then proposed and evaluated by simulation. The proposed methods are applied to a real data set for illustration.
Introduction
Consider the regression of a response variable Y on a random vector X = (X 1 , . . . , X p ) T of predictors. In full generality the goal is to describe the dependence on X of the conditional distribution of Y given X. As remarked by Li (1991) , lowering dimensionality prior to running a regression is practically important and in many cases crucial for further analysis:
after projecting the data onto a smaller space, we are then in a better position to graphical displays, model building, curve fitting, model checking, and so on. For this purpose, linear sufficient dimension reduction (Cook 1998 The central mean subspace, written as S E(Y |X) , is a proper subspace of the central subspace.
There are a variety of linear dimension-reduction methods in the literature. See, for example, Li (1991) , Cook and Weisberg (1991) , Li (1992) , Cook and Li (2002) , Xia et al. However, it appears that by going from linear to nonlinear sufficient dimension reduction, the gain in generality is largely compensated by a loss of interpretability. We note that linear dimension-reduction methods are often used as the first step in statistical analysis: reducing dimensionality before undertaking another more sophisticated method. On the other hand, nonlinear dimension-reduction methods may aim to solve the problem entirely at one stroke. Consequently, it is desirable to set out a framework that offers a good compromise. This paper explores such a possibility.
Nonlinear transformation of variables is a commonly used practice in regression problems.
For example, one is often tempted to use monotone transformation techniques to modify the response variable in a regression design (Box and Cox 1964) . Concerning dimension reduction, however, transforming X is always preferable to transforming Y , because the former just changes the way in which the conditional distribution of Y |X is indexed. Cook (1998, Chapter 14) proposed graphical methods for visualizing predictor transformations that are useful for reducing the dimension of the central (mean) subspace. The development, however, was restricted to generalized linear models.
for another function ϕ from R p to R d . To generalize linear sufficient dimension reduction while preserving its simplicity, we present a new framework by assuming that ϕ is linear; that is, there exists an p × d matrix B such that
We call this new paradigm transformed sufficient dimension reduction for the regression of Y on X with respect to f . Clearly, linear sufficient dimension reduction can be viewed as a special case, where f j = X j for all j = 1, . . . , p. Consider the illustrative example again.
In terms of transformed sufficient dimension reduction, if we take f j = X j for j = 1, 2, 5 and 6, f 3 = X 3 3 and f 4 = exp(X 4 ), then d = 2 and the dimensionality can not be further reduced. Further, since f j is monotone, f j (X j ) takes on the same general meaning as X j as an "effect" predictor.
Transformed sufficient dimension reduction
Before continuing, we should note that each component function f j is unique only up to scale and shift. To ensure identifiability, we require that µ f = E{f (X)} = 0 and Σ f = Cov{f (X)} is a correlation matrix whose main diagonal entries are equal to unity. We further assume, without loss of generality, that f j is a monotonically increasing function for any j.
A transformed dimension-reduction subspace for the regression of Y on X with respect to a given set of transformations f = (f 1 , . . . , f p )
T is any subspace S ⊆ R p such that
where P · stands for the projection operator in the usual inner product. The intersection of all transformed dimension-reduction subspaces, provided itself satisfies this relation, is 
If the intersection of all transformed mean dimension-reduction subspaces is also a transformed mean dimension-reduction subspace, it is called the transformed central mean subspace for the regression of Y on X with respect to f , and is written as S E{Y |f (X)} .
Remark 2.1. Throughout the paper, we tacitly assume that the predictors are continuous and the transformation functions are smooth. Further, we exclude from the analysis singular functions such as the Cantor function. . In this section we assume that the transformed vector
, where F X j and Φ denote, respectively, the marginal distribution function of X j and the one-dimensional standard normal distribution function. The transformations used here are usually referred to as the probability integral transformations and form a standard tool in simulation methodology.
Since the f j 's have been specified, one can proceed by invoking the linear dimension-reduction methods described in the introduction. Below we focus on SIR.
Probability-integral-transformed sliced inverse regression
Assume that the data (x i , y i ), i = 1, . . . , n, are independent and identically distributed observations on (X, Y ), where
. . , n and j = 1, . . . , p. Probabilityintegral-transformed SIR uses a two-step procedure: S1. Replace the observations, for each predictor, by their corresponding normal scores.
S2. Apply SIR to the transformed data to estimate S Y |f (X) and ascertain its dimension.
Currently, the most popular estimator of F X j is the empirical distribution function. In order to avoid difficulties arising from the potential unboundedness of Φ −1 (t) as t tends to one, we adopt instead the rescaled empirical distribution function
where I(·) is the indicator function.
In the following we give the implementation details of the second step. We work in the scale of the standardized predictor 
where κ n is a penalty factor, and d(d + 1)/2 denotes the number of free parameters when
Computationally, probability-integral-transformed SIR is not more difficult than SIR, because one can exploit existing software for SIR and the only additional cost is the estimation of the transformations. Fortunately for us, the first step is non-iterative, and has the advantage of making fewer assumptions and being easier to compute than parametric transformations. Theoretical properties of probability-integral-transformed SIR, assuming that the transformations are correctly specified, are provided in the supplementary material. Breiman and Friedman (1985) , allow transformations on both the response variable and the predictors. Only one transformation on Y , however, is allowed in the ACE algorithm. In this regard, probability-integral-transformed SIR provides a certain remedy.
Remark 3.2. Using user-specified transformations directly gives rise to simple and fast estimation procedures, and our numerical results in the next subsection show that probability integral transformations are more flexible than the parametric ones. However, this approach is not entirely free of the problem of misspecification. In particular, the assumption regarding the distribution of f (X) can be easily violated in many applications. In the next subsection, we also illustrate the robustness of probability-integral-transformed SIR against nonnormality by simulation. To address the problem of misspecification, the transformations have to be estimated fully nonparametrically, and a general framework is developed in Section 4.
Unfortunately, these robust procedures are iterative and computationally demanding.
Simuilation results
In this section we use a simulation study to investigate the performance of probabilityintegral-transformed SIR. Consider the following model
where
and f and are independent.
Six different cases are explored to sample data from transformed Gaussian distributions.
We first generate f = f (X) from N (0, Σ f ), and then use either power transformation (Case 1) or probability integral transformation X j = F X−1 j {Φ(f j )} (Cases 2-6) to generate X. The details are as follows.
Case 2. X j has a central skew-Laplace distribution with parameters 2 and 6 for all j.
Case 3. X j has a beta distribution with parameters 3 and 0.5 for j = 1, . . . , 3 and X j has an exponential distribution with mean 1 for j = 4, . . . , 10.
Case 4. X j has a t-distribution with k degrees of freedom: k = 2 for j = 1, . . . , 3, k = 3 for j = 4, . . . , 6 and k = 4 for j = 7, . . . , 10.
Case 5. X j has a normal mixture distribution with the outlier density, #5, used in Marron and Wand (1992) for all j.
Case 6. X j has a standard Cauchy distribution for all j.
In each case, we generate 200 datasets with the sample size n = 200 and n = 400.
For the regression of Y on f (X), the structural dimension is d Y |f (X) = 2; we evaluate the performance of SIR assuming that f is known, probability-integral-transformed SIR, and Tables 1 and 2 . Several observations can be made as follows. First,
we can see that, somewhat surprisingly, T-SIR performs slightly better than f-SIR; that is, using the estimated transformations yields a more accurate estimate than using the true ones. Second, we observe that, except for Case 3, probability-integral-transformed SIR is the best performer, followed by f-SIR and YJ-SIR. As we can see, the performance of SIR after the Yeo-Johnson transformation is very sensitive to the marginal distributions of X;
YJ-SIR performs poorly in Cases 5 and 6. Third, using SIR directly for the regression of Y on X leads to very poor estimates with alarmingly low vector correlation coefficient. This is not unexpected, because d Y |X = 4 is much larger than d Y |f (X) = 2, making the estimation problem considerably more difficult. Finally, as the sample size increases, the performance of f-SIR, T-SIR and YJ-SIR improves greatly, but that of SIR is not much affected.
The estimation accuracy of each method relies on the selection of the structural dimension which is assumed to be known in the above discussion. We now study numerical aspects of the two aforementioned methods for determining the dimension: the sequential test with nominal significance level 0.05 and the BIC-type criterion with κ n = log(n). The empirical counts out of 200 repetitions are reported in Tables 3 and 4 . As we can see, SIR for Y |X tends to consistently underestimate the structural dimension. For f-SIR, T-SIR and YJ-SIR, the BIC-type criterion outperforms the sequential test, indicating that the test procedure is not consistent. Regarding the BIC-type criterion, generally, f-SIR and T-SIR perform comparably well, followed by YJ-SIR whose performance suffers in Cases 5 and 6. We now carry out a sensitivity analysis to evaluate the performance of probabilityintegral-transformed SIR when the normality assumption is not met. We consider again the model in (3.1), expect that the distribution of f is non-Gaussian. Specifically, we concentrate on the following two cases.
That is, f has a t-distribution with location vector 0, scale matrix Σ f and k degrees of freedom. Three values of k are explored: 5, 10 and 20. It is well known that for k → ∞ the t-distribution approaches a normal distribution, but for k < ∞ the t-distribution has "fatter tails" than the corresponding normal distribution.
f u, and u = (u 1 , . . . , u 10 ) T is uniform on a 10-dimensional cube [− √ 3,
The normality assumption is seriously violated in this case.
The results, calculated from 200 simulated samples, are summarized in Tables 5 and 6 . We see that probability-integral-transformed SIR achieves a degree of robustness against non-Gaussianity of the distribution of f . 
Estimation: data-driven transformations
As mentioned in Remark 3.2, the above estimation procedure, which makes use of the wellknown probability integral transformation, suffers from misspecification of transformations.
One strategy for dealing with this problem is to estimate the monotone transformations fully nonparametrically, as shown below.
Since a monotonically increasing function has a positive first derivative, it is reasonable to express f j as
where C j is a constant, s j is an unconstrained function, and t j1 is the fixed origin for the range of t-values for which the data are being fit. For simplicity, we assume that for each j, s j (t) can be well approximated by a linear combination of basis functions {1, θ j1 (t), . . . , θ jM (t)},
c jm θ jm (t), j = 1, . . . , p.
In this regard, the principal advantage brought by representation (4.1) is the conversion of the estimation problem from a problem of finding the constrained function f j to a problem of computing the unconstrained function s j . For details regarding monotone transformation techniques and their applications, see Ramsay (1988) and Ramsay and Silverman (2005) .
Although other methods can be adapted along the lines developed here, we concentrate on MAVE. In particular, we consider the transformed sufficient dimension-reduction problem motivated by the model
where Q is an unknown smooth link function, B is a p × d orthogonal matrix with d being the structural dimension, and E( |X) = 0 almost surely. We first assume that d is known.
4.1 Monotone-smoothing-transformed minimum average variance estimation Xia et al. (2002) proposed MAVE for a special case of model (4.2), where f j (t) = t for all j. The MAVE method has been found very useful in semi-parametric estimation and linear dimension reduction. It is easy to implement and can be easily adapted in various ways to suit special statistical requirements, such as robust regression, feature selection and censored data. We next discuss its application to nonlinear dimension reduction.
The new procedure combines MAVE and monotone spline smoothing with a roughness penalty. For simplicity, we assume that the argument values for the k-th transformation
where λ is a smoothing parameter, and we use the notation D for differentiation.
For convenience we let c k = (c k0 , c k1 , . . . , c km )
and r * is the residual vector of length n 2 with elements (
Step 1.2. If a convergence criterion is met, stop and set c (v) = (c
, . . . , c
otherwise, set τ to be τ + 1 and go to Step 1.1.
Step 2. 
where B = vec(B T ) with vec(·) being a matrix operator that stacks all columns of a matrix into a vector. Standardize each monotonically transformed predictor to have zero mean and unit variance, and normalize
Step 3. Fixing c = c (v) and B = B (v) , refine the weights by
and calculate the solutions of (a j , b j ), j = 1, . . . , n, to (4.3):
Set v to be v + 1 and go to Step 1.
Step 4. Repeat Steps 1-3 until convergence. Our estimates, denoted byâ,b,f andB, are then based on the final values of
In the same spirit as the MAVE procedure, we may iterate between Steps 2 and 3. For this reason, the above procedure is two-step iterative, and each cycle consists of a transformation step followed by a MAVE step. On the basis of our experience, however, iterations between
Steps 2 and 3 cannot improve the result and are not necessary. To determine the structural dimension d, we use the following criterion that was introduced for MAVE by Wang and Yin (2008):
where k is the estimate of the dimension and
is the residual sum of squares from the local linear smoothing. This criterion is similar in spirit to BIC.
Examples
In this section we examine the finite-sample performance of monotone-smoothing-transformed MAVE. Our limited experience gained through simulation indicates that the method works quite well in terms of both subspace estimation and dimension determination. Further, increasing the sample size generally improves the performance, and the results change little when we tune the correlation coefficient among the predictors.
Next, we study empirical aspects of the BIC-type criterion for determining the structural dimension. The empirical counts out of 200 repetitions are presented in Tables 9 and 10 . For MAVE, the BIC-type criterion tends to consistently underestimate the structural dimension in all four examples. However, the situation is different for T-MAVE. The numerical results, especially when the sample size is moderate (n = 200), indicate that for T-MAVE the BICtype criterion should be consistent. n = 100 n = 200 n = 100 n = 200 n = 100 n = 200 n = 100 n = 200 
Horse mussel data
A sample of 82 horse mussels was collected in the Marlborough Sounds off the coast of New
Zealand. The data were part of a larger ecological study of the mussels (Cook 1998; Cook and Weisberg 1999) . The response variable is muscle mass M , the edible portion of the mussel, in grams. The four quantitative predictors are the height H, the length L, the width The R-squared and the adjusted R-squared are 93.8% and 92.2%, respectively. Figure 2 shows the estimated effects along with 95% confidence intervals. We see that monotone predictor transformations are reasonable and, in particular, a monotone transformation of shell mass S is desirable.
