Abstract: A linear-phase FIR filter with more than two bands, designed by employing the Parks-McClellan algorithm, may exhibit an undesirable gain response in the transition band. In this paper, a practical FIR filter solution to such undesirable results is proposed, whereby a modified sampling kernel and the complementary filter concept are utilized. In particular, the proposed approach provides a closed-form design of type-1 linear-phase FIR filters satisfying the given filter specification.
Introduction
The Parks-McClellan (PM) algorithm is the widely used method for the design of optimal FIR filters [1, 2, 3, 4, 5, 6] . However, a linear-phase FIR filter with more than two bands, designed by the PM algorithm, may exhibit an undesirable gain response in the transition region of a designed filter (e.g., non-monotonic behavior including ripples or a peak with a value higher than the passband gain when the bandwidth of the second transition band is double as that of the first transition band) [1, 2, 3] . This is due to the fact that, unlike an equiripple error in the specified bands (e.g., passband and/or stopband) in the filter design by the PM algorithm, the gain response in a transition band is left unspecified. Thus, it cannot be guaranteed that the response of a designed FIR filter with more than two bands decreases monotonically in the transition band from its value in the passband [1, 2, 3] . To solve the problem, it was usually suggested to adjust either bandedge frequencies or the error-weighting function or the filter length until a satisfactory gain response can be obtained [1, 2, 3] . However, such an alternative design may not yield a satisfactory filter solution, since the gain response of the filter designed may not meet the desired filter specification or the solution for obtaining desired filters should be achieved by trial and error. Also, a generalized Reméz method was proposed to solve the difficulties mentioned above, but it is not fully free from the undesirable gain response in the transition region [4] . Accordingly, a more reliable and systematic approach to the design of type-1 linear-phase FIR filters with more than two bands has been called for.
In this paper, a closed-form design of computationally efficient linearphase FIR filters without undesirable behaviors in the transition band is proposed, whereby modified sampling kernels [7] are utilized along with a complementary filter concept. Also, unlike the conventional solution to unusual gain responses arising in the use of PM algorithm [1, 2, 3, 4] , the proposed approach provides a closed-form design of type-1 linear-phase FIR filters satisfying the filter specifications without trial and error.
Example of a FIR bandpass filter with an unacceptable gain response
When the PM algorithm is employed for the design of linear-phase FIR filters with multi-bands (e.g., bandpass or bandstop filters), unusual gain responses in the transition bands can occur since the filter design by the PM algorithm leaves the gain responses in transition regions unconstrained [1, 2, 3] . One example of such cases is shown below as in [2] , whereby the desired filter response and the error weighting function are given by (1), the FIR bandpass filter of length 75 is designed as in Fig. 1 b by the PM algorithm, where an unacceptable peak with a value higher than the passband gain is observed in the second transition (i.e., from 0.6π to 0.7π in the normalized frequency). Accordingly, to design an FIR filter without such non-monotonic behaviors in the transition band, a new design of a linear-phase sharp FIR bandpass filter is discussed in the next section.
A new design of a linear-phase bandpass FIR filter using a modified sampling kernel
Consider a prototype model (type-1 linear-phase) filter h[n] of length N , shown in Fig. 2 a, and a lowpass filter h (α) [n] (i.e., the first lowpass part of H[e jαω ]) given in Fig. 2 b. In particular, h (α) [n] can be expressed in the following convolution form when α is an integer [7] :
In (2), * indicates the convolution operation, sinc(n/α − k) in (2) is called an α-scaled sampling kernel for interpolation [7] , and h u,α [n] is a sparse FIR filter obtained by inserting (α − 1) zeros between adjacent samples of h [n] . Note that h (α) [n] can be implemented without increase of sampling frequency and without increase of computational complexity, and it can be derived by taking the inverse DTFT of only the lowpass part of H[e jαω ] as in Fig. 2 c: i.e.,
Furthermore, the above approach for the single-lowpass filter can be extended to the (single-lowpass + multi-bandpass) case by modifying the upper/lower bounds of the definite integral of (3) to include up to L-th images (see Fig. 2 c) : That is,
As in (2), when α is an integer, (4) can be also described in a convolution form:
Since the sinc(n) functions in (2)-(5) are of doubly infinite length, it can be replaced in practice by an adjustable window function of finite length (e.g., a raised-cosine or Dolph-Chebyshev or Kaiser windows [1] ). While utilization of such adjustable window functions for the FIR filter design may lead to non-equiripple response in the stopband, the proposed design approach still satisfies the desired filter specifications, requiring less computational complexity as described in [7, 8] . More specifically, by employing an adjustable window function g[n] of finite length and by choosing an appropriate integer α, (2) and (5) can be expressed as follows:
In particular, the integer α, optimal from a computational complexity point of view and specification of the corresponding prototype filter as in (6) can be obtained by using the optimal determination equation in a modified interpolated FIR (IFIR) design [5] . Also,K α,L (n, k) in (7) denotes a modified sampling kernel for the "single-lowpass plus multi-bandpass" case (e.g., the solid line in Fig. 2 e when L = 1), which reduces to g[n/α] when L = 0 (i.e., (6) or Fig. 2 b) . By taking the DTFT of (7),H (α),L [e jω ] (see Fig. 2 e) can be expressed asH
Furthermore, a modified sampling kernel (i.e.,K c (α),L (n, k): the dotted line in Fig. 2 e when L = 1) for an complementary filter of length N can be derived similarly as in (7) 
(when α is an integer) by using H c [z] = z −(N −1)/2 − H[z]
and by considering the "multi-bandpass" case including up to L-th bandpass parts of H c [e jαω ] (i.e., see Fig. 2 d) :
In (9), h c u,α [n] is a sparse FIR filter obtained by inserting (α − 1) zeros between adjacent samples of h c [n] . By taking the DTFT of (9), we can obtainH c (α),L [e jω ] as follows:
Note that by combining in a systematic way (7) and (9) 
, we can design various kinds of computationally efficient sharp linear-phase FIR filters (e.g., narrow-band lowpass, narrow-band highpass, narrow-band bandpass, wide-band lowpass, wide-band highpass, wide-band bandpass, half-band, multi-band, multi-level, etc.) without designing any image-suppressing filters. For example, a wide-lowpass FIR filter (e.g., the solid line in Fig. 2 f when L = 1) can be designed as follows:
Also, the interpolated version of w[n] with an integer factor β (i.e., w (β) [n] as in (6) and the dotted line in Fig. 2 f ) can be expressed in a convolution form:
In (12) is an adjustable window function. Accordingly, when the desired frequency response is given (e.g., (1)), a type-1 linear-phase bandpass FIR filter h band [n] (i.e., Fig. 1 c and Fig. 2 g) can be designed by
More specifically, design procedures for h band [n] satisfying (1) can be summarized as follows:
Step 1: Firstly, the optimal integer α can be calculated from the optimal determination equation [5] or by choosing the third transition ofH (α),L [e jω ] in Fig. 2 e (where L = 1) as the second transition of Fig. 2 g (i. e., [2π/α + ω p /α, 2π/α + ω s /α]). Then, we have α = 4 from Fig. 1 a and Fig. 2 e. Also, since the desired first transition region lies in [0.3π, 0.35π] and the first transition is a half of the second one as in (1) and Fig. 2 g, we have β = 2 from (12) and Fig. 2 f . Note that, even though β = 2 is used in this design to obtain W (β) [e jω ] from W [e jω ], it is not the only choice, since we can control both α and β in designing a prototype model filter and various multiband FIR filters to meet the given filter specifications.
Step 2: Based on the results of Step 1, a prototype model filter h[n] of length 11, as in Fig. 2 a, is designed by the PM algorithm, satisfying the following filter specifications: passband ripple 0.01 dB (half of the passband ripple in Fig. 1 a) , stopband attenuation 39 dB (same as in the first stopband of Fig. 1 a) , passband edge frequency ω p = 0.4π, and stopband edge frequency ω s = 0.8π, derived from (1) and Fig. 2 g: i.e.,
Step 3: The raised-cosine filter [1, 2, 5, 6 ] is employed as an adjustable lowpass filter, whose sharpness can be controlled by the roll-off factor R (Here, R = 0.5, yielding the filter length of 27), and the 0.01 dB passband ripple is chosen for the desired 0.02 dB passband ripple as in Fig. 1 a. Therefore, the number of filter coefficients by the proposed approach is 70 (= 11×4+27−1).
In particular, we find L = 1 from Fig. 2 e and Fig. 2 
can be obtained from (7) and (9). Step 4: Finally, a type-1 linear-phase FIR bandpass filter can be obtained from (13), whose gain response is provided in Fig. 1 c. Furthermore, the subfilters (i.e., h[n] and g [n] ) designed in Steps 2-3 are summarized in Table I . When additional computational complexity in the hardware implementation of the interpolator is relatively small, the number of multipliers required in the proposed approach is similar to that of the model filter as in [5] . More specifically, the number of multiplications is 20 (= (11 + 1)/2 + (27 + 1)/2). This is due to the fact that the proposed approach utilizes the IFIR structure. Accordingly, the proposed design requires less computational complexity than the PM algorithm (i.e., 47% multipliers saved since the number of multiplications of the filter designed by the PM algorithm is 38 (= (75 + 1)/2)), showing no undesirable behavior in the transition band. In Fig. 1 c, we demonstrated that one unusual example arising in the use of PM algorithm can be solved by the proposed approach and other unusual cases as in [1, 2] can be also settled in a similar way. Furthermore, various kinds of computationally efficient sharp linear-phase FIR filters can be designed by the proposed design approach without designing any imagesuppressing filters.
Conclusion
In this paper, we proposed a new FIR filter solution to undesirable behavior resulting from the use of the PM algorithm, arising particularly in the transition region of an optimal FIR bandpass filter with more than two bands. For that purpose, a modified sampling kernel was introduced and the IFIR filter structure was utilized along with a complementary filter concept. The proposed closed-form design of a type-1 linear-phase FIR filter requires computational complexity similar to or a bit more than that of IFIR or frequency-response masking (FRM). Future research includes development of a systematic FIR filter design by using the generalized sampling kernel and its application to practical design of various digital FIR filters.
