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1. INTR~OUCTION 
A Deterministic Graphical (DG) game is a two-person zero sum game 
played on a directed graph with n > 0 nodes. Nodes are of two kinds: 
terminal and continuing. Terminal nodes are those with no successors, 
and have a payoff to player 1 associated with them. Continuing nodes have 
at least one successor, and are labeled to indicate which player chooses 
the successor. Play begins at some specified node, and continues until a 
terminal node is reached. If no terminal node is ever reached, the payoff 
is by convention 0. Our main intention in this paper is to describe an 
algorithm for solving DG games in O(n3) steps. 
DG games are a slightly new topic. The deterministic Perfect Informa- 
tion games of von Neumann and Morgenstern [ 131 and also Kuhn [8] 
are restricted to be trees, which makes them a special case. It is true that 
DG games for which infinite play is impossible (Tic-Tat-Toe is a good 
example) can always be put in the form of a tree by replicating nodes, but 
that operation can greatly increase the number of nodes. Besides, there are 
interesting DG games for which infinite play is ‘possible. Chess is one of 
these; the FIDE rules (Harkness [6]) permit a draw to be demanded in 
certain cases where no conclusion is in sight, but never force a draw merely 
on account of game length. The Perfect Information games of Berge [2,3] 
are closer to DG games, but differ in that the payoff is influenced by all 
nodes encountered in play, rather than only the terminal node. Several 
authors have studied games similar to DG games where only two or three 
payoffs are possible (Zermelo [14], Holladay [7], Smith [12]). Smith 
[ 123 even comments that games with many possible payoffs are in 
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principle solvable by any method that can solve games with only two. 
Nonetheless, the DG class has heretofore been nameless. 
DG games are interesting because they seem to be the largest class of 
“games of perfect information” that simultaneously permits parsimonious 
representation and efficient computation. The possibility of infinite play is 
explicit in DG games, even though the representation of a DG game is 
itself finite. This permits the parsimonious representation of games wherein 
a position can be repeated, without resort to devices such as move counters 
or additional rules that simply prohibit repetition. Introducing a large limit 
on the number of moves typically does not change the value of a game, but 
does have the effect of greatly expanding the number of nodes in its graphi- 
cal representation. Pultr and Morris [lo] show that prohibiting repetitions 
complicates the computational problem in an essential way. The most 
natural thing to do in the presence of potentially infinite play seems to be 
to simply permit it, which is consistent with representation as a DG game. 
DG games are solvable in polynomial time in spite of the possibility of 
infinite play, as is shown below. The fact that the payoff for infinite play in 
a DG game is assumed to be 0 is not restrictive, since the addition of any 
constant to all the payoffs of a game is strategically neutral. We now offer 
the following formal 
DEFINITION. A DG game is a directed graph with finitely many nodes 
partitioned into three sets: S,(S,) is the set of nodes where player 1 
(player 2) chooses the successor, and T is the set of terminal nodes on 
which some real payoff function F is defined. The successor function is I-, 
with TX being empty if and only if x E T. 
DG games are special cases of Recursive Games (Everett [4]). A 
strategy o1 for player 1 in a Recursive Game is a nonrandomized rule for 
choosing the successor node whenever the current node y is in S, . This suc- 
cessor node in general depends on the entire history of play (all nodes 
chosen so far), but if y alone is always sufficient, the strategy is called 
stationary. Similar definitions apply for player 2. Given a pair of strategies 
CJ = ((pi, a*) and starting node x, the payoff in a DG game is determined by 
the sequence s(x, a) = (x, ox, C~X, .. . ), where ox means oix for XE Si; 
i = 1,2. The payoff is 
mx, 0) = 
i 
0 if s(x, a) does not terminate 
Ft if s(x, a) terminates at node t E T. 
Everett [4] has shown that every DG game has a pair of stationary 
strategies (a:, a:) such that Z7(x, CJ~, CJ~) < ZZ(x, a:, 0;) < Z7(x, o:, (r2) for 
all (x, 6); i.e., that every DG game has a stationary solution. The primary 
emphasis in the current paper is on a particular “expansion” algorithm for 
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calculating such a stationary solution. Existence is reestablished in the 
process of proving that the algorithm works. 
2. THE EXPANSION ALGORITHM EA 
In this section EA is introduced, motivated, and proved to be effective. 
If A and B are sets, then A” is the complement of A, AB is the intersection 
of A and B, A + y is the union of A with the singleton {y}, and A = 4 
means that A is empty. The meaning of the function W is that Wx is “the 
value of the game from node x,” as is verified subsequently. 
Algorithm EA 
Step EAl ) 
HtT 
W.K+FX;XET 
a* is arbitrary 
Step EA2) 
loop on y E H”S, 
ifTycH 
z 4- argmax, t TV Wx 
Wyt wz 
if Wa:y< Wz then a:ycz 
H+H+y 
go to EA2 
end if 
end loop 
Step EA3) 
The same as EA2, except change 
S, to S2, max to min, 
< to >, and a: to a$. 
Step EA4) 
Ql t {(y’, z’): y’e H’S1, Z’E HEY’} 
if Q, =#, go to EA5 
(y? z) + argmax(y’,z’)GQl wz’ 
if WzdO, go to EA5 
WY+-- wz 
if a:yeH’or if Wa:y< Wz then afytz 
loop on y’ E H’S, 
a: y’ +- any node in H “Ty’ 
end loop 
H+-H+y 
go to EA2 
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Step EA5) 
The same as EA4, except change 
Q1 to Qz, > to < > 
max to min, d to > , EA5 to EA6, 
interchange S, and S,, and 
interchange a: and a:. 
Step EA6) 
loop on y E H’ 
WytO 
o*y t any node in H’ry 
end loop 
stop 
Note that EA4 cannot be encountered except after the failure of the loop 
in EA3 to find some node ye H’S2 such that H’ry = 4. Therefore the 
definition of rr: in EA4 is legitimate, and likewise the definition of a: in 
EA5 and of both strategies in EA6. 
EA has a simple intuitive justification. H is the set of nodes for which the 
value is known. The value Wx is clearly Fx at terminal nodes, hence EAl. 
If a player finds some node not in H for which all of his options lead to 
nodes where the value is already known (nodes in H), then he might as 
well select the best of the available options. Steps EA2 and EA3 accomplish 
this. Now suppose that EA2 and EA3 have failed to add a node, but that 
player 1 has found some node in H’ that leads to a known, positive payoff 
in H; in fact, let y be the best such node, and z the corresponding node in 
H. He can reason as follows: “Here I am at y in H’. As long as the state 
stays in H’, I will never find a better payoff than Wz amongst my options. 
There is no point in expecting inadvertent help from player 2, because 
(EA3 having failed) he can always choose to remain in H’ if he wishes. 
I can remain in H’ myself (EA2 having failed), but this would lead to a 
zero payoff instead of the positive payoff Wz. Therefore I should take Wz.” 
This reasoning is essentially EA4, and EA5 is similar reasoning on player 
2’s part. EA6 covers the case in which neither player is motivated to move 
from H’ to H. The rest of this section is a proof that these intuitive notions 
are valid. 
Nodes admitted to H in steps EA2 through EA5 are called “inter- 
mediate.” Let Ho = T, and for i > 0 let Hi be the set H just after the ith 
intermediate node is admitted. Since intermediate nodes are admitted one 
at a time and never removed, H, c H, c . . . c H,, where N is the number 
of intermediate nodes. Since the terminal step EA6 is encountered if 
EA2-EA5 all fail to admit a node, EA will clearly terminate after a finite 
number of steps. Let the subscript on H be called “time,” with all terminal 
nodes being admitted at time 0. 
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LEMMA 1. If intermediate node x is admitted at time i, then Wx and o*x 
are never changed at later times, and furthermore at time i or later the nodes 
of the sequence s(x, a*) all have value Wx and get progressively older until 
finally the sequence terminates with a node admitted at time 0. 
The proof of Lemma 1 is omitted, as is the proof of Lemma 2. Lemmas 
2 and 3 are not directly associated with EA, but will be useful in the sequel. 
LEMMA 2. Let a be stationary and let ~7 be a possibly nonstationary 
strategy pair that chooses successor nodes according to a on or after the first 
occurrence of some node z. If z occurs in s(z’, c?), then ZZ(z’, 5) = l7(z, a). 
LEMMA 3. Let aI be stationary and suppose Il(z, a,, a2) 2 c for all az. 
If z occurs in s(z’, a’,, a;), where a; is a stationary strategy that agrees with 
a1 at z and at all nodes following z in the sequence, then I7(z’, a;, a;) 2 c. 
Similarly, tf a2 is stationary, if l7(z, a,, a?) 6 c for all a,, and tf z occurs in 
the sequence s(z’, a’,, a;), where a; is a stationary strategy that agrees with 
a2 at z and at all nodes following z in the sequence, then I7(z’, a’, , a;) < c. 
Proof We prove only the > case. Since z occurs in s(z’, a’, , a;), there 
is a strategy a1 for which Z7(z’, a;, a;) = n(z, a,, a2). Formally, if S is the 
part of s(z’, a’, , a;) preceding z, and if h is an arbitrary sequence of nodes, 
then the node chosen by a2 when h is given is the same as the node chosen 
by a; when (S, h) is given. But Z7(z, ar, a*) 3 c by assumption, so the 
lemma is proved in the > case. The proof of the < case is similar. [ 
DEFINITION. Given a subset H of the nodes of DG, (a*, W) is an 
H-solution if a* maps H into H and if 
(al) If XE HS, and if H’I’x # 0, then Wx> 0. Furthermore, if Q, 
and (y, z) are defined as in EA4 and if Q, # 0, then Wx 3 Wz. 
(bl) n(x, a:, a2) > Wx for all x E H and all az. 
(a2) If x E HS, and if H”Tx # 0, then Wx < 0. Furthermore, if Q2 
and (y, z) are defined as in EA5 and if Qz # 0, then Wx Q Wz. 
(b2) n(x, ar, a:)< Wx for all xE H and all al. 
Theorems 1 and 2 below show that (a*, W) is after every step of EA an 
H-solution. Since (al) and (a2) are vacuous when H is the set of all nodes, 
an H-solution when H is the set of all nodes is also a solution of DG in 
Everett’s sense, with U(x, a*) being Wx. 
LEMMA 4. Zf (a*, W) is an H-solution, then 
ZZ(x, a*)= Wx for XE H. 
Proof Z7(x, a*)> Wx by (bl), and ZZ(x, a*)< Wx by (b2). a 
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THEOREM 1. Zf H is the set H, defined earlier, then H, has properties 
(al) and (a2)for O<ndN. 
Proof for property (al). Let (T* and W be as defined at the termination 
of EA. Consider an arbitrary node x E H,S,. If x E T, then the proof is 
trivial because TX = 0. Otherwise x must be an intermediate node with age 
i, where 1< i<n. By the premise of (al), 0 # HiTxc Hffx, so x can 
only have been admitted in EA4, and Wx > 0. Let (y, z) be as defined in 
EA4 with H = H,. We must show that Wx > Wz. 
Refer to Fig. 1, where solid lines show 0 * transitions and dashed lines 
show other transitions. If Wz GO, the proof is trivial, so assume Wz > 0. 
Let u1 be the last element of the sequence (y, s(z, a*)) that is not in Hi; u, 
is well defined because y is not in Hi but by Lemma 1 the sequence 
necessarily ends at a terminal node. If u, E S,, then WcrTu, was compared 
with WoTx when x was admitted, and therefore wx= wa:x3 
Wo$, = Wz (again by Lemma 1). This is the desired conclusion, except 
that it is possible that ur E S,. 
If u1 E S,, let m be the time when U, was admitted, with i < m <n. We 
cannot have TM, c Hi because in that case u1 would have been admitted 
before x in step EA3. On the other hand Tu, c H,_ 1 because U, can only 
have been admitted in step EA3 (recall ur E S, and Wu, = Wz > 0). There- 
fore there is some node y, such that y, E HfH,- r Tu,. Furthermore, 
Wy, > Wu, because EA3 selects a successor with small value. Let u2 with 
age 1 be the last node in sequence s( y,, a*) that is not in Hi. If U*E S,, 
define y2, u3, etc., in the same manner until finally uk E S,; since 
m>l> ... , there must be such a uk. Then Wz = Wu, 6 Wu, 6 . . . < 
Wu, 6 Wx. This completes the proof of Theorem 1 for property (al). The 
proof for property (a2) is similar. 1 
We have now established that properties (al) and (a2) are preserved by 
every step of EA except for EA6. Since these properties are also preserved 
FIG. 1. Illustrating the case k = 2 in Theorem 1. 
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(vacuously) by EA6, and since it is trivial to show that (bl) and (b2) are 
true at the end of EAl, the only remaining task is to prove that (bl) and 
(b2) are preserved by steps EA2 through EA6. Since the following proof is 
inductive, the truth of (bl) and (b2) is assumed in the process of proving 
that (bl’) and (b2’) are true, where the superscript refers to propositions 
at the end of whichever EA step is being considered. Likewise O* refers to 
a strategy at the beginning of a step, and CJ’ to the modified strategy at the 
end. For an arbitrary strategy G and arbitrary node x, ox is the strategy of 
following c until the first occurrence of x, then (T* at x and after. 
THEOREM 2. Properties (bl ) and (b2) are preserved in steps EA2 through 
EA6. 
Prooj The proofs for EA3 and EA5 are omitted, being similar to the 
proofs for EA2 and EA4. The notation extends that used in describing EA. 
(bl) is preserved by EA2. The proof is trivial if H is not augmented, 
so suppose that H is augmented by y. Let z’ = o:y. We first establish that 
y cannot occur in the sequence s(z, a;, az) for any (TV when Wz’ < Wz. 
Suppose the contrary. Then y also occurs in the sequence s(z, a’, , a;), and 
therefore z’ in the sequence s(z, a:, a:). By Lemmas 2 and 4, 
H(z, a:, a;) = H(z’, a*) = Wz’. (1) 
Since z E H and Wz’ < Wz, this contradicts (bl), thus establishing the 
absence of y from s(z, rr;, aI). Suppose now that z occurs in the sequence 
s(x, o;, CJ~). Then a; and a: agree at z and all following nodes. This is true 
when Wz’ < Wz because none of those nodes can be y. It is also true when 
Wz = Wz’ (the only other possibility) because a; = a: in that case. This 
agreement is one of the premises of Lemma 3 as applied below. 
Since z occurs in s( y, o;, CJJ, and since (bl ) holds at z E H, all premises 
of Lemma 3 are satisfied and n( y, a;, CJ*) 3 Wz = Wy for all c2. It remains 
to show that Z7(x, a;, (T*) > Wx for x E H and all c2. This is trivial unless 
y occurs in the sequence s(x, 0;) a,); so suppose it does. Since z follows y 
in the sequence, the premises of Lemma 3 are again satisfied and 
H(x, CT;, fJ2) > wz. (2) 
But by (bl) and Lemmas 2 and 4, we also have 
wx d H(x, of, 0;) = H(z’, a*) = Wz’. (3) 
Since Wz 2 Wz’, (2) and (3) imply n(x, o;, 02) >, Wx, thus establishing 
(bl’). 
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(bl) is preserved hy EA4. The proof is trivial if H is not augmented. 
Otherwise, suppose that y occurs in s(z, a;, az). Then y also occurs in 
s(z, a:, (T*). Let u be the node in this sequence preceding the first node in 
H“, well defined because z E H and y E H’. Since a: maps H into H, 
u E HS,. Since H”Tu # 0, Wu < 0 by (a2). But 
mz, a:, 0;) = Lqu, a*) = wu, (4) 
by Lemmas 2 and 4, and ZZ(z, of, a;)3 Wz by (bl). Since Wz>O in step 
EA4, the ensuing contradiction shows that y cannot occur in the sequence 
s(z, a;, (TV) for any rs2. The rest of the proof is as in the proof that (bl) is 
preserved by EA2. 
(bl) is preserved by EA6. Suppose first that x E H. If the sequence 
s(x, a;, crz) lies entirely in H, then n(x, a;, az) = ZZ(x, G:, c2) 3 Wx by 
(bl); so suppose the contrary. There are two possibilities: If Wx 2 0, let y 
be the first node in H’ and z the node preceding y. Then z E HS,, since a’, 
maps H into H. Since H’Tz # 0, Wz < 0 by (a2). But 
WX<l7(x,a~,af)=l7(z,a*)= Wz (5) 
by (bl) and Lemmas 2 and 4. Since Wz is negative, the contradiction 
establishes bl’ for the case where Wx>O. We must still show that 
n(x, a;, a*) > Wx when Wx <O. This is trivial if s(x, a;, a*) has no last 
node in H’, since the payoff is 0 in that case, so let y be the last node in 
H’ and z the following node. Since a; maps H” into H’, y E H’S,. Since 
EA6 is not employed unless EA5 has failed, Wz > 0. We have already 
shown that Z7(z, a;, a*) Z Wz for all az, so Z7(x, a;, a2) >, Wz by Lemma 3. 
Since Wz 2 0 and Wx < 0, the proof that n(x, a’,, az) Z Wx for XE H is 
complete. 
The proof that Z7(x, a;, a*) 2 0 for all a2 when x E H” is identical to the 
case Wx < 0 considered above, so (bl ‘) is established. 
(b2) is preserved by EA2. Since player 2’s strategy is not modified in 
EA2, it is only necessary to show that Z7( y, ai, a:) < Wy. Since ry c H in 
EA2, a, y E H for all ai. Therefore Z7(a, y, Z,, a:) < Wa, y for all (?i by 
(b2), and hence Z7(y, ai, a:) < Wa, y by Lemma 3. But Wa, y < Wz = Wy 
by construction, so (b2’) is established. 
(b2) is preserved by EA4. Assume Qi # 0, since otherwise the proof 
is trivial. Let y and z be as in EA4, let x be an arbitrary node in H, and 
let a1 be an arbitrary strategy for player 1 (see Fig. 2, which shows part of 
s(x, ai, a;)). If the nodes of s(x, ai, a;) are all in H, then (b2’) follows 
from (b2) because a; is identical to a: on H. Therefore let u be the node 
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X 
FIG. 2. .x(x, nlr c;) in Theorem 2. 
preceding the first node of H’; necessarily UE S, because 0; maps H 
into H. By (b2) and Lemmas 2 and 4, 
wx z H(x, a;, 02*) = H(u, a*) = wu. (6) 
Since H’Tu # 12/, Wu > 0 by (al). Wx is therefore positive, and b2’ holds 
if the sequence s(x, 0,) a;) has no last node in H”. Therefore, let y’ be the 
last node in H” and z’ the node that follows y’. Necessarily y’ E S, because 
a; maps Hc into H ‘. Since ( y’, z’) E Q, , Wz’ < Wz, and by (al ) Wz < Wu. 
Since a; agrees with 0: for nodes in H, and since ZZ(z’, ol, 0;) 6 Wz’ by 
(b2), it follows from Lemma 3 that Z7(x, gl, cr;)< Wz’. Since Wz’6 Wz< 
Wu < Wx, (b2’) is established for all x E H. 
To complete the proof, it is required to show 17(y, (T, , a;) d Wy for all 
0,. Since Wy = Wz and Wz > 0, this is trivial unless s(y, or, a;) has some 
last node in H’, in which case define (y’, z’) as above. Then 
my, 01, a;) < Wz’ by (b2) and Lemma 3. Since Wz’ d Wz, this completes 
the proof. 
(b2) is preserved by EA6. The proof is similar to the proof that (bl ) 
is preserved by EA6. 
This completes the proof of Theorem 2. m 
AN EXAMPLE. Figure 3 shows the solution of a DG game with 18 
nodes. Squares represent moves for the maximizer, and circles for the mini- 
mizer. All arcs are oriented toward the right except for the two that are 
curved, which are oriented to the left. The terminal nodes are marked with 
numbers that indicate the payoff. The five nonterminal nodes from which 
the value is nonzero have letter labels to indicate the order of computation. 
EA2 applies to node b, EA3 applies to nodes a, c, and e, and EA4 applies 
to node d. EA6 applies to the other four nodes, which are the last nodes 
to enter H and the ones from which optimal play is nonterminating. 
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FIG. 3. Diagram and solution of a DG game. 
3. COMPUTATIONAL CONSIDERATIONS 
A bound on the computational effort required for a DG game with n 
nodes can be obtained by first observing that the essential operation in 
applying intermediate steps EA2-EA5 is that of comparing two values, one 
of which has a node index. Let h be the number of nodes in the solved set 
H. A straightforward implementation of the DG Theorem would involve a 
loop in which h is incremented by one in every cycle until EA6 arises. In 
the worst case, one would have to do a comparison for every pair (x, v) 
where XE H and ye H’, a total of h(n - h) comparisons when the loop 
index is h. Summing on h, we obtain a bound of xi=, h(n -h) com- 
parisons, which is approximately SE=0 h(n - h) dh = n3/6. The amount of 
effort involved is therefore no worse than cubic in the number of nodes. 
The worst case analysis above makes plausible the hypothesis that 
average difficulty of solution is cubic in the number of nodes, but the 
connectedness of the underlying graph is an important consideration in 
averaging. There is only one fully connected n-node network. The corre- 
sponding DG game has no terminal nodes, and is quickly solved by the 
algorithm because EA6 arises immediately. Any completely unconnected 
game is also trivial, so “interesting” games must have an intermediate 
.amount of connectedness. In order to test whether the average performance 
of the algorithm is indeed cubic in the number of nodes, the following 
scheme was therefore adopted for generating less-than-fully connected games: 
Step 1) An even number of nodes are numbered from 1 to n. 
Step 2) For each even node x, TX is constructed by 
including each odd node with probability p, and 
similarly TX consists of even nodes is x is odd. 
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Step 3) If TX consists of 0 or 1 node, x is 
declared to be terminal and assigned a value 
x - 5 - n/2. Otherwise, even nodes are moves for 
player 1 and odd nodes are moves for player 2. 
A FORTRAN77 implementation of the algorithm was written, and 
initial experiments were carried out with p = 0.2. The order of difficulty of 
this class turns out to be considerably smaller than cubic. The reason for 
the ease of solution is that EA6 arises quickly in the calculation, albeit not 
as quickly as in the fully connected case. In fact, as long as the number of 
branches per node grows linearly with n, large games tend to be charac- 
terized by optimal play continuing forever from all nodes from which no 
favorable payoff is immediately available. Games in this class are not very 
interesting, and therefore neither is the performance of the algorithm in 
solving them. 
In an attempt to find a more interesting class of games while still 
preserving the simplicity of the scheme, p was next set to be 2k/n, with k 
a parameter. This has the effect that the average number of successors per 
node at the end of Step 2 is k, regardless of n. Even when the number of 
successors is controlled in this manner, however, the phenomenon noted 
earlier persists if k is too large (10, say). On the other hand, making k too 
small results in games that end very quickly. The best value of k for pur- 
poses of generating “interesting” games seems to be about 3. When k is 3, 
optimal play beginning from most nodes tends to require a reasonably 
large but still finite number of choices before a terminal node is reached. 
For such games, and for 50 6 n d 300, the order of difftculty is 
approximately quadratic rather than cubic. This is a reasonable result in 
view of the fact that the number of branches per node does not grow with 
problem size for the reasons described above. Table I shows the average 
number of floating point comparisons required to solve a DG game with 
TABLE I 
Average Comparisons for 
a Game with n Nodes 
Nodes Comparisons 
50 710+ 82 
100 3006+ 255 
150 7471 k 462 
200 10485+ 962 
250 19048 + 1085 
300 25972 + 1866 
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n nedes. Twenty games were solved for each value of n; results are quoted 
as p f c, where Q is the sample standard deviation divided by $6. 
The fact that interesting games are so hard to generate by connecting 
nodes at random is itself worthy of comment. Presumably the reason is 
that the technique does not in any sense limit the effect of a single move, 
a feature that is an important part of most familiar games. In Chess, for 
example, a single move can change the position of only one or two pieces, 
rather than resulting in a completely different board configuration. This 
limitation on the effect of a single move permits Chess to have a rich solu- 
tion of choices at each move, and simultaneously a long sequence of moves 
in expert play. When nodes are simply connected at random, it becomes 
extremely unlikely (not impossible, but one is reminded of waiting for 
monkeys to type “Macbeth”) that a game with those properties will appear. 
Topological considerations are apparently an important consideration in 
creating games, rather than merely an artifact of the historical process that 
has generated most games as abstract models of competitive situations 
where a “move” corresponds to the passage of a small amount of time. 
We have argued that DG games permit a parsimonious representation of 
a game such as Chess. It is clear that even a parsimonious representation 
and a polynomial time algorithm will not help much in solving games as 
complicated as the archtype; without taking advantage of symmetry, even 
the representation of Tic-Tat-Toe as a DG game would be a significant 
undertaking. The French Military Game (Gardner [5], Lucas [9]) comes 
to mind as an example of a nontrivial parlor game solvable as a practical 
matter using the algorithm outlined above. The principal difficulty in 
solving that game would be in representing it as a graph, rather than in 
making the ensuing calculations. 
4. DISCOUNTING 
Suppose that the payoff for nonterminating games is zero, as before, but 
that the payoff in a game that terminates at x after m moves is /P’Fx. Such 
a game is still solvable for 0 < /I < 1; EA needs to be modified only in that 
the Wy c Wz statements in EA2-EA5 need to be changed to Wy c p Wz. 
The existence of optimal stationary strategies in this case is guaranteed by 
Shapley’s [ 1 l] theorem on Stochastic games. The discounting device can 
be useful even in undiscounted games. If player 1 has several optimal 
strategies leading to the same positive terminal payoff, for example, he will 
achieve that result as quickly as possible if a small amount of discounting 
is introduced. 
If p > 1, the possibility of an unbounded payoff must be considered. 
Baston [ 1 ] has proposed a method for partitioning the nodes of such a 
game to include a class for which the payoff is unbounded. 
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5. RANDOM MOVES 
There is no conceptual difficulty in introducing random moves into 
graphical games. If finite, such games are still Recursive games, and there- 
fore still have solutions with stationary strategies. However, the inclusion 
of random moves seems to complicate the solution procedure in an essen- 
tial manner; there is apparently no feature to exploit that is not already 
present in Recursive games. This is the reason for excluding the possibility 
of random moves in DG games. There are thus two classes of graphical 
games for which a simple solution technique is available, DG games being 
one and finite tree games (possibly with random moves) being the other. 
Backgammon is an example of a game that lies in neither class. 
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