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Abstract
Within this thesis, characteristics of the turbulent exchange within the urban boundary layer, as
well as long-term trends and tendencies of the carbon dioxide ﬂux (FC ) and concentration (ρC )
are presented. Prevailing transport processes, the transfer and transport eﬃciencies of the
turbulent exchange of momentum, heat, CO2 and H2O and the importance of coherent
turbulent motions within the urban boundary layer are studied by applying the quadrant
analysis technique. The behavior of FC and ρC in the urban environment is investigated on
daily, seasonal, and inter-annual scales as well as in comparison to regional background
concentration records of the atmospheric CO2 concentration.
The dependence of the passive scalars CO2 and H2O on atmospheric stability (ζ) diﬀers distinctly
in comparison to momentum and heat. The vertical ﬂuxes of momentum (τ ) and heat (QH ) are
actively generating mechanically and buoyantly driven turbulence, respectively. Due to the
strong coupling between τ , QH and ζ, each stability class is characterized by a distinctive
turbulence regime. In contrast, the turbulent exchange of CO2 and H2O is not primarily
controlled by the existence of transporting eddies, but also heavily inﬂuenced by the activity and
the composition of the corresponding scalar sources (e.g. traﬃc, heating etc.) and thus, the
heterogeneity of the local surrounding. Models represent the transfer eﬃciencies of momentum
and heat accurately while the prediction for CO2 and H2O mostly fails. Other factors, like the
interplay between the activity of sources and sinks are more important and accordingly, the
transfer eﬃciency of CO2 can be consulted to identify times or wind sectors where the
source/sink regime is altered by e.g. photosynthetic activity. The inter-comparison of the
transport characteristics of heat, CO2 and H2O leads to the assumption of scalar dissimilarity. By
applying the quadrant analysis framework to the long-term time series, dominant turbulent
structures responsible for eﬃcient vertical exchange, i.e. coherent structures, can be identiﬁed.
The length of the time series allows to extend the analysis to the stable range, which usually
rarely occurs in urban areas.
The variability of local urban ρC is investigated in comparison to regional background
concentration records. While patterns on daily and seasonal scales are similar, the vicinity to the
ground sources of the local measurements leads to a stronger sensitivity to changes on small
temporal scales. The height above ground of the background concentration measurements and
thus the larger distance from the ground sources results in a phase shift of up to three months
compared to the local seasonal course of ρC . While ρC in the urban area is also clearly elevated
by 10 ppm on average, the behavior of ρC in the urban environment reveals good consistency
with background concentration measurements in terms of seasonality and long-term trend. The
calculated local linear trend for the time period between 2005 and 2014 is around 2 ppmy−1,
which also coincides well with the global average trend.
The coupling between FC and anthropogenic activity in the urban area is apparent from
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considerable diﬀerences in weekday and weekend ﬂuxes, the diurnal cycle as a result of traﬃc
volume or the seasonality caused by additional heating activity in wintertime. The variability of
FC scales with the source activity and a long-term decrease of FC around 5% is observed
locally as a result of a decrease in traﬃc activity during the investigation period. However,
variabilities on all temporal scales are clearly larger than the observed long-term tendencies. For
the investigation of FC in the heterogeneous urban environment an appropriate weighting
between individual wind sectors is shown to be necessary due to the unequal frequency
distribution of wind directions. The application of a reﬁned methodology for the calculation of
horizontally averaged ﬂuxes of CO2 signiﬁcantly improves the representativity of the data for the
investigation area and also enhances the comparability of the data to results from other studies.
The length of the current dataset allows to estimate the signiﬁcance of the observed long-term
behavior. While up to six years are potentially needed to calculate a signiﬁcant inter-annual trend
of ρC , statistics of FC still beneﬁt from even longer data records due to the larger variability. This
gives evidence, that long-term time series of urban CO2 can help to add valuable knowledge to
the current understanding of the urban ecosystem and its role in the global carbon balance.
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CHAPTER 1
Introduction
1.1 Preface
When looking at the day side of the Earth’s surface from the orbit of the international space
station, surprisingly little evidence of human live remains visible to the eye. Only large urban
areas may be localized as grayish islands within the endless green-brown cover of the continents.
However, the picture changes when the planet reveals its night side and human settlements start
to pop up as a complex network of strings of lights all over the Earth. The nocturnal view nicely
illustrates the role of cities as hot spots of anthropogenic activity by providing home to more
than half of human population but yet covering only around 1% of the Earth’s surface. The fact,
that millions of people are concentrated on such a small area, raises a complex socio-economic
scenario, within which vast ﬂows of goods and energy are necessary to meet the requirements
of the whole system. This leads to an unique environmental system sometimes referred to as
the "urban metabolism" [Wolman, 1965]. Their large spatial extension, the modulated surface
properties, the patchy composition of many diﬀerent materials, the complex three dimensional
structure aswell as the abnormal consumption of energy and emission of air pollutants gives cities
an unique climate which is distinctively diﬀerent from the rural surrounding.
Urban climatology is a research ﬁeld which focuses on the interactions between urban surfaces
and the overlaying atmosphere. Many meteorological facets like the emission and dispersion of
air pollutants, the energy and water balance or the urban heat island eﬀect and their inﬂuence
on the human welfare are studied. From todays perspective urban air pollution became a major
topic for the ﬁrst time during the Industrial Revolution in the eighteenth and nineteenth century,
when the rapid growth of industrial and domestic wood and coal burning led to a dirty
atmosphere ﬁlled with smoke. It was during this time, when the urban climate was ﬁrst studied
scientiﬁcally by Luke Howard who presented his results in the famous publication entitled "The
Climate of London" [Howard, 1818, 1820]. With simple measurements of the air temperature he
has been able to quantify and explain the anomalous warmth of the urban atmosphere, which is
known today as the urban heat island. His ﬁndings, which he later presented in a more extended
version [Howard, 1833], are nowadays seen as the foundation stone for the evolution of
research on the urban climate and environment. Despite advances in meteorological survey and
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measurement techniques in the nineteenth century, it took until the end of World War II when
research on the local urban climate received a new boost. In the second half of the twentieth
century descriptive models were more and more accompanied by numerical simulations - made
possible by the increasingly available computer technology. But it was not before the 1980s
when researchers started to apply micro-meteorological measurement techniques to cities in
order to reliably characterize the urban energy balance with in-situ experiments. In the 1990s
the applicability of the eddy covariance method over the complex and heterogeneous urban
landscape could be demonstrated [e.g. Roth and Oke, 1993; Roth, 1993; Schmid, 1994]. This can
be seen as an important mile stone for the development of experimental urban
micro-meteorology, because it became possible to investigate turbulent transport processes not
only from wind tunnel studies but from real experimental setups. Large research campaigns like
the Basel Urban Boundary Layer Experiment (BUBBLE) in Basel, Switzerland [Rotach et al., 2005]
helped to develop a valuable database of parameterizations and a solid understanding of the
urban system in general. This is important for the development and validation of local urban
models, as well as global climate models.
Due to the extremely fast development of computational power during the last decade, it
became now possible to model complex turbulence structures and exchange processes with
high temporal and spatial resolution with no need for sophisticated experimental setup. This
might be one of the reasons why results from urban modeling studies prevail during the last
decade and the experimental urban climatology is still under-developed compared to the
current state of micro-meteorology in general. Together with the demanding logistical and
technical requirements of an urban micro-meteorological site, this leads to a comparatively
sparse availability of long-term measurements above representative urban areas. Thus, it is
desirable to increase the availability of datasets from cities and to develop advanced
methodologies for the interpretation of data above the complex urban landscape.
At the same time, there is an increasing interest in meteorological information from cities in
general. For example the investigation of the exchange processes in the urban atmosphere is not
only of interest for natural scientists, but also helps to improve research on public health,
sustainable development or even the decision and policy making of local authorities. On the one
side the data might indicate hot spots of need for action and on the other side it additionally
provides the possibility to validate the actions of city developers or to proof the impacts of
political decisions. The fact, that the Intergovernmental Panel on Climate Change (IPCC)
announced to give cities a special focus in its work program towards 2028 is a clear signal, that
more attention should be payed on research about the manifold facets of the urban ecosystem.
This can be seen as a great opportunity to signiﬁcantly increase evidence on the impact of urban
areas on the global climate change scenario.
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1.2 Aims and Objectives
The focus of this thesis was to analyze the turbulent exchange of carbon dioxide in a complex
urban environment from long-term eddy covariance measurements. The investigation can be
split in two thematic research areas:
(a) Turbulent exchange processes and transport mechanisms
The instrumentation and computational power to perform ﬁeld experiments on turbulent
exchange processes within the planetary boundary layer became available in the second
half of the twentieth century and ﬁrst comprehensive studies within urban areas only
started in the last decade of the previous millennium. While the applicability and partial
validity of the eddy covariance method could be proofed within the urban boundary layer,
the transport mechanisms and turbulent processes leading to the average eddy
covariance ﬂuxes are not yet studied conclusively. The length of the current dataset used
in this thesis provides a solid database, covering the entire stability range. This enables
the generation of valuable information for the understanding of turbulent exchange
processes on diﬀerent temporal and spatial scales. By applying the quadrant analysis
framework, information about prevailing turbulent structures, the importance of speciﬁc
temporal scales and the inﬂuence of coherent turbulent motions is acquired.
(b) Long-term tendencies and variabilities of carbon dioxide ﬂux and concentration
While during the last decade many studies have been published which focus on the
determination of controlling factors of carbon dioxide ﬂuxes or the spatial heterogeneity
of the source/sink pattern, only few investigations cover a suﬃcient period of time to
generate signiﬁcant results concerning the long-term behavior of urban carbon dioxide.
Many time series of carbon dioxide ﬂuxes cover at most a couple of years or are
incomplete and not continuous. However, given the large variability within the urban area
e.g. changes in traﬃc volume, population increase or the construction of new buildings,
many years of data are necessary to create a complete picture of the urban system.
Otherwise the results are only valid for a short snapshot and the comparability between
studies is not given. Even for the concentration of carbon dioxide, which is monitored
widely, comparative results from cities occur in a much smaller number in contrast to
natural environments. The current dataset allows to gain increased knowledge about
long-term trends and variabilities of both carbon dioxide ﬂuxes and carbon dioxide
concentration in urban areas.
Both topics are not yet studied extensively in cities due to a lack of suﬃcient data to provide
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solid analysis. The dataset processed within this thesis (2004-2016) is one of the longest
continuous eddy covariance time series available that has been reported in literature for an
urban area. The investigation of each topic led to a peer-reviewed publication in a scientiﬁc
journal which are presented in section 3 - P1 and section 5 - P2. Both studies are accompanied by
additional results and explanations. Supplementary, the processing of the current dataset
helped to provide substantial information for three more scientiﬁc publications where the
author of this thesis is listed as a co-author. These articles are appended separately in the
appendix of this thesis (section A).
1.3 The Urban Boundary Layer
1.3.1 Vertical Structure
The Earth’s atmosphere forms a layer around the globe with a thickness of several hundred
kilometers, which is around 10% of the Earth’s radius. Interaction between the atmosphere and
the surface however, takes mostly place within the lowest 10–15 km known as the troposphere.
While the vertical extension of the troposphere is modulated by variation of the solar input at
the surface with season and latitude, the direct inﬂuence of the ground is restricted to the
lowest ∼100–1000m over time periods of one day or less. In analogy to ﬂuid mechanics, this
thin layer next to the bounding surface is deﬁned as the planetary boundary layer (PBL) [Oke,
1987]. Over the course of a day, the height of the PBL varies signiﬁcantly. The generation of
convective motions leads to an upward transport of heat and to an extension of the PBL height
up to 1–2 km. After sunset, the surface loses energy by thermal radiation, which leads to a rapid
cooling of the ground and successively the overlaying air layer. Soon, the surface becomes
cooler than the air and the stable stratiﬁcation prevents high reaching vertical motions. As a
result, the vertical extension of the PBL often shrinks to a height in the order of magnitude of
Urban Plume
Free Atmosphere
Mesoscale Wind
Rural Boundary Layer Rural Boundary LayerUrban Boundary Layer
PBL ML
SL
ISL
RSL UCL
TZ
Figure 1.1. Schematic illustration of the urban boundary layer (UBL). PBL: planetary boundary layer, RSL:
roughness sublayer, ISL, inertial sublayer, SL: surface layer, ML: mixed layer, UCL: urban canopy layer, TZ:
transition zone [adapted from Oke, 2006; Feigenwinter et al., 2012].
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100m. Synoptic events and local surface characteristics (e.g. mountains or water) may also
inﬂuence the shape of the PBL.
In close vicinity to the ground, the PBL is strongly inﬂuenced by local surface properties. Due to
the high friction, the vertical transport within the lowest few millimeters, known as the laminar
sublayer, takes exclusively place by molecular diﬀusion. The strong inﬂuence of surface friction
vanishes steadily with increasing height and a roughness sublayer (RSL) is distinguished up to a
height zr of 1–3 times the average height of the roughness elements zh. The RSL is embraced by
the (turbulent) surface layer (SL), which is characterized by small-scale turbulence which reaches
a thickness of 50–100m with time scales of less than 30–60min.
The urban boundary layer (UBL) (Fig. 1.1) follows the basic concept of a PBL but adds some
additional features [Oke et al., 2017]. In analogy to the PBL over plant canopies, commonly an
urban canopy layer (UCL) is deﬁned, which extends up to zh, i.e. the average height of the
buildings. Below zh the air is often decoupled from the layers above and within street canyons
complex micro-climates form and can have signiﬁcant inﬂuence on the way energy and mass is
transferred horizontally and vertically. The overlaying RSL is then followed by an inertial
sublayer (ISL) which starts at a height of approximately 1–3 times the average building height zh.
Within the ISL, ﬂuxes are nearly constant with height (also constant ﬂux layer) and represent a
mixed signal from the individual surface elements with a representative footprint of several
hundred meters in upwind direction. This is sometimes also referred to as the blending height.
Further up within the mixed layer (ML), the ﬂuxes have a much larger footprint and atmospheric
properties are uniformly mixed. The top of the ML is usually capped by an inversion. At the city
border the transition zone (TZ) forms the intersection between the UCL and the rural PBL with
diﬀerent roughness characteristics and length scales.
In practice diﬀerentiation of sublayers is not always straightforward, especially in cities, where
the height of the roughness elements varies largely. Compared to natural canopies, the UCL
consists mostly of impermeable structures which do not form a continuous cover as can be
found in e.g. forests. Hence, the distance between buildings and their height (i.e. the sky view
factor) manipulates the UCL in a complex way. Furthermore, due to the generally heterogeneous
structural composition of a city, roughness characteristics around a station can vary largely with
wind direction.
1.3.2 Temporal and Spatial Scales
Processes in atmospheric sciences are traditionally divided into micro-scale (10−2–103 ), local
scale (102–5× 104 ), meso-scale (104–2× 105 ) and macro-scale (105–108 ) in terms of
horizontal extension (m) and duration (s) [Oke, 2006]. In Fig. 1.2 prevailing scales in the PBL are
depicted in conjunction with examples related to urban climate processes. For urban climate
studies only processes up to the meso-scale are of major relevance and an adapted
nomenclature suitable for the processes within the UBL is used, i.e. street scale (<102m),
5
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Micro
Local Makro
Meso
Figure 1.2 Temporal and spatial scales in urban
boundary layer meteorology [adapted from Oke,
2006]. 1: mechanical eddies shed by obstacles, 2:
cross-canyon vortex, 3: individual building wake,
4: chimney stack plume, 5: urban park breeze
circulation, 6: urban-rural breeze system / urban
heat island circulation, 7: uplift in city ’plume’, 8:
frame of relevant scales within current studies.
The shaded area represents the scales of classical
boundary-layer meteorology.
neighborhood scale (∼103m), city scale (∼104m), regional scale (∼105m) [Britter and Hanna,
2003]. The numbers stated in brackets, especially the order of magnitude for city scale, may
vary with the size of the investigated city and the numbers should be adapted correspondingly.
Street scale can be referred to processes that are observed within the UCL or the RSL and thus
very close to the surface. Neighborhood scale processes represent a mixed signal from a larger
area of hundreds of meters. This is primarily the scale which is covered by the footprint (source
area) of ground based measurements carried out within the ISL and the denotation "footprint
scale" is often used synonymously. The city scale embraces all processes within the area of a city
and thus, summarizes the overall impact of a city on the PBL. Finally, the regional scale connects
the city to its surrounding and the larger synoptic processes and describes e.g. the general
meteorological situation in terms of wind systems or climate characteristics.
Spatial and temporal scales are often interconnected linearly as demonstrated in Fig. 1.2, but this
direct relation ismostly one-sided. While processes happening on small spatial e.g. micro or street
scale can be subject to variation over the course of days, month or even years, processes on large
spatial scales are rarely changing faster than their corresponding temporal order ofmagnitude. As
such, groundbasedobservationswith relatively small spatial scales of interest canbeneﬁt largely if
the observations are carried out over amuch longer temporal scale, i.e. long-termmeasurements.
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Figure 1.3. LANDSAT 8 pseudo true-color composite based on channels 4, 3 & 2 (RGB) dated from 30 August
2015 at 10:16 UTC. The red box indicates the location of Basel at 47.561 73 °N / 7.580 49 °E (393 218.17N /
5 268 566.51 E, UTM 32U) [U.S. Geological Survey, 2017].
1.4 Investigation Area
Basel is a central European city located in northern Switzerland at the border triangle of
Germany, France and Switzerland also known as the "Rhine’s knee". Geographically Basel is
separated from the rest of Switzerland to the south by the Jura mountains with a height of up to
1000m a.s.l., whereas the city itself lies at approximately 270m a.s.l. and marks the southern
end of the Upper Rhine Rift Valley (overview in Fig. 1.3). On a synoptic scale, Basel lies within the
west wind drift of the northern mid-latitudes. Due to the considerable distance from the Atlantic
ocean of around 1000 km towards the center of the European continent, the local climate shows
alternately characteristics of oceanic and continental climate conditions and can be speciﬁed as
a Cf_b-climate according to the Köppen classiﬁcation (comp. Fig 1.5). Currently, the canton of
Basel is home to around 198 000 inhabitants, whereas approximately 176 000 people are living
within the city of Basel. The city itself covers an area of 2389m2 which is 64.8% of the area
covered by the canton of Basel (3698m2). This results in a population density of 7380 pop km−2
within the city boundaries and 5360 pop km−2 within the entire canton, respectively.
Research on urban climatology at the University of Basel is conducted by the Meteorology,
Climatology and Remote Sensing (MCR) Lab by (i) analyzing satellite imagery, by (ii) developing
and applying numerical models as well as by (iii) ground-based ﬁeld measurements with
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Figure 1.4. Aerial image (3.7 km× 3.2 km) dated from April 2015. The red box indicates the location of BKLI
at 47.561 73 °N / 7.580 49 °E (2 610 677N, 1 267 900 E, LV95) and the blue box indicates the location of
BAES at 47.551 30 °N / 7.595 57 °E (2 611 814N, 1 266 743 E, LV95) [Geodaten Kanton Basel-Stadt, 2017].
micro-meteorological equipment. While all three perspectives provide an unique approach to
research questions related to urban climatology, in-situ measurements are probably closest to
the ongoing micro-meteorological processes within the investigation area and are inevitable for
the basic understanding of the ecosystem as well as for validation purposes of models or
inventory approaches. The unique structural composition as well as the complex combination of
chemical and biological processes confront researchers with a sophisticated challenge when it
comes to the sensor placement. As for many investigation areas an optimal compromise
between the conﬂicting priorities of theoretical, technical, logistical and scientiﬁc requirements
needs to be found [Munger et al., 2012]. Since the MCR-Lab has moved to the current location
at the Basel Klingelbergstrasse (BKLI) in 2003, the heart of the micro-meteorological
measurements is an 18m tall tower construction mounted to the rooftop of the new MCR-Lab
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A1: Gill HS-50 Ultrasonic Anemometer, A2: CSAT3 Ultrasonic Anemometer B: Sonic Electronics Box,
C: LI-7500 CO2/H2O Analyzer Sensor Head, D: LI-7500 Control Box, E: Aspirated Thermocouple,
F: HMP155 Humidity and Temperature Probe, G: THYGAN Thermohygrometer, H: WA15 Crossarm,
J: WAA151 Cup Anemometer, K: CNR1 Net Radiometer, L1: CR5000 Datalogger, L2: CR1000 Datalogger
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Figure 1.6. Side view (direction of view as indicated) of the institute building and the ﬂux tower at BKLI
(left) as well as of the "Turmhaus" at BAES. The indicated instrumentation represents the status by the end
of 2017.
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building at 20m above street level. The resulting total measurement height of 38m reaches into
the ISL and gives access to transport processes between surface and atmosphere on a
neighborhood scale. The assumption of a well deﬁned ISL is feasible, because the building
height for the larger area around BKLI is relatively constant around 15–20m and as a result, zr,
which marks the bottom level of the ISL, is expected to be around 25–30m (≈ 1.5 zh with
zh = 16.7m). For validation purposes and to gain more information about the spatial
heterogeneity of meteorological parameters across the city, a second ﬂux tower has been
equipped in 2009 1.6 km southeast at Basel Aeschenplatz (BAES). Next to a busy crossroad
where ﬁve major roads come together, the sensors are mounted to a pole on the top of a
tower-like building (Turmhaus) allowing for a total measurement height of 41m above street
level. At both stations CO2 mole fractions and ﬂuxes are measured by ultrasonic anemometers
combined with open-path CO2/H2O gas analyzers. To provide additional information about the
meteorological conditions, accompanying measurements of air temperature, relative humidity
and solar as well as terrestrial radiation are carried out at both stations. At BKLI proﬁles of wind
speed, air temperature and relative humidity as well as precipitation are measured additionally.
Figure 1.4 shows the location of the two ﬂux towers within the city of Basel, Fig. 1.6 provides a
side view of both measurements sites including measures and instrumentation and Fig. 1.7
presents some photographs of the BKLI tower. Further details about the structural composition
of the investigation area are available in sec. 5 - P2 or in Lietzke et al. [2015]. Within this thesis
primarily data from BKLI is used. The time series from BAES is taken as a reference to validate
the results and the applied methodologies.
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CHAPTER 2
Turbulent Transport in the Urban Boundary Layer
Research on turbulence can be traced back at least to Leonardo da Vinci who studied the velocity
streamlines of ﬂuids back in 1510. Aside a sketch of water pouring into a pond, he formulated the
words:
"Observe the motion of the surface of the water, which resembles that of hair, which
has two motions, of which one is caused by the weight of the hair, the other by the
direction of the curls; thus the water has eddying motions, one part of which is due
to the principal current, the other to the random and reverse motion"
Leonardo da Vinci (1510), Trans. Piomelli in Lumley [1992]
Seemingly, this is a metaphorical description of the theoretical concept devised later by Sir
Osborne Reynolds in 1895 known as the Reynolds decomposition
x(t) = x+ x(t)′, (2.1)
which separates an instantaneous value x(t) at time t into its average part
x =
1
N
N∑
t=1
x(t), (2.2)
representing the principal current and its turbulent part
x(t)′ = x(t)− x, (2.3)
representing the random motion.
While turbulence can nicely be observed when leaves on the ground get swirled by a wind gust
or smoke from an extinguished candle evolves from a thin line to complex ever-changing
patterns, experimental setups capable to deliver quantitative measures of the turbulence ﬁeld
have long not been available. In the early 20th Century, several physicists like Ludwig Prandtl, Ira
S. Bowen or Sir Geoﬀrey Ingram Taylor have made some major contributions to the concept of
estimating ﬂuxes of momentum, energy and mass by the ﬂux-gradient approach. The latter of
these three researchers also became famous for his hypothesis of "frozen turbulence", which is
commonly denoted as Taylor’s Hypothesis. The concept of the "frozen turbulence" is based
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upon the idea, that eddies of diﬀerent sizes are responsible for the vertical transport with their
up-welling and down-welling branches. The eddies are coupled in such a way, that smaller
eddies feed on the energy of the larger ones, which leads to a cascade of energy and a
continuous breakdown of eddies into smaller whirls until they dissipate due to increasing
viscosity. Over certain time scales - usually 30–60min for most PBL - the spectrum of eddies is
thought to be transported past the station without considerable changes in frequency
distribution, hence the term "frozen". As such, it is possible to determine the turbulent
transport on top of the main stream by just waiting long enough, which substitutes the much
more complex approach of having many measurements distributed all over the investigation
area but at just one speciﬁc moment in time. With this conceptual background about the nature
of turbulence the base for the eddy covariance (EC) method was given. Some early applications
of the EC method are reported by Scrase [1930] or Schmidt [1928] but the technical equipment
has not yet been capable of delivering the necessary high frequency data nor has there been
enough computing power to process the statistics. It was only around the 1950s when major
advances were made in the EC method by proceedings of e.g. Montgomery [1948], Swinbank
[1951] or Obukhov [1951]. During these times basic concepts and equations for sonic
anemometry were discussed by e.g. Barrett and Suomi [1949] or Schotland [1955] which made it
possible to derive ﬁrst results from ﬁeld campaigns like the O’Neill [Lettau, 1957] or later the
Kansas experiment [Businger et al., 1971]. Besides other ﬁeld campaigns, these datasets are
important sources of information and are still in use for atmospheric surface layer
parameterizations. With the availability of sonic anemometers the research ﬁeld of
micro-meteorology gained access to the fundamental transport processes within the PBL. While
at the beginning mainly proﬁle approaches were used to determine vertical transfer, towards
the end of the twentieth century the EC method became more and more the state of the art
technique for the calculation of turbulent ﬂuxes.
2.1 Eddy Covariance Method - Theory
The speed of an air ﬂow is generally expressed in units of meters per second, which describes the
average downstream velocity of all air particles. To establish a measure for the vertical transport
of any property of the air, the vertical wind speed w can simply be expressed as a volume ﬂux
densityQV by converting the units of w
w[
m
s
] = QV [
m3
m2s
]. (2.4)
By multiplyingQV by the density of air ρa one derives the mass ﬂux density of airQM
QM = wρa[
kg
m2s
]. (2.5)
Because the transport of any scalar property e of the air is related toQM a scalar ﬂux densityQe
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can be deﬁned as
Qe = wρae. (2.6)
Following the Taylor Hypothesis, which assumes conditions of temporal stationarity
de
dt
= 0 (2.7)
and horizontal homogeneity
de
dx
=
de
dy
= 0, (2.8)
an averaging operator can be applied toQe like
Qe = wρae. (2.9)
This is also known as frozen turbulence and means, that the transporting motion of the eddies is
much smaller than the mean ﬂow and the ﬁeld of turbulence is thus transported past the station
without changing considerably over the investigated period of time. Subsequently, the Reynolds
decomposition allows the separation of the averages in their mean value and their ﬂuctuating
part
Qe = wρae = (w + w
′) (ρa + ρ′a) (e+ e
′). (2.10)
By expanding the above equation and assuming that (i) mean values of ﬂuctuating parts are zero,
(ii) the air density is constant and thus ﬂuctuating parts of ρa are zero and (iii) the mean vertical
wind speed is zero over time, the ﬁnal scalar ﬂux density can be written like
Qe = ρaw′e′, (2.11)
where term w′e′ is the covariance of the variables w and e. Because the turbulent ﬂuctuation of
ρa is negligible the Reynolds decomposition is not applied to this term (also not to λL for QE).
This is the basic deﬁnition of the ECmethod which can then be applied to derive the sensible heat
ﬂux
QH = ρa cpw′θ′, (2.12)
the latent heat ﬂux
QE = ρa λLw′q′, (2.13)
the momentum ﬂux
τ = ρa u′w′, (2.14)
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or the carbon dioxide ﬂux
FC = ρaw′c′, (2.15)
where cp is the speciﬁc heat capacity at constant pressure, θ is the potential air temperature and
λL is the latent heat of vaporization [overview in Aubinet et al., 2012].
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double rotation
time lag compensation
WPL correction
linear detrending
spike removal
amplitude resolution
drop-outs
absolute limits
skewness & kurtosis
random uncertainty estim.
Finkelstein and Sims (2001)
low frequency correction
high pass filter
Moncrieff et al. (2004)
high frequency correction
low pass filter
Moncrieff et al. (1997)
quality flags
Mauder and Foken (2004)
rainfall events
maintenance work
application of quality flags
corrected raw
data files for e.g.
quadrant analysis
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statistics &
final fluxes
wind sectors
statistical analysis spectral corrections
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raw data raw processing
Figure 2.1. Basic post-processing steps of the data. Listed are the major processing steps performed
by EddyPro (LI-COR Inc.) as well as site speciﬁc quality assessments [comp. Mauder and Foken, 2004;
Finkelstein and Sims, 2001; Moncrieﬀ et al., 1997, 2004].
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2.1.1 Corrections and Quality Assessment
The EC method is the state of the art technique to measure land-atmosphere exchange of
momentum, energy and mass. However, the above-mentioned theoretical assumptions only
apply to a ﬂat and homogenous surface and the implementation of the EC method for complex
and heterogeneous environments like urban landscapes lead to rigorous restrictions concerning
sensor placement and data interpretation [Feigenwinter et al., 2012]. Data post-processing is
necessary and has been done with the EddyPro (LI-COR Inc.) toolkit within this thesis. Figure 2.1
presents the general workﬂow to derive data ready for interpretation. The last processing step
named "quality assessment" includes site speciﬁc exclusion criteria like speciﬁc wind sectors
(mast eﬀect) or maintenance and rainfall events.
+1
.5
h
-1
.5
h
Figure 2.2. Gap-ﬁlling scheme showing the boundaries of the moving look-up table (mLUT).
2.1.2 Gap-Filling
To analyze EC time series and in order to calculate signiﬁcant statistics, gaps in the data need to
be ﬁlled. Missing values might occur due to diﬀerent reasons, i.e. rejection by quality criterion
during post-processing, malfunction of the EC system, bad weather conditions, maintenance or
manual exclusion of data due to user-deﬁned criterions (e.g. wind direction). At BKLI most data
are rejected during post-processing algorithms or excluded during rainfall events ±1 h and
during maintenance work. This leads to an average data availability for EC ﬂuxes around 70%.
Because some inﬂuence on the airﬂow must be expected from the south sector due to the mast
and the mounting structure, these data are analyzed and treated with special care by manual
inspection. For each missing value a three dimensional moving data frame (mLUT) is generated
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with boundaries of ±22.5 ◦ in wind direction, ±1.5 h in daytime and 45 days forth and back in
time (Fig. 2.2). Additionally, weekend and working day gaps are only ﬁlled with values from
corresponding weekdays. Wind data is taken from accompanying meteorological measurements
at the BKLI tower with high availability (>99%). The usage of mLUT has the advantage over
static look-up table (LUT) that the variability over time is better preserved and no convergence
of the overall statistics towards the LUT values occurs. Furthermore, the gap-ﬁlling frame is
always centered over the gap which improves the representativity by avoiding uncertainties
towards the border of the look up frame.
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Abstract
Turbulence characteristics in the urban boundary layer of a mid-latitude European city are 
investigated using a quadrant analysis of more than 12 years of eddy-covariance measure-
ments at 39 m above street level. To describe the ongoing turbulent-exchange processes, 
particularly the properties of ejection and sweep events, presented here are the transfer 
efficiency and the similarity of momentum, heat,  CO2 and  H2O fluxes. In addition, an 
event-detection algorithm is applied to derive information on the importance of organized 
structures for the turbulent exchange, finding that momentum and heat fluxes are primar-
ily controlled by atmospheric stability, whereas  CO2 and  H2O fluxes are more affected by 
the presence of active sources of the corresponding scalars (e.g. traffic for  CO2 fluxes). 
The transfer efficiencies of momentum and heat can thus be modelled accurately, but the 
prediction for  CO2 and  H2O fluxes fails because of scalar dissimilarity. Generally, ejections 
are more important under buoyancy-driven unstable conditions and responsible for large 
structures, and sweeps are more characteristic of stable cases and smaller structures. The 
quadrant statistics enable the identification of scales between a hole-size factor of 10 and 
20 where turbulent exchange is especially efficient and almost solely takes place by ejec-
tion–sweep cycles. This information is used to apply an event-detection algorithm, which 
quantifies flux fractions of such reoccurring structures to be around 0.5–0.8, with the time 
fraction being usually around 0.1.
Keywords Flux similarity · Long-term measurements · Quadrant analysis · Transport and 
transfer efficiency · Urban boundary layer
1 Introduction
Numerical models focusing on land–atmosphere exchange or the dispersion of air pollut-
ants require information about the processes responsible for the exchange of heat, mass 
and momentum close to the surface. The parametrizations of turbulent-exchange processes 
mostly rely on traditional micrometeorological approaches, such as Monin–Obukhov 
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similarity theory, which requires idealized conditions rarely existing in most ecosystems, 
such as horizontal homogeneity and stationarity. For urbanized areas, the characteriza-
tion of turbulent exchange becomes an even more sophisticated task due to the increased 
roughness and structural complexity of the environment. Nonetheless, it is of particular 
interest to investigate the mechanisms controlling exchange processes to better understand 
and improve the forecasts of air pollution—especially in cities. Despite this, the amount of 
available data from urban areas on which to develop parametrizations is still small com-
pared with natural ecosystems, since the deployment of eddy-covariance systems capable 
of measuring turbulence statistics in densely-urbanized areas is technically and logistically 
demanding.
Many studies over vegetated complex terrain have shown that, for example, coherent 
structures play a major role in the transport of momentum and scalars (e.g. Shaw et  al. 
1983; Katul et al. 1997a; Li and Bou-Zeid 2011; Dupont and Patton 2012; Francone et al. 
2012; Tyagi and Satyanarayana 2014; Mohr and Schindler 2016). Results suggest simi-
larities between plant canopies and urban areas in terms of flow characteristics (e.g. Roth 
2000) and, as such, organized turbulent events are expected to play an important role in 
cities as well. However, the direct comparison of flow above and within plant canopies 
and urban landscapes is mostly not feasible, because solid buildings alter the turbulent 
flow differently compared with semi-permeable plant canopies, and there is no analogy 
for distinct urban structures, such as street canyons in, for example, forest ecosystems. For 
more than three decades, research on urban turbulence has been active (e.g. Roth and Oke 
1995; Feigenwinter et  al. 1999; Moriwaki and Kanda 2005; Christen et  al. 2007; Wood 
et al. 2010), and the influence and importance of ejection–sweep interactions, intermittent 
turbulence, and coherent structures have been discussed (see the comprehensive reviews 
in Roth 2000; Arnfield 2003). Still, there is no detailed common understanding of all 
features involved in turbulent exchange over urban areas, and the significant heterogene-
ity between and within cities underlines the necessity for more valuable datasets to gain a 
deeper insight. Besides the unique structural composition, urban areas often also distinctly 
differ in terms of atmospheric stability, which is a major modulator of turbulent exchange. 
In mid-latitude dense urban environments, the large amount of stored heat in buildings, as 
well as the additional input of energy from anthropogenic activities, alters the atmospheric 
stability towards a regime mostly characterized by unstable conditions—even during the 
night. Although stability regimes may vary considerably between cities, the shift towards 
unstable stratification is a common theme (e.g. Wood et al. 2010; Lietzke and Vogt 2013; 
Schmutz et al. 2016), making it crucial for the understanding of turbulent transport because 
of the potential to change the ejection–sweep relationship significantly. While transport 
dissimilarity between momentum and scalars for different stability regimes can be deduced 
from the alternating influence of momentum and sensible heat fluxes on atmospheric sta-
bility, less is known about scalar-transport dissimilarity, which is attributed to, for example, 
advection (Lee et al. 2004), entrainment into the boundary layer (Sempreviva and Højstrup 
1998), atmospheric stability (Li and Bou-Zeid 2011) or, more generally, differences in the 
distribution of sources and sinks (Williams et al. 2006). However, since many such studies 
were carried out above very different ecosystems, the above-mentioned reasons for scalar 
dissimilarity may be of varying importance.
We assess here the turbulence characteristics of a mid-latitude European city by analyz-
ing more than 12 years of eddy-covariance measurements collected at a height of 39 m 
above street level in Basel, Switzerland. We use the quadrant-analysis framework to extract 
statistics from the turbulence time series to infer ejection–sweep interactions, as well 
as the importance and composition of organized turbulent events. We also examine the 
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transport and transfer efficiencies of momentum, heat,  H2O and  CO2, the modulation of 
these properties as a function of atmospheric stability, and investigate the transport similar-
ity between these variables. We expect atmospheric stability to be a major modulator of 
turbulence intensity and the occurrence of organized turbulence, and assume the patchy 
complex distribution of individual sources of sensible heat,  CO2 or  H2O fluxes to be the 
major influence on scalar dissimilarity (Moriwaki and Kanda 2005; Nordbo et  al. 2012; 
Wang et al. 2013; Kurppa et al. 2015).
2  Methods
2.1  Measurements
The eddy-covariance system in operation since May 2004 consists of a Gill HS three-
dimensional sonic anemometer and a LICOR–7500 open-path gas analyzer. The instru-
ments were mounted at 39  m above street level, on a 19-m tall tower that is installed 
permanently on the rooftop of a 20-m tall building in the centre of Basel, Switzerland 
(47.56173°N, 7.58049°E). To the east of the station, the inner ring road Klingelbergstrasse 
of high traffic density (15,000–20,000 vehicles day−1) passes the station, and there are resi-
dential buildings with green spaces and small minor streets to the west. The eddy-covar-
iance system samples at 20.83 Hz, raw data are stored at full resolution as 30-min files, 
and post-processing is done using  EddyPro® 6.1.0 (LICOR Inc.) software. Data collected 
between May 2004 and December 2016 have been analyzed, with overall data availability 
for flux data after post-processing approximately 70%. Further details on the instrumental 
set-up and the data processing are available in Schmutz et al. (2016).
2.2  Turbulent Transport and Flux Dissimilarity
Within the inertial sublayer, the dominant process for transporting momentum, energy and 
mass is turbulence. Following the basic principle of turbulent transport by eddy motions, 
the transport of any property of the air is related to the vertical velocity component or its 
fluctuation. Rewriting the units of the vertical velocity component w (m s−1) as
gives the transport of a volume per unit area and unit time QV  (m3 m−2 s−1), which may be 
multiplied by the density of air to give the mass-flux density of air as
The transport of any scalar property a of the air can be multiplied by the mass-flux den-
sity QM to give the flux density of the scalar property a as
By applying Reynolds decomposition to the flux density Qa , then
where primes ( ′ ) denote fluctuating quantities, and an overbar (  ) is an averaged quantity. 
Known as the eddy-covariance method, the derivation of flux densities implies that all of 
the transport is directly related to the vertical velocity component and, thus, all of the scalar 
properties of the air are potentially subject to the same transporting motions. Nevertheless, 
(1)w = QV
(2)QM = 휌AQV = 휌Aw.
(3)Qa = 휌Awa.
(4)Qa = 휌Aw�a�,
P1 - 2 Methods
23
48 M. Schmutz, R. Vogt 
1 3
it is not necessarily true that all fluctuations of the scalar properties are related to the same 
eddies because the fluctuation of each scalar property is independent as far as the scalar 
sources are independent, which is also known as flux dissimilarity.
According to Li and Bou-Zeid (2011), the dissimilarity of the flux densities of momen-
tum, energy and mass can be investigated by calculating the correlation coefficient between 
the fluxes w′a′ and w′b′ as
where a′ and b′ can either be fluctuations of the longitudinal velocity component u , sonic 
temperature T  , specific humidity q , or  CO2 concentration c.
2.3  Quadrant Analysis
Quadrant analysis is widely used to identify turbulent structures in eddy-covariance time 
series (Shaw et al. 1983) by separating the instantaneous flux w′a′ into four quadrants in 
the w′ – a′ plane according to the sign of the fluctuating components as follows:
quadrant 1: a′ > 0,w′ > 0 , ejections for w′a′ > 0 , outward interactions for w′a′ < 0
quadrant 2: a′ < 0,w′ > 0, outward interactions for w′a′ > 0 , ejections for w′a′ < 0
quadrant 3: a′ < 0,w′ < 0 , sweeps for w′a′ > 0 , inward interactions for w′a′ < 0
quadrant 4: a′ > 0,w′ < 0 , inward interactions for w′a′ > 0 , sweeps for w′a′ < 0
Motions contributing to the same sign as the net flux are always labelled ejections and 
sweeps, whereas counter-gradient structures are named outward interactions and inward 
interactions, respectively (Fig. 1). This definition ensures that ejections and sweeps always 
refer to the dominant turbulent structures that produce fluxes within the averaging period. 
Note that some studies use different definitions for the quadrants. Furthermore, the vertical 
(5)r
w�a� ,w�b�
=
(
w�a� − w�a�
)(
w�b� − w�b�
)
휎wa휎wb
,
Fig. 1  Illustration of quadrant definitions in the quadrant framework (left) and in time (right) for w′a′ > 0
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velocity component w is always plotted here on the y-axis and scalars on the x-axis to aid 
visualization of the actual turbulence processes.
We characterize the flux contribution of each quadrant by calculating the flux fraction
with
where i denotes the quadrant number, tavg is the averaging period, I(t) is an indicator 
function
O
(
w′, a′
)
 is a hole-size function defining a hyperbolic hole,
and H is the hole-size factor. Note that Lu and Willmarth (1973) originally defined the hole 
size as a multiple of the root mean square of the quantities w′ and a′ , but both definitions 
are commonly found in the literature. Raupach et al. (1986) defined a variable hole size 
for each averaging period above which 50% of the flux density occurs. The introduction of 
such a hyperbolic hole allows the exclusion of small near-isotropic structures to identify 
those large and infrequent structures contributing significantly to the total flux. In addition 
to the flux fraction, it is also of interest to evaluate the time fraction 휗i,H covered by those 
turbulent structures,
2.4  Organized Turbulence
The application of the eddy-covariance method assumes a stationary signal from sources 
distributed homogenously in space, which is a basic requirement challenged by the com-
plex structural composition and source/sink configuration of urban landscapes. Line 
(streets), point (chimneys) and even moving sources (vehicles) lead to a spatially- and 
temporally-heterogeneous signal, while tall and massive building structures enforce the 
generation of complex turbulence structures, which may lead to reoccurring vortexes or 
the increase of, for example,  CO2 concentration within a street canyon (Lietzke and Vogt 
2013). In addition to natural processes, such as free convection, downdrafts, breaking 
gravity waves or entrainment, certain properties of the urban boundary layer facilitate the 
formation of organized events likely responsible for a substantial amount of the net flux 
(6)Si,H =
w�a�i,H
w�a�
,
(7)w�a�i,H =
1
tavg
tavg
∫
0
I(t)O
(
w�, a�
)
w�a�dt,
(8)I(t) =
{
1 if w�a�is in quadrant i
0 otherwise,
,
(9)O
(
w�, a�
)
=
{
1 if |w�a�| ≥ H|||w�a�|||
0 otherwise,
,
(10)휗i,H =
1
tavg
tavg
∫
0
I(t)O
(
w�, a�
)
dt.
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density. Organized events, which are usually called coherent structures and occur as inter-
mittent patterns with dimensions that scale with the density and depth of the underlying 
roughness elements (Thomas et al. 2017), are generally accepted to be responsible for large 
parts of the surface–atmosphere exchange. Still, there is no common agreement about the 
constitution and shape of such turbulent structures and, hence, detection algorithms and 
criteria vary from study to study. Our approach is not to differentiate between different 
types of organized motions or to investigate the reason for each occurrence, but to quantify 
their flux contribution and emphasize the importance of conditional sampling within com-
plex urban environments.
Organized events can be investigated within the frequency domain by, for example, 
wavelet analysis, since turbulent motions are expected to occur as single units of specific 
time scales (Thomas and Foken 2007). Such structures can also be investigated within a 
quadrant-analysis framework, which assumes a signal is produced by events significantly 
larger than a predefined threshold value. Quadrant analysis generally leads to a larger num-
ber of detections compared with wavelet analysis, because events are often chopped into 
multiple parts whenever the value of w′a′ drops below the threshold value given by the 
hyperbolic hole. To overcome this issue, Luchik and Tiederman (1987) use a time fre-
quency parameter 휏E , which defines the maximum time allowed to elapse between individ-
ual sweeps and ejections to still count as one burst event. To find a reasonable value for 휏E , 
we calculated the histogram and the cumulative distribution function of the parameter 휏E 
for single 30-min periods to distinguish between a region of ejections and sweeps from the 
same burst, and ejections and sweeps from different burst events (Steiner et al. 2011). Fur-
thermore, we conducted a sensitivity analysis of the final statistics, including the average 
and total durations, and the total number of organized structures per 30 min as a function 
of different 휏E values. The number of detected events per 30-min run decreases exponen-
tially with increasing values of 휏E and the variance becomes smaller. Finally, the frequency 
parameter 휏E is fixed to the value where the rate of change between the number of detected 
events, represented by the modus of the distribution, falls below a threshold value of 5%, 
and leads to an average frequency parameter of 휏E = 0.8 s, which we use for all variables. 
The total event duration is defined as the elapsed time between the first and the last fluctua-
tion of w′a′ , whereas the flux fraction of the event is derived from all values of w′a′ that 
lie within this time frame, but outside the hyperbolic hole. To improve the results from the 
detection algorithm, the time series is filtered by a 1-s moving average; flux fractions are, 
however, calculated from the original high-frequency data. An illustration of the detection 
algorithm is given in Fig. 2.
Fig. 2  Demonstration of the 
event-detection algorithm. 
Depicted is a 100-s extract from 
an arbitrary time series. The grey 
shaded area is the hyperbolic-
hole representation in time, the 
light grey line is the raw time 
series, and the dark grey line 
shows the 1-s moving averages. 
The orange area and the black 
lines mark detected events
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2.5  Atmospheric Stability
Atmospheric stability is classified according to the dimensionless stability parameter
where z is the measurement height, zd is the displacement height, and L is the local Obuk-
hov length,
where u∗ is the friction velocity, 휅 = 0.4 is the von Kármán constant, g is the acceleration 
due to gravity, (휃v) is the average virtual potential air temperature, and Tv is the virtual air 
temperature, which can be approximated by the sonic temperature (Kaimal and Gaynor 
1991). The displacement height is derived from the empirical relation
where zh is the mean building height (16.6  m) calculated from a three-dimensional city 
model (Grimmond and Oke 1999; Schmutz et al. 2016; Foken 2017). We classify stable 
conditions as 𝜁 > 0.05 , near-neutral conditions as |휁 | ≤ 0.05 , and unstable conditions as 
𝜁 < −0.05. Because the transport of momentum and sensible heat is the driving force for 
turbulence generation in Eq. 12, there is significant correlation between these two fluxes 
and the stability parameter 휁 . Even though  CO2 and  H2O fluxes may also influence the 
transport processes by altering, for example, the air density (Webb et al. 1980), they are 
referred to as passive scalars here.
Atmospheric stability largely modulates the turbulent-transport processes within the 
atmospheric boundary layer, mainly because of the varying influence of buoyancy- and 
mechanically-driven turbulence under different stability conditions. While both thermal 
turbulence and mechanical turbulence produce eddies capable of transporting properties 
of the air vertically, the shape and the scale of these structures are not the same. There 
is a general consensus in the literature that coherent structures are produced by different 
types of turbulent motions (Li and Bou-Zeid 2011). From observations of laboratory 
flows, it is known that hairpin vortices form under near-neutral conditions and coher-
ent structures can primarily be attributed to these three-dimensional motion types. With 
increasing positive buoyancy, there is a transition from wall-bounded hairpin structures 
to uplifted organized motions (e.g. Hommema and Adrian 2003). While combined shear 
and buoyant effects may be responsible for the horizontal roll vortices in the weakly 
unstable boundary layer, vertical motions in the form of thermal plumes increasingly 
dominate the turbulent transport towards more unstable conditions (Mason and Sykes 
1980; Etling and Brown 1993; Boppe et al. 1999; Hutchins and Marusic 2007; Li and 
Bou-Zeid 2011).
2.6  Transport Efficiency
The transport efficiency ETp introduced by Wyngaard and Moeng (1992) describes the ratio 
between the total covariance and the motions contributing to the same sign (down-gradient) 
(11)휁 =
z − zd
L
,
(12)L = −
u3
∗
𝜅
g
?̄?v
w�T �
v
,
(13)zd = 0.67zh,
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as the final flux, i.e. ejections and sweeps. In other words, the efficiency ETp compares the 
net transport to what is effectively transported down-gradient,
Due to the definition of ejection and sweeps as positive flux contributions, the condition 
ETp ≤ 1 is always true for hole sizes H = 0 , and 1 − ETp is the amount of counter-gradient 
transport. Within the quadrant analysis, the transport efficiency is sometimes referred to as 
the exuberance Ex , which balances the counter-gradient transport against the down-gradi-
ent transport,
where ETp and Ex are negatively correlated; here, we use the parameter ETp to quantify the 
transport efficiency.
2.7  Transfer Efficiency
The transfer efficiency ETf  is a measure of the correlation between the vertical velocity 
component w and a scalar a , and is given by the covariance scaled by the product of the 
standard deviations 휎w and 휎a of the two variables,
where ETf  takes values between −1 and 1 , and the variables are said to be positively corre-
lated when ETf > 0 , negatively correlated when ETf < 0 , and uncorrelated when ETf = 0 . 
This implies that the transport of a scalar a becomes more efficient as |||ETf ||| → 1 , when the 
values of the fluctuations a′ and w′ coincide.
3  Results and Discussion
3.1  Influence of Atmospheric Stability on the Mechanism of Turbulent Transport
To characterize the impact of different stability conditions on turbulent transport, Fig. 3 
presents the general behaviour of the vertical transport of momentum, heat,  CO2 and  H2O 
as a function of the stability parameter 휁 . As expected, neutral conditions are character-
ized by the dominance of mechanical turbulence represented by the momentum transport, 
whereas thermal turbulence vanishes. In the unstable range ( −0.05 > 𝜁 > −1 ), mechanical 
turbulence and thermal turbulence are in balance, whereas for strongly unstable conditions 
( 𝜁 < −1 ), turbulence is almost solely produced by buoyancy. For stable stratification, the 
mechanical turbulence also vanishes quickly as 휁 → 1 , and there is a weak influence of 
negative buoyancy throughout the stable range. The passive scalars  CO2 and  H2O do not 
show a direct relationship to atmospheric stability. While both variables do not respond to 
a change in atmospheric stability under unstable conditions,  H2O fluxes decrease from the 
(13)ETp =
net flux
direct flux
=
w�a�
w�a�EJ + w
�a�SW
.
(14)Ex =
w�a�OI + w
�a�II
w�a�EJ + w
�a�SW
,
(15)ETf =
w�a�
휎w휎a
= Rw�a� ,
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near-neutral range towards stable stratification. The behaviour of the momentum and sen-
sible heat fluxes in relation to the stability conditions has been well studied, and it has to 
be mentioned at this point that there is an autocorrelation between the Obukhov length and 
these two variables.
As net fluxes are of great interest for the quantification of the transported property, but 
only give little information about the underlying processes, the transfer and transport effi-
ciencies reveal the ongoing processes hidden behind the net flux density. The efficiency of 
turbulent exchange is not directly coupled to the magnitude of the net flux and, as such, 
processes that lead to weak fluxes (e.g. plant uptake) can be detected by an altered (e.g. 
weakened) correlation. Very often, fluxes near zero do not imply that there is no ongoing 
vertical transport, but only that the amount transported upwards is equal to that transported 
downwards. Whereas this may not be of particular interest for the characterization of the 
net exchange for a specific environment, the effective transport processes become more 
important in complex areas. Even though the net transport at a specific height may approxi-
mate zero, a higher chance exists for  CO2 in a street canyon to settle horizontally if there 
is absolutely no vertical transport compared with a situation where there is a very effec-
tive (but not efficient) vertical exchange, but an equilibrium of upwards and downwards 
transport. The same is of course valid for other scalars, and may be of interest when inves-
tigating the propagation of air pollutants or constituents in general. In Fig.  4, the trans-
fer efficiencies of all four investigated variables are depicted as a function of atmospheric 
stability, and fitted with functions from De Bruin et al. (1993) derived over a horizontal, 
uniform terrain in France, and from Wood et al. (2010) for measurements in London, U.K. 
Both studies propose a separate function for momentum and heat, whereas the function for 
the heat flux is used to check scalar similarity between heat,  CO2 and  H2O fluxes.
The transfer efficiency for momentum follows relatively well the function proposed by 
De Bruin et al. (1993) for unstable cases, which reflects the near-neutral and free-convec-
tive limits well, but the linear function is too simplistic under stable conditions, with the 
fit derived from the urban environment in London better representing the slight decrease 
(absolute) in transfer efficiency for momentum with increasing atmospheric stability. The 
transfer efficiency of the sensible heat flux clearly follows more closely the fit of Wood 
et al. (2010) for both stable and unstable cases in terms of shape, as well as in the free-
convective, near-neutral and stable limits. Compared with the momentum flux, the linear 
Fig. 3  Covariances of momentum (black,  [m2  s−2]), sensible heat (orange, [m  K  s−1]),  CO2 (green, 
[mmol m−2 s−1]) and  H2O (blue, [mmol m−2 s−1]) as a function of atmospheric stability 휁
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fit for stable cases not only misses the dependence on atmospheric stability, but also clearly 
overestimates the transfer efficiency of the sensible heat flux under stable conditions. In 
contrast to the assumption of scalar similarity given by the fitted functions, the two pas-
sive scalars  CO2 and  H2O do not follow the same relationship. It is often assumed that 
heat and other scalars such as water vapour are transported by the same mechanisms (De 
Bruin et al. 1993), but this is likely not the case as demonstrated by our data, as well as 
that reported in literature (Wang et  al. 2013). While the transfer efficiency for scalars is 
expected to increase under unstable conditions, there is in fact no real dependence on 
atmospheric stability. Interestingly,  CO2 is transported less efficiently under unstable con-
ditions in comparison with  H2O, whereas the transfer efficiency becomes increasingly sim-
ilar towards near-neutral and stable conditions. The linear relationship between the transfer 
efficiency of the scalars  CO2 and  H2O under stable conditions corresponds well to our data, 
but because of the unrelated source activity of both scalars, the flux direction cannot easily 
be determined as a function of atmospheric stability, which was also found by Wang et al. 
(2013), who compared their data from the Beijing tower to the same functions.
The transfer efficiencies reveal differences between the transporting mechanism of 
energy, and the scalars  CO2 and  H2O. In many approaches to the characterization of turbu-
lent transport, scalar similarity between these variables is assumed, which implies that the 
same turbulent structures or motions are responsible for the transport of all scalars. While 
this may apply for uniform terrain, the heterogeneous and complex urban environment does 
certainly not allow for this simplification. Cities are a patchy representation of heat,  CO2 
and  H2O sources and sinks, and their locations are not implicitly congruent. Furthermore, 
as the sources of heat,  H2O and especially  CO2 also undergo temporal variations mostly 
linked to diurnal human activities (e.g. traffic, heating activity, industrial production) in 
urbanized areas, we expect spatial and temporal scalar dissimilarity because of the hetero-
geneous environment.
Figure 5 presents the correlation coefficients between the individual fluxes as a function 
of atmospheric stability to assess their similarity. During very unstable, neutral and very 
stable conditions, the correlation between the momentum and sensible heat fluxes (black 
line) is negligibly small because, under these conditions, either the buoyant or mechanical 
production of turbulence approaches zero; only at the transition to near-neutral conditions 
are both fluxes partially correlated. If the momentum flux is compared with passive scalars 
Fig. 4  Transfer efficiency of momentum (solid black), heat (solid orange),  CO2 (solid green) and  H2O (solid 
blue) as a function of atmospheric stability fitted with functions from De Bruin et  al. (1993) (dark grey, 
dashed for scalars, dotted for momentum, dash–dotted for both) and Wood et al. (2010) (light grey, dashed 
for scalars, dotted for momentum). Note that the logarithmic x-axis is non-continuous in the neutral range
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(grey lines), the correlation is again small for unstable conditions when there is almost 
no mechanically-driven turbulence. When approaching near-neutral conditions, similarity 
between momentum and scalars increases to around −0.4 for  H2O and −0.35 for  CO2. For 
stable conditions, the similarity decreases again, but the fluxes are still better correlated 
than for unstable conditions. If we consider the correlation between the active scalar of 
sensible heat and the two passive scalars (red and orange lines), we find a correlation coef-
ficient of between 0.35 and 0.4 for water vapour, and 0.15–0.25 for  CO2 under unstable 
conditions, with a maximum in the unstable range ( −0.05 > 𝜁 > −1 ). The better correla-
tion between the sensible heat flux and water vapour compared with  CO2 may be explained 
by the fact that water vapour also has a positive effect on buoyancy and, furthermore, that 
the sources of sensible heat and  H2O are less patchy and likely more congruent than the 
locations of  CO2 emission and uptake. Furthermore, we assume that, during unstable con-
ditions (primarily daytime conditions), photosynthesis weakens the correlation between 
the net transport of  CO2 and heat or momentum, because a counter-gradient component 
(sink) is introduced by plant uptake. In the near-neutral range where the sensible heat 
flux vanishes, the correlation is accordingly near zero because the passive scalars are still 
transported mechanically. For stable conditions when the influence of negative buoyancy 
increases, we find even higher similarity, whereas for very stable conditions, the correla-
tion between sensible heat and  CO2 ( −0.6 ) fluxes exceeds that of water vapour ( −0.5 ). It 
is interesting that, under stable conditions when both mechanically- and buoyancy-driven 
turbulence are active, the similarity between the sensible heat flux and passive scalars is 
Fig. 5  Flux similarity for all 
combinations of measured 
covariances as a function of 
atmospheric stability is the cor-
relation coefficient (see Eq. 5). 
Note that the logarithmic x-axis 
is non-continuous in the neutral 
range
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larger compared with unstable cases, where we find dominant buoyancy-generated tur-
bulent motion. However, this may also be an indicator that, during daytime during pre-
dominantly unstable conditions, we also observe the largest variability in the spatial and 
temporal source/sink distributions of the sensible heat,  CO2 and  H2O fluxes. In contrast, 
during the night when stable cases occur, we expect more constant emissions of these three 
scalars and, thus, an enhanced similarity of transport processes. By inspecting the similar-
ity between the passive scalars, we observe increasingly greater correlation between the 
scalars  CO2 and  H2O with increasing stability. The similarity between  CO2 and  H2O is 
largest compared with the correlation to the sensible heat or momentum fluxes, except for 
water vapour under unstable conditions, which correlates better to the sensible heat flux 
due to the above-mentioned reasons. The large decrease of the correlation coefficient for 
very stable conditions can partially be explained by the complete breakdown of turbulent 
transport for very stable conditions, but it also has to be mentioned that very stable cases 
are extremely rare in the urban boundary layer and, thus, the smaller database should also 
be considered when interpreting the results.
3.2  Locating Dominant Turbulent Structures
To examine the dominant turbulence structures responsible for the transport of momentum, 
sensible heat,  CO2 and  H2O over the urban canopy, we analyze the quadrant statistics by 
investigating the flux fractions, ejections, outward interactions, sweeps and inward inter-
actions. For comparability with other studies and for historical reasons, Fig. 6 shows the 
classical presentation of the flux fraction Si,H for each quadrant i as a function of increasing 
hole size H . By definition, ejections and sweeps are dominant over outward interactions 
and inward interactions for non-zero fluxes, as they refer to down-gradient transport. As 
such, first and third quadrant flux fractions S1,H and S3,H are given as positive, and the sec-
ond and fourth quadrant flux fractions S2,H and S4,H are negative when summed to achieve 
the net transport ( S0 = 1).
In Fig. 7, the statistical properties from Fig. 6 are compiled to emphasize the ongoing 
processes. The introduction of a hyperbolic hole into the quadrant analysis enables the sep-
aration of different scales of turbulent fluctuations, and the identification of areas in the 
covariance plane that are of higher or lower importance for the net transport. While the tra-
ditional definition of the hole size H gives cumulative information about all structures, 
where |w′a′| ≥ H|||w′a′||| , the bars in Fig.  7 indicate the increment in the flux fraction 
between adjacent hole sizes, i.e. the amount of flux produced within the area between two 
hole sizes. For all variables and all stability regimes, a similar pattern occurs. For H < 1 , a 
nearly isotropic area can be observed where down-gradient and counter-gradient motions 
transport almost an equal amount of mass, sensible heat,  CO2 or  H2O upwards and down-
wards, thus resulting in no effective transport. By increasing the hole size, both ejections/
sweeps and outward interactions/inward interactions transport more of the particular prop-
erty, but down-gradient transport increases more rapidly. The maximum transport per hole 
size for counter-gradient motions is reached at 1 < H < 2 or 2 < H < 3 ( w′T ′ , neutral), 
respectively. For ejections and sweeps, the maxima occur at 2 < H < 3 and 3 < H < 4 
( w′T ′ , stable and neutral, respectively). While the influences of outward and inward inter-
actions decrease rapidly as H → 10 , ejections and sweeps become more dominant while 
still producing a significant down-gradient flux up to at least H = 15 . Generally, this allows 
us to roughly separate two areas of major interest: (i) H < 10 where both counter-gradient 
and down-gradient motion transport a significant amount of each property, (ii) H > 10 
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where predominantly down-gradient transport takes place and counter-gradient motion 
mostly vanishes. This area coincides well with the transport efficiency (dotted line) reach-
ing its maximum values around these hole sizes.
The solid lines in Fig.  7 show the cumulative flux fraction of each quadrant and the 
overall flux fraction similarly to the curves in Fig. 6. By considering the build-up of the 
overall flux fraction as a function of hole size H (solid black line), a stability dependency is 
evident for all variables except for  CO2. For momentum, heat and  H2O fluxes, the total flux 
is on average achieved at smaller hole sizes for unstable conditions, and larger hole sizes 
become increasingly more important under near-neutral and stable conditions. This effect 
is most apparent for the covariance w′T ′ where the maximum relevant hole size shifts 
from H = 18 during unstable cases to H = 28 during stable conditions. For momentum, 
the maximum hole size still shifts from H = 19 to H = 28 and from H = 20 to H = 25 
for  H2O. Simultaneously with the shift towards larger turbulence structures under stable 
Fig. 6  Flux fractions S
i,H for momentum, heat,  CO2 and  H2O fluxes as a function of hole size H separated 
by stability for each quadrant. Indicated bottom right is the hole size H50% above which at least 50% of the 
final flux occurs. Atmospheric stability is classified as stable for 𝜁 > 0.05 (blue), near-neutral for |휁 | ≤ 0.05 
(black), and unstable for 𝜁 < −0.05 (orange)
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conditions, we also observe a significant difference concerning the interplay between ejec-
tions is sweeps. While for all variables the sum of ejections is more ( u′w′,w′T ′,w′c′) or 
at least equally ( w′q′ ) important for the overall flux under unstable conditions, sweeps 
become slightly dominant ( w′T ′,w′c′,w′q′ ) or equally important ( u′w′ ) compared with 
ejections towards stable stratification. The general dominance of ejections over sweeps 
under unstable conditions is explained by buoyancy-driven thermal plumes leading to 
strong upwelling motions, which is a known feature of the unstable atmosphere reported 
for many different surface types (e.g. Maitani and Ohtaki 1987; Katul et al. 1997b; Feigen-
winter et al. 1999; Christen et al. 2007; Li and Bou-Zeid 2011; Dupont and Patton 2012; 
Francone et al. 2012). Interestingly, this is not true throughout the range of hole sizes. For 
momentum, sensible heat and  CO2 fluxes, sweeps dominate ejections under unstable con-
ditions up to H = 7 ( u′w′,w′T ′ ) and H = 22 ( w′c′ ). As such, downward motions dominate 
the vertical exchange at smaller scales, but ejections are finally more important as they 
add significantly to the net flux at larger scales. For the  H2O flux, the upwards and down-
wards transport by ejections and sweeps is equally important. Towards stable conditions, 
the interplay between ejections and sweeps changes and for sensible heat,  CO2 and  H2O 
fluxes, ejections dominate the smaller scales, whereas sweeps overcompensate ejections by 
adding more to the overall flux at larger scales.
The differences in the importance of ejections and sweeps are most likely the result of 
different mixing scenarios in the unstable, near-neutral and stable boundary layers. Dur-
ing the day, we generally expect a downwards transport of momentum from the overlay-
ing air into the lower boundary layer, resulting in increasingly higher wind speeds over 
the course of a day. However, due to the vicinity of the measurements to the ground, the 
change in wind speed between the ground and the measurement level is much larger than 
the momentum gradient within the inertial sublayer. As such, it is more likely that the net 
downwards transport of momentum is predominantly produced by the upwards propagation 
of slower air parcels than by sweeps of overlaying air with higher momentum. During the 
night or under stable conditions, when the momentum gradient is generally weak, differ-
ences between ejections and sweeps become less important. The interplay of ejections and 
sweeps for the sensible heat flux can largely be explained by the diurnal cycle of sensi-
ble-heat production. While surface warming during the day favours the upwards transport 
of warmer air by ejections, the more stable stratification during the night enables a more 
frequent downwards transport of cooler air from the overlaying air. For the scalars  CO2 
and  H2O, while we also expect the flux-generating sources at the ground, the differences 
between ejections and sweeps are not that apparent. Because the sources of  CO2 and  H2O 
are distributed less homogeneously compared with the sources of the sensible heat flux, the 
entrainment of air of lower  CO2 and  H2O concentration from above is seemingly equally 
important than the active upwards transportation of air parcels with a higher concentra-
tion. Accordingly, during the night, the  CO2 and  H2O fluxes are probably influenced by the 
entrainment of air from the rural surroundings with a lower concentration of  CO2 and  H2O. 
Especially for  CO2 and  H2O, vertical gradients are generally maintained by source activ-
ity at the ground during the day and by the overlaying airmass during the night, which is 
reflected in the interplay of ejections and sweeps under these conditions.
Fig. 7  Quadrant statistics for momentum, sensible heat,  CO2 and  H2O fluxes separated by unstable, near-
neutral and stable conditions. The bars (orange: ejections, green: sweeps, blue: outward interactions, grey: 
inward interactions) indicate flux-fraction increments between each hole size. Solid lines represent the 
cumulative flux fraction for each quadrant, as well as the overall flux fraction as a function of the hole size 
(solid black line). The dotted line shows the transport efficiency
▸
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Finally, Fig. 8 presents the time fractions of all four quadrants for each stability class. 
The time fraction 휗i,H decreases quickly with increasing hole size, and structures larger 
than H = 5 mostly occupy less than 5% of the overall time for both sweeps and ejections. 
By combining this information with the findings from Fig. 7, we have evidence that effi-
cient structures at scales from H = 5–15 contribute significantly (40–75%) to the net flux, 
but cover < 10% of the averaging period. This gives strong evidence for the existence and 
the importance of organized structures, which are analyzed in the next section.
3.3  Detecting Events
The detection of organized structures using a quadrant analysis requires the hyperbolic 
hole size to be adjusted to exclude small-scale motions in the near-isotropic range. From 
the analysis of the ejection–sweep interactions, we find that efficient ejection–sweep cycles 
Fig. 8  Time fractions 휗 for momentum, heat,  CO2 and  H2O as a function of hole size H , separated by stabil-
ity for each quadrant. Atmospheric stability is indicated by orange (unstable), black (near-neutral) and blue 
(stable) lines
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only appear above a hole-size factor of H ≈ 5, and have transferred this information into 
the event-detection algorithm as it has proven to deliver reasonable results. Other studies 
(Luchik and Tiederman 1987; Steiner et al. 2011) applied a hole-size factor of H = 1, which 
they multiply by the root mean square instead of the covariance, whereas the root mean 
square is usually somewhat larger than the actual covariance.
We analyze the events in terms of number, average and total duration, as well as their 
flux and time fraction per 30-min run (Fig. 9). The average event duration ranges between 
1 s and 4 s for all cases, with a trend to slightly longer events under unstable conditions, 
and the shortest events are observed in near-neutral conditions. However, the sensible heat 
flux in stable cases is generally characterized by longer event durations. Apart from this 
exception, single events are generally shorter under neutral and stable conditions where 
the number of detected events and, thus, the total duration of all events, is larger compared 
with unstable conditions. Differences between stability regimes are most apparent for the 
sensible heat flux, but not that clear for the momentum,  CO2 and  H2O fluxes. However, 
there is a clear pattern of shorter, but more frequent, organized structures with increas-
ing stability, which is also found when considering flux fractions covered by the events. 
Despite being shorter, the higher frequency of occurrence of organized structures under 
near-neutral and stable conditions implies they contribute more to the final flux than for 
unstable cases. In most cases, the flux fraction of events ranges from 50–75%, with sig-
nificantly larger flux contributions under stable conditions. While differences between the 
momentum,  CO2 and  H2O fluxes are relatively small, the sensible heat flux is less influ-
enced by organized structures under unstable conditions but clearly more dominant under 
stable conditions. While the larger frequency of occurrence of organized events under 
stable conditions compared with unstable cases is also reported by Barthlott et al. (2007) 
(30%) and Steiner et al. (2011) (20%), these data were collected from natural ecosystems. 
Nonetheless, our results are comparable, with 15% more events under stable conditions 
for momentum, 60% for sensible heat, 23% for  CO2, and 15% for  H2O here. Steiner et al. 
(2011) performed a similar analysis of organized structures but with a hole-size factor mul-
tiplied by the root mean square, and generally found a slightly higher number of coherent 
events of shorter duration, which may be explained by their use of a smaller hole-size fac-
tor. The time fraction covered by the events reveals the importance of organized structures. 
A large flux fraction of more than 50% is achieved in generally less than 10% of the averag-
ing period, which means that large parts of the down-gradient transport take place within 
a few minutes. The buoyancy-driven turbulence under unstable conditions seemingly leads 
to less organized structures, and the influence of these events is less important. Under sta-
ble conditions, when mechanically-driven turbulence is apparent, more organized struc-
tures are generated, contributing more to the down-gradient transport.
4  Conclusions
We have conducted a quadrant analysis of more than 12  years of eddy-covariance data 
sampled at 39 m above street level in an urban environment in Basel, Switzerland to assess 
the characteristics of turbulent exchange, namely its dependence on atmospheric stability, 
scalar dissimilarity, ejection–sweep interaction, and the role of organized structures. The 
large dataset enabled the investigation of stable conditions, which are usually rare in cities.
In a first step, we analyzed the general characteristics of the vertical exchange of 
momentum, heat,  CO2 and  H2O fluxes as a function of atmospheric stability. Fluxes 
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derived from the eddy-covariance method show the typical behaviour of momentum and 
heat exchange as proposed in Monin–Obukhov similarity theory, and reported in recent 
studies. Both  CO2 and  H2O fluxes are heavily modulated by a change in the stability condi-
tions, with unstable cases characterized by buoyancy-driven turbulence, while stable con-
ditions are more dominated by mechanical turbulence. However, for  H2O fluxes, only a 
weak dependence on atmospheric stability is observed during stable conditions, whereas 
the net  CO2 flux shows no dependence on atmospheric stability throughout the entire sta-
bility range, indicating that  CO2 or  H2O fluxes are weakly controlled by the transporting 
mechanism, and more influenced by the individual source/sink configuration of each scalar.
The comparison of the transfer efficiency to the fitted functions proposed by Wood et al. 
(2010) (heterogeneous, urban) and De Bruin et al. (1993) (uniform, natural) confirms that 
the behaviour of momentum and sensible heat fluxes can also be explained as a function 
of atmospheric stability in the urban environment. However, passive scalars, which are 
assumed to be transported similarly to sensible heat, do not follow the proposed functions. 
In contrast to the transfer efficiency of  H2O, which is constant over all stability classes, the 
transfer efficiency of  CO2 is reduced in the unstable range as a possible result of photosyn-
thesis. While the model is able to approximate the absolute value of the transfer efficiencies 
in the stable range, the direction (sign) of the  CO2 and  H2O fluxes cannot be predicted, 
because it depends on the source/sink configuration within the source area rather than on 
atmospheric stability. This being the case, scalar similarity between passive scalars is par-
tially true, but the sensible heat flux clearly behaves differently and should be considered 
separately. Therefore, the congruence of the results for  H2O and  CO2 is largely controlled 
by the individual source/sink distribution and may change from site to site.
The important role of the heterogeneous source regime of the passive scalars is not only 
apparent from the missing stability dependence of the net flux density but also from the 
relationship between atmospheric stability and the quadrant statistics. For momentum and 
heat exchange, we find larger structures to be more important under stable conditions and 
towards unstable cases, with the relevant scales becoming clearly smaller. This tendency is 
less distinct for  H2O and not observable for  CO2.
As a general tendency, ejections are more important under unstable conditions as a 
direct result of the buoyancy-driven turbulence. Under near-neutral and stable conditions, 
sweeps are of equal importance or even dominate the exchange. When ejections dominate 
the overall exchange, sweeps are usually more important at smaller scales, with ejections 
contributing at larger scales to the net flux (large up, small down); the same is true for 
sweep-dominated regimes (small up, large down). Because the dominance of sweeps is 
most apparent for passive scalars, we assume the mixing conditions in the urban boundary 
layer to play an important role. Especially under near-neutral and stable conditions when 
sources of  CO2 and  H2O are less active, we suppose that the overlaying air (advected from 
the rural surroundings, with lower concentration) maintains an ambient gradient. As such, 
down-gradient transport by sweeps is enhanced.
Quadrant statistics enable us to identify those scales important for the turbulent 
exchange, and thus for large parts of the net flux within short periods. While for small 
hole sizes both down-gradient and counter-gradient motions transport large quantities of 
each property upwards and downwards, the transport efficiency is maximum for hole sizes 
H = 10–20. Since vertical exchange is almost solely characterized by ejections and sweeps 
at these scales, we adapted an event-detection algorithm to prove the suggested importance 
of such structures in the turbulent (urban) boundary layer. This method mostly leads to the 
detection of 50–100 events per averaging interval, with an average length of 1–4 s. While 
the results are similar for all variables, organized structures are least important for the 
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exchange of sensible heat under unstable conditions. As a general tendency, such structures 
are responsible for around 50–80% of the net flux density within usually less than 10% of 
the averaging period.
Current results concerning the turbulent exchange and its micrometeorological fac-
ets are still sparse compared with those in natural environments (e.g. forest sites). Since 
similarity between natural canopies and the urban “landscape” is mostly assumed, but not 
widely verified, and given the immense spatial and temporal heterogeneity of urban areas, 
further long-term time series are potentially needed to cover the entire range of relevant 
occurrences (e.g. stability classes). Hence, it would be worthwhile to have more results 
from urban long-term eddy-covariance time series as these would add valuable information 
to the current knowledge base.
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CHAPTER 4
Fluxes of Carbon Dioxide
4.1 Urban Carbon Balance
Carbon (C) is one of the most abundant elements in our universe and bound into carbon-based
molecules, it provides the main constituent of biological or mineral compounds. The global cycle
of C embraces a sequence of essential biogeochemical processes, which - together with cycling
of nitrogen and water - are of major importance for diverse and sustainable life on Earth. In
2013, 829Pg C (±10) were attributed to the atmospheric pool with a postulated annual increase
around 4Pg C y−1 [Ciais et al., 2014]. While the pre-industrial atmospheric pool is estimated to
be 589Pg C, the accumulated anthropogenic carbon over the industrial period (1750-2011) sums
up to 240Pg C, which means, that the atmosphere gained around 29% of carbon mostly due to
human inﬂuence over the last 265 years. The most important compound in the atmospheric part
of the C cycle is carbon dioxide (CO2), despite its small mole fraction in the order of magnitude of
400 ppm. Besides being the main reservoir of C in the atmosphere, CO2 is also the second most
abundant greenhouse gas after water vapor. Together with other greenhouse gases, it retains
habitable conditions on Earth by reducing the planet’s radiative loss of energy in the longwave
spectrum (>4 µm).
Exchange between the atmosphere and terrestrial pools takes place by ocean-atmosphere gas
exchange, freshwater outgassing, burning of fossil fuels, photosynthesis, respiration, volcanism
and rock weathering. Despite the fact, that e.g. ocean-atmosphere gas exchange
(↓80/↑78.4/m1.6Pg C y−1) or photosynthesis / respiration (↓123/↑118.7/m4.3Pg C y−1) are
responsible for large ﬂuxes of C, their net ﬂuxes are comparatively small and the major net ﬂux
into the atmosphere is due to burning of fossil fuels (⇑7.8Pg C y−1). Out of all global CO2
emissions, around 75% originate from urban areas [Seto et al., 2014], which on the other hand
cover only a minor fraction of less than 0.5% of the Earth’s surface [Schneider et al., 2009].
Today, urban areas are home to approximately 52–54% of the human population [The World
Bank, 2017; Food and Agriculture Organization of the United Nations, 2017], and with ongoing
urbanization, this number is increasing permanently. This emphasizes the importance of urban
areas within the global C cycle and its direct connections to the production of food, textiles or
fuel [Churkina, 2016]. In spite of that, many approaches to global modeling of the C cycle do not
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take into account cities as hot spots of C exchange between atmosphere and terrestrial pools,
because (i) models are not yet able to resolve the small fractional cover of urban areas on a
global scale or (ii) too little information about the complex pathways of C through the urban
metabolism are available in order to base global models on. If horizontal transportation of C into
and out of the city is accounted to the urban C balance too [e.g. Christen, 2014], the urban
footprint hypothetically extends far beyond the city limits. The consideration of this indirect
inﬂuence on the C cycle additionally hinders the determination of the overall impact of urban
areas.
Because measurements of CO2 in urban areas take place at some height above ground in order to
sample a representative area, the urban C balance is addressed as a volume budget [Feigenwinter
et al., 2012]. The main transformation processes between the surface and the atmosphere can be
balanced as follows
FC(0) = FC(zm) + FC(S) + FC(A) = FC(Cb) + FC(R) + FC(P ), (4.1)
where A stands for advection, S for storage, Cb for combustion, R for respiration and P for
photosynthesis and F is usually in units of µmolm−2 s−1. As described in the following section,
combustion and respiration processes can be further separated into diﬀerent sub processes.
4.1.1 Anthropogenic Activity
Cities are most notably hot spots of human activity and the city location, size and structure is
directly coupled to the needs of the inhabitants. In an analogy to the cells of living organisms, the
set of life sustaining ﬂows of energy and materials through the city as well as the conversion of
materials into goods or diﬀerent forms of energy, the whole system is considered as an "urban
metabolism" [Wolman, 1965]. While urban areas usually retain a distinct urban climatemodulated
by time, weather, city form, city size, city location as well as the urbanmetabolism itself, they also
adapt the cycle of C in a distinct manner.
4.1.1.1 Combustion Processes FC(Cb)
The major source of CO2 in cities originates from combustion of fossil fuels such as oil and
natural gas for heating as well as gasoline and diesel used by motorized vehicles. Both sources,
traﬃc and heating, show a high variability in their spatial and temporal emission patterns. Even
though emissions from combustion released through chimneys can be seen as point sources,
the wide distribution of buildings across the city makes them behave more like a plane source.
In contrast, emissions from traﬃc are concentrated on streets, which are typical line sources and
often only cover minor fractions of the urban area. In Fig. 4.1 the main panel shows an isopleth
diagram of diurnal and monthly traﬃc volume. As traﬃc is directly linked to the working activity
of people, a typical dual peaked pattern with morning and evening rush hours as well as a small
depression at noon is apparent. There is no clear seasonal cycle but a depression seems to be
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Figure 4.1 Isopleth
diagram of traﬃc
volume derived from
traﬃc counts near
BKLI. The top and right
panel show average
daily traﬃc volume per
month and average
amount of vehicles per
hour.
present in July due to public summer holidays. Because of the shift to daylight-saving time in
spring and back to standard time in fall, the diurnal dynamic of traﬃc is shifted by one hour CET.
Figure 4.2 shows the daily and annual dynamic of air temperature. Converted into heating
degree days (HDD) 1 air temperature can be taken as an indicator for heating activity, which is
obviously largest in winter and zero during summer months. Diurnal dynamics of heating activity
can hardly be related to environmental parameters as most heating system follow
time-controlled programs. Usually heating systems are active in the morning and in the evening,
which is when most people are at their homes. Some cities like Basel also have district heating
systems, which leads to a concentration of CO2 emissions from heating related combustion to
few single point sources. Additionally, combustion processes from industrial areas need to be
considered individually.
4.1.1.2 Human Respiration FC(RH)
Exhalation of CO2 is part of the human metabolism and an average adult person respires around
250 g C d−1. With a population density of 7380 pop km−2 in the city of Basel this results in an
average CO2 ﬂux of roughly 1.8µmolm2 s−1, which adds signiﬁcantly to the urban CO2 balance.
However, this number might not apply directly in practice, because during the day many people
commute into the city to their working places and vice versa. Furthermore, the population is not
evenly distributed over the city with time and especially during day people concentrate in the
busy parts of the town, whereas residential areas are less populated. This might lead to
signiﬁcantly higher or lower ﬂuxes of CO2 due to human respiration in the corresponding areas.
In practice, the quantiﬁcation of CO2 emissions by human respiration is diﬃcult to achieve by
1A HDD is a measure for heating activity which sets the strength of heating in relation to the indoor-outdoor
temperature diﬀerence if the daily average temperature drops below a threshold value: HDD = 20− Tdaily < 12
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diagram of air
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direct ﬂux measurements as many people stay indoors most of the time and the signal cannot
be easily separated from other major sources of CO2 like combustion.
4.1.1.3 Waste Decomposition FC(Rw)
In many cities, the large amount of solid and liquid waste produced by the urban population is
deposited in landﬁlls. Decomposition processes in landﬁlls lead to degassing of methane, volatile
organic compounds, CO2 and other gases. Dependent on the vicinity to the city this might add
directly to the CO2 exchange within the city or should be attributed to the general C balance as
part of the larger urban footprint.
4.1.2 Ecosystem Activity
Urban areas are highly complex systems constructed by humans. In a ﬁrst glance, they occur as
an agglomeration of artiﬁcial structures like buildings, streets or industrial facilities and may
appear to be hostile to life apart from human being, but seen from other perspectives they
reveal an incredibly diverse mixture of habitats for many living entities. The manifold biotopes
are not only an imitation of the natural counterpart, but they are also a creation of a completely
new coexistence of ﬂora and fauna, which deserves the term urban ecosystem. Besides the
artiﬁcial modulation of the C cycle, natural processes are still inﬂuencing signiﬁcantly the C
balance, dependent on the presence and activity of plants and animals, the buildup density as
well as the geographical latitude [Churkina, 2016].
4.1.2.1 Photosynthesis FC(P )
Gross primary production (GPP) is the total amount of C uptake by photosynthetic activity within
the ecosystem, e.g. by vegetation. Photosynthesis is the only true sink for CO2 in cities, as other
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Figure 4.3 Isopleth
diagram of modeled
photosynthetically
active radiation (PAR)
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1999]. Green colored
bars indicate growing
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section 4.1.2.1.
processes like sequestration of CO2 through the pores of concrete act at a negligibly small rate.
The primary controlling factor of photosynthetic activity is the availability of photosynthetically
active radiation (PAR) between 400–700 nm as depicted in Fig. 4.3. As PAR is nearly linearly
correlated to the global radiation, it shows the same diurnal and seasonal variability, with
highest values during the day and in summer. Despite the presence of light, vegetation needs
certain environmental conditions in order to be able to be active. The growing season is deﬁned
as the period between the ﬁrst occurrence of six consecutive days with a daily mean
temperature >5 ◦C and the ﬁrst occurrence of six consecutive with a daily mean temperature
<5 ◦C after July (green bars in Fig. 4.3). Furthermore, air temperature, water availability or air
pollution might inﬂuence the rate of photosynthesis and thus the eﬀective photosynthetic
uptake of CO2. In most cities, photosynthesis is not able to oﬀset the strong emissions by
combustion but might have a small compensating eﬀect [Lietzke and Vogt, 2013; Schmutz et al.,
2016]. This, however, highly depends on the amount of vegetation and the climatological
conditions.
Due to the small order of magnitude of FC(P ), direct quantiﬁcation of the CO2 uptake by
vegetation is diﬃcult without chamber measurements. Usually the inﬂuence of CO2 sources and
sinks is analyzed by looking at the net ﬂux density of CO2 from diﬀerent wind sectors at a speciﬁc
time of the day. Within the heterogeneous urban landscape it is mostly impossible, to separate
the data into meaningful bins, without drastically decreasing the amount of data points
remaining for statistical analysis. Because the dynamics of the source activity of CO2 like e.g.
traﬃc is inﬂuencing the net ﬂux density much more than the CO2 uptake by plants, it is mostly
impossible to interpret dips or peaks of FC by the means of source/sink counter play. In such
situations the correlation coeﬃcient or transfer eﬃciency Rw′c′ supplies additional information.
Due to the fact, that ground sources produce an upward ﬂux and ground sinks a downward ﬂux
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of CO2, the correlation between ﬂuctuations of vertical wind and CO2 changes, if the interplay of
sources and sinks changes too. In Fig. 4.4 an isopleth diagram of Rw′c′ is depicted for BKLI and
Fig. 4.5 shows the corresponding isopleth diagram for FC . In contrast to the dual peaked diurnal
course of FC , the transfer eﬃciency shows a symmetric shape during daytime with a clear
minimum in the early afternoon. While FC is highly sensitive to the change in wind direction
from east to west over the course of the day (comp. sec. 4.2.1.2), the correlation coeﬃcient only
responds to the change in solar input (comp. Fig. 4.3) over the course of a day and a year,
respectively. During wintertime the diurnal course of Rw′c′ almost completely vanishes, due to
the absence of plant uptake.
In Fig. 4.6 Rw′c′ is additionally depicted as a function of wind direction. Next to the temporal
diﬀerentiation of the photosynthetic activity this depiction also allows to make out sectors
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where the transfer eﬃciency is altered by a change in the source/sink scheme. The transfer
eﬃciency is generally smaller during daytime in summer, which points at a generally less
organized ﬂux of CO2 due to weaker sources and plant uptake within the source area. The
northeastern sectors even show a negative transfer eﬃciency, which is an indicator, that the
downward transport is more organized than the upward transport. This gives clear evidence,
that photosynthesis is signiﬁcantly inﬂuencing the turbulent transport of CO2. However, on
average there is no uptake from these sectors, because the less organized upward transport is
still overcompensating the organized downward component. Summarizing, the transfer
eﬃciency is a measure to qualitatively detect organized counter gradient transport like
introduced by photosynthetic activity in urban areas, however, it does not allow to directly
determine the quantitative uptake eﬀect.
4.1.2.2 Plant and Soil Respiration FC(RPS)
Respiration processes, which can be separated into plant and soil respiration, lead to a release of
CO2. These processes are especially relevant during nighttime, when photosynthesis and many
other sources have their lowest activity. Like photosynthesis plant and soil respiration also
depends on the amount of vegetation present.
4.1.2.3 Vertical and Horizontal Advection
Due to the complexity and heterogeneity of the source/sink distribution within the urban area,
it is likely that air masses of diﬀerent CO2 concentration are transported horizontally. This leads
to a change in ρC within the air volume at the measurement site. Because advected air can have
either higher or lower concentration of CO2, horizontal advectionmight act as a source aswell as a
sink. It is frequently observed, that e.g. air of lower CO2 concentration is advected from the rural
surrounding, which might lower the concentration within the city due to mixing of air masses.
Additionally there is also a non-turbulent vertical transport, denoted as vertical advection.
4.1.2.4 Storage FC(S)
The net exchange between the surface and the atmosphere is normally characterized by vertical
ﬂuxes. In practice measurement in urban areas take place at considerable height above ground
zm and due to non-constant ﬂuxes within the air volume up to zm a storage term needs to be
accounted for. The storage term, which is the change in concentration with time and with height,
is added like
FC(0) = w′C ′zm +
∫ zm
0
∂C
∂t
∂z, (4.2)
in order to achieve the ﬂux at surface FC(0). However, to gain information about the vertical ﬂux
divergence, proﬁle measurements of FC would be necessary, which is rarely the case.
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Figure 4.6. Rw′c′ at BKLI displayed per wind sector (32 bins) split by winter/summer and
daytime/nighttime, respectively.
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4.2 Footprint Estimations of Urban CO2
Within the research ﬁeld of micro-meteorology the "footprint" of a near-surface measurement
is deﬁned as the ground area that is sensed by the observation [comp. Schuepp et al., 1990;
Leclerc and Thurtell, 1990; Leclerc and Foken, 2014]. For some observations like e.g.
measurements of solar radiation the source area is a function of static geometric parameters of
the sensor (sensor height, ﬁeld of view, surface morphology). In contrast, turbulent ﬂuxes
derived by the EC method are the integrative result of ongoing turbulent exchange processes
within the averaging interval. Dependent on wind direction, wind speed, atmospheric stability
and surface roughness properties, the footprint of such ﬂux measurements represents an
upwind source area of varying shape and extent which encompasses all relevant sources and
sinks. While the extend of the footprint is not crucial over surfaces where the requirement of
horizontal homogeneity is nearly fulﬁlled, measurements carried out over heterogeneous
(urban) surfaces are very sensitive to the size of the footprint and especially to the source/sink
composition within the area covered. For this reason footprint estimations are an important tool
to gain knowledge about the "eﬀective" investigation area of an observation and to evaluate the
signiﬁcance and importance of the derived results.
Estimations of the footprint can be achieved by modeling approaches, either by numerical [e.g.
Kljun et al., 2015] or analytical [e.g. Hsieh et al., 2000; Kormann and Meixner, 2001]
implementations. Analytical approaches like the Kormann and Meixner [2001] model used in
this thesis are relatively easy to implement and only need little computational power. The
Kormann and Meixner [2001] model takes into consideration average longitudinal wind speed,
variance of lateral wind speed, wind direction, atmospheric stability as well as the eﬀective
measurement height and the roughness length. The model outputs a per-pixel (dependent on
the deﬁned spatial resolution) based relative ﬂux-contribution, which is then usually converted
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Figure 4.8. Average hourly footprint for CO2 at BKLI calculated with the Kormann & Meixner model.
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to a cumulative source area to achieve relative ﬂux-contributions by area. While the model is
valid for all atmospheric stability conditions and takes into account crosswind-dispersion, the
resulting footprint is not an accurate representation of the real footprint over a very
heterogeneous surface. Firstly, the usage of average information on wind speed and wind
direction already introduces some uncertainty because the longitudinal and lateral variability
might not be represented well enough. Secondly, it is diﬃcult to feed the model with accurate
information about the surface roughness for an urban environment with a spatially
heterogeneous composition of three-dimensional structures. Thirdly, scalar ﬂuxes rarely have
plane source areas but rather line (e.g. streets, rivers) or point (e.g. chimneys, trees) sources
and sinks are controlling the ﬂuxes, which is why the per-pixel ﬂux contribution of the model
output is barely accurate. Thus, the urban footprint should more be considered as a source area
estimation which helps to understand the extend and the variability of the area which is
inﬂuencing the calculated ﬂux. The complexity of the investigation area needs to be
incorporated and interpreted individually. As an example, Fig. 4.8 presents average hourly
footprint estimations for BKLI. While the general shape is similar throughout the day, the extend
of the source area varies largely. Mostly due to the inﬂuence of atmospheric stability, the
footprint shrinks to its minimal size in the afternoon and reaches its maximum extend during
times of stable conditions in the evening.
4.2.1 Horizontal Averaging
4.2.1.1 Basic Concept
The size and the shape of the source area for a given measurement height is primarily
determined by the atmospheric stability as well as the longitudinal wind speed and its lateral
variance. The extend of the footprint certainly inﬂuences the strength of the measured ﬂuxes.
On average, the variation in size does only change the weighting of individual sources and sinks
in upwind direction, but it does not necessarily alter the source/sink composition. In contrast,
the wind direction changes the orientation of the upwind source area which often leads to a
fundamental change in the footprint characteristics if the sources and sinks are distributed
irregularly around the measurement station. Due to the immense complexity of urban areas,
this is probably the case for many urban measurement sites. As a result, the prevailing wind
regime determines by large parts, which sources and sinks are actively contributing to the
measured ﬂux and which are not. Often alternating wind regimes like mountain-valley or
land-sea wind systems cause an unequal representation of source/sink activity over the course
of a day or even a year. Strong sources (e.g. streets for CO2) might be excluded during times of
high activity during the day, but incorporated by the footprint during times of low activity e.g.
during the night, and vice versa. To illustrate this issue, Fig. 4.7 shows FC as a function of wind
direction and daytime as well as the relative frequency of each bin. Apparently, the diurnal
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Figure 4.9. Average Sectorial net ecosystem exchange (NEE) and horizontally averaged net ecosystem
exchange (<NEE>) for BKLI (a), (c) and BAES (b), (d).
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course of FC and the dynamics of the wind system do not coincide and the eﬀectively measured
ﬂux does not lead to a complete picture. When calculating e.g. daily or monthly averages or
total values like net ecosystem exchange (NEE), this circumstance is signiﬁcantly inﬂuencing the
results and can lead to an over- or underestimation of the eﬀective ﬂux. The measured or
calculated values are representative for the single point in space, where the station is located,
but might not be valid for a larger area around the measurement site, which is usually desired.
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Figure 4.10. Average monthly FC and < FC > for BKLI (left) and BAES (right). Marks on secondary y-axis
indicate average ﬂuxes.
To overcome this shortcoming, a horizontally averaged ﬂux < FC > can be calculated. The
reﬁned method introduced in Schmutz et al. [2016] (sec. 5 - P2) simulates a situation where the
wind is theoretically blowing from all direction with an equal frequency of occurrence. The
resulting ﬂux should therefore no longer be a function of wind direction but rather closely
represents the expected turbulent exchange of the surrounding area. To be able to catch the
heterogeneity of the surrounding, an adequate number of wind sectors are distinguished, e.g.
eight for BKLI or BAES (comp. Fig. 4.9). Data from each wind sector are considered as an
independent time series and a gap-ﬁlling algorithm (comp. sec. 2.1.2) is applied to each sector.
Finally, all eight time series are arithmetically averaged which results in a horizontally averaged
time series with equal inﬂuence of all wind sectors. It is important to mention, that the
horizontally averaged ﬂuxes should not be interpreted as time series of measurements due to
the large amount of gap ﬁlled values. The < FC > values should only be taken as a base
population to calculate average statistics, e.g. average diurnal courses or NEE. While horizontal
averaging eliminates the inﬂuence of the unequal distribution of wind directions by large parts,
there are still other factors like wind speed, atmospheric stability or surface roughness
parameters which might diﬀer between sectors and lead to some inequality in the sampled
footprint scale.
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4.2.1.2 Inﬂuence on CO2 Balance Estimation in Basel
Basel is subject to a very distinct diurnal wind regime due to the Rhine Valley, which leads to a
strong eastern component during the night into the morning and a northwest component
during the day. The general synoptical situation adds an additional western component. The
predominant east wind in the morning advects a strong CO2 signal from emissions from the
nearby Klingelbergstrasse whereas in the afternoon the west wind moves the source area to the
western residential area with much lower CO2 emissions. This leads to the situation, that the
diurnal dynamic of the traﬃc is not caught completely by the measurements. The northern and
southwestern sectors are clearly underrepresented and would probably lead to smaller average
ﬂuxes due to low activity of CO2 sources. Figure 4.9 presents the average sectorial NEE for BKLI
(left) and BAES (right) before horizontal averaging (top) and after (bottom). The sectorial
distribution of NEE as derived from the measurements is largely superimposed by the wind rose
and most of the CO2 emissions are attributed to the southeastern and western sectors. In
contrast, <NEE> is no longer a function of the wind regime and the diﬀerences between single
sectors can be discussed in relation to the source/sink distribution. Thus, highest NEE can be
expected from sectors 2-5 at BKLI due to the highly traﬃcked Klingelbergstrasse and at BAES
from sectors 1, 2, 7 and 8 due to the high traﬃc activity on the Aeschenplatz to the northwest.
The eﬀect of horizontal averaging on monthly ﬂuxes of CO2 is demonstrated in Fig. 4.10 for both
BKLI and BAES. At BKLI measured ﬂuxes are underestimated for most months due to the rare
occurrence of sectors 2 and 4 which are subject to high CO2 emissions from the
Klingelbergstrasse. The underestimation is largest in summertime with < FC > being up to
2.7µmolm2 s−1 larger than FC . In contrast FC is slightly overestimated in November and June
due to a very strong east component in the wind system during these months. At BAES the
frequent west winds lead to a slight overestimation of FC due to the CO2 emission from the
Aeschenplatz. Only in October, December and February FC is underestimated as a result of the
east-wind dominance which more often moves the footprint to sectors of low CO2 emissions. At
BKLI < FC > takes an average value of 13.6µmolm2 s−1 and FC of 12.3µmolm2 s−1. Despite
slight diﬀerences over the course of a year at BAES, both< FC > and FC show an average value
of 17.9µmolm2 s−1. These results show that < FC > is a better representative of the ongoing
CO2 exchange processes within the surrounding area of the station. This not only enhances the
representativeness of the derived statistics for the corresponding location, but it also improves
the comparability between diﬀerent sites. In Fig. 4.11 a correlation analysis between BKLI and
BAES is shown for FC and< FC > based on daily averages. Note, that the two relatively nearby
stations do not necessarily have to show a high correlation, but due to the similar source/sink
scheme (major sources are traﬃc and heating, [Lietzke et al., 2015]) they should be similar in the
general dynamics of the CO2 balance over the course of a day and a year, respectively. Between
FC at BKLI and BAES there is nearly no linear correlation with r2 near zero. After applying
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Figure 4.11. Correlation between BKLI and BAES for FC (left) and < FC > (right). Displayed are daily
average values.
horizontal averaging to both stations the correlation increases signiﬁcantly with r2=0.571. While
the comparison of FC would result in the conclusion, that the dynamics of the CO2 balance at
both stations are almost completely uncorrelated, the interpretation of < FC > reveals a
signiﬁcant amount of similarity.
4.3 Beneﬁts of Long-term Measurements
Long-term investigations are essential to gain information about trends and to quantify the
variability over time. Longer time series not only lead to a more solid population, but also
increase the chance, that the dataset covers all occurrences of the investigated property. When
it comes to environmental monitoring by the EC method, the term "long-term" is often used
manifold for diﬀerent periods. As such, the length of a time series always has to be put in
relation to the investigated time scale and the time covered by the measurements should cover
multiple periods in order to achieve a solid statistic. It has to be taken into account, that even if
only a certain time scale is investigated, there is always a superposition of other, mostly longer,
time scales, which might signiﬁcantly inﬂuence the results. It is therefore particularly important
to be aware of such inﬂuences when analyzing data snippets shorter than the longest time scale,
because properties of larger time scales are usually inherited to smaller scales. From this
perspective, "long-term" can be deﬁned as the period, where all relevant time scales are
represented and where any trend, if existent, is signiﬁcant.
Whereas for CO2 in most natural ecosystems a diurnal and a yearly time scale can be discerned
due to varying photosynthetic activity over the course of a day and a year, respectively, urban
ecosystems usually show a more complex pattern. Even though photosynthesis takes up CO2
during the day and plant respiration releases CO2 during the night, the diurnal course in cities is
mostly superimposed by traﬃc activity, which leads to a typical dual shaped pattern with higher
FC during the day, a small depression at noon and lower FC during the night. The yearly course
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is additionally controlled by heating activity, which leads to more CO2 emissions during the
heating season in wintertime. While the diurnal cycle of anthropogenic CO2 emissions is
opposed to the natural photosynthetic activity, the yearly cycles coincide. In addition to natural
ecosystems, urban areas also show a weekly dynamic due to the diﬀerence in traﬃc volume
between working days and weekends. Furthermore, some irregularity is introduced by public
holidays, which are mostly comparable to weekends. Dependent on the location, other sources
like e.g. combustion can have signiﬁcant inﬂuence on the dynamics of CO2. On top of both, the
natural and the anthropogenic inﬂuences, CO2 concentration is likely to show a long-term
increasing trend due to the steady increase of the global background concentration.
By looking at the diﬀerent time scales of the urban C balance it can simply be concluded, that
at least one year of measurements should be taken into account in order to gain information
about all relevant time scales. However, it is necessary to cover more than one period of each
time scale, to be able to distinguish any period-to-period variability or long-term trends. As such,
"long-term" should only be referred to multi-year CO2 time series, especially when investigating
extremely heterogeneous urban environments. Within the following two section statistical tests
are applied to the long-term dataset from BKLI to discuss the signiﬁcance of statistics of FC as
well as the trend of ρC .
4.3.1 Goodness of Fit Test
In an approximation the 12 year long time series from BKLI is taken as a base population of FC at
this location. As such, it is assumed, that within this time, all relevant dynamics and variabilities
are caught. Aχ2 goodness of ﬁt test is applied to investigate howmany years should be covered by
the measurements in order to have no signiﬁcant diﬀerence between the histograms of a subset
of years (hO) compared to that of the entire period of 12 years (hE) calculated from half-hourly
data. The χ2 test probes the diﬀerences between an observed distribution hO and an expected
distribution hE as follows
χ2 =
n−1∑
i=0
(hO,i − hE,i)2
hE,i
. (4.3)
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The result χ2 is used to test the Null-Hypothesis
H0: There are no signiﬁcant diﬀerences between histograms of selected
combinations ofN years and the base population
against the alternative Hypothesis
H1: There are signiﬁcant diﬀerences between histograms of selected combinations
ofN years and the base population
at signiﬁcance levels α = 0.1, α = 0.05 and α = 0.01. The Null-Hypothesis is rejected, if
p(χ2) < α. Histograms are calculated for bins of 4µmolm2 s−1 and data are cut-oﬀ before at the
99% percentile to prevent unnecessary stretching of the histogram towards outliers, whichwould
lead to a large number of null-bins. The range of FC used to calculate the statistics is thus -72 to
106µmolm2 s−1. The Hypothesis are tested for all possible combinations of N ∈ {1, ..., 12} to
selectN years out of 12 without repetitions. In Fig. 4.12 a composition of the results of theχ2 test
is given. Clearly, single years do not represent the base population well enough and there is high
evidence, that the deviation from the long-term average histogram is signiﬁcant. Starting from
two years of measurements it becomes possible, that the base population can be represented
without signiﬁcant diﬀerences, but only for 15–25%of all cases. It takes up to seven years until the
chance of representing the base population is around 50% and with 10 years or more the 12-year
histogram is reproduced without any signiﬁcant diﬀerence in all cases. Concerning the median
value, diﬀerences between the base population and subsets of up to six years are signiﬁcant and
it is more likely due to chance, that the true distribution of FC is caught within six years or less.
4.3.2 Long-term Trend Evaluation
Measurements of CO2 concentration go back to 1958 when C. David Keeling started sampling at
Mauna Loa [Keeling et al., 1976]. From this data and from many other background concentration
measurements started later on, the dynamics of ρC can be traced with high precision on a global
level and the evaluation of trends and tendencies is based on a solid population. While decadal
mean annual growth rates of CO2 at Mauna Loa started below 1 ppmy−1 during the sixties, a
steady increase is observed since then. During the last full decade between 2000 and 2010
annual growth rates reached 1.97 ppmy−1 on average. A preliminary calculation of the average
growth rate starting from 2011 until today results in a mean value of 2.44 ppmy−1. In a rough
approximation the increase in ρC can be taken as linear over the course of a decade, but the
average increase in annual growth rates clearly states, that the trend follows an exponential
curve. In Schmutz et al. [2016] it could be shown, that the local CO2 concentration in Basel is
coupled directly to the background concentration level with a hysteresis of several month and
an average positive oﬀset around 10 ppm. The trend calculated for Basel follows that of the
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Figure 4.13 Linear trends of CO2 concentration
for each possible combination of years
out of the investigation period at BKLI
(top), Schauinsland (SAL) (middle) and
Jungfraujoch (JFJ) (bottom). Green diamonds
indicate the correlation coeﬃcient r2 between
yearly averages and ﬁtted values of the linear
trend, red crosses the ratio between the standard
deviation of the trend and the average trend and
the blue circles represent the p-values of the
trend. Circles are ﬁlled, when the p-value drops
below the signiﬁcance level p = 0.01. Dotted
lines represent the zero crossing and the 2 ppm
level.
background concentration very closely between 2005 and 2015. The performance of the
long-term trend of ρC is tested by calculating linear trends based on half hourly data over all
possible combinations of years within the investigation period. To assess the signiﬁcance of the
trend the correlation coeﬃcient between yearly averages of ρC and the linear trend and the
corresponding p-value are calculated. The evaluation of the p-value is done at the signiﬁcance
level α = 0.01. The results of the analysis for BKLI, JFJ and SAL are displayed in Fig. 4.13.
Due to the larger variability in the local measurements at BKLI the calculated trends from diﬀerent
subsets of single years vary more compared to the background concentration measurements. At
all three stations the long-term trend is approached from below and becomes signiﬁcant after
six years at BKLI and four years at SAL and JFJ, respectively. Even though it takes some years to
signiﬁcantly represent the long-term trend, the correlation coeﬃcient between the linear ﬁt and
the measured yearly averages is already high.
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Abstract Eddy covariance (EC) measurements of carbon dioxide (CO2) in urban environments are
carried out widely since the late nineties. However, long-term time series are still rare and little is
known about long-term tendencies, even though cities are major sources of CO2 globally. Here a full
decade of EC measurements from Basel, Switzerland, is presented. An approach for the calculation of
horizontal averages is presented. It improves the signiﬁcance and comparability of measured ﬂuxes from
heterogeneous environments and emphasizes the need of adequate weighting by horizontal averaging in
such heterogeneous urban environments, especially for the derivation of cumulative quantities like the
annual net ecosystem exchange. The urban CO2 mole fraction (ρC) is compared with regional background
measurements, and good agreement in terms of long-term trend and seasonal variability is found. Over
the last decade an increase of 2 ppmy1 is observed, both locally and globally. CO2 ﬂux (FC) data are
analyzed for diurnal and seasonal cycles as well as interannual variabilities. FC shows a large interannual
variability in times of high source activity (e.g., during the day and in winter). In contrast, a relatively
constant background ﬂux of 5μmolm2 s1 is found during periods of low source activity. The long-term
trend of FC is mostly superimposed by the large temporal variability and is found to be 5% over the
last 10 years.
1. Introduction
1.1. Importance of Long-Term CO2 Records
Recently, many studies focused on approaches toward a better understanding of the linkage between carbon
dioxide (CO2) emissions in urban environments and their controlling factors [Christen et al., 2011; Contini et al.,
2012; Lietzke et al., 2015; Velasco et al., 2014]. Modeling approaches are an important step forward to trans-
form information from point measurement to larger spatial (e.g., city) scales, which is essential to achieve a
comprehensive picture of the entire urban metabolism.
The signiﬁcance and resilience of the results, however, depend strongly on whether the emission factors and
theoretical assumptions can be validated by reliable measurement-based data sets. As the eddy covariance
(EC) method for the determination of turbulent ﬂuxes of mass and energy only became a widely applicable
method in urban areas since the late nineties, multiyear studies able to catch long-term trends and interann-
ual variabilities are still rare. A comprehensive overview of recent studies on urban CO2 ﬂuxes (FC) is given in
Lietzke et al. [2015], whereas the longest time series reported in literature cover at most 5–6 years [Crawford
et al., 2011, Gioli et al., 2012]. In contrast, there are numerous long-term data sets of CO2mole fraction (ρC) and
FC from natural terrestrial ecosystems (e.g., FLUXNET, www.ﬂuxdata.org) or remote background concentra-
tion measurements (e.g., Carbon Dioxide Information Analysis Center, http://cdiac.ornl.gov/) and a variety
of corresponding studies [Hofmann et al., 2009; Liu et al., 2015]. Taking into account, that urban areas are
responsible for large parts of the global greenhouse gas emissions (~50%, depends on methodology and
boundary deﬁnition of urban areas [Intergovernmental Panel on Climate Change (IPCC), 2014; Marcotullio
et al., 2013]), still little is known about one of the major sources of atmospheric CO2 [Rosenzweig et al., 2010].
Compared to most natural ecosystems, urban areas are hot spots of changes and development, and thus, it is
barely possible to characterize and understand the ongoing processes by looking at a “short-term” snapshot
of the current state. Relationships between emissions and their drivers derived from single years are not
implicitly valid for longer time periods, and the validity of reported correlations still needs to be proved.
Because urban CO2 is subject to cycles on daily, weekly, and yearly scales, it is inevitable that multiple years
are needed in order to detect trends and periods on all relevant time scales.
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1.2. Measuring Urban Carbon Dioxide
Research on the complex pathways of CO2 in the urban landscape is a substantial contribution to the rapid
progress in urban climatology over recent years. Whereas tracking of, e.g., fuel consumption or use of other
commodities linked to greenhouse gas emissions can be achieved on national or regional scales by inventory
approaches, the task becomes increasingly more sophisticated for the densely populated urban environ-
ment. Major sources of CO2 in cities are well known, most being linked to the massive energy demand of
the urban metabolism (ﬂows of material and energy caused by human activity). Large parts of urban CO2
is caused by fuel combustion for heating, transportation, industry, and power generation and to a minor
degree by processes like waste decomposition or human respiration [Christen, 2014]. Effective sinks of CO2,
e.g., vegetation are rare and cover only minor, patchy fractions of cities. Therefore, urban environments are
normally net sources of CO2 all over the year [Christen et al., 2011; Crawford et al., 2011; Lietzke and Vogt,
2013]. The need of adequate monitoring systems to quantify the impact of cities to the total CO2 budget is
obvious, and a large number of studies about measurement and modeling of urban air pollution have been
released during the last decade. Current research on local-scale urban micrometeorology focuses on the link
between direct measurements of CO2 and its controlling factors derived from geographic information system
(GIS) data (e.g., land use, trafﬁc count, and local climate zones) [Lietzke et al., 2015] or on bottom up modeling
of emission processes tuned by experimental data [Christen et al., 2011].
A comprehensive overview on measurement techniques to quantify greenhouse gas emissions from cities is
given in Christen [2014], who discusses different approaches for mesoscale, local-scale, and microscale data
acquisition. Regardless of theoretical and technical challenges, the EC technique provides probably the best
way to determine local-scale urban CO2 emissions from a point measurement. If the measurements take
place within the urban inertial sublayer (ISL), the footprint extends several hundred meters upwind and
the measured ﬂux represents a well-mixed CO2 signal from the corresponding area. The application of a
sectorial analysis allows attributing the ﬂux data to distinct sources or land use classes within the footprint
area. Many studies have shown that, e.g., correlations can be found between FC and trafﬁc volume or heating
activity indices [Helfter et al., 2011; Lietzke and Vogt, 2013; Lietzke et al., 2015; Pataki et al., 2009; Pawlak et al.,
2011; Velasco et al., 2005]. Despite the theoretical requirements [Aubinet et al., 2012] of the EC-method (e.g.,
horizontal homogeneity and stationarity) are barely satisﬁed, EC measurements turned out to deliver reliable
results even for the heterogeneous urban environment if an appropriate station setup is chosen as suggested
by Feigenwinter et al. [2012].
The aim of this study is to contribute to an enhanced understanding of the seasonal and interannual variabil-
ities of ρC and FC by analysis of 10 years of EC data from an urban area in Basel, Switzerland, between 2005
and 2014.
2. Material and Methods
2.1. Study Site
Long-term urban meteorological measurements are carried out by the University of Basel, MCR-Lab
(Meteorology, Climatology, and Remote Sensing) in the city of Basel. An 18m tall tower is mounted on the
ﬂat roof top of the 20m high MCR building (BKLI, 47.56173°N, 7.58049°E) since 2003. The neighborhood of
the site is mainly characterized by the inner ring street Klingelbergstrasse to the east with heavy trafﬁc,
oriented along the 200°/20° axis, as well as by residential buildings enclosing green backyards, to the west.
Furthermore, some tall university buildings are located approximately 250m to the north and the northeast
of the site. An aerial image of the surrounding is given in Figure 1, speciﬁc land use characteristics are
depicted in Figure 2, and a summary of land use classes per sector can be found in Table 1. The site
characteristics are described in more detail in Lietzke and Vogt [2013], where a second tower has been oper-
ated in an adjacent street canyon from mid-October 2009 until end of March 2011.
2.2. Measurements and Data Processing
The EC system of the BKLI site is operative since May 2004, and thus covering now more than a decade of
measurements. The instruments are mounted to a vertical extension at the tower top at a total height of
39m above street level (Figure 3). According to Lietzke and Vogt [2013] and Feigenwinter et al. [2012], the
measurements take place above the roughness sublayer, but inside the ISL. The EC system consists of an
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025063
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ultrasonic anemometer (=sonic, HS-50,
Gill Instruments Ltd.) and an open path
CO2/H2O infrared gas analyzer (=IRGA,
LI-7500, LI-COR Inc.), both facing north-
ward, allowing the predominant winds
from east and west to pass the measur-
ing volume mostly undisturbed. Sensor
separation is 0.4m, and the gas analyzer
is tilted 35° in order to reduce the
inﬂuence of water droplets on the
windows. Both, the sonic and the IRGA
are sampled at 20.83 Hz, whereas the
IRGA is connected to the analogue input
of the sonic. Thus, the internal quality
control value (Automatic Gain Control)
of the IRGA is not available. To calibrate
the IRGA N2 (dry) is used as zero gas and
N2/CO2 (500 ppm) for the span.
Raw data are stored as 30min ﬁles of
orthogonal wind components u, v, and
w; acoustic temperature Ts; as well as
the voltage signals of the IRGA,
which were converted into concentra-
tions and later into mole fractions of
CO2 and H2O during postprocessing
Figure 1. On the left site an aerial image (1.6 km× 1.6 km) [Geodaten Kanton Basel-Stadt, 2015] centered around the BKLI site (2610678/1267902, blue dot) is shown.
Trafﬁc counts at Johanniterbrücke (BJH, green dot) and Heuwaage (BHA, not onmap, red arrow) are marked. The white dashed grid lines indicate steps of 200m from
the measurement site, whereas the black grid represents the Swiss coordinate system (LV03, EPSG:21781). Additionally, the average footprint estimation is shown.
The thick solid and dashed orange lines indicate the 90% and 50% contour, respectively. The thin dashed black lines give additional information on the contour
shape in steps of 10%. The radial black lines indicate sectors of 45° used during this study. On the right site the corresponding digital elevation data of the sur-
rounding is shown. Building height is scaled white (0m) to black (62.4m). Proﬁles on the right and at the bottom of the graph present the median building height.
Figure 2. Fractions of land surface, water, roads, buildings, and vegetation
per sector within a radius of 500m around the BKLI site. Sectors are as
deﬁned in Figure 1, and details are listed in Table 1.
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(0–5 V= 10–30mmolm3). The sonic is operated in uncalibrated mode, and a matrix correction [Vogt, 1995]
was applied afterward. Average 30min statistics were calculated using EddyPro® v5.2.1 (LI-COR Inc.). During
processing, axis rotation for tilt correction, linear detrending, covariance maximization, as well as the Webb-
Pearman-Leuning terms for compensation of density ﬂuctuations [Webb et al., 1980] were applied.
Furthermore, data were corrected for high-pass and low-pass ﬁltering effects [Moncrieff et al., 1997, 2005],
and statistical tests for raw data screening following Vickers and Mahrt [1997] were used. For quality check
ﬂags were calculated from steady state and developed turbulent conditions tests [Foken et al., 2005; Foken
and Wichura, 1996; Göckede et al., 2007].
To avoid streamline distortion from the sonic spars and the IRGA, the wind sector 180° ± 15° was generally
rejected and treated with special care during gap-ﬁlling later on. In addition to the above data removal cri-
teria, data are rejected during rain events ±2 h and during maintenance activities. Overall data availability
after completion of postprocessing is approximately 70% for ﬂux data and up to 98% for other
meteorological quantities.
2.3. Gap-Filling Algorithm
Data loss due to postprocessing, maintenance, and system failures is up to 30% for ﬂux data. Among the dif-
ferent approaches for gap-ﬁlling discussed in literature [Falge et al., 2001; Moffat et al., 2007; Schmidt et al.,
Figure 3. (a) Side view of institute building and ﬂux tower, (b) close-up view of EC setup at tower top, and (c) layout of com-
plete instrumentation at tower-top level. Drawings are not to scale and aligned along the buildings orientation toward 22°.
Table 1. Sectorial and Average Characteristics of the BKLI Sitea
z0 (m) zh (m) λi(%) λw(%) λs(%) λb(%) λv(%)
337.5°–22.5° 5.7 18.8 32.2 0.0 12.4 32.0 23.5
22.5°–67.5° 8.5 18.1 17.8 24.8 14.5 29.3 13.7
67.5°–112.5° 4.0 19.0 17.4 15.1 9.5 36.0 22.0
112.5°–157.5° 3.2 15.3 14.9 0.0 15.0 34.2 35.9
157.5°–202.5° 4.7 14.7 17.6 0.0 17.2 36.4 28.8
202.5°–247.5° 5.4 16.1 18.1 0.0 8.4 35.0 38.5
247.5°–292.5° 3.5 15.4 20.7 0.0 13.6 39.3 26.4
292.5°–337.5° 2.5 16.0 22.8 0.0 12.9 38.3 26.0
Mean 3.8 16.7 20.2 5.0 12.9 35.1 26.9
aLand use fractions λi (land surface), λw (water), λs (streets), λb (buildings), and λv (vegetation) are calculated for 500m
radius around the measurement site. Roughness length z0 is derived from logarithmic wind proﬁle during neutral
conditions, and zh is calculated from a 3-D city model.
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2008], the most common methods are artiﬁcial neural networks, nonlinear regression analysis, or look-up
tables (LUTs). For this study an improved moving LUT (mLUT) technique [Reichstein et al., 2005] is implemen-
ted. Instead of LUTs based on static bins for speciﬁc temporal and meteorological conditions, the gap-ﬁlling
values are derived from a temporal moving frame. These moving frames for a gap at a certain day, time, and
wind direction (dG, tG, and αG) are deﬁned as dG±45 days, tG± 1.5 h, and αG±22.5°. Compared to the static
LUT technique, the mLUT algorithm has the disadvantage of a much smaller sample size, because only few
neighboring values meet the criteria. At the same time, the mLUT technique beneﬁts from a better represen-
tativeness of the gap-ﬁlled values for a speciﬁc point in time because only temporally adjacent data are con-
sidered. This is not the case, if, e.g., data from multiple years are used for the calculation of static LUT. Due to
the usage of static LUT, statistics of the time series tend to converge toward the LUT, whereasmLUTs preserve
the temporal variability on amuch smaller temporal scale. This is crucial, if interannual variability or long-term
trends are investigated. Data availability after application of the gap-ﬁlling algorithm is at least 98%.
2.4. Horizontal Averaging
CO2 ﬂuxes measured by the EC method always represent an integrated signal from all sources and sinks
within the footprint area. At BKLI, the sources and sinks are not evenly distributed around the station, and
thus, the footprint composition and the resulting ﬂux clearly vary with wind direction. In addition, the fre-
quency of occurrence of wind directions changes with daytime and season; thus, there is no equilibrium
between data sampled during, e.g., daytime and nighttime or in different seasons. The values measured at
the tower are thus only valid for this speciﬁc point in space with the corresponding wind system and do
not represent the general properties of the surrounding area. Therefore, it is necessary to consider horizontal
averages in order to achieve ﬂuxes representative for a certain spatial scale (e.g., neighborhood scale).
The basic concept of horizontal averaging goes back to Raupach and Shaw [1982], and different applications
of horizontal averages are described by Rotach [1993], Rotach [1995], or Christen [2005], who showed the ben-
eﬁt for comparison of simultaneous measurements at different locations. In order to consider the uneven
sampling of different scenarios (daytime/nighttime, weekday/weekend, seasons, and wind sectors) an
adapted concept of horizontal averaging has been implemented following Lietzke et al. [2015], who
introduced a method for the calculation of so-called “expected ﬂuxes.” Instead of weighting sectorial ﬂuxes
by the relative frequency of occurrence of the corresponding wind direction, for each sector (s) a gap-ﬁlled
(X, only values from this sector) time series FCX(s) is generated. Subsequently, the arithmetic average is
calculated out of the sectorial values for each point in time (t) which leads to the horizontal average
< FC >¼ 18
X8
s ¼ 1 FCX s; tð Þ:
All terms in angle brackets in the current study are calculated following the above method.
2.5. Long-Term Development of the Urban Neighborhood
Long-term measurements of FC are not only affected by the diurnal and seasonal variations of the local
sources and sinks but also by changes in footprint composition which are caused by modiﬁcations of the city
structure or variations of the urban metabolism. Modiﬁcation of the land use structure like new
buildings/streets, political decisions (e.g., new trafﬁc concepts), or generally population growth is inﬂuencing
the local source/sink regime and has to be taken into account when interpreting the results.
From analysis of GIS data [Geodaten Kanton Basel-Stadt, 2015], information about the development of the sur-
rounding building structure could be derived. In general, there was only little construction activity during the
last 10 years. An exception is the newly built (2007–2010) “Universitäts-Kinderspital” (Children’s Hospital)
200m north-northeast, which replaces a former hospital building of similar shape. Furthermore, demolition
work has begun in summer 2014 in the backyard to the west of the institute, and there is ongoing construc-
tion work for the new “Biozentrum” (Center for Molecular Life Sciences) 300m to the north since 2013.
For the Klingelbergstrasse information about trafﬁc volume is available from a permanent trafﬁc count 500m
northeast, at the Johanniterbrücke (BJH) and approximately 1.3 km to the other direction at the Heuwaage
(BHA) for the entire measurement period, both on an hourly resolution [Geodaten Kanton Basel-Stadt,
2015]. Between 2004 and 2007 the average daily trafﬁc volume at BJH was approximately 20,000 veh day1.
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With the opening of the trafﬁc bypass
“Nordtangente” in 2007/2008 the
average daily number of vehicles
has steadily diminished to roughly
15,000 veh day1 until 2011 and then
stayed more or less constant.
In 2013 the local authorities reported
a total population of 173,330 inhabi-
tants for the city of Basel (without
agglomeration). The total population
growth since 2004 is 3.9%, whereas
the yearly growth rate is 0.43% for
the whole city and varies between
0.24 and 0.65% for the residential dis-
tricts around BKLI [Statistisches Amt
Basel-Stadt, 2015].
2.6. Deﬁnition of Wind Sectors
and Seasons
For the application of sectorial
analysis, data were separated into
eight wind sectors of equal width
(45°) (Figure 1 and Table 1). Sectors
are numbered clockwise from 1 to 8
starting at north. For the analysis
of seasonality the four seasons
winter (December-January-February),
spring (March-April-May), summer
(June-July-August), and autumn
(September-October-November) are
distinguished following the meteoro-
logical convention. Thus, if yearly
values are indicated, December is
always attributed to the following
year.
3. Results and Discussion
3.1. Meteorology at the BKLI Site
The climate of Basel is characterized
by mild winters and warm summers
(Cfb-climate according to Köppen
classiﬁcation). The yearly temperature
amplitude calculated from monthly
averages is 18 K, whereas minima
and maxima can be around 0°C and
25°C, respectively. Average rainfall is
804mm and is distributed all over
the yearwith amaximumduring sum-
mer. In Figure 4 the average seasonal
wind roses for the 10 years show the
dominant wind directions ESE and
W/NW. The local wind system has a
distinct diurnal cycle, where ESE and
Figure 4. Seasonal relative frequencies of wind direction and velocity at BKLI
(24 bins based on 30min averages).
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NW winds are subject to the nighttime and daytime parts of the mountain-valley system of the Rhine valley,
respectively. While the general wind regime is very persistent, the ESE component occurs more often during
day in autumn and winter and the W/NW component is typically more frequent in spring and summer.
Averagewindspeed is2.4m s1 ± 1.2,whereas strongerwindspeedsarenormally relatedto thewesternsector.
Figure 5. Mean seasonal diurnal courses of (a and b) ρC, (c and d) <FC>, and (e and f) FC from 2005 to 2014. Columns represent different seasons. Variables are
presented for weekdays (WD) as well as weekends (WE). The bar on top of plot indicates frequency of west wind. The boxplots show the 5th, 25th, 75th, and 95th
percentiles as well as the mean and the median of the data. Note the difference in y axis scale between Figures 5c and 5d and Figures 5e and 5f.
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025063
SCHMUTZ ET AL. TEN YEARS OF CO2 MEASUREMENTS IN BASEL 8655
Chapter 5 - P2. Ten Years of Eddy Covariance Measurements in Basel, Switzerland: Seasonal and
Interannual Variabilities of Urban CO2 Mole Fraction and Flux
68
The local wind system with its diurnal behavior is crucial to the measurement of FC as the wind direction
determines, which sources actively contribute to the measured signal. In the morning, high CO2 emissions
are advected from the Klingelbergstrasse in the east, resulting in high FC, whereas in the afternoon, when
the west winds advect emission from the residential sector, measured FC is relatively low. Only between
October and February, when the ESE component is more persistent during the day, afternoon trafﬁc or the
evening rush hour is clearly represented by the measurements (Figures 5e and 5f). The calculation of horizon-
tal averages compensates for this effect.
3.2. Carbon Dioxide Footprint Estimation
Footprints for FC were calculated from 30min data according to Kormann andMeixner [2001], which is an ana-
lytical footprint model for nonneutral stratiﬁcation. To run the model the displacement height zd and the
roughness height z0 were derived by the rule of thumb zd= 2/3 zh and z0 = 0.1 zh, respectively, where zh is
the mean building height (16.6m) derived from the 3-D city model. For an estimation of source area season-
ality, average source areas were calculated for single seasons and years from the 30min footprints. The over-
all average footprint is shown in Figure 1 for a domain of 1.6 × 1.6 km. The general shape of the footprint
contour lines compares well with the characteristic east-west distribution of the wind rose (Figure 4). A strong
SE component and a rather diffuse west branch are characteristic for the source area. The footprint extends at
its maximum 500m (east), but typically ranges within 300–400m (90% contours). The general shape of the
footprint is preserved over the year, because of the persistent daily wind regime. Nevertheless, between single
years and especially between seasons characteristic differences can be distinguished. The areawithin the 90%
contours is largest duringwinterwith0.74 km2and smallest in autumnwith0.57 km2 (23.3%),whereasduring
spring and summer the footprint covers 0.70 km2 (5.3%) and0.60 km2 (19.1%), respectively. Thedifferences
in footprint size are primarily subject to the varying strength of the eastern branch of the footprint area, which
extends themost inwinter, followedby autumn, spring, and summer. The variation of thewestern part is smal-
ler, except for the autumn situation, where less of the residential area to the northwest is covered. Froma larger
footprint area awell-mixed signal with fewer contributions of single nearby sources can be assumed. The foot-
print deﬁnes which sources and sinks actively contribute to the measured, and thus, a variation in the source
area can directly affect the measured pattern, especially in a heterogeneous urban environment.
3.3. The Impact of Horizontal Averaging on Sectorial CO2
To quantify the impact of horizontal averaging on the total carbon (C) balance, average yearly cumulative
ﬂuxes nC and <nC> were calculated from the EC data. Due to the inaccuracy of C storage estimations from
single point measurements, the storage term ΔCS was not calculated for the derivation of net ecosystem
exchange values. From street canyon proﬁle measurements in London, UK, Bjorkegren et al. [2015] have
shown that the impact of ΔCS on FC is typically less than 1% of the magnitude of the vertical ﬂux during
well-mixed conditions and diurnal and seasonal patterns are not altered signiﬁcantly. nC is a good indicator
to reveal the heterogeneity of the source/sink distribution within the surrounding of the BKLI site as well as
the unequally distributed occurrence of different wind directions. Both FC and nC are affected signiﬁcantly by
the horizontal averaging procedure, but the effect on nC is much larger. While the frequency of occurrence of
a sector does not directly affect themagnitude of FC, nC is very sensitive to the distribution of wind directions.
Changes in FC are thus more related to the unequal frequency distribution of daytime and nighttime values
and different seasons recorded for each sector. Sectorial values of FC and nC as well as <FC> and <nC> are
shown in Figure 6. Horizontal averaging leads to increased FC for sectors 4 through 7 and clearly smaller
ﬂuxes for sectors 1 through 3 and sector 8. Largest changes are observed for sector 2 (12.8%) and sector
5 (+12.8%). Changes for nC are much larger, especially for the frequent sector 4, where nC is reduced by
116%. Compared to nC, <nC> clearly better reﬂects the sectorial CO2 balance represented by <FC> in
Figure 6b. The different weighting of individual sectors by horizontal averaging leads to an average <FC>
of 13.3μmolm2 s1 (+7.6%) compared to the directly measured FC of 12.3μmolm
2 s1. The increase in
nC is of the same order of magnitude from 4.6 to 4.9 kg Cm2 yr1 (+6.5%).
3.4. Long-Term Time Series of CO2 Mixing Ratio
3.4.1. Diurnal Cycles and Yearly Variability
Mean diurnal cycles of ρC were calculated from 30min averages. Inﬂuences of long-term trends have been
removed from the time series by subtracting the linear trend calculated over the past 10 years from each
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value (ρC,d). Diurnal courses split by seasons are plotted in Figure 5a for weekdays and Figure 5b for week-
ends. Besides the impacts of surface sources and sinks, the diurnal variability of ρC,d is by large parts con-
trolled by the dynamics of the convective mixed layer [Reid and Steyn, 1997]. Because the mole fraction of
CO2 is inversely correlated to the air volume in the boundary layer (BL) top, highest values are measured in
the shallow early morning BL between 05:00 and 07:00. With increasing turbulence after sunrise ρC,d continu-
ously decreases until minima values are reached around 15:00 at the BKLI site. After sunset, when the BL
height decreases, ρC,d increases steadily during the night. The daily amplitude (AD), calculated as the average
peak to trough difference, ranges from 16.4 ppm in winter to 46.2 ppm in summer. The average AD is
31.5 ppm, although on individual diurnal cycles the variability around the mean can be large as indicated
by the boxplots in Figures 5a and 5b. Results from similar measurements are reported by Grimmond et al.
[2002] for Chicago (35 ppm (summer), 13 days), by Reid and Steyn [1997] for Vancouver (27 ppm (June),
11 days), by Vogt et al. [2005] for Basel (61 ppm (June/July), 28 days), and by Moriwaki and Kanda [2004] for
Kugahara, Tokyo (10 ppm (July), 20 ppm (December), 1 year). Nevertheless, these studies are all very short
ranging and thus hardly comparable to the present data set. For the EGH site nearby London a representative
average daily amplitude of 17 ppm was calculated by Hernández-Paniagua et al. [2015] from data between
2000 and 2012, which is clearly below BKLI because the EGH site located 32 km outside the dense urban cen-
ter of London. The general diurnal behavior of ρC is also reported in several other studies from (sub)urban
environments [Coutts et al., 2007; Crawford and Christen, 2014; Lietzke and Vogt, 2013; Velasco et al., 2005],
but comparable results from multiyear studies are rare.
The average diurnal courses clearly indicate that during winter the morning maxima occur later and the
increase in the late afternoon starts earlier as a direct result of the shorter period of daylight. The wintertime
daily average mole fraction is roughly 25 ppm higher compared to summer because (i) during winter the UBL
Figure 6. Average annual (a) FC, (b) <FC>, (c) nC, and (d) <nC> per sector between 2005 and 2014. The arrows in Figures 6b and 6d indicate relative effect of
horizontal averaging on FC and nC, respectively.
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is generally stratiﬁed less unstable, (ii) additional CO2 is emitted from anthropogenic sources, and (iii) uptake
by photosynthesis is mostly inactive. This difference can be as high as 40 ppm during the day, but almost
vanishes in the early morning. If weekdays are compared to weekends, ρC,d is reduced by 3.4 ppm (winter),
1.8 ppm (spring), 0.8 ppm (summer), and 0.4 ppm (autumn) during weekends. Thus, the variation in direct
Figure 7. (a) Time series of ρC at BKLI, Schauinsland (SAL), and Jungfraujoch (JFJ) and (b) time series of<FC> and yearly cumulative<nC> (green lines) and (c) trafﬁc
count as well as HDD from 2005 until 2014. The solid lines are 90 days running means of half hourly data. Statistics for BKLI are indicated by grey shaded areas. The
dashed lines show the linear regression for each time series. Additionally, winter maxima (circles) and summer minima (diamonds) are drawn. The grey shaded areas
in Figure 7c indicate public and school holidays.
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CO2 emissions from, e.g., trafﬁc only
contributes little to the absolute mole
fraction of CO2, and the impact of the
BL dynamics and uptake by vegeta-
tion is of much higher importance
for the variability of ρC,d on daily and
seasonal scales. The statistics in
Figures 5a and 5b also indicate that
the variability within the 10 years is
smallest during the day in spring
and in summer but nearly the same
during nighttime for all seasons. The
larger mixing volume during summer
and spring days seems to prevent
large variations in ρC, whereas in the
shallow nocturnal BL changes in ρC
occur more rapidly.
3.4.2. Long-Term Trend and
Seasonal Patterns
For the analysis of long-term trends in
ρC the time series was smoothed by
applying a 90 day running mean ﬁlter
to the 30min data (Figure 7a). For
comparison, high-accuracy CO2 sam-
ples from Global Atmosphere Watch
(GAW) stations at Schauinsland
(SAL, 40 km northward, 1205m
above sea level (asl) [Luftmessnetz
des Umweltbundesamtes, 2015]) and
Jungfraujoch (JFJ, 120 km southward,
3580m asl [University of Bern, 2015]) are considered. While BKLI represents the local urban BL, SAL acts as a
regional background only partially inﬂuenced by local sources depending on the vertical BL extension and
JFJgives informationabout the free atmosphere. Like this these three stations are consideredas aquasi-vertical
transect through the lower troposphere. The residual after ﬁltering the data reveals the typical seasonal pat-
terns with highest values during winter and lowest values during summer, which has also been reported by
several studies for different urban environments [Hernández-Paniagua et al., 2015; Lietzke et al., 2015; Park
et al., 2014; Strong et al., 2011; Valentino et al., 2008]. The driving mechanisms of the seasonal course of ρC
are basically the same as those responsible for the daily cycle. During the day in winter time the mixed BL at
BKLI is generally less developed indicated by the shift of stability toward less unstable conditions (Figure 8).
Thus, higher ρC values partly result from the smaller mixing volume. On the other hand, during the night,
differences in the stability regime between summer and winter are negligible and the frequency of stable
conditions during summer is even higher at the expense of less neutral stratiﬁcation. This explains, why the
early morning maximum peak of ρC does not vary that much between season compared to the differences
in the afternoon minimum (Figures 5a and 5b). Additionally, the seasonal differences are enforced due to
the varying CO2 uptake by vegetation in summer and winter, but the inﬂuence of photosynthetic CO2 uptake
cannot be determined quantitatively for the BKLI site.
The seasonal behavior of the BKLI data coincides well with the patterns observed at the regional background.
The course of the BKLI measurements shows more short-term variability, and the seasonal shape is less
marked, especially during the winter, which highlights that the urban BL encounters more variation in
source/sink distribution and atmospheric conditions than the overlying lower troposphere. The long-term
trend, calculated as the linear regression from 30min data, emphasizes the long-term increase in ρC observed
on a global scale [Tans and Keeling, 2015]. Over the last 10 years the slope is 1.98 ppmyr1 at BKLI, which com-
pares well to the values calculated for SAL (1.97 ppmyr1) and JFJ (1.98 ppmyr1). For the EGH site near
Figure 8. Relative frequency of stability classes split by winter and summer
as well as day and night (separated by shortwave radiation data). Stable
ζ > 0.05, neutral 0.05> ζ > -0.05, weakly unstable 0.05> ζ >1.0, and
unstable ζ <1.0. The stability index represents (z zd)/L, where L is the
Obukhov length.
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London Hernández-Paniagua et al. [2015]
report 2.5 ppmyr1 for the period
between 2000 and 2012, and the most
recent IPPC report [IPCC, 2013] speciﬁes a
global trend of 2.0 ppm yr1 between
2001 and 2013 calculated from Mauna
Loa and South Pole data.
Even though the secular trend reveals that
regional and local ρC is interconnected
concerning long-term trends, the variation
in local ρC can be large. The year-to-year
growth rate at BKLI, for example, varies
from 1.7 ppmyr1 (2006 to 2007) to
4.6 ppmyr1 (2010 to 2011) and was unex-
ceptionally high from 2013 to 2014 with
13.4 ppmyr1. Nevertheless, the average
yearly growth rate is 2.6 ppmyr1 and thus
of the same order of magnitude than the
calculated linear trend which led to an
increase in ρC from 393.8 ppm in 2005 up
to 417.0 ppm in 2014. Since 2010, the aver-
age yearly ρC never dropped below the
400 ppm margin again.
The average seasonal drop of ρC from win-
ter mean to summer mean is 22.0 ppm,
and the average raise from summer mean
Figure 9. (left) Average seasonal amplitude (deviation from yearly mean) of ρC for BKLI (circle), SAL (triangles), and JFJ (squares) and (right) average seasonal ampli-
tude of<FC> at BKLI. Depicted are average monthly values of ρC,d calculated from daily averages corrected for long-term trend of each station. Winter and summer
peak values are marked orange. Boxplots as in Figure 5.
Figure 10. Average seasonal daytime and nighttime ρC,d for BKLI, SAL,
and JFJ. Values are corrected for long-term trend, and the long-term
mean is added afterward.
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to winter mean is 24.9 ppm. The aver-
age peak to trough (Figure 7a) drop
(max to min) and raise (min/max.)
values are slightly higher with
26.8 ppm and 29.5 ppm, respectively.
For single years the seasonal drop
and raise of ρC in spring can be as
large as 25.7 ppm (2006) and
30.8 ppm (2013) or as low as
17.0 ppm (2005) and 19.1 ppm
(2006). The average yearly course of
ρC is visualized in Figure 9a by
monthly mean values based on daily
averages corrected for long-term
trend. The seasonal amplitude is
skewed, and the raise of ρC in autumn
occurs faster than the drop in spring.
During winter month the variability is
slightly larger, which reﬂects the fact
that ρC varies more in the shallow
wintertime boundary layer due to
the smaller mixing volume compared
to the better mixed and more
evolved boundary layer during
summer month. The winter maxima
at BKLI occur relatively regularly in
late November or early December,
whereas the summer minima appear
between June and August. The
variability in summertime peaks is
generally larger (σ =2.1 ppm, where σ is the standard deviation) compared to wintertime maximum
values (σ = 1.9 ppm).
3.4.3. Coupling to Background CO2 Mole Fraction
In Figure 10 average seasonal ρC split by season and day/night are shown for BKLI and JFJ. Compared to
the regional and tropospheric background mole fraction BKLI shows on average an increased ρC of about
10 ppm (SAL) to 11.4 ppm (JFJ) as a result of the nearby strong surface sources of CO2. While ρC always
stays above background mole fraction during winter and autumn all the day and also in spring and sum-
mer during the night, daytime ρC during spring and summer is on average mixed down to the background
mole fraction level. Indicated by the statistics in Figure 10, local ρC also very frequently drops below the
background record. Even though plant uptake of CO2 at BKLI might not be able to reduce ρC that much,
the vertical stretching of the BL during the day and large-scale horizontal advection of air masses from
the rural surrounding keep the mole fraction below the tropospheric level [Helfter et al., 2011; Strong
et al., 2011].
Concerning summer and winter peak, local ρC clearly differs from the background record not only in
absolute values but also in time when the maxima and minima values are measured during the year. On
average ρC at BKLI peaks in late November or early December and summertime minima occur in June
and July (Figure 7). In contrast ρC at SAL and JFJ peaks in February and March, respectively, and both have
their minima sometime during August. Whereas the decadal trend and the similarity of seasonal patterns
between BKLI, SAL, and JFJ already point toward a direct coupling between local and background ρC, the
shift in peak reﬁnes this relationship. The average exchange between the local BL and the troposphere fol-
lows a hysteresis with a delay of up to 3months in winter and at least 1month in summer. The hysteresis
(Figures 11a and 11b) becomes more distinct with increasing distance to surface sources horizontally
and vertically.
Figure 11. Hysteresis between detrended ρC,d of (top) BKLI and SAL as well
as (bottom) BKLI and JFJ. Depicted are monthly mean values (small dots) and
average monthly values (large dots).
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3.5. Long-Term Time Series of CO2 Flux
3.5.1. Diurnal Course and Yearly Variability of <FC>
Average diurnal courses of<FC>were derived from 30min data separated by season andweekday/weekend
(Figures 5c and 5d). Generally, the diurnal course of <FC> follows the daily dynamic of the trafﬁc. The direct
relationship between <FC> and the diel cycle of trafﬁc has already been reported by a number of studies
qualitatively [Coutts et al., 2007;Moriwaki and Kanda, 2004; Song and Wang, 2012; Vogt et al., 2005] and quan-
titatively [Lietzke and Vogt, 2013; Velasco et al., 2005]. Both trafﬁc and<FC> follow a dual peaked pattern with
minimum values in the early morning and twomaxima corresponding to themorning and evening rush hour.
Between the rush hours there is a depression at noon. The two peaks of<FC> relating to the two rush hours
around 08:00–09:00 in the morning and 16:00–17:00 in the afternoon are apparent during all seasons.
Nevertheless, the afternoon peak in <FC> is slightly reduced in spring and summer. If sectorial diurnal
courses of <FC> are considered for different seasons (Figure 12) it becomes clear that the smaller after-
noon peak is persistent for all wind directions in spring and summer and is thus not a direct function of
wind direction. Figure 12 additionally shows the average diurnal course of the calculated footprint area
(90% contour line) for each season. Generally, the footprint extends the most in afternoon and shows a
minimum between 06:00 and 12:00 in the morning. The diurnal course is less developed in autumn and
winter but shows a very distinct shape during spring and summer. The larger footprint in the afternoon,
mainly caused by higher wind speed, results in smaller CO2 ﬂuxes because the additional extent of the
footprint area damps the impact of the strong nearby trafﬁc source and leads to a better mixed CO2 input.
During autumn and winter additional sources are active due to heating activity; thus, the footprint size
does not affect the CO2 signal the same. Still, also during the winter months a damping effect on the
afternoon peak is observable, if the fact is taken into account that the evening trafﬁc rush hour is more
intensive compared to the morning trafﬁc peak.
All over the year, lowest ﬂuxes are measured in the early morning (03:00–04:00) with 5–6μmolm2 s1. This
is when trafﬁc volume, heating activity, and human activity, in general, are lowest. The daily minimum is also
consistent for weekdays and weekends. Thus, the base load of the CO2 emissions of the urban metabolism at
BKLI seems to prohibit <FC> dropping below the threshold of approximately 5μmolm
2 s1 on average.
Figure 12. Average sectoral diurnal course of<FC> for each season. Additionally, the area covered by the 90% footprint contour line is indicated on the secondary
y axis (grey shaded area).
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025063
SCHMUTZ ET AL. TEN YEARS OF CO2 MEASUREMENTS IN BASEL 8662
P2 - 3 Results and Discussion
75
Highest values usually occur during the morning rush hour ranging between 20–25μmolm2 s1 in winter/
autumn and 15–20μmolm2 s1 in summer. Average daily values reach from 11.2μmolm2 s1 in summertime
to 16.6μmolm2 s1 during the winter month, and the variability during winter and autumn is larger (σ =1.42
and σ =1.29) compared to spring and summer (σ =0.6 and σ =0.64). Generally, the interannual variability is lower
during periods with lower activity of CO2 sources (summer, nighttime). On average, positive values are recorded
for all seasons and all years, which accentuates that CO2 uptake by photosynthesis is tooweak to completely offset
the CO2 emissions. Minor effects of photosynthetic activity can be observed for sectors 6 and 7, where the daytime
<FC> slightly drops below the nocturnal values during summer (Figure 12). The seasonal pattern of the diurnal
course of<FC> is depicted in Figure 13 also by an isopleth diagram. Especially, in themorning, one can recognize
that <FC> starts to increase earlier between weeks 13 and 43 as a result of the shift between daylight saving
time and standard time. This highlights the direct inﬂuence of human activity on the diurnal course of CO2.
3.5.2. Interannual Anomaly of CO2
In Figure 7b a 90day runningmean ﬁlter was applied to<FC>. Generally,<FC> follows a sinusoidal patternwith
maximum values between 14.2 and 17.7μmolm2 s1 during winter and minimum values between 10.0 and
11.4μmolm2 s1 during summer. The variability of the winter time peak (σ =1.19) is larger than the summer
minima (σ =0.52), and the interquartile range (IQR) also points out that variation in <FC> is generally larger
during winter months (IQR≈ 10–15μmolm2 s1) compared to summer month (IQR≈ 5–8μmolm2 s1).
The variability is only weakly represented by the lower quartile, whereas the upper quartile follows well the
interannual differences both during winter and summer. The seasonal statistics reveal again that<FC>minima
values occur around 5μmolm2 s1. This value is slightly higher duringwinter, when the base load of the city is
on a higher level due to additional CO2 emissions from heating activity and possibly plant respiration.
Additionally, the seasonal course of <FC> shows again that photosynthetic activity is far from offsetting the
CO2 emissions. This is also observed inmost other comparable urban environments, and only studies fromvege-
tated suburban neighborhoods report clear offsetting effects by vegetation [Bergeron and Strachan, 2011;
Crawford et al., 2011; Ramamurthy and Pardyjak, 2011; Velasco et al., 2013].
The seasonal amplitude of <FC> is on average 4.2μmolm
2 s1 (σ =0.95) for the drop in spring and
4.1μmolm2 s1 (σ =0.94) for the raise in autumn. Large raise of<FC> in autumn is usually followed by large
Figure 13. Isopleth diagram for 7 day bins of <FC> with (top) average seasonal and (right) average diurnal courses. Color levels indicate steps of 1 μmolm
2 s1.
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drop in spring, because variability in winter maxima is much larger and <FC> always drops to similar values
in summer. Peak dates of <FC> are comparable to those of ρC; thus, winter maxima are generally reached in
early December, whereas the summertime minimum occurs around July. Winter peak dates are very consis-
tent and vary only little. Summertime minima peak dates in contrast are scattered from late June until
early August.
If temperature as a measure for heating activity is considered as the main driver for seasonal variation of
<FC>, the winter peaks occur unexpectedly early. If the yearly course of temperature is considered, minimum
values are usually recorded in early January, which is approximately 1 month after the peak in<FC>. Despite
the fact that <FC> follows the seasonal course of air temperature, the relationship between<FC> and heat-
ing activity controlled by air temperature is not straightforward and has to be validated furthermore with,
e.g., current energy consumption data. To demonstrate this issue, heating degree days (HDD) as a measure
for heating activity are plotted in Figure 7c. Clearly, the maximum values are reached after New Year’s Day
in most occasions. From these values, peak date of <FC> is rather expected to occur in mid-January. The
small footprints in autumn compared to the larger ones in winter possibly explain the relatively early peak
of <FC>. Accordingly, in autumn strong nearby CO2 sources (e.g., Klingelbergstrasse) contribute more to
<FC>, whereas the larger footprint in winter leads to a generally better mixed CO2 signal, because the
relative contribution of point or linear sources decreases.
3.5.3. Secular Trends and Long-Term Behavior of <FC>
Between 2005 and 2009 <FC> clearly shows a decrease, but this period is followed by 3 years of slightly
higher ﬂuxes. Following the linear trend calculated over the last 10 years <FC> is reduced by
0.65μmolm2 s1. Even though the trend points toward the expected direction, it is surprisingly low.
The analysis of the nearby trafﬁc count data shows that due to the opening of the northern trafﬁc bypass
in 2007/2008, total trafﬁc volume at BKLI was reduced by approximately 25% between 2005 and 2014
(Figure 7c). By comparison, <FC> was reduced by 4.7% within the same period. Even though the reduction
in trafﬁc volume seems to have a reducing effect on <FC>, the correlation is relatively weak (not shown).
This is in contrast to the very strong relations achievedby regression analysis of diurnal cycles of<FC> and traf-
ﬁc. The question then arises as to how far a single nearby trafﬁc count is representative for the investigation
area. From the current data, it seems as the shape of the diurnal cycle of <FC> is given by the increase and
decreaseof the trafﬁcvolume,but theabsolute<FC>valuesarenot solely controlledbydirect trafﬁcemissions.
First, the measured FC is possibly composed of emissions not only from the nearby Klingelbergstrasse. Thus,
the reduction of 25% in trafﬁc volume is not necessarily valid for the whole road network within the footprint
area. On a city scale trafﬁc is actually not reduced but translocated. Additionally, changes in vehicle ﬂeet
composition and vehicle emission efﬁciency due to recent technologies are also inﬂuencing the CO2
emissions but are difﬁcult to account for and remain an uncertainty factor.
Second, the turbulent transport mechanisms from the source within the street canyon up to the measure-
ment device are still not completely understood. For example, Lietzke and Vogt [2013] showed that at BKLI
for east winds, in-canyon vortex structures work against the vertical transport, in contrast to west wind ﬂows,
where the vertical transport of air masses inside the canyon is enhanced. Due to these complex transport
mechanisms, a linear relationship between emitted CO2 or trafﬁc volume and measured <FC> for all situa-
tions might be too simple. In addition, it is worth mentioning that while values of<FC> reported in literature
(overview in Lietzke et al. [2015]) compare well between different sites, the corresponding trafﬁc amounts do
not reﬂect any simple correlation. There are many sites with measured <FC> far below the one at BKLI, but
with 2 or 3 times the daily amount of trafﬁc and vice versa.
Lastly, besides trafﬁc volume other controlling factors (heating, vegetation, human activity, footprint variabil-
ity etc.) are inﬂuencing the magnitude of <FC>. Because these controlling factors do not implicitly show the
same long-term trends, linear regressions from short investigation periods are not transferable to long-term
time series.
4. Conclusions
This is the ﬁrst study to present a full decade of urban CO2 ﬂux (FC) measurements. The general long-term
behaviors of CO2 mole fraction (ρC) and FC were analyzed from 10 years of open-path eddy covariance (EC)
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measurements at the BKLI site between 2005 and 2014. So far, only little is known about the long-term trends
of FC in urban environments. Multiyear records of ρC and FC are available for natural ecosystems, but rare for
heterogeneous urban environments. Longest time series reported in literature cover at most 5–6 years, and
thus, the analysis of the BKLI long-term data contributes substantially to the better understanding of season-
ality and long-term variability of CO2 in cities.
In contrast to relatively homogeneous footprints of natural ecosystems, the highly heterogeneous urban area
increases the requirements for data post processing in order to achieve reliable and comparable results.
Besides well-known processing steps for big data like gap-ﬁlling, our study proved the necessity of horizontal
averaging for FC to minimize effects of heterogeneous distribution in time and space of sources and sinks
around the measurement site as well as the impact of changing diurnal and seasonal wind system.
Another main advantage of horizontal averaging is that the comparability of data sets from different
measurement sites can be improved considerably, because site-speciﬁc properties like wind system and
source distribution are properly weighted and thus less inﬂuencing the variability factors of FC.
The analysis of long-term ρC in the urban environment of Basel reveals good consistency with background
concentration measurements at GAW stations (Schauinsland and Jungfraujoch), both in terms of seasonality
and long-term trend (+2 ppmyr1). Between local and background ρC a phase shift of up to 3months in win-
ter and around 1 month in summer is observable. This can be explained by the time needed to mix the CO2
from local near-surface air masses to the lower troposphere. The different time scales of this mixing process in
winter and summer result from the varying mixing conditions in the boundary layer over the year. Being
aware that it is not the intended purpose of open-path gas analyzers to deliver high-accuracy absolute
CO2 concentration measurements, the results of this study clearly prove a sufﬁciently high data quality to
perform general trend analysis and detailed investigations on daily, seasonal, and even annual scales in
urban environments.
Apart from typical diurnal, weekly, and seasonal features the current data give new insights into the temporal
patterns and the variability of FC also on interannual time scales. The relationship between FC and human
activity in urban areas is apparent due to distinct differences between weekday and weekend ﬂuxes, the
characteristic dual-peak diurnal course as a result of daily trafﬁc volume, as well as the seasonality which is
primarily caused by additional heating activity in winter. The variability of FC is largest in times of high source
activity during the day and especially in winter, but nearly vanishes e.g., in early morning, when most CO2
sources show the lowest activity. Even though trafﬁc volume was declining during the last decade, FC was
only reduced by roughly 5%. Clearly, the short-term variabilities in time and space caused by the highly het-
erogeneous environment and the local meteorology are superimposing any long-term tendency happening
on much smaller scales.
Generally, the applicability of the EC method in heterogeneous urban environments is supported, even
though basic theoretical requirements like stationarity or horizontal homogeneity are rarely fulﬁlled. But still,
too few time series are available yet, which would be absolutely necessary as a solid data base for the
increasing number of modeling approaches reported in literature as well as for intercomparisons of observed
long-term pattern using horizontal averaging.
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CHAPTER 6
Conclusions
Within this thesis results from more than ten years of EC measurements at a central urban site
are presented. Among EC sites covering multiple years of CO2 observations in other cities, the
current dataset is the longest time series available in literature reporting results about urban CO2
ﬂuxes. The main objective of this thesis was to gain information about the long term behavior of
urban CO2 and to add to the current state of understanding about the transport mechanisms in
the UBL.
Speciﬁc conclusions of these two topics are found within the corresponding publications in
sections 3 - P1 and 5 - P2. Concluding, the results of both studies showed the importance of
long-term EC time series on diﬀerent temporal scales:
• The investigation of turbulent exchange mechanisms on small spatial scales beneﬁt from
the solid data base throughout the entire stability range. Thus, the dependence of transport
processes in theUBL on atmospheric stability can be analyzedwith amuch higher resolution
and certainty.
• The study of seasonal pattern as well as long-term tendencies can be done with an
enhanced signiﬁcance. The length of the time series helps to better understand the spatial
heterogeneity and spatial variability.
Together the large amount of collected data ensures, that the derived results are not only valid
for the speciﬁc time period of the investigation, but most likely apply in general for investigation
areas with similar characteristics. Even if longer time series do not necessarily yield in advanced
ﬁndings, they help to point atweaknesses from results derivedwith shorter datasets and theymay
give other researchers a guideline for the validity of the outcomes of their studies. The ﬁndings
of this thesis result in the following set of general conclusions towards the beneﬁt of long-term
EC time series in urban areas:
Scalar dissimilarity for CO2 and H2O needs to be considered in the urban environment. By
deﬁnition the transport of momentum and sensible heat are (auto-)correlated to the
atmospheric stability. The exchange of passive scalars like CO2 or H2O on the other hand is by
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large parts controlled by the individual source/sink conﬁguration and the prevailing transport
processes are of secondary importance. Generally, the transfer eﬃciency of these two variables
is not altered directly by the atmospheric stability conditions. However, the transfer eﬃciency of
CO2 is weaker under unstable conditions as a result of a counter gradient transport induced by
photosynthesis. The interplay between transfer eﬃciency of CO2 and uptake by vegetation is
most evident by looking at the seasonal and sectorial variation of the transfer eﬃciency in
combination with the dynamics of the solar input and the vegetation fraction of the footprint,
respectively. Because CO2 and H2O are predominately controlled by their sources,
scalar-similarity cannot be assumed and the transport processes of the passive scalars need to
be modelled individually.
Seasonal variability of local urban CO2 concentration is coupled by a hysteresis to the
atmospheric background concentration. Remote high accuracy measurements of atmospheric
CO2 concentration are carried out globally to determine the global and regional atmospheric
background concentration of CO2. On average the atmospheric background concentration
reﬂects the seasonal cycle of the sources and sinks on a meso- or macro-scale and long-term
trends on a global scale. While these measurements are a useful tool to monitor the CO2
concentration on large spatial scales, the distance to the eﬀective sources and sinks leads to a
considerable delay in the observed seasonal patterns. Whereas local scale measurements in
close vicinity to the sources and sinks within an urban environment directly reﬂect the ongoing
changes in the CO2 concentration, the background concentration measurements are lagged by
2–3month in terms of average CO2 concentration. This is the case, because some time is needed
until CO2 is mixed throughout the atmosphere and particularly because the atmospheric
background concentration of CO2 is mainly inﬂuenced by the much larger seasonal variation of
respiration and uptake by the biosphere. This circumstance should be considered when
background concentration values are consulted for comparison reasons on scales of less than
one year.
Long term trend of urban CO2 concentration follows the global trend. Cities are hotspots of fossil
fuel burning and thus a lot of CO2 is pumped into the atmospheric pool. As a result the local urban
CO2 concentration stays around 10 ppm above the background concentration on average. Being
a well mixed trace gas, CO2 is however relatively eﬃciently mixed across the atmospheric pool
even taking into account the delay of several months. As a result, the general global trend around
2 ppm is also observed locally, even though year to year ﬂuctuations are signiﬁcantly larger in the
local UBL. If the inﬂuence of single outlying years is eliminated by statistical analysis, the local
urban trend is 0.2–0.4 ppmy−1 larger compared to the background concentration.
The variability of CO2 ﬂuxes is larger than any observable trend in Basel. The EC method is
very sensitive to the ongoing turbulent processes and thus, the variance of the measurements is
82
usually large. While the exchange of momentum and sensible heat is normally well correlated to
the transport processes, the interplay between vertical wind and passive scalars like CO2 or H2O
is less organized and hence, the calculated EC ﬂux is subject to a much larger variability. Over the
course of ten years, a linear trend of 0.65 µmolm−2 s−1 was found. However, compared to the
seasonal and diurnal amplitude of FC this trend is negligibly small.
Horizontal averages turn results from complex and heterogeneous urban environments into
transferable information. The footprint of a single point measurement is by large parts
determined by the wind direction and persistent wind regimes may thus bias the average
observations towards certain wind sectors. To account for this circumstance the frequency of
wind sectors should be considered and a appropriate weighting of the data needs to be applied.
The presented approach for the calculation of horizontal averages eliminates the inﬂuence of
unequal distribution of wind directions on diurnal and seasonal cycles substantially. Applied to
ﬂuxes of CO2 the interpretability of the results in combination with the average characteristics of
the investigation area as well as the comparability of the results between diﬀerent sites is
signiﬁcantly improved. The usage of moving look-up tables better reﬂects the short term
variability and furthermore, the statistics of the look-up tables do not change if new data is
added at the end of the time series. At the same time, long-term statistics e.g. trends, can be
calculated from these horizontal averages as there is no convergence of the averages towards
the mean of the total data population.
How long is long enough? The long-term record increases the probability that all occurrences,
which are characterizing the investigation area, are caught and that the observed results are not
due to chance. In the urban environment the year to year variability in CO2 concentration and
especially in FC is considerably large and as such single years might not be a solid representative
of the ongoing processes. In turn, it needs to be mentioned, that cities are ever-changing places
and that there is mostly no basic state that lasts over years. Adding new data into the time series
will always introduce new information to the data and it is unlikely to achieve a state where the
investigation area is completely characterized. If the entire dataset of the current study is taken
as a base population of FC , up to ten years of measurements would be needed, to represent
the base population without signiﬁcant diﬀerences. In the case of CO2 concentration, a six-year
long dataset is needed, until the calculated linear trend becomes signiﬁcant in comparison to the
individual yearly averages. The fact, that many years are needed to characterize an urban area to
greatest possible extend reveals the extremely heterogeneous and ever changing nature of the
urban metabolism and the need for more reliable and continuous long-term EC time series..
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APPENDIX A
Additional Contribution to Research Articles
Micrometeorological long-termmeasurements conducted in Basel are an important data basis for
investigations on various research questions. The data preparation during the course of this thesis
made it possible, to contribute to other peoples research, which led to the research articles P3, P4
and P5. This chapter gives an overview of additional contributions to research articles published
in scientiﬁc journals. Co-authorship for each article is earned by substantial contribution to the
data analysis and presentation of the results.
A.1 P3: A dual-inlet, single detector relaxed eddy accumulation system
for long-term measurements of mercury ﬂux
Within the PhD Thesis "Land-atmosphere exchange of elemental mercury: new insights using a
novel relaxed eddy accumulation and enclosure techniques" (Osterwalder 2016) a new relaxed
eddy accumulation (REA) systemwas developed and tested in the ﬁeld in order to better quantify
ﬂuxes of gaseous elementary mercury (GEM) in diﬀerent ecosystems. The research article P3
presents results from measurements conducted in Degerö (Sweden) and in Basel at BKLI.
The following chapter is published as a research article in Atmospheric Measurement Techniques:
Osterwalder, S., J. Fritsche, C. Alewell,M. Schmutz, M. B. Nilsson, G. Jocher, J. Sommar, J. Rinne,
and K. Bishop (2016). Adual-inlet, single detector relaxed eddy accumulation system for long-term
measurement of mercury ﬂux. Atmospheric Measurement Techniques 9(2), 509-524.
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Abstract. The fate of anthropogenic emissions of mercury
(Hg) to the atmosphere is influenced by the exchange of el-
emental Hg with the earth surface. This exchange holds the
key to a better understanding of Hg cycling from local to
global scales, which has been difficult to quantify. To ad-
vance research about land–atmosphere Hg interactions, we
developed a dual-inlet, single detector relaxed eddy accumu-
lation (REA) system. REA is an established technique for
measuring turbulent fluxes of trace gases and aerosol parti-
cles in the atmospheric surface layer. Accurate determination
of gaseous elemental mercury (GEM) fluxes has proven diffi-
cult due to technical challenges presented by extremely small
concentration differences (typically < 0.5 ng m−3) between
updrafts and downdrafts. We present an advanced REA de-
sign that uses two inlets and two pairs of gold cartridges
for continuous monitoring of GEM fluxes. This setup re-
duces the major uncertainty created by the sequential sam-
pling in many previous designs. Additionally, the instrument
is equipped with a GEM reference gas generator that moni-
tors drift and recovery rates. These innovations facilitate con-
tinuous, autonomous measurement of GEM flux. To demon-
strate the system performance, we present results from field
campaigns in two contrasting environments: an urban set-
ting with a heterogeneous fetch and a boreal peatland during
snowmelt. The observed average emission rates were 15 and
3 ng m−2 h−1, respectively. We believe that this dual-inlet,
single detector approach is a significant improvement of the
REA system for ultra-trace gases and can help to advance
our understanding of long-term land–atmosphere GEM ex-
change.
1 Introduction
The UN’s legally binding Minimata Convention has been
signed by 128 countries since October 2013 and aims to pro-
tect human health and welfare by reducing anthropogenic re-
lease of mercury (Hg) into the environment (UNEP, 2013a).
Current anthropogenic sources, mainly from fossil fuel com-
bustion, mining, waste incineration and industrial processes,
are responsible for about 30 % of annual Hg emissions to the
atmosphere. Additional 10 % comes from natural geological
sources and the remaining 60 % from re-emission of previ-
ously deposited Hg (UNEP, 2013b). As a result, long-range
atmospheric transport of gaseous elemental mercury (GEM
or Hg0) has led to Hg deposition and accumulation in soils
and water bodies well in excess of natural levels even in re-
mote areas, far away from anthropogenic pollution sources
(Grigal, 2002; Slemr et al., 2003).
Quantification of Hg emission and deposition is needed to
reduce the large gaps that exist in the global Hg mass balance
estimates (Mason and Sheu, 2002) and as a basis of legisla-
Published by Copernicus Publications on behalf of the European Geosciences Union.
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tion targeting the control of Hg emissions (Lindberg et al.,
2007). Gustin et al. (2008) suggest that today a substantial
amount of Hg deposited on soils with natural background
concentrations of Hg (< 0.1 µg g−1) is re-emitted back to the
atmosphere and that over the course of a year deposition is
largely compensated for by re-emission, resulting in a net
flux close to 0.
The state of the art in field techniques to quantify Hg flux
from terrestrial surfaces has been summarized in review pa-
pers (Gustin, 2011; Gustin and Lindberg, 2005; Gustin et al.,
2008; Sommar et al., 2013b; Agnan et al., 2016). They con-
clude that environmental, physicochemical and meteorologi-
cal factors as well as surface characteristics determine the ac-
curacy and precision of GEM flux measurements. Fluxes are
commonly determined using dynamic flux chambers (DFCs)
or micrometeorological techniques (relaxed eddy accumu-
lation (REA), modified Bowen ratio (MBR) or the aerody-
namic gradient (AGM) method). DFCs are the most widely
used technique to measure in situ GEM fluxes since they
are easy to handle and inexpensive. However, DFCs alter
the enclosed environment of the volume and surface area be-
ing studied by affecting atmospheric turbulence, temperature
and humidity (Wallschläger et al., 1999; Gillis and Miller,
2000; Eckley et al., 2010). Also the concern about influenc-
ing plant physiology means that DFCs are restricted to short-
term measurements and studies comparing the relative differ-
ences between sites only, e.g., control and treatment experi-
ments (Fritsche et al., 2014).
A major advantage of micrometeorological techniques is
that they are conducted under conditions with minimal dis-
turbance. As they can be applied continuously, they pro-
vide flux data valuable to characterize ecosystems as sinks
or sources of atmospheric Hg and to interpret seasonal flux
patterns. Micrometeorological techniques are also able to
cover a much larger area than DFC techniques, although this
larger “footprint” should be relatively flat and homogeneous.
Several studies report results from GEM land–atmosphere
exchange measurements over a variety of landscapes using
MBR and AGM techniques (e.g., Kim et al., 1995; Mey-
ers et al., 1996; Gustin et al., 2000; Lindberg and Meyers,
2001; Fritsche et al., 2008b; Converse et al., 2010). Fritsche
et al. (2008a) concluded that micrometeorological techniques
are appropriate to estimate Hg exchange rates but often suf-
fered from large uncertainties due to extremely low con-
centration gradients over background soils. Eddy covariance
(EC) has the potential to detect high-frequency atmospheric
GEM concentration fluctuations and might improve flux es-
timates considerably (Bauer et al., 2002; Faïn et al., 2010).
Pierce et al. (2015) conducted the first successful EC flux
measurements of GEM over Hg-enriched soils measuring at-
mospheric GEM concentrations at high frequency (25 Hz).
However, on background soils measured fluxes were below
the detection limit.
To overcome the need for fast-response sensors, Des-
jardins (1977) has introduced the eddy accumulation method
where fast-response sampling valves are combined with slow
analysis techniques on the assumption that the turbulent co-
variance flux can be averaged separately for positive and neg-
ative vertical wind velocities. The technical breakthrough for
REA was achieved by Businger and Oncley (1990), simulat-
ing the method with vertical wind, temperature and humid-
ity time series in the surface layer. The main advantage of
REA over other micrometeorological methods is that REA
requires sampling at only one height and therefore flux di-
vergence may be measured directly (Sutton et al., 2001). Re-
active substances can be lost by chemical reaction between
two sampling heights (Olofsson et al., 2005a; Foken, 2006;
Fritsche et al., 2008a), and sensors at two heights also have
different footprints. REA eliminates these drawbacks (Bash
and Miller, 2008). There are disadvantages to be considered
as well though. The technical requirements for REA are very
stringent, increasing the demand on the precision of the sam-
pling and chemical analysis. Irregularities in offset measure-
ments and timing of the sampling valves can also not be cor-
rected for later (Sutton et al., 2001).
The REA method has been widely used since 1990 to in-
vestigate fluxes of different trace gases and aerosols (e.g.,
Brut et al., 2004; Gaman et al., 2004; Olofsson et al., 2005a;
Haapanala et al., 2006; Arnts et al., 2013). This includes a
few applications on land–atmosphere GEM exchange over
soils (Cobos et al., 2002; Olofsson et al., 2005b; Sommar et
al., 2013a; Zhu et al., 2015a) and forest canopies (Bash and
Miller, 2007, 2008, 2009). Additionally, reactive gaseous Hg
fluxes have been measured over snow surfaces in the Arctic
(Skov et al., 2006). Besides valuable data of net exchange
rates of GEM over different environments, the studies have
also identified potential for refinement in the technical im-
plementation of REA. The dual detector system presented by
Olofsson et al. (2005b) was criticized since it suffered from
inherent variability and drift of sensitivity between the two
Hg detectors (Sommar et al., 2013a). Sommar et al. (2013a)
modified the systems employed by Cobos et al. (2002) and
Bash and Miller (2008) to create a single-inlet REA system.
However, their system lacks the capability to accumulate
samples from the up- and downdraft channels synchronously.
The application of sequential measurement of the channels
impairs the accuracy with which fluxes can be gauged when
the concentration of atmospheric GEM varies on the scale of
the sampling period (Zhu et al., 2015b).
Even though there has been steady improvement in REA
systems for measuring GEM fluxes, the financial and techni-
cal challenges to accurately measure the extremely low con-
centration differences (sub-ppt range) in up- and downdrafts
have limited the number of studies (Foken, 2006). Thus, there
remains a demand for a system especially designed to con-
tinuously monitor background GEM fluxes with minimum
maintenance requirements.
To address these needs we designed a fully automated
REA system with two inlet lines for continuous air sampling.
The GEM contained in these samples is collected on a pair of
Atmos. Meas. Tech., 9, 509–524, 2016 www.atmos-meas-tech.net/9/509/2016/
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gold cartridges: with one for updraft and the other for down-
draft. Two such pairs of gold cartridges are used, with one
pair collecting GEM while the other pair is analyzed on a
single Hg detector, one cartridge after the other. To detect
any instrument drift, contamination and changes in GEM re-
covery, the system is equipped with a GEM reference gas
generator and a Hg zero-air generator.
Our objective was to develop an advanced REA sys-
tem that reduces the major measurement uncertainty of ear-
lier systems created by sequential sampling procedures. We
achieved this goal by
1. continuous, simultaneous sampling of GEM in up- and
downdrafts using two pairs of gold cartridges;
2. regular analysis of a GEM reference gas as well as dry,
Hg-free air to monitor accurate GEM quantification;
3. fully automated air sampling and GEM analysis with an
online user interface that provides comprehensive infor-
mation about system performance.
To test the system’s performance under field conditions,
we deployed it in two contrasting environments during cam-
paigns of 2 to 3 weeks each. At the first site in the center of
Basel, Switzerland, GEM fluxes were measured 20 m above
the roof of a building, 39 m above ground level. Later on the
system was installed 1.8 m above a boreal peatland called
Degerö in northern Sweden during snowmelt.
This paper includes a description of the novelties in the
REA design and presents a time series of GEM flux mea-
surements from each of the deployments with contrasting at-
mospheric conditions and site characteristics. To analyze the
system performance we compared source–sink characteris-
tics using footprint models and analyzed turbulence regimes
to determine possible flux attenuation. We briefly discuss
several instrumental factors which might affect the accu-
racy of the flux measurements: bias in vertical wind mea-
surements, control and response time of the REA sampling
valves, measurement precision of the sample volumes as well
as the performance of analytical schemes and calibration pro-
cedures. Furthermore, we describe the evaluation of the β
constant, the method detection limit and rejection criteria for
flux measurements based on the REA validation procedure.
2 Materials and methods
2.1 GEM-REA sampling system
The concept of our advanced REA design is based on a GEM
sampling unit with two pairs of gold cartridges, a single Hg
detector as well as a GEM reference gas generator and a zero-
air generator. Figure 1 illustrates the setup of the sampling
and analysis system. Table S1 in the Supplement lists the ma-
jor components. Both study sites are equipped with continu-
ously operating EC systems that have been measuring sensi-
ble and latent heat flux and CO2 exchange at 30 min intervals
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Figure 1. Schematic of the REA system hardware. It consists of
a GEM sampling unit, a GEM reference gas generator and a Hg
zero-air generator (upper right). Capital letters refer to REA com-
ponents mentioned in the text and described in Table S1. The air
volume drawn over the gold cartridges equaled 1 L min−1 in Basel
and 1.5 L min−1 at Degerö.
(Sagerfors et al., 2008; Lietzke and Vogt, 2013) for many
years. A suite of meteorological parameters were recorded
as well: solar radiation, air and soil temperature, relative hu-
midity, precipitation, snow depth, wind speed and direction,
friction velocity and surface layer stability parameters.
Vertical wind velocity GEM flux quantification was mea-
sured with a 3-D sonic anemometer (10 Hz) (A1, A2). The
wind signal was transferred to three fast-response switching
solenoid valves (B) via LabVIEW (C) enabling sampling and
separation of air into updraft, downdraft and deadband chan-
nels. The fast-response valves were installed 0.2 m down-
stream of the sampling inlets. The inlets of the 1/4′′ PTFE
sampling lines (D) were mounted near the anemometer head
about 15 cm below the midpoint of the ultrasonic paths.
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GEM carried in the “updrafts” and “downdrafts” was
then collected on two pairs of gold cartridges. The flux
(ng m−2 h−1) was calculated from the GEM concentration
difference (ng m−3) in updraft (Cu) and downdraft (Cd) air,
multiplied by σw (m s−1), the standard deviation of vertical
wind velocity.
FGEM = βσw(Cu−Cd) (1)
β is the unitless flux proportionality coefficient and depends
on the wind velocity deadband (see Sect. 3.1.2) that is im-
plemented to increase the concentration difference. β val-
ues typically range between 0.4 and 0.6. Deadband widths
(m s−1) used in recent REA measurement studies ranged
from 0.33 to 0.6 times σw (Grönholm et al., 2008).
During the campaign in Basel larger eddies resulted in
lower valve switching frequencies relative to the situation
at Degerö. The atmospheric GEM concentration differences
between updraft and downdraft were also larger in Basel.
This made the fixed deadband appropriate for Basel, while
a dynamic deadband was more favorable for Degerö. A fixed
deadband makes β dependent on atmospheric conditions
(Milne et al., 1999, 2001), with increased deadband widths
leading to lower β values (Ammann, 1999). The application
of a dynamic deadband at Degerö, with its smaller eddies,
aimed to reduce the switching frequency of the fast-response
valves. Using a dynamic deadband also ensured that large
enough air volumes for the GEM analysis were measured
that would not have been guaranteed by measuring with a
fixed deadband. A dynamic deadband is applied more often
(cf. Gaman et al., 2004; Olofsson et al., 2005b; Haapanala et
al., 2006; Ren et al., 2011) and enables the use of a constant
β (Grönholm et al., 2008).
β was calculated from the sonic temperature for each
30 min period at the same intervals used for the “up” and
“down” GEM sampling system:
β = (w
′T ′)
σw(Tu− Td)
, (2)
where Tu and Td are the “up” and “down” averages of tem-
perature and w′T ′ is the average EC sensible heat flux. In
our application a recursive high-pass filter was implemented
to reduce low-frequency bias in turbulent time series of the
vertical wind velocity (McMillen, 1988; Richardson et al.,
2012):
χi = αχi−1+ (1−α)χ, (3)
where χi is the filtered value, χi−1 is the running mean from
the previous time step and χ is the current, instantaneous
value (Meyers et al., 2006).
α = e−1tτ (4)
The constant α results from the sampling interval of 10 Hz
(1t) and the time constant (τ), which was set to 1000 s.
The sampling lines were 20 m long and insulated to avoid
condensation. PTFE filters (E, F) of 0.2 µ m were installed
after the inlets and before the PTFE valves, V4 and V5 (G).
The resistance through the sampling lines was checked to
be equal using thermal mass flow meters (Vögtlin Instru-
ments AG, Switzerland). Conditionally sampled GEM is sub-
sequently accumulated on two matched pairs of gold car-
tridges (Tekran Inc., Canada; difference between cartridge
sensitivity < 5 % according to manufacturing tests by the sup-
plier). Heating wires around the cartridges were kept at 50 ◦C
during the sampling phase and heated to 500 ◦C during the
desorption process (see Sect. 2.2). Downstream, a pressure
sensor (H) operating at 10 Hz was installed to monitor pres-
sure fluctuations. A high-precision thermal mass flow con-
troller (MFC) (I) with a response time of 50 ms was used to
regulate the air volume drawn over the gold cartridges. To
dampen sampling flow disturbances a reservoir of 200 mL
was installed between the pump and the MFC. Air was drawn
through the three lines by a rotary vane pump (J) at a rate
of 1 L min−1 (Basel) and 1.5 L min−1 (Degerö), respectively.
Three temperature-controlled, weatherproof boxes (K) con-
tained the GEM reference gas generator (L) and Hg detec-
tor (M), the gold cartridge unit and the control system as well
as the Hg zero-air generator to produce dry, Hg-free air. Re-
mote control of the system allowed online checks of the data
and detection of instrumental failures.
2.2 GEM analysis
Air sampling and GEM analysis was performed in parallel
in 30 min intervals (Fig. 2). GEM in air samples and injec-
tions from the GEM reference gas and Hg zero-air generator
were quantified using cold vapor atomic fluorescence spec-
trophotometry (M). The temperature-controlled GEM refer-
ence gas generator provided precise GEM concentrations in
a constant stream of dry, Hg-free air. The average recovery of
the GEM standard was determined by back calculation from
the manual calibration of the Hg detector. The average±SD
loading on cartridge pair 2–4 corresponded to 27.2±1.1 and
22.2± 1.3 pg in Basel and 32.1± 2.1 and 32.1± 2.3 pg at
Degerö. Dry, Hg-free air was generated using an air com-
pressor (N) with air dryer (O) and an activated carbon filter
(P). Additional gold mercury scrubbers were installed at the
outlet of the Hg zero-air generator.
Figure 2 illustrates the sampling and analysis sequence.
Upon startup cartridges C2 and C4 are in the air sam-
pling mode, while GEM previously collected on C1 and C3
is analyzed. During the first 5 min GEM of the idle car-
tridges is desorbed by heating the cartridges to 500 ◦C in
a stream (80 mL min−1) of high-purity Argon (Ar) carrier
gas (Q). The cartridge analysis procedure for individual sam-
ples included five steps: Ar flushing (20 s), recording baseline
(10 s), cartridge heating (28 s), peak delay (30 s) and cooling
of the cartridges (60 s). After up- and downdraft air samples
had been analyzed (Aa), the cartridges were loaded for 5 min
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Figure 2. The hourly measuring cycle of the REA system subdivided into the air sampling and GEM analysis procedures (Aa, ref/clean, Ab).
At the start of a sequence, cartridge pair C2 and C4 adsorb GEM in the up- and downdraft simultaneously while previously adsorbed GEM
from cartridges C1 and C3 is analyzed. During each cycle, eight analysis procedures which last for 2.5 min were conducted.
each with either GEM reference gas (ref) or dry, Hg-free air
(clean). The flow rate of dry, Hg-free air (carrier gas) through
the GEM reference gas generator was set to 600 mL min−1
using a MFC. The GEM reference gas was pre-mixed with
100 mL min−1 dry, Hg-free air before being supplied to the
cartridges. Dry, Hg-free air was delivered at a flow rate of
1500 mL min−1 regulated by another MFC. The cartridges
loaded with ref/clean air were analyzed (Ab phase in Fig. 2)
following the same procedure as the air samples.
The average and standard deviation of the Hg detector
baseline were calculated for periods of three seconds before
and after the Hg peak. The baseline below the peak was in-
terpolated and subtracted from the peak. The peak areas were
logged together with 30 min averages of the sampled air vol-
ume, opening times and number of switching operations of
the fast-response valves. Air temperatures within the weath-
erproof boxes, Hg detector lamp- and UV sensor voltages as
well as pressure sensor data were also recorded.
2.3 QA/QC
2.3.1 Calibration of Hg detector
The REA system was calibrated after the field campaigns us-
ing a temperature-controlled Hg vapor calibration unit (R)
together with a digital syringe (S). Different concentrations
of saturated GEM vapor were injected into the Hg-free air
stream provided by a Hg zero-air generator (T). During cali-
bration a simulated wind signal was used to supply both lines
with an equal amount of air. Calibration factors were gained
by linear regression between the injected quantity of GEM
and observed peak areas (Fig. S1).
2.3.2 Monitoring of GEM recovery
Repeated injections from the GEM reference gas and Hg
zero-air generator (Fig. 2) were performed to observe pos-
sible contamination, passivation or drift of the cartridges, as
well as to check for temperature sensitivity in the Hg de-
tector. Before and after a measurement campaign the system
was checked for leaks by measuring dry, Hg-free air from
the Hg zero-air generator and by constricting the sampling
lines temporarily to check for pressure decrease within the
lines. PTFE parts and tubing were cleaned with 5 % nitric
acid according to a standard operating procedure (adapted
from Keeler and Landis, 1994).
2.3.3 Bias of sampling lines
To assess potential systematic bias between up- and down-
draft sampling lines, GEM reference gas was supplied to both
lines. During 5 days in Basel and 28 h at Degerö, the REA
system dynamically sampled reference gas using 2 s simu-
lated wind signal to acquire identical up- and downdraft sam-
ples with respect to volume and GEM concentration. Accord-
ingly, concentration bias between the REA sampling lines
was corrected for in the GEM flux calculation.
2.4 Data processing
The analyzed air samples (Aa) for each cartridge were cor-
rected for temperature sensitivity of the Hg detector by di-
viding the average GEM reference gas concentration over
the entire campaign (Abr) through single GEM reference gas
measurements (Abr) according to
Acorr = Aa · AbrAbr . (5)
GEM concentrations (CGEM) in up- and downdraft were
computed by applying intercept (b) and slopes (s) calculated
from the manual calibration procedure (Sect. 2.3.1) and the
air volumes (V) drawn over the cartridges:
CGEM = Acorr− b
s
· 1
V
. (6)
GEM concentration differences were corrected for the bias
between the two sampling lines (Sect. 2.3.3). Finally, the
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GEM flux was derived following Eq. (1). As the sampled air
was not dried before being measured with a MFC calibrated
for dry air, GEM fluxes were corrected for variations in the
water vapor content of the air following Lee (2000):
FGEMcorr = (1+ 1.85ζ )FGEM+ 1.85ρGEM
ρa
LEm, (7)
where FGEMcorr is the corrected and FGEM the uncorrected
GEM flux (ng m−2 h−1). ζ is the water vapor mixing ratio
(kg kg−1). LEm is the water vapor flux (ng m−2 h−1), and the
ratio of mean GEM density (ρGEM) to mean air density (ρa)
were determined from the data for each measurement inter-
val.
Criteria to identify conditions under which REA is not
valid will be presented in Sect. 3.1.4. Among them an inte-
gral turbulent characteristics test was applied to identify the
development of turbulent conditions:
σw
u∗
= 1.3 · (1− 2 · z
L
)
1
3 , (8)
including σw, friction velocity (u∗), measuring height (z)
and Obukhov length (L). Therein, the dependent integral
turbulence characteristic for vertical wind velocity (σw/u∗)
equates with a model dependent on stability (z/L) (Panofsky
and Dutton, 1984; Foken and Wichura, 1996; Foken, 2006).
A deviation by more than a factor of 2 from the model was
used as the threshold to reject periods of insufficient turbu-
lence as well as periods of larger than expected turbulence
(Fig. S2).
The effect of a potentially dampened GEM flux due to
high- and low-frequency losses of the turbulent eddies has
been derived by interpretation of turbulence spectra for both
sites dependent on instrumental properties (lateral sensor
separation), measuring height, wind speed and stability con-
ditions (Sect. 3.3). The applied high-pass filter (Eqs. 3, 4)
amplifies the attenuation by reducing random or systematic
noise in the flux estimates caused by low-frequency bias in
the turbulent time series. High-frequency attenuation might
be caused by an electronic delay of the valve switching and
sensor separation (Foken et al., 2012).
To predict the size of REA flux source areas dur-
ing the campaigns the footprint model of Kormann and
Meixner (2001) was applied in Basel and a Lagrangian
stochastic forward model following Rannik et al. (2000) at
Degerö. The footprint models were chosen in order to fit the
specific requirements as defined by the source areas at each
site. The actual source area was estimated for each half-hour
period based on wind direction, wind speed, stability, surface
roughness and sensor height.
2.5 Site descriptions
The climate in the city of Basel, Switzerland (47.56◦ N,
7.58◦ E; 264 m a.s.l.), is temperate with a mean annual
temperature of +9.8 ◦C and 776 mm precipitation (Me-
teoSchweiz, 2016). The REA system was deployed on the
flat roof of the University of Basel’s Meteorology, Climatol-
ogy and Remote Sensing Laboratory (MCR) 20 m above the
ground. The REA sampling inlets were mounted on the top of
the permanently installed tower at 39 m above ground level.
The average building height around the tower is 17 m and
the 90 % cumulative footprint mirrors dominant wind direc-
tions, which are W to NW (240–340◦) and ESE (100–140◦).
Results from this site reflect the situation within the urban
inertial sublayer (Lietzke and Vogt, 2013).
The second campaign was conducted at an Integrated Car-
bon Observatory System (ICOS) site in the center of a boreal
peatland in Sweden (64.18◦ N, 19.55◦ E; 270 m a.s.l.) dur-
ing snowmelt. The mixed acid mire system covers 6.5 km2
and is located in the Kulbäcksliden Research Park of the
Svartberget Long-Term Experimental Research (LTER) fa-
cility near the town of Vindeln, county of Västerbotten, Swe-
den. The site is part of the Swedish research infrastructure
(funded by the Swedish Research Council). The snow cover
normally reaches a depth up to 0.6 m and lasts for 6 months
on average (Sagerfors et al., 2008). The average total Hg
concentrations in the upper 40 cm of the peatland soil are
57.3± 6.0 ng g−1 (±SD) dry matter, which is a typical value
for soils in northern Sweden (Shanley and Bishop, 2012;
Åkerblom et al., 2013). The climate of the site is defined
as humid cold temperate with mean annual precipitation and
temperature of 523 mm and +1.2 ◦C, respectively (Alexan-
dersson et al., 1991). A measurement height of 1.8 m above
the surface was maintained by gradually decreasing of the
instrumentation boom to account for snowmelt. Dominant
wind direction during summer is NE and SE during winter.
For a more detailed site description see Granberg et al. (2001)
or Peichl et al. (2013).
3 Results and discussion
3.1 REA performance
3.1.1 Sampling accuracy
Compared to single-inlet REA designs, systems with sepa-
rate inlets for up- and downdraft are less prone to measure-
ment uncertainty due to unsynchronized conditional sam-
pling (Baker et al., 1992) and high-frequency concentration
fluctuations in the tube flow (Moravek et al., 2013). Zhu et
al. (2015b) found that the calculation of concentration dif-
ferences based on temporally intermittent GEM measure-
ments (non-stationarity of atmospheric GEM concentrations)
introduced the largest source of uncertainty in their single-
inlet Hg0-REA system. Accurate simultaneous sampling of
GEM concentration using a two-inlet design is thus the ma-
jor technical improvement of our system compared to most
Hg-REA systems used to date, as summarized in Sommar
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et al. (2013a). However, even though the dual-inlet avoids a
major source of error, there are a number of other aspects
of a Hg-REA system that need to work as well as possible
to measure land–atmosphere GEM fluxes. One of these is
the determination of the β value, which includes sonic tem-
perature and sensible heat flux measurements (Sect. 3.1.2).
It is estimated to introduce an uncertainty similar to Zhu et
al. (2015b) of approximately 10 %. Uncertainty due to flux
dampening of sampled low- and high-frequency concentra-
tion fluctuations is small and just relevant during specific sta-
bility and wind speed conditions depending on measurement
height and quality of turbulence (Sect. 3.3). There are sev-
eral other sources of error in the measurements such as (i) the
possible bias in vertical wind velocity measurements, (ii) the
precision of the switching of the fast-response valves, (iii) the
sampled air volume, (iv) the peak integration and (v) the field
calibration procedure (cf. Zhu et al., 2015b).
i. Vertical wind velocity is used for instantaneous valve
control. Ammann (1999) ascribed the main error here
to be the possibility for misalignment between the wind
field and the sensor head due to a tilted sensor setup or
wind distortion around the sensor. However, the appli-
cation of a high-pass filter combined with a deadband
was able to alleviate averaged vertical wind velocity
bias from the wind signal.
ii. It is important to limit the electronic delay to switch the
fast-response valves caused by the digital measurements
system and signal processing. The effective response
time to actuate the fast-response valves was determined
to be 18 ms for the opening and 8 ms for the closing. The
switching of the fast-response valves allowed a maxi-
mal resolution between updraft and downdraft samples
of 5.2 Hz.
iii. A major challenge in applying a system with two in-
let tubes and no dry Hg-free air addition at the in-
lets (as applied by Sommar et al., 2013a) is to con-
trol flow pressure that builds up within the sampling
lines. Flow surges are dependent on the time the fast-
response valves remain closed. Pressure variations were
dampened by a reservoir of 200 mL volume between
the pump and mass flow controller (Fig. 1). The resis-
tance within the lines was initially checked to be equal
to minimize pressure anomalies between the three flow
paths. A simulated wind signal with fast-response valve
opening times of 2 s for the up- and downdraft and
1 s for the deadband was applied and revealed maxi-
mal pressure fluctuations of 35 mbar. The vast major-
ity of the 30 min measurements in Basel and Degerö
showed higher switching rates which are generally as-
sociated with lower pressure fluctuations. The total vol-
umes drawn over updraft, downdraft and deadband lines
averaged 30± 0.09 in Basel and 45± 0.01 L (±SD)
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Figure 3. Representative peak recovery for gold cartridge pair C2–
C4 during ambient air (Aa), GEM reference gas (Abr) and dry, Hg-
free air measurements (Abc) on 11 February 2012, between 14:00
and 15:30 in Basel. The values in squared brackets equal the areas
between the curves and the baseline. The plots show an extract of
10 s from the peak delay sequence which takes 30 seconds in total.
Y axis indicates the Hg detector baseline voltage (V).
at Degerö. The proportion of the air not analyzed ac-
counted for 10.5 L in Basel and 20.3 L at Degerö. Mea-
surements were discarded if the volume deviated more
than 2.5 % from the flow setting value of the mass flow
controller (cf. Sect. 3.1.4).
iv. An analysis of the detector peaks indicated that the sig-
nal for atmospheric and GEM reference gas samples
were statistically different from blank measurements
(99 % confidence) (Fig. 3).
v. The manual calibration procedure revealed a strong
linear relationship between peak areas and syringe-
injected GEM reference gas for the cartridge pairs
(Fig. S1). The automated injection of GEM reference
gas provided a 2-hourly quality control measure to mon-
itor any bias caused by the temperature sensitivity of
the Hg detector. The air temperature surrounding the
Hg detector showed a strong linear relationship with the
GEM reference gas measurements for up- and down-
draft in Basel and a less pronounced dependence at
Degerö (Fig. 4). The uncertainty of concentration mea-
surements for our REA system is basically introduced
by sampling-line bias, wherefrom the method detection
limit is derived (Sects. 2.3.3 and 3.1.3).
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Figure 4. Linear relationship between GEM reference gas (Abr)
measured with gold cartridge pair C2–C4 in Basel (grey, black) and
Degerö (orange, red) and air temperatures within the Hg detector
box.
3.1.2 β-factor evaluation
In this study, β is derived from EC time series of temperature
and vertical wind speed at both sites (Eq. 2) during method-
ologically favorable conditions (cf. Sect. 3.1.4) with respect
to turbulence for every 30 min GEM flux measurement aver-
aging period. Due to considerable scatter in β especially dur-
ing periods when sensible heat flux diminished to near zero,
data were omitted for kinematic heat flux within the range
of ±0.01 K m s−1 (Ammann and Meixner, 2002; Sommar et
al., 2013a). In accordance with Hensen et al. (2009) only
β factors in the range of 0.1–1 were used. During the first
study in Basel a fixed deadband of |w|< 0.2 m s−1 was ap-
plied. This was done to restrict the analysis to periods when
the discrimination between updraft and downdraft was large
enough to allow for accurate estimation and to prolong the
opening times of the fast-response valves. At Degerö a dy-
namic deadband approach with a sampling threshold±0.5σw
was used. Data analysis revealed that the effect of surface
layer stability or u∗ on β calculation was negligible. The
median±mad (median absolute deviation) of observed β
values in Basel and Degerö was 0.49± 0.21 (n= 391) and
0.45± 0.20 (n= 342), respectively. Median β values ob-
served at Basel and Degerö concurred with literature in the
range of 0.4–0.6 (Grönholm et al., 2008; Bash and Miller,
2009; Arnts et al., 2013; Sommar et al., 2013a).
The Basel measurements resulted in broad non-Gaussian
frequency distributions for the fraction of time when air was
sampled into up- and down reservoirs. The average cumu-
lated opening times for the 30 min sampling periods for the
up- and downdrafts were 9.6 and 9.8 min, respectively, which
results in maxima in up/down/deadband sampling fractions
of about 32/33/35 %. Periods of less developed turbulence
caused the fast-response valves to switch less often and in-
creased the opening times of the deadband. The correspond-
ing confined frequency distributions observed at Degerö
were 28/27/45 % and showed significantly lower variation
than for the Basel measurements.
3.1.3 Detection limit
The instrument detection limit of the Hg detector was
< 0.1 ng m−3 and allowed discernment of GEM peaks from
the baseline noise for all measurements. The gold cartridge
pair offset criteria and the method detection limit were de-
rived in the field from sampling the same air through up-
draft and downdraft lines. For this study we defined two
strict rejection criteria for (1) maximum standard deviation
of the offset of 0.05 and (2) maximum difference in gold
cartridge response of 10 %. The assessment of the offset be-
tween the sampling lines during the Basel measurements was
0.009± 0.06 (±SD) and 0.016± 0.01 ng m−3 for gold car-
tridge pairs 1–3 and 2–4, respectively. At Degerö the offset
was 0.17± 0.06 and −0.004± 0.02 ng m−3 for 1–3 and 2–
4. If up- and downdraft lines sample the same air, the off-
set between these should be constant, independent of air Hg
content. Scaling the GEM area difference detected in the up-
and downdraft air by GEM area of the updraft air revealed an
erroneous behavior of cartridge pair 1–3. Further inspection
showed that the PTFE valves (V4–V7) seemed to restrict the
air flow when energized, thus leading to erroneous air volume
readings. In contrast, when air flows through cartridge pair
2–4, the valves are in the idle mode with free flow. There-
fore, measurements with cartridge pair 1–3 were discarded
for both campaigns due to the above threshold variability in
Basel and the large gold cartridge pair offset at Degerö. Al-
though data availability was reduced by 50 % this technical
shortcoming may be solved by use of different valves, e.g.,
three-way flipper valves. Detailed results from the sampling
line bias tests are presented in Figs. S3 and S4.
From these individual sampling lines bias measurements
for Basel and Degerö a minimum detectable GEM concen-
tration difference based on 1σ was derived. Thus, 98 % of
the available 30 min data in Basel and 83 % at Degerö were
above that limit. Zhu et al. (2015b) reported that 55 % of their
Hg-REA flux data were significantly different from zero.
Data from bias determination for cartridge pair 2–4 did not
reveal any significant diurnal pattern or trend over time for
both sites.
3.1.4 Data coverage
Based on the systematic bias when using cartridge pair 1–
3, 50 % of the data from both sites, Basel and Degerö were
discarded (Table 1). Some of the remaining flux measure-
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Table 1. Overview of rejection criteria for the evaluation of REA
field measurements. Rejected amount of data (%) and remaining
numbers of observations (n) are given.
Criterion Rejection percentage
Basel Degerö
Gold cartridge pair offset 50 % 50 %
Logging failure 4 % 7 %
Insufficient turbulence (σw/u∗) 6 % 4 %
Extreme stability (|z/L|>2) 0 % 0 %
Sampling air flow and blank irregularities 1 % 4 %
Total rejection (excl. cartridge pair offset) 12 % 16 %
Remaining observations n= 292 n= 380
ments were rejected due to logging failures including power
breakdowns. Additionally, 6 % of the data at Basel and 4 %
at Degerö were rejected due to poorly developed turbulence,
determined by applying an integral turbulent characteristics
test (Eq. 8). GEM flux measurements during extremely sta-
ble conditions were omitted (z/L>2). The data were also
screened for irregularities in the measured sampling air flow
(deviation from the flow setting value > 2.5 %). Dry Hg-free
air was used to determine possible cartridge or sampling line
contamination and to discard periods of a noisy Hg detector
baseline, due to rapid temperature changes within the detec-
tor box. GEM flux measurements were discarded when the
signal of the blank measurements exceeded 10 % of the in-
tegration peak area that was detected for atmospheric GEM.
In other Hg-REA studies, 44 % (Sommar et al., 2013a) and
28 % (Zhu et al., 2015b) of the data were flagged as mod-
erate and low data quality due to turbulence characteristics
(cf. Mauder and Foken, 2004). In our study the overall half-
hourly data loss was 62 % at Basel and 66 % at Degerö.
3.2 Meteorological conditions
During the measurements in Basel air temperatures averaged
−7.9± 3.3 ◦C (±SD). Precipitation occurred in the first 2
days and caused substantial loss of EC data, while GEM
flux determination was not affected. From 3 to 12 February
2012, measurements were done during predominantly cloud-
less conditions with daily solar radiation (Rg) peaks between
300 and 500 W m−2. Relative humidity ranged between 20
and 91 % and was on average significantly lower in Basel
than at Degerö. Wind speed in Basel averaged 2.6 m s−1 and
did not differ significantly between day (Rg > 5 W m−2) and
night (Rg < 5 W m−2). Wind direction was predominantly
from the northwest during the day and the southeast during
the night. Polar histograms of 30 min averaged wind speed
and atmospheric GEM concentration measurements at both
sites are presented in Fig. S5. Unstable atmospheric stratifi-
cation (z/L<−0.05) was predominant (92 % of time) during
the Basel campaign while less than 3 % of the measurements
were conducted during stable conditions (z/L>0.05).
The campaign on the boreal peatland commenced on
5 May 2012. The surface was covered by maximum of 33 cm
snow which melted away towards the end of the campaign
on 24 May 2012. A total precipitation amount of 19.6 mm
was recorded during the campaign including a heavy snow-
fall during the morning of 6 May. Air temperatures aver-
aged 5.4±3.5 ◦C, whereas daily averages increased from 0.0
to 9.1 ◦C over the period. Soil temperatures at 2 cm depth
likewise increased from 3.2 to 8.0 ◦C (daily averages). The
prevailing wind direction at Degerö was from the north-
east to south with an average wind speed at 2.9 m s−1 (day-
time mean: 3.1 m s−1, nighttime mean: 2.1 m s−1). Condi-
tions were stable (z/L>0.02) 22 % of the time (daytime:
15 %, nighttime: 43 %), unstable for another 38 % (daytime:
42 %, nighttime: 22 %) (z/L<−0.02) and neutral during the
remaining 40 % (daytime: 43 %, nighttime: 35 %).
3.3 Footprint and turbulence regime
In Basel the GEM flux measurements were conducted over
a rough surface showing strongly modified vertical turbulent
exchange processes. Measurements were conducted within
the inertial sublayer 39 m above ground, which overlays the
urban roughness sublayer assuming that the upper level of
the roughness sublayer is about 2 times the average build-
ing height of 17 m (Feigenwinter et al., 2012). Of the GEM
fluxes measured in Basel, 90 % originated from a source area
that covered 78 ha and reflected a blended, spatially aver-
aged signal (Fig. 5a). Within that footprint the water frac-
tion accounts for 7 %, the vegetation fraction for 19 %, the
building fraction for 36 % and impervious ground surface for
38 %. Main wind directions during the campaign mimicked
the dominant seasonal wind direction from NNW and ESE.
An inspection of the normalized co-spectra for sensible
heat, latent heat and CO2 flux revealed the occurrence of
large eddies leading to comparably low switching intervals
of 1.4±0.3 Hz (mean±SD). The co-spectral estimates were
derived from 20 Hz data over the entire campaign during un-
stable conditions and demonstrate that high-frequency losses
for sensible heat, latent heat and CO2 fluxes were minimal.
Low-frequency losses resulted due to the applied high-pass
filter which attenuated fluctuations at periods larger than the
time constant of 16.6 min (RF in Fig. 6). Ogives were cal-
culated after Foken et al. (2012) and converged at approxi-
mately 90 % of all cases within the 30 min averaging period
(Fig. 6a). Simulated damping factors for REA fluxes revealed
that at a mean wind speed of 2.6 m s−1 less than 10 % of
the flux was dampened. We conclude that applying a 30 min
averaging interval, a high-pass filter and valve switching at
10 Hz was adequate for REA flux calculations since consid-
erable flux damping occurred just at low-frequency ranges,
unstable conditions and low wind velocities.
At Degerö, 90 % of the footprint comprised 0.6 ha
(Fig. 5b). For all contour lines calculated, the surface was
physically homogenous. The roughness length z0 present
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Figure 5. Aerial RGB and IR photographs with red contours containing 50, 80 and 90 % of the flux during the campaign in Basel (a) and
Degerö (b). The yellow and blue 80 % contours at Degerö stand for unstable and stable conditions, respectively. The light-green pentagons
indicate the location of the flux towers.
Figure 6. Normalized turbulence co-spectra (y axis, lines+ symbols) and converging ogives (secondary y axis, lines) of sensible heat (red),
latent heat (blue) and CO2 flux (black) during unstable conditions for Basel (a) and Degerö (b). The vertical line labeled as RF indicates the
time constant of the applied high-pass filter. At Degerö only high-resolution air temperature data were used.
during the campaign was only a few millimeters due to the
short vegetation (Sagerfors et al., 2008) and negligible when
there was snow cover. During the Degerö campaign, the nor-
malized turbulence spectra and ogives were derived for sen-
sible heat flux during unstable conditions (Fig. 6b). Due to
temporary technical problems regarding the LI-6262 closed-
path infrared gas analyzer, CO2 and latent heat flux data were
not used for spectral analysis. In comparison to Basel the co-
spectrum of the sensible heat flux was shifted significantly
towards higher frequencies. The occurrence of more smaller
eddies increased the fast-response valve switching interval
(2.9± 0.7 Hz; mean±SD) which increased with increasing
u∗ (Fig. S6). High-frequency losses at 10 Hz accounted for
less than 5 % of the sensible heat flux. The ogive converged
a constant value at RF and indicates that large eddies were
sampled completely over the averaging period (Fig. 6b). At
Degerö the integral damping factor for the REA flux was
more than 20 % at high frequencies especially during sta-
ble and strong wind conditions. Simulated integral REA flux
damping factors dependent on wind speed and stability con-
ditions and cospectral density plots for site-averaged wind
speeds are illustrated for Basel and Degerö in Figs. S7 and
S8.
3.4 Atmospheric GEM concentrations
Mean±SD atmospheric GEM concentration in Basel was
4.1± 1 ng m−3. The average concentration difference be-
tween up and downdraft was 0.26± 0.3 ng m−3 (median:
0.19 ng m−3) (Fig. 7). It might be possible that during the
exceptionally cold period in Basel gas and oil-fired ther-
mal power stations within the dense urban source area con-
tributed to enhanced atmospheric GEM concentrations. In
urban areas, total gaseous Hg concentrations were highest
during heating season (Fang et al., 2004). Highest GEM lev-
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Table 2. Summary of averaged, median and distribution of GEM fluxes, atmospheric GEM concentrations and environmental conditions
during the measurement campaigns. Pearson correlation coefficients (r) between GEM flux and environmental parameters are given when
statistically significant (p< 0.05).
Variable Basel Degerö
Unit Mean Median 10th/90th percentile r Mean Median 10th/90th percentile r
GEM flux ng m−2 h−1 15.4 34.9 −262/270 – 3.0 2.6 −71/67 –
GEM concentration ng m−3 4.1 3.9 3.3/5.6 −0.23 1.6 1.6 1.4/1.8 −0.14
Sensible heat flux (EC) W m−2 73.5 65 20/134 – 11.8 2.4 −17/58 0.23
Latent heat flux (EC) W m−2 12.3 10.6 1.8/24.5 0.26 – – – –
CO2 flux (EC) µmol m−2 s−1 0.02 0.01 0/0.04 0.36 – – – –
Friction velocity m s−1 0.41 0.39 0.2/0.7 0.2 0.19 0.18 0.07/0.34 −0.23
Wind speed m s−1 2.6 2.5 1.3/3.9 0.13 2.9 2.7 1.0/4.8 −0.26
Solar radiation W m−2 78 – 0/312 −0.22 159 – 0/455 0.14
Air temperature ◦C −7.9 −8 −12/3.4 0.23 5.3 5.4 0.1/10.2 0.26
Soil temperature ◦C – – – – 6.7 7 4.4/8.2 0.2
Relative humidity % 62 60 40/85 −0.23 76 80 47/98 −0.3
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Figure 7. Box plots display atmospheric GEM concentrations (a)
and the absolute GEM concentration differences between updraft
and downdraft (b) during the day and night at Degerö and Basel..
Number of observations is indicated. The bold line in the box rep-
resents the median GEM concentration. The horizontal border lines
indicate the 25th (Q1) and 75th (Q3) percentiles, from bottom to
top. The lower whisker marks Q1 minus 1.5 times the interquartile
range (IQR). The upper whisker marks Q3 plus 1.5 IQR. Outliers
are not displayed.
els in Basel were observed during periods of low wind ve-
locities (u∗< 0.3 m s−1) and southern wind directions. Most
likely additional GEM emissions from vehicular traffic along
a highly frequented road contributed to elevated Hg concen-
trations during southerlies. GEM concentrations in the ex-
haust of motor vehicles in driving mode are elevated and
range from 2.8 to 26.9 ng m−3 depending on fuel types (Won
et al., 2007). The road runs in a north/south direction and is
the major source of CO2 (Lietzke and Vogt, 2013).
The average air concentration during snowmelt at Degerö
was 1.6± 0.2 ng m−3, comparable to observations made in
2009 by static chambers (Fritsche et al., 2014). Concen-
tration difference in REA conditional samples collected at
Degerö averaged 0.13± 0.2 ng m−3 (median: 0.09 ng m−2)
which is about a factor of 2 lower than the magnitude ob-
served in Basel (Fig. 7). No significant concentration rela-
tionships were found with either wind direction or atmo-
spheric stability.
3.5 GEM flux estimation in contrasting environments
Urban areas are of particular concern with respect to the
global Hg cycle. Industrial sectors and anthropogenic com-
bustion processes emit large quantities of Hg to the atmo-
sphere (Walcek et al., 2003) where mostly gaseous oxidized
Hg and particulate bound Hg deposit locally. Highly vari-
able Hg air concentrations, the physically and chemically
diverse nature of urban surface covers and urban meteorol-
ogy (e.g., heat island effect) are suggested to create complex
Hg flux patterns above cities (Gabriel et al., 2005). Up to
now, just a handful of studies have described GEM emis-
sions from urban environments (Kim and Kim, 1999; Feng
et al., 2005; Gabriel et al., 2006; Obrist et al., 2006; Eck-
ley and Branfireun, 2008). GEM fluxes measured in Basel
showed a diurnal trend with a maximum deposition around
noon and highest emissions around 7 PM (Fig. 8a). The mean
flux±SE of 15.4± 13.3 ng m−2 h−1 indicated that this ur-
ban area was a net source of atmospheric Hg during the
study period. Similarly, for the same site in spring and fall,
Obrist et al. (2006) observed average GEM emissions of
6.5±0.9 ng m−2 h−1 (±SD) in the stable nocturnal boundary
layer using the 222Rn/Hg0 method. Environmental variables,
e.g., solar radiation, air and soil temperatures, are known to
be major drivers of natural GEM emission (e.g., Schröder et
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Figure 8. Diurnal patterns of GEM flux during the campaign in Basel (a) and Degerö (b) using the 6-hourly smoothed GEM flux time series.
Red and gray colored box plots indicate median Hg emission and Hg deposition at different times of the day, respectively. Hourly averages of
air temperatures are given (orange). Horizontal dashed line indicates the zero line of GEM flux and/or air temperature. Box plot description
in caption of Fig. 7.
al., 1989; Steffen et al., 2002; Choi and Holsen, 2009). Corre-
lations between GEM flux and its controlling factors for this
study can be reviewed in Table 2. Northwesterly wind direc-
tions were associated with GEM deposition between 02:00
and 13:00. In contrast, emission events were linked to wind
directions from the southeast.
Determination of GEM snow–air exchange has been a sub-
ject of interest since the first atmospheric mercury deple-
tion events were observed (Schröder et al., 1998). Non-arctic
GEM flux studies from snowpack report deposition as well
as emission events with near zero net fluxes (Faïn et al.,
2007; mean: 0.4 ng m−2 h−1; Fritsche et al., 2008b; mean:
0.3 ng m−2 h−1).
The mean GEM snow–air transfer observed at Degerö was
3.0± 3.8 ng m−2 h−1 (±SE). It is the result of a balance be-
tween deposition prevailing from midnight to noon and vice
versa during the rest of the day when emission predomi-
nates (Fig. 8b). REA fluxes varied strongly during both the
day and night but revealed a significant difference between
GEM fluxes during unstable (median: 8.7 ng m−2 h−1), sta-
ble (median: −0.1 ng m−2 h−1) and neutral conditions (me-
dian: −4 ng m−2 h−1) (Mann–Whitney U test, p< 0.05).
GEM concentrations in the surface snow layers were not
determined in this study but in accordance with Faïn et
al. (2013), GEM is likely enhanced during the course of day-
time compared to ambient air due to sunlight-mediated pro-
cesses. An impact of fresh snowfall and possible wet Hg de-
position on GEM fluxes could not be observed with REA but
precipitation events occurred regularly in the afternoon and
might have contributed to GEM volatilized in the evenings
together with GEM produced during dusk and night (Faïn et
al., 2013).
GEM flux quantification is improved, compared to previ-
ous systems, by the synchronous sampling, as well the regu-
lar monitoring of GEM reference gas concentration and dry,
Hg-free air. As demonstrated here, these improvements make
REA feasible for measurements over tall buildings but also
short vegetation and snow cover. At Degerö, however, higher
abundance of smaller eddies increased the GEM flux vari-
ability. However, the REA technique remains better suited to
assessing magnitudes and variability of fluxes rather deter-
mining the effects of short-term variability in environmental
parameters on GEM fluxes (cf. Gustin et al., 1999).
For future long-term REA applications we have three sug-
gestions: (i) a more regular determination of the bias between
both sampling lines, either by a weekly check of the bias or
by implementing an additional valve to switch up- and down-
draft lines every hour (each cartridge would measure up- and
downdraft); (ii) although Hg detector sensitivity due to rapid
air temperature changes is corrected for, it could be avoided
to a large extent by using a more effective temperature con-
trol unit; (iii) improvement of the accuracy in the air volumes
sampled by installing mass flow meters for up- and down-
draft lines.
4 Conclusions
The need to precisely determine GEM land–atmosphere ex-
change over long continuous periods is widely recognized.
REA has the potential to do this more effectively than other
methods. Therefore, several REA systems have been de-
ployed, but their accuracy has been impaired by several de-
sign features such as the use of multiple detectors and non-
synchronous sample collection. We developed a dual-inlet,
single analyzer system that has overcome these shortcom-
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ings and included new features such as the integrated GEM
reference gas and Hg zero-air generator for continuous mon-
itoring of GEM recovery, as well as blank measurements.
The data acquisition and control system is fully automated
and could be remotely controlled, which reduces the work-
load compared to other REA systems. We have demonstrated
the system in contrasting environments to measure turbu-
lent transport of GEM 39 m above ground level in Basel,
Switzerland, and 1.8 m above a boreal peatland in Sweden
during snowmelt. While the demonstration identified room
for further improvements, we believe this novel design has
the potential to facilitate the use of REA for measuring land–
atmosphere Hg exchange for sustained periods in a variety of
environments.
The Supplement related to this article is available online
at doi:10.5194/amt-9-509-2016-supplement.
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URBANFLUXES is a Horizon 2020 funded joint research project between Foundation for
Research and Technology Hellas (Greece), the Deutsches Zentrum für Luft- und Raumfahrt
(Germany), the Centre d’Etude Spatiale de la Biosphère (France) the University of Basel
(Switzerland), the University of Reading (United Kingdom), the Göteborgs Universitet (Sweden)
as well as experts on Science Communication Stichting Dienst Landbouwkunding Onderzoek
(The Netherlands) and the industry represented by a spin-oﬀ company GEO-K s.r.l. (Italy). The
goal is to determine the components of the urban energy budget by combining satellite imagery
and conventional ground-based meteorological measurements in order to estimate the
anthropogenic heat ﬂux as a residual term. The remote sensing approach should enable the
transfer of the results to any other city to quantify and monitor the urban heat budget. To
develop the methods and models three case studies are conducted in Heraklion (Greece), Basel
(Switzerland) and London (United Kingdom).
The following chapter is published as a research article in proceedings of the 2017 Joint Urban
Remote Sensing Event (JURSE 2017):
Feigenwinter, C., E. Parlow, R. Vogt, M. Schmutz, N. Chrysoulakis, F. Lindberg, M. Marconcini,
and F. del Frate (2017). Spatial distribution of sensible and latent heat ﬂux in the URBANFLUXES
case study city Basel (Switzerland). In: 2017 Joint Urban Remote Sensing Event (JURSE 2017):
Proceedings of a meeting held 6-8 March 2017, Dubai, United Arab Emirates. p. 4.
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Abstract— Urban surfaces are usually complex mixtures of 
different land covers and surface materials; the relative 
magnitude of the surface energy balance components typically 
will therefore vary widely across a city. Eddy covariance (EC) 
measurements provide the best estimates of turbulent heat fluxes, 
but are restricted to their source area. To extrapolate to larger 
areas land surface modelling with earth observation (EO) data is 
beneficial as citywide information is possible. In this study, 
turbulent sensible and latent heat fluxes are calculated by a 
combined method using micrometeorological approaches (the 
Aerodynamic Resistance Method ARM), Earth Observation (EO) 
data and GIS-Techniques. Input data such as land cover 
fractions and surface temperatures are derived from Landsat 8 
OLI and TIRS, urban morphology (mean building height, plan 
area index, aspect ratio) was calculated from high resolution 
digital building models and GIS-data layers. Input of 
meteorological data (e.g. air temperature, humidity, air pressure, 
wind speed and wind direction) was provided by measurements 
from flux towers and meteorological station networks. The 
spatial distributions of turbulent heat fluxes were analyzed for 22 
for the city of Basel (Switzerland), covering all seasons and 
different meteorological conditions. Highest sensible heat fluxes 
were modelled for industrial areas, railway stations and areas 
with high building density. The magnitude of sensible heat flux 
strongly depends on the surface temperature, because the spatial 
variation of air temperature during daytime is small when 
limited to a satellite pixel view. For latent heat flux, the spatial 
distribution of the saturation deficit of vapor (e.g. above urban 
water bodies) and the (minimum) stomatal resistance of 
vegetation types show the largest influence on evapotranspiration 
rates. Seasonal variations in heat fluxes are strongly dependent 
on meteorological conditions, i.e. air temperature, water vapor 
saturation deficit and wind speed. Comparison of measured 
fluxes with modeled fluxes in the weighted source area of the flux 
towers is moderate due to known drawbacks in the modelling 
approach and uncertainties inherent to EC measurements, 
particularly also in urban areas.  
Keywords— Urban Energy Balance, Eddy Covariance, Earth 
Observation, Aerodynamic Resistance Method, GIS, 
URBANFLUXES  
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I. INTRODUCTION 
The URBANFLUXES Horizon 2020 project 
(urbanfluxes.eu) aims to derive the anthropogenic heat flux 
from Earth Observation (EO) data. Each component of the 
energy balance (net radiation Rn, sensible (QH) and latent (QE) 
heat flux, and storage heat flux ΔQS) is evaluated in a separate 
work package [1]. This study concentrates on the fluxes of 
sensible and latent heat. These fluxes are strongly modified by 
the properties of the urban surface, i.e. 3D geometry, high 
roughness, impervious surfaces, complex source/sink 
distribution and injections of heat and water into the urban 
atmosphere by human activities (traffic, heating, waste 
management, etc.). The spatial variability of urban terrain 
complicates their estimation. The existence of various surface 
types and different exposures to solar radiation in a complex 
surface geometry lead to significant variations in heat fluxes 
over short distances. This problem is well-known, but for 
practical purposes various simplifications that assume 
homogeneous properties at the surface like Monin–Obukhov 
Similarity Theory (MOST) [2] are still widely used to estimate 
the sensible heat flux in meso-scale models, typically with the 
scalar roughness approach. Although MOST was originally 
derived for flat and homogeneous terrain, several studies have 
used it over heterogeneous terrain, including cities [2].  
II. METHODS 
A. Flux calculation 
In URBANFLUXES, the Aerodynamic Resistance Method 
(ARM) to estimate QH uses the simple relation (e.g. [3]) 
   (1) 
where ρ is the density of air, cp the specific heat of air at 
constant pressure, Ts is the surface temperature derived from 
satellite thermal infrared observations, Ta is the air temperature 
recorded by the meteorological stations, and ra is the 
aerodynamic resistance. Analogously QE is expressed as 
          (2) 
where es* is the saturation water vapor pressure at Ta, ea is the 
atmospheric water vapor pressure, γ is the psychrometric 
constant and rs is the stomatal resistance. Stomatal resistance is 
calculated after [4] using the simplified equation from [5] 
           (3) 
where PAR is the photosynthetic active radiation, rsMIN is the 
minimum stomatal resistance and rcuticle is the canopy resistance 
related to the diffusion through the cuticle layer of leaves (105 
s m-1). Functions f1 and f2 are calculated as per [5] and rsMIN 
can be determined for each vegetation type. QE is calculated by 
land cover type and weighted by fraction of water, vegetation 
and pervious surfaces with the respective rsMIN in every pixel. 
Values for rsMIN used in this study are listed in Tab. 1. 
The aerodynamic resistance ra for sensible heat in (1) can then 
be written as 
        (4) 
and 
         
(5) 
where u* is the friction velocity, k is the von Kármán constant 
(0.4), zref refers to a reference height (usually the height of 
wind measurements), zd is the zero-plane displacement height, 
L is the Monin-Obukhov length, z0m is the roughness length 
for momentum, z0h the roughness length for heat (accounting 
for the excess resistance when using radiometric surface 
temperatures [6]) and ψm,h are the stability functions for 
momentum and heat, respectively, as documented in [7]. 
Equation (5) can be used to estimate u* from wind velocity U 
by iteration, if no direct measurements of the friction velocity 
are available [8]. z0h values are usually reported as the 
dimensionless number kβ-1, defined as 
       (6) 
and z0h can be calculated after [3] by 
            (7) 
where Re is the roughness Reynolds number and α  is a 
parameter that varies with surface. Re is calculated by Re = z0m 
u*/ν with a kinematic molecular viscosity ν of 1.461 × 10-5 
m2 s-1. 
TABLE I.  MINIMUM STOMATAL RESISTANCES FOR LAND COVER TYPES 
USED IN THIS STUDY 
Land Cover type rs MIN [s m-1] 
Bare soil 500 
Low vegetation 100 
Deciduous 60 
Evergreen 70 
 
To determine the input parameters for ra, the approach of 
[9] is modified to the satellite data. Both, roughness length (for 
heat and momentum) and displacement height are needed in ra 
calculation. Input for the calculation of roughness parameters, 
i.e. the morphometry, is derived from a digital surface model, 
including the heights of buildings and trees, in high spatial 
resolution (between 1 and 5 m) using the open source 
Geographic Information System software QGIS and the Urban 
Multi-scale Environmental Predictor (UMEP) [10]. UMEP 
output provides building heights (mean, standard deviation, 
maximum) and the morphological parameters plane area index 
and frontal area index aggregated to the chosen grid size. 
Roughness parameters z0m and zd are calculated by the real 
urban surfaces parameterization of [11] using UMEP results as 
an input. 
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B. Evaluation 
The results are evaluated by the analysis of the calculated 
fluxes in 100 m spatial resolution in the footprint of the flux 
towers. For QH and QE the source area model of [12] is used. 
Fluxes are measured by the Eddy Covariance method and 
processed with standard methods [13, 14]. Since measured QH 
and QE may vary considerably between averaging intervals 
(normally 30 mins.), the mean value of three half-hourly 
fluxes centered at overpass time was taken for the evaluation 
and is listed in Tab. 2. Satellite derived surface temperatures 
are compared to the surface temperature Trad calculated from 
the emitted longwave radiation in the radiation footprint of the 
flux towers. Trad is calculated by 
   (8) 
where L↑,↓ is the upwelling and downwelling longwave 
radiation, respectively, measured by the radiometer, ε is the 
emissivity of the surface in the radiation footprint (0.97) and σ 
is the Stefan Boltzmann constant (5.67 × 10-8 W m-2 K-4). 
According to [15], 50% of the radiometer signal origins from 
an area below the sensor with a radius equal to the height a.g.l. 
of the sensor (fig.1). Because the original resolution of the 
Landsat 8 TIRS is 100 m we decided to take an area of 3 x 3 
cells with the flux tower in the center. The center cell was 
weighted 20 % and the adjacent cells 10 % each for the 
evaluation of Ts. 
 
 
Fig.1: Fisheye photograph from the BKLI flux tower in Basel, simulating the 
field of view (FOV) of the downward looking pyrgeometer. Contours refer to 
view factor, i.e. the percentage of received signal from the respective area. 
(photo courtesy of M. Schmutz) 
  
III. STUDY AREAS AND DATASETS 
URBANFLUXES case study cities are Basel, Switzerland, 
London, U.K., and Heraklion, Greece. Here we present results 
from Basel (city population 200k, Basel agglomeration 
population 500k), a typical mid-sized mid-european city right 
at the border triangle France-Switzerland-Germany. Figure 2 
shows the land cover map and the digital elevation model for 
the investigated area.  
 
Fig.: Land cover map of Basel (top) and digital terrain and object model with 
overlayed 100 m grid (bottom). White points mark flux towers with footprints 
for 30 AUG 2015. DTM refers to terrain, DOM_imp to buildings and 
DOM_veg to vegetation. 
 
Land Cover types (fig. 2) were derived from SPOT 5 data 
in 2.5 m resolution, land cover fractions used in (3) were 
aggregated to the URBANFLUXES standard 100 m grid. 
Surface temperatures were calculated from Landsat 8 TIRS in 
the same grid using the atmospheric correction software 
ATCOR [16]. Urban morphology parameters used for the 
calculation of atmospheric resistances in (4) are available in the 
same resolution. The reference height zref in (4) and (5) was 
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taken as 3 times the mean building height in the 100 m 
resolution UMEP output. For the parameter alpha in (7) we 
used a value of -0.8 for built-up areas as proposed for the city 
of Basel by [17] and the standard value of -2.46 from [3] for 
areas with low roughness, i.e. mean building/vegetation height 
< 1 m (mainly the low vegetation land cover class, e.g. 
agricultural land use and bare soil).  
QH and QE were calculated for 22 Landsat 8 scenes 
between FEB 2013 and DEC 2015 for Basel (overpass time 
around 11:15 UTC+1). The analyzed scenes are listed in Table 
2 sorted by season and with the most important meteorological 
measurements from the BKLI flux tower (fig. 6) during 
satellite overpass. This data is used as input for evaluation of 
the modelled heat fluxes in section IV.B and for the spatial 
extrapolation of Ta and u*. Because the city of Basel is 
surrounded by the hills of the Black Forest in the North-East 
and the Jura mountains in the South, measured Ta was 
extrapolated to the standard grid using the dry adiabatic lapse 
rate of 0.0098 K m-1 to consider the topography ranging from 
240 m to 800 m a.s.l. (fig. 2). 
TABLE II.  LANDSAT 8 SCENES ANALYSED FOR THE BASEL CASE STUDY 
AND MEASUREMENTS AT FLUX TOWER BKLI. RN, RH AND WV REFER TO NET 
RADIATION, RELATIVE HUMIDITY AND WIND VELOCITY, RESPECTIVELY 
Date QH QE Rn Ta RH wv u* 
YYYYMMDD Wm-2 Wm-2 Wm-2 K % ms-1 ms-1 
20150210 249 12 298 1.7 32.8 0.85 0.23 
20150226 187 44 384 5.9 29.0 3.24 0.57 
20150314 176 16 413 5.5 31.7 1.88 0.46 
20140320 182 41 483 15.1 41.0 4.82 0.77 
20150408 251 32 540 11.3 22.4 1.07 0.36 
20150415 303 79 578 20.8 24.6 2.28 0.53 
20150424 300 96 596 17.5 25.6 1.16 0.37 
20130425 287 47 601 20.7 41.0 0.72 0.37 
20130605 268 63 665 19.3 52.4 1.14 0.35 
20140608 153 172 632 29.8 31.3 1.08 0.33 
20150611 367 44 639 23.0 39.7 0.97 0.41 
20150704 154 69 622 31.9 34.6 1.08 0.33 
20130714 286 51 621 22.7 51.6 1.19 0.39 
20140717 237 136 645 26.6 37.3 1.76 0.49 
20150805 251 69 612 25.1 40.7 1.86 0.44 
20130815 343 85 582 20.0 51.6 1.42 0.33 
20150821 244 125 582 22.1 36.1 2.00 0.39 
20150830 187 143 544 29.3 32.9 1.77 0.47 
20151001 192 42 404 9.7 35.0 3.92 0.59 
20141014 145 98 409 17.9 41.1 3.38 0.58 
20151102 183 10 310 10.2 43.8 3.37 0.57 
20151220 69 6 182 7.8 41.5 2.03 0.4 
 
Friction velocity u* was extrapolated to the 100 m standard 
grid by iteration as in [8] using the measured wind speed and 
the Monin-Obukhov length L at the BKLI flux tower as 
starting values and 100 m grid roughness parameters z0m and 
zd. Note that measurements in the same season may vary 
considerably between different years (Tab. 2) with 
consequences for the modelled fluxes as shown in the 
overview in fig. 4. For example, Rn on 5 JUN 2013 and 8 JUN 
2014 are of similar amount (665 and 632 W m-2, respectively), 
but the partition between QH and QE is completely different, 
namely 268 and 153 W m-2 for QH to 63 and 172 W m-2 for 
QE, respectively, reflecting higher Ta and the higher saturation 
deficit on 8 JUN 2014. 
 
 
 
Fig. 2. Sensible heat flux (top) and latent heat flux (bottom) for Basel during 
Landsat 8 overpass from 30 AUG 2015. Black and yellow points mark flux 
towers BKLI, BAES and BLER (from left to right). 
 
IV. RESULTS 
A. Fluxes 
Sensible and latent heat flux for the Basel study area are 
shown in fig. 2 for the Landsat overpass on 30 AUG 2015 at 
1116 CET. QH shows highest values in the industrial areas, at 
the airport (NW of city center) and the railway stations (areas 
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Fig. 3. Sensible heat flux for 22 scenes for Basel case study (sorted by season 
from upper left (FEB) to lower right (DEC) according to Table 2. Lower row 
additionally shows digital elevation model (DEM) and Land Cover map (LC). 
 
with impervious land cover in fig. 2), in the inhabited areas in 
the city and in the densely populated valleys of the urban 
agglomeration. Negative values are calculated for River 
Rhine, because the surface temperature of water bodies is 
lower (25 °C) than the surrounding air temperature (29 °C). 
Dense forests also show low sensible heat flux, because the 
foliage temperature is close to air temperature. 
 
Largest latent heat fluxes QE origin from water bodies and 
dense forests. Urban parks and areas with low building density 
(e.g. mansion districts) also show considerable amounts of 
evapotranspiration and may reach up to 200 W m-2. Note that 
Ta on this day was very high for the season (29° C) causing a 
high saturation deficit which again leads to high QE. 
 
Though the most important input to QH in the ARM method is 
the difference between surface temperature and air 
temperature, the correlation is not always straightforward, as 
can be seen by the comparison of the scenes in figs. 3,4 and 5. 
The general seasonal trend with highest fluxes for both, QH 
and QE, during the summer months is obvious, but interannual 
differences can be large when e.g. comparing the diffent 
scenes available for months April, June, July, August and 
October. A more detailed analysis of the interannual 
variability of flux distribution and partition may raise some 
interesting general relations between the modelled fluxes and 
atmospheric conditions, but this topic is out of the scope of 
this paper. 
 
 
 
Fig. 4. As fig. 3 but for temperature difference Ts-Ta. 
 
 
 
Fig. 5. As fig. 3 but for latent heat flux QE. 
 
B. Evaluation 
Modeled QH  and QE from the 22 Landsat scenes are 
evaluated by comparison with the measured fluxes in the 
weighted source area of the three Basel flux towers. Figure 6 
shows the locations and the weighted source areas for 30 AUG 
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2015 in the 100 m standard grid for Basel flux towers BKLI, 
BAES and BLER with underlayed Land Cover according to 
fig. 1. Note that QE is not measured at BLER. 
 
 
Fig. 6. Left: Urban flux towers BKLI (left) and BAES (right). Right: 
Rural/suburban flux tower BLER. Weighted footprint for 30 AUG 2015 
satellite overpass (11:00 UTC+1). Reference system is UTM 32N. 
 
The regression statistics of measured to modeled fluxes and 
tower Trad to Ts are listed in Tab. 3.  and shown in figs. 7 and 
8. Agreement between measured and modeled fluxes is 
generally poor though flux maps in figs. 2, 3 and 4 show 
reasonable values. Modeled fluxes in the footprint of the flux 
towers do mostly underestimate the measured fluxes and the 
scatter is large. Relative underestimation of QE is larger than 
for QE but evaporative fluxes are of course lower in urban 
areas than in the rural surroundings. Some possible reasons 
leading to this results are discussed in section V. 
 
TABLE III.  REGRESSION STATISTICS FOR TS, QH AND QE AT FLUX TOWERS 
Flux tower slope Offset R2 
surface temperature    
BKLI 1.09 -27.81 0.988 
BAES 1.09 -25.98 0.987 
BLER 0.95 10.6 0.987 
TOTAL 1.03 -11.42 0.963 
Sensible heat flux    
BKLI 0.76 10.95 0.63 
BAES 0.92 -17.97 0.68 
BLER 0.58 40.60 0.63 
TOTAL 0.76 15.88 0.71 
Latent heat flux    
BKLI 0.58 16.00 0.65 
BAES 0.42 13.34 0.64 
TOTAL 0.54 12.76 0.65 
 
 
Fig. 7. Comparison of modeled (y-axis) and measured (x-axis) QH  (left) and 
QE  (right) for flux towers BKLI (red), BAES (blue) and BLER (green). 
 
 
Fig. 8. Left: Measured surface temperature Trad (x-axis) against satellite 
derived surface temperature Ts (y-axis) in the radiation footprint of flux towers 
BKLI (red), BAES (blue) and BLER (green) with regression lines. Black 
dashed line is the regression for all data. Right: Same as left panel, but for the 
differences Ts – Trad. 
 
Regression statistics for Ts are better than for the heat fluxes, 
nevertheless, differences may reach up to 4 K. Satellite 
derived Ts are higher at the urban flux towers BKLI and BAES 
and lower at the rural/suburban flux tower BLER. We address 
this to the different fields of view, i.e., the radiation sensor 
mounted on an urban flux tower “sees” a considerable amount 
of walls (fig. 9), which are more influenced by shadow effects 
and may lead to cooler Trad. Additional uncertainty is 
introduced by the use of a bulk emissivity for EO derived Ts 
and atmospheric correction. 
  
V. DISCUSSION AND OUTLOOK 
The analysis of modeled QH and QE from 22 Landsat 
scenes for the URBANFLUXES case study city Basel shows 
reasonable results, but the validation with in-situ 
measurements is generally moderate. Since there is no 
alternative for the evaluation of EO-derived fluxes, possible 
reasons for the observed deviations are listed in the following: 
 
• The uncertainty inherent to EC measurements may 
range from 10% for QH to up to 25 % for trace gases 
(e.g. [18], [19]). Representativeness of flux tower 
measurements in urban environments is reduced 
compared to rural areas due to the heterogeneity of 
urban neighbourhoods [13]. Large (inherent) variations 
in EC measurements between averaging intervals 
additionally increase this uncertainty. Using averages of 
the adjacent half hours (before and after the satellite 
overpass) for comparison with modelled fluxes reduce 
this uncertainty. 
• Known drawbacks of the ARM method: input 
parameters (Ta, wv) have to be spatially derived from in-
situ measurements (flux towers and/or sensor networks) 
and may differ from “true” values in certain areas 
during satellite overpass; further large uncertainties 
exist in the calculation of the aerodynamic resistance 
including kβ-1.  
• Uncertainties in the calculation of flux tower source 
areas used for comparison with modelled fluxes [20]. 
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• Difficulties to measure evapotranspiration in general 
and in urban areas in part. Spatial extrapolation of 
measured vapor saturation deficit. 
Finally, modelled fluxes may be improved by examination 
of uncertainties in Ts related to emissivity, thermal anisotropy 
and atmospheric correction in urban areas.  
As URBANFLUXES will model all terms of the urban 
energy balance independently to derive the anthropogenic heat 
flux, the next step within this project is to combine the 
presented results with EO derived storage term ΔQS and net 
radiation Rn and then analyze the energy balance closure. 
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A.3 P5: Insights from More than Ten Years of CO2 Flux Measurements
in the City of Basel, Switzerland
This article is a summary of research focusing on carbon dioxide measurements that has been
conducted in Basel. Basically, results from Lietzke and Vogt [2013], Lietzke et al. [2015] and
Schmutz et al. [2016] are compiled and scientiﬁc highlights from one of the longest urban eddy
covariance time series are presented.
The following chapter is published as an article in the Quarterly Newsletter of the International
Association for Urban Climate, Urban Climate News:
C. Feigenwinter,M. Schmutz, R. Vogt, E. Parlow (2017): Insights from more than ten years of CO2
ﬂux measurements in the city of Basel, Switzerland. Urban Climate News, Quarterly Newsletter
of the International Association for Urban Climate 65, 24-32.
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Introduction
Urban micrometeorology has a long tradition in Basel, 
Switzerland. Flux tower measurements started as early as 
in 1992 with the installation of a 15 m high tower on the 
terrace at the 5th floor of the former location of the instit
tute of Meterorology, Climatology and Remote Sensing 
of the University of Basel (MCR) at Spalenring (BSPA in 
Fig. 1). Though the site was far from ideal (the building 
had a pitched roof and the chimney was pretty close to 
the sensors…) and latent heat flux was only sporadically 
measured, the tower was an important symbol for the 
institute’s activities and attracted several urban climatolt
ogy and turbulence projects.
In these early years, the main research topic was the 
vertical structure of turbulence in and above the urban 
canopy layer, also strongly influenced by the early work 
of M.W. Rotach in Zurich (e.g. Rotach, 1993a,b). With 
the help of Rotach’s group, a 51 m high antenna tower 
(BMCH in Fig. 1) was equipped with sonics at three levels 
(z/h = 1.5, 2.1 and 3.2) on a 21 m high building at Messe 
Schweiz (BMCH in Fig. 1) between July 1995 and February 
1996. Results of this campaign described for the first time 
the vertical dependence of velocity spectra in the urban 
roughness subtlayer (RSL) by the analysis of a large numt
ber of simultaneously measured multitlevel turbulence 
time series (Feigenwinter et al., 1999). This study also 
confirmed that profiles of velocity variances and spectra 
of wind components could be parametrized within the 
framework of MonintObukhov similarity theory (MOST), 
if local scaling is applied. Feigenwinter and Vogt (2005) 
analyzed the same dataset with respect to profiles of cot
herent structures and showed that organized motions 
are not only a feature of vegetation canopies but can also 
be detected over rough urban surfaces. 
With BUBBLE (Basel UrBan Boundary Layer Experit
ment) in 2002, Basel and MCR became definitely estabt
lished in the Urban Climatology community. Despite no 
common funding, Roland Vogt and Andreas Christen act
complished to bring world leading urban climatologists 
to Basel for one of the longest and most detailed urban 
boundary layer programs (Rotach et al., 2005), includt
ing flux towers at Spalenring and Sperrstrasse (BSPA and 
BSPE in Fig. 1). The open data policy of BUBBLE led and 
still leads to numerous publications using the BUBBLE 
dataset, notably also for the validation of LES and CFD 
models (e.g. Gartmann et al., 2012). Christen and Vogt 
(2004) provide a comprehensive overview of the main 
findings of BUBBLE in terms of the urban energy and 
radiation balance. Within the framework of BUBBLE, ret
Insights from more than ten years of CO2 flux 
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search of MCR also started to focus on profiles of urban 
CO2 concentration and fluxes. Vogt et al. (2006) tested 
the applicability of MOST to CO2 fluxtgradient relationt
ships and found acceptable agreement for the top level 
at the upper boundary of the roughness subtlayer at 2 zh 
(e.g. Feigenwinter et al., 2012). As a main conclusion they 
stressed the need for detailed analysis of surface propt
erties (i.e. vegetation fraction) and anthropogenic CO2 
emissions (traffic, combustion) in the source area of flux 
towers when comparing with other urban studies. 
As a consequence, research in Basel further concent
trated on the analysis of CO2 fluxes and concentrations 
with respect to the underlying urban structure. Simultat
neously with the movement of MCR in 2003 to its present 
location, the flux tower from Spalenring was retinstalled 
on the roof of the new building at Klingelbergstrasse 
(BKLI). An additional flux tower was installed on a slim 
36m high building at Aeschenplatz (BAES) in 2009. In the 
following, the main findings from three papers analyzt
ing data from the two flux towers BKLI and BAES are dist
cussed, considering spatial scales from street canyon to 
neighborhood and temporal scales from months to years 
to decades.
Basel flux towers
Figure 1 shows the locations of active (BKLI and 
BAES) and former flux towers (BSPAtSpalenring, BSPEt
Sperrstrasse and BMCHtMesse Schweiz) in the context 
of a digital object model (DOM) for buildings and trees. 
Footprints are calculated by the Kormann and Meixner 
(2001) algorithm and show the annual mean flux foott
print of the respective flux tower. All flux towers were 
and are equipped with state of the art Eddy Covarit
ance (EC) systems including an open path infrared gas 
analyzer (IRGA) and measurement devices for extended 
standard meteorology (temperature, humidity, wind 
and radiation (4 components)). At the BKLI site, numert
ous additional measurements are performed, including 
e.g. measurement of direct and diffuse radiation. Up to 
date instrumentation of BKLI and BAES flux towers is det
scribed in detail in Schmutz et al. (2016) and Lietzke et al. 
(2015), respectively; for further details about BMCH, BSPE 
and BSPA sites and instrumentation please refer to the 
respective papers.
The street canyon view
For the study of Lietzke and Vogt (2013) an additional 
18 m high flux tower (B) with 5 levels of turbulence meat
surements was installed at the center of the adjacent 
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Figure 1. BASEL digital object model DOM with building heights (red), tree heights (green) and flux towers: former 
(blue) and active (yellow) towers with mean annual footprints. Light green areas refer to low vegetation (lawn), gray 
areas refer to impervious surfaces (roads, plazas) and railway tracks. Coordinate system is UTM 32N (EPSG: 32632). 
Figure 2. (a) BKLI Wind rose at 39 m (F) and plan area of the surrounding buildings. (b) 3Daview from the south. (c) 
cross section at the tower location (adapted from Lietzke and Vogt, 2013)
A.3. P5: Insights from More than Ten Years of CO2 Flux Measurements in the City of Basel,
Switzerland
115
Urban Projects 2
ISSUE NO. 65 SEPTEMBER 2017                                                                                      INTERNATIONAL ASSOCIATION FOR URBAN CLIMATE
Figure 3. Cross (left column, WaE) and lateral (right cola
umn, SaN) sections of the street canyon for three differa
ent ambient wind sectors (a, b & c). Arrows depict avera
age wind vector components in the respective planes 
at the measurement locations A, B, D, E and F. Typical 
expected vortex structures are shown for each wind 
sector (adapted from Lietzke and Vogt, 2013).
street canyon to BKLI flux tower (A), providing a fulltyear 
dataset for 2010. Figure 2 gives an overview of the experit
mental setup. The street canyon orientation (20°) is apt
proximately perpendicular to the main wind directions. 
As a result, intcanyon air flow forms a vortex that shows 
a corkscrewtlike lateral motion, the direction of which is 
dependent on the direction of the wind above. Eastern 
(90t130°) and western winds from less than 270° lead to 
northward flowing air masses inside the canyon whereas 
western winds from directions greater than 270° result 
in a southwards directed flow, as shown in Figure 3. The 
flow regime of wind coming from the area west of the site 
is expected to be ‘skimming flow’ (Oke, 1987) as the unt
derlying building structure is relatively dense. The street 
canyon itself has a nontideal cross section. The height to 
width ratio is 0.7 for the building to the west and 0.34 for 
the building to the east. Thus, the local flow regime for the 
canyon for east wind situations might be characterized as 
‘wake interference flow’ (Oke, 1987).
CO2 concentrations
Daytime intcanyon distribution of CO2 concentration 
depends heavily on these vortex structures and traffic 
emissions. Mean diurnal courses of CO2 concentrations are 
comparable to that of other cities but spatial differences 
reveal some interesting patterns. Basically, the concentrat
tion level is coupled to the height of the urban boundary 
layer. Traffic as the dominant CO2 source in the street cant
yon has only a minor influence on absolute concentrat
tions at all heights. However, traffic emissions result in a 
superimposed effect that is generally stronger closer to 
the ground. This fact is represented by the vertical differt
ences between the bottom or top of the canyon and 39 m 
as shown in Figure 4. These differences reflect the diurnal 
course of traffic density well and also allow for a clear dist
tinction between working day and weekend courses.
CO2 fluxes 
Traffic is obviously the determining factor for CO2 fluxes 
(FC) since mean diurnal courses of traffic density and  FC(19) 
in Figure 5 have almost identical characteristics. In accort
dance with traffic density, FC(19) shows distinct working 
day/weekend differences and the one hour shift in mornt
ing traffic increase during periods with/without daylight 
saving time. Strong linear correlations support the ast
sumption of a distinct relationship. We are well aware that 
FC(19) is measured in the roughness subtlayer (RSL) and 
the influence of individual roughness elements cannot be 
avoided. A height dependency of turbulent fluxes in the 
urban canopy layer (UCL) was expected and the sensor 
at 19 m was intended to capture the influence of the traft
fic of this busy street and to see how far up this influence 
reaches. The excellent qualitative agreement of the FC(19) 
flux patterns with the diurnal patterns of traffic confirms 
this approach and demonstrates the applicability of the 
EC method for such a specific purpose. Obviously suffit
cient mixing blends the traffic emissions to a representat
tive flux.
As a first consequence, it can be argued that urban CO2 
fluxes at a height of approximately 2 zh are extremely sent
sitive to the placement of the tower. A few tens of meters 
of horizontal displacement may lead to totally different 
diurnal regimes depending on prevailing wind directions 
combined with the given canyon orientation and configut
ration. The authors therefore stress the need for reliable 
source area determination in order to compare flux towers 
at different locations.
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Figure 4. Mean diurnal courses of CO2 concentrations at two heights in the canyon center and above the roof for 
working days (a) and weekends (b). Data is separated for summera(ST) and wintertime (WT). (c) & (d): Corresponda
ing differences relative to top level (adapted from Lietzke and Vogt, 2013)
The neighborhood view
Lietzke et al. (2015) analyzed the controlling factors ret
sponsible for the variability of urban CO2 fluxes based on a 
4tyear dataset of Basel flux tower BAES. In their study the 
authors provide a review of more than 40 urban studies 
trying to find a common relationship between CO2  flux, 
traffic density and land cover fraction (Figure 6). Despite 
the huge uncertainties resulting from nontstandardized 
methods for measurement procedures (reference height, 
tower location, data processing) and for determination 
and classification of surface characteristics, even the 
greenest locations with high vegetation fractions show a 
positive CO2 budget and fossil fuel emissions (traffic and 
heating related combustion) have a strong influence on 
the size of CO2 fluxes.
In order to make results from different locations and 
different cities better comparable, the authors for the 
first time introduced the concept of “expected fluxes” 
eFC based on the sectoral analysis of FC. Ideally a dataset 
provides an equal representation of each sector, which is 
never the case in the real world. The method is based on 
the gap filling method with mean diurnal cycles (MDC) 
(e.g. Järvi et al., 2012), where missing FC data are replaced 
based on a set of MDC for the existing data. Each MDC 
accounts for different conditions (e.g. season, working 
days/weekends, wind sectors, etc.). Sectoral eFC is derived 
by splitting FC into nine sectoral datasets and filling the 
missing values with MDC data derived for the respective 
sector. The average of all sectoral eFC is the average ext
pected flux and the sum of all sectoral eNEE (“Net (urban) 
ecosystem exchange”) is the average expected eNEE, ret
spectively. eFC as an uptscaled measure is expected to 
give a more accurate average representation of the hett
erogeneous surroundings than FC as the latter represents 
only a patchwork of single, temporally restricted and wind 
direction dependent images of the surroundings.
Relating sectoral eFC instead of FC to urban surface 
fractions of buildings and vegetation results in a better 
agreement (also with data from other studies), as shown 
in Figure 7.
Provided sufficient data availability (EC fluxes, Land 
Use/Land Cover maps (LULC), morphology, urban form, 
etc.) the concept of eFC and eNEE may be of help for the 
interpretation of measured carbon fluxes at other urban 
sites, especially those surrounded by areas with different 
emission characteristics and unequally distributed wind 
directions. As eFC relies on statistical uptscaling, its applit
cation is restricted to longtterm measurement sites. An 
interesting option for future applications would be the 
combination with LCZ classification (Stewart and Oke, 
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Figure 5. Average diurnal courses of vehicle density (black line), FC(19) (circles) and FC(39) (triangles) for ST (upper 
row) and WT period (lower row). Hourly averaged median data for (a) working days, (b) Saturdays and (c) Sundays. 
Shaded areas represent the interquartile ranges. The light gray bar at the top of each plot denotes > 50% winds 
from western directions (20a200°), the dark gray > 50% from eastern directions (200a20°). Correspondingly, FC vala
ues measured under west wind (east wind) influence are marked with lighter gray (darker gray) symbols (adapted 
from Lietzke and Vogt, 2013)
2012) which could lead to a more standardized implet
mentation.
The longterm view
After moving the flux tower from BSPA to its current 
location at Klingelbergstrasse BKLI in 2003, a lot of effort 
was put into maintenance work and sensor calibration. 
Numerous recalibrations of the EC system as well as sevt
eral wind tunnel experiments with the sonic anemometer 
have been performed (Vogt & Feigenwinter, 2004), which 
made it possible to run the EC system without considert
able gaps up to the present day, covering almost 14 years 
of continuous flux data. Schmutz et al. (2016) present 
results from the first decade of CO2 flux measurements, 
which is the longest urban CO2 flux time series currently 
published in literature.
Decadal trends of CO2 flux and concentration
Comparing the CO2 concentration at BKLI to regional 
background concentration records from Global Atmot
sphere Watch (GAW) stations Schauinsland (SAL, 40 km 
north of BKLI, 1205 m asl) and Jungfraujoch (JFJ, 120 km 
south of BKLI, 3580 m asl) reveals good agreement of the 
data in terms of seasonal patterns and long term trends 
(Figure 8). At all three sites an average linear trend near 
2.0 ppm yt1 was calculated, which is in good agreement 
with results reported in the IPCC report 2013 (IPCC, 2013) 
derived from Mauna Loa and South Pole data. The seat
sonal course of the CO2 concentration is mainly shaped 
by the varying photosynthetic activity of the vegetation. 
However, the average concentration level is around 10 
ppm higher in the city compared to the reference sites. Int
terestingly, the coupling between local and background 
concentration follows a hysteresis, whereas the winter 
peak is delayed by up to three month and the summer 
peak by around one month at JFJ and SAL (Figure 9). This 
shows the time needed to mix the signal of the ongoing 
source and sink processes within the boundary layer into 
the lower troposphere during stable conditions in wint
tertime and convective conditions in summertime.
In order to analyze the longtterm trend of FC, the cont
cept of “expected fluxes” introduced by Lietzke et al. 
(2015) was refined and further developed in Schmutz et 
al. (2016). The use of moving looktup tables increases the 
statistical robustness and eliminates the need of multit
year time series for the calculation of what is now called 
horizontal averages (denoted by angle brackets). While 
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varying wind systems may considerably superimpose 
the measured CO2 fluxes by advecting the signal of varyt
ing sources over the course of time, horizontal averages 
mostly eliminate this effect and reveal the effective varit
ability and longtterm trends at the measurement site. FC 
at BKLI was thereby reduced by 5 % between 2005 and 
2014, which can be explained by the reduced traffic volt
ume around BKLI due to new city bypass roads. Still, the 
yearttotyear variability of FC is much larger than the calt
culated linear trend (compare Fig. 8), which makes it diffit
cult to further discuss longtterm tendencies of FC at BKLI. 
Despite the large intertannual variability, a lower limit of 
FC was found around 5 µmol mt2 st1 consistent over the 
entire measurement period. This implies a basetload of 
the urban metabolism during minimal source activity in 
early morning, especially in summertime, introduced by 
e.g. human respiration and the fact that main sources like 
traffic or heating activity are never zero.
Outlook
A short history and the most recent research from the 
flux towers in Basel, Switzerland, were presented. As the 
value of longtterm flux measurements is evident, also 
considering the enormous efforts and investments in 
longtterm infrastructure and monitoring programs like 
ICOS (www.icostri.eu) and NEON (www.neonscience.
org), we are confident to find future funding to continue 
our high quality measurements in Basel. Longtterm EC 
measurements in urban environments are essential for 
the assessment of urban climate models and remote 
sensing applications. Currently, the Basel flux towers 
BKLI and BAES provide invaluable data for the evaluation 
of satellite derived sensible and latent heat fluxes (Feit
genwinter et al., 2017) in the frame of the Horizon 2020 
URBANFLUXES project (Chrysoulakis et al., 2017; www.
urbanfluxes.eu). Since the number of urban flux towers is 
still increasing and a lot of the permanent urban flux towt
Figure 6. Ternary plot of selected urban studies. The centre point of each circle gives the plan area fractions. The size 
represents FC and the gray tone represents the reported traffic density if available in vehicles per day (see legend). 
An asterisk indicates that the FC data coverage was at least one whole year. Where only vegetation cover was listed, 
the remaining fraction was assumed to be equally split between buildings and ground. For circles outside the plot 
no plan area fractions were reported. Refer to Tab. 1 in Lietzke et al. (2015) for full references. (Adapted from Lietzke 
et al., 2015)
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ers meanwhile have time series of more than a decade, it 
may be time for a refreshment of the URBAN FLUX NETt
WORK (see also IAUC Newsletter from June 2009), e.g. in 
form of a La Thuile–like synthesis dataset (http://fluxnet.
fluxdata.org/data/latthuiletdataset/).
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