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in the case of piecewise affine approximation under the standard condition on
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can be circumvented using an appropriate discrete reconstruction of the Lapla-
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Analyse de la me´thode PSPG pour l’e´quation de
Stokes transitoire
Re´sume´ : Nous proposons une nouvelle analyse pour la me´thode PSPG ap-
plique´e a` l’e´quation de Stokes transitoire. On montre la stabilite´ et la conver-
gence de la me´thode sous diffe´rentes conditions et selon le type d’approximation
en space. Pour la pression, stabilite´ et convergence optimale sont e´tablies dans le
cas d’approximations affines par morceaux, sous une condition standard de type
CFL parabolique inverse. Finalement, on montre que les proble`mes de stabilite´
de la me´thode PSPG peuvent eˆtre contourne´s en utilisant une reconstruction
discre`te approprie´e de l’ope´rateur Laplacien.
Mots-cle´s : E´quation de Stokes transitoire, me´thode d’e´le´ments finis, stabil-
isation PSPG, discre´tisation en temps, projection de Ritz.
Stabilized FEM for the transient Stokes’ equations 3
1 Introduction
The pressure stabilized Petrov-Galerkin (PSPG) method, as introduced by Hughes
et al. in [16], is a popular tool for the approximation of the Stokes’ problem
using equal order interpolation for velocities and pressures. In spite of its exten-
sive use, so far it has been analyzed for the transient case only for the velocities,
using the backward Euler scheme and under an inverse CFL-condition. If τ
and h denote the discretization parameters, in time and space respectively, and
ν denotes the kinematic viscosity, the condition writes h2 ≤ ντ . To our best
knowledge, the first reference where this condition appeared was in the work
by Picasso and Rappaz [18] (see also [2]). The small time-step instability was
thoroughly investigated by Bochev et al. in [7, 6], where they examined the al-
gebraic properties of the system matrices. Their conclusion was that regularity
of the system imposed an inverse parabolic CFL condition. They also observed
numerically, in [5], that for higher polynomial order the instability polluted the
velocity approximation as well.
Our aim in this paper is to consider the transient Stokes’ equations dis-
cretized using Petrov-Galerkin pressure stabilization and derive global in time
stability, using the variational framework. From this different viewpoint we ar-
rive at similar conclusions as [6], but with global stability bounds that we then
use to derive optimal order error estimates. The estimates for the velocities also
gives insight in a possible mechanism for the observed loss of accuracy in the
velocity approximation for higher order polynomials reported in [5].
The case of symmetric stabilization methods for the transient Stokes’ prob-
lem was treated in [9]. There we proved, that for symmetric stabilizations, the
small time-step instability can be circumvented by using a particular discrete
initial data given by the Ritz-projection associated to the discrete Stokes’ op-
erator. Our analysis herein shows that also for the PSPG method the small
time-step pressure instability stems from the initial data, however it can not
be cured using the Ritz-projection. The reason for this is a coupling between
the time-derivative and the pressure gradient, appearing in the estimate for the
acceleration, resulting in the factor h2/(ντ) in the stability estimate.
For the global in time stability estimate for the velocities, we observe that
the properties of the PSPG method change drastically depending on what ap-
proximation spaces are used. Indeed, depending on the regularity of the dis-
cretization space, different conditions must be imposed in order for stability to
hold. For high-order polynomial spaces, it appears that energy contributions
from gradient jumps over element faces may interact with the time-derivative of
the velocity and destabilize the solution if the time-step is too small. Since the
gradient jumps are small for smooth solutions this instability may be difficult to
observe numerically. We give one example of a computation where the velocity
approximation diverges as the time-step is reduced.
The main theoretical results for the velocities are as follows:
• The backward Euler method (BDF1): stability and optimal convergence
hold unconditionally for piecewise affine approximation. For higher poly-
nomial orders the results hold under the inverse CFL-condition τ ≥ h2/ν.
• Crank-Nicolson and the second order backward differentiation method
(BDF2) are unconditionally stable and have optimally convergent velocity
RR n° 7074
4 M.A. Ferna´ndez & E. Burman
approximation for piecewise affine approximation. For higher polynomial
order stability and convergence holds under the condition τ ≥ h/ν 12 .
• All C1(Ω) approximation spaces, such as the one obtained using NURBS,
result in unconditionally stable PSPG methods for all the time-discretization
schemes proposed above.
Note that under the above conditions, for each case the pressure approximation
exists, but stability is obtained only in a weak norm. In particular this means
that for piecewise affine approximation or C1 approximation, the system matrix
that must be inverted for every timestep is regular independent of the discretiza-
tion parameters. We give the stability analysis of the velocities for all the above
mentioned methods. For the sake of conciseness, the convergence is only proved
in the case of the first- and the second-order backward differentiation formulas.
The extension to the Crank-Nicolson scheme is straightforward.
As regards the pressure, stability and optimal convergence (in the natu-
ral norm) are proved, under the standard condition τ ≥ h2/ν, for piecewise
affine approximation spaces and the BDF1 scheme. The extension to the BDF2
method is straightforward using the same techniques. Nevertheless, the case of
high-order polynomials or the Crank-Nicolson method remains open.
As a remedy to the stability problems of the standard PSPG method we
study a method using a reconstructed Laplacian proposed by Bochev and Gun-
zburger in [4]. In this reference they show the improved stability properties of
the PSPG method using a reconstructed Laplacian. Properties that we herein
show extend to the transient problem. We also show, by proving equivalence of
this method and the quasi-static orthogonal subscale (OSS) method (see [11, 1]),
that this method indeed does not suffer from any instability, neither in the ve-
locities nor in the pressure, provided boundary conditions are included in the
reconstruction in a Nitsche-type fashion and the initial data is chosen suitably.
This was shown for the OSS method in [9].
Although incomplete and possibly not sharp for high polynomial order, we
hope that these result will bring some new insights in the dynamics of the PSPG-
method applied to the transient Stokes’ problem. In particular, it is interesting
to notice that the choice of space discretization seems important for the stability
of the discretization of the transient problem.
2 Problem setting
Let Ω be a convex domain in Rd (d = 2 or 3) with a polyhedral boundary ∂Ω.
For T > 0 we consider the problem of solving, for u : Ω × (0, T ) −→ Rd and
p : Ω× (0, T ) −→ R, the following time-dependent Stokes problem:
∂tu− ν∆u+∇p = f , in Ω× (0, T ),
∇ · u = 0, in Ω× (0, T ),
u = 0, on ∂Ω× (0, T ),
u(·, 0) = u0, in Ω.
(1)
Here, f : Ω × (0, T ) −→ Rd stands for the source term, u0 : Ω −→ Rd for the
initial velocity and ν > 0 for a given constant viscosity. In order to introduce
INRIA
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a variational setting for (1) we consider the following standard velocity and
pressure spaces
V
def
= [H10 (Ω)]
d, H
def
= [L2(Ω)]d, Q
def
= L20(Ω),
normed with
‖v‖H def= (v,v) 12 , ‖v‖V def= ‖ν 12∇v‖H , ‖q‖Q def= ‖ν− 12 q‖H ,
where (·, ·) (resp. (·, ·)∂Ω) denotes the standard inner product in L2(Ω) (resp.
L2(∂Ω)). The standard seminorm of Hk(Ω) will be denoted by | · |k.
The transient Stokes’ problem may be formulated in weak form as follows:
For all t > 0, find u(t) ∈ V and p(t) ∈ Q such that
(∂tu,v) + a(u,v) + b(p,v) = (f ,v), a.e. in (0, T ),
b(q,u) = 0, a.e. in (0, T ),
u(·, 0) = u0, a.e. in Ω,
(2)
for all v ∈ V , q ∈ Q and with a(u,v) def= (ν∇u,∇v), b(p,v) def= −(p,∇ · v).
From these definitions, the following classical coercivity and continuity esti-
mates hold:
a(v,v) ≥ ‖v‖2V , a(u,v) ≤ ‖u‖V ‖v‖V , b(v, q) ≤ ‖v‖V ‖q‖Q, (3)
for all u,v ∈ V and q ∈ Q. It is known that if f ∈ C0([0, T ];H) and that
u0 ∈ V ∩H0(div; Ω) problem (2) admits a unique solution (u, p) in L2(0, T ;V )×
L2(0, T ;Q) with ∂tu ∈ L2(0, T ;V ′) (see, e.g., [13]). Throughout this paper, C
stands for a generic positive constant independent of the discretization param-
eters and of ν, but not of the mesh-geometry. We also use the notation a . b
meaning a ≤ Cb.
3 Space and time discretization
In this section we fully discretize problem (2), using the pressure stabilized
Petrov-Galerkin method in space, and a (first- or second-order) backward dif-
ference formula or the Cranck-Nicolson scheme in time.
We introduce the approximation space Xh with optimal approximation prop-
erties. The approximation space could either consist of finite element func-
tions, with Xh ⊂ C0(Ω), or approximation spaces with higher regularity such
as NURBS, with Xh ⊂ C1(Ω). In the finite element case, let Th denote a
conforming, shape-regular triangulation of Ω and let
Xh
def
= {vh ∈ H1(Ω) : vh|K ∈ Pk(K), ∀K ∈ Th}. (4)
For the sake of simplicity (and in order to avoid technicalities) we assume that Th
is quasi-uniform. For NURBS with continuous derivatives, we refer the reader
to [3] for a precise definition of the space and its properties.
We set Wh
def
= [Xh]
d. The discrete spaces for velocities and pressure respec-
tively are given by Vh
def
= Wh∩V and Qh def= Xh∩Q. The discrete time-derivative
∂τ,κu
n
h is chosen either as the first-order (κ = 1)
∂τ,1u
n
h
def
= (unh − un−1h )/τ,
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or second-order (κ = 2)
∂τ,2u
n
h
def
= (3unh − 4un−1h + un−2h )/(2τ)
backward difference formula. The formulation then reads: find (unh, p
n
h) ∈ Vh ×
Qh such that
(∂τ,κu
n
h +∇pnh,wh)− (ν∆unh, δ∇qh)h + a(unh,vh)− b(qh,unh) = (fn,wh) (5)
for all (vh, qh) ∈ Vh × Qh and where wh def= vh + δ∇qh. Here, (·, ·)h denotes
the element-wise L2-scalar product and δ
def
= γh2/ν, with γ > 0 a dimensionless
parameter.
The PSPG-method using the Crank-Nicolson method for the discretization
in time takes the form: find (unh, p
n− 12
h ) ∈ Vh ×Qh such that
(∂τ,1u
n
h +∇pn−
1
2
h ,wh)− (ν∆unh, δ∇qh)h + a(unh,vh)− b(qh,unh) = (fn−
1
2 ,wh)
(6)
for all (vh, qh) ∈ Vh×Qh and wherewh def= vh+δ∇qh. Here unh def= (unh+un−1h )/2
denotes the average of uh over the time-interval (t
n−1, tn). Note that pn−
1
2
h is not
defined by taking an average, but is an element in the space Qh. Hence, at each
time-step, the scheme provides an approximation (unh, p
n− 12
h ) of (u(t
n), p(tn−
1
2 )),
that is, the velocity and pressure approximations are staggered in time by half
a time-step.
For the convergence analysis below we introduce the following Ritz-projection:
Find
(
Rh(u, p), Ph(u, p)
) ∈ Vh ×Qh, such that
a(Rh(u, p),vh) + b(Rh(u, p),vh)− b(qh,Rh(u, p))
+
(−∆Rh(u, p) +∇Ph(u, p), δ∇qh)h = a(u,vh) + b(p,vh)− b(qh,u)
+ (−∆u+∇p, δ∇qh) (7)
for all (vh, qh) ∈ Vh × Qh. It is known (see [19] in the finite element case and
[3] for the NURBS case) that the above Ritz-projection satisfies the following a
priori error estimate, for j = 0, 1:
‖∂jt (Rh(u, p)− u)‖H + h
(‖∂jt (Rh(u, p)− u)‖V + δ 12 ‖∂jt∇(Ph(u, p)− p)‖H
+ ν−
1
2 ‖∂jt (Ph(u, p)− p)‖H
) ≤ Cνhk+1(|∂jtu|k+1 + |∂jt p|k),
where Cν > 0 is a constant that depends on ν.
For the stability analysis of affine pressure approximations, we shall also
consider a reduced Ritz-projection
(
R˜hu, P˜hu
) ∈ Vh × Qh, obtained from (7)
by omitting the term (∆u, δ∇qh) and taking p = 0 in the right hand side, that
is,
a(R˜hu,vh) + b(R˜hu,vh)− b(qh, R˜hu)− (∇P˜hu, δ∇qh)h = a(u,vh) (8)
for all (vh, qh) ∈ Vh ×Qh. In this case the following stability estimate holds:
‖R˜hu‖2V + ‖δ
1
2∇P˜hu‖2H . ‖u‖2V . (9)
INRIA
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4 Stability analysis
This section is devoted to the energy-based stability analysis of (5) and (6). The
velocity stability is analyzed in the next subsection. Subsection 4.2 presents the
stability of the pressure approximations provided by (5) with κ = 1.
4.1 Velocity stability
The stability analysis for the method (5) draws from earlier ideas applied to the
SUPG method for the transient transport problem proposed in [8]. Since the
mass-matrix is non-symmetric, global stability is obtained not by the standard
choice of test functions, vh = u
n
h, qh = p
n
h, but with a perturbation added to the
test function for the velocities. Indeed as we will see below stability is obtained
by taking vh = u
n
h + δ∂τ,κu
n
h
Lemma 4.1 (Backward differentiation schemes) Let {(unh, pnh)}Nn=κ denote
the solution of (5). In the case Xh 6⊂ C1(Ω) and k ≥ 2 we assume that δ ≤ τκ.
Then, for γ small enough, there holds:
‖uNh ‖2H + τ
N∑
n=κ
(‖δ 12 (∂τ,κunh +∇pnh)‖2H + ‖unh‖2V )
.
(
δ +
C2P
ν
)
τ
N∑
n=κ
‖fn‖2H +
κ−1∑
n=0
(‖unh‖2H + δ‖unh‖2V ),
where CP denotes the constant of the Poincare´ inequality.
Proof. First take vh = u
n
h and qh = p
n
h, so that wh = u
n
h + δ∇pnh and
(∂τ,κu
n
h +∇pnh,unh + δ∇pnh)− δ(ν∆unh,∇pnh)h + (∇ · unh, pnh) + ‖unh‖2V
= (fn,unh + δ∇pnh).
Now we test with vh = δ∂τ,κu
n
h and qh = 0, which gives
(∂τ,κu
n
h +∇pnh, δ∂τ,κunh) + δ(ν∇unh,∇∂τ,κunh) = (fn, δ∂τ,κunh).
Summing the two equations yields, for n ≥ κ,
1
2κ
∂τ,1‖unh‖2H +
κ− 1
4
(
∂τ,1‖u˜nh‖2H + τ−1‖unh − u˜n−1h ‖2H
)
+
2− κ
2
τ‖∂τ,1un‖2H
+ ‖unh‖2V + δ‖∂τ,κunh +∇pnh‖2H −δ(ν∆unh,∇pnh)h + δ(ν∇unh,∇∂τ,κunh)︸ ︷︷ ︸
I1
= (fn,unh + δ(∂τ,κu
n
h +∇pnh)). (10)
Where the notation u˜nh = 2u
n
h − un−1h is used in the contribution from the
BDF2-scheme and
∂τ,1‖unh‖2H def= τ−1(‖unh‖2H − ‖un−1h ‖2H).
For piecewise linear approximations ∆unh|K = 0 and, hence, we have
I1 ≥ δ
2κ
∂τ,1‖unh‖2V +
κ− 1
4
δ∂τ,1‖u˜nh‖2V ,
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which telescopes by summing over n = κ, . . . , N . When ∆unh|K 6= 0, the term
I1 needs a more specific treatment. Note that the following holds
I1 = −δ(ν∆unh, ∂τ,κunh+∇pnh)h+δ(ν∆unh, ∂τ,κunh)h+δ(ν∇unh,∇∂τ,κunh) (11)
and, after an integration by parts in the second term of the right-hand side, we
get
I1 =− δ(ν∆unh, ∂τ,κunh +∇pnh)h︸ ︷︷ ︸
I2
−
∑
F∈Fi
δν
∫
F
Jn ·∇unhK · ∂τ,κunh︸ ︷︷ ︸
I3
,
(12)
where Fi stands for the set of interior faces F of Th and Jn ·∇unhK denotes the
component-wise jump of the vector n ·∇unh. For the first term in the right-hand
side of (12) we may use the Cauchy-Schwarz inequality, an inverse inequality
and the arithmetic-geometric inequality to write
I2 ≥ −C
2
invγ
1
2
4
‖unh‖2V − ‖δ
1
2 (∂τ,κu
n
h +∇pnh)‖2H .
Here (and below) Cinv denotes the constant in the standard inverse inequal-
ity ‖∇unh‖0,Ω ≤ Cinvh−1‖unh‖0,Ω. Choosing  and γ small enough we see that
the term can be absorbed in the left-hand side of (10). The term that re-
mains to control is hence I3. For C
1(Ω) approximation spaces this term is
zero. Hence, for piece-wise linear approximations (I1 = 0) and C
1 NURBS we
conclude by multiplying (10) with τ , summing over the time levels and apply-
ing the Cauchy-Schwarz inequality, the arithmetic-geometric inequality and the
Poincare´ inequality ‖uh‖H ≤ CP‖∇uh‖H in the right hand side:
∣∣(fn,unh + δ(∂τ,κunh +∇pnh))∣∣ ≤ (δ + C2Pν
)
‖fn‖2H +
1
4
‖unh‖2V
+
1
4
‖δ 12 (∂τ,κunh +∇pnh)‖2H . (13)
The resulting contributions ‖δ 12 (∂τ,κunh +∇pnh)‖2H and ‖uh‖2V may be absorbed
in the left hand side of (10).
In the case of high-order finite element approximation, i.e. k ≥ 2, different
approaches must be used for κ = 1 and κ = 2. In both cases we start with the
following bound on (11), obtained by applying the Cauchy-Schwarz inequality
followed by an inverse inequality,
I1 ≥− 3C
2
invγ
2
‖unh‖2V −
1
4
‖δ 12 (∂τ,κunh +∇pnh)‖2H −
δ
2
‖∂τ,κunh‖2H
+
δ
2κ
∂τ,1‖unh‖2V +
κ− 1
4
δ∂τ,1‖u˜nh‖2V .
(14)
For BDF1 (κ = 1), under the inverse CFL-condition δ ≤ τ , we may absorb the
term 12δ‖∂τ,1unh‖2H using the dissipative contribution 12τ‖∂τ,1unh‖2H in the left
hand side of (10). Assuming γ small enough, this leads to the estimate
∂τ,1‖unh‖2H +‖δ
1
2 (∂τ,1u
n
h+∇pnh)‖2H +‖unh‖2V +δ∂τ,1‖unh‖2V .
(
δ +
C2P
ν
)
‖fn‖2H .
(15)
INRIA
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For BDF2 (κ = 2), the term 12τ‖∂τ,κunh‖2H is not present in the left hand side of
(10) and the dissipation resulting from the BDF2 scheme, 14τ
−1‖unh − u˜n−1h ‖2H ,
may not be used to obtain stability. In this case we assume δ
1
2 ≤ τ , so that the
third term in the right-hand side of (14) may be bounded as
δ‖∂τ,2unh‖2H . γ
2∑
j=0
‖un−jh ‖2H .
For γ small enough we then obtain the stability estimate
∂τ,1‖un‖2H + ∂τ,1‖u˜nh‖2H + ‖δ
1
2 (∂τ,κu
n
h +∇pnh)‖2H + ‖unh‖2V
+ δ∂τ,1
(‖unh‖2V + ‖u˜nh‖2V ) . (δ + C2Pν
)
‖fn‖2H + γ
2∑
j=0
‖un−jh ‖2H . (16)
We multiply the equations (15) and (16) with τ and sum over n = κ, . . . , N
to conclude. For BDF2 we apply Gronwall’s lemma (also requiring γ small
enough). ♦
Remark 4.2 Note that the stability condition reported in Lemma 4.1 comes
from the non-conformity of the Laplacian operator approximation, which de-
mands a specific treatment of the term δν
[
(−∆unh, ∂τ,κunh)h+(∇unh,∇∂τ,κunh)
]
in (11). This issue will be addressed in section 6, using an alternative formula-
tion of the PSPG method (5).
The analysis of the Crank-Nicolson time-discretization is similar and actually
simpler. We include it here for the readers convenience and for further reference
in the numerical section.
Lemma 4.3 (Crank-Nicolson scheme) Let {(unh, p
n− 12
h )}Nn=1 be given by (6).
In the case Xh 6⊂ C1(Ω) and k ≥ 2 we assume that δ . τ2. Then, for γ suffi-
ciently small, there holds:
‖uNh ‖2H + τ
N∑
n=1
(
‖δ 12 (∂τ,1unh +∇pn−
1
2
h )‖2H + ‖unh‖2V
)
.
(
δ +
C2P
ν
)
τ
N∑
n=1
‖fn− 12 ‖2H + ‖u0h‖2H + δ‖u0h‖2V .
Proof. First we take vh = u
n
h and qh = p
n− 12
h in (6), so that wh = u
n
h +
δ∇pn− 12h and
(∂τ,1u
n
h +∇pn−
1
2
h ,u
n
h + δ∇pn−
1
2
h )− δ(ν∆unh,∇p
n− 12
h )h + ‖unh‖2V
+ (∇ · unh, pn−
1
2
h ) = (f
n− 12 ,unh + δ∇pn−
1
2
h ).
Now we test (6) with vh = δ∂τ,1u
n
h and qh = 0, yielding
(∂τ,1u
n
h +∇pn−
1
2
h , δ∂τ,1u
n
h) + δ(ν∇unh,∇∂τ,1unh) = (fn−
1
2 , δ∂τ,1u
n
h).
RR n° 7074
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Summing the two equalities yields, for n ≥ 1,
1
2
∂τ,1‖unh‖2H + ‖unh‖2V + ‖δ
1
2 (∂τ,1u
n
h +∇pn−
1
2
h )‖2H
−δ(ν∆unh,∇pn−
1
2
h )h + δ(ν∇unh,∇∂τ,1unh)︸ ︷︷ ︸
I1
=
(
fn−
1
2 ,unh + δ(∂τ,1u
n
h +∇pn−
1
2
h )
)
. (17)
Now we proceed as in the proof of Lemma 4.1. For piecewise linear ap-
proximations (∆unh|K = 0) we have I1 = 12δ∂τ,1‖unh‖2V , which telescopes when
summing over n = 1, . . . , N . In the general case (∆unh|K 6= 0), we observe that
I1 = −δ(ν∆unh, ∂τ,1unh +∇pn−
1
2
h )h + δ(ν∆u
n
h, ∂τ,1u
n
h)h + δ(ν∇unh,∇∂τ,1unh),
so that, after an integration by parts in the second term in the right-hand side,
we get
I1 = − δ(ν∆unh, ∂τ,1unh +∇pn−
1
2
h )h︸ ︷︷ ︸
I2
− δν
∑
F
∫
F∈Fi
Jn ·∇unhK · ∂τ,1unh︸ ︷︷ ︸
I3
, (18)
which is the Crank-Nicholson counterpart of (12). Proceeding as in the proof
of Lemma 4.1, we have
I2 ≥ −C
2
invγ
1
2
4
‖unh‖2V − ‖δ
1
2 (∂τ,1u
n
h +∇pn−
1
2
h )‖2H
and this term can be absorbed in the left-hand side of (17) by choosing  and
γ small enough. Once more, for C1-approximation spaces the term I3 vanishes.
Hence, for piecewise linear approximations (I1 = 0) and C
1 NURBS we conclude
as in the proof of Lemma 4.1 by noting that
∣∣(fn− 12 ,unh + δ(∂τ,1unh +∇pn− 12h ))∣∣ ≤ (δ + C2Pν
)
‖fn− 12 ‖2H +
1
4
‖unh‖2V
+
1
4
‖δ 12 (∂τ,1unh +∇pn−
1
2
h )‖2H .
For high-order finite element approximations (k ≥ 2), the term I1 is bounded
as in (14), yielding
I1 ≥ −5C
2
invγ
4
‖unh‖2V −
1
4
‖δ 12 (∂τ,1unh +∇pnh)‖2H − δ‖∂τ,1unh‖2H +
δ
2
∂τ,1‖unh‖2V .
On the other hand, from the assumption δ
1
2 . τ we have δ‖∂τ,1unh‖2H .
γ(‖unh‖2H + ‖un−1h ‖2H), so that
∂τ,1‖un‖2H + ‖δ
1
2 (∂τ,κu
n
h +∇pn−
1
2
h )‖2H + ‖unh‖2V + δ∂τ,1‖unh‖2V
.
(
δ +
C2P
ν
)
‖fn− 12 ‖2H + γ(‖unh‖2H + ‖un−1h ‖2H)
for γ > 0 small enough. We conclude after multiplication by τ , summation over
n = 1, . . . , N and the application of Gronwall’s lemma (also requiring γ small
enough). ♦
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4.2 Pressure stability
For the pressure stability analysis below, we shall make use of the following
modified inf-sup condition.
Lemma 4.4 For all qh ∈ Qh and ξh ∈ Vh we have
‖qh‖Q . sup
vh∈Vh
|(qh,∇ · vh)|
‖vh‖V + γ
− 12 ‖δ 12 (∇qh + ξh)‖H . (19)
Proof. Let qh ∈ Qh, it is known (see, e.g., [14, Corollary 2.4]) that there
exists vq ∈ [H10 (Ω)]d such that ∇ · vq = −ν−1qh and ‖vq‖V . ‖qh‖Q. Hence,
from the orthogonality and approximation properties of the L2-projection pih,
onto Vh, for ξh ∈ Vh we have
‖qh‖2Q =−
(
qh,∇ · (vq − pihvq)
)− (qh,∇ · pihvq)
=(∇qh + ξh,vq − pihvq)− (qh,∇ · pihvq)
.γ− 12 ‖δ 12 (∇qh + ξh)‖H‖qh‖Q + |(qh,∇ · pihvq)|,
which completes the proof by noting that ‖pihvq‖V . ‖vq‖V for quasi-uniform
triangulations (see [12]). ♦
The next theorem states the stability of affine PSPG pressure approxima-
tions with the BDF1 scheme, in the natural discrete L2(0, T ;L2(Ω))-norm, under
the inverse parabolic CFL-condition δ . τ .
Theorem 4.5 Assume that f ∈ C1(0, T ;H) and let {(unh, pnh)}Nn=1 be given by
(5) with κ = 1 and k = 1 in (4).
• Assume that u0 ∈ [H2(Ω)]d and let u0h = Ihu0, where Ih is the Lagrange
interpolation operator onto Vh. Then we have
τ
(
1− C
2
Iδ
γτ
)
‖p1h‖2Q+τ
N∑
n=2
‖pnh‖2Q . C2P
(
1 +
δ
τ
)
‖∇u0h‖2H+
C2P
ν
‖δ 12f1‖2H
+ C4P|u0|22,Ω + τ
N∑
n=1
(
‖unh‖2V + ‖δ
1
2 (∇pnh + ∂τ,1unh)‖2H
)
+
C2Pτ
ν
N∑
n=1
(
C2P
ν
‖δ 12 ∂τ,1fn‖2H + ‖fn‖2H
)
. (20)
• Assume that u0 ∈ [H1(Ω)]d and let u0h = R˜hu0. Then we have
τ
N∑
n=1
‖pnh‖2Q . C2P
(
1 +
δ
τ
)
‖∇u0h‖2H +
C2P
ν
‖δ 12f1‖2H
+ τ
N∑
n=1
(
‖unh‖2V + ‖δ
1
2 (∇pnh + ∂τ,1unh)‖2H
)
+
C2Pτ
ν
N∑
n=1
(
C2P
ν
‖δ 12 ∂τ,1fn‖2H + ‖fn‖2H
)
. (21)
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Proof. From (19) and (5), we have
τ
N∑
n=1
‖pnh‖2Q . τ
N∑
n=1
(
‖δ 12 (∇pnh + ∂τ,1unh)‖2H +
C2P
ν
‖∂τ,1unh‖2H + ‖unh‖2V +
C2P
ν
‖fn‖2H
)
.
(22)
As a result, we only need to estimate the acceleration
C2Pτ
ν
N∑
n=1
‖∂τ,1unh‖2H .
To this aim, we test (5) with vh = C
2
Pν
−1τ∂τ,1unh and qh = 0, multiply by 2τ
and sum over n = 1, . . . , N . This yields
C2Pτ
ν
N∑
n=1
‖∂τ,1unh‖2H + C2P‖∇uNh ‖2H − 2
C2Pτ
ν
N∑
n=1
(pnh,∇ · ∂τ,1unh)
≤ C2P‖∇u0h‖2H +
C2Pτ
ν
N∑
n=1
‖fn‖2H . (23)
We must now show that the term
−C
2
Pτ
ν
N∑
n=1
(pnh,∇ · ∂τ,1unh) = −
C2Pτ
ν
N∑
n=2
(pnh,∇ · ∂τ,1unh)︸ ︷︷ ︸
I1
−C
2
Pτ
ν
(p1h,∇ · ∂τ,1unh)︸ ︷︷ ︸
I2
(24)
can be appropriately bounded. From (5) with vh = 0, for n ≥ 2 we have
−(qh,∇ · ∂τ,1unh) =
(
∂τ,1(∂τ,1u
n
h +∇pnh − fn), δ∇qh
)
.
Hence, taking qh = ν
−1τpnh and after summation over n = 2, . . . , N , we get
I1 =
C2Pτ
ν
N∑
n=2
(
∂τ,1(∂τ,1u
n
h +∇pnh − fn), δ(∂τ,1unh +∇pnh)
)
︸ ︷︷ ︸
I3
−C
2
Pτ
ν
N∑
n=2
(
∂τ,1(∂τ,1u
n
h +∇pnh − fn), δ∂τ,1unh
)
︸ ︷︷ ︸
I4
.
(25)
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Term I3 can be lower bounded as follows:
I3 =
C2Pτ
ν
N∑
n=2
(∂τ,1(∂τ,1u
n
h +∇pnh), δ(∂τ,1unh +∇pnh))
− C
2
Pτ
ν
N∑
n=2
(∂τ,1f
n, δ(∂τ,1u
n
h +∇pnh))
≥C
2
Pτ
2ν
N∑
n=2
∂τ,1‖δ 12 (∂τ,1unh +∇pnh)‖2H −
C2Pτ
ν
N∑
n=2
(∂τ,1f
n, δ(∂τ,1u
n
h +∇pnh))
≥− C
2
P
2ν
‖δ 12 (∂τ,1u1 +∇p1h)‖2H −
C4Pτ
2ν2
N∑
n=2
‖δ 12 ∂τ,1fn‖2H
− τ
2
N∑
n=2
‖δ 12 (∇pnh + ∂τ,1unh)‖2H .
(26)
For I4 we note that, from (5) with qh = 0, we have (n ≥ 2)
−(∂τ,1(∂τ,1unh +∇pnh − fn),vh) = ν(∇∂τ,1unh,∇vh).
Hence, testing this expression with vh = C
2
Pν
−1τδ∂τ,1unh and summing over
n = 2, . . . , N , yields
I4 =
C2Pτ
ν
N∑
n=2
‖δ 12 ∂τ,1unh‖2V ≥ 0. (27)
Therefore, inserting the estimations of (26) and (27) into (25), gives
I1 ≥− C
2
P
2ν
‖δ 12 (∂τ,1u1h +∇p1h)‖2H −
C4Pτ
2ν2
N∑
n=2
‖δ 12 ∂τ,1fn‖2H
− τ
2
N∑
n=2
‖δ 12 (∇pnh + ∂τ,1unh)‖2H .
(28)
It now remains to derive a bound for I2, which corresponds to the first time-step.
We have
I2 = − C
2
P
ν
(p1h,∇ · u1h)︸ ︷︷ ︸
I5
+
C2P
ν
(p1h,∇ · u0h)︸ ︷︷ ︸
I6
. (29)
Term I5 can be controlled using an argument similar to the one used to estimate
I1. We first note that, from (5) with vh = 0, for n = 1 we have
−(qh,∇ · u1h) =
(
∂τ,1u
1
h +∇p1h − f1, δ∇qh
)
.
Hence, taking qh = C
2
Pν
−1p1h, we get
I5 =
C2P
ν
(
∂τ,1u
1
h +∇p1h − f1, δ(∂τ,1u1h +∇p1h)
)
︸ ︷︷ ︸
I7
− C
2
P
ν
(
∂τ,1u
1
h +∇p1h − f1, δ∂τ,1u1h
)
︸ ︷︷ ︸
I8
.
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Term I7 is estimated as follows
I7 =
C2P
ν
(
∂τ,1u
1
h +∇p1h, δ(∂τ,1u1h +∇p1h)
)− C2P
ν
(
f1, δ(∂τ,1u
1
h +∇p1h)
)
≥3C
2
P
4ν
‖δ 12 (∂τ,1u1h +∇p1h)‖2H −
C2P
ν
‖δ 12f1‖2H .
For I8, we take n = 1, qh = 0 and vh = C
2
Pν
−1δ∂τ,1u1h in (5), which yields
I8 =
C2Pδ
ν
(ν∇u1h,∇∂τ,1u1h) =
C2Pδ
2
∂τ,1‖∇u1h‖2H +
C2Pτ
2
‖δ 12 ∂τ,1∇u1h‖2H
≥ −C
2
Pδ
2τ
‖∇u0h‖2H .
As a result,
I5 ≥ 3C
2
P
4ν
‖δ 12 (∂τ,1u1h +∇p1h)‖2H −
C2P
ν
‖δ 12f1‖2H −
C2Pδ
2τ
‖∇u0h‖2H . (30)
The estimation of I6 depends on the choice of the discrete initial velocity
u0h. Let us first consider the case u
0
h = Ihu0. Since ∇ · u0 = 0, we have
I6 =
C2P
ν
(
p1h,∇ · (I0hu0 − u0)
) ≤ C2I
2ν
h2‖p1h‖2Q +
C4P
2
|u0|22,Ω. (31)
Therefore, inserting the estimations (30) and (31) into (29), gives
I2 ≥3C
2
P
4ν
‖δ 12 (∂τ,1u1h +∇p1h)‖2H −
C2P
ν
‖δ 12f1‖2H −
C4P
2
|u0|22,Ω
− C
2
Pδ
2τ
‖∇u0h‖2H −
C2Iδ
2γ
‖p1h‖2Q.
(32)
The stability estimate (20) then follows by applying (23) to (22) and inserting
(28) and (32) into (24).
We will now choose the initial data as the reduced Ritz-projection (8) and
show that this choice allows for less regular initial data. If u0h = R˜hu0, we use
(8), with vh = 0 and qh = C
2
Pν
−1p1h, to estimate term I6 as follows
I6 =
C2P
ν
(p1h,∇ · R˜hu0) =
C2Pδ
ν
(∇P˜hu0,∇p1h)
=
C2Pδ
ν
(∇P˜hu0,∇p1h + ∂τ,1u1h)−
C2Pδ
ν
(∇P˜hu0, ∂τ,1u1h)
≥− C
2
P
ν
(
1 +
δ
2τ
)
‖δ 12∇P˜hu0‖2H −
C2P
4ν
‖δ 12 (∇p1h + ∂τ,1u1)‖2H
− C
2
Pτ
2ν
‖∂τ,1u1h‖2H ,
and hence, (32) becomes
I2 ≥ C
2
P
2ν
‖δ 12 (∂τ,1u1h +∇p1h)‖2H −
C2P
ν
‖δ 12f1‖2H −
C2Pδ
2τ
‖∇u0h‖2H
−C
2
P
ν
(
1 +
δ
2τ
)
‖δ 12∇P˜hu0‖2H −
C2Pτ
2ν
‖∂τ,1u1h‖2H .
(33)
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The stability estimate (21) then follows by applying (23) to (22) and inserting
(28) and (33) into (24), after having applied the stability estimate for the Ritz-
projection (9). ♦
Remark 4.6 Note that, contrary to the case of symmetric stabilization methods
[9], the specific Ritz-projection (8) does not remove the small time-step pressure
stability. It only enables the choice of less regular initial data.
5 Convergence analysis
The next theorem provides an optimal a priori error estimate for the velocities
for the case of the backward differentiation formulas.
Theorem 5.1 Let {(unh, pnh)}Nn=κ be given by (5). Then, under the stability
conditions given in Lemma 4.1, we have
‖uNh − u(tN )‖2H + τ
N∑
n=κ
‖unh − u(tn)‖2V
+ τ
N∑
n=κ
(
δ
∥∥∂τ,κ(unh − u(tn)) +∇(pnh − p(tn))∥∥2H)
≤ Cν,u
(
h2k + τ2κ
)
+
κ−1∑
j=0
‖ujh − u(tj)‖2H
and
sup
κ≤n≤N
‖unh − u(tn)‖2H . Cν,u
(
h2(k+1) + τ2κ
)
+
κ−1∑
j=0
‖ujh − u(tj)‖2H ,
where Cν,u > 0 depends on ν and on Sobolev norms of u.
Proof. Decompose the error as
u(tn)− unh = u(tn)−Rh(u(tn), p(tn))︸ ︷︷ ︸
ηn
+Rh(u(t
n), p(tn))− unh︸ ︷︷ ︸
θnh
= ηn + θnh
and
p(tn)− pnh = p(tn)− Ph(u(tn), p(tn))︸ ︷︷ ︸
ζn
+Ph(u(t
n), p(tn))− ph︸ ︷︷ ︸
ξnh
= ζn − ξnh .
Consider the discrete error injected in the formulation (5), using Galerkin or-
thogonality in the first equality and the properties of the Ritz-projection in the
second, we have
(∂τ,κθ
n
h +∇ξnh ,wh)− (ν∆θnh, δ∇qh)h + a(θnh,vh) + b(qh,θnh)
= −(∇ζn,wh)+ (ν∆ηn, δ∇qh)h − a(ηn,vh)− b(qh,ηn)
+
(
∂τ,κRh(u(t
n), p(tn))− ∂tu(tn),wh
)
=
(
∂τ,κRh(u(t
n), p(tn))− ∂τ,κu(tn) + ∂τ,κu(tn)− ∂tu(tn),wh
)
. (34)
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It follows that the functions {θnh, ξnh}Nn=1 satisfies the formulation (5) with θ0h =
Rh(u0, p(0))− u0h and source term
fn
def
= ∂τ,κRh(u(t
n), p(tn))− ∂τ,κu(tn) + ∂τ,κu(tn)− ∂tu(tn).
Applying now the stability estimate of Lemma 4.1 to the perturbation equation
(34) we may write
‖θNh ‖2H + τ
N∑
n=κ
(
‖δ 12 (∂τ,κθnh +∇ξnh )‖2H + ‖θnh‖2V
)
.
(
δ +
C2P
ν
)
τ
N∑
n=κ
‖∂τ,κηn+∂τ,κu(tn)−∂tu(tn)‖2H +
κ−1∑
n=0
(‖θnh‖2H +δ‖θnh‖2V ).
We conclude by applying the estimates for the Ritz projection and standard
truncation error estimates yielding
τ
N∑
n=κ
‖∂τ,κηn + ∂τ,κu(tn)− ∂tu(tn)‖2H
. h2(k+1)
∫ T
0
|∂tu(t)|2k+1dt+ τ2κ
∫ T
0
‖∂κ+1t u(t)‖2Hdt,
which completes the proof. ♦
An optimal a priori error estimate for the pressure follows in a similar fash-
ion, by combining the above result with the pressure stability estimate provided
by Theorem 4.5 applied to the perturbation equation (34). The result is stated
in the next corollary.
Corollary 5.2 Let {(unh, pnh)}Nn=1 be given by (5) with u0h = R˜h(u0), κ = 1
and k = 1 in (4). Assume that δ . τ . Then, there holds
τ
N∑
n=1
‖pnh − p(tn)‖2Q ≤ Cν,u,p(h2 + τ2).
where Cν,u,p depends on ν and on Sobolev norms of u and p.
6 A weakly consistent PSPG-method using a re-
constructed Laplacian
As we have seen above (see Remark 4.2) it is the nonconformity of the approx-
imation of the Laplacian operator that gives rise to the velocity instabilities.
We will now recall a method proposed by Bochev and Gunzburger in [4, Sec-
tion 5] which was shown to have improved properties compared to the standard
PSPG method. The idea is to use a variational projection to reconstruct the
Laplacian operator. Here we propose a slight modification in which the bound-
ary conditions as well are built into the reconstruction using a Nitsche type
argument.
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For all v ∈ [H 32+(Ω)]d ∪Wh (with  > 0), the discrete Laplacian of v is
defined as ∆hv ∈Wh such that
−(∆hv,wh) = (∇v,∇wh) + (ξ(v),wh)∂Ω + (ξ(wh),v)∂Ω
for all wh ∈Wh, where
ξ(v)
def
= −n ·∇v + γbc
2h
v,
with γbc > 0 a given (large enough) dimensionless parameter.
The formulation then reads: For n ≥ κ, find (unh, pnh) ∈Wh ×Qh such that
(∂τ,κu
n
h +∇pnh − ν∆hunh,vh) = (fn,vh),
(∇ · unh, qh)− (unh · n, qh)∂Ω + (∂τ,κunh +∇pnh − ν∆hunh − pihfn, δ∇qh) = 0,
(−∆hunh,wh) = (∇unh,∇wh)− (ξ(unh),wh)∂Ω − (ξ(wh),unh)∂Ω
(35)
for all (vh, qh,wh) ∈Wh ×Qh ×Wh.
Note that here the boundary conditions are not built into the approximation
space and, by the definition of the reconstruction (35)3, the first line of equation
(35) is equivalent to the standard weak formulation with Nitsche type boundary
conditions (see, e.g., [10]). The reconstruction changes only the formulation of
the continuity equation. Indeed observe that, compared to the standard PSPG
method (5), ∆uh has been replaced by ∆huh and f
n by its L2-projection pihf
n
leading to a formulation that is weakly consistent instead of strongly.
For this formulation it is straightforward to show that the stability estimate
of Lemma 4.1 holds, without any constraint on the discretization parameters
and regardless of the polynomial order. Indeed, the main idea consists of first
noting that, the critical term (11) becomes
I1 = −δ(ν∆hunh, ∂τ,κunh +∇pnh)h. (36)
On the other hand, by using standard inverse and trace inequalities, we can get
the following inverse estimate for the reconstructed Laplacian operator
‖ν 12∆hvh‖H . 1
h
‖vh‖Wh (37)
for all vh ∈Wh, where
‖vh‖2Wh
def
= ‖vh‖2V +
γbcν
h
‖vh‖20,∂Ω,
is the new velocity coercivity-norm associated to the formulation (35). The term
I1 can therefore be estimated as follows, using (37),
I1 ≤δν
2
‖ν 12∆hunh‖2H +

2
‖δ 12 (∂τ,κunh +∇pnh)‖2H
. γ
2
‖unh‖2Wh +

2
‖δ 12 (∂τ,κunh +∇pnh)‖2H
with  > 0, where the right-hand side is simply controlled by choosing γ, 
sufficiently small and by using the standard coercivity argument for Nitsche’s
method [17, 10].
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Note that the pressure analysis may be performed as well, leading to uncon-
ditional stability, provided the initial condition is chosen as a suitably chosen
Ritz-projection and under some assumptions on the regularity of f . Instead of
proceeding with this analysis, here we will chose a simpler way of showing the
improved properties of the formulation (35). Indeed we show that the formula-
tion (35) is equivalent to the quasi static orthogonal subscale method proposed
by Codina and Blasco [11], which was analysed in the transient case in [9].
6.1 Relation to the Orthogonal Subscale Stabilization
Taking vh = δpih∇qh in (35)1 yields
(∂τ,κu
n
h +∇pnh − ν∆hunh, δpih∇qh) = (pihfn, δpih∇qh).
By subtracting this equality from (35)2 we then obtain
(∇ · unh, qh)−
(
unh · n, qh)∂Ω +
(
∂τ,κu
n
h +∇pnh − ν∆hunh, δ(∇qh − pih∇qh)
)
= δ(pihf
n,∇qh − pih∇qh).
At last, from the orthogonality of the L2-projection pih, we have
(∇ · unh, qh)−
(
unh · n, qh)∂Ω + δ
(
(I − pih)∇pnh, (I − pih)∇qh
)
= 0
for all qh ∈ Qh. This is exactly the incompressibility equation of the (quasi-
static) Orthogonal Subscale Stabilization (OSS), see [11, 1]. We conclude that
the OSS method and the modified PSPG method of [4, Section 5] are equivalent
methods up to the boundary conditions. If Nitsche type boundary conditions
are used in the former case and integrated in the reconstruction in the latter,
the two formulations coincide. By this equivalence a full analysis of the method
(35) with first and second order backward differentiation (or Crank-Nicolson
time-discretization) follows from the analysis of OSS in [9].
7 Numerical example
The pressure instability of the PSPG method has been thoroughly investigated
in [6]. In [9], we showed both stable and unstable solutions for symmetric
stabilizations, depending on how the initial data was chosen. The velocity in-
stability indicated by the theory above, however, has not been reported in the
literature (to the best of our knowledge). This is probably because it is trig-
gered by a coupling between the jump of the gradient and the time-derivative.
Hence, in many cases the method remains stable since the gradient jumps are
so small for high-order elements that the term remains bounded by the viscous
dissipation and the dissipation of the time-discretization scheme. Here we give
an example of the instability, when using the Crank-Nicolson scheme in time
and third order polynomial approximations for both velocities and pressure in
space. The computations were performed using the FreeFem++ package [15].
The computational domain was the unit square, with ten elements on each side.
A Delaunay mesh was used. Following [9], the source term and boundary data
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Figure 1: l∞((0, 200τ);L2(Ω))-norm error of the velocities versus time-step size
τ .
were chosen so that
u(x, y, t) =
[
cos(t) sin(pix− 0.7) sin(piy + 0.2)
cos(t) cos(pix− 0.7) sin(piy + 0.2)
]
,
p(x, y, t) = cos(t)(sin(x) cos(y) + (cos(1)− 1) sin(1)).
Starting from the timestep τ = 10−3 we ran a sequence of simulations with
decreasing time-step. For each timestep-size we took 200 steps, so that the final
Figure 2: Velocity vector field after 50 timesteps, τ = 2 × 10−8. Left: the
standard PSPG-method (6). Right: the method using reconstruction (35) and
the Crank-Nicolson method for the time discretization.
time actually decreased for smaller steps. The error in the l∞((0, 200τ);L2(Ω))
norm against timestep-size is reported in Figure 1. Note that for step-sizes down
to τ = 10−6 the method remains stable on this (shrinking) time interval. For
τ < 10−6 however a brutal loss of stability is observed. In the shown example
γ = 0.075, however we tried values of γ down to γ = 5×10−5 and the only effect
was to postpone the onset of instability. Needless to say that, for such a small
γ, the pressure was unstable. We have also verified numerically the stability of
the method (35) (but using Crank-Nicolson for the discretization in time) on
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this example. We show the solutions of both cases (with and without Laplacian
reconstruction) after 50 time-steps of size 2× 10−8 in Figure 2. The determin-
ing feature for stability in this case is the reconstruction. Indeed the solution
remained stable also when the boundary conditions were imposed strongly.
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