The main object of this paper is to present a new generalized beta function which defined by three parametres Mittag-Leffler function. We also introduce new generalizations of hypergeometric and confluent hypergeometric functions with the help of new generalized beta function. Furthermore, we obtained various properties of these functions such as integral representations, Mellin transforms, differentiation formulas, transformation formulas, recurrence relations and summation formula.
Introduction
We first remember the gamma and the beta functions [1] which defined by
B(x, y) = 
The integral representation of classical Gauss hypergeometric function (GHF), which defined as
is as follows [1] 2 F 1 (a, b; c; z) = 
is as follows [1] Φ(b; c; z) = 1 B(b, c − b)
where (Re(c) > Re(b) > 0). The CHF can also be written in terms of beta function (2) as follows [1] : In recent years, several extensions of well known special functions have been thought by several authors [2] [3] [4] [5] [6] 10] . In 1994, Chaudry and Zubair [2] have introduced the following extension of gamma function
In 1997, Chaudry et al. [3] studied the following extension of Euler's beta function
Afterwards, Chaudry et al. [7] used B p (x, y) to extended the hypergeometric and confluent hypergeometric functions as follows:
and give the Euler integral representations
They also obtained the integral representations, differentiation properties, Mellin transforms, transformation formulas, recurence relations, summation and asymptotic formulas for these functions [7] .
In this paper, we use there parameters Mittag-Leffler function, which defined in Prabhakar [11] as
For more properties of the generalized Mittag-Leffler function, we refer to the reader [9] .
New generalizations of gamma and beta functions
In this section, we present a new generalizations of gamma and beta functions by using there parameters Mittag-Leffler function in (15) as
We call these functions as ML-generalized gamma and ML-generalized beta functions, respectively. Clearly, when α = β = γ = 1, equations (16) and (17) recudes to (9) and (10) . Also, when p = 0 and β = 1 (or β = 2) , recudes to classical gamma and beta functions [1] . Theorem 2.1. For the product of ML-generalized gamma function, we have the following integral representation:
Proof. Substituting t = η 2 in (18), we get
Letting η = r cos θ and ξ = r sin θ in the above equality,
which completes the proof.
Remark 2.2. Putting p = 0 and β = 1 (or β = 2) in (18), we get the classical relation between the gamma and beta functions:
Theorem 2.3. For the ML-generalized beta function, we have the following summation relation:
Proof. From the definition of the ML-generalized beta function (17), we have
Using the following series expansion
Therefore, interchanging the order of integration and summation and then using definition (17), we obtain
Theorem 2.4. For the ML-generalized beta function, we have the following functional relation:
Proof. The left-hand side of (17) equals
Theorem 2.5. For the ML-generalized beta function, we have the following summation relation:
dt.
Interchanging the order of integration and summation, we get
The ML-generalized beta function is represented by the various following integral representations: Theorem 2.6. Let Re(p) > 0, Re(x) > 0, Re(y) > 0, Re(α) > 0, then we have the following integral representations for ML-generalized beta function:
Proof. Equations (22), (23), (24) and (25) can be obtain by using the transformations t = cos 2 θ, t = u 1+u
, t = Theorem 2.7. Mellin transform of the ML-generalized beta function is given by
Proof. Taking Mellin transform of ML-generalized beta function, we get
dt dp.
From the uniform convergence of the integral, the order of integration can be interchanged. Therefore, we have
Now using the one-to-one transformation u = p t(1−t)
, we get
Corollary 2.8. By the Mellin inversion formula, we have the following complex integral representation for ML-generalized beta function:
Proof. Taking inversion of (26), we get the result.
ML-generalizations of hypergeometric functions
In this section, using the ML-generalized beta function (17) we define the ML-generalizations of Gauss hypergeometric and confluent hypergeometric functions as
respectively. Clearly, when α = β = γ = 1, equations (28) and (29) recudes to (11) and (12). Also, when p = 0 and β = 1 (or β = 2) , recudes to classical hypergeometric and confluent hypergeometric functions [1] . 
Proof. Direct calculations yield
Substituting t = sin 2 v in (30), we have
On the other hand, substituting t = tanh 2 v in (30), we get
Theorem 3.2. For the ML-generalized CHF, we have the following integral representations:
Proof. A similar procedure yields an integral representations of the ML-generalized CHF by using the definition of the ML-generalized beta function (17).
The differentiation formulas for the ML-generalized GHF and CHF can be obtained by differentiating (28) and (29) with respect to the variable z in terms of a parameter by using the formulas:
and
Theorem 3.3. For the ML-generalized GHF, we have the following differentiation formula:
Proof. Taking the derivative of ML F p (a, b; c; z) with respect to z, we obtain
Replacing n → n + 1, we get
Recursive application of this procedure gives us the general form:
Theorem 3.4. For the ML-generalized CHF, we have the following differentiation formula:
Proof. A similar procedure as (34) gives the result.
Theorem 3.5. For the ML-generalized GHF, we have the following Mellin transform:
Proof. To obtain the Mellin transform, multiply both sides of (30) by p s−1 and integrate with respect to p over the interval [0, ∞).Thus we get
F p (a, b; c; z)dp
Substituting u = p t (1−t) in the integral leads to
Thus we get
which completes the proof. 
Proof. Taking Mellin inversion of (36), we get the result.
Theorem 3.7. For the ML-generalized CHF, we have the following Mellin transform:
Proof. A similar argument as (36) gives the Mellin transform of ML-generalized CHF.
Corollary 3.8. By the Mellin inversion formula, we have the following complex integral representation for ML-generalized CHF:
Proof. Taking Mellin inversion of (38), we get result.
Theorem 3.9. For the ML-generalized GHF, we have the following transformation formula:
Proof. By writing
and replacing t → 1 − t in (30), we obtain ML F p (a, b; c; z)
Hence, 
Furhermore, replacing z by z 1+z
in (40), we get the following transformation formula,
Theorem 3.11. For the ML-generalized CHF, we have the following transformation formula:
Proof. Using the definition of ML-generalized CHF (31), we have
replacing t → 1 − t, we get result. Conclusion 3.14. In these sections 2 and 3, when α = β = γ = 1, in integral representations, summation relations, functional relation, Mellin transforms, differentiation formulas, transformation formulas and recurence relations obtained usig ML-generalizations of gamma, beta and hypergeometric functions recudes to which defined in Chaudry et. al. [3, 7] . Also, when p = 0 and β = 1 (or β = 2) , in these results recudes to classical results for Euler's beta function [1] .
