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ABSTRACT 
Let A be an nXn matrix; write A=H+iK, where i2= -1 and Hand K are 
Hermitian. Let f(x, y, z) = det(zl- xH - yK). We first show that a pair of matrices 
over an algebraically closed field, which satisfy quadratic polynomials, can be put into 
block, upper triangular form, with diagonal blocks of size 1 X 1 or 2 X2, via a 
simultaneous similarity. This is used to prove that if f( x, y, .z) = [ g( x, y, z)] “j2, where 
g has degree 2, then for some unitary matrix U, the matrix U*AU is the direct sum of 
n/2 copies of a 2X2 matrix A,, where A, is determined, up to unitary similarity, by 
the polynomial g( x, y, z). We use the connection between f( x, y, z) tid the numeri- 
cal range of A to investigate the case where f(x, y, Z) has the form (z - (YX - 
fly )‘[ g( x, y, z)] ‘, where g( x, y. Z) is irreducible of degree 2. 
INTRODUCTION 
This paper is part II of “A conjecture of Kippenhahn on the characteristic 
polynomial of a pencil generated by two Hermitian matrices.” Definitions and 
background material can be found in part I [ 151. Throughout this work, A will 
denote an n X n complex matrix. We write A = H + iK, where i2 = - 1 and 
H and K are Hermitian, and study the pencil xH + yK. The characteristic 
polynomial of this pencil is f(x, y, x) = det(zI - XH - yK). Let f(x, y, z) be 
factored into irreducible polynomials, 
f(x, y,z)=[q(x, Y,Z)]7’[~21TZ(~~Y~~)lr2... [d~~YJ)lrt~ 
where rr,,r2,..., 4 are distinct, irreducible polynomials. Then the minimal 
polynomial of XH + yK is m(x, y, z) = r,(x, y, z)r2(x, y, z) . . . q(t(x, y, z). 
LINEAR ALGEBRA AND ITS APPLZCATZONS 45:97-108 (1982) 97 
0 Elsevier Science Publishing Co., Inc., 1982 
52 Vanderbilt Ave., New York, NY 10017 00243795/82/040097 + 12$02.75 
98 HELENE SHAPIRO 
(See Section 2 of part I or [8, p. 2111.) The degree of m(x, y, z) is less than 
the degree of f(x, y, z) if and only if 1; > 1 for some i = 1,. . . , t. Kippenhahn 
[8, p. 2111 proved that if the degree of m(x, y, z) is less than or equal to two, 
and n > 2, then A is unitarily similar to a block diagonal matrix. He made the 
following conjecture. 
CONJECTURE (Kippenhahn [8, p. 2121). If the degree of m(x, y, z) is less 
than the degree of f(x, y, z), then A is unitarily reducible, i.e., there is a 
unitary matrix U such that U*AU is block diagonal. 
In part I we showed that if f(x, y, z) has a linear factor of multiplicity 
greater than n/3, then H and K have a common eigenvector, and hence A is 
unitarily reducible. This may be viewed as a special case of Kippenhahn’s 
conjecture. In part II, Section 1, we r-e-prove Kippenhahn’s result concerning 
the case where the degree of m(x, y, Z) is less than or equal to 2. This proof 
relies on a more general result about matrix algebras generated by pairs of 
matrices satisfying quadratic polynomials, which is perhaps of independent 
interest. In Section 2, we discuss the connection between f(x, y, z) and the 
numerical range of A. We then use this in Section 3 to investigate a special 
case involving linear and quadratic factors of f(x, y, z). 
1. THE CASE WHERE m(x, y, n) HAS DEGREE 2 
Kippenhahn proved that if the minimal polynomial, m( x, y, z), of xH + yK 
has degree at most two, and n > 2, then A = H + iK is unitarily reducible. 
Note that if m(x, y, z) has degree one, then H, K, and A are all scalar 
matrices. If the minimal polynomial is the product of two linear factors, then 
H and K have property L. Since Hermitian matrices with property L 
commute (Motzkin and Taussky [9]), HK = KH and A is normal. Hence A is 
unitarily similar to a diagonal matrix. Thus, the case in question is when 
m(x, y, z) is irreducible of degree 2. This is equivalent to saying that 
where m(x, y, x) = g(x, y, z) is an irreducible polynomial of degree 2. We 
will obtain this result as a consequence of a more general theorem about pairs 
of matrices satisfying quadratic polynomials which is proven in [4]. 
THEOREM 1 [4]. Let C and D be n X n matrices with elements in a field 
F. Suppose there are polynomials of degree two, f(x) and g(x), with 
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coefficients in F, such that f(C) = 0 and g(D) = 0. Let IX = %(C, D) be the 
algebra generated by C, D, and I over F. Then the dimension of ‘3, considered 
as a vector space over F, is at most 2n. 
We now derive several corollaries by using Theorem 1 and the following 
theorem of Bumside ([l], or see p. 276 of [6]). 
THEOREM (Bumside [l]). If ‘11 is a rumzero, irreducible algebra of linear 
transfmtions of a finite dimensional vector space over an algebraically 
closed field, then 3 is the complete algebra of linear transfmtions of the 
vector space. 
COROLLARY 1. Let C and D satisfy the hypothesis of Theorem 1, and 
assume further that F is algebraically closed. Then there is a rwnsingular 
matrix S, over F, such that every matrix of S’%S has the same block upper 
triangular form, with all the diagonal blocks of size 1 X 1 or 2 X 2. 
Proof. There is a nonsingular matrix S, over F, such that S-“3s is in the 
finest possible block upper triangular form [6, Chapter IV]. Thus, we may 
assume that 5% itself is already in block triangular form, with blocks of sizes 
n1,n2,..., n,, and cannot be further decomposed into any finer block triangu- 
lar form. We want to show ni G 2 for i = 1,. . . , t. Let Ci and Di be the ith 
diagonal blocks of C and D, respectively, and let 91i be the algebra of all 
ni X ni matrices which occur as the ith diagonal block of some matrix in 3. 
Then Ci and Di generate Bi as an algebra over F. Since C and D satisfy the 
hypothesis of Theorem 1, so do Ci and Di. Hence, the dimension of 3 i, as a 
vector space over F, is at most 2ni. 
Since we have assumed % is in the finest possible block triangular form, % i 
is an irreducible algebra of ni X ni matrices over F. The field F is algebraically 
closed, so by Bumside’s theorem, ai is the full matrix algebra of n, X ni 
matrices over F. Hence, 9li has dimension nf as a vector space over F. 
Therefore nf G 2n, and ni G 2. n 
COROLLARY 2. Let A be an n X n complex matrix and suppose the 
minimal polynomial of A has degree tzuo. Then there is a unitay mu&ix U 
such that U*AU is bbck diagonal with blocks of size one or two. 
Proof Let Iu be the algebra generated by A, A*, and I over C, the field 
of complex numbers. Since the minimal polynomial of A* has the same degree 
as the minimal polynomial of A, the matrices A and A* satisfy the hypothesis 
of Theorem 1. By Corollary 1, the algebra 8 is similar to an algebra in block 
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upper triangular form, with blocks of sizes nl, n,, . . . , n,, where nj G 2 for 
i=l , . . . , t. Since % = %*, Specht’s theorem ([19], or see [16]) implies there is 
a unitary matrix U such that U* % U is D( ni,. . . , n,). Hence U*A U is block 
diagonal with blocks of size one or two. n 
The final corollary includes Kippenhahn’s result. 
COROLLARY 3. Let A = H + iK be a complex n X n matrix, where n = 
2m. Supposef(x, y, z)=det(zZ - xH- yK)= [g(x, y, z)]“, where g(x, y, z) 
is an irreducible polynomial of degree two. Then A is unitarily similar to a 
block diagonal matrix D which is the direct sum of m copies of a single 2X2 
matrix. 
Proof. By Proposition 3 of part I (Section 2), g(x, y, z) is the minimal 
polynomial of the pencil xH + yK. Setting x = 1 and y = i, we see that 
g(1, i, A) = 0. Since g(l, i, z) is a polynomial of degree two in z, Corollary 2 
implies that A is unitarily similar to a block diagonal matrix with blocks of size 
2X2 or 1X 1. Since f(x, y, z)= [g(x, y, z)]” and g(x, y, z) is irreducible, all 
of the blocks must be 2 X 2. Thus, A is unitarily similar to a matrix of the form 
whereeachAiis2X2.LetAi=Hi+iKi,fori=l,...,m,andset 
H= 




H m, \ Km 1 
Then f(x, y, z>= IIF”=,det(zZ - xHi - yK,)= [g(x, y, z)]“. Since g(x, y, x) is 
irreducible, det(zZ - xHi - yK,) = g(x, y, z) for all i = 1,. . . ,m. By Proposi- 
tion 2 of part I (Section 2), all of the Ai’s are unitarily similar. Hence there 
exist 2 X 2 unitary matrices U,, Us,. . . , U,,, such that qi*A&= A, for i= 
KIPPENHAHN’S CONJECTURE. II. 



















and A is unitarily similar to a matrix which is the direct sum of m identical 
2 x 2 blocks. H 
Kippenhahn [8, pp. 205-2061 gives an example of an rr X n matrix 
A = H + iK which is not similar to a block diagonal matrix, but such that 
det( zZ - xH - yK) factors into m quadratic factors when n = 2m is even, and 
factors into m quadratic factors and one linear factor when n = 2m + 1 is odd. 
This shows that the splitting of A into 2 X 2 blocks in Corollary 3 is due to the 
fact that the single quadratic factor g(x, y, x) is repeated m times, and not 
merely to the fact that f(x, y, z) splits into quadratic factors. 
2. THE NUMERICAL RANGE AND f(x, y, z) 
The characteristic polynomial f(x, y, z) is closely connected to the 
numerical range of A. 
DEFINITION. The set of all complex numbers w*Aw, where w ranges 
over all n X 1 column vectors of length one, is called the numerical range ofA 
and is denoted F(A): 
F(A)= w*Aw/w=(wl,...,w,)T,wiEC,and i Iwil’=l . 
i=l 
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The numerical range is also called the field of values. 
With the usual representation of complex numbers a + ib as points (a, b) 
in the real plane, one may regard F(A) as a subset of the real plane. Toeplitz 
[20] and Hausdorff [5] showed F(A) is a compact, convex set. If A and B are 
unitarily equivalent, then F(A) = F(B). The eigenvalues of A are contained 
in F(A). Since F(A) is convex, this implies that F(A) contains the closed, 
convex hull of the eigenvalues of A. If A is normal, then F(A) is equal to the 
closed, convex hull of the eigenvalues of A. The converse holds for n G 4, but 
is not true for n 2 5 [ll, 181. If an eigenvalue, (Y + ip, is on the boundary of 
F(A), then A is unitarily similar to a matrix of the form 
where A, is of size (n -l)X(n -1) [3, 71. 
To describe the connection between f(x, y, n) and F(A) we need some 
terms from geometry, including the concepts of line coordinates, dual curves, 
and foci. These concepts and results are well known and readily available in 
many texts [2, 13, 14, 211. We include them here for completeness because 
this material no longer seems to be part of the standard background of most 
mathematics students. 
We work over the field of complex numbers. A point in nonhomogeneous 
point coordinates is an ordered pair of complex numbers (x, y). If x and y are 
real numbers, (x, y) is called a real point. A point in homogeneous point 
coordinates is an ordered triple of complex numbers, (x, y, z), not all zero. If 
p is any nonzero complex number, then (x, y, z) and (px, py, pz) denote the 
same point. Thus, while a point in homogeneous point coordinates is given by 
three numbers, x, y, and Z, there are only two independent ratios, x/z and 
y/z. One identifies the point given by homogeneous point coordinates 
(x, y, Z) with the point (x/z, y/z) given in nonhomogeneous point coordi- 
nates. The point (x, y) becomes (x, y, 1) in homogeneous coordinates. Any 
point in homogeneous coordinates whose third coordinate is zero (i.e. with 
z = 0) is a point at infinity. 
The set of all points satisfying a homogeneous equation of degree one, 
kx + my + n.z = 0, where k, m, and n are fixed complex numbers, is a line. If 
g(x, y, Z) is a homogeneous polynomial of degree d, then the set of all points 
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satisfying the equation g(x, y, z) = 0 is an algebraic curve of degree d. A 
curve of degree 2 is a conic. 
Now let kx + my + nz = 0 be a fixed line, and let g(x, y, Z) = 0 be an 
algebraic curve of degree d. Setting z = 1 yields the nonhomogeneous equa- 
tions kx + my + n = 0 and g(x, y, 1) = 0. Assume m # 0. Then y = (- n - 
kx)/m and the solutions to 
n - kx 
m 
are the x-coordinates of the points common to both the line and the curve. 
Since g has degree d, there are precisely d solutions to the above equation, 
where multiple roots are counted according to their multiplicities. Thus, a line 
intersects an algebraic curve of degree d in d points, counted according to 
their multiplicities. 
The line kx + my + nz = 0 is determined by the triple [k, m, n] of com- 
plex numbers. A line in homogeneous line coordinates is defined to be a triple 
of complex numbers [k, m, n], not all zero. The triples [k, m, n] and 
[pk, pm, pn] denote the same line for any nonzero constant p. The point 
Q = (x,, ya, ze) is on the line [k, m, n] if and only if kx, + my, + nzO = 0. 
Thus, a line [k, m, n] satisfies the equation of the point Q if and only if the 
line [k, m, n] goes through Q. The homogeneous equation of degree one, 
kx, + my,, + nzO = 0, in the line coordinates k, m, and n is the equation of 
the point Q =(x0, yo, zo). 
If g(x, y, n) is a homogeneous polynomial of degree d, the equation 
g(x, y, Z) = 0 may be viewed as an equation in line coordinates. The set of 
lines [k, m, n] such that g( k, m, n) = 0 can be considered a set of lines in the 
plane which form an envelope of a curve. Thus, g(x, y, Z) is the equation 
satisfied by all lines which are tangent to that curve. 
Thus, the equation g(x, y, x) = 0 can describe two curves, C, and C,, 
where C, is the curve obtained by viewing g( x, y, Z) = 0 as an equation in 
point coordinates, and C, arises by considering the equation to be in line 
coordinates. The curve C, is called the dual cwue of Cr. The degree d of the 
polynomial g(x, y, z j is the number of points in which a fixed line intersects 
C,, and is also the number of tangents to C, from a fixed point. The number d 
is called the class of C,. 
A fixed algebraic curve C may be described by two different equations. 
Thus g,(x, y, Z) = 0 may be the equation of C in point coordinates, and 
gs( x, y, Z) = 0 may be the equation of C in line coordinates. The degree of g, 
is the degree of the curve C, and the degree of the polynomial g, is the class 
of c. 
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DEFINITION. Let C be an algebraic curve, and let F be a point not equal 
to (1, i,O) or (1, - i,O).’ Let L, be the line through F and (1, i,O), and let L, 
be the line through f and (1, - i,O). If L, and L, are tangent to C, at points 
other than (1, i,O) and (1, - i,O), the point F is called a focus of C. 
In general, a curve of class m has m2 foci, counted according to proper 
multiplicities. A curve of class m with real coefficients has m real foci, counted 
according to proper multiplicities, and m2 - m foci which are not real. 
Kippenhahn [8] showed that the numerical range of A is the closed, 
convex hull of the set of real points of the algebraic curve whose equation in 
line coordinates is det( zZ + XH + yK) = 0. Thus, viewed as an equation in line 
coordinates, f( x, y, z) = det( ZZ - XH - yK) is the equation of a curve such 
that the closed, convex hull of its real part is F( - A) = - F(A). 
For the rest of this section, equations in x, y, and x are regarded as 
equations in line coordinates, unless otherwise specified. 
The algebraic curve det(zZ + XH + yK) = 0 has class n and has real 
coefficients. Hence it has n real foci. Kippenhahn [8] and Mumaghan [12] 
independently showed that these n real foci correspond to the eigenvalues of 
the matrix A = H + iK in the following manner. If the eigenvalues of A are 
a, + ib,, . . . , a, + ib,, where a, ,..., a, and b, ,..., b,, are real, then the real 
fociofdet(zZ+;rH+yK)=Oarethepoints(a,,b,),(a,,b,),...,(a,,b,). 
The dual curve of a conic is again a conic, so a curve has degree two if and 
only if it has class two. Hence, if A is 2 X 2, the equation det( xZ + XH + yK) = 0 
defines a conic. This equation has real coefficients by Proposition 1 (part I, 
Section 2), so the real part of the curve is a hyperbola, parabola, or ellipse [if 
det(zZ + xH + yK) factors into two linear factors, we have a degenerate 
ellipse consisting of a pair of points]. Since F(A) is bounded, the real part of 
det( zZ + xH + yK) must be an ellipse and F(A) consists of the ellipse and its 
interior. The foci of the ellipse are the eigenvalues of A. Let U be a unitary 
matrix such that U*A U is upper triangular. Since F(A) = F( U*A U), we may 
assume 
Xl P 
A= 0 A,’ i i 
where hi and X2 are the eigenvalues of A. We can also assume p is a 
nonnegative real number, since this can be achieved with a unitary similarity. 
Let X, = ri + is, and h, = r, + is,, where ri, si, r,, and sa are real numbers. 
Mumaghan [12] showed F(A) is bounded by the ellipse with foci (ri, si) and 
‘The points (1, i,O) and (1, - i,O) are called the circular points at infinity 
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(ra, s2) and with minor axis of length p. Since F(A) uniquely determines the 
numbers A i, A, and p, the polynomial det( zZ - xH - yK) uniquely de- 
termines the matrix A up to unitary similarity. This gives an alternative proof 
of Proposition 2 of part I (Section 2). 
3. THE CASEf(x,y,z)=(z-ax-By)‘[g(x,y,z)]”, WHERE g(x,y,z) 
HAS DEGREE TWO 
Suppose det(zZ - xH - yK) = (x - CYX - by)‘[g(x, y, z)]“, where 
g(x, y, x) is irreducible of degree two. The curve then consists of the point 
(-(Y,-B) and the ellipse g(x,y,z)=O. If the point (-a,-B) is on the 
ellipse, or is exterior to the ellipse, then it will be on the boundary of - F(A). 




0 . . 0 
I-- A, 
where A, is (n - 1) X (n - 1). Applying the same argument to A, and 
repeating the process r times, we see that A must be unitarily similar to a 
matrix of the form (a + iB)Z,@A,,, where I, is the r X T identity matrix and 
A,, is 2s X 2s. Using the fact that det(zZ - XH - yK) = (z - ax - 
by)‘[g(x, y, z)]” and Corollary 3, we see that A,, is unitarily similar to a 
block diagonal matrix which is a direct sum of s copies of a 2 X2 matrix 
B = H’+ iK’, where det(zZ - xH’- yK’) = g(x, y, z). Thus, we have the 
following result. 
THEOREM 2. Suppose f(x, y, z) = det(zZ - xH - yK) = (z - ax - 
/3y)‘[g(x, y, z)]“, where r and s are positive integers and g(x, y, z) = 0 is an 
irreducible conic. Zf the point (- a, - j3) lies on the ellipse g(x, y, z) = 0 
(where the equation is viewed in line coordinates) or is exterior to the ellipse, 
then A = H + iK is unitarily similar to a matrix of the form 
(a+iB)Z,@B@ ... @B, 
s times 
where I, is the r X r identity matrix and B = H’ + iK’ is a 2 X 2 matrix such 
that det(d - xH’- yK’) = g(x, y, z). 
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Note that saying the point ( - (Y, - p) lies outside the ellipse is equivalent 
to saving there are two distinct, real tangent lines from (- (Y, - /3) to the 
ellipse. If we now consider (.a - (YX -@y)‘[g(x, y, a)]” = 0 as the equation of 
an algebraic curve in point coordinates, this is equivalent to saying the line 
z - (YX -by = 0 intersects the conic g(x, y, n) = 0 (where the equation is 
now viewed in point coordinates) in two distinct real points. If the point 
(- CX, - /3) lies on the ellipse g( X, y, z) = 0, then the line z - (YX - By = 0 will 
be tangent to the curve given by the equation g(x, y, z) = 0, in point 
coordinates, at a real point. Thus, viewing the equation f(x, y, z) = 0 as an 
equation in point coordinates, we get the following dual version of Theorem 
2. 
THEOREM 2’. Letf(x,y,z)=(z--cux-_y)‘[g(x,y,x)]”, whererands 
are positive integers and g(x, y, z) = 0 is an irreducible conic. If the line 
z - ax - By = 0 intersects the conic g( x, y, z) = 0 in two distinct real points, 
or is tangent to the conic at a real point, then the matrix A = H + iK is 
unitarily similar to a block diagonal matrix which is the direct sum of s 
identical 2 X 2 blocks and r identical 1 X 1 blocks. 
Finally, we use Example 1 of part I, Section 2 to show that if the point 
(- (Y, - /3) lies in the interior of the ellipse, then the curve f(x, y, z) = 0 does 
not give sufficient information to determine whether A = H + iK is unitarily 
reducible. In Example 1, we saw that if 
A= 
and 
0 i i 
i a+i i =H+iK 
i i -a+i 
‘0 0 0 
B= 0 a+i ifi 
0 i/T? -a+i 
where a is any nonzero real number, then 
= H’+ iK’, 
det( xZ - XH - yK) = det( d - xH’- yK’) 
=z[(z-ax-y)(x+ax-y)-3y2]. 
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The matrix A is not unitarily reducible, while I3 is of the form D(1,2). We use 
point coordinates, as in Theorem 2’. The line x = 0 intersects the conic 
(z -ax - y)(z + ax - y)-3y2 = 0 where (ax + y)(ax - y)+3y2 = 0. So we 
have a%’ +2y2 = 0, or (ax + @y)(ax - ifiy) = 0. Since we cannot have 
x = y = z = 0, the intersection points of the line and the conic are not real 
points. 
This work is part of the author’s Ph.D. thesis, California Institute of 
Technology, 1979. I would like to thank my thesis advisor, Dr. Olga Tuussky 
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