This study analyzed and compared landslide susceptibility models using decision tree (DT), random forest (RF), and rotation forest (RoF) algorithms at Woomyeon Mountain, South Korea. Out of a total of 145 landslide locations, 102 locations (70%) were used for model training, and the remaining 43 locations (30%) were used for validation. Fourteen landslide conditioning factors were identified, and the contributions of each factor were evaluated using the RRelief-F algorithm with a 10-fold cross-validation approach. Three factors, timber diameter, age, and density had no contribution to landslide occurrence. Landslide susceptibility maps (LSMs) were produced using DT, RF, and RoF models with the 11 remaining landslide conditioning factors: altitude, slope, aspect, profile curvature, plan curvature, topographic position index, elevation-relief ratio, slope length and slope steepness, topographic wetness index, stream power index, and timber type. The performances of the LSMs were assessed and compared based on sensitivity, specificity, precision, accuracy, kappa index, and receiver operating characteristic curves. The results showed that the ensemble learning methods outperformed the single classifier (DT) and that the RoF model had the highest prediction capability compared to the DT and RF models. The results of this study may be helpful in managing areas vulnerable to landslides and establishing mitigation strategies.
Introduction
Landslide susceptibility is the likelihood of a landslide occurring in a certain area given the local terrain attributes [1] . It is usually assumed that landslides will occur in the future if the conditions are the same as those that produced them in the past [2] . A landslide susceptibility map (LSM) portraying the spatial distribution of landslide susceptibility can be a useful tool for decision-makers in developing effective hazard mitigation and land-use planning. Therefore, the most important prerequisite is to produce LSMs containing reliable and accurate information [3] .
In recent decades, a number of different techniques have been developed and applied to produce LSMs, including heuristic, deterministic (engineering approach), and probabilistic (non-deterministic or data-driven) methods [4, 5] , among which probabilistic methods are generally the most widely used [5] [6] [7] [8] . Probabilistic methods, also as known as statistical methods, are based on statistical correlations between historical records of landslide occurrences and a set of influencing parameters. At the end of July 2011, torrential rains amounting to 40% of the annual precipitation in the area occurred in central South Korea over four days (26) (27) (28) (29) , with >50 mm of hourly precipitation recorded. In the study area, the 230-267 mm of rainfall that occurred ~15 h prior to July 27, and the subsequent heavy rainfall (86-113 mm/h) that lasted for approximately 1 h, led to landslides and debris flows. This resulted in serious damages to human life and property, with 68 casualties (18 dead and 50 injured), 30 buried homes, and 116 inundated homes [31] .
Methodology
This study was performed using the following main steps: (1) construction of the spatial database including landslides and landslide conditioning factors; (2) preparation of the training and validation datasets for landslide susceptibility modeling; (3) feature selection using the Relief-F algorithm; (4) landslide susceptibility mapping using DT, RF, and RoF models; and (5) validation and performance comparison among LSMs. Production of a dataset with a 5-m spatial resolution and mapping of the results were implemented using ArcGIS ver. 10.2 (ESRI, Inc., Redlands, CA, USA). In addition, the Relief-F algorithm and the DT, RF, and RoF models were implemented using R ver. 3.5.2 (Foundation for Statistical Computing, Vienna, Austria).
Construction of the Spatial Database

Landslide Inventory Map
The creation of databases for areas prone to landslides is key in impacting the accuracy of landslide susceptibility analyses. In this study, aerial photographs obtained from the National Geographic Information Institute were used to create a landslide inventory map. These orthorectified images have a spatial resolution of 0.5 cm, and were produced by taking images every two years over the entirety of South Korea, dividing the country into two regions.
In this study, 12 orthorectified aerial photographs were obtained from before (early summer of 2011) and after (summer of 2012) the occurrence of the landslides. After the occurrence, locations were confirmed by visual comparison, and a landslide inventory map was created by comparing the images with field surveys and national reports. The map includes a total of 145 landslide occurrence locations. At the end of July 2011, torrential rains amounting to 40% of the annual precipitation in the area occurred in central South Korea over four days (26) (27) (28) (29) , with >50 mm of hourly precipitation recorded. In the study area, the 230-267 mm of rainfall that occurred~15 h prior to July 27, and the subsequent heavy rainfall (86-113 mm/h) that lasted for approximately 1 h, led to landslides and debris flows. This resulted in serious damages to human life and property, with 68 casualties (18 dead and 50 injured), 30 buried homes, and 116 inundated homes [31] .
Methodology
Construction of the Spatial Database
Landslide Inventory Map
In this study, 12 orthorectified aerial photographs were obtained from before (early summer of 2011) and after (summer of 2012) the occurrence of the landslides. After the occurrence, locations were confirmed by visual comparison, and a landslide inventory map was created by comparing the images with field surveys and national reports. The map includes a total of 145 landslide occurrence locations.
Landslide Conditioning Factors
In general, although landslides are caused by interactions between various factors, there is no consensus on which factors affect the occurrence of landslides. Here, the landslide conditioning factors used in previous studies were examined, with 14 factors ultimately selected by considering the availability of data for the study area. These factors were constructed using thematic maps produced by various national institutions ( Figure 2 ). Available pedology (scale 1:25,000) and geology (1:50,000) maps were not used because they were only small-scale thematic maps. 
In general, although landslides are caused by interactions between various factors, there is no consensus on which factors affect the occurrence of landslides. Here, the landslide conditioning factors used in previous studies were examined, with 14 factors ultimately selected by considering the availability of data for the study area. These factors were constructed using thematic maps produced by various national institutions ( Figure 2 ). Available pedology (scale 1:25,000) and geology (1:50,000) maps were not used because they were only small-scale thematic maps. A digital elevation model (DEM) with a spatial resolution of 5 m was constructed using topographic maps (1:5000) collected from the Korean National Geographic Information Institute. Based on the DEM, seven factors: altitude, slope, aspect, profile curvature, plan curvature, topographic position index (TPI), and elevation-relief ratio (ERR), were produced. Because the study area contains mountainous terrain, these geomorphic factors are extremely important in considering landslide occurrence, since the geomorphology of a slope affects its instability, contributing to the occurrence of slope failures. Altitude, slope, and aspect are basic geomorphic factors, and have been used in previous landslide studies. Curvature enables the determination of the likelihood of deposition; here, the curvature in the maximum slope direction (profile curvature) and the curvature in the direction perpendicular to the maximum slope direction (plan curvature) were used. The TPI represents the erosion/accumulation capacity of a terrain by calculating the difference between the elevation value of a certain cell and the average elevation value of adjacent cells. The TPI is zero on plain slope surfaces, negative in valleys and canyon bottoms, and positive in ridgetops and hilltops [34] . The ERR, which was proposed by Pike and Wilson (1971) [35] , is closely related to morphometric erosional evolution. It is calculated using Equation (1), and reflects the stage of geomorphic development, as well as lithological differences:
where z, z min , and z max represent the average, minimum, and maximum altitude, respectively. Hydrological conditions also affect the occurrence of landslides. Thus, three hydrogeological factors, slope length and steepness (LS), topographic wetness index (TWI), and stream power index (SPI), were calculated using the DEM. LS, one of the six factors of the revised universal soil loss equation (RUSLE) that describes soil erosion, represents the combined effects of slope length and steepness, and affects soil particle transport. Thus, an increase in this index indicates a higher possibility of landslide occurrence. The TWI is related to the saturation of soil moisture in local areas of topographic convergence. As saturation increases, soil and rock strengths decrease. The SPI measures the erosion power of a stream, with an increase indicating easier erosion and a higher probability of slope failure [3, 36, 37] . These factors are calculated as follows:
LS =
A s 22.13 0.6 sinβ 0.0896 1.3 (2)
where A s is the specific catchment area, β is the local slope gradient, and α is the local upslope area. In this study, timber type, diameter, age, and density were extracted from the 5000-scale forest-type map produced by the Korea Forest Research Institute, and used as landslide conditioning factors. The timber types classified the forest areas into coniferous, deciduous, and mixed forests according to tree species, with 12 detailed species identified in the study area. Tree diameter was classified into four grades by measuring tree height at~1.2 m from the ground. Timber age classified trees into nine grades in 10-year increments. Timber density represents the area within a certain forest area occupied by the tree crown, and thus represents tree growth.
Preparation of Training and Validation Datasets
Training and validation datasets were created using landslide areas, non-landslide areas, and landslide conditioning factors corresponding to these areas to create an LSM using machine learning.
The areas in the landslide inventory map created through the previous process were randomly divided into two groups comprising 70% (102 areas) and 30% (43 areas) of the total. To analyze landslide susceptibility using machine learning, certain information regarding non-landslide areas is also required, which was extracted using combined systematic and random sampling. In particular, non-landslide areas were extracted at 20-px (100-m) intervals, and extracted areas were randomly selected to have the same numbers as the landslide areas.
The frequency ratio (FR) was used to extract the values of the landslide conditioning factors corresponding to the extracted landslide and non-landslide areas. The FR analyzes the correlation between a landslide area and a landslide conditioning factor, with an increase in its value indicating a larger impact on landslide occurrence. In this study, FR values for the landslide conditioning factors were calculated and normalized, and then new classes were assigned (Table 1) . Finally, the values newly assigned to each landslide conditioning factor were applied to the 204 landslide and 86 non-landslide point data to construct training and validation datasets. The training dataset was used to create models that used DTs, RFs, and RoFs for future analysis, while the validation dataset was used to verify the created models.
Relief-F Feature Selection Method
Each landslide conditioning factor contributes differently to landslide occurrence, and thus the choice of factors affects the prediction accuracy of the model. Here, before training the model, the relevance of the landslide conditioning factors used in this study was evaluated using the Regressional Relief-F (RRelief-F) algorithm, a feature selection method.
The core of the original Relief algorithm [38] evaluates the quality of an attribute based on how well it distinguishes nearby instances. Therefore, a good attribute has the same value for instances of the same class, and distinguishes between instances of different classes [39, 40] . To achieve this, the Relief algorithm calculates weights for all attributes through iterative estimation of two nearest neighbors (the nearest hit and miss) when randomly selected instances are provided [40] .
The Relief algorithm has been extended through many studies, such as the Relief-F algorithm [39] . Here, the RRelief-F algorithm introduced by Robnik-Sikonja and Kononenko [40] , which is a Relief-F algorithm suitable for regression problems where the predicted value (class) is continuous, was used.
Landslide Susceptibility Modeling
Decision Trees
A DT is a basic tree-based approach for developing a model that classifies or predicts the values of dependent variables by learning various decision rules inferred from all available data. DT analysis methods include various algorithms, such as the chi-square automatic interaction detector decision tree (CHAID) [41] , classification and regression tree (CART) [42] , ID3 [43] , C4.5 [44] , and C5.0 [44] algorithms. In this study, the CART algorithm was used. Because the other ensemble methods used in this study construct individual DTs using a slightly modified CART algorithm, the CART algorithm is suitable for comparing the results.
As its name suggests, CART creates classification and regression trees based on a binary partitioning algorithm to predict categorical dependent variables (classification) and continuous dependent variables (regression). The learning process used by CART repeatedly and recursively divides all independent variables into subsets using an appropriate splitting criterion. A key point is that it maximizes homogeneity within the subsets and heterogeneity between the subsets.
Among various splitting criteria, CART generally uses the Gini index, which is calculated as follows [21, 42] :
where p i and p j are the probabilities of landslide occurrences in classes i and j, respectively. The Gini index ranges between 0 and 0.5.
Random Forest
An ensemble model improves classification accuracy by learning several models and combining the results predicted by each. RF, introduced by Breiman [45] , is a tree-based ensemble learning algorithm that uses a concept known as bagging, wherein multiple DTs are formed using bootstrapped samples of the original dataset, which are then aggregated.
In the RF model, approximately 66% ("in-bag") of the bootstrapped samples are used for the training of each DT, and the remaining 33% ("out-of-bag") are used for evaluating the accuracy of the final ensemble model [3] . Here, for accuracy evaluation, the out-of-bag (OOB) error, which is an unbiased estimate of the generalization error, was used. This value is calculated as the proportion of misclassifications (%) over all OOB elements [20] . Therefore, the accuracy of the RF model improves when the OOB error is minimized.
Final decisions of class membership and model construction (output) are determined by the majority vote among all trees [46] . In addition, two types of error rates, the mean decrease in accuracy and mean decrease in node impurity (mean decrease in Gini), are calculated and used to prioritize the factors used [47] . These values indicate the contribution of each factor used when the RF model is constructed.
Rotation Forest
RoF is an advanced ensemble learning algorithm introduced by Rodriguez et al. [24] that creates accurate and diverse classifiers based on feature transformation. The RoF framework combines bagging techniques with random subspaces and principal component analysis (PCA) to construct an ensemble classifier [48] . Here, the process used was the same as that of the RF model, if one excludes PCA.
The main procedure for constructing an RoF model is as follows: (1) Attribute sets are randomly divided into K subsets, where K is a user-defined parameter. [49] .
In this process, the confidence for each class is calculated with the average combination method across all classifiers. The final class label is assigned to the class with the highest confidence value [29] , and the success of the RoF model depends on the rotation matrix and base classifiers created by the transformation methods [30] . More details can be found in Rodriguez et al. [24] .
Model Performance Assessment
The probabilities predicted by the DT, RF, and RoF models were classified into two classes, landslide presence and absence, using different cut-off values. The expected probabilities were compared to observed landslide locations to create a contingency table, which provides information on true positive (TP), true negative (TN), false positive (FP), and false negative (FN) values depending on whether the landside occurrence was well classified. Statistical indices were calculated using the aforementioned four values as follows.
Sensitivity represents the proportion of the landslide pixels correctly classified, while specificity represents the proportion of correctly classified non-landslide pixels. Precision, a positive predictive value, represents the ratio of actual landslide pixels to those classified as landslides by the model. Accuracy represents the ratio of the correctly classified landslide and non-landslide pixels [21, 50] . Here, a model was better if the precision and accuracy were higher. A value of one represents a perfect model [48] .
In addition, the kappa coefficient, calculated based on the difference between the observed and predicted landslides, evaluates the reliability of each model. It is calculated as follows [51] :
P exp = (TP + FN)(TP + FP) + (FP + TN)(FN + TN) SA 2 (12) where SA is the total number of pixels in the study area. The kappa coefficient ranges from 0 to 1. When it is 0.8 or larger, the model performance is considered to be nearly perfect [52] . The ROC curve is a plot of sensitivity (on the y-axis) against (1−specificity) (x-axis). Morphologically, the performance of the model is better if the left edge of the ROC curve is closer to the top left corner. To express this quantitatively, the area under the ROC curve is calculated as follows [21] :
where Y is the total number of landslides and N is the total number of non-landslides. The area under the ROC curve (AUROC) ranges from 0.5 to 1.0. The model's classification accuracy is considered to be very high if the AUROC is > 0.9, whereas the model is considered to have cognitive discrimination ability if the AUROC is between 0.7 and 0.9 [50] . Table 2 shows the results of applying the RRelief-F algorithm to the 14 landslide conditioning factors used in this study using the "FSelector" package. These values represent the weights (importance) of the conditioning factors for predicting landslide occurrence. Thus, larger weights imply highly relevant factors corresponding to high predictive abilities for landslide occurrence. Conditioning factors with zero or negative values mean that their underlying processes do not contribute to landslide occurrence. Because these conditioning factors may affect the accuracy of the model, they were removed before further analysis. Table 2 . Relative importance of conditioning factors in this study using the RRelief-F algorithm.
Results
Landslide Conditioning Factor Analysis
No
Conditioning Factor Importance Among the conditioning factors used, 11 had values greater than zero. In particular, TPI had the largest value (0.182) and profile curvature had the smallest (0.009). However, the weights of timber diameter, age, and density were 0.000, indicating that they had null predictive ability. Therefore, these factors were excluded during further analyses of landslide susceptibility.
Landslide Susceptibility Mapping
Landslide models were constructed by training the DT, RF, and RoF models using training datasets. These models were performed employing 10-fold cross-validation to decrease the variability. During the training process, the values of parameters for each model were optimized to improve the predictive performances of the landslide models. The landslide models constructed by DT, RF, and RoF were applied to calculate landslide susceptibility indices (LSIs) throughout the whole study area. Thereafter, LSMs were constructed and reclassified into five susceptibility classes using the natural breaks method.
Decision Trees
In the DT model, four priori parameters: minsplit, minbucket, maxdepth, and cp, were optimized using the "mlr" package, and then the "rpart" package was used to construct the landslide model. Here, minsplit is the minimum number of observations in the parent node, minbucket is the minimum number of observations in a terminal node, maxdepth is the maximum depth of a tree, and cp is the complexity parameter. The optimized values for minsplit, minbucket, maxdepth, and cp were 6, 6, 17, and 0.001, respectively.
The LSI values ranged from 0.00 to 1.00. These values were reclassified into very low susceptibility (0.00-0.10), low susceptibility (0.10-0.33), moderate susceptibility (0.33-0.57), high susceptibility (0.57-0.63), and very high susceptibility (0.63-1.00) to produce the LSM (Figure 3a) . The area percentages of each class were 26.48%, 9.82%, 18.78%, 7.18%, and 37.74%, respectively. The area percentage of the very high susceptibility class was higher in the DT LSM compared to the LSMs produced by RF and RoF (Figure 4 ). 
Random Forest
In the RF model, selection of the hyper-parameters and construction of the landslide model were implemented using the "caret" and "randomForest" packages, respectively. The parameters were ntree and mtry, representing the number of trees in the forest and the number of variables tested at each node, respectively. The optimized values for ntree and mtry were 1 and 4000, respectively.
The LSM was produced by classifying areas into five susceptibility classes: very low (0.01-0.23), low (0.23-0.42), moderate (0.42-0.61), high (0.61-0.80), and very high (0.80-1.00) (Figure 3b ). The area percentages of each class were 19.90%, 22.19%, 19.92%, 19.35%, and 18.63%, respectively (Figure 4 ).
Rotation Forest
Two priori parameters were also optimized for the RoF model, the number of variable subsets (K) and the number of base classifiers (L), using the "caret" package. The landslide model with K = 1 and L = 26 was constructed using the "rotationForest" package.
The LSI also ranged from 0.00 to 1.00. These values were reclassified as very low susceptibility (0.01-0.22), low susceptibility (0.22-0.40), moderate susceptibility (0.40-0.60), high susceptibility (0.60-0.78), and very high susceptibility (0.78-0.93) (Figure 3c ). The distribution of LSI values for each susceptibility class was similar to the LSM produced by RF. However, the very low (25.41%) and very high (23.13%) susceptibility classes were higher than in the LSM produced by RF, while the other classes were slightly lower (Figure 4 ). Table 3 shows the performances of the three landslide models examined using the statistical indices. Overall, the RF model was superior to the DT and RoF models as it produced the highest values for sensitivity (1.000), specificity (0.962), precision (0.961), and accuracy (0.980). The RoF model exhibited an overall performance similar to that of the RF model, but the factor values were slightly smaller. The DT model performed the worst, with an accuracy that was 0.108 lower than that of the RF model. This occurred because the performances for the classification of landslide and nonlandslide pixels were reduced by 0.120 and 0.097, respectively. The kappa statistics of the three landslide models ranged from 0.745 to 0.843, indicating general agreement. 
Model Validation and Comparison
Statistical Indices
Random Forest
Rotation Forest
The LSI also ranged from 0.00 to 1.00. These values were reclassified as very low susceptibility (0.01-0.22), low susceptibility (0.22-0.40), moderate susceptibility (0.40-0.60), high susceptibility (0.60-0.78), and very high susceptibility (0.78-0.93) (Figure 3c ). The distribution of LSI values for each susceptibility class was similar to the LSM produced by RF. However, the very low (25.41%) and very high (23.13%) susceptibility classes were higher than in the LSM produced by RF, while the other classes were slightly lower (Figure 4 ). Table 3 shows the performances of the three landslide models examined using the statistical indices. Overall, the RF model was superior to the DT and RoF models as it produced the highest values for sensitivity (1.000), specificity (0.962), precision (0.961), and accuracy (0.980). The RoF model exhibited an overall performance similar to that of the RF model, but the factor values were slightly smaller. The DT model performed the worst, with an accuracy that was 0.108 lower than that of the RF model. This occurred because the performances for the classification of landslide and non-landslide pixels were reduced by 0.120 and 0.097, respectively. The kappa statistics of the three landslide models ranged from 0.745 to 0.843, indicating general agreement. The performances of the three models were also evaluated using the validation dataset. Although the landslide RF model performed best in previous results, the RoF model offered the highest predictive performance here. Its accuracy was 0.802, which was 0.023 higher than that of the RF model (0.779), indicating that the RoF model better classified landslide pixels than the RF model based on the sensitivity values. The DT model again performed the worst. The kappa statistics of the RF and RoF models were 0.558 and 0.605, respectively, indicating moderate and substantial agreement. The kappa statistic of the DT model, however, was 0.395, indicating only fair agreement between the model and the validation data.
Model Validation and Comparison
Statistical Indices
Receiver Operating Characteristic Curve
The ROC curve was analyzed for success and prediction rates. The success rate, analyzed using the training dataset, represents how well the landslide model fits the data. The models produced similar AUROC values for the success rate, but the RF model had the highest value ( Figure 5a , Table 4 ). 
Discussion
In this study, the LSMs produced by the DT, RF, and RoF models were evaluated by statistical indices and AUROC. Among the models, the DT model is the easiest and most straightforward to interpret. In addition, the DT model has many advantages: (1) it is a type of statistical analysis with no statistical distribution assumption, (2) it can handle data from various measurement scales, (3) variable transformation is not required, and (4) it facilitates the construction of the rules for prediction of complex relationships [50, 53] .
Despite these advantages, the DT model is too simple to effectively describe many real-world As for the AUROC values obtained for the prediction rate when analyzing using the validation dataset, the RoF model produced the highest value (0.868), followed by RF (0.853) and DT (0.772) (Figure 5b , Table 5 ). This indicates that the RoF model is the best predictor of landslides among the three models. The results of the ROC curve were the same as the results obtained using the statistical indices. 
Despite these advantages, the DT model is too simple to effectively describe many real-world situations [54] . This can be recognized from the results in this study, where the LSM produced by the DT model had the lowest performance based on analyses using statistical indices and AUROC. In addition, the difference between the success rate and prediction rate curves for the LSM produced by the DT model was 0.188, which was the highest value, followed by the LSM produced by the RF model (0.147) and the LSM produced by the RoF model (0.122).
By contrast, the ensemble learning models, RF and RoF, outperformed the DT model because they both enhanced the goodness-of-fit and prediction ability. This is reasonable because the classifiers based on ensemble learning can reduce both bias and variance and avoid over-fitting problems against base classifiers to improve their predictive capability [55] . These results are consistent with those of previous studies [3, 22, 49] , indicating that ensemble learning contributes to improving the performance of single (weak) classifiers.
Among the ensemble learning models, the RoF model had a better performance than the RF model, but the difference was not large. The key to its robust performance lies in the main idea of the RoF model, which is to encourage diversity and individual accuracy simultaneously within an ensemble classifier. Specifically, diversity is promoted by using PCA to perform feature extraction for each base classifier and accuracy is sought by keeping all principal components and also using the entire dataset to train each base classifier.
In addition, when predicting landslide events, the RoF has several advantages. For example, it does not require assumptions on the landslide conditioning factor distributions, it has low bias, and it can efficiently deal with unbalanced data and over-fitting. However, the RF model is better than the RoF model in terms of computational efficiency. Kavzoglu and Colkesen [56] revealed that the RoF model costs much more time (23.03 s) compared to the RF model (4.01 s) for the training dataset. This is due to the complexity of the RoF model in employing two parameters and PCA in the modeling stage.
As mentioned earlier, the AUROC values of the success rate curves were very high, almost reaching a value of 1, but the AUROC values of the prediction rate curves were decreased by about 20%. This result shows that the landslide models using the DT, RF, and RoF models were trained excessively well by the training data. Because of this, the landslide models had high accuracy for training data, but increased error for real data. This problem, called overfitting, is a crucial problem in machine learning and data mining.
Avoiding or solving the overfitting problem is not easy because there can be many causes. In the case of this study, first, the non-landslide area was selected to be the same as the landslide area even though the actual non-landslide area was very large compared to the landslide area. Second, the training and validation datasets were determined by the 70:30 sampling ratio without performing an accuracy assessment of the sampling ratio. Third, despite the RRelief-F feature selection process, the landslide conditioning factors used still included noise.
In future studies, the following should be performed to enhance the accuracy of LSMs: (1) effective analysis of the ratio of non-landslide area, (2) evaluation of the sampling ratio for the training and validation datasets, (3) consideration of differences between various feature selection methods, and (4) comparison of model performance by additional ensemble methods.
Conclusions
This study used three machine learning models, DT, RF, and RoF, to analyze landslide susceptibility at Woomyeon Mountain, South Korea. Fourteen landslide conditioning factors were produced using thematic maps generated by government organizations. These factors were evaluated for their contributions to the models using the RRelief-F algorithm. Finally, 11 landslide conditioning factors were selected, excluding timber diameter, timber age, and timber density. Landslide susceptibility analyses and mapping were performed with these 11 landslide conditioning factors using DT, RF, and RoF models. The LSMs produced by DT, RF, and RoF were evaluated using statistical indices and AUROC. Overall, the three LSMs showed reasonable goodness-of-fit and good performances with the training and validation datasets. In particular, the ensemble learning models, RF and RoF, outperformed the DT model, and the RoF model had a higher performance than the RF model. These results demonstrate that ensemble learning methods have a powerful ability to improve prediction accuracy compared to the single classifier approach. In addition, the RoF model proved to be effective for landslide susceptibility assessment in the study area. The LSMs produced in this study may be useful for decision makers, planners, and engineers in landslide-prone areas. 
