Abstract. We derive the series representation for a certain class of isotropic Gaussian random fields with homogeneous increments. We consider the case of the multi-parameter fractional Brownian motion as an example. Applications to simulation, admissible shifts of Gaussian measures, and approximation theory are discussed.
Introduction
Dzhaparidze and van Zanten (2004 Zanten ( , 2004b proved an explicit series expansion of the multi-parameter fractional Brownian sheet. We extend their results to a certain class of isotropic Gaussian random fields with homogeneous increments, In particular, this class contains the multi-parameter fractional Brownian motion.
Let ξ(x) be a centred mean-square continuous Gaussian random field with homogeneous increments on the space R N . It means that for any y ∈ R N random fields ξ(x + y) − ξ(y) and ξ(x) have the same finitedimensional distributions. According to (Yaglom, 1957) , the autocorrelation function R(x, y) = Eξ(x)ξ(y) has the form R(x, y) = −i(p,y) − 1]f (p) dp.
Denote by O(N) the group of all orthogonal matrices on the space R N . Let the random field ξ(x) be isotropic, i.e., for any g ∈ O(N) random fields ξ(gx) and ξ(x) have the same finite-dimensional distributions. It is easy to see that in this case f (p) depends only on p , and we obtain (1) R(x, y) = R N [e i(p,x) − 1][e −i(p,y) − 1]f ( p ) dp.
In order to formulate our result, we need to introduce a few notation. Let J ν (z) denotes the Bessel function of the first kind of order ν. Let j ν,1 < j ν,2 < · · · < j ν,n < . . . be the positive zeros of J ν (z). Let S l m (x/ x ) denote the spherical harmonics of order m. Here m ≥ 0 and 1 ≤ l ≤ h(m, N), where
where δ 0 m denotes the Kronecker's delta. We refer to the function f (λ) as the spectral density of the random field ξ(x). Theorem 1. Let ξ(x) be a centred mean-square continuous Gaussian random field with homogeneous increments on the space R N having spectral density f (λ). Let there exists two sequences of real numbers
Then the random field ξ(x) has the following form:
where ξ l mn are independent standard normal random variables, and
The series (3) converges in mean square for any fixed x in the closed unit ball B = { x ∈ R N : x ≤ 1 }.
Does the series (3) converge in some stronger sense, for example, with probability 1? What is the rate of convergence? Answers to these questions depend on the spectral density f (λ) and require separate investigation.
In Section 2 we give the proof of Theorem 1. The case of the multiparameter fractional Brownian motion is analysed in Section 3. Applications to simulation, admissible shifts of Gaussian measures, and approximation theory are discussed in Section 4.
Proof of Theorem 1
Rewrite (1) as (5) R(x, y) =
Consider the first term in the right hand side of this formula. Using formula 3.3.2.3 from Prudnikov et al. (1986) , we obtain
It is clear that the integral of the imaginary part is equal to 0. The integral of the real part may be rewritten as
To calculate the inner integral, we use formulas 2.5.3.1 and 2.5.55.7 from Prudnikov et al. (1986) :
Substituting (7) to (6), we obtain (8)
Taking into account (8), one can rewrite (5) as (9) R(x, y) = 2π
Let x = 0, y = 0 and let ϕ denotes the angle between the vectors x and y. Two addition theorems for Bessel functions (formulas 7.15(30) and 7.15.(31) from Erdélyi et al. (1953) ) may be written in our notation as
where
(cos ϕ) denote Gegenbauer's polynomials. Substituting (10) to (9), we obtain (11)
Define the kernel k 
The Hankel transform is the unitary operator in the space L 2 (0, ∞). Therefore (11) may be rewritten as (12) R(x, y) = 2π
According to the Paley-Wiener theorem for Hankel transform (Griffith, 1955) , under conditions (1)- (5) (12) as (13) R(x, y) = 2π , 1995) . It follows that the functions
To calculate it, we use the inversion formula for Hankel transform:
and obtain
Substituting the calculated values to (13), we obtain (14)
According to the addition theorem for spherical harmonics (Erdélyi et al., 1953 , Chapter XI, section 4, Theorem 4),
Substituting this equality to (14), we obtain
It follows immediately that the random field ξ(x) itself has the form (3), (4), and the series (3) converges in mean square for any fixed x ∈ B.
Example
A multi-parameter fractional Brownian motion with the Hurst parameter H ∈ (0, 1) has the covariance function
It is well known (Samorodnitsky and Taqqu, 1994 ) that the covariance function (15) can be represented as
First of all, we calculate the value of the constant c 
Proof. For N = 1, our formula has the form
Here we used doubling formula for gamma function. This result is known (Samorodnitsky and Taqqu, 1994) . Therefore, in the rest of proof we can and will suppose that N ≥ 2. It follows from (16) that the spectral density of the multi-parameter fractional Brownian motion has the form
Substituting this formula to (8), we obtain (17)
To calculate this integral, we use formula 2.2.3.1 from Prudnikov et al. (1986) :
It follows that
On the other hand, according to formula 2.5.6.1 from Prudnikov et al. (1986) we have
Subtracting (19) from (18), we obtain
Substitute this formula to (17). We have
Consider two integrals:
In the first integral, we bound the second multiplier by λ 2 /4. In the second integral, we bound it by 1. It follows that the integral
converges uniformly, and we are allowed to change the order of integration in the right hand side of (20). After that the inner integral is calculated using formula 2.5.3.13 from Prudnikov et al. (1986) :
Now formula (17) may be rewritten as
The integral in the right hand side can be calculated by formula 2.2.4.8 from Prudnikov et al. (1986) : (17) is rewritten once more as
On the other hand, the left hand side of (21) To calculate k m r (u) in the case of m ≥ 1, we use formula 2.12.31.1 from Prudnikov et al. (1988) .
where χ (0,r) (u) denotes the indicator function of the interval (0, r). For m = 0, this integral can be rewritten as
To calculate the first integral, we use formula 2.12.2.2 from Prudnikov et al. (1988) .
For the second integral, we use formula 2.12.31.1 from Prudnikov et al. (1988) once more. In the case of u > r we obtain
In the case of u < r, we have
where 2 F 1 denotes the hypergeometric function. Using formula 7.3.1.28 from Prudnikov et al. (1990) , we can rewrite the last expression as
denotes the incomplete beta function. Combining everything together, we obtain
The following theorem follows.
Theorem 2. The multiparameter fractional Brownian motion ξ(x) has the form (22)
The series (22) converges with probability 1 in the space C(B) of continuous functions in B.
We need to prove only the last part of the Theorem. Since the functions in (22) are continuous and the random variables are symmetric and independent, the Itô-Nisio theorem (Vakhania et al., 1988) implies that for proving that the series (22) converges uniformly on B with probability 1, it is sufficient to show that the corresponding sequence of partial sums (24)
is weakly relatively compact in the space C(B). We have
This inequality together with Theorem 12.3 from Billingsley (1999) entail the weak relative compactness of the sequence (24). Consider the particular case of N = 1. There exists only two spherical harmonics on the 0-dimensional sphere S 0 = {−1, 1}. They are
Moreover, we have g 0 (j 1−H,n |x|) = cos(j 1−H,n |x|), g 1 (j −H,n |x|) = sin(j −H,n |x|).
Therefore formula (22) becomes
. This is the result of Dzhaparidze and Van Zanten (2004) .
4. Applications 4.1. Simulation. Consider the case of the multi-parameter fractional Brownian motion on the plane (N = 2). Let (r, ϕ) denotes the polar coordinates. The spherical harmonics are:
It is easy to calculate a partial sum of this series and show results graphically, using MATLAB or Maple. The corresponding Java applet is under construction. 4.2. Admissible shifts of Gaussian measures. Suppose that N ≥ 2. Consider the sequence of non-negative real numbers
It is proved in (Malyarenko, 2003) that the series
In what follows we write f (r) ∼ g(r) (r ↓ 0) if
Recall some definitions from the theory of regular variation (Bingham et al., 1987) . The function L(t) is called slowly varying at infinity, if for any a > 0 we have
A positive function f (t) is called quasi-monotone (Bingham, 1978) if it is of bounded variation on compact subsets of [0, ∞), and if for some δ > 0,
Suppose that, in addition to conditions (1)- (5) of Theorem 1 we have
for some slowly varying function L. In the case of γ = 0 we put L(m) = ln −δ m, δ > 1. In addition, suppose that in the cases of N = 2, γ ∈ (0, 1/2) and N = 3, γ ∈ (0, 1/4] the function L is quasi-monotone.
The incremental variance σ 2 (x, y) = E(ξ(x) − ξ(y)) 2 of the random field ξ(x) depends only on r = x − y and will be denoted by σ 2 (r). The results of (Malyarenko, 2003) state that σ 2 (r) has the next asymptotic behaviour: According to (Lifshits, 1995, section 14) , in this case the trajectories of the random field ξ(x) are continuous almost surely. Let µ be the Gaussian measure in the space C(B) that corresponds to ξ(x). According to the general theory of Gaussian measures (Lifshits, 1995, section 9) , the set of admissible shifts of the Gaussian measure µ consists of all functions f ∈ C(B) with f (0) = 0 that satisfy the condition 4.3. Approximation theory. Let the random field ξ(x) satisfies conditions (1)-(5) of Theorem 1 and (25). Then (26) holds. According to (Lifshits, 1995, section 15) , in this case (28) lim r↓0 sup x,y∈B x−y ≤r |ξ(x) − ξ(y)| log r −1 σ(r) < ∞ almost surely. In other words, let L be the linear space of all deterministic functions f ∈ C(B) satisfying (28). Then µ(L) = 1. Let H be be the linear space of all admissible shifts of the measure µ. By (Lifshits, 1995 , Section 9, Proposition 1) H ⊂ L. We obtain the following Bernstein-type theorem from approximation theory:
Theorem 3. Let the random field ξ(x) satisfies conditions (1)- (5) of Theorem 1 and (25) . Let f ∈ C(B) with f (0) = 0 satisfies (27). Then f satisfies (28).
