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5Chapitre 1
Introduction
Les travaux présentés dans ce document s'inscrivent dans le cadre de la modélisation physique
et numérique ainsi que du développement de logiciels de simulation d'écoulements complexes
compressibles et couplés ou non avec des eﬀets de champ magnétique. Les diﬃcultés rencontrées
proviennent d'une part de la prise en compte de phénomènes physiques de plus en plus complexes
nécessitant des modèles numériques nouveaux et d'autre part du contexte d'utilisation industriel
de plus en plus exigeant en terme de précision et robustesse. Pour ces raisons il est devenu
nécessaire que les outils de simulation soient fondés le plus possible sur des techniques numériques
s'appuyant sur une approche rigoureuse garantissant leur robustesse et leur ﬁabilité.
De façon générale, la simulation d'écoulements magnétisés ou non passe avant tout par la
résolution numérique de systèmes hyperboliques non-linéaires représentés essentiellement ici par
les systèmes de la Dynamique des gaz et de la Magnétohydrodynamique (MHD). Les travaux
présentés ici sont donc le résultat de plusieurs années d'étude concernant les systèmes hyperboliques
non-linéaires et leur résolution numérique. Initialement, les premiers travaux de l'auteur dans
ce domaine portèrent sur la formulation du problème aux limites pour de tels systèmes. Dans
[D-G1, D-G2], des résultats d'existence dans un cadre général et d'unicité pour la Dynamique
des gaz isentropique sont obtenus. Ces travaux sont prolongés dans [GAL0] pour un problème de
physique des plasmas constitué par le système d'Euler-Poisson. Plus tard, dans le but de simuler
l'écoulement d'un plasma au sein d'un commutateur à ouverture (POS), l'auteur s'est intéressé à
la résolution numérique des équations de la MHD, modèle complexe régissant l'écoulement d'un
ﬂuide ionisé soumis à l'action d'un champ magnétique. Le schéma de Roe ayant connu un succés
grandissant au cours des années 80 et au-delà, l'extension de celui-ci pour le système de la MHD
a été réalisée en une dimension d'espace [CG], et dans [B-G], le cas d'un modèle bi-température
à plusieurs espèces a été traité.
En réalité, les travaux présentés dans ce document sont dus en grande partie aux premières
expériences numériques réalisées avec le schéma de Roe pour la MHD, qui dans certains cas
s'avérèrent délicates, ce schéma n'étant pas toujours très robuste. Cependant, bien qu'au départ
motivés par la seule simulation numérique de phénomènes MHD, ils oﬀrent aujourd'hui un
éventail plus large d'applications et plus précisément s'appliquent à une palette plus grande
de systèmes hyperboliques. Les travaux abordés dans ce document se déclinent en eﬀet en trois
parties selon le type de système traité. La première partie concerne la résolution numérique de
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systèmes hyperboliques homogènes. Une classe de solveurs de Riemann est caractérisée dans
ce cadre-là et des solveurs entropiques et positifs sont développés pour les cas particuliers de
la Dynamique des gaz et de la MHD. La deuxième partie concerne les systèmes hyperboliques
non-linéaires avec terme source. On caractérise pour ceux-ci la classe des solveurs simples. Le
problème crucial des solutions numériques d'équilibre est abordé aussi. Des solveurs équilibre
entropiques sont développés pour la Dynamique des gaz avec gravité ainsi que pour le système
de Saint Venant [GAL10]. Enﬁn, dans la dernière partie on aborde la résolution numérique des
systèmes non-conservatifs. On déﬁnit pour ceux-ci la classe des solveurs simples et on fournit
plusieurs solveurs entropiques pour l'exemple du système de Powell pour la MHD. Dans chacune
des trois parties, un premier ﬁl conducteur est suivi, à savoir construire de la façon la plus
simple possible un solveur de Riemann. Cette idée donne lieu à la notion de solveur simple.
D'autre part, les applications visées sont toutes des applications physiques, au sens où les
systèmes hyperboliques associés dérivent tous de la mécanique des ﬂuides et possèdent donc des
propriétés structurelles remarquables. En particulier, ces systèmes possèdent à la fois une version
dans un système de coordonnées eulériennes et une version dans un système de coordonnées
lagrangiennes. Le deuxième ﬁl conducteur est alors la transposition du cadre continu au cadre
discret de la dualité entre formulation lagrangienne et formulation eulérienne. En pratique, une
correspondance biunivoque entre les solveurs pour la forme eulérienne et les solveurs pour la
forme lagrangienne est établie. Celle-ci est réalisée dans tous les cas moyennant essentiellement
la satisfaction d'une propriété appelée (H1) dans la suite ce document.
Comme cela a été précisé plus haut, la première partie traite de la résolution numérique
des systèmes hyperboliques non-linéaires homogènes. L'ingrédient essentiel pour construire un
schéma numérique pour ce type de systèmes est la notion de solveur de Riemann. Historiquement,
le premier schéma numérique reposant sur la notion de problème de Riemann est le schéma de
Godounov [GODU]. Ce schéma étant complexe à mettre en oeuvre, on lui a donc cherché très
tôt des alternatives. Il en existe deux principales : les schémas ﬂux vector splitting (FVS) et
les schémas ﬂux diﬀerence splitting (FDS). Les schémas FVS comme ceux de Steger-Warming
[S-W], Van Leer [VLEER2] ou Liou [LIOU2] (schéma AUSM et AUSM+) sont en général plus
dissipatifs que les schémas FDS. La plupart des schémas FDS reposent sur la notion de solveur de
Riemann approché qui est étudiée en détail dans Godlewski-Raviart [RAV]. Dans cette famille de
schéma on peut citer les travaux de Roe [ROE] sur le schéma de Roe, Harten [HY, YEE1, HLL]
sur le schéma HLLE et sur le passage à l'ordre 2, Toro [TORO] sur le schéma HLLC. On citera
aussi les travaux de Despres [B-D] qui a développé des schémas entropiques pour la classe des
systèmes à ﬂux d'entropie nul, les travaux de Bouchut [BOUCHUT] sur une famille de schémas
cinétiques et [CGP] pour les schémas de relaxation. Enﬁn, les schémas polynomiaux de [DRPV]
fournissent un bon exemple de schémas robustes et faciles à implémenter.
De par sa simplicité de mise en oeuvre et sa faible dissipation numérique, ainsi que par
l'immense succés qu'il a connu dans les années 80-90, le schéma de Roe a été pour nous un bon
candidat dans le cadre d'applications MHD [CG, GAL8]. Toutefois, la simulation de machines
à plasma (POS, Z-Pynch), nécessitait de prendre en compte des zones de très faible densité
baignées dans un champ magnétique intense, conduisant ainsi à une disproportion énorme entre
l'énergie interne du ﬂuide et la somme des énergies cinétique et magnétique. Cette disproportion
a bien souvent pour conséquence que les densités ou énergies internes calculées avec la plupart
des schémas, y compris celui de Roe, peuvent alors devenir négatives. On dit alors que le schéma
7n'est pas positivement conservatif, ou plus simplement positif. En pratique, ce phénomène est
beaucoup plus crucial pour la MHD que pour la Dynamique des gaz, pour lequel il était déjà bien
connu. Dans ce cadre-là, l'adjonction au schéma d'une correction d'entropie [HAR] permet de
surmonter le problème. Une approche plus rigoureuse est aussi fournie dans [DUB] où un schéma
de Roe positif est construit. Un autre inconvénient bien connu du schéma de Roe est son caractère
non-entropique, ce qui signiﬁe qu'en pratique il peut conduire à des solutions numériques non
physiques. Ce sont ces deux défauts majeurs qui ont motivé la première partie de ce document. En
eﬀet, on s'y attache à construire des solveurs de Riemann positifs et entropiques. Evidemment,
l'idée est de réaliser ce cahier des charges de la façon la plus simple possible. Les candidats les plus
naturels étant ceux dont les états intermédiaires sont constants, ceci nous a conduit à considérer
la famille de solveurs simples entropiques dont la caractérisation est immédiate [GAL2, GAL4].
Après cette première étape, rappelant que les systèmes qui nous intéressent en pratique dans les
applications se présentent indiﬀéremment sous une forme eulérienne ou lagrangienne, nous avons
généralisé l'idée déjà présente dans [GAL8] d'établir une construction systématique de solveurs
de Riemann de l'une des deux formes à l'aide des solveurs de l'autre forme. Cette construction
a été réalisée de deux façons diﬀérentes : la première établit une correspondance entre les sauts
des états intermédiaires de chacune des deux formes et généralise celle établie dans [GAL8] pour
les schémas de Roe ; la deuxième réalise une correspondance entre les états intermédiaires eux-
mêmes moyennant la propriété (H1). Ce point résolu, on s'est alors attaché à développer une
famille de schémas positifs et entropiques pour la Dynamique des gaz lagrangiennes. Cette famille
a pour cas particulier le schéma de Roe développé par [MUNZ], et aussi le schéma entropique de
[DES1]. Elle a en outre la propriété de préserver les discontinuités de contact (DDC) et vériﬁe la
propriété (H1). De même, pour la MHD lagrangienne, une famille de solveurs à deux paramètres
ϑ et C a été développée. Elle a aussi comme cas particulier le schéma de Roe de [CGR] et
préserve les DDC. Ces solveurs sont entropiques pour des valeurs du paramètre C suﬃsamment
grandes, et possèdent la propriété remarquable d'avoir un ﬂux numérique égal au ﬂux continu
évalué en un état moyen. Cependant, ces solveurs, qui ont la même complexité que le schéma de
Roe, restent côuteux puisqu'ils nécessitent de connaître six états intermédiaires. Nous avons donc
cherché à construire un solveur plus simple ayant les mêmes propriétés : positivité, décroissance
de l'entropie, préservation des DDC et propriété (H1). Ce cahier des charges a ﬁnalement été
rempli et donne lieu à un solveur à deux états intermédiaires, eﬃcace et robuste, induisant un
solveur eulérien possédant les mêmes propriétés.
L'objet de la deuxième partie est l'étude numérique des systèmes hyperboliques avec second
membre. En eﬀet, la résolution numérique des systèmes hyperboliques non-linéaires ne concerne
pas les seuls systèmes homogènes, et en pratique, il existe de nombreuses applications mettant
en jeu au second membre du système considéré des termes source non nuls. Les équations d'Euler
multi-espèces avec production chimique en fournissent un exemple. De même, les équations de
Saint Venant modélisant les écoulements en eaux peu profondes en sont un autre exemple bien
connu, et enﬁn on citera les équations de la Dynamique des gaz avec gravité ainsi que certains
modèles d'interaction laser-matière. D'une façon générale, tout modèle physique régissant un
écoulement de ﬂuide compressible soumis à un champ de force extérieur constitue un système
hyperbolique avec terme source. Dans de nombreuses situations, il n'est pas nécessaire de prêter
une attention particulière au traitement numérique de ce terme source, si ce n'est éventuellement
utiliser un traitement implicite si ce dernier est raide. C'est le cas pour la Dynamique des gaz
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hors-équilibre chimique. Cependant, il existe d'autres situations où ce traitement est plus délicat.
C'est le cas du système de Saint Venant qui suscite de nombreux travaux depuis plusieurs
années. L'une des spéciﬁcités de ce système est qu'il possède des solutions stationnaires, ou
encore d'équilibre, non triviales. De même, si l'on considère la Dynamique des gaz avec gravité,
ces solutions d'équilibre vériﬁent le principe d'Archimède ∂zp = −ρg, et ne sont donc pas des
solutions isobares, contrairement au cas sans gravité pour lequel les solutions stationnaires sont à
pression uniforme. Un bon schéma numérique devra donc s'attacher à préserver le mieux possible
ces solutions d'équilibre. On notera ici que la notion de préservation des DDC est remplacée par
celle de préservation des solutions d'équilibre. D'un autre côté, un tel schéma est soumis a priori
aux mêmes contraintes que dans le cas homogène, à savoir fournir des solutions entropiques
et positives lorsque la question se pose. Dans cette deuxième partie, on s'est donc attaché
à déﬁnir un cadre formel propre permettant d'appréhender tous ces points. En particulier,
après avoir précisé la notion de schéma de type Godunov pour les systèmes non-homogènes, on
étend la classe des solveurs de Riemann simples entropiques déﬁnie dans la première partie au
cas des systèmes avec second membre. Une caractérisation élémentaire en est donnée. D'un
autre côté, on remarque qu'en général les systèmes étudiés sont des systèmes physiques et
possèdent une forme eulérienne et une forme lagrangienne. C'est le cas des systèmes de Saint
Venant et de la Dynamique des gaz avec gravité. On a alors naturellement prolongé pour un
système inhomogène quelconque, l'équivalence entre solveurs simples eulériens et solveurs simples
lagrangiens moyennant la propriété (H1) à satisfaire. Cette propriété d'équivalence a permis alors
de se concentrer sur le cas plus simple de la forme lagrangienne. On a alors pu construire à la fois
pour le système de Saint Venant et le système de la Dynamique des gaz avec gravité, une famille
de solveurs simples lagrangiens possédant les propriétés de positivité, de décroissance d'entropie
ainsi que de préservation des solutions d'équilibre. Ces solveurs vériﬁant en outre la propriété
(H1), induisent des solveurs de Riemann eulériens ayant les mêmes propriétés.
En dernier lieu, la troisième partie aborde le problème de la simulation numérique des
systèmes hyperboliques non-conservatifs. Cette étude a été guidée par la nécessité de simuler des
phénomènes MHD en plusieurs dimensions d'espace à l'aide du système de Powell. Historiquement,
mis en évidence pour la première fois par Godunov [GODU2] en tant que forme symétrisable du
système de la MHD, ce système a été à nouveau proposé par Powell [POWELL] aﬁn de remédier
à certains défauts inhérents au système de la MHD standard. Parmi ceux-ci, on notera d'une
part la non-invariance galiléenne de ce système et d'autre part la présence d'une valeur propre
nulle induisant un mauvais comportement numérique. Le système de Powell a été algébriquement
conçu pour vériﬁer l'invariance galiléenne, et la vitesse nulle a été remplaçée par la vitesse du
ﬂuide. En outre, ce système possède une entropie, qui est l'entropie habituelle de la Dynamique
des gaz. L'utilisation du système de Powell n'est pas la seule approche possible pour simuler la
MHD en plusieurs dimensions d'espace et de nombreuses méthodes alternatives sont possibles
[BA-SP2, TOTH1, MUNZ2, CKC]. Mais, de notre point de vue, c'est celle qui réalise le meilleur
compromis eﬃcacité-complexité. En contrepartie, il présente l'inconvénient, qui n'est pas des
moindres, de possèder des termes non-conservatifs. Cependant, sur le plan théorique, on a pu
montrer [GAL7] que les produits non-conservatifs présents dans le système de Powell ne posent
pas réellement de problème d'interprétation et ne sont en réalité que des produits de termes
jamais discontinus simultanément.
L'idée de cette partie est non pas de s'intéresser au seul système de Powell, mais de le considérer
9comme cas particulier de la classe des systèmes hyperboliques non-conservatifs. Plus précisément,
en suivant les mêmes ﬁls conducteurs que dans les parties précédentes, on propose un cadre
propre pour la résolution de tels systèmes, et on introduit la classe des solveurs simples pour
les systèmes non-conservatifs que l'on caractérise aisément dans le cas entropique. Plusieurs
exemples de schémas développés auparavant pour des applications particulières [COR1, AB1,
AB-SA, FMO] s'interprètent dans le cadre de cette approche. D'autre part, considèrant à nouveau
les systèmes physiques possédant une forme lagrangienne et eulérienne, comme dans les parties
précédentes on établit pour ce type de systèmes une équivalence entre solveurs simples eulériens
et lagrangiens.
Revenant alors à l'étude du système de Powell, on a développé pour sa version lagrangienne, deux
types de solveurs entropiques préservant les discontinuités de contact. Le premier est l'extension
naturelle du solveur de Roe développé pour la MHD lagrangienne à 7 équations [CGR]. Le
deuxième est un solveur à deux états élaboré dans un souci de simplicité. Ces deux solveurs
satisfont la propriété (H1), ce qui a permis le développement du logiciel de simulation GHOST
pour la MHD multidimensionnelle.
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Chapitre 2
Positive and Entropy Stable
Godunov-type Schemes for Gas
Dynamics and MHD Equations in
Lagrangian or Eulerian Coordinates
2.1 Introduction
The aim of this work is to derive positively conservative [HLLE] and entropic numerical
schemes preserving contact discontinuities for gas dynamics and MHD equations for any convex
equation of state. Here, by contact discontinuities, we only mean material contact discontinuities,
and thus Alfven discontinuities are excluded for MHD equations. A lot of conservative schemes
have been developed to solve these systems. For the gas dynamics system one can see for example
[ROE], [CO-LI], [LIOU], [GRE], [MEHL], [OSHER], [PER], [S-W], [TORO], [VLEER], [VIL],
[RAV] and references therein. For the MHD system, we refer to [ASLAN], [B-W], [BEZ], [CKC],
[CG], [CGR], [LINDE], [PRLGZ], [XU], [ZA-CO] and references therein. Unfortunately, many of
them may fail in predicting non-physical states with negative density or negative internal energy.
This point has recently motivated some studies ([BA-SP], [JAN]). For instance, the original
Roe scheme [ROE] has this property. Although it has been recently shown that positive Roe
schemes exist [DUB], by construction Roe's scheme has the drawback to preserve unphysical
stationary discontinuities (non-entropic shocks). So, we only consider entropic schemes. The
Godunov scheme is the prototype of entropic schemes, but it requires the resolution of the exact
Riemann problem. Conversely, the HLL scheme is easier to implement and entropy preserving,
but it cannot preserve contact discontinuities. In [PER] and [KH-PE] kinetic schemes are given.
They are positive and entropy preserving, but as the HLL scheme, they do not preserve contact
discontinuities ( see [RAV] for a review on kinetic schemes). In [KH-PE], Khobalatte and Perthame
develop second order kinetic schemes having properties of positivity and entropy stability. In fact,
these two properties of entropy stability and positivity are related in a simple way for an ideal
gas, and if the speciﬁc volume is positive, the latter follows from the former. Indeed, it is shown
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in [TADMOR] that the global entropy decay for the eulerian gas dynamics equations implies
the speciﬁc entropy pϑγ is non-decreasing, and if the speciﬁc volume ϑ is positive, the positivity
of the pressure p follows. This was used in [KH-PE] and [DES1]. More recently, new schemes
with nice properties have been derived. Firstly, in [B-D], a positive and entropic scheme has been
developed for a general class of Lagrangian systems including gas dynamics and MHD. It is based
on a ﬂux decomposition induced by the canonical algebraic structure of the ﬂux. Moreover, in
[B-D], it is found that for gas dynamics and a well-suited choice of the numerical sound speed,
the ﬂux corresponds to the Roe ﬂux of [MUNZ]. Otherwise, in [BOUCHUT], a general framework
for kinetic BGK models is introduced. It also leads to the construction of kinetic positive and
entropic schemes. In [CGP] Coquel and al. present a relaxed scheme. Finally, let us mention the
study in [GRE] which shows positivity property of some FVS schemes, and proves that positive
FVS schemes cannot preserve contact discontinuities.
In this paper, we only consider Godunov-type schemes. The main idea of this study is based
on the following general observation: the more dissipative a scheme is, the more robust it is. This
leads to the following question:
Can we construct Roe's matrices or more generally dissipation matrices having eigenvalues given
a priori?
The idea is that the greater the eigenvalues, the greater the dissipation.
This paper will provide the answer to that question in a way. This will lead us to deﬁne a class
of Riemann's solvers, called simple Riemann solvers, some of them having interesting properties
of positivity and entropy stability.
The plan of this paper is as follows. In the second section, some recalls on Godunov-type
schemes are given, and the deﬁnition of a simple Riemann solver is done. These solvers are
termed as simple because they are the simplest form of a Riemann solver.
In a third section, Lagrangian coordinates are considered and Godunov-type schemes for gas
dynamics or MHD equations are developed. These schemes are a natural extension of Roe's
schemes but they are not exactly Roe's schemes. This enables us to prove that these schemes
are positive and entropy stable for suﬃciently large slopes of the associated Riemann solvers.
Moreover, these schemes are exact at contact discontinuities and their numerical ﬂux are exactly
equal to the continuous ﬂux evaluated at an average state.
In a fourth section, Eulerian coordinates are investigated. Once again, Godunov-type schemes
for gas dynamics and MHD are built. They derive from the Lagrangian ones by two ways. The ﬁrst
one establishes a relation between the jumps of Lagrangian intermediate states and the jumps of
the Eulerian intermediate states. The second one associates at each Lagrangian intermediate state
V the Eulerian intermediate state U(V ) by the canonical transformation. Both methods lead to
positive and entropy stable Godunov-type schemes in Eulerian coordinates. This approach is
very natural. Indeed, for example let us consider the Godunov solver for Lagrangian coordinates.
The Riemann solver obtained by the correspondence V → U(V ) gives the Godunov solver in
Eulerian coordinates. The same is true if we consider the shock solver of [COL-GLAZ] which
leads to the Mehlman solver [MEHL] in Eulerian coordinates. Otherwise, this transformation is
already used in [DUB] where an Eulerian positively conservative Roe solver is obtained from a
Lagrangian one.
Finally, in the last section, we develop a two state Riemann solver for Lagrangian MHD.
This solver has the properties required by the second transformation and, moreover, it preserves
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contact discontinuities.
Numerical tests made by the author show that all schemes given in this paper behave
well. Of course, the construction developed herein is available for all systems derived from
gas dynamics or MHD. In particular, it is well-suited for multi-species gas dynamics and bi-
temperature MHD models. Finally, extension to Powell [POWELL] and Janhunen [JAN] systems
for multidimensionnal MHD is performed in [GAL9].
2.2 Godunov-type schemes and Simple Riemann solvers
Let us consider an hyperbolic system of the following form
∂tU + ∂xF (U) = 0. (2.1)
We suppose that (2.1) has an entropy-ﬂux pair (σ, q). So, σ(U) is a convex function,∇σ∇F = ∇q,
and we are looking for entropic solutions satisfying [HLL]
∂tσ + ∂xq(U) ≤ 0. (2.2)
In order to deﬁne conservative numerical schemes for (2.1), it is usual to consider the following
Riemann problem
∂tU + ∂xF (U) = 0, U(x, 0) =
{
Ul if x ≤ 0,
Ur if x > 0.
(2.3)
LetW (x/t;Ul, Ur) be an approximation of the solution of the Riemann problem (2.3), and (Uni )i,n
be a numerical approximation of (2.1) which is constant in each cell xi−1/2 < x ≤ xi+1/2 of a
mesh (xi+1/2)i. If ∆t is the time step, we deﬁne the following scheme [HLL]
Un+1i =
1
∆x
(
∫ ∆x/2
0
W (x/∆t;Uni−1, U
n
i )dx+
∫ 0
−∆x/2
W (x/∆t;Uni , U
n
i+1)dx). (2.4)
Let us denote by ∆X the diﬀerence Xl −Xr for any quantity X.
Deﬁnition 1. . [HLL] W (x/t;Ul, Ur) is consistent with the integral form of the conservation
law (2.1) if and only if, for τ small enough∫ ∆x/2
−∆x/2
W (x/τ ;Ul, Ur)dx = ∆x/2(Ul + Ur)− τ∆F. (2.5)
In this case, (2.4) is conservative and is called a Godunov-type scheme.
Otherwise, W (x/t;Ul, Ur) is consistent with the integral form of the entropy inequality (2.2) if
and only if, for τ suﬃciently small∫ ∆x/2
−∆x/2
σ(W (x/τ ;Ul, Ur))dx ≤ ∆x/2(σ(Ul) + σ(Ur))− τ∆q. (2.6)
In this case, (2.4) is called an entropic Godunov-type scheme.
14 CHAPITRE 2. POSITIVE AND ENTROPY STABLE GODUNOV-TYPE SCHEMES ...
Now, let us recall the following classical notion of entropic schemes.
Deﬁnition 2. .The scheme is entropic (in a classical sense) for the entropy-ﬂux pair (σ, q)
if there exists a numerical entropy ﬂux Q consistent with the continuous ﬂux, i.e. satisfying
Q(U,U) = q(U), such that the following inequality is true for ∆t small enough
σn+1i ≤ σni −
∆t
∆x
(Q(Uni , U
n
i+1)−Q(Uni−1, Uni )). (2.7)
Then, we have the well-known result [HLL].
Proposition 1. . An entropic Godunov-type scheme is entropic in a classical sense.
Now, we introduce the notion of simple Riemann solvers.
Deﬁnition 3. . A Riemann solver W is simple if and only if it consists of (m+1) constant states
(Uk)m+1k=1 , separated by discontinuities of speed (Λk)
m
k=1, i.e.,
W (x/t) =

U1 = Ul for x/t < Λ1,
Uk for Λk−1 < x/t ≤ Λk , k = 2,m,
Um+1 = Ur for Λm ≤ x/t.
The solver is denoted ((Uk)k, (Λk)k).
Remark 1. . This notion is not new since Roe [ROE], HLL [HLL] and Toro [TORO] solvers
are simple Riemann solvers. Conversely, the Godunov [GODU] and Osher [OSHER] solvers are
not simple Riemann solvers. In fact, simple Riemann solvers are the simplest forms of Riemann
solvers.
In the following, we denote δXk = Xk+1 −Xk, for any sequence (Xk)k.
Simple Riemann solvers are characterized below.
Proposition 2. .A simple Riemann solver induces a Godunov-type scheme if and only if
∆F =
m∑
k=1
ΛkδUk. (2.8)
In this case, the numerical ﬂux is
H(Ul, Ur) =
1
2
(Fl + Fr −
m∑
k=1
|Λk|δUk). (2.9)
It induces an entropic Godunov-type scheme if and only if
∆q ≤
∑
k=1,m
Λkδσk. (2.10)
Proof: For any function f , one can easily check that∫ ∆x/2
−∆x/2
f(W (x/τ ;Ul, Ur))dx = ∆x/2(fl + fr)− τ
m∑
k=1
Λkδfk,
where fl,r = f(Ul,r) and fk = f(Uk). Inserting this equality in (2.5), (2.6), we obtain (2.8),
(2.10). The proof of (2.9) is the same as for a Roe scheme.
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2.3 Lagrangian Coordinates
2.3.1 Lagrangian gas dynamics
The Roe matrix
We ﬁrst introduce a notation. Given two conjugate real numbers α and β (α + β = 1), we
set for all pair (xl, xr), xα = αxl + βxr.
The arithmetic average corresponds to α = 1/2 and is denoted by xa.
Now, let us consider the following Lagrangian system of gas dynamics
∂τV + ∂mG(V ) = 0, (2.11)
where tV = (ϑ, ux, e), tG = (−ux, p, pux), ϑ is the speciﬁc volume, ux the ﬂuid velocity, p the
pressure, ε the speciﬁc internal energy, e = ε+ 1/2u2x the speciﬁc total energy. For an ideal gas,
the internal energy is given by ε = pϑ/(γ − 1) where γ is the speciﬁc heats ratio.
The system (2.11) is hyperbolic with −C, 0,+C as eigenvalues, where C is the Lagrangian sound
speed. For an ideal gas, C is given by C2 = γp/ϑ.
For this system, Munz [MUNZ] has given a Roe matrix which takes the following form for
an ideal gas
AMunz =
 0 −1 0−pa/ϑa −(γ − 1)(ux)a/ϑa (γ − 1)/ϑa
−pa(ux)a/ϑa pa − (γ − 1)(ux)2a/ϑa (γ − 1)(ux)a/ϑa

Its eigenvalues are −Cave, 0,+Cave, with Cave2 = γpa/ϑa.
Construction of a Godunov-type scheme
The Munz matrix is very simple and the corresponding Roe method very easy to implement.
But unfortunately, the use of this matrix for numerically solving (2.11) can produce unphysical
solutions. Generally, in order to handle this problem, it is usual to consider the HLL scheme
[HLL] which is more dissipative and thus leads to positive and entropic solutions for suﬃciently
large slopes of the relevant Riemann solver. Here, we want to control exactly the dissipation.
More precisely, we want to design a Riemann solver whose slopes are given a priori. Moreover,
the Riemann solver is expected to preserve contact discontinuities. To this goal, we will use the
Roe construction, but only keep the essential of this contruction. Indeed, let us recall that the
Roe ﬂux has the expression
H(Vl, Vr) =
1
2
(Gl +Gr −
m∑
k=1
|Λk|φkRk), (2.12)
where the Rk are the right eigenvectors and the φk are the characteristic variables, φk = Lk ·∆V
with Lk the left eigenvectors.
From (2.12) it is clear that in order to deﬁne the ﬂux, we only need to know the products
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φkRk associated to the nonzero eigenvalues. Notice that the knowledge of the Roe matrix is not
necessary.
We now begin our construction. The ﬁrst step is to look for Roe's matrices whose eigenvalues
are given a priori. This is a formal step which will allow us to built the products φkRk. In this
way, let us choose a general decomposition of the pressure jump
∆p = χ∆ϑ+ ξ∆ux + κ∆e,
where the coeﬃcients χ, ξ, κ have to be determined. If α and β are two conjugate real numbers,
this leads for ∆(pux) to the relation
∆(pux) = (ux)αχ∆ϑ+ ((ux)αξ + pβ)∆ux + (ux)ακ∆e.
Thus, one obtains the matrix
A =
 0 −1 0χ ξ κ
(ux)αχ (ux)αξ + pβ (ux)ακ
 (2.13)
Now, by studying its characteristic polynomial Det(A−λId), the matrix A has given eigenvalues
−C−, 0, C+ if and only if the coeﬃcients χ, ξ, κ satisfy the following linear system depending on
the parameter α 
χ∆ϑ+ ξ∆ux + κ∆e = ∆p,
ξ + κ(ux)α = C+ − C−,
χ− κpβ = −C−C+,
(2.14)
whose determinant is− [(α− 1/2)(∆p∆ϑ+ (∆ux)2) + pa∆ϑ+ ∆ε]. The system (2.14) is singular
for any α if and only if ∆p∆ϑ+ (∆ux)2 = pa∆ϑ+ ∆ε = 0, relations satisﬁed at a shock. Thus,
we have shown the result.
Proposition 3. . Let us suppose that the states Vl, Vr are not separated by a shock. Then, one
can ﬁnd α so that A is a Roe matrix with 0,±C± as eigenvalues. Its right eigenvectors and
characteristic variables are
tR0 = (κ, 0,−χ), tR± = (−1,±C±, pβ ± (ux)αC±),
φ0 =
pβ∆ϑ− (ux)α∆ux + ∆e
C−C+
, φ± =
∆p± C∓∆ux
C−C+ + (C±)2
.
(2.15)
This result provides an answer to the question of the introduction. Obviously, it is not always
positive. Indeed, it is well-known that if the states are separated by a shock, the Roe matrix has
an eigenvalue equal to the slope of this shock.
The second step consists in deriving a simple Riemann solver with expected properties. Firstly,
let us note that the quantities φ±, R± given by (2.15) do not depend on the coeﬃcients χ, ξ, κ
and are always deﬁned. This leads to deﬁne the following Riemann solver
W (m/τ) =

Vl if m/τ ≤ −C−,
V ∗l = Vl + φ−R− if − C− < m/τ ≤ 0,
V ∗r = Vr − φ+R+ if 0 < m/τ ≤ C+,
Vr if C+ < m/τ.
(2.16)
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This solver has exactly the same structure as that of the Roe solver and satisﬁes the following
result.
Proposition 4. . The solver (2.16) deﬁnes a Godunov-type scheme for the system of gas dynamics
(2.11). Moreover, it preserves contact discontinuities.
Proof: In order to show that the solver (2.16) gives a Godunov-type scheme, one has to verify
the property (2.8). From (2.15), (2.16) we have
−C−(V ∗l − Vl) + C+(Vr − V ∗r ) = −C−φ−R− + C+φ+R+
= −C− ∆p−C+∆ux
C−C++C−
2
 −1−C−
pβ − (ux)αC−
+ C+ ∆p+C−∆ux
C−C++C+
2
 −1C+
pβ + (ux)αC+

=
 −∆ux∆p
∆(pux)
 = ∆F,
which is exactly (2.8).
Moreover, contact discontinuities are characterized by ∆ux = ∆p = 0, which implies φ± = 0,
and thus V ∗l,r = Vl,r.
Thus we have constructed a family of Godunov-type schemes depending on a parameter α.
Now, the question is to optimally choose this free parameter α. The simplest way to do this is
given by the result below.
Proposition 5. . Let us choose α = C−/(C− +C+).Then, the numerical ﬂux associated to the
Riemann solver (2.16) is given by
H(Vl, Vr) = t(−ux, p, uxp) (2.17)
with
ux = (C−(ux)l + C+(ux)r −∆p)/(C− + C+),
p = (C+pl + C−pr − C−C+∆ux)/(C− + C+). (2.18)
Proof: Let be tH(Vl, Vr) = (h1, h2, h3). From (2.9), it is easy to show that h1 = −((ux)a+X),
h2 = pa + Y , and h3 = (pux)a + pβX + (ux)αY , with
X =
1
C− + C+
(−∆p+S
2
∆ux), Y =
−1
C− + C+
(
S
2
∆p+C−C+∆ux) and S = C+−C−. It remains
only to check h3 = −h1h2. One has
h3 + h1h2 = (pux)a + pβX + (ux)αY − pa(ux)a − (ux)aY − paX −XY
= (pux)a − pa(ux)a + (pβ − pa)X + ((ux)α − (ux)a)Y −XY
=
1
4
∆ux∆p−XY + (α− 12)(∆pX −∆uxY ).
On the other hand, it can be seen that
1
4
∆ux∆p−XY = − S
2(C− + C+)2
(∆p− C+∆ux)(∆p+ C−∆ux),
∆pX −∆uxY = − 1
C− + C+
(∆p− C+∆ux)(∆p+ C−∆ux),
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and thus h3 + h1h2 =
− ( S
2(C− + C+)2
+
α− 1/2
C− + C+
)(∆p− C+∆ux)(∆p+ C−∆ux)
= −(α(C− + C+)− C−)(∆p− C+∆ux)(∆p+ C−∆ux)/(C− + C+)2.
If α = C−/(C− + C+), we obtain h3 + h1h2 = 0, which gives the proof.
Remark 2. If the slopes C−, C+ are equal, the scheme obtained is exactly the one studied in
[DES1], but is derived in a very diﬀerent way. Hence, this proves that the scheme of [DES1]
is a Godunov-type scheme. Moreover, as it is noted in [B-D], the Munz scheme is recovered if
C− = C+ = Cave.
Positivity and Entropy stability
In the following paragraph, we study the properties of the simple Riemann solver (2.16)
when α is chosen as in the previous proposition. Especially, it is now clear that we can construct
schemes whose dissipation can be exactly tuned, and we show below that this tuning can be made
in such a way that the scheme is positive and that the solver is an entropic Godunov-type solver.
Similar properties of positivity and stability were derived for the second order kinetic schemes
constructed by Khobalatte and Perthame in [KH-PE]. In fact, the two properties of entropy
stability and positivity are simply related for an ideal gas, and if the speciﬁc volume is positive,
the latter follows form the former. Indeed, it is shown in [TADMOR] that the global entropy
decay for the eulerian gas dynamics equations implies the speciﬁc entropy pϑγ is non-decreasing,
and if the speciﬁc volume ϑ is positive, the positivity of the pressure p follows. This was used
in [KH-PE] and [DES1]. Here, this property can be used, but for gas dynamics, we are able to
give exactly the positivity conditions which are obtained by the resolution of two 2nd degree
algebraic equations.
Proposition 6. . For C−, C+ large enough, the intermediate states of (2.16) are positive (i.e.
ϑ∗l,r > 0 and ε
∗
l,r > 0).
Moreover, if C− = C+ = C, we have the following exact positivity conditions :
 ϑ∗l,r ≥ 0 if δl,r ≤ 0, or if δl,r > 0 and C ≥
−∆ux +
√
δl,r
4ϑl,r
,
 ε∗l,r ≥ 0 if ∆l,r ≤ 0, or if ∆l,r > 0 et C ≥
2pa∆ux +
√
∆l,r
(∆ux)
2 + 8εl,r
,
where σl = 1, σr = −1, pil,r = 4pa−σl,r∆p, δl,r = (∆ux)2 +8σl,rϑl,r∆p and ∆l,r = 4p2l,r(∆ux)2−
8σl,rpil,rεl,r∆p.
Proof: By using the relation: V ∗l = Vl + φ−R−, we obtain
C−
2
ϑ∗l = C−
2
ϑl + (rC−∆ux −∆p)/(1 + r),
C−
2
ε∗l = C−
2
εl +
1
2(1 + r)2
(rC−∆ux − pil)(rC−∆ux −∆p), (2.19)
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with r = C+/C− and pil = 2(rpl + pr)−∆p. From this, we deduce that
lim
C±→+∞
ϑ∗l = ϑl, lim inf
C±→+∞
ε∗l = εl +
(∆ux)2
2
lim inf
C±→+∞
(
r
1 + r
)2, (2.20)
which shows the positivity for C−, C+ large enough.
When C− = C+ = C, equations (2.19) are two second order algebraic equations leading to the
above conditions. 
If we note that the entropy-ﬂux for system (2.11) is equal to zero, we have the following result
for entropy stability.
Proposition 7. . Let σ be an entropy of the system. Let us assume that limC±→+∞ r = r∞ > 0.
Then, for C−, C+ large enough, the scheme is an entropic Godunov-type scheme. Moreover, if
Max(C−, C+)∆τ ≤ ∆m/2, the following cell-by-cell entropy inequality holds
σ(V n+1i ) ≤ σ(V ni ).
Proof: In order to prove the entropy stability, it is suﬃcient to verify that σ∗l ≤ σl and σ∗r ≤ σr
for C− and C+ suﬃciently large. Now, it is well-known that for an ideal gas every entropy is of
the form σ = f(εϑγ−1) with f a non-increasing function. Thus, we have only to show
ε∗l
εl
(
ϑ∗l
ϑl
)γ−1
≥ 1. (2.21)
When ∆ux 6= 0, from (2.20) it is clear that for C± large enough, (2.21) will be true. When
∆ux = 0, if ∆p = 0, then V ∗l = Vl, and thus, σ
∗
l = σl. Then (2.21) is true. Now, if ∆p 6= 0, one
has
ε∗l
εl
= 1 +
pil∆p
2(1 + r)2εlC−
2 ,
ϑ∗l
ϑl
= 1− ∆p
(1 + r)ϑlC−
2 .
From this, we deduce that
ε∗l
εl
(
ϑ∗l
ϑl
)γ−1
= (1 +
pil∆p
2(1 + r)2εlC−
2 )(1−
∆p
(1 + r)ϑlC−
2 )
γ−1
= 1 +
(∆p)2
2(1 + r)2εlC−
2 +O(1/C−
4).
This ends the proof for an ideal gas. In a real gas case, the proof follows the same lines, and we
do not give it here.
Now, let us introduce the following states
V ± =
±2
∆m
∫ ±∆m/2
0
W (m/∆τ ;Vl, Vr)dm =
2C±∆τ
∆m
V ∗r,l + (1−
2C±∆τ
∆m
)Vr,l.
Using the entropy convexity and (2.21), we obtain for C± large enough
σ(V ±) ≤ 2C±∆τ
∆m
σ∗r,l + (1−
2C±∆τ
∆m
)σr,l ≤ σr,l.
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Finally, one has
σ(V n+1i ) = σ(
1
2
((V +)ni−1/2 + (V
−)ni+1/2)
≤ 1
2
(σ((V +)ni−1/2) + σ((V
−)ni+1/2)) ≤
1
2
(σ(V ni ) + σ(V
n
i )) = σ(V
n
i ),
which gives the result.
2.3.2 Lagrangian MHD
The system and the Roe matrix
Let us next consider the ideal MHD system in Lagrangian coordinates (for instance, see [B-W]
or [PRLGZ] for a review)
∂τV + ∂mG(V ) = 0,
V = t(ϑ, ux, uy, uz, Byϑ,Bzϑ, e˜),
G = t(−ux, p˜,−BxBy,−BxBz,−Bxuy,−Bxuz, uxp˜−BxB · u),
(2.22)
with ux, uy, uz the components of the velocity u, p˜ = p+B2/2 the total pressure, ε˜ = ε+ϑB2/2
the total speciﬁc internal energy, e˜ the total speciﬁc energy given by e˜ = ε˜+u2/2. For this system,
material contact discontinuities are characterized by ∆ux = ∆uy = ∆uz = ∆p = ∆Bx = ∆By =
0, if Bx 6= 0, and by ∆ux = ∆p˜ = 0, if Bx = 0. One can see [KHANFIR] for a classiﬁcation of
MHD discontinuities.
In order to study this system, one usely introduces the primitive variable vector tQ =
(ϑ, ux, uy, uz, By, Bz, p). Indeed, setting N = ∂QV , M = ∂QG, and multiplying (2.22) by N−1,
we obtain the following system
∂τQ+D∂mQ = 0,
where D = N−1M has the following form
D =

0 −1 0 0 0 0 0
0 0 0 0 By Bz 1
0 0 0 0 −Bx 0 0
0 0 0 0 0 −Bx 0
0 By/ϑ −Bx/ϑ 0 0 0 0
0 Bz/ϑ 0 −Bx/ϑ 0 0 0
0 C2 0 0 0 0 0

where C is the lagrangian sound speed.
The jacobian A = ∂VG satisﬁes A = NDN−1. Consequently, A and D have the same eigenvalues
given by
0 , C±m = ±Cm = ±cm/ϑ for m = s, al, f, (2.23)
where Cf,s denote the slow and fast magneto-acoustic speeds and Cal the Alfven speed. We have
c2al = ϑB
2
x, c
2
f,s = 1/2(c˜
2 ± (c˜4 − 4c2c2al)1/2). Moreover, c is the sound speed deﬁned by c = Cϑ,
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and c˜ is the total sound speed given by c˜2 = c2 + b2, with b = t(bx, by, bz) = ϑ1/2B.
Now, let us deﬁne the quantities α2f =
c2 − c2s
c2f − c2s
, α2s =
c2f − c2
c2f − c2s
.
One can check that the following relations hold (see [B-W] for example)
c2s + c
2
f = c
2 + b2, α2s + α
2
f = 1, α
2
sc
2
s + α
2
fc
2
f = c
2,
cscf = c|bx|, (c2f − c2s)αsαf = c|b⊥|.
(2.24)
Let X = (Xx, Xy, Xz) be any vector in R3. In the sequel, X⊥will denote the vector (Xy, Xz)
of R2. Also, let us deﬁne
S = sgn(Bx), Ss = 1 , Sf = −1 , β = (βy, βz) = B⊥|B⊥| , β
⊥ = (βz,−βy).
Now, let us introduce the following vectors
r1al =
t (0, 0, βz,−βy, 0, 0, 0) , r2al = t
(
0, 0, 0, 0,−Sβzϑ−1/2, Sβyϑ−1/2, 0
)
,
l1al =
1
2
(0, 0, βz,−βy, 0, 0, 0) , l2al =
1
2
(
0, 0, 0, 0,−Sβzϑ1/2, Sβyϑ1/2, 0
)
,
r1s,f =
1
c2

0
cs,fαs,f
αf,scf,sβySSs,f
αf,scf,sβzSSs,f
0
0
0

, r2s,f =
1
c2

−ϑαs,f
0
0
0
−αf,scβyϑ−1/2Ss,f
−αf,scβzϑ−1/2Ss,f
αs,fc
2/ϑ

,
tl1s,f =
1
2

0
cs,fαs,f
αf,scf,sβySSs,f
αf,scf,sβzSSs,f
0
0
0

, tl2s,f =
1
2

0
0
0
0
−αf,scβyϑ1/2Ss,f
−αf,scβzϑ1/2Ss,f
αs,fϑ

.
Then, the right and left eigenvectors of the matrix D are given by
r0 =
1
c2
t (1, 0, 0, 0, 0, 0, 0) , l0 =
(
c2, 0, 0, 0, 0, 0, ϑ2
)
, (2.25)
r±al,f,s = ±r1al,f,s + r2al,f,s , l±al,f,s = ±l1al,f,s + l2al,f,s. (2.26)
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By using the relation R = Nr between the right eigenvectors of A and D, we obtain the following
right eigenvectors R±s,al,f for A
R±al =

0
0
±βz
∓βy
−Sβzϑ1/2
Sβyϑ
1/2
±β⊥ · u⊥

, (2.27)
R±s,f =
1
c2

−ϑαs,f
±cs,fαs,f
±Ss,fαf,scf,sβyS
±Ss,fαf,scf,sβzS
−Ss,f ϑ
1/2
c
αf,sc
2
f,s βy
−Ss,f ϑ
1/2
c
αf,sc
2
f,s βz
±(αs,fcs,fux + SSs,fαf,scf,su⊥ · β) + αs,fϑ(p˜−B2)−
Ss,fαf,scϑ
1/2|B⊥|

. (2.28)
Now, let us deﬁne the continuous characteristic variables. First, we introduce the following
quantities, in which the notation δ stands for the derivative dα =
d
dα
with respect to any
parameter α, or, in the next paragraph, for the diﬀerence ∆,
Aal = β⊥ · δu⊥ , Bal = −Sϑ1/2β⊥ · δB⊥,
As = αscsδux + αfcfSβ · δu⊥ , Bs = αsϑδp− αfcϑ1/2β · δB⊥,
Af = αfcfδux − αscsSβ · δu⊥ , Bf = αfϑδp+ αscϑ1/2β · δB⊥.
(2.29)
Then, noting that the left eigenvectors of A and D are linked by the identity l = LN , the
continuous characteristic variables are
φ±m = L
±
m · dαV = l±m · dαQ = 1/2(±Am + Bm) for m = s, al, f, (2.30)
and by the hyperbolicity of the system (2.22), we have the following decomposition of the ﬂux
derivative
dαG =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m. (2.31)
Now, let us consider the expressions of the eigenvalues, the characteristic variables and the right
eigenvectors. We observe that they are expressed in terms of p˜, u, B, ϑ and C. On the contrary,
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the ﬂux G is depending only in p˜, u, B, but not on ϑ and C. The result below shows that this
property remains true in (2.31).
Property 1. . The following identity is true
dαG =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m
where ϑ and C are arbitrarly chosen in the expressions of the Cν±, φν± and Rν± given by (2.23),
(2.29) and (2.30). 
The proof is easily obtained by direct calculations from the expressions of the eigenvalues,
characteristic variables and eigenvectors in terms of p˜, u, B, ϑ, and C, and we do not develop it
here.
In the next section, we will see that the Property 1 is also true in the discrete case, thus
leading to the construction of a family of Godunov-type schemes.
Let us now recall the construction of the Roe matrix of [CGR]. It is based on arithmetic
averages and it is the natural extension of the Munz matrix for MHD. In order to derive it,
once again we introduce the primitive variables vector Q and we seek matrices M , N such that
∆G = M∆Q, ∆V = N∆Q. Then, the Roe matrix is A = M N−1, and as in the continuous case,
we consider the matrix D = N−1M = N−1AN which is given by
D =

0 −1 0 0 0 0 0
0 0 0 0 (By)a (Bz)a 1
0 0 0 0 −Bx 0 0
0 0 0 0 0 −Bx 0
0 (By)a/ϑa −Bx/ϑa 0 0 0 0
0 (Bz)a/ϑa 0 −Bx/ϑa 0 0 0
0 C2ave 0 0 0 0 0

(2.32)
where C2ave = γPa/ϑa, with Pa = pa +
γ−1
γ [(B
2)a − (Ba)2)] for an ideal gas (see [CGR] for the
real gas case).
We note that the matrix D has the same structure than D. Indeed, we have D = D(Cave, ϑa, Ba).
This implies that the algebra is the same as in the continuous case. In particular, the eigenvalues
of A are given by 0 and C±al,f,s = C
±
al,f,s(Cave, ϑa, p˜a, Ba). Moreover, the right eigenvectors of
A are R±al,f,s = R
±
al,f,s(Cave, ϑa, p˜a, ua, Ba) and the discrete characteristic variables are φ
±
al,f,s =
φ±al,f,s(Cave, ϑa, p˜a, Ba,∆), i.e.,
Aal = β⊥ ·∆u⊥ ,Bal = −Sϑ1/2a β⊥ ·∆B⊥,
As = αscs∆ux + αfcfSβ ·∆u⊥ ,Bs = αsϑa∆p− αfcϑ1/2a β ·∆B⊥,
Af = αfcf∆ux − αscsSβ ·∆u⊥ ,Bf = αfϑa∆p+ αscϑ1/2a β ·∆B⊥.
(2.33)
Construction of a Godunov-type scheme
24 CHAPITRE 2. POSITIVE AND ENTROPY STABLE GODUNOV-TYPE SCHEMES ...
In this paragraph, as for gas dynamics, we want to extend the MHD Roe scheme of [CGR]
into a Godunov-type scheme.
To this goal, let us deﬁne the slopes C±al,f,s = C
±
al,f,s(C, ϑ, p˜a, Ba), the vectorsR
±
al,f,s = R
±
al,f,s(C, ϑ, p˜a, ua, Ba)
and the characteristic variables φ±al,f,s = φ
±
al,f,s(C, ϑ, p˜a, Ba,∆), in which C and ϑ are arbitrary.
We now construct the following simple Riemann solver
WL(m/τ) =

Vl,0 = Vl if m/τ ≤ −Cf ,
Vl,1 = Vl,0 + φ−f R
−
f if −Cf < m/τ ≤ −Cal,
Vl,2 = Vl,1 + φ−alR
−
al if −Cal < m/τ ≤ −Cs,
Vl,3 = Vl,2 + φ−s R−s if −Cs < m/τ ≤ 0,
Vr,3 = Vr,2 − φ+s R+s if 0 < m/τ ≤ Cs,
Vr,2 = Vr,1 − φ+alR+al if Cs < m/τ ≤ Cal,
Vr,1 = Vr,0 − φ+f R+f if Cal < m/τ ≤ Cf ,
Vr,0 = Vr if Cf < m/τ.
(2.34)
If in (2.34), we choose ϑ = ϑa, and C = Cave, we recover the Riemann solver associated to
Roe scheme of [CGR]. In the general case, the above result allows us to deﬁne a Godunov-type
scheme.
Proposition 8. . The following identity is true for any ϑ and C,
∆G =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m. (2.35)
Clearly, this result implies that (2.34) is a Godunov-type scheme since (2.35) is exactly the
characterization given by the relation (2.8). Moreover, if the states Vl and Vr are separated by a
material contact discontinuity, i.e.,∆ux = ∆uy = ∆uz = ∆p = ∆Bx = ∆By = 0, by construction
we have φ±al,f,s = 0, which leads to Vl,i = Vl and Vr,i = Vr for i = 0, 3. Thus we immediately have
the following result,
Corollary 1. . Every material contact discontinuity is preserved by the simple Riemann solver
(2.34).
Here, we do not develop the proof of Proposition 8. It can be obtained by direct calculations
from the expression of the eigenvalues and eigenvectors in terms of p˜a, ua, Ba, ϑ, and C. But in
order to connect this property with the notion of Roe matrix, we prefer to give the proof in the
particular case where ϑ is chosen equal to ϑa.
The procedure we will use follows the same lines as for gas dynamics. Indeed, we will seek Roe
matrices with eigenvalues as large as expected in order to tune the dissipation. In the previous
paragraph, we have looked for matrices M , N such that ∆G = M∆Q, ∆V = N∆Q, and we
have considered the matrix D = N−1M , the Roe matrix being given by A = N DN−1. Here,
we impose that the matrix D is D = D(C, ϑa, Ba) where the parameter C is arbitrarly chosen,
and we only seek the matrix N . Thus, we ask the following question:
Is there a matrix N such that A = N DN−1 is a Roe matrix?
The interest of such a result is obvious. Indeed, the eigenvalues of A are those of D, and thus
can be chosen as large as necessary.
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Now, we will seek a matrix N satisfying ∆V = N∆Q. It is easy to see this is equivalent to
look for a general decomposition of the total pressure jump
∆p˜ = χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB⊥),
where the scalar coeﬃcients χ, κ and the vector Θ have to be determined. Indeed, this relation
leads to the decomposition of the pressure,
∆p = χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB⊥) + B⊥
2
a
ϑa
∆ϑ− B⊥a
ϑa
·∆(ϑB⊥)
= (χ+
B⊥2a
ϑa
)∆ϑ− κua ·∆u+ (Θ− B⊥a
ϑa
) ·∆(ϑB⊥) + κ∆e˜,
which gives the matrix
N
−1 =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
−(By)a/ϑa 0 0 0 1/ϑa 0 0
−(Bz)a/ϑa 0 0 0 0 1/ϑa 0
χ+
B⊥2a
ϑa
−κuxa −κuya −κuza Θy −
(By)a
ϑa
Θz − (Bz)a
ϑa
κ

Finally, the following result gives the answer to the above question.
Proposition 9. . Let C be a positive real number. Let us suppose that the following linear system
is satisﬁed by the coeﬃcients χ, κ and Θ,
χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB⊥) = ∆p˜,
κB⊥a + Θ =
B⊥a
ϑa
,
−χ+ κ(p˜a −B2x) = C2 +
B⊥2a
ϑa
,
(2.36)
then, the matrices N
−1
and D = D(C, ϑa, Ba) satisfy the relations
N
−1∆V = ∆Q , N−1∆G = D∆Q.
This system has a unique solution if the following relation holds
(pa + (B2)a − (Ba)2)∆ϑ+ ∆ε 6= 0. (C1)
The matrix N
−1
is invertible if κ 6= 0 , which, if (C1) is true, is equivalent to
C
2∆ϑ+ ∆p 6= 0. (C2)
In this case, the matrix A = N D N−1 is a Roe matrix. Its eigenvalues are 0 and C±al,f,s =
C±al,f,s(C, ϑa, p˜a, Ba). Moreover, the right eigenvectors and characteristic variables are given by
the expressions, R±al,f,s = R
±
al,f,s(C, ϑa, p˜a, ua, Ba) and, φ
±
al,f,s = φ
±
al,f,s(C, ϑa, p˜a, Ba,∆).
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Proof: Firstly, we have already shown that the ﬁrst relation of (2.36) gives N
−1∆V = ∆Q.
Now, let us prove that N
−1∆G = D∆Q. One has
N
−1∆G =

−∆ux
∆p˜
−Bx∆By
−Bx∆Bz
Bya
ϑa
∆ux − Bx
ϑa
∆uy
Bza
ϑa
∆ux − Bx
ϑa
∆uz
(N−1∆G)7

, D∆Q =

−∆ux
∆p+B⊥a ·∆B⊥
−Bx∆By
−Bx∆Bz
Bya
ϑa
∆ux − Bx
ϑa
∆uy
Bza
ϑa
∆ux − Bx
ϑa
∆uz
C
2∆ux

,
with
(N−1∆G)7 = −(χ+ B⊥
2
a
ϑa
)∆ux − κuxa∆p˜+ κuyaBx∆By + κuzaBx∆Bz
+(Θ− B⊥a
ϑa
) · (−Bx∆u⊥) + κ∆(p˜ux −BxB · u)
= −(χ+ B⊥
2
a
ϑa
− κ(p˜a −B2x))∆ux −Bx(Θ−
B⊥a
ϑa
+ κB⊥a) ·∆u⊥.
Thus, it is enough to show that
−(χ+ B⊥
2
a
ϑa
− κ(p˜a −B2x))∆ux −Bx(Θ−
B⊥a
ϑa
+ κB⊥a) ·∆u⊥ = C2∆ux,
which follows from the last two relations of (2.36).
Otherwise, (C1) is obtained by considering the determinant of the system (2.36) and (C2) by
evaluating κ from (2.36).
Now, we are able to give the proof of the Proposition 8.
First, let us suppose that ϑ = ϑa. Then, by the Proposition 9, if (C1) and (C2) are satisﬁed, the
solver (2.34) is a Roe solver, and (2.8) is true. If (C1), (C2) are not fulﬁlled, we notice that each
member of (2.8) is continuous with respect to Vl, Vr, and we use a continuity argument.
If ϑ 6= ϑa, we consider the states V ′m given by tQ(V ′m) = (ϑ, um, Bm, pm) for m = l, r. Since
ϑ = (ϑ(V ′l ) + ϑ(V
′
r ))/2, (2.35) is true for the states V
′
l , V
′
r . Moreover, one has ∆G = G(Vr) −
G(Vl) = G(V ′r )−G(V ′l ). This completes the proof.
Characterization of the ﬂux of the Godunov-type scheme
In this paragraph, we characterize the numerical ﬂux of the Riemann solver (2.34) in the same
way as for gas dynamics, i.e. we prove that this numerical ﬂux is a continuous ﬂux evaluated at
an averaged point.
Before proving this result, we state two preliminary lemmas.
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Lemma 1. . For any ϑ and C, one has |D(C, ϑ,Ba)|∆Q =
Cal

0
0
Aalβ⊥
−BalSϑ−1/2β⊥
0
+
1
ϑc2

−ϑ(αscsBs + αfcfBf )
αsc
2
sAs + αfc2fAf
cbx(αfAs − αsAf )β
−cϑ−1/2(αfcsBs − αscfBf )β
c2
ϑ
(αscsBs + αfcfBf )
 .
Lemma 2. . The following identity is true for all ϑ and C:
(p˜− p˜a)(ux − uxa)−
1
4
∆p˜∆ux −Bx[(B −Ba) · (u− ua)− 14∆B ·∆u] = 0,
where p˜, u and B are given by,
p˜ = p˜a − 1
2ϑc2
(αsc2sAs + αfc2fAf ),
ux = uxa −
1
2c2
(αscsBs + αfcfBf ),
u⊥ = u⊥a − 12Balβ
⊥ +
S
2c2
(αscsBf − αfcfBs)β,
B⊥ = B⊥a +
S
2ϑ1/2
Aalβ⊥ + 1
2ϑ1/2c
(αfAs − αsAf )β.
(2.37)
We now characterize the ﬂux.
Proposition 10. . The numerical ﬂux G(Vl, Vr) of the simple Riemann solver (2.34) is given
by
t
(−ux, p˜,−BxBy,−BxBz,−Bxuy,−Bxuz, p˜ ux −BxB · u) . (2.38)
Proof: First suppose that ϑ = ϑa and that conditions (C1) and (C2) hold. In this case, the
numerical ﬂux G is a Roe ﬂux which is given by
G = Ga − 12 |A|∆V = Ga −
1
2
N |D|∆Q.
We wish to show that G = G(p˜, u, B⊥). From Lemma 1, one can easily see that
ux = −G1, p˜ = G2, tB⊥ = −(G3, G4)/Bx, tu⊥ = −(G5, G6)/Bx,
and it remains to show that G7 = p˜ ux −BxB · u, which is equivalent to
(N−1(G(p˜, u, B⊥)−Ga))7 = −1/2(|D|∆Q)7. (2.39)
Using Lemma 1, we have on the one hand, −1/2(|D|∆Q)7 = C2(ux−uxa). Noting that Bx = Bx,
we have on the other hand,
(N−1(G(p˜, u, B⊥)−Ga))7 = −(κ(p˜a −B2x)− C2)(ux − uxa)− κuxa(p˜− p˜a)
+κBxu⊥a · (B⊥ −B⊥a) + κBxB⊥a · (u⊥ − u⊥a)
+κ
[
p˜ ux − (p˜u)a −Bx(B · u− (B · u)a)
]
= C2(ux − uxa) + κ[−p˜a(ux − uxa)− uxa(p˜− p˜a) + p˜ ux − (p˜u)a
+Bx(ua · (B −Ba) +Ba · (u− ua) + (B · u)a −B · u))].
(2.40)
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Remarking that for any quantities α, β, one has αβ − (αβ)a = βa(αβ)a + α(β − βa)− 14∆α∆β,
and using this identity in (2.40), we see that, in order to show (2.39), it is suﬃcient to prove the
following relation
(p˜− p˜a)(ux − uxa)−
1
4
∆p˜∆ux −Bx[(B −Ba) · (u− ua)− 14∆B ·∆u] = 0,
which is true by Lemma 2. Thus, the result holds in this ﬁrst case.
If (C1) and (C2) are not true, we use the same arguments as in the proof of Proposition 8.
Proof of Lemma 1: We have
|D|∆Q = Cal(φ−alr−al + φ+alr+al) + Cs(φ−s r−s + φ+s r+s ) + Cf (φ−f r−f + φ+f r+f )
= Cal(Aalr1al + Balr2al) + (CsAsr1s + CfAfr1f ) + (CsAsr2s + CfBfr2f )
and also, Cal(Aalr1al + Balr2al) = Cal

0
0
Aalβ⊥
−BalSϑ−1/2β⊥
0
 .
Moreover, one has CsAsr1s + CfAfr1f =
1
ϑc2

0
αsc
2
sAs + αfc2fAf
cbx(αfAs − αsAf )β
0
0
 ,
and ﬁnally, CsAsr2s + CfBfr2f =
1
ϑc2

−ϑ(αscsBs + αfcfBf )
0
0
−cϑ−1/2(αfcsBs − αscfBf )β
c2
ϑ
(αscsBs + αfcfBf )
 ,
which gives the result.
Proof of Lemma 2: Let us denote ,
X1 = (p˜− p˜a)(ux − uxa), X2 = Bx(B −Ba) · (u− ua), X = X1 −X2.
We have to show that X =
1
4
(∆p˜∆ux −Bx∆B ·∆u).
On the one hand, from ( 2.37) we have,
X1 =
1
4ϑc4
(αscsBs + αfcfBf )(αsc2sAs + αfc2fAf )
=
1
4ϑc4
(α2sc
3
sAsBs + α2fc3fAfBf ) +
αsαfcscf
4ϑc4
(cfAfBs + csAsBf ).
(2.41)
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On the other hand, from ( 2.37) one has,
X2 =
SBx
4ϑ1/2
[−AalBal + 1
c3
(αfAs − αsAf )(αscsBf − αfcfBs)]
= −|Bx|AalBal
4ϑ1/2
+
c|bx|
4ϑc4
(αsαfcsAsBf + αsαfcfAfBs − α2fcfAsBs − α2scsAfBf )
= −|Bx|AalBal
4ϑ1/2
+
cscf
4ϑc4
(αsαfcsAsBf + αsαfcfAfBs − α2fcfAsBs − α2scsAfBf )
= −|Bx|AalBal
4ϑ1/2
+
αsαfcscf
4ϑc4
(csAsBf + cfAfBs)
− 1
4ϑc4
(α2fcsc
2
fAsBs + α2sc2scfAfBf ).
(2.42)
Then, by using (2.41), (2.42) and (2.24), we obtain,
X =
1
4ϑc4
(α2sc
3
sAsBs + α2fc3fAfBf ) +
αsαfcscf
4ϑc4
(cfAfBs + csAsBf )
+
|Bx|AalBal
4ϑ1/2
− αsαfcscf
4ϑc4
(csAsBf + cfAfBs)
+
1
4ϑc4
(α2fcsc
2
fAsBs + α2sc2scfAfBf )
=
|Bx|AalBal
4ϑ1/2
+
α2sc
2
s + α
2
fc
2
f
4ϑc4
(csAsBs + cfAfBf )
=
|Bx|AalBal
4ϑ1/2
+
csAsBs + cfAfBf
4ϑc2
.
Now, let us evaluate the term csAsBs + cfAfBf . Firstly, we have,
csAsBs = cs(αscs∆ux + αfcfS(β ·∆u⊥))(αsϑ∆p− αfcϑ1/2(β ·∆B⊥))
= α2sc
2
sϑ∆ux∆p− α2fcscfScϑ
1/2(β ·∆u⊥)(β ·∆B⊥)
− αsαfc2scϑ1/2∆ux(β ·∆B⊥) + αsαfcscfSϑ∆p(β ·∆u⊥),
and secondly,
cfAfBf = cf (αfcf∆ux − αscsS(β ·∆u⊥))(αfϑ∆p+ αscϑ1/2(β ·∆B⊥))
= α2fc
2
fϑ∆ux∆p− α2scscfScϑ
1/2(β ·∆u⊥)(β ·∆B⊥)
+αsαfc2fcϑ
1/2∆ux(β ·∆B⊥)− αsαfcscfSϑ∆p(β ·∆u⊥).
Thus, we obtain,
csAsBs + cfAfBf = c2ϑ∆ux∆p− cscfScϑ1/2(β ·∆u⊥)(β ·∆B⊥)
+αsαf (c2f − c2s)cϑ
1/2∆ux(β ·∆B⊥)
= c2ϑ∆ux∆p− c2bxϑ1/2(β ·∆u⊥)(β ·∆B⊥) + c2|b⊥|ϑ1/2∆ux(β ·∆B⊥)
= c2ϑ[∆ux∆p−Bx(β ·∆u⊥)(β ·∆B⊥) + |B⊥a|∆ux(β ·∆B⊥)]
= c2ϑ[∆ux∆p˜−Bx(β ·∆u⊥)(β ·∆B⊥)].
(2.43)
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Now, from (2.33) and (2.43), we have,
X = −Bx
4
(β⊥ ·∆u⊥)(β⊥ ·∆B⊥) + 14[∆ux∆p˜−Bx(β ·∆u⊥)(β ·∆B⊥)]
=
1
4
(
∆ux∆p˜−Bx(β ·∆u⊥)(β ·∆B⊥)−Bx(β⊥ ·∆u⊥)(β⊥ ·∆B⊥)
)
=
1
4
(
∆ux∆p˜−Bx((β ·∆u⊥)β + (β⊥ ·∆u⊥)β⊥) ·∆B⊥
)
=
1
4
(∆ux∆p˜−Bx∆u ·∆B) .
This completes the proof.
Positivity and entropy stability
Concerning positivity and entropy stability, the problem for MHD is more complex than
for gas dynamics. Indeed, in the general case, the two parameters ϑ and C can be arbitrarly
chosen. In this case, it is possible to show that all the intermediate states are positive for ϑ small
enough and C large enough. However, for practical reasons, it is more interesting to use only one
parameter for obtaining positivity. To this goal we will keep constant the parameter ϑ, i.e., we
take ϑ = ϑa. With this assumption, all the intermediate states are not always positive, but this
is is not a necessary condition. Indeed, noting that in each cell the solution at the next time step
is given by (2.4), it is enough to show that only the states V −, V + deﬁned by
V ± =
±1
Cf∆τ
∫ ±Cf∆τ
0
W (
m
∆τ
;Vl, Vr)dm =
±1
Cf
∫ ±Cf
0
W (m;Vl, Vr)dm (2.44)
are positive. Now, let be tP = (ϑ, ux, uy, uz, Bx, By, ε). Before giving the main results, we begin
with the following lemma which can be easily obtained.
Lemma 3. . Assume ϑ = ϑa. The intermediate states of the Riemann solver have ﬁnite limits
and one has
lim
C→+∞
P (Vm,1) =

ϑm
uxa
u⊥m
B⊥m
εm +
(∆ux)2
8
 for m = l, r.
This leads to the following result of positivity.
Proposition 11. . If ϑ = ϑa and C is large enough, the states V −, V + are positive.
Proof: We have V + =
1
Cf
[CsVr,3 + (Cal − Cs)Vr,2 + (Cf − Cal)Vr,1].
On the other hand, Cal is constant with C and it is easy to see that
lim
C→+∞
Cf = +∞ , lim
C→+∞
Cs = |bx|/ϑa.
2.4. EULERIAN COORDINATES CASE 31
Then, one has limC→+∞ V
+ = V∞r,1 . Consequently, from Lemma 3, V + is a positive state for C
large enough.
Finally, we have the following result of entropy stability.
Proposition 12. . Let σ be an entropy of the system. The Godunov-type scheme derived from
(2.34), with ϑ = ϑa, is asymptotically entropy stable in terms of Godunov-type schemes, i.e.,
lim
C→+∞
2
∆m
∫ ∆m/2
−∆m/2
σ(W (m/τ ;Vl, Vr))dm ≤ σ(Vl) + σ(Vr),
which is equivalent to limC→+∞
∑
k=1,m
λkδσk ≥ 0.
Proof: Let us denote W (m/τ) = W (m/τ ;Vl, Vr) and σl,r = σ(Vl,r). In fact, we show a more
precise result, i.e.,
limC→+∞
1
Cfτ
∫ 0
−Cf τ
σ(W (m/τ))dm ≤ σl,
limC→+∞
1
Cfτ
∫ Cf τ
0
σ(W (m/τ))dm ≤ σr.
If σr,i denotes σ(Vr,i), we have for example on the right∫ Cf τ
0
σ(W (m/τ))dm = τ [Csσr,3 + (Cal − Cs)σr,2 + (Cf − Cal)σr,1] .
Thus, by using the same arguments as for positivity, we see that
limC→+∞
1
Cfτ
∫ Cf τ
0
σ(W (m/τ))dm = σ(V∞r,1) ≤ σr,
and also limC→+∞
1
Cfτ
∫ 0
−Cf τ
σ(W (m/τ))dm = σ(V∞l,1 ) ≤ σl.
Thus, limC→+∞
1
Cfτ
∫ Cf τ
−Cf τ
σ(W (m/τ))dm = σ(V∞r,1) + σ(V
∞
l,1 ) ≤ σl + σr.
This shows that the scheme is asymptotically entropy-preserving.
Remark 3. . With similar arguments, it can be seen that the scheme is asymptotically entropic
in a classical sense, with a numerical entropy ﬂux identically equal to zero, i.e.,
lim
C→+∞
σ(V n+1i ) ≤ σ(V ni ) for 2Cf∆τ ≤ ∆m.
2.4 Eulerian coordinates case
In the following section, we will develop positive and entropic Godunov-type schemes for gas
dynamics and MHD system in Eulerian coordinates. It is straightforward to apply the previous
construction to the well-known Roe solver [ROE] for Eulerian coordinates. Indeed, this procedure
leads to Godunov-type schemes which naturally extend the Roe solver of [ROE] by relaxing the
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average sound speed of the Roe matrix. Unfortunately, this construction does not lead to a
positive or entropic scheme. Consequently, we reject this way, and choose to derive Eulerian
Riemann solvers from Lagrangian Riemann solvers.
We present in the sequel two methods of construction of Godunov-type schemes. Both are
deduced from the Lagrangian schemes studied in the ﬁrst section. The ﬁrst method uses a
technique developed by the author [GAL8] in order to construct Roe's matrices in Lagrangian
(resp. Eulerian) coordinates from Roe's matrices in Eulerian (resp. Lagrangian) coordinates. It
establishes a correspondence between the jump of the intermediate states for the Riemann solvers
of the two forms. The second method associates to each Lagrangian intermediate state Vk the
corresponding Eulerian intermediate state U(Vk). It was already used in [DUB] for obtaining
an Eulerian positive Roe matrix from a Lagrangian positive Roe matrix for the gas dynamics
system.
2.4.1 General Systems of Conservation Laws
Here, we consider systems of conservation laws in Eulerian form,
∂tU + ∂xF (U) = 0, (2.45)
where U = ρn + U0, F = uxU + G0 and n = t(1, 0, ..., 0). The density ρ satisﬁes ρ = ϑ−1 and
ux is the velocity in the direction x. Moreover, U
0
1 = G
0
1 = 0, so that the ﬁrst equation of such
a system (2.45) is the mass conservation law,
∂tρ+ ∂x(ρux) = 0.
Such systems have a Lagrangian form given by,
∂τV + ∂mG(V ) = 0 τ = t , m =
∫
ρdx, (2.46)
where V = ϑn+ V 0, V 0 = ϑU0, G = −uxn+G0.
The Lagrangian form of the mass conservation law is
∂τϑ− ∂mux = 0.
This last equation implies that the following relation holds at a shock with slope λ,
∆ux + λ∆ϑ = 0. (2.47)
Moreover, we suppose that (2.46) has an entropy-ﬂux pair (σ, q) leading to an entropy-ﬂux pair
for (2.45) equal to (Σ, uxΣ + q) with Σ = ρσ. Let us note that q ≡ 0 for the gas dynamics and
MHD systems.
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2.4.2 Construction by transformation matrices
Godunov-type schemes
In [GAL8], it is shown that if a Roe matrix is known for the Lagrangian system, Roe's
matrices can be constructed for the Eulerian system and conversely. The method of [GAL8] uses
a transformation matrix denoted U
α
V where α is a parameter and satisfying ∆U = U
α
V ∆V . It is
given by
U
α
V =

−ρ2 0 0 . . 0 0
−ρ2(ϑU)2β ρα 0 . . 0 0
−ρ2(ϑU)3β 0 ρα . . 0 0
. . . . . . .
. . . . . . .
−ρ2(ϑU)q−1β 0 0 . . ρα 0
−ρ2(ϑU)qβ 0 0 . . 0 ρα

where q is the system order, ρ2 = ρlρr and (α, β) satisfy α+ β = 1.
Let us introduce µ =
αρl
αρl + βρr
and its conjugate ν = 1 − µ = βρr
αρl + βρr
. Let r be some real
and X0 some vector with its ﬁrst component equal to zero. Then, it is easily seen that the matrix
U
α
V is characterized by the relation
UαV (rn+X
0) = ρα(−rUν +X0). (2.48)
Finally, using the transformation matrix U
α
V , we deﬁne an Eulerian simple Riemann solver
((Uk)k, (Λk)k) by
δUk = U
α
V δVk , Λk =
1
ρα
((ρux)α + λk) for k = 1,m. (2.49)
We now give a result which generalizes to simple Riemann solvers those given in [GAL8] for
Roe's solvers.
Proposition 13. . Let ((Vk)k, (λk)k) be a Lagrangian simple Riemann solver. Then, the Eulerian
simple Riemann solver ((Uk)k, (Λk)k) deﬁned by (2.49) is a Godunov-type Riemann solver if and
only if ((Vk)k, (λk)k) is a Godunov-type Riemann solver.
Proof: By using (2.49) and ∆G =
∑
k=1,m
λkδVk, we have
∑
k=1,m
ΛkδUk = U
α
V
∑
k=1,m
1
ρα
((ρux)α + λk)δVk
=
(ρux)α
ρα
U
α
V
∑
k=1,m
δVk +
1
ρα
U
α
V
∑
k=1,m
λkδVk
=
(ρux)α
ρα
U
α
V ∆V +
1
ρα
U
α
V ∆G =
(ρux)α
ρα
∆U +
1
ρα
U
α
V ∆(−uxn+G0).
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Finally, from (2.48) and noting that (ρux)α = ρα(ux)µ, we have∑
k=1,m
ΛkδUk = (ux)µ∆U +
1
ρα
((∆ux)ραUν + ρα∆G0)
= (ux)µ∆U + (∆ux)Uν + ∆G0 = ∆(uxU) + ∆G0 = ∆F,
which ends the proof.
2.4.3 Application to Gas Dynamics and MHD
Here, we apply the above principle of construction to gas dynamics and MHD systems. In
particular, we show that the corresponding Eulerian schemes are positive and entropic.
As an example, we give below the Eulerian Riemann solver for MHD
WE(x/t) =

Ul,0 = Ul if x/t ≤ Λ−f ,
Ul,1 = Ul,0 + φ−f U
α
VR
−
f if Λ
−
f < x/t ≤ Λ−al,
Ul,2 = Ul,1 + φ−alU
α
VR
−
al if Λ
−
al < x/t ≤ Λ−s ,
Ul,3 = Ul,2 + φ−s U
α
VR
−
s if Λ
−
s < x/t ≤ uµ,
Ur,3 = Ur,2 − φ+s UαVR+s if uµ < x/t ≤ Λ+s ,
Ur,2 = Ur,1 − φ+alU
α
VR
+
al if Λ
+
s < x/t ≤ Λ+al,
Ur,1 = Ur,0 − φ+f U
α
VR
+
f if Λ
+
al < x/t ≤ Λ+s ,
Ur,0 = Ur if Λ+s < x/t,
(2.50)
where Λ±s,al,f =
1
ρα
[(ρu)α±Cs,al,f ].
As in the Lagrangian case, we only keep one parameter and we take ϑ = ϑa. In this case, all the
intermediate states of WE are not always positive. However, this is not necessary to ensure that
the solutions of the Godunov-type scheme are positive. Indeed, we note that the solution at the
next time step is given by (2.4), and that for MHD, we have
±2
∆x
∫ ±∆x/2
0
WE(x/∆t;Ul, Ur)dx = yU± + (1− y)Ur,l,
where y = 2Λ±f ∆t/∆x, and
U± =
±1
Λ±f
∫ Λ±f
0
WE(x;Ul, Ur)dx. (2.51)
Here, for the sake of simplicity, we have assumed that Λ−f is negative and Λ
+
f is positive, which
is true for C large enough. Thus, assuming that the CFL condition 2|Λ±f |∆t ≤ ∆x holds, it is
enough to show that the states U± are positive, since the set of positive states is convex.
We now state the following result.
Proposition 14. . Let us consider the Eulerian Riemann solvers induced by the transformation
(2.49) and the Lagrangian Riemann solvers (2.16) with C− = C+ and (2.34) with ϑ = ϑa. Let
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us choose the parameter α such that ρα = min(ρl, ρr). Then, for the MHD system, the states
U± (2.51) are positive for C large enough, and for gas dynamics, all the intermediates states are
positive for C large enough. Moreover, these schemes are asymptotically entropic, i.e.,
lim
C→+∞
m∑
k=1
ΛkδΣk ≥ ∆(uxΣ). (2.52)
Proof: Let us deﬁne (Λ+s,al)
+ = max(0,Λ+s,al). If C is large enough, Λ
+
f is positive and by
using (2.49), one can show that
U+ = −UαV [
(Λ+s )
+
Λ+f
φ+s R
+
s +
(Λ+al)
+
Λ+f
φ+alR
+
al + φ
+
f R
+
f ] + Ur.
Then, noting that the quantities φ+s R
+
s , φ
+
alR
+
al have ﬁnite limits, and that limC→+∞ (Λ
+
s,al)
+/Λ+f =
0, we obtain
limC→+∞U
+ = Ur − UαV limC→+∞ φ+f R+f
= Ur − UαV
∆ux
2

0
1
0
0
0
0
(ux)a

= Ur − ρα∆ux2

0
1
0
0
0
0
(ux)a

.
From this, we deduce the following limits,
lim
C→+∞
ρ+ = ρr, lim
C→+∞
ε+ = εr + ρα(
∆ux
2
)2(1− ρα
2ρr
). (2.53)
Thus, limC→+∞ ε
+ is positive if α is such that 2ρr ≥ ρα. In a same way, limC→+∞ ε− is positive
if α is such that 2ρl ≥ ρα. Hence, one can take α satisfying ρα = min(ρl, ρr). This ends the proof
for the positivity.
Now, we prove the entropy stability. Firstly, by using (2.49), one has
m∑
k=1
ΛkδΣk =
(ρux)α
ρα
∆Σ +
1
ρα
m∑
k=1
λkδΣk = (ux)µ∆Σ +
1
ρα
m∑
k=1
λkδΣk.
Thus, it is enough to prove that limC→+∞
m∑
k=1
λkδΣk ≥ ραΣν∆ux
⇐⇒ limC→+∞(λ1δΣ1 + λmδΣm) ≥ ραΣν∆ux − limC→+∞(
m−1∑
k=2
λkδΣk)
⇐⇒ Σl + Σr ≥ Σ2 + Σm + 1
λm
(ραΣν∆ux − lim
C→+∞
(
m−1∑
k=2
λkδΣk)),
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since for gas dynamics and MHD equations, one has −λ1 = λm > 0.
Also, noting that limC→+∞ λk/λm = 0 for k = 2,m− 1, we see that
lim
C→+∞
1
λm
(ραΣν∆ux −
m−1∑
k=2
λkδΣk) = 0.
Consequently, one only needs to show
lim
C→+∞
Σ2 ≤ Σl , lim
C→+∞
Σm ≤ Σr,
which comes from (2.53). The result follows.
2.4.4 Construction by canonical transformation of intermediate states
Godunov-type schemes
Now, let us consider a general simple Riemann solver for the Lagrangian system (2.46),
deﬁned by the slopes (λk)k=1,m and the intermediate states below
V1 = Vl if m/τ < λ1,
Vk if λk−1 < m/τ ≤ λk for k = 2,m,
Vm+1 = Vr if λm ≤ m/τ.
(2.54)
First, the intermediate states are assumed to satisfy the relations
δ(ux)k + λkδϑk = 0. (H1)
Note that (H1) is a discrete analogue to (2.47), and that it is satisﬁed by the solvers designed in
the third paragraph.
Moreover, the following natural hypothesis is used.
ϑk ≥ 0 for k = 1,m. (H2)
Let us denote Xα,k = αXk + βXk+1 for any (Xk)k. Then, from (H1) we obtain the following
relations
(ux)α,k + λkϑα,k = (ux)k + λkϑk = (ux)k+1 + λkϑk+1,
which permit to deﬁne the slopes
Λk = (ux)α,k + λkϑα,k for k = 1,m. (2.55)
2.4. EULERIAN COORDINATES CASE 37
Using (H2), we deduce that the sequence (Λk)k is increasing. This allows us to consider the
following Eulerian simple Riemann solver
U1 = Ul = U(Vl) if x/t < Λ1,
Uk = U(Vk) if Λk−1 < x/t ≤ Λk for k = 2,m,
Um+1 = Ur = U(Vr) if Λm ≤ x/t.
(2.56)
We now give the ﬁrst result concerning the above solver.
Proposition 15. . Assume that (H1) and (H2) are true.
Then, the Lagrangian simple Riemann solver (2.54) is a Godunov-type Riemann solver if and
only if the Eulerian simple Riemann solver (2.56) is a Godunov-type Riemann solver.
Proof: Let us suppose that (2.54) induces a Godunov-type scheme. This gives ∆G =
∑
k=1,m λkδVk.
Then, one has
∆F = ∆(uxU +G0) = ∆(ρux)n+ ∆(uxU0) + ∆G0
= ∆(ρux)n+
∑
k
δ(uxU0)k + ∆G
0
= ∆(ρux)n+
∑
k
[(ux)α,kδU0k + δ(ux)kU
0
β,k] +
∑
k
λkδV
0
k ,
and, since V 0 = ϑU0, we get δV 0k = ϑα,kδU
0
k + δϑkU
0
β,k.
From this, and since (H1) is true, we deduce that
∆F = ∆(ρux)n+
∑
k
[(ux)α,k + λkϑα,k]δU0k +
∑
k
[δ(ux)k + λkδϑk]U0β,k
= ∆(ρux)n+
∑
k
[(ux)α,k + λkϑα,k]δU0k = ∆(ρux)n+
∑
k
ΛkδU0k .
(2.57)
Moreover, noting that, ϑα,kδρk + ρβ,kδϑk = 0, one obtains
∆(ρux) =
∑
k
δ(ρux)k =
∑
k
[(ux)α,kδρk + ρβ,kδ(ux)k]
=
∑
k
[(ux)α,kδρk − λkρβ,kδϑk]
=
∑
k
[(ux)α,k + λkϑα,k]δρk =
∑
k
Λkδρk.
(2.58)
Thus, by using (2.57) and (2.58), one has
∆F =
∑
k
Λkδρkn+
∑
k
ΛkδU0k =
∑
k
ΛkδUk.
The proof is complete.
By construction, we have the following immediate result of positivity.
Corollary 2. . The Lagrangian simple Riemann solver (2.54) is positive if and only if the
Eulerian simple Riemann solver (2.56) is positive.
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Finally, we have the following result for entropy stability.
Proposition 16. . Suppose that (H1) and (H2) are true.
Then, Lagrangian simple Riemann solver (2.54) is an entropic Godunov-type Riemann solver if
and only if the Eulerian simple Riemann solver (2.56) is an entropic Godunov-type Riemann
solver.
Proof: Let us suppose that the Lagrangian scheme is entropy-preserving. Then, we have∑
k=1,m
λkδσk ≥ ∆q. (2.59)
On the one hand, we have∑
k=1,m
ΛkδΣk =
∑
k=1,m
[(ux)α,k + λkϑα,k]δΣk
=
∑
k=1,m
[(ux)α,kδΣk + λk(δ(ϑΣ)k − Σβ,kδϑk)]
=
∑
k=1,m
[(ux)α,kδΣk + λk(δσk − Σβ,kδϑk)].
(2.60)
and on the other hand, by using (H1), one obtains
∆(uxΣ) =
∑
k=1,m
δ(uxΣ)k =
∑
k=1,m
[(ux)α,kδΣk + Σβ,kδ(ux)k]
=
∑
k=1,m
[(ux)α,kδΣk − λkΣβ,kδϑk].
(2.61)
Then, (2.60), (2.61) give the identity
∑
k=1,m
ΛkδΣk =
∑
k=1,m
λkδσk + ∆(uxΣ).
Consequently, from (2.59) one has
∑
k=1,m
ΛkδΣk ≥ ∆q + ∆(uxΣ).
This ends the proof.
Finally, we conclude with a result whose proof is similar to the previous one.
Proposition 17. . Let us assume that (H1), (H2) are satisﬁed and that the Lagrangian simple
Riemann solver depends on a parameter p.
Then, the Lagrangian simple Riemann solver (2.54) is asymptotically entropic with respect to p
if and only if the Eulerian simple Riemann solver (2.56) is asymptotically entropic with respect
to p, i.e.,
lim
p→p∞
∑
k=1,m
λkδσk ≥ ∆q ⇐⇒ lim
p→p∞
∑
k=1,m
ΛkδΣk ≥ ∆(uxΣ + q).
Application to Gas dynamics and MHD equations
Now, with the above construction it is possible to deﬁne Eulerian simple Riemann solvers
with nice properties for gas dynamics and MHD.
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First, let us consider the Riemann solver for gas dynamics (2.16). Looking at (2.16) and the
expressions of vectors R± (2.15), it is easy to see that the intermediate speciﬁc volumes ϑ∗l,r are
positive for C± large enough, and to show the following identities,
(ux)∗l − (ux)l − C−(ϑ∗l − ϑl) = 0 , (ux)∗r − (ux)r + C+(ϑ∗r − ϑr) = 0.
Also, a short calculation gives (ux)∗l = (ux)
∗
r = ux, with ux given by (2.18).
Thus, (H1) is true. This leads to the following result.
Proposition 18. . The Lagrangian simple Riemann solver (2.16) induces an Eulerian simple
Riemann solver for gas dynamics which is positive and entropic for C± large enough.
Now, let us consider the MHD case. The Eulerian Riemann solver induced by (2.34) takes
the form below.
WE(x/t) =

Ul,0 = Ul if x/t ≤ Λ−f ,
Ul,1 = U(Vl,1) if Λ−f < x/t ≤ Λ−al,
Ul,2 = U(Vl,2) if Λ−al < x/t ≤ Λ−s ,
Ul,3 = U(Vl,3) if Λ−s < x/t ≤ Λ0,
Ur,3 = U(Vr,3) if Λ0 < x/t ≤ Λ+s
Ur,2 = U(Vr,2) if Λ+s < x/t ≤ Λ+al,
Ur,1 = U(Vr,1) if Λ+al < x/t ≤ Λ+s ,
Ur,0 = Ur if Λ+s < x/t,
(2.62)
where, for this tranformation, Λ0, Λ±s,al,f are given by (2.55).
As for the ﬁrst transformation, in order to ensure that the induced Godunov-type scheme is
positive, we only have to show that the states U± deﬁned by (2.51) are positive.
In the same way as for the ﬁrst transformation, we give the above result.
Proposition 19. . For the MHD system, the states U± induced by (2.62) with ϑ = ϑa are
positive for C large enough. Otherwise, the induced Godunov-type scheme is asymptotically entropic,
i.e.,
lim
C→+∞
m∑
k=1
ΛkδΣk ≥ ∆(uxS).
Proof: Let be (Λ+s,al)
+ = max(0,Λ+s,al). If C is large enough, Λ
+
f is positive and one has
U+ = [
(Λ+s )
+
Λ+f
(Ur,3 − Ur,2) + (Λ
+
al)
+
Λ+f
(Ur,2 − Ur,1)] + Ur,1.
Once again, since Ur,2, Ur,3 have ﬁnite limits, and also,
lim
C→+∞
Λ+f = +∞ , lim
C→+∞
(Λ+s,al)
+
Λ+f
= 0,
we have limC→+∞ U
+ = limC→+∞ Ur,1 = U
∞
r,1 = U(V
∞
r,1),
which is a positive state from Lemma 3.
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Finally, Propositions 12 and 17 directly imply that the scheme is asymptotically entropic.
Remark 4. . Both simple eulerian solvers (2.50) and (2.62) are exact at material contact
discontinuities. Indeed, for solver (2.50), if the two states are separated by a material contact
discontinuity, one has φ±al,f,s = 0, which directly leads to Ul,i = Ul and Ur,i = Ur for i = 0, 3. For
solver (2.62), one has Vl,i = Vl and Vr,i = Vr for i = 0, 3, thus Ul,i = U(Vl,i) = U(Vl) = Ul and
Ur,i = U(Vr,i) = U(Vr) = Ur for i = 0, 3.
2.5 MHD simple Riemann solvers with two intermediate states
In the fourth section, we have derived Eulerian Godunov-type schemes from the Lagrangian
Godunov-type schemes of the third section, both for gas dynamics and MHD systems. Here, we
restrict our study to the Riemann solvers built with the canonical transformation V → U(V ).
For gas dynamics, the constructed scheme is satisfactory and numerical tests give good results.
Moreover, the scheme is very easy to implement. For MHD, the scheme also provides good
results but it has the same complexity as the Roe scheme. This leads us to look for simpler
schemes. Moreover, we want these solvers to satisfy properties (H1), (H2) allowing us to derive
Eulerian schemes with the same properties. To this goal, we could think of the HLL scheme,
which is the simpler form of a Riemann solver and can be shown to be positive and entropic
for suﬃciently large slopes. But unfortunately, if condition (H1) is imposed, we have too many
constraints to satisfy and the construction is not possible. Otherwise, the HLL scheme does
not preserve contact discontinuities. Consequently, in the following we will look for solvers with
two intermediate states, satisfying (H1) and preserving material contact discontinuities. Before
beginning the construction, let us note that we restrict to the most interesting case Bx 6= 0.
Indeed, the case Bx = 0 is similar to the gas dynamics one.
Now, in order to simplify, let us assume that the slopes of the solver are −C, 0, +C, and let us
denote the left and right intermediate states by V ∗l ,V
∗
r . Since the solver induces a Godunov-type
scheme, one has
−C(V ∗l − Vl) + C(Vr − V ∗r ) = ∆G⇐⇒ V ∗l + V ∗r = Vl + Vr −
∆G
C
. (2.63)
Moreover, (H1) leads to the following relations
(ux)∗l − Cϑ∗l = (ux)l − Cϑl , (ux)∗r + Cϑ∗r = (ux)r + Cϑr, (2.64)
(ux)∗l = (ux)
∗
r . (2.65)
The two ﬁrst equations of (2.63) and (2.64) give the following linear system
ϑ∗l + ϑ
∗
r = ϑl + ϑr +
∆ux
C
,
(ux)∗l + (ux)
∗
r = (ux)l + (ux)r −
∆p˜
C
,
(ux)∗l − Cϑ∗l = (ux)l − Cϑl,
(ux)∗r + Cϑ∗r = (ux)r + Cϑr.
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This system is non-singular and has the following solutions
ϑ∗l = ϑl +
1
2C
(∆ux −∆p˜/C) , ϑ∗r = ϑr +
1
2C
(∆ux + ∆p˜/C),
(ux)∗l = (ux)
∗
r = u
∗
x = 1/2((ux)l + (ux)r −
∆p˜
C
).
(2.66)
Here, we note that the relation (2.65) is true.
Now, in order to close the system, we impose some relations which are true at a material
contact discontinuity, i.e.,
(u⊥)∗l = (u⊥)
∗
r = u
∗
⊥ , (B⊥)
∗
l = (B⊥)
∗
r = B
∗
⊥. (2.67)
By using these relations together with (2.63), we get easily
u∗⊥ = (u⊥)a +Bx
∆B⊥
2C
,
(ϑ∗l + ϑ
∗
r)B
∗
⊥ = ϑl(B⊥)l + ϑr(B⊥)r +Bx
∆u⊥
C
.
(2.68)
Then, there remains the last equation of (2.63) in order to determine the intermediate internal
energies ε∗l and ε
∗
r . It can be rewritten
ε∗l + ε
∗
r = e˜l + e˜r − (u∗)2 −
1
2
(ϑ∗l + ϑ
∗
r)(B
∗)2 − ∆(p˜ux −BxB · u)
C
. (2.69)
At this stage, there is an inﬁnity of possibilities to evaluate ε∗l and ε
∗
r . In the sequel, we will
perform this in two ways.
2.5.1 HLLC-type scheme
A priori, the most natural way to compute ε∗l and ε
∗
r is to impose equal intermediate pressures,
i.e. p∗l = p
∗
r = p
∗. Indeed, this relation is true at a contact discontinuity. In fact, this choice
corresponds to the HLLC scheme [TORO] applied to the Lagrangian MHD. We also refer to
[BEZ] who has used this approach, but with diﬀerent expressions for ϑ∗l , ϑ
∗
r .
In this case, the positivity is easy to fulﬁll. Indeed, we have for an ideal gas,
ϑ∗l + ϑ
∗
r
γ − 1 p
∗ = e˜l + e˜r − (u∗)2 − 12(ϑ
∗
l + ϑ
∗
r)(B
∗)2 − ∆(p˜ux −BxB · u)
C
. (2.70)
Passing to the limit, one obtains limC→+∞ ϑ
∗
l,r = ϑl,r, and
lim
C→+∞
p∗ =
ϑlpl + ϑrpr
ϑl + ϑr
+
γ − 1
4(ϑl + ϑr)
(∆u)2 +
(γ − 1)ϑlϑr
2(ϑl + ϑr)2
(∆B)2,
which is positive. Unfortunately, if σ = pϑγ and ∆u = ∆B = 0, an easy calculation shows that
lim
C→+∞
(
σ∗l + σ
∗
r
σl + σr
− 1
)
= −ϑlϑr ∆p∆ϑ
γ−1
(ϑl + ϑr)(plϑ
γ
l + prϑ
γ
r )
,
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which can be positive or negative. Thus, we have shown the result below.
Proposition 20. . The HLLC-type simple Riemann solver induced by (2.70) is positive for C
large enough, but is not asymptotically entropic. It induces an HLLC-type simple Riemann solver
for Eulerian MHD which is positive for C large enough, but not asymptotically entropic. Moreover,
both lagrangian and eulerian HLLC-type simple Riemann solvers are exact at material contact
discontinuities.
2.5.2 Entropic scheme
Here, we suggest a choice for ε∗l and ε
∗
r which is obtained by analogy with gas dynamics.
It is obtained in such a way that it gives exactly the intermediate internal energies of the gas
dynamics case when (u⊥)l,r and Bl,r are identically equal to zero. In the gas dynamics case, it is
easy to see that the intermediate internal energies are given by
(ε∗l )gd = εl +
(ux)2l
2
− (u
∗
x)
2
2
+
1
2C2
(∆p− C∆ux)(pa − (ux)aC),
(ε∗r)gd = εr +
(ux)2r
2
− (u
∗
x)
2
2
− 1
2C2
(∆p+ C∆ux)(pa + (ux)aC).
Now, let us note δε∗l,r = ε
∗
l,r − (ε∗l,r)gd.
By using (2.69), we obtain δε∗l + δε
∗
r = X, where
X =
1
2
[
((u⊥)2l + (u⊥)
2
r − 2(u∗⊥)2) + (ϑlB2l + ϑrB2r − (ϑ∗l + ϑ∗r)(B∗)2)
]
− 1
2C
∆(
B2ux
2
−BxB · u).
Now, we have to distribute the quantity X on each side. We do this in the simplest way, i.e., we
take, δε∗l = δε
∗
r =
X
2
.
Thus, our choice is the following,
ε∗l = εl +
(ux)2l
2
− (u
∗
x)
2
2
+
1
2C2
(∆p− C∆ux)(pa − (ux)aC)
+
1
4
((u⊥)2l + (u⊥)
2
r − 2(u∗⊥)2) +
1
4
(ϑlB2l + ϑrB
2
r − (ϑ∗l + ϑ∗r)(B∗)2)
− 1
2C
∆(
B2ux
2
−BxB · u),
ε∗r = εr +
(ux)2r
2
− (u
∗
x)
2
2
− 1
2C2
(∆p+ C∆ux)(pa + (ux)aC)
+
1
4
((u⊥)2l + (u⊥)
2
r − 2(u∗⊥)2) +
1
4
(ϑlB2l + ϑrB
2
r − (ϑ∗l + ϑ∗r)(B∗)2)
− 1
2C
∆(
B2ux
2
−BxB · u).
(2.71)
Now, we give the main result of this section.
Proposition 21. . The Lagrangian simple Riemann solver induced by (2.66), (2.67), (2.68),
(2.71) is positive and entropic for C large enough. It induces an Eulerian simple Riemann solver
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which is positive and entropic for C large enough. Moreover, both lagrangian and eulerian solvers
are exact at contact discontinuities.
Proof: Firstly, let us denote B∗∞ = limC→+∞B
∗ =
ϑlBl + ϑrBr
ϑl + ϑr
.
Then, for instance, we have on the left,
limC→+∞ ε
∗
l = εl +
(ux)2l
2
− ((ux)a)
2
2
+
(ux)a∆ux
2
+
1
4
((u⊥)2l + (u⊥)
2
r − 2(u⊥)2a)
+
1
4
(ϑlB2l + ϑrB
2
r − (ϑl + ϑr)(B∗∞)2)
= εl +
(∆u)2
8
+
ϑlϑr
ϑl + ϑr
(∆B)2
4
,
(2.72)
which is positive for C large enough.
Concerning entropy stability, we only give the proof in the ideal gas case. With this hypothesis,
we have to show
ε∗l (ϑ
∗
l )
γ−1 ≥ εlϑγ−1l . (2.73)
On the one hand, if ∆u 6= 0 or ∆B 6= 0, it is clear from ( 2.66), (2.72) that (2.73) will be true
for C large enough.
On the other hand, if ∆u = 0 and ∆B = 0, let us set,
u⊥l = u⊥r = u⊥ , (ux)l = (ux)r = ux , Bl = Br = B.
Then, one has B∗ = B, u∗⊥ = u⊥, ϑ
∗
l + ϑ
∗
r = ϑl + ϑr,
and also,
ϑ∗l = ϑl −
∆p
2C2
, u∗x = ux −
∆p
2C
.
Consequently, if pil = 4pa −∆p. we get,
ε∗l = εl +
u2x
2
− (u
∗
x)
2
2
+
1
2C2
∆p(pa − uxC) = εl + pil
8C2
∆p.
This allows us to express the product ε∗l (ϑ
∗
l )
γ−1, and this leads to
ε∗l
εl
(
ϑ∗l
ϑl
)γ−1 = (1 +
pil
8εlC
2 ∆p)(1−
∆p
2ϑlC
2 )
γ−1
= 1 +
pil
8εlC
2 ∆p−
γ − 1
2ϑlC
2 ∆p+O(1/C
4)
= 1 +
(∆p)2
8εlC
2 +O(1/C
4),
which gives the proof.
Remark 5. . The above results can be extended without diﬃculties to the case of discontinuities
of arbitrary slopes −C−, 0,+C+.
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2.6 Conclusion
In this paper, we have developed entropic Godunov-type schemes both for the lagrangian and
eulerian systems of gas dynamics and MHD equations. They are based on simple Riemann solvers
for which an easy characterization is obtained and Roe solvers can be considered as particular
cases. In lagrangian coordinates, we have shown that the numerical ﬂux of the solver (2.16) for gas
dynamics and (2.34) for MHD is equal to the continuous ﬂux evaluated at an average point. This
is a remarkable property, and one may think that it can be extended to more general systems.
Probably, the key point is that gas dynamics and MHD equations belong to the class of systems
whose entropy ﬂux is equal to zero in lagrangian coordinates. This point is currently under
investigation by the author [GAL9], and let us denote that this class of systems has already been
studied in [B-D]. Numerical tests made by the author show that all schemes given in this paper
behave well. Practically, for gas dynamics, it is enough to choose C− = C+ = C. Unfortunatly,
even in this simple case, the author has not been able to obtain analytical expressions of C in order
to have entropy stability. However, there exists some cases for which it is possible. For example,
when γ = 2 and ∆ux = 0, we obtain the following stability condition, C ≥ Max(ClXl, CrXr),
where X2l =
pr + 3pl
4pl
, X2r =
pl + 3pr
4pr
. We note that this is a reasonable condition. In the
general case, the condition must be obtained by an iterative procedure whose convergence is
generally obtained in two or three steps. For MHD equations, the solver (2.34) has exactly
the same complexity as the Roe scheme of [CGR] because it diﬀers from it by the value of
C. The added complexity is due to the search for this value. But the entropy stability is only
asymptotic and in this case we look for Cp giving the positivity of the states (2.44) by an iterative
procedure and we take C = Max(Cl, Cr, Cp). With this choice, the scheme satisfactorily works.
However, as it is explained at the end of subsection 2.3.2, it is possible to obtain entropy stability
when the speciﬁc volume ϑ is also relaxed, but this would lead to a very complex procedure.
This is the reason why we have developed the simple solver of section 2.5. Once again, for the
solver deﬁned by (2.66), (2.67), (2.68), (2.71) it is not possible to have exact entropy condition
and an iterative procedure must be used. Numerical tests indicate that the value obtained for
C is generally of the same order of Max(Cl, Cr, CRoe) and numerical solutions do not reveal
excessive numerical dissipation. In this paper, two methods of construction of eulerian solvers
from lagrangian solvers were developed. Although the transformation of sub-section 2.4.2 is easier
to implement, and transforms a lagrangian Roe matrix into an eulerian Roe matrix [GAL8], a
parameter α must be chosen. On the other hand, it is theoretically less interesting than that of
sub-section 2.4.4 because, contrary to the latter, it does not preserve the property of entropy
stability. Numerical experiments show that this eulerian solver is approximately between 1.3
and 1.5 more expensive than the Roe solver of [CG]. Moreover, this solver can be naturally
extended for multi-species and bi-temperature MHD models, the properties of positivity and
entropy stability being preserved. Finally, extension to Powell [POWELL] and Janhunen [JAN]
systems for multidimensional eulerian MHD have also been performed in [GAL9].
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Chapitre 3
Schémas équilibre et Solveurs de
Riemann simples entropiques pour des
systèmes hyperboliques avec terme
source : application à la Dynamique des
Gaz avec gravité et au système de
Saint-Venant
3.1 Introduction
Le but de cette étude est de développer des schémas de type Godunov pour des systèmes
hyperboliques avec terme source et possédant à la fois une forme lagrangienne et une forme
eulérienne. On se réfèrera à [DES, DUBOIS] où de tels systèmes sont étudiés dans le cas sans
second membre. Des exemples avec terme source sont fournis par la Dynamique des gaz avec
gravité et le système de Saint-Venant. Dans une première partie, on généralise la notion classique
de schémas de type Godunov [HLL, RAV] pour de tels systèmes et on caractérise la classe
particulière des solveurs simples déjà introduite dans [GAL2] pour les systèmes sans second
membre. Dans une seconde partie, on montre l'équivalence sous certaines conditions naturelles
entre solveurs simples pour la forme eulérienne et solveurs simples pour la forme lagrangienne.
L'équivalence pour les schémas entropiques est aussi montrée, généralisant ainsi les résultats
de [GAL4]. On considère ensuite le problème des solutions équilibre pour les systèmes avec
terme source. Ce problème a déjà été abordé dans de nombreux travaux [BER-VAZ, CAR-LER,
GAL1, GALL, GNVC, GL1, GL2, JIN, LER, LEV, PER1, PER2, ZHOU] et une bibliographie
plus complète pourra être trouvée chez ces auteurs. Enﬁn, dans la dernière partie, on étudie
successivement le système de la Dynamique des gaz avec gravité et le système de Saint-Venant.
On construit des schémas de type Godunov positifs et entropiques pour les formes eulérienne et
lagrangienne de ces deux systèmes. Ces schémas sont des schémas équilibres dans le sens où ils
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préservent les solutions stationnaires.
3.2 Schémas de type Godunov pour un système hyperbolique
avec un terme source
Dans ce paragraphe, nous décrivons de quelle façon il est possible d'étendre au cas d'un
système hyperbolique avec terme source la notion de schéma de type Godunov.
Considérons un système hyperbolique général avec terme source de la forme suivante :{
∂tU+ ∂xF(U) = P(U, x, t)
U(x, 0) = U0(x)
(3.1)
L'approche la plus classique pour résoudre ce système est de discrétiser la dérivée du ﬂux ∂xF(U)
de la même façon que dans le cas conservatif et le terme source par sa valeur au point considéré
ou encore par une approximation consistante dépendante des points voisins.
Considérons une discrétisation de l'espace (xi+1/2)i et notons ∆xi = xi+1/2−xi−1/2 ainsi que xi =
(xi−1/2 + xi+1/2)/2. Etant donnée une approximation (Uni )i,n de la solution de (3.1) constante à
chaque instant tn dans chaque intervalle [xi−1/2, xi+1/2], un exemple de solution numérique pour
(3.1) est donne par le schéma ci-dessous :
Un+1i = U
n
i −
∆t
∆xi
(H(Uni ,U
n
i+1)−H(Uni−1,Uni )) + ∆tP(Uni−1,Uni ,Uni+1, xi−1, xi, xi+1, tn, tn+1),
(3.2)
oùH est un ﬂux numérique consistant, i.e.H(U,U) = F(U) et P une approximation consistante
du terme source, i.e. : P(U,U,U, x, x, x, t, t) = P(U, x, t).
On supposera aussi que ce système possède un couple entropie-ﬂux (η, q), i.e., il existe η strictement
convexe tel que ∇η∇F = ∇q. On pose alors p(U, x, t) = ∇η · P(U, x, t) et on considèrera des
solutions entropiques vériﬁant l'inégalité d'entropie suivante,
∂tη + ∂xq ≤ p. (3.3)
On cherchera alors des solutions numériques vériﬁant l'inégalité d'entropie numérique :
ηn+1i ≤ ηni −
∆t
∆x
(Q(Uni ,U
n
i+1)−Q(Uni−1,Uni )) + ∆tp(Uni−1,Uni ,Uni+1, xi−1, xi, xi+1, tn, tn+1),
(3.4)
où Q est un ﬂux d'entropie numérique, i.e., Q(U,U) = q(U), et p est une approximation
consistante du terme source de l'inéquation d'entropie, i.e., p(U,U,U, x, x, x, t, t) = p(U, x, t).
Ceci conduit à introduire les déﬁnitions suivantes :
Déﬁnition 1. Un schéma numérique pour le système (3.1) sera dit à ﬂux conservatif s'il s'écrit
sous la forme (3.2).
Un schéma numérique pour le système (3.1) sera dit à ﬂux d'entropie conservatif si ses solutions
vériﬁent l'inéquation (3.4).
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Dans le cas conservatif, l'ingrédient essentiel pour déﬁnir un schéma numérique pour (3.1)
est la notion de problème de Riemann. Dans le cas non-conservatif, cette notion s'étend sans
diﬃculté. Un problème de Riemann est constitué par le problème de Cauchy suivant :
∂tU+ ∂xF(U) = P(U, x, t)
U(x, t0) =
{
Ug si x ≤ x0
Ud si x > x0
(3.5)
SoitW(x, t;Ug,Ud;x0, t0) une approximation du problème de Riemann précédent. On appellera
W solveur de Riemann approché. On notera que le système (3.1) n'étant pas homogène, le solveur
W ne l'est pas non plus a priori.
Aﬁn d'alléger les notations, on pose Wni+1/2(x, t) = W(x, t;U
n
i ,U
n
i+1;xi+1/2, t
n). A l'aide du
solveur W, on peut alors construire le schéma suivant :
Un+1i =
1
∆xi
(∫ xi
xi−1/2
Wni−1/2(x, t
n+1)dx+
∫ xi+1/2
xi
Wni+1/2(x, t
n+1)dx
)
. (3.6)
Soit X une quantité quelconque. On adoptera dans la suite la notation suivante : ∆X = Xd−Xg.
On étend ci-dessous les déﬁnitions de [HLL] :
Déﬁnition 2.
Supposons que les pas de temps et d'espace vériﬁent la majoration uniforme suivante :
τ
xd − xg ≤
C.
Soit W(x, t;Ug,Ud;x0, t0) une approximation du problème de Riemann (3.5) sur l'intervalle
[xg, xd]. On dira que W est consistant avec la forme intgrale du système (3.1) si et seulement si
il existe Π telle que pour τ suﬃsamment petit et tout Ug, Ud, on ait l'égalité∫ xd
xg
W(x, t0 + τ)dx = (x0 − xg)Ug + (xd − x0)Ud − τ∆F+ Π(Ug,Ud, xg, x0, xd, t0, τ), (3.7)
où Π est une approximation consistante de (3.1) au sens suivant :
lim
τ → 0
xg, xd → x0
Ug,Ud → U0
Π(Ug,Ud, xg, x0, xd, t0, τ)
τ(xd − xg) = P(U0, x0, t0). (3.8)
On dira que W est consistant avec l'inégalité d'entropie si et seulement si il existe pi telle que
pour τ suﬃsamment petit et tout Ug, Ud, on ait l'inégalité∫ xd
xg
η(W)dx ≤ (x0 − xg)ηg + (xd − x0)ηd − τ∆q + pi(Ug,Ud, xg, x0, xd, t0, τ), (3.9)
où pi est une approximation consistante de (3.3) au sens suivant :
lim
τ → 0
xg, xd → x0
Ug,Ud → U0
pi(Ug,Ud, xg, x0, xd, t0, τ)
τ(xd − xg) = p(U0, x0, t0).
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
Bien qu'élémentaire, la déﬁnition 2 n'est pas réellement naturelle. En particulier, le terme ∆F
dans la formule (3.7) n'est pas celui auquel on s'attend si dans (3.7) on considère la solution
exacte du problème de Riemann. En eﬀet, celle-ci n'est plus constante sur les droites x = xg et
x = xd. On peut cependant exhiber facilement dans ce cas le terme Π. On eﬀectue pour cela une
intégration dans le domaine [xg, xd]× [t0, t0 + τ ] du système (3.5) avec U la solution exacte. On
obtient : ∫ xd
xg
∫ t0+τ
t0
(∂tU+ ∂xF(U)) dxdt =
∫ xd
xg
∫ t0+τ
t0
P(U)dxdt,
avec,∫ xd
xg
∫ t0+τ
t0
(∂tU+ ∂xF(U)) dxdt =
∫ xd
xg
U(x, t0 + τ)dx− (x0 − xg)Ug − (xd − x0)Ud
+
∫ t0+τ
t0
F(U(xd, t))dt−
∫ t0+τ
t0
F(U(xg, t))dt,
=
∫ xd
xg
U(x, t0 + τ)dx− (x0 − xg)Ug − (xd − x0)Ud + τ∆F
+
∫ t0+τ
t0
F(U(xd, t))dθ −
∫ t0+τ
t0
F(U(xg, t))dt− τ∆F.
Ceci donne l'expression de Π suivante,
Π(Ug,Ud, xg, x0, xd, t0, τ) =
∫ xd
xg
∫ t0+τ
t0
P(U)dxdt
−
∫ t0+τ
t0
F(U(xd, t))dt+
∫ t0+τ
t0
F(U(xg, t))dt+ τ∆F.
Il reste maintenant à vériﬁer que Π est consistant au sens de (3.8). En ce qui concerne le premier
terme, on a :
lim
τ → 0
xg, xd → x0
Ug,Ud → U0
1
τ(xd − xg)
∫ xd
xg
∫ t0+τ
t0
P(U)dxdt = P(U0, x0, t0).
Montrons maintenant que les autres termes tendent ver 0.
Remarquons tout d'abord qu'en x = xg (resp. x = xd), U ne dépend que de t, xg et Ug
(resp. xd et Ud). On a alors ∂tU = P(U), et donc aussi ∂tF(U) = ∇F(U) · P(U). Posons
g(Uα, xα, t) = ∇F(U) ·P(U)(xα, t), pour α = g, d. On a alors,
F(U(xα, t)) = F(U(xα, t0)) +
∫ t
t0
g(Uα, xα, t′)dt′,
et par suite,∫ t0+τ
t0
F(U(xd, t))dt−
∫ t0+τ
t0
F(U(xg, t))dt−τ∆F =
∫ t0+τ
t0
∫ t
t0
(
g(Ud, xd, t′)− g(Ug, xg, t′)
)
dt′dt.
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Or, on a la majoration suivante,
|
∫ t0+τ
t0
∫ t
t0
(
g(Ud, t′)− g(Ug, t′)
)
dt′dt| ≤ Cτ2 (||Ud −Ug||+ |xd − xg|) ,
ce qui permet de conclure, et ainsi de montrer que la déﬁnition 2 est malgré tout satisfaite dans
le cas où le solveur W est construit à l'aide de la solution exacte du problème de Riemann. Ceci
légitime par conséquent cette déﬁnition.
On vériﬁe maintenant les résultats ci-dessous généralisant ceux de [HLL] :
Proposition 22.
Si le solveur de Riemann W est consistant avec la forme intégrale de la loi de conservation alors
le schéma (3.6) est à ﬂux conservatif. Le solveur W est alors appelé solveur de type Godunov, et
le schéma (3.6) schéma de type Godunov.
Si le solveur de Riemann W est consistant avec l'inégalité d'entropie alors le schéma (3.6) est
à ﬂux d'entropie conservatif. Le solveur W est alors appelé solveur de type Godunov entropique,
et le schéma (3.6) schéma de type Godunov entropique.
Preuve :
Soit (η, q, p) un triplet entropie-ﬂux-production avec η non nécessairement convexe. On notera
Wni+1/2(x, t) = W(x, t;U
n
i ,U
n
i+1, xi+1/2, t
n), pini+1/2 = pi(U
n
i ,U
n
i+1, xi, xi+1/2, xi+1, t
n,∆t) où
∆t = tn+1 − tn, et aussi,
I+i+1/2 =
∫ xi+1
xi+1/2
η(Wni+1/2(x, t
n+1))dx , I−i+1/2 =
∫ xi+1/2
xi
η(Wni+1/2(x, t
n+1))dx,
η+i+1/2 =
2
∆xi+1
∫ xi+1
xi+1/2
η(Wni+1/2(x, t
n+1))dx , η−i+1/2 =
2
∆xi
∫ xi+1/2
xi
η(Wni+1/2(x, t
n+1))dx.
On a alors par convexité :
∆xi η(Un+1i ) = ∆xi η
(
1
∆xi
∫ xi
xi−1/2
Wni−1/2dx+
1
∆xi
∫ xi+1/2
xi
Wni+1/2dx
)
≤ ∆xi
2
η
(
2
∆xi
∫ xi
xi−1/2
Wni−1/2dx
)
+
∆xi
2
η
(
2
∆xi
∫ xi+1/2
xi
Wni+1/2dx
)
≤ I+i−1/2 + I−i+1/2 , d'après Jensen.
En utilisant (3.9), on en déduit l'inégalité suivante
∆xi η(Un+1i ) ≤
∫ xi
xi−1
η(Wni−1/2)dx+ I
−
i+1/2 − I−i−1/2
≤ ∆xi−1
2
ηi−1 +
∆xi
2
ηi −∆t(qi − qi−1) + pii−1/2 + I−i+1/2 − I−i−1/2
≤ ∆xi ηi + ∆xi−12 ηi−1 −
∆xi
2
ηi −∆t(qi − qi−1) + pii−1/2 + I−i+1/2 − I−i−1/2.
(3.10)
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De même, on montre,
∆xi η(Un+1i ) ≤
∫ xi+1
xi
η(Wi+1/2)dx+ I
+
i−1/2 − I+i+1/2
≤ ∆xi
2
ηi +
∆xi+1
2
ηi+1 −∆t(qi+1 − qi) + pii+1/2 + I+i−1/2 − I+i+1/2
≤ ∆xi ηi + ∆xi+12 ηi+1 −
∆xi
2
ηi −∆t(qi+1 − qi) + pii+1/2 + I+i−1/2 − I+i+1/2.
(3.11)
Des inégalités (3.10) et (3.11) on tire :
2∆xi η(Un+1i ) ≤ 2∆xi ηi −∆t(qi+1 − qi−1) + pii−1/2 + pii+1/2
+
∆xi−1
2
ηi−1 − ∆xi2 ηi + I
−
i+1/2 − I−i−1/2 +
∆xi+1
2
ηi+1 − ∆xi2 ηi + I
+
i−1/2 − I+i+1/2
≤ 2∆xi ηi − 2∆t
(
Qi+1/2 −Qi−1/2
)
+ pii+1/2 + pii−1/2,
où Q est déﬁni par,
Qi+1/2 =
1
2
[
qi + qi+1 − 1∆t(
∆xi+1
2
(ηi+1 − η+i+1/2)−
∆xi
2
(ηi − η−i+1/2))
]
. (3.12)
On conclut ensuite en considérant les entropies linéaires et les entropies strictement convexes.

De la démonstration précédente, et en particulier de la relation (3.12), on tire l'expression suivante
du schéma (3.6) associé à un solveur de type Godunov :
Un+1i = U
n
i −
∆t
∆xi
(
Hi+1/2 −Hi−1/2
)
+
Πi+1/2 + Πi−1/2
2∆xi
,
où Πi+1/2 = Π(Ui,Ui+1, xi, xi+1/2, xi+1, tn,∆t) et où le ﬂux numérique Hi+1/2 est donné par
Hi+1/2 =
1
2
[
Fi + Fi+1 − 1∆t
(
∆xi+1
2
(Ui+1 −U+i+1/2)−
∆xi
2
(Ui −U−i+1/2)
)]
,
avec
U+i+1/2 =
2
∆xi+1
∫ xi+1
xi+1/2
Wi+1/2(x, t
n+1)dx , U−i+1/2 =
2
∆xi
∫ xi+1/2
xi
Wi+1/2(x, t
n+1)dx.
De même, si le solveur W est entropique, alors l'inégalité d'entropie numérique s'écrit
ηn+1i ≤ ηni −
∆t
∆xi
(
Qi+1/2 −Qi−1/2
)
+
pii+1/2 + pii−1/2
2∆xi
,
où le ﬂux d'entropie numrique Qi+1/2 est déﬁni par (3.12).
Bien sûr, on a le théorème de type Lax-Wendroﬀ suivant pour le schéma (3.6) :
Théorème 1.
Supposons les fonctions Π et pi suﬃsamment régulières. Alors, si le solveur W est de type
Godunov entropique et si la suite (Uni )i,n obtenue par le schéma (3.6) est convergente dans
L1loc, la limite U est solution entropique de (3.1).
3.2. SCHÉMAS DE TYPE GODUNOV ... 51
On omet la démonstration de ce résultat qui est très classique.

La déﬁnition précédente est très générale et concerne en outre des maillages non nécessairement
réguliers. Dans la suite, aﬁn d'alléger les notations, on se limitera au cas de grilles régulières de
pas ∆x constant, i.e. ∆xi = ∆x pout tout i, et, bien que ce ne soit pas restrictif, on supposera
aussi que le terme source P ne dépend pas de t. Ceci permet d'omettre la dépendance de Π et pi
par rapport à x0 et de W par rapport à t0. En outre, on se limitera au cas où les fonctions Π et
pi sont de la forme
Π(Ug,Ud, xg, x0, xd, t0,∆t) = ∆t∆x P˜(Ug,Ud, xg, xd),
pi(Ug,Ud, xg, x0, xd, t0,∆t) = ∆t∆x p˜(Ug,Ud, xg, xd).
Ceci conduit à adopter la déﬁnition ci-dessous :
Déﬁnition 3.
SoitW(x, t;Ug,Ud;x0) une approximation du problème de Riemann (3.5) sur l'intervalle [xg, xd]
avec xg = x0−∆x/2, xd = x0 + ∆x/2. On dira que W est consistant avec la forme intégrale du
système (3.1) si et seulement si il existe P˜ une approximation consistante de P, i.e. P˜(U,U, x, x) =
P(U, x), telle que pour τ suﬃsamment petit et tout Ug, Ud :∫ xd
xg
Wdx =
∆x
2
(Ug +Ud)−∆t∆F+ ∆t∆xP˜(Ug,Ud, xg, xd). (3.13)
On dit queW est consistant avec l'inégalité d'entropie si et seulement si il existe p˜ une approximation
consistante de p, i.e. p˜(U,U, x, x) = p(U, x) telle que pour τ suﬃsamment petit et tout Ug, Ud :∫ xd
xg
η(W)dx ≤ ∆x
2
(ηg + ηd)−∆t∆q + ∆t∆xp˜(Ug,Ud, xg, xd). (3.14)

Dans ce cas, le schéma (3.6) prend la forme,
Un+1i = U
n
i −
∆t
∆x
(
Hi+1/2 −Hi−1/2
)
+
∆t
2
(
P˜i+1/2 + P˜i−1/2
)
, (3.15)
où P˜i+1/2 = P˜(Ui,Ui+1, xi, xi+1) et où le ﬂux numérique Hi+1/2 est donné par,
Hi+1/2 =
1
2
[
Fi + Fi+1 − ∆x2∆t(Ui+1 −Ui −U
+
i+1/2 +U
−
i+1/2)
]
, (3.16)
avec,
U+i+1/2 =
2
∆x
∫ ∆x/2
0
Wi+1/2(x,∆t)dx , U
−
i+1/2 =
2
∆x
∫ 0
−∆x/2
Wi+1/2(x,∆t)dx.
De même, si le solveur W est entropique, alors l'inégalité d'entropie numérique s'écrit
ηn+1i ≤ ηni −
∆t
∆x
(
Qi+1/2 −Qi−1/2
)
+
∆t
2
(
p˜i+1/2 + p˜i−1/2
)
,
où le ﬂux d'entropie numérique Qi+1/2 est déﬁni par
Qi+1/2 =
1
2
[
qi + qi+1 − ∆x2∆t(ηi+1 − ηi − η
+
i+1/2 + η
−
i+1/2)
]
.
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3.2.1 Construction de solveurs de Riemann
Construction à l'aide de solveurs pour le problème homogène
Dans ce paragraphe, on montre comment associer à tout solveur de Riemann pour le problème
sans terme source un solveur de Riemann pour le problème avec terme source.
En eﬀet, considérons un solveur de Riemann Wh pour le problème homogène. Il vériﬁe l'égalité∫ xi+1
xi
Whi+1/2dx =
∆x
2
(Ui +Ui+1)− τ∆F.
On se donne en outre à chaque interface un couple d'approximation du terme source P˜−i+1/2 et
P˜+i+1/2 avec P˜
±
i+1/2 = P˜
±(Ui,Ui+1, xi, xi+1). On déﬁnit alors un solveur de Riemann par les
égalités suivantes{
Wi+1/2(x, τ) = Whi+1/2(x, τ) + τP˜
−
i+1/2 si xi ≤ x < xi+1/2,
Wi+1/2(x, τ) = Whi+1/2(x, τ) + τP˜
+
i+1/2 si xi+1/2 ≤ x < xi+1.
(3.17)
Il est clair queW est un solveur de Riemann pour le problème non homogène car on montre que∫ xi+1
xi
Wi+1/2dx =
∆x
2
(Ui +Ui+1)− τ∆F+ τ∆xP˜i+1/2,
avec P˜i+1/2 =
1
2
(P˜−i+1/2 + P˜
+
i+1/2).
En outre, on obtient aisément le résultat suivant,
Proposition 23.
Si le solveur Wh est de type Godunov entropique pour le problème homogène, alors le solveur W
est de type Godunov entropique pour le problème non homogène au sens de la Déﬁnition 2.

Inversement, soit W un solveur pour le problème non homogène. Il satisfait l'égalité∫ xi+1
xi
Wi+1/2dx =
∆x
2
(Ui +Ui+1)− τ∆F+ τ∆xP˜i+1/2.
On construit alors un solveur Wh pour le problème homogène en posant
Whi+1/2(x, τ) = Wi+1/2(x, τ)− τP˜i+1/2 si xi ≤ x < xi+1.
Exemples particuliers
L'exemple le plus simple de solveur du type (3.17) s'obtient en imposant que P˜−i+1/2 =
P˜+i+1/2 = P˜i+1/2. On peut alors choisir, par exemple,
P˜i+1/2 = P(
Ui +Ui+1
2
, xi+1/2) ou bien P˜i+1/2 =
1
2
(P((Ui, xi) +P((Ui+1, xi+1)) .
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Un autre exemple est le suivant. On choisit,
P˜−i+1/2 = P(Ui, xi) = Pi , P˜
+
i+1/2 = P(Ui+1, xi+1) = Pi+1, (3.18)
qui donne P˜i+1/2 =
1
2
(Pi +Pi+1).
Pour le choix (3.18), il est intéressant de remarquer qu'il induit une autre écriture du schéma.
En eﬀet, posons,
(Uhi+1/2)
+ =
2
∆x
∫ xi+1
xi+1/2
Whi+1/2(x,∆t)dx , (U
h
i+1/2)
− =
2
∆x
∫ xi+1/2
xi
Whi+1/2(x,∆t)dx.
Si Hh est le ﬂux associé au problème homogène, on a par construction,
1
2
((Uhi+1/2)
+ + (Uhi−1/2)
−) = Uni −
∆t
∆x
(
Hhi+1/2 −Hhi−1/2
)
,
d'où l'on tire,
Un+1i =
1
2
(U+i−1/2 +U
−
i+1/2)
=
1
2
((Uhi−1/2)
+ + (Uhi+1/2)
−) +
∆t
2
(P˜+i−1/2 + P˜
−
i+1/2)
= Uni −
∆t
∆x
(
Hhi+1/2 −Hhi−1/2
)
+
∆t
2
(P˜+i−1/2 + P˜
−
i+1/2).
Et, puisque P˜+i−1/2 = P˜
−
i+1/2 = Pi, on a donc la nouvelle forme du schéma, soit,
Un+1i = U
n
i −
∆t
∆x
(
Hhi+1/2 −Hhi−1/2
)
+ ∆tPi, (3.19)
qui est une écriture du type (3.2), et donc diﬀérente de la forme (3.15).
3.2.2 Solutions équilibre
Dans [GAL6], les notions de solutions équilibre et de solutions équilibre fortes ont été introduites.
On en rappelle ci-dessous les déﬁnitions.
Déﬁnition 4.
On dira qu'une suite (Ui)i est solution d'équilibre pour le schéma (3.6) si et seulement si les
égalités ci-dessous sont vériﬁées à chaque interface :
U−i+1/2 = Ui et U
+
i+1/2 = Ui+1. (3.20)
Déﬁnition 5.
On dira qu'une suite (Ui)i est solution d'équilibre forte pour le schéma (3.6) si et seulement si :{
W(x, t;Ui,Ui+1) = Ui si x/t ≤ 0,
W(x, t;Ui,Ui+1) = Ui+1 si x/t > 0.
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Ces deux dernières relations expriment simplement le fait que dans une situation d'équilibre,
les états intermédiaires gauche doivent être égaux à l'état gauche et les états intermédiaires droite
doivent être égaux à l'état droit.
Ces solutions d'équilibre ont l'avantage de vériﬁer à chaque interface l'équation d'équilibre
suivante [GAL6],
Fi+1 − Fi = ∆xP˜i+1/2. (3.21)
Cette relation est simple à satisfaire et notamment bien plus que celle induite par une équation
d'équilibre de maille donnée pour un schéma du type (3.2), soit
Hi+1/2 −Hi−1/2 = ∆xP(Ui−1,Ui,Ui+1, xi−1, xi, xi+1).
Par exemple, avec le choix (3.18) les solutions d'équilibre satisfont la relation simple suivante,
Fi+1 − Fi = ∆x2 (Pi +Pi+1).
Si l'on considère maintenant la forme (3.19), on peut construire une nouvelle famille de solutions
stationnaires déﬁnies par
Hhi+1/2 −Hhi−1/2 = ∆xPi.
L'inconvénient de cette dernière équation est a priori sa complexité. En eﬀet, il suﬃt de considérer
l'exemple des équations d'Euler avec un terme source quelconque où le ﬂux numérique serait celui
du schéma de Roe.
3.3 Solveurs simples
Nous nous intéressons maintenant au cas le plus simple de solveurs homogènes, à savoir les
solveurs simples déjà introduits dans [GAL3, GAL4] pour le cas conservatif, et dans [GAL6] pour
les systèmes avec terme source indépendant de x. On étend ci-dessous cette notion au cas avec
terme source dépendant de x.
Déﬁnition 6.
On dira que le solveur de Riemann W est simple si et seulement si W(x, t) est constitué de
(m+1) états constants (Uk)k=1,m+1, séparés par des droites, avec U1 = Ug et Um+1 = Ud.
Il existe donc des réels (λk)k=1,m tels que :
W(x, t) =

Ug si x/t ≤ λ1,
Uk si λk−1 < x/t ≤ λk pour k = 2,m,
Ud si λm < x/t.

Etant donnée une suite (Xk)k, on notera par la suite : δXk = Xk+1 −Xk.
Il est alors facile d'obtenir le résultat suivant, dont la démonstration est identique à celle du cas
où P ne dépend pas de x [GAL6].
Proposition 24.
Un solveur de Riemann simple est de type Godunov si et seulement si il existe une approximation
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du terme source P˜ consistante, i.e., P˜(U,U, x, x) = P(U, x), telle que
∆F−∆xP˜(Ug,Ud, xg, xd) =
m∑
k=1
λkδUk. (3.22)
Un solveur de Riemann simple est de type Godunov entropique si et seulement si il existe une
approximation du terme source de production d'entropie p˜ consistante, i.e., p˜(U,U, x, x) =
p(U, x), telle que
∆q −∆xp˜(Ug,Ud, xg, xd) ≤
m∑
k=1
λkδηk. (3.23)
Preuve :
On ne considère que l'inégalité d'entropie (3.23). L'égalité (3.22) s'en déduit aisément.
Pour ∆t ≤ ∆x
2Maxk|λk| , on a :∫ ∆x/2
−∆x/2
η(W)dx = (λ1∆t+
∆x
2
)ηg + (λ2 − λ1)∆tη2 + ...
...+ (λm−1 − λm)∆tηm + (∆x2 + λm∆t)ηd
=
∆x
2
(ηg + ηd)−∆t
m∑
k=1
λk(ηk+1 − ηk),
ce qui permet de conclure en utilisant la déﬁnition 3.

3.3.1 Un exemple simple
On s'intéresse ici à l'exemple simple donné par l'équation scalaire linéaire suivante,
∂tu+ a∂xu = B(u, x), (3.24)
avec a positif.
Dans [PER1], un schéma cinétique équilibre est dérivé dans le cadre plus général d'un ﬂux non-
linéaire. On cherche à construire un solveur simple pour l'équation (3.24), et ceci de la façon la
plus élémentaire possible.
Supposons que le solveur possède une unique onde de pente λ. On doit alors avoir,
a∆u−∆xB˜(u, x) = λ∆u.
Si ug = ud = u, on en dduit que l'on doit avoir B(u, x) = 0, ce qui est absurde en général.
On supposera donc que le solveur possède deux ondes avec un état intermédiaire u∗. Si l'on
impose que le solveur possède des solutions d'équilibre fortes ( voir déﬁnition 5), ceci nécessite
qu'à l'équilibre le solveur possède une onde de pente nulle. Aﬁn de simpliﬁer l'étude, on fera
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l'hypothèse que c'est toujours le cas. En outre, il est naturel de supposer que l'autre onde a pour
pente λ = a. Dans ce cas, la relation ( 3.22) devient,
a∆u−∆xB˜(u, x) = 0 (u∗ − ug) + a (ud − u∗) = a(ud − u∗).
Il est intéressant alors de noter que le ﬂux numérique s'écrit,
hi+1/2 =
1
2
(
aui + aui+1 − a(ui+1 − (u∗)i+1/2)
)
,
=
1
2
(
aui + aui+1 −
(
a(ui+1 − ui)−∆xB˜i+1/2
))
,
= aui +
∆x
2
B˜i+1/2.
On en déduit alors le schéma de type Godunov suivant,
un+1i = u
n
i −
∆t
∆x
(auni +
∆x
2
B˜ni+1/2 − auni−1 −
∆x
2
B˜ni−1/2) +
∆t
2
(
B˜ni+1/2 + B˜
n
i−1/2
)
,
= uni −
a∆t
∆x
(uni − uni−1) + ∆tB˜ni−1/2.
(3.25)
Si l'on considère maintenant les solutions équilibre au sens de la déﬁnition 4, la relation d'équilibre
(3.21) induit l'équation suivante à l'interface xi+1/2,
a (ui+1 − ui) = ∆xB˜i+1/2.
On peut aussi considèrer les solutions équilibre induites directement par le schéma (3.25). Elles
vériﬁent un+1i = u
n
i , et donc,
a
∆t
∆x
(
uni − uni−1
)
= ∆tB˜ni−1/2.
On constate alors que dans ce cas particulier, les équations d'équilibre sont identiques. Cependant,
il faut se garder de penser qu'il en sera toujours ainsi, et il est facile de construire des contre-
exemples.
Pour en terminer avec cet exemple, on va montrer maintenant que par un choix judicieux de
B˜i+1/2, on peut obtenir des solutions stationnaires exactes. En eﬀet, considérons l'application S
suivante,
x→ S(x, u0, x0)
où S(x, u0, x0) est la solution exacte de l'équation diﬀérentielle,
a
du
dx
= B(u, x) avec u(x0) = u0.
Soient α quelconque dans l'intervalle [0, 1], et β = 1−α. On propose alors comme approximation
du terme source,
B˜i+1/2 = αB
+
i+1/2 + βB
−
i+1/2, (3.26)
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où
B+i+1/2 =
1
∆x
∫ xi+1
xi
B(S(y, ui, xi), y)dy , B−i+1/2 =
1
∆x
∫ xi+1
xi
B(S(y, ui+1, xi+1), y)dy.
On a alors le résultat suivant,
Proposition 25.
Si ∆x est assez petit, les solutions équilibre du schéma de type Godunov (3.25, 3.26) sont exactes.
Preuve :
Montrons tout d'abord que les solutions stationnaires sont déﬁnies de manière unique pour ∆x
assez petit. Elles satisfont,
a (ui+1 − ui) = ∆x
(
αB+i+1/2 + βB
−
i+1/2
)
. (3.27)
Puisque a est positif, la condition limite est imposé sur le bord gauche du domaine de calcul et
on connaît alors u0. Supposons donc connu de manière générale ui. L'équation (3.27) constitue
une équation du type f(ui+1) = ui+1 qui sera contractante pour ∆x assez petit, ce qui déﬁnit
ui+1 de façon unique. Il suﬃt maintenant de montrer que la solution exacte vériﬁe (3.27).
Si u est solution exacte, elle vériﬁe,
a
du
dx
= B(u, x),
et en intégrant cette équation, on obtient,
a(u(x+ ∆x)− u(x)) =
∫ x+∆x
x
B(u(y), y)dy.
Or, on a, u(y) = S(y, u(x), x), et aussi u(y) = S(y, u(x+ ∆x), x+ ∆x). On en déduit,∫ x+∆x
x
B(u(y), y)dy =
∫ x+∆x
x
B(S(y, u(x), x), y)dy =
∫ x+∆x
x
B(S(y, u(x+ ∆x), x+ ∆x), y)dy,
= α
∫ x+∆x
x
B(S(y, u(x), x), y)dy + β
∫ x+∆x
x
B(S(y, u(x+ ∆x), x+ ∆x), y)dy,
d'où le résultat.

Pour illustrer ceci, prenons comme cas particulier, B(u, x) = z′(x)u ( cet exemple est traité
dans [PER1]). Les solutions exactes sont données dans ce cas par,
S(x, u0, x0) = u0e
z(x)− z(x0)
a ,
et on a alors, en posant z(xi) = zi pour tout i,
B+i+1/2 =
1
∆x
∫ xi+1
xi
z′(y)S(y, ui, xi)dy =
1
∆x
∫ xi+1
xi
z′(y)uie
z(y)− z(xi)
a dy,
=
aui
∆x
ezi+1 − zia − 1
 .
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De même, on a,
B−i+1/2 =
1
∆x
∫ xi+1
xi
z′(y)S(y, ui+1, xi+1)dy =
1
∆x
∫ xi+1
xi
z′(y)ui+1e
z(y)− z(xi+1)
a dy,
=
aui+1
∆x
1− ezi − zi+1a
 .
On en déduit que,
B˜i+1/2 =
a
∆x
αui
ezi+1 − zia − 1
+ βui+1
1− ezi − zi+1a
 .
Les solutions stationnaires vériﬁent donc,
a (ui+1 − ui) = a
αui
ezi+1 − zia − 1
+ βui+1
1− ezi − zi+1a
 .
Posons, A =
zi+1 − zi
a
. L'égalité précédente devient alors,
ui+1 − ui = αui
(
eA − 1)+ βui+1 (1− e−A) ,
⇐⇒ ui+1
(
1− β (1− e−A)) = ui (1 + α (eA − 1)) ,
⇐⇒ ui+1
(
1− β + βe−A) = ui (1− α+ αeA) ,
⇐⇒ ui+1
(
α+ βe−A
)
= ui
(
β + αeA
)
,
⇐⇒ ui+1 = uieA,
soit encore, ui+1 = uie
zi+1 − zi
a , qui est bien la solution exacte.
On notera en outre que l'égalité est vrai dans ce cas pour tout ∆x.
3.3.2 Equivalence entre solveurs simples lagrangiens et solveurs simples eulériens
Nous étendons ci-dessous les résultats de [GAL4] établis dans le cas homogène. En particulier,
on montre qu' il y a équivalence entre solveurs simples lagrangiens et solveurs simples eulériens
pour une classe assez large de solveurs de Riemann.
3.3.3 Systèmes de lois de conservation généraux
Nous nous intéressons dans ce paragraphe à des systèmes hyperboliques possédant à la fois
une forme eulérienne et une forme lagrangienne [DES, DUBOIS]. La forme eulérienne d'un tel
systéme est identique à la forme (3.1) soit,
∂tU+ ∂xF = Pe, (3.28)
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avec en outre, F = uU + G0 où G0 a sa première composante nulle et u est la vitesse en x.
Habituellement, la première composante de U est la densité ρ qui est positive. On supposera de
plus que Pe a sa première composante nulle. La première équation est alors
∂tρ+ ∂x(ρu) = 0.
Pour obtenir la forme lagrangienne, on déﬁnit les variables τ = t, m =
∫
ρdx et les vecteurs :
tn = (1, 0, ..., 0) U = ρn+U0 V0 = ϑU0 V = ϑn+V0 G = −un+G0 ϑ = 1/ρ.
En posant Pl = ϑPe, la forme lagrangienne est alors la suivante,
∂τV + ∂mG = Pl. (3.29)
On supposera aussi que (3.29) possède un triplet entropie-ﬂux-production (σ, q, pl) et on considèrera
les solutions vériﬁant l'inéquation d'entropie suivante
∂τσ + ∂mq ≤ pl.
Celle-ci induit alors pour la forme eulérienne l'inéquation d'entropie ci-dessous,
∂t(ρσ) + ∂x(ρσu+ q) ≤ pe,
où pe = ρpl.
3.3.4 Construction de solveurs simples via les états intermédiaires
Considérons un schéma de type Godunov pour le système lagrangien (3.29) et supposons le
associé à un solveur de Riemann simple déﬁni par les pentes (λk)k=1,m et les états intermédiaires
suivants :
WL(m/τ) =

V1 = Vg si m/τ < λ1,
Vk pour λk−1 < m/τ ≤ λk et k = 2,m,
Vm+1 = Vd si λm ≤ m/τ.
(3.30)
Puisque le schéma associé est de type Godunov, il existe S˜l consistant tel que l'on ait la relation
suivante :
∆G−∆mP˜l =
∑
k=1,m
λkδVk
Rappelons ici que la première équation du système lagrangien a la forme ci-dessous,
∂τϑ− ∂mu = 0. (3.31)
Elle implique qu'au travers d'un choc de pente λ, on a la relation de saut,
∆u+ λ∆ϑ = 0. (3.32)
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Dans la suite, on considèrera des solveurs simples vériﬁant l'analogue discret de (3.31) au travers
de chaque changement d'états, i.e., on supposera que :
δuk + λkδϑk = 0 pour k = 1,m. (H1)
Cette hypothèse est naturelle car l'équation (3.31) est linéaire. Elle est en outre vériﬁée par les
schémas étudiés dans (GAL2).
Soient (α, β) un couple de réels conjugués, i.e., vériﬁant, α+β = 1, ainsi qu'une suite (Xk)k. On
notera alors, Xα,k = αXk + βXi+1.
Soient enﬁn deux couples (Xg, Xd) et (Yg, Yd); on montre facilement l'identité ci-dessous,
∆(XY ) = Xα∆Y + Yβ∆X.
En utilisant la notation précédente, on note que si (H1) est vériﬁée, on a alors pour tout α et
tout k :
uα,k + λkϑα,k = uk + λkϑk = uk+1 + λkϑk+1.
On notera dans ce cas :
Λk = uα,k + λkϑα,k (3.33)
On remarque enﬁn que si les quantités (ϑk)k sont positives, alors la suite (Λk)k est croissante.
Ceci nous amènera à considérer par la suite l'hypothèse suivante :
ϑk ≥ 0 pour k = 1,m. (H2)
On construit maintenant pour le système eulérien (3.28) le solveur de Riemann ci-dessous déﬁni
par les pentes (Λk)k=1,m et les états intermédiaires ci-dessous :
WE(x/t) =

U1 = Ug = U(Vg) si x/t < Λ1,
Uk = U(Vk) pour Λk−1 < x/t ≤ Λk et k = 2,m,
Um+1 = Ud = U(Vd) si Λm ≤ x/t.
(3.34)
Nous allons déterminer par la suite sous quelles conditions le solveur WE est un solveur de type
Godunov. Cependant, avant d'énoncer le résultat principal, on donne le lemme suivant :
Lemme 1.
Supposons (H1) vériﬁée. Soit (xk)k une suite quelconque et (Xk)k = (ρkxk)k.
On a l'identité suivante : ∑
k=1,m
ΛkδXk = ∆(uX) +
∑
k=1,m
λkδxk.
Preuve :
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On a :∑
k
ΛkδXk =
∑
k
[uα,k + λkϑα,k]δXk
=
∑
k
[uα,kδXk − λkXβ,kδϑk] +
∑
k
λk[ϑα,kδXk +Xβ,kδϑk]
=
∑
k
[uα,kδXk +Xβ,kδuk] +
∑
k
λk[ϑα,kδXk +Xβ,kδϑk] en utilisant (H1)
=
∑
k
δ(uX)k +
∑
k
λkδ(ϑX)k
= ∆(uX) +
∑
k
λkδxk.

De même, on a le corollaire immédiat suivant :
Corollaire 1.
Pour tout réel A, l'équivalence suivante est vériﬁée :∑
k=1,m
λkδxk ≥ A⇐⇒
∑
k=1,m
ΛkδXk ≥ ∆(uX) +A.

On énonce maintenant le résultat principal donnant l'équivalence entre solveurs lagrangiens et
solveurs eulériens.
Proposition 26.
Supposons (H1) et (H2) vériﬁées.
Le solveur de Riemann simple lagrangien (3.30) est un solveur de type Godunov si et seulement
si le solveur de Riemann eulérien (3.34) est un solveur de type Godunov. Plus précisément,
posons ∆m = ρa∆x où ρa dùsigne la moyenne arithmétique de ρg et ρd. On a alors l'équivalence
suivante,
∆F−∆xP˜e =
∑
k=1,m
ΛkδUk ⇐⇒ ∆G−∆mP˜l =
∑
k=1,m
λkδVk, (3.35)
avec P˜e = ρaP˜l.
De même, le solveur de Riemann simple lagrangien (3.30) est un solveur de type Godunov
entropique si et seulement si le solveur de Riemann eulérien (3.34) est un solveur de type Godunov
entropique. Plus précisément, on a l'équivalence suivante,
∆(ρσu+ q)−∆xp˜e ≤
∑
k=1,m
Λkδ(ρσ)k ⇐⇒ ∆q −∆mp˜l ≤
m∑
k=1
λkδσk, (3.36)
avec p˜e = ρap˜l.
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Preuve :
Supposons que (3.30) soit un solveur de type Godunov. Il existe alors P˜l tel que :
∆G−∆mP˜l =
∑
k=1,m
λkδVk.
Par conséquent, on a
∆G0 −∆mP˜0l =
∑
k=1,m
λkδV0k
= −∆(uU˜0) +
∑
k=1,m
ΛkδU0k, d'après le lemme 1.
Compte-tenu de l'égalité ∆F = ∆(uU) + ∆G0, on en déduit que
∆F = ∆(uU)−∆(uU0) +
∑
k=1,m
ΛkδU0k + ∆mP˜
0
l
= ∆(ρu)n+
∑
k=1,m
ΛkδU0k + ∆mP˜
0
l
Or en utilisant le lemme 1 avec x = 1, on obtient ∆(ρu) =
∑
k=1,m
Λkδρk. D'où ﬁnalement :
∆F =
∑
k=1,m
Λkδρkn+
∑
k=1,m
ΛkδU0k + ∆mP˜
0
l
=
∑
k=1,m
ΛkδUk + ∆mP˜l car P˜0l = P˜l
On déﬁnit alors ∆x par ∆m = ρa∆x, et on pose P˜e = ρaP˜l, ce qui donne le résultat.
La démonstration de la réciproque étant identique, ceci achève la démonstration.
Le cas de l'inégalité d'entropie se traite de façon identique en utilisant le Corollaire 1.

Finalement, on a le corollaire immédiat suivant :
Corollaire 2.
Supposons (H1) et (H2) vériﬁées.
Le solveur de Riemann simple lagrangien (3.30) est positif si et seulement si le solveur de
Riemann simple eulérien (3.34) est positif.

3.4 Application à la Dynamique des gaz avec gravité
3.4.1 Forme eulérienne et forme lagrangienne
Dans la suite de ce document, on adoptera les notations suivantes :
 ρ pour la densité,
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 ϑ pour le volume spéciﬁque,
 u pour la vitesse,
 p pour la pression,
 ε pour l'énergie interne donnée par ε = pϑ/(γ − 1) en gaz parfait ( γ rapport des chaleurs
spéciﬁques),
 s pour l'entropie spéciﬁque donnée en gaz parfait par s = f(pϑγ) où f croissante convexe,
 E pour l'énergie totale donnée par E = ε+ 1/2u2,
 g constante de gravité.
Dans le cas eulérien, le modèle de la Dynamique des gaz avec gravité est donné par :
∂tU+ ∂xF = Pe (3.37)
où les vecteurs U, F, Pe ont les expressions ci-dessous :
U =
 ρρu
ρE
 , F =
 ρuρu2 + p
ρuE + pu
 , Pe =
 0−ρg
−ρug

Les solutions entropiques de (3.37) vériﬁent l'inéquation d'entropie classique :
∂t(ρs) + ∂x(ρus) ≤ 0 (3.38)
Le modèle lagrangien est quant à lui donné par :
∂τV + ∂mG = Pl (3.39)
où les vecteurs V, G, Pl vériﬁent :
V =
 ϑu
E
 , G =
 −up
pu
 , Pl =
 0−g
−ug

D'autre part, les solutions entropiques de (3.39) vériﬁent :
∂τs ≤ 0 (3.40)
On termine maintenant ce paragraphe en donnant une forme moins connue du système (3.37).
Celle-ci a été étudiée dans [CAR-LER]. Elle est déﬁnie par le système eulérien conservatif ci-
dessous :
∂t

ρ
ρu
ρE
ρq
+ ∂x

ρu
ρu2 + P
ρuE + Pu
ρqu
 = 0 (3.41)
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et sa version lagrangienne :
∂t

ϑ
u
E
q
+ ∂x

−u
P
Pu
0
 = 0 (3.42)
avec E = E − q
ρ
, q =
∫
ρgdx et P = p+ q la pression totale.
Dans [CAR-LER], un schéma quilibre basé sur un solveur de choc est construit pour (3.41). Il
permet de préserver les atmosphères au repos pour le système (3.41).
Enﬁn, on notera que les systèmes (3.41) et (3.42) ont respectivement (3.38) et (3.40) pour
inéquations d'entropie.
3.4.2 Solveur de type Godunov pour la forme conservative
Dans le cas de la Dynamique des gaz, nous avons pu construire un solveur simple ayant des
pentes données a priori [GAL2]. Il est donné par :
W(m/τ,Vg,Vd) =

V1 = Vg si m/τ ≤ −C−,
V2 = V∗g = Vg + φ−R− si −C− < m/τ ≤ 0,
V3 = V∗d = Vd − φ+R+ si 0 < m/τ ≤ C+,
V4 = Vd si C+ < m/τ,
(3.43)
R± = t(−1,±C±, pβ ± uαC±) , φ± = ∆p± C∓∆u
C−C+ + (C±)2
. (3.44)
La notation xα désigne la moyenne xα = αxg + βxd pour un couple (xg, xd), avec β le conjugué
de α, i.e., β = 1− α.
Il est facile d'étendre ce solveur au cas du système conservatif de la Dynamique des gaz avec
gravité (3.42). En eﬀet, déﬁnissons le solveur suivant :
Wc(m/τ,Vg,Vd) =

V1 = Vg si m/τ ≤ −C−,
V2 = V∗g = Vg + φ−R− si −C− < m/τ ≤ 0,
V3 = V∗d = Vd − φ+R+ si 0 < m/τ ≤ C+,
V4 = Vd si C+ < m/τ,
(3.45)
R± = t(−1,±C±, Pβ ± uαC±, 0) , φ± = ∆P ± C∓∆u
C−C+ + (C±)2
. (3.46)
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On en tire les relations suivantes :
u∗g = u∗d =
1
C− + C+
(C−ug + C+ud −∆P )
ϑ∗g = ϑg −
1
C−(C− + C+)
(∆P − C+∆u)
ϑ∗d = ϑd +
1
C+(C− + C+)
(∆P + C−∆u)
E∗g − Eg =
1
C−(C− + C+)
(∆P − C+∆u)(Pβ − uαC−)
E∗d − Ed =
−1
C+(C− + C+)
(∆P + C−∆u)(Pβ + uαC+)
q∗g = qg , q∗d = qd
(3.47)
On a alors le résultat suivant dont on omettra la démonstration :
Proposition 27.
Le solveur de Riemann (3.45) est un schéma de type Godunov. Il préserve les discontinuités de
contact, et si α =
C−
C− + C+
, il est positif et entropique pour C−, C+ assez grand.

On ne donne pas la preuve de ce résultat car elle est en tout point identique à la démonstration du
même résultat pour le solveur (3.43) [GAL3]. On notera en outre qu'en utilisant les résultats de
[GAL4], on en déduit un solveur de type Godunov positif et entropique pour la forme eulérienne
(3.41).

3.4.3 Solveur de type Godunov pour la forme non-conservative
Dans ce paragraphe, on construit un solveur de Riemann simple à deux états intermédiaires
V∗g et V∗d pour le système non-conservatif de la Dynamique des gaz avec gravité (3.39). On
imposera à ce solveur de vériﬁer les propriétés (H1) et (H2). Celles-ci permettront d'en déduire
un solveur simple pour la forme eulérienne.
Déﬁnissons les états intermédiaires suivants :
V∗g =
 ϑ∗gu∗d
E∗g
 , V∗g =
 ϑ∗du∗d
E∗d

Ces états doivent vériﬁer l'égalité suivante :
−C−(V∗g −Vg) + C+(Vd −V∗d) = ∆G−∆mPl
ou encore
−C−(ϑ∗g − ϑg) + C+(ϑd − ϑ∗d) = −∆u (3.48)
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−C−(u∗g − ug) + C+(ud − u∗d) = ∆p+ ∆mg (3.49)
−C−(E∗g − Eg) + C+(Ed − E∗d) = ∆(pu) + u˜∆mg (3.50)
où u˜ est une approximation de la vitesse à déﬁnir.
Par analogie avec le cas conservatif, on déﬁnit (à une constante près) la variable q par ∆q = g∆m
et on désigne la pression totale par P = p+ q. Les équations (3.49, 3.50) deviennent alors :
−C−(u∗g − ug) + C+(ud − u∗d) = ∆p+ ∆q = ∆P (3.51)
−C−(E∗g − Eg) + C+(Ed − E∗d) = ∆(pu) + u˜∆q (3.52)
En outre, puisque (H1) est vrai, on a aussi :
u∗g − C−ϑ∗g = ug − C−ϑg (3.53)
u∗d + C+ϑ
∗
d = ud + C+ϑd (3.54)
u∗g = u
∗
d (3.55)
D'après (3.55), les vitesses des états intermédiaires sont identiques, ce qui permet de poser
u∗ = u∗g = u∗d. Des égalités (3.48, 3.51, 3.53, 3.54), on tire les expressions suivantes pour ϑ
∗
g,d et
u∗ :
u∗ =
1
C− + C+
(C−ug + C+ud −∆P )
ϑ∗g = ϑg −
1
C−(C− + C+)
(∆P − C+∆u)
ϑ∗d = ϑd +
1
C+(C− + C+)
(∆P + C−∆u)
(3.56)
On note que ces expressions sont identiques à celles obtenues dans le cas conservatif pour le
solveur (3.45). Il reste maintenant à déterminer les énergies des états intermédiaires E∗g et E∗d .
Pour cela, on va utiliser les expressions des états intermédiaires associés au solveur simple pour
le système conservatif. Ceux-ci vériﬁent les relations (3.47). On en tire l'expression suivante de
E∗g :
E∗g − Eg = q∗gϑ∗g − qgϑg +
1
C−(C− + C+)
(∆P − C+∆u)(Pβ − uαC−)
= qg(ϑ∗g − ϑg) +
1
C−(C− + C+)
(∆P − C+∆u)(Pβ − uαC−)
=
qg
C−
(u∗ − ug) + 1
C−(C− + C+)
(∆P − C+∆u)(Pβ − uαC−) d'après (H1)
(3.57)
De même, on a à droite :
E∗d − Ed = q∗dϑ∗d − qdϑd −
1
C+(C− + C+)
(∆P + C−∆u)(Pβ + uαC+)
= qd(ϑ∗d − ϑd)−
1
C+(C− + C+)
(∆P + C−∆u)(Pβ + uαC+)
= − qd
C+
(u∗ − ud)− 1
C+(C− + C+)
(∆P + C−∆u)(Pβ + uαC+) d'aprï¾
1
2
s (H1)
(3.58)
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Ces relations permettent alors de déﬁnir le solveur simple non-conservatif suivant :
Wnc(m/τ,Vg,Vd) =

V1 = Vg si m/τ ≤ −C−
V2 = V∗g si −C− < m/τ ≤ 0
V3 = V∗d si 0 < m/τ ≤ C+
V4 = Vd si C+ < m/τ
(3.59)
où les états intermédiaires V∗g et V∗d sont déﬁnis par (3.56, 3.57, 3.58).
On a alors le résultat ci-dessous :
Proposition 28.
Le solveur de Riemann (3.59) est un solveur de type Godunov pour le système lagrangien de la
Dynamique des gaz avec gravité (3.39). En particulier, on a les relations :
−C−(ϑ∗g − ϑg) + C+(ϑd − ϑ∗d) = −∆u
−C−(u∗g − ug) + C+(ud − u∗d) = ∆p+ ∆mg
−C−(E∗g − Eg) + C+(Ed − E∗d) = ∆(pu) + u∗∆mg
Preuve :
Les deux relations (3.48, 3.49) sont vériﬁées par construction. Pour obtenir (3.50), on multiplie
(3.57) par −C− et (3.58) par −C+ et on somme les deux relations. On obtient alors :
−C−(E∗g − Eg) + C+(Ed − E∗d) = −qg(u∗ − ug) + qd(u∗ − ud)
− 1
C− + C+
(∆P − C+∆u)(Pβ − uαC−)
+
1
C− + C+
(∆P + C−∆u)(Pβ + uαC+)
= u∗∆q −∆(qu) + ∆(Pu)
= u∗∆q + ∆(pu)
L'égalité (3.50) est donc vériﬁée en prenant u˜ = u∗.

Nous nous intéressons maintenant aux propriétés de positivité et de préservation d'entropie
du solveur (3.59). Aﬁn de simpliﬁer les calculs, on eﬀectue d'abord le choix suivant pour les
coeﬃcients α et β :
α =
C−
C− + C+
, β =
C+
C− + C+
. (3.60)
Ce choix est canonique car il permet d'exprimer le ﬂux numérique du solveur simple construit
dans [GAL2] pour la Dynamique des gaz lagrangienne, sous la forme d'un ﬂux continu évalué en
un état moyen. On a alors la propriété suivante :
Proposition 29.
Les états intermédiaires du solveur de Riemann simple (3.59) avec le choix (3.60) sont positifs
pour C−, C+ assez grands (i.e. ϑ∗g,d > 0 et ε
∗
g,d > 0).
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Preuve :
Déﬁnissons r = C+/C−. En utilisant les relations (3.56), on a par exemple à gauche
ϑ∗g = ϑg +
rC−∆u−∆P
C2−(1 + r)
(3.61)
dont en déduit facilement la positivité de ϑ∗g pour C+ et C− assez grands.
De plus, en utilisant (3.53), (3.56) et (3.57) on obtient :
E∗g − Eg =
qg
C−
(u∗ − ug) + 1
C−(C− + C+)
(∆P − C+∆u)(Pβ − uαC−)
=
qg
C−
(u∗ − ug)− (u∗ − ug)
(
Pβ
C−
− uα
)
=
(
qg
C−
− Pβ
C−
+ uα
)
(u∗ − ug)
d'où l'on tire :
ε∗g − εg = −
1
2
((u∗)2 − u2g) +
(
qg
C−
− Pβ
C−
+ uα
)
(u∗ − ug)
= −
(
1
2
(u∗ + ug)− qg
C−
+
Pβ
C−
− uα
)
(u∗ − ug)
En utilisant l'expression de u∗ donnée par (3.56), on a :
1
2
(u∗ + ug)− qg
C−
+
Pβ
C−
− uα = 12
(
C−ug + C+ud −∆P
C− + C+
+ ug
)
− αug − βud + Pβ − qg
C−
=
1
2
(
αug + βud − ∆P
C− + C+
+ ug
)
− αug − βud + Pβ − qg
C−
=
1− α
2
ug − β2ud −
∆P
2(C− + C+)
+
Pβ
C−
− qg
C−
= −β
2
∆u− Pd − Pg
2(C− + C+)
+
rPg + Pd
C− + C+
− qg
C−
= −β
2
∆u+
1
C− + C+
(
1
2
Pd + (
1
2
+ r)Pg − (1 + r)qg
)
= − 1
2(C− + C+)
(rC−∆u− pig)
où pig = Pd + (1 + 2r)Pg − 2(1 + r)qg.
En utilisant de nouveau (3.53) et (3.56), on en déduit ﬁnalement l'expression de l'énergie interne
de l'état intermédiaire gauche :
ε∗g = εg +
1
2C−2(1 + r)2
(rC−∆u− pig)(rC−∆u−∆P ), (3.62)
Par suite, on a à la limite :
lim inf
C±→+∞
ε∗g = εg +
(∆u)2
2
lim inf
C±→+∞
(
r
1 + r
)2, (3.63)
ce qui achève la démonstration.

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Remarque 1.
Lorsque le paramètre r = C+/C− est constant (par exemple, r = 1), la condition de positivité
peut être obtenue explicitement en résolvant deux équations du second degré.

Nous considérons maintenant le caractère entropique du solveur de Riemann simple (3.59). On
rappelle ici que le ﬂux d'entropie du système (3.39) est nul. On a alors le résultat suivant :
Proposition 30.
Soit s une entropie du système(3.39). Supposons que limC±→+∞ r = r∞ > 0. Alors, pour C−,
C+ suﬃsamment grands, le solveur (3.59), (3.60) est un solveur de type Godunov entropique.
De plus, si Max(C−, C+)∆τ ≤ ∆m/2, l'inégalité d'entropie suivante est vériﬁée maille à maille :
s(V n+1i ) ≤ s(V ni ).
Preuve :
Aﬁn de montrer que le schéma est un schéma de type Godunov entropique, il suﬃt de vériﬁer que
l'on a s∗g ≤ sg et s∗d ≤ sd pour C− et C+ suﬃsamment grands. Dans le cas d'un gaz parfait, toute
entropie est de la forme s = f(εϑγ−1) avec f une fonction croissante. Par suite, nous devons
montrer
ε∗g
εg
(
ϑ∗g
ϑg
)γ−1
≥ 1. (3.64)
Lorsque ∆u 6= 0, d'après (3.61) et (3.62) il est clair que pour C± assez grands, l'inégalité (3.64)
sera vériﬁée.
Pour ∆u = 0, si ∆P = 0, alors V ∗g = Vg, et aussi, s∗g = sg. L'inégalité (3.64) est donc satisfaite.
Maintenant, si ∆P 6= 0, on a
ε∗g
εg
= 1 +
pig∆P
2(1 + r)2εgC−2
,
ϑ∗g
ϑg
= 1− ∆P
(1 + r)ϑgC−2
.
On en déduit que
ε∗g
εg
(
ϑ∗g
ϑg
)γ−1
= (1 +
pig∆P
2(1 + r)2εgC−2
)(1− ∆P
(1 + r)ϑgC−2
)γ−1
= 1 +
pig∆P
2(1 + r)2εgC−2
− (γ − 1)∆P
(1 + r)ϑgC−2
+O(1/C−4)
= 1 +
∆P
2(1 + r)2εgC−2
(pig − 2(1 + r)pg) +O(1/C−4)
= 1 +
∆P
2(1 + r)2εgC−2
(Pd + (1 + 2r)Pg − 2(1 + r)qg − 2(1 + r)pg) +O(1/C−4)
= 1 +
(∆P )2
2(1 + r)2εgC−2
+O(1/C−4).
Ceci achève la démonstration pour un gaz parfait. Dans le cas d'un gaz réel, la preuve est
identique et on ne la donne pas ici.
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Nous allons maintenant montrer l'inégalité d'entropie maille par maille. Pour cela, on introduit
les états suivants :
V ± =
±2
∆m
∫ ±∆m/2
0
W (m/∆τ ;Vg, Vd)dm =
2C±∆τ
∆m
V ∗d,g + (1−
2C±∆τ
∆m
)Vd,g.
En utilisant la convexité de l'entropie ainsi que (3.64), on obtient pour C± assez grands
s(V ±) ≤ 2C±∆τ
∆m
s∗d,g + (1−
2C±∆τ
∆m
)sd,g ≤ sd,g.
Finalement, on a
s(V n+1i ) = s
(
1
2
((V +)ni−1/2 + (V
−)ni+1/2)
)
≤ 1
2
(
s((V +)ni−1/2) + s((V
−)ni+1/2)
)
≤ 1
2
(s(V ni ) + s(V
n
i )) = s(V
n
i ),
ce qui donne le résultat.

3.4.4 Solutions équilibre
Pour le système de la Dynamique des gaz avec gravité, le problème de l'équilibre se pose a
priori dans le cas eulérien pour lequel les solutions d'équilibre sont déﬁnies par :
u = 0 et ∂xp = −ρg.
En appliquant la Proposition 26, on obtient à partir du solveur lagrangien (3.59) un solveur
eulérien entropique et positif dont il est possible de caractériser les solutions équilibre. On a vu
que pour un solveur simple, les états intermédiaires gauche doivent être égaux à l'état gauche
et les états intermédiaires droite doivent être égaux à l'état droit. Puisqu'il y a correspondance
entre les états intermédiaires lagrangiens et eulériens, il suﬃt donc de considérer le cas lagrangien.
Pour le solveur (3.59), il est aisé de vériﬁer que si ∆u = ∆P = 0, ces conditions seront réalisées
trivialement. Puisqu'on ne s'intéresse qu'aux solutions de vitesse nulle, ceci permet de déﬁnir les
solutions numériques d'équilibre par u = 0 et ∆p = −g∆m = −gρa∆x, soit
ui = 0 et
pi+1 − pi
∆x
= −gρi+1 + ρi
2
pour tout i. (3.65)
3.4.5 Applications numériques
On considère ci-dessous uniquement des applications numériques en coordonnées eulériennes.
Celles-ci ont été réalisées à l'aide du solveur eulérien obtenu à partir du solveur lagrangien (3.59).
Le premier cas test considéré est celui d'une atmosphère au repos. Sur les ﬁgures (3.1, 3.2) on a
superposé les vitesses et les densités obtenues par le schéma entropique et par un schéma de Roe
associé à un traitement du terme source standard. Les calculs sont eﬀectués avec un maillage de
100 cellules entre 0 et 100 km jusqu'au temps 50s. On constate que le schéma entropique préserve
sans problème la condition initiale déﬁnie par (3.65), alors que la condition initiale est fortement
dégradée par le schéma de Roe. En particulier, les vitesses ne sont plus nulles.
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Fig. 3.1  Atmosphère à l'équilibre : Vitesses verticales
Le deuxième cas test est constitué d'une atmosphère au repos sur laquelle on a superposé une
zone de dépôt uniforme. Les discontinuités initiales sont de l'ordre de 103 à 104 sur les densités et
de 104 à 105 sur les pressions. On constate sur les ﬁgures (3.3, 3.5, 3.4) le bon comportement du
schéma qui supporte sans problème les fortes discontinuités. Ceci permet de mettre en évidence
la robustesse du schéma.
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Fig. 3.2  Atmosphère à l'équilibre : Masses volumiques
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Fig. 3.3  Dépôt dans une atmosphère à l'équilibre : Vitesses verticales
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Fig. 3.4  Dépôt dans une atmosphère à l'équilibre : Masses volumiques
3.4. APPLICATION À LA DYNAMIQUE DES GAZ AVEC GRAVITÉ 75
0 20 40 60 80 100
0
1e+09
2e+09
3e+09
4e+09
5e+09
Fig. 3.5  Dépôt dans une atmosphère à l'équilibre : Pressions
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3.5 Application au système de Saint-Venant
3.5.1 Forme eulérienne et forme lagrangienne
Dans le cas eulérien, le modèle de Saint-Venant est donné par :
∂tU+ ∂xF = Pe. (3.66)
où les vecteurs U, F, Pe ont les expressions ci-dessous :
U =
(
h
hu
)
, F =
(
hu
hu2 + gh2/2
)
, Pe =
(
0
−gh∂xZ
)
.
Dans les expressions ci-dessus, h désigne la hauteur d'eau, u la vitesse et Z la bathymétrie
satisfaisant Z = Z(x). La constante g est la constante de gravité, et quitte à remplacer h par gh
et Z par gZ, on remarque que l'on peut supposer que g = 1, ce que l'on fera par la suite. On
considèrera donc le système suivant :
∂t
(
h
hu
)
+ ∂x
 hu
hu2 +
h2
2
 = ( 0−h∂xZ
)
. (3.67)
On remarquera que le terme
h2
2
joue le rôle d'une pression. Ceci suggère de considérer la classe
plus générale des systèmes suivants, où p = p(h) est une fonction croissante quelconque, soit,
∂t
(
h
hu
)
+ ∂x
(
hu
hu2 + p
)
=
(
0
−h∂xZ
)
. (3.68)
On note alors la forte analogie avec le système de la Dynamique des gaz isentropique.
Déﬁnissons maintenant l'énergie interne ε = ε(h) par
dε
dh
=
p
h2
. On déﬁnit alors l'énergie par
E = ε+
u2
2
. Avec ces notations, l'inéquation d'entropie en coordonnées eulériennes s'écrit,
∂t(hE) + ∂x(uhE + up) ≤ −hu∂xZ, (3.69)
mais possède aussi la forme suivante,
∂t(hEt) + ∂x(uhEt + up) ≤ 0, (3.70)
où Et = E + Z. Cette dernière inéquation est trivialement équivalente à la précédente dans le
cas où Z est régulière.
Le modèle lagrangien est quant à lui donné par :
∂τV + ∂mG = Pl, (3.71)
où les vecteurs V, G, Pl vériﬁent :
V =
(
ϑ
u
)
, G =
( −u
p
)
, Pl =
(
0
−h∂mZ
)
,
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où par analogie avec la Dynamique des gaz, ϑ désigne l'inverse de la hauteur d'eau.
Enﬁn, l'inéquation d'entropie lagrangienne est la suivante,
∂τE + ∂m(up) ≤ −hu∂mZ, (3.72)
et l'inéquation d'entropie eulérienne (3.70) a pour équivalent lagrangien,
∂τEt + ∂m(up) ≤ 0. (3.73)
3.5.2 Construction d'un solveur de type Godunov
Dans ce paragraphe, on construit un solveur de Riemann simple à deux états intermédiaires
V∗g et V∗d pour le système non-conservatif de Saint-Venant (3.71). On imposera à ce solveur de
vériﬁer les propriétés (H1) et (H2). Celles-ci permettront d'en déduire un solveur simple pour la
forme eulérienne.
Considérons les états intermédiaires suivants :
V∗g =
(
ϑ∗g
u∗g
)
, V∗d =
(
ϑ∗d
u∗d
)
.
On déﬁnit alors le solveur de Riemann simple suivant,
W(m/τ,Vg,Vd) =

V1 = Vg si m/τ ≤ −C−
V2 = V∗g si −C− < m/τ ≤ 0
V3 = V∗d si 0 < m/τ ≤ C+
V4 = Vd si C+ < m/τ
(3.74)
Aﬁn que ce solveur soit de type Godunov, les états intermédiaires doivent vériﬁer l'égalité (3.35),
soit,
−C−(V∗g −Vg) + C+(Vd −V∗d) = ∆G−∆mP˜l,
ou encore, en notant h∂mZ une approximation quelconque de h∂mZ à déﬁnir, et aussi h∆Z =
∆mh∂mZ,
−C−(ϑ∗g − ϑg) + C+(ϑd − ϑ∗d) = −∆u, (3.75)
−C−(u∗g − ug) + C+(ud − u∗d) = ∆p+ h∆Z. (3.76)
Par analogie avec la dynamique des gaz, et aﬁn d'alléger les calculs, on notera aussi, ∆p =
∆p + h∆Z. La quantité ∆p joue le rôle du saut de pression totale. L' équation (3.76) devient
alors,
−C−(u∗g − ug) + C+(ud − u∗d) = ∆p. (3.77)
En outre, puisque (H1) est vrai, on a aussi :
u∗g − C−ϑ∗g = ug − C−ϑg, (3.78)
u∗d + C+ϑ
∗
d = ud + C+ϑd, (3.79)
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u∗g = u
∗
d. (3.80)
D'après (3.80), les vitesses des états intermédiaires sont identiques, ce qui permet de poser
u∗ = u∗g = u∗d. Des égalités (3.75, 3.77, 3.78, 3.79), on tire les expressions suivantes pour ϑ
∗
g,d et
u∗ :
u∗ =
1
C− + C+
(C−ug + C+ud −∆p)
ϑ∗g = ϑg −
1
C−(C− + C+)
(∆p− C+∆u),
ϑ∗d = ϑd +
1
C+(C− + C+)
(∆p+ C−∆u).
(3.81)
Pour une approximation donnée de h∂mZ, on note que ces expressions déﬁnissent de façon unique
le solveur de Riemann. On a donc montré le résultat ci-dessous :
Proposition 31.
Le solveur de Riemann (3.74) déﬁni par les relations (3.81) est un solveur de type Godunov
pour le système lagrangien de Saint-Venant (3.71). Il induit un solveur de type Godunov pour le
système eulérien de Saint-Venant (3.66).

Nous nous intéressons maintenant aux propriétés de positivité du solveur (3.74, 3.81). En eﬀet,
tout comme pour la Dynamique des gaz, il est nécessaire de préserver la positivité de la hauteur
d'eau h, ou ce qui revient au même de son inverse ϑ. On a alors le résultat suivant :
Proposition 32.
Les états intermédiaires du solveur de Riemann simple (3.74, 3.81) sont positifs pour C−, C+
assez grands (i.e. ϑ∗g,d > 0).
Preuve :
Déﬁnissons r = C+/C−. En utilisant les relations (3.81), on a par exemple à gauche,
ϑ∗g = ϑg +
rC−∆u−∆p
C2−(1 + r)
,
dont on déduit facilement la positivité de ϑ∗g pour C+ et C− assez grands, ce qui achève la
démonstration.

Remarque 2.
Lorsque le paramètre r = C+/C− est constant (par exemple, r = 1), la condition de positivité
peut être obtenue explicitement en résolvant deux équations du second degré.

Nous considérons maintenant le caractère entropique du solveur de Riemann simple (3.74, 3.81).
On a alors le résultat suivant :
Proposition 33.
le solveur (3.74, 3.81) est un solveur de type Godunov entropique si les pentes C−, C+ sont
suﬃsamment grandes. Plus précisément, on a l'inégalité,
∆(pu) + u∗h∆Z ≤ −C−(E∗g − Eg) + C+(Ed − E∗d). (3.82)
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Il induit un solveur de type Godunov entropique en coordonnées eulériennes qui satifait l'inégalité,
∆(Eu+ pu) + u∗h∆Z ≤ −c−((hE)∗g − (hE)g) + u∗((hE)∗d − (hE)∗g) + c+((hE)d − (hE)∗d),
(3.83)
où les pentes c−, c+ sont déﬁnies par −c− = ug − C−ϑg et c+ = ud + C+ϑd.
Preuve :
Aﬁn de montrer l'inégalité (3.82), nous allons évaluer la quantité déﬁnie par,
T = ∆(pu) + u∗h∆Z + C−(E∗g − Eg) + C+(E∗d − Ed)
On a tout d'abord,
T = ∆(pu) + u∗h∆Z + C−(
(u∗)2
2
+ ε∗g −
u2g
2
+ εg) + C+(
(u∗)2
2
+ ε∗d −
u2d
2
+ εd),
= ∆(pu) + u∗h∆Z + S
(
(u∗)2
2
− αu
2
g
2
− βu
2
d
2
)
+ C−(ε∗g − εg) + C+(ε∗d − εd),
où α =
C−
C− + C+
, β =
C+
C− + C+
, et S = C− + C+.
On a maintenant, d'une part, en utilisant (3.81),
(u∗)2
2
− αu
2
g
2
− βu
2
d
2
=
1
2
[(
αug + βud − ∆p
S
)2
− (αu2g + βu2d)
]
,
=
1
2
[
(αug + βud)2 − (αu2g + βu2d)
]− αug + βud
S
∆p+
∆p2
2S2
,
= −αβ
2
(∆u)2 − uα
S
∆p+
∆p2
2S2
,
(3.84)
où uα = αug + βud.
D'autre part, en posant xg =
1
SC−
(C+∆u−∆p) et xd = 1
SC+
(C−∆u+ ∆p), on a,
ε∗g,d − εg,d = xg,d
dε
dϑ
(ϑg,d) +
x2g,d
2
d2ε
dϑ2
(ϑg,d) +O(x3g,d),
= −xg,dpg,d +
x2g,d
2
d2ε
dϑ2
(ϑg,d) +O(x3g,d).
D'où l'on tire, en posant R = C−
x2g
2
d2ε
dϑ2
(ϑg) + C+
x2d
2
d2ε
dϑ2
(ϑd) + C−O(x3g) + C+O(x
3
d),
C−(ε∗g − εg) + C+(ε∗d − εd) = −C−xgpg − C+xdpd +R,
= −pg
S
(C+∆u−∆p)− pd
S
(C−∆u+ ∆p) +R,
= −∆u
S
(C+pg + C−pd)− ∆p∆p
S
+R,
= −pβ∆u− ∆p∆p
S
+R,
(3.85)
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où pβ = βpg + αpd.
Finalement, d'après (3.84) et (3.85), on a,
T = ∆(pu) + u∗h∆Z − αβS
2
(∆u)2 − uα∆p+ ∆p
2
2S
− pβ∆u− ∆p∆p
S
+R.
Or, rappelons que ∆p = ∆p + h∆Z et que u∗ = uα − ∆p
S
. En utilisant l'égalité ∆(pu) =
uα∆p+ pβ∆u, on en déduit que,
T = ∆(pu) + u∗h∆Z − αβS
2
(∆u)2 − uα∆p− uαh∆Z + ∆p
2
2S
− pβ∆u− ∆p∆p
S
+R,
= −αβS
2
(∆u)2 − ∆p
S
h∆Z +
∆p2
2S
− ∆p∆p
S
+R,
= −αβS
2
(∆u)2 − ∆p
S
(
h∆Z − ∆p
2
+ ∆p
)
+R,
= −αβS
2
(∆u)2 − ∆p
2
2S
+R.
De plus, on a,|xg| = 1
SC−
|C+∆u−∆p| ≤ 1
C−
(
|∆u|+ |∆p|
S
)
,
et aussi, |xd| ≤ 1
C+
(
|∆u|+ |∆p|
S
)
.
On en déduit que,
R ≤ C1
Min(C−, C+)
(
|∆u|+ |∆p|
S
)2
+
C2
Min(C2−, C2+)
(
|∆u|+ |∆p|
S
)3
,
où C1 et C2 sont des constantes indépendantes de C− et C+. On a donc ﬁnalement obtenu la
majoration suivante,
T ≤ −αβS
2
(∆u)2 − ∆p
2
2S
+
C1
Min(C−, C+)
(
|∆u|+ |∆p|
S
)2
+
C2
Min(C2−, C2+)
(
|∆u|+ |∆p|
S
)3
.
(3.86)
Supposons dans un premier temps que ∆u 6= 0.
Or, on a, αβS =
C−C+
C− + C+
−→ +∞ quand C−, C+ −→ +∞. Le premier terme du second
membre de l'inégalité (3.86) est alors dominant, et dans ce cas il est clair que si C− et C+ sont
assez grands, on a bien T ≤ 0, qui est l'inï¾12galitï¾12 d'entropie (3.82).
Supposons maintenant que ∆u = 0. L'inégalité (3.86) devient alors,
T ≤ −∆p
2
2S
+
C1
Min(C−, C+)
( |∆p|
S
)2
+
C2
Min(C2−, C2+)
( |∆p|
S
)3
,
≤ −∆p
2
2S
(
1− 2C1
Min(C−, C+)S
− 2C2|∆p|
Min(C2−, C2+)S2
)
,
et T est bien négatif pour C− et C+ assez grands, ce qui achève la démonstration.

3.5. APPLICATION AU SYSTÈME DE SAINT-VENANT 81
Remarque 3.
On notera que le résultat précédent est vrai indépendamment du choix de h∆Z.

3.5.3 Solutions équilibre
Tout comme pour le système de la Dynamique des gaz avec gravité, on s'intéressera ici
uniquement aux solutions stationnaires de vitesse nulle. Elles sont déﬁnies par :
u = 0 et ∂xp = −h∂xZ.
Déﬁnissons alors f = f(h) par df =
dp
h
. Les solutions stationnaires sont alors données par,
u = 0 et f + Z = Cste.
On remarque alors que si ∆u = ∆p = 0, on a trivialement V∗g = Vg et V∗d = Vd pour le
solveur lagrangien. Par suite, puisque les états intermédiaires du solveur eulérien sont déﬁnis par
U∗g,d = U(V
∗
g,d), on a donc aussi U
∗
g = Ug et U
∗
d = Ud.
Déﬁnissons maintenant h par,
h =

∆p
∆f
si ∆h 6= 0,
hg = hd si ∆h = 0,
(3.87)
et posons,
h∆Z = h∆Z. (3.88)
Puisque par déﬁnition, ∆p = ∆p+ h∆Z, avec le choix (3.88), on a alors,
∆p = 0⇐⇒ ∆(f + Z) = 0.
On a donc montré le résultat suivant,
Proposition 34.
le schéma (3.74, 3.81) préserve les solutions stationnaires déﬁnies par ,
u = 0 et f + Z = Cste.

Cas du système de Saint-Venant originel
Dans ce paragraphe, on considère le cas spéciﬁque du système de Saint-Venant (3.66). On
a dans ce cas p =
gh2
2
et f = gh à une constante près. Les solutions stationnaires sont donc
données par h+ Z = Cste et u = 0. On en déduit en utilisant (3.87) que h = ha où ha désigne
la moyenne arithmétique. La discrétisation du terme source est donc donnée par h∆Z = ha∆Z,
ce qui constitue une approximation très naturelle et simple de surcroît.
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3.5.4 Applications numériques
On considère ci-dessous uniquement des applications numériques en coordonnées eulériennes.
Celles-ci ont été réalisées à l'aide du solveur eulérien obtenu à partir du solveur lagrangien (3.74,
3.81). La constante de gravité g est prise dans tous les cas égale à 1.
Le premier cas test considéré est tiré de [PER2] et est dénommé 'Still Water'. Il s'agit de vériﬁer
que le schéma est capable de préserver les solutions à l'équilibre. Le domaine de calcul est
constitué d'un canal avec une bosse parabolique sur le fond donnée par l'équation,
Z(x) =
[
0.2− 0.05(x− 10)2]+ .
La longueur du canal est de 20m et on utilise 100 mailles. La condition initiale est
u = 0,
h+ Z = 2.
Sur la ﬁgure (3.6), est représentée la solution à t=50s. Elle est totalement superposée avec la
solution exacte.
Le deuxième cas test permet de calculer l'écoulement après la rupture de deux barrages dans
un canal. Il s'agit de vériﬁer que le schéma fournit bien en temps long la bonne solution d'équilibre
et se comporte sans problème en présence d'un fond discontinu. Le domaine de calcul est constitué
d'un canal avec une bosse constituée par un créneau sur le fond donné par l'équation,
Z(x) =

0. si 0. ≤ x < 1.,
1. si 1. ≤ x < 2.,
0. si 2. ≤ x < 3..
La longueur du canal est de 3m et on utilise 100 mailles. La condition initiale, représente sur la
ﬁgure (3.7), est donnée par,
u ≡ 0 et h(x) =

3. si 0 ≤ x < 1.,
1. si 1. ≤ x < 2.,
1. si 2. ≤ x < 3.,
et les conditions limites sont de type réﬂexion.
On constate sur les ﬁgures (3.8, 3.9) le bon comportement du schéma qui supporte sans problème
les fortes discontinuités et converge asymptotiquement en temps vers la bonne solution stationnaire.
Ceci permet de mettre en évidence la robustesse du schéma.
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Fig. 3.6  Still Water : t=50s
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Fig. 3.7  Font discontinu : condition initiale
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Fig. 3.8  Font discontinu; t = 5s
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Fig. 3.9  Font discontinu; t = 100s
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Chapitre 4
Solveurs simples entropiques pour des
systèmes hyperboliques
non-conservatifs : application à la
Magnétohydrodynamique
4.1 Introduction
On aborde dans cette partie la résolution numérique des systèmes hyperboliques non-linéaires
et non-conservatifs. A l'origine cette étude fut menée dans le but de simuler des phénomènes
régis par les équations de la Magnétohydrodynamique (MHD) en plusieurs dimensions d'espace
à l'aide du système de Powell. En eﬀet, ce système comporte au second membre un produit non-
conservatif dont la justiﬁcation mathématique est donnée dans [GAL7]. Nous n'aborderons pas
ici les aspects théoriques induits par les problèmes d'interprétation de produits non-conservatifs.
On renvoie pour cela aux travaux de [DLM], [LEFLOCH], [HOU], [C-L-N-P], [LEFLOCH-TP].
On s'intéresse ici uniquement à la résolution numérique de tels systèmes. Sur ce point, on citera
les travaux de [BER], [BE-CO], [CMP], [RAV-SS], [TOUMI].
On propose ici un cadre général dans lequel on déﬁnit les solveurs de Riemann pour de tels
systèmes. En particulier, on prolonge la notion de solveurs de Riemann simples développée dans
[GAL4] pour les systèmes homogènes et dans [GAL5] pour les systèmes avec terme source, et on
en fournit une caractérisation élémentaire. D'autre part, on montre qu'il est possible d'établir
une correspondance biunivoque ente solveurs simples eulériens et solveurs simples lagrangiens
pour les systèmes physiques. Cette équivalence permet de se concentrer essentiellement sur la
formulation lagrangienne qui est toujours algébriquement plus simple. Par exemple, on construit
pour le système de Powell deux solveurs simples entropiques lagrangiens induisant des solveurs
eulériens du même type.
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4.2 Schémas de type Godunov
4.2.1 Systèmes de lois de conservation généraux
Nous nous intéressons ici à la résolution numérique des systèmes hyperboliques abstraits du
type suivant,
∂tU+P(U)∂xB(U) = 0, (4.1)
ou encore de la forme,
∂tU+ ∂xF(U) +P(U)∂xB(U) = 0, (4.2)
avec U, F des vecteurs de RN et P une matrice N ×N .
Ces systèmes ont la particularité d'être non-conservatifs. On renvoie aux travaux de [DLM],
[HOU], [LEFLOCH], [C-L-N-P], [LEFLOCH-TP] pour l'aspect théorique concernant de tels
systèmes et de [BER], [BE-CO], [CMP], [RAV-SS] pour l'aspect numérique. On ne soucie pas
ici du sens donné au produit non-conservatif P∂xB. Ce point a ét abordé dans [GAL7]. Dans
[GAL4] a été introduite la notion de solveurs de Riemann simples pour les systèmes conservatifs
et dans [GAL5] pour les systèmes hyperboliques avec terme source. Nous nous proposons ici de
généraliser cette notion au cas des systèmes (4.1) et (4.2).
On supposera en outre que ces systèmes possèdent un couple entropie-ﬂux (η, q), ce qui signiﬁe
qu'il existe une fonction strictement convexe η(U) et un ﬂux d'entropie q(U) vériﬁant la relation
∇q = ∇ηP∇B pour (4.1) ou ∇q = ∇η∇F+∇ηP∇B pour (4.2). On dira alors qu'une solution
U est entropique si elle vériﬁe au sens des distributions l'inégalité d'entropie suivante :
∂tη + ∂xq ≤ 0. (4.3)
Nous commençons ci-dessous par rappeler les résultats de [GAL4] pour le cas conservatif.
4.2.2 Rappels sur les solveurs simples pour le cas conservatif
On introduit tout d'abord une notation, valable dans la suite de ce document. Pour tout
couple (Xg, Xg), on notera ∆X = Xd −Xg.
Considérons maintenant le système hyperbolique conservatif suivant :
∂tU+ ∂xF(U) = 0. (4.4)
Aﬁn de résoudre numériquement (4.4), on introduit usuellement la notion de schéma de type
Godunov. Soit W(x/t;Ug,Ud) une approximation du problème de Riemann suivant :
∂tU+ ∂xF(U) = 0,
U(x, 0) =
{
Ug si x ≤ 0,
Ud si x > 0.
Déﬁnition 7.
On dit que W(x/t;Ug,Ud) est consistant avec la forme intégrale de la loi de conservation (4.4)
si et seulement si l'égalité suivante est vériﬁée pour τ suﬃsamment petit :∫ ∆x/2
−∆x/2
W(x/τ ;Ug,Ud)dx =
∆x
2
(Ug +Ud)− τ∆F. (4.5)
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On dit que W(x/t;Ug,Ud) est consistant avec la forme intégrale de l'inégalité d'entropie (4.3)
si et seulement si l'inégalité suivante est vériﬁée pour τ suﬃsamment petit :∫ ∆x/2
−∆x/2
η(W(x/τ ;Ug,Ud))dx ≤ ∆x2 (η(Ug) + η(Ud))− τ∆q. (4.6)

Etant donné un pas d'espace ∆x, on considère une approximation (Uni )i,n de (4.4) constante à
chaque instant tn dans chaque intervalle ](i−1/2)∆x, (i+1/2)∆x]. A l'aide du solveur de Riemann
W, on peut alors construire la solution ï¾12 l'instant t
n+1 en utilisant la relation suivante :
Un+1i =
1
∆x
(∫ ∆x/2
0
W(x/∆t;Uni−1,U
n
i )dx+
∫ 0
−∆x/2
W(x/∆t;Uni ,U
n
i+1)dx
)
, (4.7)
et on sait [HLL] que si W est consistant avec la forme intégrale de la loi de conservation (4.4),
alors le schéma (4.7) est conservatif, i.e., il existe un ﬂux numérique H tel que
Un+1i = U
n
i −
∆t
∆x
(Hi+1/2 −Hi−1/2).
De même, si W est consistant avec l'inégalité d'entropie, alors il existe un ﬂux d'entropie
numérique Q tel que
ηn+1i ≤ ηni −
∆t
∆x
(Qi+1/2 −Qi−1/2).
Ceci nous conduit à la déﬁnition suivante :
Déﬁnition 8.
Si le solveur de Riemann W est consistant avec la forme intégrale de la loi de conservation, alors
le schéma (4.7) est appelé schéma de type Godunov. On dira alors que W est un solveur de type
Godunov.
Si le solveur de Riemann W est consistant avec l'inégalité d'entropie, alors le schéma (4.7) est
appelé schéma de type Godunov entropique. On dira alors que W est un solveur de type Godunov
entropique.

Dans [GAL4] est introduite la notion suivante de solveur de Riemann simple.
Déﬁnition 9.
On dira que le solveur de Riemann W est simple si et seulement si W(x/t) a la structure de la
solution d'un problème de Riemann linéaire; i.e. W(x/t) est constitué de (m+1) tats constants
(Wk)k=1,m+1, séparés par des discontinuités, avec U1 = Ug et Um+1 = Ud.
Il existe donc des réels (λk)k=1,m tels que :
 W(x/t) = Ug si x/t < λ1,
 W(x/t) = Uk pour λk−1 ≤ x/t < λk pour k = 2,m,
 W(x/t) = Ud si λm ≤ x/t .
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Le solveur de Riemann simple est donc caractérisé par l'application :
(Ug,Ud) −→ (W, λ) = ((Uk)k=1,m+1, (λk)k=1,m)
On le notera alors simplement (W, λ).

Remarque 4.
On remarquera que m n'est pas nécessairement l'ordre du systéme.
Remarque 5.
Les schémas de Roe [ROE], HLL [HLL] et HLLC [TORO] fournissent des exemples connus de
solveurs simples.

Le principal intérêt de cette notion est qu'il est extrêmenent facile de caractériser un solveur
simple. En eﬀet, notons pour toute suite (Xk)k, δXk = Xk+1 −Xk. On a le résultat suivant :
Proposition 35. [GAL4]
Un solveur de Riemann simple est de type Godunov si et seulement si :
∆F =
m∑
k=1
λkδUk. (4.8)
Un solveur de Riemann simple est de type Godunov entropique si et seulement si :
∆q ≤
m∑
k=1
λkδηk.

Nous renvoyons à [LEV2] qui a aussi mis en évidence l'égalité (4.8).
4.2.3 Solveurs simples pour les systèmes non-conservatifs
Nous étendons maintenant de façon formelle la notion de solveur de Riemann simple aux
systèmes non-conservatifs de la forme (4.1).
Déﬁnition 10.
On dira que W est de type Godunov pour le système (4.1) s'il est consistant, i.e. si et seulement
si il existe une matrice P telle que P(U,U) = P(U) et vériﬁant la relation
m∑
k=1
λkδUk = P∆B. (4.9)
On dira qu'un solveur de Riemann simple est de type Godunov entropique si et seulement si :
∆q ≤
m∑
k=1
λkδηk. (4.10)
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
Il est facile de caractériser le schéma induit par cette déﬁnition. En eﬀet, tout d'abord on introduit
les notations suivantes :
P+∆B =
m∑
k=1
λ+k δUk , P
−∆B =
m∑
k=1
λ−k δUk,
où λ+ = max(λ, 0) et λ− = min(λ, 0). Le schéma (4.7) s'écrit alors :
Un+1i = U
n
i −
∆t
∆x
((
P+∆B
)
i−1/2
+
(
P−∆B
)
i+1/2
)
.
Aﬁn de mettre en évidence la partie dissipative du schéma, on introduit la notation suivante :
Q∆U =
m∑
k=1
|λk|δUk.
Le schma précédent devient alors :
Un+1i = U
n
i −
∆t
2∆x
((
P∆B
)n
i−1/2 +
(
P∆B
)n
i+1/2
+Q∆Ui−1/2 −Q∆Ui+1/2
)
, (4.11)
Ceci nous conduit à la déﬁnition suivante :
Déﬁnition 11.
Le schéma (4.11) associé au solveur de type Godunov W sera appelé schéma de type Godunov
pour (4.1).

On sait d'autre part que la forme non-conservative du système (4.1) n'est pas unique. En
particulier, en posant D = P∂UB, on peut considérer la forme suivante :
∂tU+D∂xU = 0. (4.12)
En fait, si W est de type Godunov pour le système (4.1), il est aussi de type Godunov pour le
système (4.12). En eﬀet, il suﬃt de prendre :
D(Ug,Ud) = P(Ug,Ud)
∫ 1
0
∂UB(Ug + α∆U)dα.
Dans le cas du système (4.2), il peut être souhaitable de discrétiser le terme ∂xF de façon
conservative. Ceci nous conduit naturellement à donner la déﬁnition suivante.
Déﬁnition 12.
On dira que W est de type Godunov pour le système (4.2) s'il est consistant, i.e. si et seulement
si il existe une matrice P telle que P(U,U) = P(U) et vériﬁant la relation
m∑
k=1
λkδUk = ∆F+P∆B. (4.13)
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
Il est intéressant dans ce cas de réécrire le schéma (4.11). Il devient :
Un+1i = U
n
i −
∆t
2∆x
((
∆F+P∆B
)
i−1/2 +
(
∆F+P∆B
)
i+1/2
+Q∆Ui−1/2 −Q∆Ui+1/2
)
,
= Uni −
∆t
2∆x
(
Fi+1 − Fi−1 +Q∆Ui−1/2 −Q∆Ui+1/2
)
− ∆t
2∆x
((
P∆B
)
i−1/2 +
(
P∆B
)
i+1/2
)
,
= Uni −
∆t
∆x
(
Hi+1/2 −Hi−1/2
)− ∆t
2∆x
((
P∆B
)
i−1/2 +
(
P∆B
)
i+1/2
)
,
où Hi+1/2 =
1
2
(
Fi + Fi+1 −Q∆Ui+1/2
)
.
Cette forme met en évidence d'une part une partie conservative avec un ﬂux Hi+1/2 dont le
terme de dissipation numérique dépend du terme source et pas seulement de F, et d'autre part
un traitement centré du terme source.
4.2.4 Un exemple simple : HLL non-conservatif
L'exemple le plus simple de solveur simple pour un système non-conservatif est bien sûr fourni
par un solveur à un seul état intermédiaire. Ce solveur est l'extension naturelle du schéma [HLL]
au cadre non-conservatif. Il est donné par :
W(x/t) =

Ug si x/t < λ−,
U∗ si λ− < x/t ≤ λ+,
Ud si λ+ ≤ x/t.
avec U∗ donné par la relation de consistance, soit U∗ =
λ+Ud − λ−Ug
λ+ − λ− −
∆F+P∆B
λ+ − λ− .
On notera que dans le cas où le système possède un couple entropie-ﬂux, ce solveur n'est pas
nécessairement entropique, contrairement au cas conservatif.
4.2.5 Solveurs de type Roe
On montre dans ce paragraphe comment étendre la notion de matrice de Roe au cas non-
conservatif. Cette idée a été introduite dans [TOUMI]. Pour cela, on considère la forme (4.12).
Comme pour le cas conservatif, l'idée est de remplacer à chaque interface la résolution d'un
problème de Riemann exact non-linéaire par un problème de Riemann linéaire plus simple à
résoudre, soit : 
∂tU+D(Ug,Ud)∂xU = 0,
U(x, 0) =
{
Ug si x ≤ 0,
Ud si x > 0.
On propose alors la déﬁnition de matrice de type Roe pour un système non-conservatif.
Déﬁnition 13.
On dira que la matrice D(Ug,Ud) est de type Roe pour le système (4.12) si les conditions
suivantes sont réalisées :
 D(Ug,Ud)→ D(U) si (Ug,Ud)→ (U,U),
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 D(Ug,Ud) possède des valeurs propres réelles et est diagonalisable.
On dira alors que le solveur de Riemann associé W est de type Roe pour le système (4.12).

On vériﬁe alors que si W est de type Roe, le schéma (4.11) s'écrit :
Un+1i = U
n
i −
∆t
2∆x
(
Di+1/2∆Ui+1/2 +Di−1/2∆Ui−1/2 − |Di+1/2|∆Ui+1/2 + |Di−1/2|∆Ui−1/2 )
Cette écriture met en vidence le rôle de la valeur absolue de |D| en tant que matrice de dissipation.
4.2.6 Le modèle d'Euler quasi-neutre
Le modèle d'Euler quasi-neutre a été introduit dans [COR1]. Il modélise un plasma composé
d'ions et d'électrons pour lequel la longueur de Debye est petite devant les dimensions caractéristiques
du problème. On suppose aussi le plasma suﬃsamment collisionnel pour qu'il puisse être considéré
comme un ﬂuide continu, et enﬁn que les rapports des chaleurs spéciﬁques γi et γe sont identiques,
i.e. γi = γe = γ = 5/3. Il est donné par les équations,
∂t
 nnu
nE
+ ∂x
 nunu2 + n(Te + Ti)
u(nE + n(Te + Ti))
 =
 00
0
 (4.14)
et aussi,
∂tse + u∂xse = 0, (4.15)
où se désigne l'entropie spéciﬁque électronique donnée par se = Te/nγ−1.
On note que l'équation (4.15) possède une forme conservative, soit,
∂t(nse) + ∂x(nseu) = 0, (4.16)
et dans ce cas le système (4.14, 4.16) est globalement conservatif. Il est alors possible d'utiliser
un schéma conservatif, par exemple un schéma de Roe [CO-MA, B-G].
Dans [COR1], cependant, c'est la forme (4.14, 4.15) qui a été retenue aﬁn de numériser le modèle
d'Euler quasi-neutre. En eﬀet, on note que le système (4.14) est un système d'Euler standard
pour lequel on utilise un schéma de Roe qui s'écrit :
Vn+1i = V
n
i −
∆t
∆x
(
A+i−1/2∆Vi−1/2 +A
−
i+1/2∆Vi+1/2
)
, (4.17)
où A est la matrice de Roe associée au système (4.14) à chaque interface xi+1/2 et où V désigne
le vecteur t(n, nu, nE).
Il est connu que cette matrice a pour valeurs propres u − a, u, u + a, où u = n
1/2
g ug + n
1/2
d ud
n
1/2
g + n
1/2
d
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et a est la vitesse du son moyenne (voir [ROE]). Le schéma utilisé dans [COR1] pour discrétiser
(4.15) est donné par :
(se)n+1i = (se)
n
i −
∆t
∆x
(
u+i−1/2(∆se)i−1/2 + u
−
i+1/2(∆se)i+1/2
)
. (4.18)
Posons maintenant :
V∗g = Vg + Φ−R− , V
∗
d = Vd − Φ+R+,
où R± (resp. Φ±) sont les vecteurs propres (resp. variables caractéristiques) associés à la matrice
de Roe A [ROE].
Notons maintenant U = t(V, se). On vériﬁe alors que le schéma (4.17, 4.18) est un solveur
de type Godunov qui dérive du solveur de Riemann simple suivant :
W(x/t) =

U1 = Ug si x/t < u− a,
U2 =
(
V∗g
(se)g
)
si u− a ≤ x/t < u,
U3 =
(
V∗d
(se)d
)
si u ≤ x/t < u+ a,
U4 = Ud si u+ a ≤ x/t.
(4.19)
Ce solveur est en outre de type Roe avec D =
(
A 0
0 u
)
.
4.2.7 Le système de Powell
Dans [POWELL], Powell a proposé une modiﬁcation du système de la MHD vériﬁant certaines
propriétés agréables dont l'invariance galiléenne. Dans sa version 1D, il prend la forme suivante :
∂tU+ ∂xF = P∂xBx,
où U =

ρ
ρux
ρuy
ρuz
Bx
By
Bz
ρE˜

, F =

ρux
ρu2x + p˜−B2x
ρuxuy −BxBy
ρuxuz −BxBz
0
Byux −Bxuy
Bzux −Bxuz
ux(ρE˜ + p˜)−BxB · u

, P = −

0
Bx
By
Bz
ux
uy
uz
B · u

,
(4.20)
avec u = t(ux, uy, uz) le vecteur vitesse et B = t(Bx, By, Bz) le champ magnétique.
L'énergie totale est désignée par E˜ = ε˜+u2/2, avec ε˜ = ε+
B2
2ρ
et ε l'énergie interne spéciﬁque.
De même la pression totale est p˜ = p + B2/2, et dans la suite H˜ désignera l'enthalpie totale
donnée par H˜ = ε˜+
p
ρ
+ u2/2.
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La jacobienne ∂UF est donnée par :
A =

0 1 0 0 0 0 0 0
−u2x + dp∗1 2ux + dp∗2 dp∗3 dp∗4 −2Bx + dp∗5 dp∗6 dp∗7 dp∗8
−uxuy uy ux 0 −By −Bx 0 0
−uxuz uz 0 ux −Bz 0 −Bx 0
0 0 0 0 0 0 0 0
−By
ρ
ux +
Bx
ρ
uy
By
ρ
−Bx
ρ
0 −uy ux 0 0
−Bz
ρ
ux +
Bx
ρ
uz
Bz
ρ
0 −Bx
ρ
−uz 0 ux 0
dH1 dH2 dH3 dH4 dH5 dH6 dH7 dH8

avec les notations suivantes :
dp∗1 =
γ − 1
2
u2 , dp∗2 = (1− γ)ux , dp∗3 = (1− γ)uy , dp∗4 = (1− γ)uz,
dp∗5 = (2− γ)Bx , dp∗6 = (2− γ)By , dp∗7 = (2− γ)Bz , dp∗8 = γ − 1,
et aussi :
dH1 = −uxH˜ + uxdp∗1 +
Bx
ρ
u ·B,
dH2 = H˜ + uxdp∗2 −
B2x
ρ
, dH3 = uxdp∗3 −
Bx
ρ
By , dH4 = uxdp∗4 −
Bx
ρ
Bz,
dH5 = uxdp∗5 − u ·B−Bxux , dH6 = uxdp∗6 −Bxuy , dH7 = uxdp∗7 −Bxuz,
dH8 = ux + uxdp∗8.
Sous forme non-conservative, le système de Powell (4.20) prend la forme ci-dessous :
∂tU+Ap∂xU = 0, (4.21)
avec Ap = A− P et où P = (0,0,0,0,0,P,0,0). Cette matrice est donnée par :
Ap =

0 1 0 0 0 0 0 0
−u2x + dp∗1 2ux + dp∗2 dp∗3 dp∗4 −Bx + dp∗5 dp∗6 dp∗7 dp∗8
−uxuy uy ux 0 0 −Bx 0 0
−uxuz uz 0 ux 0 0 −Bx 0
0 0 0 0 ux 0 0 0
−By
ρ
ux +
Bx
ρ
uy
By
ρ
−Bx
ρ
0 0 ux 0 0
−Bz
ρ
ux +
Bx
ρ
uz
Bz
ρ
0 −Bx
ρ
0 0 ux 0
dH1 dH2 dH3 dH4 dH5 + u ·B dH6 dH7 dH8

.
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Dans [GAL0], on a vu qu'il était possible de construire un équivalent discret de la matrice Ap,
donné par :
Ap =

0 1 0 0 0 0 0 0
−u2x + dp∗1 2ux + dp∗2 dp∗3 dp∗4 −Bx + dp∗5 dp∗6 dp∗7 dp∗8
−uxuy uy ux 0 0 −Bx 0 0
−uxuz uz 0 ux 0 0 −Bx 0
0 0 0 0 ux 0 0 0
−By
ρ
ux +
Bx
ρ
uy
By
ρ
−Bx
ρ
0 0 ux 0 0
−Bz
ρ
ux +
Bx
ρ
uz
Bz
ρ
0 −Bx
ρ
0 0 ux 0
dH1 dH2 dH3 dH4 dH5 + u ·B dH6 dH7 dH8

,
(4.22)
où, en posant X =
(∆B)2
2(ρ1/2g + ρ
1/2
d )
2
,
dp
∗
1 = (2− γ)X +
γ − 1
2
u2 , dp
∗
2 = (1− γ)ux , dp∗3 = (1− γ)uy , dp∗4 = (1− γ)uz,
dp
∗
5 = (2− γ)Bx , dp∗6 = (2− γ)By , dp∗7 = (2− γ)Bz , dp∗8 = γ − 1,
et aussi :
dH1 = −uxH˜ + uxdp∗1 +
Bx
ρ
u ·B,
dH2 = H˜ + uxdp
∗
2 −
B2x
ρ
, dH3 = uxdp
∗
3 −
Bx
ρ
By , dH4 = uxdp
∗
4 −
Bx
ρ
Bz,
dH5 = uxdp
∗
5 − u ·B−Bxux , dH6 = uxdp∗6 −Bxuy , dH7 = uxdp∗7 −Bxuz,
dH8 = ux + uxdp
∗
8.
On a montré dans [GAL0] que la matrice Ap possède des valeurs propres réelles données par
ux−cf , ux−ca, ux−cs, ux, ux, ux+cs, ux+ca, ux+cf , et est diagonalisable (voir [GAL0] pour les
expressions des valeurs propres et des vecteurs propres). On a par conséquent le résultat suivant :
Proposition 36.
La matrice de Roe-Powell Ap déﬁnie ci-dessus est une matrice de type Roe et induit un schéma
de type Godunov pour le système de Powell.

4.3 Equivalence Lagrange-Euler
Nous étendons ci-dessous les résultats de [GAL4] établis dans le cas conservatif et dans
[GAL5] pour le cas avec terme source. En particulier, on montre qu'il y a équivalence entre
solveurs simples lagrangiens et solveurs simples eulériens pour une classe assez large de solveurs
de Riemann.
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4.3.1 Systèmes hyperboliques physiques
Nous nous intéressons ici à une classe de systèmes hyperboliques assez générale. En particulier,
on considère des systèmes physiques, i.e. possédant à la fois une forme eulérienne et une forme
lagrangienne ([DES], [DUBOIS], [GAL4]). La forme eulérienne d'un tel système est identique à
la forme (4.2) soit,
∂tU+ ∂xF+P∂xB = 0. (4.23)
Ici F est donné par F = uU+G0 avec G0 de première composante nulle et où u est la vitesse en
x. Habituellement, la première composante de U est la densité ρ qui est positive. On supposera
de plus que P∂xB a sa première composante nulle. La première équation est alors
∂tρ+ ∂x(ρu) = 0.
Pour obtenir la forme lagrangienne, on déﬁnit les variables τ = t, m =
∫
ρdx et les vecteurs :
tn = (1, 0, ..., 0) U = ρn+U0 V0 = ϑU0 V = ϑn+V0 G = −un+G0 ϑ = 1/ρ.
La forme lagrangienne du système est la suivante,
∂τV + ∂mG+P∂mB = 0. (4.24)
On ne soucie pas non plus dans ce paragraphe du sens donné aux produits non-conservatifs P∂xB
et P∂mB. On supposera aussi que (4.24) possède une paire entropie-ﬂux (σ, q) et on considèrera
les solutions vériﬁant l'inéquation d'entropie suivante
∂τσ + ∂mq ≤ 0.
Celle-ci induit alors pour la forme eulérienne l'inéquation d'entropie ci-dessous,
∂t(ρσ) + ∂x(ρσu+ q) ≤ 0.
4.3.2 Construction via les états intermédiaires
Dans ce paragraphe, nous développons une méthode de construction systématique de schémas
de type Godunov eulériens (resp. lagrangiens) à partir de schémas lagrangiens (resp. eulériens).
Elle établit une correspondance entre les états intermédiaires des solveurs de chaque forme.
Considérons un schéma de type Godunov pour le système lagrangien (4.24) et supposons le associé
à un solveur de Riemann simple (V, λ) déﬁni par les pentes (λk)k=1,m et les états intermédiaires
(Vk)k=1,m+1, soit :
WL(m/τ) =

V1 = Vg si m/τ < λ1,
Vk si λk−1 ≤ m/τ < λk pour k = 2,m,
Vm+1 = Vd si λm ≤ m/τ.
(4.25)
Puisque le schéma associé est de type Godunov, il existe P tel que l'on ait la relation suivante :
∆G+P∆B =
∑
k=1,m
λkδVk.
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Rappelons ici que la première équation du système lagrangien a la forme suivante :
∂τϑ− ∂mu = 0. (4.26)
Cette équation correspond à la conservation de la masse et s'écrit en coordonnées eulériennes :
∂tρ+ ∂xρu = 0. (4.27)
Elle implique qu'au travers d'une discontinuité de pente λ, on a la relation de saut :
∆u+ λ∆ϑ = 0. (4.28)
Dans la suite, on considèrera des solveurs simples vériﬁant l'analogue discret de (4.26) au travers
de chaque changement d'états, i.e., on supposera que :
δuk + λkδϑk = 0 pour k = 1,m (H1).
Cette hypothèse est naturelle car l'équation (4.26) est linéaire.
Soient (α, β) un couple de réels conjugués, i.e., vériﬁant, α+β = 1, ainsi qu'une suite (Xk)k. On
notera alors Xα,k = αXk + βXi+1.
Soient enﬁn deux couples (Xg, Xd) et (Yg, Yd). L'identité suivante est alors vériﬁée :
∆(XY ) = Xα∆Y + Yβ∆X.
En utilisant la notation précédente, on note que si (H1) est vériﬁée, on a alors pour tout α et
tout k :
uα,k + λkϑα,k = uk + λkϑk = uk+1 + λkϑk+1.
On notera dans ce cas :
Λk = uα,k + λkϑα,k. (4.29)
On remarque en outre que si les quantités (ϑk)k sont positives, alors la suite (Λk)k est croissante.
Ceci nous amènera à considérer par la suite l'hypothèse suivante :
ϑk ≥ 0 pour k = 1,m (H2).
Enﬁn, par souci de consistance avec les équations (4.26) et (4.27), on supposera que la première
composante du vecteur P∆B est nulle, soit,(
P∆B
)
1
= 0 (H3).
On construit maintenant pour le système eulérien (4.23) le solveur de Riemann suivant (U ,Λ)
déﬁni par les pentes (Λk)k=1,m et les états intermédiaires (Uk)k=1,m déﬁnis par Uk = U(Vk),
soit,
WE(x/t) =

U1 = Ug = U(Vg) si x/t < Λ1,
Uk = U(Vk) si Λk−1 ≤ x/t < Λk pour k = 2,m,
Um+1 = Ud = U(Vd) si Λm ≤ x/t.
(4.30)
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Nous allons déterminer par la suite sous quelles conditions le solveur WE est un solveur de type
Godunov. Avant d'énoncer le résultat principal, on donne le lemme suivant :
Lemme 2.
Supposons (H1) vériﬁée. Soit (xk)k une suite quelconque et (Xk)k = (ρkxk)k.
On a l'identité suivante : ∑
k=1,m
ΛkδXk = ∆(uX) +
∑
k=1,m
λkδxk.
Preuve :
On a :∑
k
ΛkδXk =
∑
k
[uα,k + λkϑα,k]δXk,
=
∑
k
[uα,kδXk − λkXβ,kδϑk] +
∑
k
λk[ϑα,kδXk +Xβ,kδϑk],
=
∑
k
[uα,kδXk +Xβ,kδuk] +
∑
k
λk[ϑα,kδXk +Xβ,kδϑk], en utilisant (H1)
=
∑
k
δ(uX)k +
∑
k
λkδ(ϑX)k,
= ∆(uX) +
∑
k
λkδxk.

Le résultat précédent induit le corollaire immédiat suivant :
Corollaire 3.
Pour tout réel A, l'équivalence suivante est vériﬁée :∑
k=1,m
λkδxk ≥ A⇐⇒
∑
k=1,m
ΛkδXk ≥ ∆(uX) +A.

On énonce maintenant le résultat principal donnant l'équivalence entre solveurs lagrangiens et
solveurs eulériens.
Proposition 37.
Supposons (H1), (H2) et (H3) vériﬁes. Alors, le solveur de Riemann simple lagrangien (V, λ)
(4.25) est de type Godunov pour le système (4.24) si et seulement si le solveur de Riemann
eulérien (U ,Λ) (4.30) est de type Godunov pour le système (4.23).
De même, si (H1), (H2) et (H3) sont vériﬁes, alors le solveur de Riemann simple lagrangien
(V, λ) (4.25) est de type Godunov entropique pour le système (4.24) si et seulement si le solveur
de Riemann eulérien (U ,Λ) (4.30) est de type Godunov entropique pour le système (4.23).
Preuve :
Supposons que (4.25) soit de type Godunov. On a donc :
∆G+P∆B =
∑
k=1,m
λkδVk. (4.31)
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Il faut montrer la relation : ∆F+P∆B =
∑
k=1,m ΛkδUk.
On a alors :
∆F+P∆B = ∆(uU+G0) +P∆B,
= ∆(ρu)n+ ∆(uU0) + ∆G0 +
(
P∆B
)0 + (P∆B)
1
n,
= ∆(ρu)n+ ∆(uU0) +
∑
k
λkδV0k, d'après (4.31) et (H3).
Or, en utilisant le lemme 2 avec successivement X = U0 et X = ρ, on obtient les deux relations
suivantes :
∆(uU0) +
∑
k
λkδV0k =
∑
k
ΛkδU0k,
∆(ρu) =
∑
k
Λkδρk.
Par suite, on a :
∆F+P∆B =
∑
k
Λkδρkn+
∑
k
ΛkδU0k,
=
∑
k
ΛkδUk.
Par conséquent, le solveur de Riemann (4.30) induit bien un schéma de type Godunov.
La démonstration de la réciproque étant identique, ceci achève la démonstration de la première
assertion.
En ce qui concerne le cas entropique, la démonstration est une conséquence directe du corollaire
3, en prenant x = σ et A = ∆q.

Nous avons en outre la propriété immédiate suivante :
Propriété 1.
Supposons (H1), (H2) et (H3) vériﬁées.
Le solveur de Riemann simple lagrangien (4.25) est positif si et seulement si le solveur de
Riemann simple eulérien (4.30) est positif.

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4.4 Application
Il existe de nombreuses utilisations possibles du principe de construction développé au paragraphe
précédent. Par exemple, dans [AB-SA], un schéma de type HLL est construit pour un modèle
multiﬂuide. On peut réinterpréter facilement celui-ci en terme de solveur de type Godunov.
Cependant, ce solveur conserve les inconvénients du schéma HLL, i.e.il ne préserve pas les
discontinuités de contact. En considérant la version lagrangienne du modèle proposé dans [AB-SA],
il est possible de construire un solveur entropique à deux états intermédiaires, qui est donc a
priori moins dissipatif, et vériﬁant en outre la propriété (H1). On ne développera cependant pas
cette étude dans la suite, et on se limitera au cas du système de Powell pour la MHD.
4.4.1 Le système de Powell en coordonnées de Lagrange
Dans ce paragraphe, on cherche à appliquer le principe de construction précédent au cas du
système de Powell (4.20). En particulier, on va construire pour la forme lagrangienne du système
de Powell des solveurs de type Godunov satisfaisant les propriétés (H1), (H2) et (H3) aﬁn d'en
déduire des solveurs de type Godunov pour la forme eulérienne. Cette forme lagrangienne est
fournie par :
∂τV + ∂mG = P∂mBx,
où V =

ϑ
ux
uy
uz
Bxϑ
Byϑ
Bzϑ
E˜

, G =

−ux
p˜−B2x
−BxBy
−BxBz
−Bxux
−Bxuy
−Bxuz
uxp˜−BxB · u

, P = −

0
Bx
By
Bz
ux
uy
uz
B · u

,
(4.32)
avec :
 ϑ le volume spéciﬁque,
 ρ la densité qui vériﬁe ρ = 1/ϑ,
 ux, uy, uz les composantes de la vitesse u,
 Bx, By, Bz les composantes du champ magnétique B,
 p˜ = p+B2/2 la pression totale,
 ε l'énergie interne donnée en gaz parfait par ε = pϑ/(γ − 1),
 ε˜ = ε+ ϑB2/2, l'énergie interne totale,
 E˜ l'énergie totale donnée par E˜ = ε˜+ u2/2.
Il est facile de donner un sens au produit non-conservatif P∂mBx ( voir [GAL7]). En particulier,
les deux termes P et Bx ne sont jamais discontinus en même temps. De plus, les discontinuités
de contact sont déﬁnis par ∆u = 0, ∆B⊥ = 0 et ∆p = 0.
Ce système possède en outre une entropie qui n'est autre que l'entropie habituelle de la mécanique
des ﬂuides, soit s = f(pϑγ), où f est croissante convexe, et bien sûr le ﬂux d'entropie associé est
nul. Ceci conduit à chercher des solutions vériﬁant l'inéquation d'entropie suivante :
∂τs ≤ 0. (4.33)
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On remarquera aussi qu'après combinaison de la première équation de (4.32) avec l'équation sur
Bxϑ, on obtient l'équation très simple suivante sur Bx :
∂τBx = 0. (4.34)
Tout comme pour le cas conservatif, aﬁn d'étudier ce système, il est plus aisé d'introduire le
vecteur suivant de variables primitives tQ = (ϑ, ux, uy, uz, Bx, By, Bz, p). On obtient alors la
forme non-conservative suivante :
∂τV +Ap∂mV = 0, (4.35)
avec Ap = ∂VG − P∂VQ et P = (0,0,0,0,0,P,0,0). Cette matrice Ap est l'équivalent
lagrangien de la matrice de Powell (4.22).
De même en posant N = ∂QV, et en multipliant (4.35) à gauche par N−1, on obtient le système
suivant :
∂τQ+Dp∂mQ = 0,
où la matrice Dp = N−1ApN est donnée par
Dp =

0 −1 0 0 0 0 0 0
0 0 0 0 0 By Bz 1
0 0 0 0 0 −Bx 0 0
0 0 0 0 0 0 −Bx 0
0 0 0 0 0 0 0 0
0 By/ϑ −Bx/ϑ 0 0 0 0 0
0 Bz/ϑ 0 −Bx/ϑ 0 0 0 0
0 C2 0 0 0 0 0 0

.
La quantité C désigne la vitesse du son lagrangienne donnée en gaz parfait par C2 = γp/ϑ.
On notera que Ap et Dp sont semblables. En conséquence, elles ont les mêmes valeurs propres
données par
0 , 0 , C±m = ±Cm = ±cm/ϑ pour m = s, al, f. (4.36)
Les quantités Cf,s désignent les vitesses magneto-acoustiques lentes et rapides et Cal est la vitesse
d'Alfven. Leurs équivalents eulériens cs,al,f satisfont :
c2al = ϑB
2
x , c
2
f,s = 1/2(c˜
2 ± (c˜4 − 4c2c2al)1/2),
où c est la vitesse du son eulérienne donnée par c = Cϑ, et c˜ est la vitesse du son totale donnée
par c˜2 = c2 + b2, avec b = t(bx, by, bz) = ϑ1/2B.
Dans la suite, si X = (Xx, Xy, Xz) est un vecteur de R3, on notera X⊥ = (Xy, Xz).
On déﬁnit maintenant les quantités α2f =
c2 − c2s
c2f − c2s
et α2s =
c2f − c2
c2f − c2s
.
On peut alors vériﬁer les identités suivantes (voir [B-W] par exemple) :
c2s + c
2
f = c
2 + b2, α2s + α
2
f = 1, α
2
sc
2
s + α
2
fc
2
f = c
2,
cscf = c|bx|, (c2f − c2s)αsαf = c|b⊥|.
(4.37)
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De même, on notera,
S = signe(Bx), Ss = 1 , Sf = −1 , β = (βy, βz) = B⊥|B⊥| , β
⊥ = (βz,−βy).
Aﬁn de déﬁnir les vecteurs propres, on introduit les vecteurs suivants,
r1al =
t (0, 0, βz,−βy, 0, 0, 0, 0) , r2al = t
(
0, 0, 0, 0, 0,−Sβzϑ−1/2, Sβyϑ−1/2, 0
)
,
l1al =
1
2
(0, 0, βz,−βy, 0, 0, 0, 0) , l2al =
1
2
(
0, 0, 0, 0, 0,−Sβzϑ1/2, Sβyϑ1/2, 0
)
,
r1s,f =
1
c

0
cs,fαs,f
αf,scf,sβySSs,f
αf,scf,sβzSSs,f
0
0
0
0

, r2s,f =
1
c

−ϑαs,f
0
0
0
0
−αf,scβyϑ−1/2Ss,f
−αf,scβzϑ−1/2Ss,f
αs,fc
2/ϑ

,
tl1s,f =
1
2c

0
cs,fαs,f
αf,scf,sβySSs,f
αf,scf,sβzSSs,f
0
0
0
0

, tl2s,f =
1
2c

0
0
0
0
0
−αf,scβyϑ1/2Ss,f
−αf,scβzϑ1/2Ss,f
αs,fϑ

.
Alors, les vecteurs propres à droite et à gauche de la matrice Dp sont donnés par
r10 =
1
c2
t (1, 0, 0, 0, 0, 0, 0, 0) , l10 =
(
c2, 0, 0, 0, 0, 0, 0, ϑ2
)
,
r20 =
t (0, 0, 0, 0, 1, 0, 0, 0) , l20 = (0, 0, 0, 0, 1, 0, 0, 0) ,
(4.38)
r±al,f,s = ±r1al,f,s + r2al,f,s , l±al,f,s = ±l1al,f,s + l2al,f,s. (4.39)
En utilisant la relation R = Nr entre les vecteurs propres de Ap et Dp, on obtient les vecteurs
propres à droite suivants R±s,al,f pour Ap
R±al =

0
0
±βz
∓βy
0
−Sβzϑ1/2
Sβyϑ
1/2
±β⊥ · u⊥

, (4.40)
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R±s,f =
1
c

−ϑαs,f
±cs,fαs,f
±Ss,fαf,scf,sβyS
±Ss,fαf,scf,sβzS
−ϑαs,fBx
−Ss,f ϑ
1/2
c
αf,sc
2
f,s βy
−Ss,f ϑ
1/2
c
αf,sc
2
f,s βz
±(αs,fcs,fux + SSs,fαf,scf,su⊥ · β) + αs,fϑ(p˜−B2)− Ss,fαf,scϑ1/2|B⊥|

.
(4.41)
Déﬁnissons maintenant les variables caractéristiques continues. Tout d'abord, on introduit
les quantités suivantes, où la notation δ signiﬁe soit une dérivée dα =
d
dα
par rapport à un
paramï¾12tre quelconque α, soit une diﬀérence ∆,
Aal = β⊥ · δu⊥ , Bal = −Sϑ1/2β⊥ · δB⊥,
As = αs cs
c
δux + αf
cf
c
Sβ · δu⊥ , Bs = αsϑ
c
δp− αfϑ1/2β · δB⊥,
Af = αf cf
c
δux − αs cs
c
Sβ · δu⊥ , Bf = αf ϑ
c
δp+ αsϑ1/2β · δB⊥.
(4.42)
Alors, en utilisant l'identité l = LN reliant les vecteurs propres à gauche de Ap et Dp, on obtient
les variables caractéristiques continues ci-dessous
φ±m = L
±
m · dαV = l±m · dαQ =
1
2
(±Am + Bm) pour m = s, al, f. (4.43)
Finalement, puisque le système (4.32) est hyperbolique, on a la décomposition suivante :
dαG−PdαBx =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m. (4.44)
Considérons maintenant les expressions des valeurs propres, des variables caractéristiques et des
vecteurs propres à droite. On constate qu'ils s'expriment en fonction de p˜, u, B, ϑ et C. A
l'opposé, le ﬂux G et le vecteur P dépendent uniquement de p˜, u, B, mais pas de ϑ et C. Le
résultat ci-dessous montre que cette propriété reste vraie dans (4.44).
Propriété 2.
L'égalité suivante est vériﬁée,
dαG−PdαBx =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m
où ϑ et C sont choisis quelconques dans les expresssions de Cν±, φν± et Rν± données par (4.36),
(4.42) et (4.43).

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La preuve de ce résultat peut être facilement obtenue par des calculs directs à partir des
expressions des valeurs propres, variables caractéristiques et vecteurs propres à droite en fonction
de p˜, u, B, ϑ et C, et nous ne la développerons pas ici. Dans la suite, nous verrons que la propriété
2 est aussi vraie dans le cas discret, ce qui nous conduira à la construction d'une famille de schémas
de type Godunov.
4.4.2 Construction d'une matrice de Powell discrète
Nous construisons dans ce paragraphe une matrice de type Roe pour le système de Powell
en coordonnées de Lagrange. On appellera une telle matrice matrice de Powell. Puisque dans le
cas où Bx est constant, le système de Powell devient le système de la MHD conservative, il est
naturel de demander qu'il en soit de même pour la matrice de Powell vis-à-vis de la matrice de
Roe. Nous allons donc utiliser la technique de construction de la matrice de Roe de [CGR] aﬁn
d'en déduire une matrice de Powell.
Rappelons qu'elle est est basée sur l'utilisation de moyennes arithmétiques et que la matrice de
Roe pour la MHD lagrangienne est l'extension naturelle de la matrice de Roe donnée par Munz
[MUNZ] dans le cas de la Dynamique des gaz. Sauf indication contraire, la notation Xa désignera
dans la suite la moyenne arithmétique d'un couple (Xg, Xd).
On introduit de nouveau le vecteur de variables primitives tQ = (ϑ, ux, uy, uz, Bx, By, Bz, p). Le
principe de construction est alors basé sur la recherche de matrices IM, N telles que :
∆G−Pa∆Bx = IM∆Q et ∆V = N∆Q.
La matrice de Powell sera alors donnée par Ap = IMN
−1
, si N est inversible.
En fait, comme pour le cas continu, on considère de préférence la matriceDp = N
−1 IM, analogue
discret de Dp. La matrice D obtenue pour la MHD lagrangienne conservative est fournie par :
D =

0 −1 0 0 0 0 0
0 0 0 0 (By)a (Bz)a 1
0 0 0 0 −Bx 0 0
0 0 0 0 0 −Bx 0
0 (By)a/ϑa −Bx/ϑa 0 0 0 0
0 (Bz)a/ϑa 0 −Bx/ϑa 0 0 0
0 C2ave 0 0 0 0 0

où C2ave = γPa/ϑa, avec Pa = pa +
γ−1
γ [(B
2)a − (Ba)2)] pour un gaz parfait (voir [CGR] pour
une équation d'état quelconque).
On propose ici d'étendre naturellement celle-ci au cas non-conservatif par la matrice Dp ci-
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dessous :
Dp =

0 −1 0 0 0 0 0 0
0 0 0 0 0 (By)a (Bz)a 1
0 0 0 0 0 −(Bx)a 0 0
0 0 0 0 0 0 −(Bx)a 0
0 0 0 0 0 0 0 0
0 (By)a/ϑa −(Bx)a/ϑa 0 0 0 0 0
0 (Bz)a/ϑa 0 −(Bx)a/ϑa 0 0 0 0
0 C2ave 0 0 0 0 0 0

. (4.45)
Pour la matrice N, on fait le choix simple suivant,
N =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
(Bx)a 0 0 0 ϑa 0 0 0
(By)a 0 0 0 0 ϑa 0 0
(Bz)a 0 0 0 0 0 ϑa 0
(
B2
2
)a +
pa
γ − 1 uxa uya uza (Bx)aϑa (By)aϑa (Bz)aϑa
ϑa
γ − 1

,
qui induit la matrice N−1 ci-dessous :
N−1 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
−(Bx)a/ϑa 0 0 0 1/ϑa 0 0 0
−(By)a/ϑa 0 0 0 0 1/ϑa 0 0
−(Bz)a/ϑa 0 0 0 0 0 1/ϑa 0
κa(B2a − (
B2
2
)a... −κauxa −κuya −κuza −κa(Bx)a −κa(By)a −κa(Bz)a κa
... − pa
γ − 1)

.
où κa =
γ − 1
ϑa
. On montre alors aisément le résultat :
Proposition 38.
La matrice Ap = NDpN
−1
est une matrice de type Roe pour le système de Powell.

On notera que la matrice Dp a la même structure que Dp. En eﬀet, on a Dp = Dp(Cave, ϑa,Ba).
Ceci entraîne que l'algèbre est la même que dans le cas continu. En particulier, les valeurs propres
de Ap sont données par 0, 0, C±al,f,s = C
±
al,f,s(Cave, ϑa, p˜a,Ba). De plus, les vecteurs propres à
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droite sont R±al,f,s = R
±
al,f,s(Cave, ϑa, p˜a,ua,Ba) et les variables caractéristiques discrètes sont
φ±al,f,s = φ
±
al,f,s(Cave, ϑa, p˜a,Ba,∆), i.e.,
Aal = β⊥ ·∆u⊥ ,Bal = −Sϑ1/2a β⊥ ·∆B⊥,
As = αs cs
c
∆ux + αf
cf
c
Sβ ·∆u⊥ ,Bs = αsϑa
c
∆p− αfϑ1/2a β ·∆B⊥,
Af = αf cf
c
∆ux − αs cs
c
Sβ ·∆u⊥ ,Bf = αf ϑa
c
∆p+ αsϑ1/2a β ·∆B⊥.
(4.46)
Remarque 6.
On n'a pas traité ici le cas d'un gaz quelconque. Il s'obtient facilement à l'aide des ingrédients
développés dans [CGR].
4.4.3 Construction d'une famille de solveurs de type Godunov
Dans ce paragraphe, comme dans le cas conservatif, nous généralisons le solveur de type Roe
en une famille de solveurs de type Godunov.
Dans ce but, on déﬁnit pour C et ϑ arbitraires, les pentes C±al,f,s = C
±
al,f,s(C, ϑ, p˜a,Ba), les
vecteursR±al,f,s = R
±
al,f,s(C, ϑ, p˜a,ua,Ba) et les variables caractéristiques φ
±
al,f,s = φ
±
al,f,s(C, ϑ, p˜a,Ba,∆).
On construit maintenant le solveur de Riemann suivant
W(m/τ) =

Vg si m/τ ≤ −Cf ,
Vg,f = Vg + φ−f R
−
f si −Cf < m/τ ≤ −Cal,
Vg,al = Vg,f + φ−alR
−
al si −Cal < m/τ ≤ −Cs,
Vg,s = Vg,al + φ−s R−s si −Cs < m/τ ≤ 0,
Vd,s = Vd,al − φ+s R+s si 0 < m/τ ≤ Cs,
Vd,al = Vd,f − φ+alR+al si Cs < m/τ ≤ Cal,
Vd,f = Vd − φ+f R+f si Cal < m/τ ≤ Cf ,
Vd,0 si Cf < m/τ.
(4.47)
Si dans (4.47), nous choisissons ϑ = ϑa, et C = Cave, on retrouve le solveur de Riemann associé
au solveur de type Roe déﬁni plus haut. Dans le cas général, le résultat ci-dessous nous permet
de déﬁnir un schéma de type Godunov.
Proposition 39.
L'identité suivante est vraie pour tout ϑ et C,
∆G−Pa∆Bx =
∑
(ν;m) = (±; s, al, f)
Cνmφ
ν
mR
ν
m. (4.48)

Clairement, ce résultat implique que (4.47) est un solveur de type Godunov puisque (4.48) est
exactement la caractérisation donnée par (4.13). De plus, si les états Vg and Vd sont séparés
par une discontinuité de contact, i.e., ∆ux = ∆uy = ∆uz = ∆p = ∆By = ∆Bz = 0, par
construction on a φ±al,f,s = 0, ce qui conduit à Vg,m = Vg et Vd,m = Vd pour m = al, f, s. On a
donc immédiatement le résultat,
Corollaire 4.
Le solveur de Riemann (4.47) préserve les discontinuités de contact.
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
On ne développera pas ici la preuve de la proposition 39. Elle peut être obtenue à l'aide de
calculs directs à partir des expressions des valeurs propres et des vecteurs propres en fonction de
p˜a, ua, Ba, ϑ, et C. Mais aﬁn de relier cette propriété avec la notion de matrice de type Roe,
on préfèrera donner la preuve dans le cas particulier où ϑ est choisi égal à ϑa. La méthode que
nous allons utiliser suit la même démarche que dans le cas conservatif ([GAL2], [GAL3]). Au
paragraphe précédent, nous avons cherché des matrices IM, N telles que ∆G−Pa∆Bx = IM∆Q,
∆V = N∆Q, et nous avons considéré la matrice Dp = N
−1 IM, la matrice de type Roe étant
donné par Ap = NDN
−1
. Ici, on imposera que la matrice Dp est donné par Dp = D(C, ϑa,Ba)
où le paramètre C est arbitraire, et nous chercherons uniquement la matrice N. Le problème à
résoudre est donc le suivant :
Existe-t-il une matrice N telle que Ap = NDpN
−1
soit une matrice de type Roe?
L'intérêt d'un tel rsultat est évident. En eﬀet, les valeurs propres de Ap sont celles de Dp, et
peuvent alors être choisies aussi grandes que l'on veut, ce qui permet de moduler la dissipation
numérique du schéma.
Nous allons chercher maintenant une matrice N satisfaisant ∆V = N∆Q. Il est facile de voir
que ceci se réduit à chercher une décomposition générale de la pression totale de la forme
∆p˜ = χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB),
où les coeﬃcients scalaires χ, κ et le vecteur Θ sont à determiner. En eﬀet, cette relation conduit
à la décomposition suivante de la pression,
∆p = χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB) + B
2
a
ϑa
∆ϑ− Ba
ϑa
·∆(ϑB)
= (χ+
B2a
ϑa
)∆ϑ− κua ·∆u+ (Θ− Ba
ϑa
) ·∆(ϑB) + κ∆E˜,
induisant la matrice
N−1 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
−(Bx)a/ϑa 0 0 0 1/ϑa 0 0 0
−(By)a/ϑa 0 0 0 0 1/ϑa 0 0
−(Bz)a/ϑa 0 0 0 0 0 1/ϑa 0
χ+
B2a
ϑa
−κuxa −κuya −κuza Θx −
(Bx)a
ϑa
Θy − (By)a
ϑa
Θz − (Bz)a
ϑa
κ

.
Finalement, le résultat suivant donne la réponse à la question posée plus haut.
Proposition 40.
Soit C un réel positif.
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Supposons que le système linéaire suivant est satisfait par les coeﬃcients χ, κ et Θ,

χ∆ϑ+ κ∆ε˜+ Θ ·∆(ϑB) = ∆p˜,
κBa + Θ =
Ba
ϑa
,
−χ+ κp˜a = C2 + B
2
a
ϑa
.
(4.49)
Alors,les matrices N−1 et Dp = Dp(C, ϑa,Ba) satisfont les relations
N−1∆V = ∆Q , N−1 (∆G−Pa∆Bx) = Dp∆Q.
Ce système a une unique solution si la relation suivante est vraie
(pa + (B2)a − (Ba)2)∆ϑ+ ∆ε 6= 0. (C1)
La matrice N−1 est inversible si κ 6= 0 , ce qui, si la condition (C1) est vraie, est équivalent à
C
2∆ϑ+ ∆p 6= 0. (C2)
Si c'est le cas, la matrice Ap = N Dp N
−1
est une matrice de type Roe. Ses valeurs propres
sont 0, 0 et C±al,f,s = C
±
al,f,s(C, ϑa, p˜a,Ba). De plus, les vecteurs propres à droite et les variables
caractéristiques sont donnés par les expressions, R±al,f,s = R
±
al,f,s(C, ϑa, p˜a,ua,Ba) et, φ
±
al,f,s =
φ±al,f,s(C, ϑa, p˜a,Ba,∆).
Preuve :
Tout d'abord, on a déjà vu que la première relation de (4.49) induit l'égalité N−1∆V = ∆Q,
et il reste alors à montrer que N−1 (∆G−Pa∆Bx) = Dp∆Q. On a d'une part, en posant
p˜⊥ = p+
B2⊥
2
,
D∆Q =

−∆ux
∆p+B⊥a ·∆B⊥
−Bxa∆By
−Bxa∆Bz
0
Bya
ϑa
∆ux − Bxa
ϑa
∆uy
Bza
ϑa
∆ux − Bxa
ϑa
∆uz
C
2∆ux

, ∆G−Pa∆Bx =

−∆ux
∆p˜⊥
−Bxa∆By
−Bxa∆Bz
−Bxa∆ux
−Bxa∆uy
−Bxa∆uz
∆(uxp˜)−Bxa∆(u ·B)

.
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On en tire
N−1 (∆G−Pa∆Bx) =

−∆ux
∆p˜⊥
−Bxa∆By
−Bxa∆Bz
0
Bya
ϑa
∆ux − Bxa
ϑa
∆uy
Bza
ϑa
∆ux − Bxa
ϑa
∆uz(
N−1 (∆G−Pa∆Bx)
)
8

,
avec(
N−1 (∆G−Pa∆Bx)
)
8
= −(χ+ B
2
a
ϑa
)∆ux − κuxa∆p˜⊥ + κuyaBxa∆By + κuzaBxa∆Bz
+(Θ− Ba
ϑa
) · (−Bxa∆u) + κ (∆(p˜ux)−Bxa∆(B · u)) ,
= −(χ+ B
2
a
ϑa
)∆ux − κuxa∆p˜+ κBxaua ·∆B
−Bxa(Θ−
Ba
ϑa
) ·∆u+ κuxa∆p˜+ κp˜a∆ux −Bxa∆(B · u),
= −(χ+ B
2
a
ϑa
− κp˜a)∆ux −Bxa(Θ−
Ba
ϑa
+ κBa) ·∆u.
Par suite, il suﬃt de montrer que
−(χ+ B
2
a
ϑa
− κp˜a)∆ux −Bxa(Θ−
Ba
ϑa
+ κBa) ·∆u = C2∆ux,
ce qui provient des deux dernières relations de (4.49).
Pour terminer, (C1) est obtenu en considérant le déterminant du système (4.49) et (C2) en
évaluant κ à partir de (4.49).

Maintenant, on est en mesure de donner la preuve de la proposition 39.
Tout d'abord, supposons que ϑ = ϑa. Alors, grâce à la proposition 40, si (C1) et (C2) sont
satisfaites, le solveur (4.47) est un solveur de type Roe, et (4.48) est vrai. Si (C1), (C2) ne sont
pas vériﬁées, on note que chaque membre de (4.48) est continu par rapport à Vg, Vd, et on
utilise alors un argument de continuité.
Si ϑ 6= ϑa, on considère les états V′m données par tQ(V′m) = (ϑ,um,Bm, pm) pour m = g, d.
Puisque ϑ = (ϑ(V′g) + ϑ(V′d))/2, (4.48) est vrai pour les états V
′
g, V
′
d. De plus, on a
(∆G−Pa∆Bx) (Vg,Vd) = (∆G−Pa∆Bx) (V′g,V′d).
Ceci termine la preuve.

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Positivité
On étudie dans ce paragraphe la positivité de la famille de schémas développés plus haut. On
a le résultat suivant :
Proposition 41.
Si ϑ ≤ min(ϑg, ϑd), le solveur de Riemann (4.47) induit un schéma de type Godunov positif pour
une vitesse du son C suﬃsamment grande.

Déﬁnissons pour ϑ ﬁxé, le petit paramètre µ = 1/C. La démonstration du résultat précédent
s'appuie sur l'étude du comportement asymptotique des quantités Φνx et R
ν
x en fonction de µ. En
particulier, il est facile de montrer que ces fonctions sont prolongeables par continuité en µ = 0.
La proposition 41 se déduit des lemmes suivants :
Lemme 3. On a les comportements asymptotiques suivants :
lim
µ→0
cf
c
= 1 , lim
µ→0
cs = ca = |bx|,
lim
µ→0
αf = 1 , lim
µ→0
αs = 0.

Lemme 4.
Posons X± =
1
2
(∆u⊥∓Sϑ1/2∆B⊥) et δV±x = ∓Φ±xR±x pour x = f, al, s.
On a les comportements asymptotiques suivants :
lim
µ→0
φ±f = ±
∆ux
2
, lim
µ→0
R±f = ±

0
1
0
0
0
0
0
uxa

,
lim
µ→0
δV±f = ∓
∆ux
2

0
1
0
0
0
0
0
uxa

.
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∀µ, φ±al = φ±al(0) = ±X± · β⊥ , R±al(µ) = R±al(0) = ±

0
0
β⊥
0
∓Sϑ1/2β⊥
u⊥a · β⊥

,
∀µ, δV±al(0) = ∓
(
X± · β⊥
)

0
0
β⊥
0
∓Sϑ1/2β⊥
u⊥a · β⊥

.
lim
µ→0
φ±s = ±SX± · β , lim
µ→0
R±s = ±S

0
0
β
0
∓Sϑ1/2β
(u⊥a ∓ Sϑ1/2B⊥a) · β

,
lim
µ→0
δV±s = ∓
(
X± · β)

0
0
β
0
∓Sϑ1/2β
(u⊥a ∓ Sϑ1/2B⊥a) · β

.

Déﬁnissons le vecteur Q˜ = t(ϑ, u, v, w,Bx, By, Bz, ε) et posons X− = Xg, X+ = Xd. Le lemme
précédent permet d'obtenir les états intermédiaires limites donnés ci-dessous :
Lemme 5.
Les états intermédiaires asymptotiques du solveur de Riemann sont déﬁnis pour α = g, d par :
Q˜α,f (0) =

ϑα
uxa
u⊥α
Bα
εα +
(∆ux)2
8
 ,
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Q˜α,al(0) =

ϑα
uxa
V⊥α + (β⊥ ·Xα)β⊥
B⊥α +
Sϑ
1/2
ϑα
(β⊥ ·Xα)β⊥
εα +
(∆ux)2
8
+
1
2
(1− ϑ
ϑα
)(β⊥ ·Xα)2

,
Q˜α,s(0) =

ϑα
uxa
V⊥α +Xα
B⊥α +
Sϑ
1/2
ϑα
Xα
εα +
(∆ux)2
8
+
X2α
2
(1− ϑ
ϑα
)

.

Entropie
On s'intéresse maintenant au caractère entropique du schéma. Nous avons vu plus haut que
le système de Powell lagrangien possède un couple entropie ﬂux (s, 0) et on recherchera des
solutions vériﬁant l'inégalité (4.33). Puisque le ﬂux d'entropie est nul, il faut vériﬁer l'inégalité
suivante :
−Cf (sg,f−sg)−Cal(sg,al−sg,f )−Cs(sg,s−sg,al)+Cs(sd,al−sd,s)+Cal(sd,f−sd,al)+Cf (sd−sd,f ) ≥ 0.
En fait, on a le résultat plus précis ci-dessous :
Proposition 42.
Pour ϑ ≤ min(ϑg, ϑd), le solveur de Riemann (4.47) induit un schéma de type Godunov entropique
pour une vitesse du son C suﬃsamment grande. On a les inégalités suivantes :
−Cf (sg,f − sg)− Cal(sg,al − sg,f )− Cs(sg,s − sg,al) ≥ 0,
Cs(sd,al − sd,s) + Cal(sd,f − sd,al) + Cf (sd − sd,f ) ≥ 0. (4.50)
Idée de preuve :
La démonstration de ce résultat est longue et fastidieuse et on n'en donnera qu'une simple idée.
Considérons uniquement la première inégalité de (4.50) et réécrivons la sous la forme suivante :
sg − sg,f − Cal
Cf
(sg,al − sg,f )− Cs
Cf
(sg,s − sg,al) ≥ 0. (4.51)
Supposons tout d'abors que ∆ux 6= 0. D'après le lemme 5, on a :
lim
µ→0
ϑg,f = ϑg , lim
µ→0
εg,f = εg +
(∆ux)2
8
,
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et donc lim
µ→0
sg > sg,f .
D'autre part, d'après le lemme 3, on a :
lim
µ→0
Cal
Cf
= 0 , lim
µ→0
Cs
Cf
= 0,
et puisque les états intermédiaires ont des limites ﬁnies, l'inégalité (4.51) est vraie.
Si maintenant ∆ux = 0, la preuve est plus délicate, et il est alors nécessaire d'eﬀectuer des
développements de Taylor en fonction de µ de tous les termes présents dans (4.51), et ceci
jusqu'à l'ordre 4. On ne développera pas ici ces calculs.

Le résultat précédent a pour conséquence le corollaire suivant :
Corollaire 5.
Supposons ϑ ≤ min(ϑg, ϑd). Alors, pour C assez grand, le schéma induit par le solveur (4.47)
est entropique au sens classique avec un ﬂux d'entropie numérique nul, i.e.,
s(Vn+1i ) ≤ s(Vni ) pour 2Cf∆τ ≤ ∆m.
Preuve :
On introduit les états suivants :
V− =
2
∆m
∫ 0
−∆m/2
W(m/τ ;Vg,Vd)dm , V+ =
2
∆x
∫ ∆m/2
0
W(m/τ ;Vg,Vd)dx
On a :
V− =
2
∆m
(∫ −Cf τ
−∆m/2
Wdm+
∫ −Calτ
−Cf τ
Wdm+
∫ −Csτ
−Calτ
Wdm+
∫ 0
−Csτ
Wdm
)
,
=
2
∆m
(
(−Cfτ + ∆m2 )Vg + (−Calτ + Cfτ)Vg,f + (−Csτ + Calτ)Vg,al + CsτVg,s
)
.
Par convexité de l'entropie, on obtient :
s(V−) ≤ 2
∆m
(
(−Cfτ + ∆m2 )sg + (−Calτ + Cfτ)sg,f + (−Csτ + Calτ)sg,al + Csτsg,s
)
,
≤ sg + 2τ∆m (Cf (sg,f − sg) + Cal(sg,al − sg,f ) + Cs(sg,s − sg,al)) ,
≤ sg , d'après (4.50).
De la même manière, on obtient s(V+) ≤ sd.
On en déduit ﬁnalement :
s(Vn+1i ) = s
(
1
2
((V+)ni−1/2 + (V
−)ni+1/2)
)
,
≤ 1
2
(
s((V+)ni−1/2) + s((V
−)ni+1/2)
)
,
≤ 1
2
(s(Vni ) + s(V
n
i )) ,
≤ s(Vni ),
ce qui achève la démonstration.

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Construction de solveurs eulériens
Puisque les états intermédiaires sont positifs pour C assez grand, la propriété (H2) est vériﬁée.
De plus, les propriétés (H1) et (H3) sont satisfaites par construction. On a donc le résultat :
Proposition 43.
Pour ϑ ≤ min(ϑg, ϑd), le solveur de Riemann (4.47) induit un solveur eulrien positif et entropique
pour C assez grand.
4.4.4 Solveur de type HLL
On a vu au paragraphe précédent que le solveur (4.47) possède les propriétés importantes
de positivité et d'entropie. En contre-partie, il est d'une relative complexité puisqu'il possède
six états imtermédiaires et peut s'avérer coûteux dans la mesure où les conditions de positivité
et d'entropie ne sont pas explicites et ne peuvent être obtenues que numériquement. Il est donc
souhaitable de disposer d'un solveur moins complexe et moins coûteux. Le candidat le plus simple
possible est un solveur à un seul état intermédiaire de type HLL, donné par :
W(x/t) =

Vg si m/τ ≤ −Cg,
V∗ si − Cg < m/τ ≤ Cd,
Vd si Cd < m/τ.
(4.52)
avec V∗ donné par la relation de consistance :
V∗ =
CdVd + CgVg
Cd + +Cg
− ∆G−P∆Bx
Cd + Cg
. (4.53)
Ici les quantités Cg et Cd sont choisies positives puisque le système possède des valeurs propres
nulles.
On a le résultat suivant :
Proposition 44.
Le solveur de Riemann (4.52, 4.53) est positif et entropique pour C assez grand.
Preuve :
On aV∗ =
CdVd + CgVg
Cd + Cg
+O
(
1
Cd + Cg
)
et par suite, s∗ = s
(
CdVd + CgVg
Cd + Cg
)
+O
(
1
Cd + Cg
)
.
Si Vg 6= Vd, puisque s est strictement convexe, on a s
(
CdVd + CgVg
Cd + Cg
)
<
Cdsd + Cgsg
Cd + Cg
, et
donc pour Cg et Cd assez grands, on a aussi s∗ <
Cdsd + Cgsg
Cd + Cg
, ce qui est exactement l'inégalité
d'entropie discrte.
Si Vg = Vd, on a s∗ =
Cdsd + Cgsg
Cd + Cg
, ce qui achève la dmonstration.

4.4.5 Solveurs simples à deux états intermédiaires
On vient de voir qu'il est facile de construire un solveur de type HLL entropique pour
le système de Powell lagrangien. Malheureusement, il est bien connu que le schéma HLL a
116 CHAPITRE 4. SOLVEURS SIMPLES POUR LES SYSTÈMES NON-CONSERVATIFS
l'inconvénient d'être trop dissipatif. En particulier, il ne préserve pas les discontinuités de contact.
En outre, il ne satisfait pas non plus la propriété (H1).
Nous chercherons à développer dans ce paragraphe un solveur simple à deux états intermédiaires
V∗g et V∗d, préservant les discontinuités de contact et satisfaisant les propriétés (H1), (H2) et
(H3).
Il existe en outre une autre proprité intéressante à satisfaire et qui n'est vériﬁée ni par le solveur
à 6 états (4.47), ni par le solveur de type HLL (4.52, 4.53). Il s'agit de la compatibilité avec
l'équation (4.34) que nous rappelons ici,
∂τBx = 0.
Un schéma bas sur un tel solveur devra donc vériﬁer pour tout i et tout n, (Bx)n+1i = (Bx)
n
i .
On s'attachera donc à satisfaire cette compatibilité.
On commence maintenant la construction d'un tel schéma. Supposons pour simpliﬁer que les
pentes des discontinuités soient données par −C, 0,+C avec C positif. Puisque le solveur simple
est de type Godunov, on doit chercher V∗g, V∗d et P tels que :
−C(V∗g −Vg) + C(Vd −V∗d) = ∆G−−P∆Bx,
soit encore :
V∗g +V
∗
d = Vg +Vd −
∆G−P∆Bx
C
. (4.54)
Puisque (H1) doit être satisfaite, on doit avoir :
(ux)∗g − Cϑ∗g = (ux)g − Cϑg, (4.55)
(ux)∗d + Cϑ
∗
d = (ux)d + Cϑd, (4.56)
(ux)∗g = (ux)
∗
d. (4.57)
Considérons la deuxième équation de (4.54). Elle s'écrit :
(ux)∗g + (ux)
∗
d = (ux)g + (ux)d −
∆(p˜−B2x) +Bx∆Bx
C
.
Eﬀectuons alors le choix naturel suivant :
Bx = (Bx)a. (4.58)
Avec ce choix, on obtient :
(ux)∗g + (ux)
∗
d = (ux)g + (ux)d −
∆p˜⊥
C
. (4.59)
En considérant alors la première relation de (4.54) ainsi que les égalités ( 4.55, 4.56, 4.59), on
obtient le système suivant :
ϑ∗g + ϑ∗d = ϑg + ϑd +
∆ux
C
,
(ux)∗g + (ux)∗d = (ux)g + (ux)d −
∆p˜⊥
C
,
(ux)∗g − Cϑ∗g = (ux)g − Cϑg,
(ux)∗d + Cϑ
∗
d = (ux)d + Cϑd.
(4.60)
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Ce système est inversible et a pour solutions :
ϑ∗g = ϑg +
1
2C
(
∆ux − ∆p˜⊥
C
)
,
ϑ∗d = ϑd +
1
2C
(∆ux +
∆p˜⊥
C
),
(ux)∗g = (ux)∗d = u
∗
x = 1/2((ux)g + (ux)d −
∆p˜⊥
C
).
(4.61)
On constate alors que la relation (4.57) est vériﬁée automatiquement. Par conséquent avec les
choix (4.58) et (4.61), la condition (H1) est satisfaite.
Aﬁn de fermer le système, on impose maintenant des relations qui sont vraies au niveau d'une
discontinuité de contact, à savoir :
(u⊥)∗g = (u⊥)∗d = u
∗
⊥,
(B⊥)∗g = (B⊥)∗d = B
∗
⊥.
En injectant celles-ci dans (4.54) on détermine alors u∗⊥ et B
∗
⊥ facilement, ce qui donne :
u∗⊥ = (u⊥)a +
∆(BxB⊥)−B⊥∆Bx
2C
,
(ϑ∗g + ϑ∗d)B
∗
⊥ = ϑg(B⊥)g + ϑd(B⊥)d +
∆(Bxu⊥)− u⊥∆Bx
C
.
(4.62)
D'autre part, aﬁn de satisfaire pour tout i et tout n, (Bx)n+1i = (Bx)
n
i , on impose les relations
(Bx)∗g = (Bx)g et (Bx)∗d = (Bx)d. En injectant ces égalités dans (4.54), on obtient :
ϑ∗g(Bx)g + ϑ∗d(Bx)d = ϑg(Bx)g + ϑd(Bx)d +
∆(Bxux)− ux∆Bx
C
,
⇐⇒ C(Bx)g(ϑ∗g − ϑg) + C(Bx)d(ϑ∗d − ϑd) = ∆(Bxux)− ux∆Bx,
⇐⇒ (Bx)g(u∗x − (ux)g) + (Bx)d((ux)d − u∗x) = ∆(Bxux)− ux∆Bx, d'après (4.55, 4.56)
⇐⇒ −u∗x∆Bx = −ux∆Bx,
ce qui nous conduit à imposer :
ux = u∗x. (4.63)
Il nous reste maintenant à utiliser la dernière relation de (4.54), soit :
E˜∗g + E˜
∗
d = E˜g + E˜d −
∆(p˜ux −BxB · u) +B · u∆Bx
C
. (4.64)
A ce stade, on remarque que l'équation (4.34) sur Bx induit l'équation suivante sur E˜⊥,
∂τ E˜⊥ + ∂m(p˜⊥ux −BxB⊥ · u⊥) = −B⊥ · u⊥∂mBx,
et on impose alors que le schéma soit aussi compatible avec cette dernière équation, soit :
(E˜⊥)∗g + (E˜⊥)
∗
d = (E˜⊥)g + (E˜⊥)d −
∆(p˜⊥ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
C
. (4.65)
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On suppose maintenant que B · u est de la forme B · u = B⊥ · u⊥ +Bxux.
Puisque E˜∗g,d = (E˜⊥)
∗
g,d +
(Bx)2g,dϑ
∗
g,d
2
, on tire de (4.64, 4.65) que l'on doit avoir :
(Bx)2gϑ
∗
g
2
+
(Bx)2dϑ
∗
d
2
=
(Bx)2gϑg
2
+
(Bx)2dϑd
2
−
∆(
B2x
2
ux −BxBxux) +Bxux∆Bx
C
,
⇐⇒ (Bx)
2
g
2
(ϑ∗g − ϑg) +
(Bx)2d
2
(ϑ∗d − ϑd) =
∆(
B2x
2
ux)−Bxux∆Bx
C
,
⇐⇒ (Bx)
2
g
2
(u∗x − (ux)g) +
(Bx)2d
2
((ux)d − u∗x) = ∆(
B2x
2
ux)−Bxux∆Bx,
⇐⇒ −u∗x∆
B2x
2
= −Bxux∆Bx,
(4.66)
ce qui impose la relation,
Bxux = u∗x(Bx)a. (4.67)
On a donc déﬁni les quantités ux, Bx et Bxux. On pourrait laisser indéterminées les quantités
u⊥, B⊥ et B⊥ · u⊥, mais en pratique on prendra :
u⊥ = (u⊥)a,B⊥ = (B⊥)a,B⊥ · u⊥ = (B⊥ · u⊥)a. (4.68)
Il reste maintenant à déterminer les énergies internes intermédiaires. Par analogie avec le cas
conservatif [GAL2], on fait le choix suivant :
ε∗g = εg +
(ux)2g
2
− (u
∗
x)
2
2
+
1
2C2
(∆p− C∆ux)(pa − (ux)aC)
+
1
4
((u⊥)2g + (u⊥)
2
d − 2(u∗⊥)2) +
1
4
(ϑg(B⊥)2g + ϑd(B⊥)
2
d − (ϑ∗g + ϑ∗d)(B∗⊥)2)
− 1
2C
(
∆(
B2⊥
2
ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
)
,
ε∗d = εd +
(ux)2d
2
− (u
∗
x)
2
2
− 1
2C2
(∆p+ C∆ux)(pa + (ux)aC)
+
1
4
((u⊥)2g + (u⊥)
2
d − 2(u∗⊥)2) +
1
4
(ϑg(B⊥)2g + ϑd(B⊥)
2
d − (ϑ∗g + ϑ∗d)(B∗⊥)2)
− 1
2C
(
∆(
B2⊥
2
ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
)
.
(4.69)
On a alors le résultat :
Proposition 45.
Le solveur de Riemann simple lagrangien induit par (4.58, 4.61, 4.62, 4.63, 4.67, 4.68, 4.69)
est positif et entropique pour C assez grand et préserve les discontinuités de contact. Il induit
un schéma eulérien positif et entropique pour C assez grand et préservant les discontinuités de
contact.
Preuve :
Les 7 premières équations de (4.54) sont vraies par construction. Il reste à vériﬁer la dernière.
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Or, en utilisant (4.69), on obtient :
ε∗g + ε∗d = εg + εd −
∆(pux)
C
+
1
2
((u)2g + (u)
2
d − 2(u∗)2) +
1
2
(ϑg(B⊥)2g + ϑd(B⊥)
2
d − (ϑ∗g + ϑ∗d)(B∗⊥)2)
− 1
C
(
∆(
B2⊥
2
ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
)
,
= εg + εd
+
1
2
((u)2g + (u)
2
d − 2(u∗)2) +
1
2
(ϑg(B⊥)2g + ϑd(B⊥)
2
d − (ϑ∗g + ϑ∗d)(B∗⊥)2)
− ∆(p˜⊥ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
C
,
⇐⇒
(E˜⊥)∗g + (E˜⊥)∗d = (E˜⊥)g + (E˜⊥)d −
∆(p˜⊥ux −BxB⊥ · u⊥) +B⊥ · u⊥∆Bx
C
.
Or, on a vu que la relation (4.67) entraîne (4.66), et puisque (Bx)∗g,d = (Bx)g,d, on en tire (4.64),
et ﬁnalement la consistance.
Montrons maintenant la positivité. Notons tout d'abord :
(B⊥)∗∞ = lim
C→+∞
B⊥ =
ϑg(B⊥)g + ϑd(B⊥)d
ϑg + ϑd
.
On a alors, par exemple à gauche :
limC→+∞ ε∗g = εg +
(ux)2g
2
− ((ux)a)
2
2
+
(ux)a∆ux
2
+
1
4
((u⊥)2g + (u⊥)
2
d − 2(u⊥)2a) +
1
4
(ϑg(B⊥)2g + ϑd(B⊥)
2
d − (ϑg + ϑd)((B⊥)∗∞)2),
= εg +
(∆ux)2
8
+
(∆u⊥)2
8
+
ϑgϑd
ϑg + ϑd
(∆(B⊥))2
4
,
= εg +
(∆u)2
8
+
ϑgϑd
ϑg + ϑd
(∆B⊥)2
4
,
(4.70)
qui est positif pour C assez grand.
En ce qui concerne la condition d'entropie, il faut montrer, par exemple à gauche, que :
ε∗g(ϑ
∗
g)
γ−1 ≥ εgϑγ−1g . (4.71)
Tout d'abord, supposons ∆u 6= 0 ou ∆B⊥ 6= 0. Puisque limC→+∞ ϑ∗g = ϑg, il est clair d'après
(4.70) que (4.71) sera vrai pour C assez grand.
Si maintenant ∆u = 0 et ∆B⊥ = 0, posons :
ug = ud = u, (ux)g = (ux)d = ux,
(B⊥)g = (B⊥)d = B⊥.
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On a alors (B⊥)∗∞ = B⊥, u∗⊥ = u⊥, ϑ
∗
g + ϑ
∗
d = ϑg + ϑd, et aussi
ϑ∗g = ϑg −
∆p
2C2
, u∗x = ux −
∆p
2C
.
Par suite, en posant σg = 4pa −∆p, on obtient
ε∗g = εg +
u2x
2
− (u
∗
x)
2
2
+
1
2C2
∆p(pa − uxC),
= εg +
u2x
2
− 1
2
(ux − ∆p2C )
2 +
1
2C2
∆p(pa − uxC),
= εg +
1
2
(u2x − (u2x −
∆p
C
ux +
(∆p)2
4C2
) +
1
2C2
∆p(pa − uxC),
= εg − (∆p)
2
8C2
+
pa∆p
2C2
,
= εg +
σg
8C2
∆p,
ce qui permet d'exprimer le produit ε∗g(ϑ∗g)γ−1. On a ﬁnalement l'estimation suivante :
ε∗g
εg
(
ϑ∗g
ϑg
)γ−1 = (1 +
σg
8εgC2
∆p)(1− ∆p
2ϑgC2
)γ−1,
= 1 +
σg
8εgC2
∆p− γ − 1
2ϑgC2
∆p+O(1/C4),
= 1 +
∆p
8εgC2
(σg − 4(γ − 1)εg
ϑg
) +O(1/C4),
= 1 +
∆p
8εgC2
(4pa −∆p− 4pg) +O(1/C4),
= 1 +
(∆p)2
8εgC2
+O(1/C4),
d'où l'on tire le résultat cherché.

Remarque 7.
Par souci de simplicité, on a choisi ici d'avoir des discontinuités de pentes opposées. En pratique,
tous les résultats précédents sont vrais avec des discontinuités de pentes −C−, 0,+C+.

4.4.6 Applications numériques
Le premier exemple numérique traité est l'extension au cas où Bx est discontinu du cas-test
de Brio et Wu [B-W]. Cet exemple est bien connu et est lui-même l'extension pour la MHD
à 7 équations du problème du tube à choc de Sod [SOD]. C'est un problème en coordonnées
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eulériennes. Si Bx est constant, il est donné par
Problème I,

ρg = 1
ug = 0
pg = 1
(Bx)g = .75
(By)g = 1
(By)g = 0
 ,

ρd = .125
ud = 0
pd = .1
(Bx)d = .75
(By)d = −1
(By)d = 0
 ,
et si Bx est discontinu par
Problème II,

ρg = 1
ug = 0
pg = 1
(Bx)g = .5
(By)g = 1
(By)g = 0
 ,

ρd = .125
ud = 0
pd = .1
(Bx)d = .75
(By)d = −1
(By)d = 0
 .
Le domaine de calcul est l'intervalle [0, 800] et les simulations sont données au temps t = 80.
Sur les ﬁgures 4.1, 4.2, 4.3 sont données les solutions fournies sur un maillage ﬁn de 1600 mailles
pour le modèle MHD à 7 équations (Problème I), le modèle MHD à 8 équations sans terme
source (Problème II) et le modèle de Powell (Problème II). Sur la ﬁgure 4.1, on reconnaît les
cinq types d'ondes. Il y a deux détentes magnéto-acoustiques rapides, un choc lent à droite et
une onde composée magnéto-acoustique lente à gauche, i.e. une discontinuité juxtaposée à une
détente. La cinquième onde, visible uniquement sur les densités est une discontinuité de contact.
Sur la ﬁgure 4.2, on montre le résultat fourni pour le modèle MHD à 8 équations sans terme
source pour le problme II. On note les importantes perturbations par rapport à la solution du
problème I. En particulier, il se produit une résonance entre l'onde stationnaire de vitesse nulle
présente dans ce modèle, et l'onde composée lente. Sur la ﬁgure 4.3 est représente la solution
du système de Powell pour le problème II. On note que la strucure de la solution du problème I
est totalement préservée et cette fois la composante Bx est simplement convectée. Ceci permet
d'illustrer le comportement des solutions du système de Powell, dont on espère justement que les
zones à divergence non nulles sont transportées vers les frontières du domaine.
Le problème II n'est pas un cas diﬃcile à traiter et le schéma de type Roe (ou encore Roe-
Powell) décrit au paragraphe 4.2.7 est très précis pour celui-ci. Sur la ﬁgure 4.4, on a superposé
les solutions fournies par le schéma de Roe-Powell et le schéma eulérien induit par le solveur à 4
états du paragraphe 4.4.5. Contrairement à l'habitude selon laquelle on utilise 800 mailles pour
le cas de Brio et Wu, on a eﬀectué les simulations avec un maillage plus grossier de 400 mailles.
Alors qu'on pourrait s'attendre à ce que le solveur à 4 états soit moins précis que le schéma de
Roe-Powell, on ne note aucune diﬀérence sur la ﬁgure 4.4.
Le dernier cas-test considéré est un problème bidimensionnel eulérien. C'est le problème du
vortex d'Orszag-Tang donné dans [DA-PI]. Ce cas-test simule la turbulence MHD et permet
d'étudier l'évolution rapide de phénomènes de turbulence compressible à partir d'une condition
initiale régulière. Il permet d'illustrer la robustesse du schéma. En eﬀet, c'est un cas test pour
lequel le schéma de Roe-Powell du paragraphe 4.2.7 fournit rapidement des pressions négatives.
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Il a été simulé avec le solveur entropique à 8 états intermédiaires et le solveur entropique é 4
états.
Le domaine de calcul est [0, 2pi]×[0, 2pi] et le maillage comporte 200 mailles dans chaque direction.
La condition initiale est régulière et est fournie par :
ρ =
25
9
, p =
5
3
, ,
ux(x, y) = siny , uy(x, y) = −sinx , uz(x, y) = 0
Bx(x, y) = sin(2y) , By(x, y) = −sinx , Bz(x, y) = 0.
Les conditions limites sont périodiques.
Sur la ﬁgure 4.5 sont représentées les isobares aux temps
pi
4
,
pi
2
et pi, mettant ainsi en évidence
la formation de chocs.
Sur les ﬁgures 4.6 et 4.7, on donne la pression et la composante Bx du champ magnétique au
temps pi pour les solveurs entropiques à 8 états et à 4 états. De nouveau, il n'y a aucune diﬀérence
notable entre les deux solutions. Le solveur à 4 états apparaît donc comme un bon candidat pour
résoudre des problèmes de MHD multidimensionnelle. En eﬀet, il oﬀre l'avantage d'être robuste,
puisque positif, de calculer des solutions physiques, puisque entropique, et semble suﬃsamment
précis. En contre-partie, il a un coût de de 40 à 50% plus élevé que le schéma de Roe-Powell,
mais est bien sûr moins coûteux que le solveur entropique à 8 états.
4.4. APPLICATION 123
0 200 400 600 800
−1.0
−0.5
0.0
0.5
1.0
By
0 200 400 600 800
0.0
0.2
0.4
0.6
0.8
1.0
P
0 200 400 600 800
−0.5
0.0
0.5
1.0
U
0 200 400 600 800
0.6
0.7
0.7
0.8
0.8
0.9
0.9
Bx
0 200 400 600 800
0.0
0.2
0.4
0.6
0.8
1.0
Rho
0 200 400 600 800
−2.0
−1.5
−1.0
−0.5
0.0
V
Fig. 4.1  Brio et Wu : système de la MHD à 7 équations (1600 mailles)
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V
Fig. 4.2  Brio et Wu : système de la MHD à 8 équations (1600 mailles)
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Fig. 4.3  Brio et Wu : système de Powell (1600 mailles)
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Fig. 4.4  Powell (400 mailles) : - Roe-Powell, × solveur à 2 états
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Fig. 4.5  Vortex d'Orszag-Tang : pressions
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Fig. 4.6  Vortex d'Orszag-Tang : isobares pour les deux solveurs
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Fig. 4.7  Vortex d'Orszag-Tang : iso-Bx pour les deux solveurs
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Chapitre 5
Perspectives
Il existe de nombreuses voies possibles dans lesquelles les études exposées dans ce document
peuvent être poursuivies.
D'abord, sur un plan purement industriel, la réalisation d'une étude numérique exhaustive serait
intéressante aﬁn d'évaluer l'intérêt pratique des solveurs simples développés dans cette étude.
En eﬀet, quoique les simulations numériques déjà réalisées ont été pleinement satisfaisantes, on
ne peut pas considérer qu'elles soient totalement représentatives. Par exemple, on peut se poser
la question suivante : y-a-t'il un intérêt pratique à remplacer dans un code d'aérodynamique le
solveur de Roe avec correction d'entropie, ou tout autre solveur, par le solveur simple entropique
du Chapitre 2?
Sur le plan des applications, il existe d'autres domaines de la mécanique des ﬂuides (au sens
large) pour lesquels les solveurs simples sont potentiellement utilisables. Par exemple, nous avons
déjà entrepris des travaux dans le but d'étendre ces solveurs au cadre de l'hydrodynamique
relativiste et aussi à certains modèles aux moments dérivés des équations de Boltzmann. De
même, l'interaction laser-matière oﬀre un cadre intéressant pour l'application des solveurs simples
aux systèmes hyperboliques avec terme source.
Sur un plan plus théorique, on a mis en évidence dans le Chapitre 2 une propriété remarquable,
à savoir que certains solveurs simples induisent un ﬂux numérique égal à un ﬂux continu évalué
en un état moyen. Nous avons donc entrepris une étude aﬁn de déterminer une classe générale
de systèmes pour laquelle cette propriété reste vraie. Cette problématique peut être étendue en
un certain sens aux systèmes non-conservatifs.
Concernant la MHD qui a été au centre de nos préoccupations ces dernières années, il reste encore
de nombreux problèmes ouverts. Certains auteurs font le reproche, légitime, que le système de
Powell n'est pas conservatif en quantité de mouvement et en énergie. Il ne l'est que pour les
solutions dont le champ magnétique est à divergence nulle, et ceci peut alors conduire à un écart
à la conservation sur le plan numérique. Dans [JAN], Janhunen a proposé une alternative au
système de Powell. En dehors de l'équation sur le champ magnétique, le système proposé est
conservatif et est en outre entropique. Nous avons par conséquent réalisé un solveur simple pour
ce système. Une étude numérique comparative reste à eﬀectuer. En outre, la prise en compte d'une
loi d'Ohm généralisée avec eﬀet Joule, eﬀet Hall et gradient de pression électronique conduit à un
modèle physique diﬃcile à appréhender aussi bien d'un point de vue théorique que numérique.
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L'eﬀet Hall conduit par exemple à l'étude des systèmes non-linéaires dispersifs à coeﬃcients
discontinus. Ce dernier point a été étudié dans [BRA] dans le cadre plus simple d'un champ
magnétique transverse. Quant au gradient de pression, il induit des termes non-conservatifs qui
sont des candidats non triviaux pour l'application des solveurs du Chapitre 4.
Les travaux présentés dans ce document et ceux cités dans les lignes précédentes s'inscrivent tous
plus ou moins dans le cadre de la mécanique des ﬂuides. Depuis quelques années, nous avons
entrepris une reconversion dans le domaine de la modélisation et de la simulation d'impulsions
laser. En particulier, nous nous sommes intéressés à la dérivation de modèles de Schrödinger
non standards ainsi qu'à leur justiﬁcation mathématique rigoureuse. Aujourd'hui, l'application
de ces méthodes de dérivation de modèles asymptotiques est envisagée pour les problèmes de
rétro-diﬀusion. Les applications visées sont les ﬁbres optiques, l'endommagement laser et bien
sûr l'interaction laser-matière.
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