ABSTRACT For two-dimensional (2D) direction of arrival (DOA) estimation in a uniform rectangular array (URA), the conventional method converts the 2D problem into a one-dimensional (1D) problem; however, the computational complexity is high, and the accuracy is limited by the grid interval. To address this issue, based on sparse representation theory and a separable observation model (SPM), this paper presents a novel off-grid-framework-based 2D DOA estimation approach by designing a modified 2D off-grid model and a solution for the multisnapshot case in the SPM. The proposed algorithm can be divided into two stages. In the first stage, we use a matching pursuit and focal underdetermined system solver (MFOCUSS) algorithm to quickly identify the candidate or potential areas where the true sources may exist. In the second stage, the candidate areas obtained in the first stage are regarded as the initialization. Then, for a specific source, we regard other sources as interference. By using an alternating descent method, we can obtain accurate DOAs. Moreover, based on the equivalence of time delay and spatial spacing, a 2D off-grid method for multisnapshot cases is proposed in this paper. Numerical simulations demonstrate the effectiveness and efficiency of the proposed algorithm.
I. INTRODUCTION
Source localization using sensor arrays has been an active research field for decades. This paper focuses on the far-field narrowband signal case where the wavefront is assumed to be planar and the direction information is estimated, known as a direction of arrival (DOA) estimation problem. In conventional DOA estimation methods, multiple signal classification (MUSIC) [1] is the most successful method, which is based on subspace decomposition. However, MUSIC and other subspace-based algorithms require a large number of sampled data points and an extra process to address coherent sources.
In recent years, a great number of DOA estimation algorithms based on sparse signal reconstruction (SSR) or compressive sensing (CS) have been developed, such as [2] , The associate editor coordinating the review of this article and approving it for publication was Bora Onat. simultaneous orthogonal matching pursuit (SOMP) [3] , matching pursuit and focal underdetermined system solver (MFOCUSS) [4] , and signal task (ST) and multitask (MT) Bayesian compressive sensing (BCS) [5] - [7] . Compared with conventional methods, such as beam-forming [8] and MUSIC, these CS-based algorithms have superior performance, including increased resolution, better robustness to noise, and the ability to work with a limited number of snapshots and even one snapshot.
Though these CS-based methods have shown their improvement in DOA estimation, they still suffer from one common problem in situations where the true DOAs are not on the sampling grid. Since over-complete bases are constructed by discretizing the continuous angular domain with predefined sampling grids, when the DOA deviates from the predefined sampling grid, the estimation performance degrades significantly. To overcome this so-called off-grid problem, a general approach is to use a dense sampling grid. However, a dense sampling grid will lead to tremendous growth of the basis matrix and thus increase the computational cost.
Recently, the off-grid problem of DOA estimation has been studied. In [9] , an iterative alternating descent algorithm based on a first-order Taylor expansion was developed to simultaneously estimate the DOAs. However, this method assumes that the grid bias is Gaussian, which cannot capture the property of the grid bias [10] . In [10] , off-grid sparse Bayesian inference (OGSBI) was proposed for off-grid DOA estimation to achieve a high DOA resolution from a coarse sampling grid. Unlike [9] , OGSBI assumes a uniform prior for the grid bias. In summary, these algorithms can provide accurate DOA estimation even with a coarse sampling grid. However, they were originally designed to solve a one-dimensional (1D) off-grid problem for a uniform linear array (ULA).
For two-dimensional (2D) DOA estimation in a uniform rectangular array (URA), a general approach is to convert the 2D matrix into a 1D vector for further processing. For the 2D on-grid algorithm, because of the 2D to 1D conversion process, the only problem is its intractably high computational complexity. However, for the 2D off-grid problem, an extra difficulty is that the grid biases in both the azimuth and elevation directions are coupled within one basis matrix, so separating the grid biases is difficult.
In [11] , a 2D on-grid method was proposed. By redefining the azimuth and elevation, a DOA model with a separable observation structure was created, and the over-complete basis was split into two individual bases in the azimuth and elevation. Based on the same model, a method using MT-BCS was proposed in [12] . In [13] , the author combined a weighted 1 -norm penalty and BCS to enhance the estimation accuracy. In [14] , a 2D off-grid method was proposed. This method applies the least squares method to estimate biases and uses an alternating descent method to solve the joint optimization problem. However, this algorithm requires that the azimuths and elevations of different sources are in different grids. In [15] , to increase the computational efficiency, a dimension-reduced 2D on-grid method was proposed. This method used a conventional beam former to quickly identify the candidate areas and then divided the candidate areas into a denser sampling grid. This problem is solved by 2,1 -norm, and although we can use the Matlab tool CVX [16] to solve the problem, it is still time-consuming.
In this paper, we propose a novel CS-based 2D off-grid DOA estimation algorithm for a URA. The main contributions of this paper are as follows. First, we propose a modified 2D off-grid model based on an separable observation model (SPM). The accuracy and computational efficiency of the DOAs are improved. Second, we expand the one-snapshot case of SPM-based 2D DOA estimation into the multisnapshot case, which can improve the estimation accuracy.
The notations used in this paper are as follows. Bold-face letters are reserved for vectors and matrices. x, x T and x H denote the complex conjugate, transpose and conjugate transpose of the vector x, respectively. · 1 , · 2 and · F denote the 1 -norm, 2 -norm and Frobenious norm, respectively. A i and A i,j are the i-th column and (i, j)-th entry of the matrix A, respectively. A † is the pseudo-inverse of A. x y and x ⊗ y are the Hadamard product and Kronecker product of x and y, respectively. and take the real and imaginary parts of a complex variable, respectively.
The rest of this paper is organized as follows. Section II briefly reviews the 2D DOA estimation model of the URA. Section III studied the 2D off-grid model and then develops a CS-based 2D off-grid DOA estimation algorithm. Section IV presents the experimental results. Section V gives the conclusion.
II. 2D OFF-GRID DOA ESTIMATION MODEL

A. ARRAY MODEL
As shown in Fig. 1 , we consider a uniform rectangular array consisting of M × N omnidirectional sensors, where M and N denote the numbers of elements in the x and z axes, respectively. Assume that K narrowband far-field sources impinge on the URA from the directions (φ k , θ k ), k = 1, · · · , K , where φ k and θ k denote the azimuth and elevation angles, respectively. Different from the conventional definition, the azimuth here is the angle between the direction of the source and the yoz plane, and the elevation is the angle between the direction of the source and the xoy plane. Then, we can easily decouple the azimuth and elevation angles. In this section, we focus only on the one-snapshot case.
For the k-th signal, the phase delay of the (m, n)-th array sensor can be expressed as [11] 
where
represents the direction of the k-th source,
indicates the position vector of the (m, n)-th sensor and C is the speed of light. d x and d z are the array spacings along the x and z axes, respectively. In the following section, we suppose d x = d z = d to simplify the analysis. Then, the output of the (m, n)-th array sensor can be written as
where f denotes the carrier frequency. By combining all the data into a vector, the array output in the presence of Gaussian noise can be represented as
where y ∈ C MN ×1 , s ∈ C K ×1 , and n ∈ C MN ×1 represent the array response, the source and the noise vector, respec-
T represents the steering vector of the k-th source with
, we need to use the received array data y and information on the array geometry.
B. DOA OBSERVATION MODEL
In this subsection, we analyze the correlation between the source signal and array output, and then we introduce the SPM.
In traditional CS-based algorithm, the whole spatial space is divided into a 2D equal-spaced angle grid as = ((φ p , θ q )) ∈ R P×Q , where P(P K ) and Q(Q K ) denote the grid numbers in azimuth and elevation dimensions, respectively. Then the over-complete basis is
lie on the present grid. Let x ∈ C PQ×1 be the zero-padded version of source s, where
According to (1), we have
where λ is the wavelength and
Then, the 2D steering vector can be compactly expressed as
T represent the azimuth and elevation bases, respectively. Furthermore, we have
Let the symbols Y ∈ C M ×N , X ∈ C P×Q , and N ∈ C M ×N be 2D representations of the array response y, the sparse signal x, and the additive noise n, respectively. Then, y = vec(Y ), x = vec(X), and n = vec(N). By utilizing the property of the Kronecker product [17] :
the array response can be further represented in the following compact form:
C. ON-GRID DOA ESTIMATION MODEL
As the number of incoming signals is much smaller than the number of grids, i.e., K P and K Q, the signal X is sparse in the elevation and azimuth directions, respectively. The DOA algorithm based on the separable sparse representation can be formulated as
where X 0 denotes the sparsity of the matrix X. By adopting an auxiliary variable Z ∈ C P×N , (11) can be reformulated as
A two-step method for the estimation of X is presented. Because the matrix Z shares the same sparse property as the angle grid X in a row, the first step estimates Z with the row sparsity of X, and the second step estimates X with the column sparsity of X.
To obtain the matrix Z, we can use the 1D on-grid DOA algorithm for multisnapshot cases, such as 1 -SVD, MFOCUSS, and MT-BCS.
After obtaining the matrix Z, we can then use the 1D on-grid algorithm again to retrieve the matrix X. To use the same methodology, the entries within the matrix Z with small values are removed. The scale-reduced matrix is defined as a new matrix Z S . Then, we can apply the 1D on-grid algorithm to obtain the matrix X S . Note that all the reserved indices in Z should be recorded to retrieve X from X S [12] .
D. PREVIOUS OFF-GRID DOA ESTIMATION MODEL
Suppose that the k-th source from (φ pk ,θ qk ) does not lie on the present grid; then, (φ pk ,θ qk ) / ∈ (φ p , θ q ), where (φ p , θ q ) is the grid point nearest to (φ pk ,θ qk ). The corresponding vectors for the off-grid DOA can be approximated by a first-order Taylor expansion
is the first-order derivative of the vector
And
is the first order derivative of the vector a z (θ q ),
The biases β and γ are denoted as
Here, the biases β p and γ q lie in the interval [−d/2, d/2] and need to be estimated. By taking the grid bias into account, a more general observation model for the 2D DOA estimation can be obtained:
III. THE PROPOSED 2D OFF-GRID ESTIMATION METHOD
The proposed algorithm can be divided into two stages. In the first stage, we use the MFOCUSS algorithm to quickly identify the candidate or potential areas where the true sources may exist. In the second stage, the candidate areas obtained in the first stage are regarded as the initialization in the proposed iterative alternating descent algorithm.
A. PROPOSED 2D OFF-GRID MODEL
In the first stage, we apply the on-grid model to identify the candidate or potential areas where the true sources may exist. For the 1D on-grid algorithm, denote M as the number of sensors and P as the number of grids. Assuming K < M < P, the complexities of IAA-APES [18] and MFO-CUSS are O(M 2 P) in each iteration, the complexity of 1 -SVD is O (K 3 P 3 ) , and the complexity of BCS is O(K 2 P). In our simulation, MFOCUSS is always faster than BCS. The MFOCUSS algorithm has advantages in terms of computational efficiency and precision for the 1D on-grid DOA estimation; meanwhile, we only need to approximate the source and its direction. We choose the MFOCUSS algorithm to obtain the source and 2D DOA in an approximation.
Then, in the second step, we construct a modified 2D off-grid estimation model:
where p i , q i , and i = 1, 2, · · · , K are the indices of the azimuth grid and elevation grid on which the directions of the signals are located.
Inspired by the RELAX [19] algorithm, for a specific source, we regard other sources as interference.
After acquiring the approximation of the sources and their direction in the first step, we can approximate the array signal Y k , which only takes the k-th signal into account. For the array signal Y k ,
this is a ternary first-order equation. We can use an iterative alternating descent algorithm to calculate X p k ,q k , β p k and γ q k . Specifically, we estimate β p k with X p k ,q k and γ q k fixed first, and then we estimate γ q k with X p k ,q k and β p k fixed. Finally, we estimate X p k ,q k with β p k and γ q k fixed. We repeat the above steps until convergence is achieved.
B. MULTISNAPSHOT CASE FOR THE METHOD
The on-grid model for the single-snapshot case is (12) . Since every column in Y represents the array signal in the x axis, every row in Y represents the array signal in the z axis; for the front equation in (12), we regard every column in Y as one snapshot, and for the latter equation in (12), we regard every column in Z T as one snapshot. This is because the time delay and spatial spacing are equivalent; i.e., we can regard the second column array in the x axis as the time delay of the first column array. Accordingly, we can add other snapshots into Y . Then, we can derive the multisnapshot case for the SPM of 2D DOA estimation.
For the multisnapshot case, we have
Then, we can unite the multiple snapshots to obtain a more accurate DOA estimation. In this paper, we assume that the number of sources K is already known. Therefore, we choose the K largest energy peaks in X as our source direction, and we obtain K indices for the azimuth and elevation and their corresponding approximate signals.
C. ALGORITHM IMPLEMENTATION
After obtaining the approximation of the signals and their DOAs, we then estimate the off-grid bias in the azimuth and elevation directions. To estimate the 2D off-grid bias, we first estimate the azimuth off-grid bias and then estimate the elevation off-grid bias.
To obtain the azimuth off-grid bias, we regard every column in Y k as one snapshot, so we have N × L snapshots in VOLUME 7, 2019 total. KeepingX p i ,q i andγ q i fixed, the target function 1 is arg min
, C 1 is a constant term independent of β, and
To obtain the elevation off-grid bias, we regard every row in as one snapshot, so we have M ×L snapshots in total. Keepinĝ X p i ,q i andβ p i fixed, the target function is arg min
, C 2 is a constant term independent of γ , and
Because the off-grid bias lies in the interval [−d/2, d/2], if β p or γ q is over the limitation in each iteration, we reset the bias and the corresponding index. Specifically, if the bias is greater than d/2, we set the bias to −d/2 and add one to the corresponding index. If the bias is less than −d/2, we set bias to d/2 and subtract one from the corresponding index.
Having β p i and γ p i available, we keep β p i and γ p i fixed. Then, we estimate X p i ,q i according to (24), so we have
The above process is repeated until a convergence criterion is satisfied; to be specific, we terminate our proposed algorithm if ( β i+1 − β i + γ i+1 − γ i )/K < η, where i is the number of iterations or the maximum number of iterations, is reached.
The procedure of the proposed off-grid DOA estimation algorithm is summarized in Table 1 . 
D. COMPLEXITY ANALYSIS
In this section, we calculate the computational complexity of our proposed algorithm. Assuming P(Q) > M (N ) > K , for step 1 in the proposed algorithm, the complexity of MFOCUSS is O(M 2 P) + O(N 2 Q) in each iteration. For step 2, the complexity is O(MK 2 )+O(NK 2 ) per iteration. For the conventional CS-based algorithm, where the 2D matrix is further converted into a 1D vector, such as MT-BCS, the complexity is up to O(PQK 2 ) in each iteration.
IV. NUMERICAL SIMULATIONS
In this section, we present some numerical results to assess the performance of our algorithm. For a comparison, we investigate the performance of the SOMP and MT-BCS algorithms in the 2D case, the MFOCUSS algorithm for 2D DOA based on the SPM, which we label as MFOC-SP, i.e., the first step of our proposed algorithm, the algorithm in [14] and our proposed algorithm.
In the following simulations, we consider a standard URA sensor array consisting of identical sensors with halfwavelength intervals in both the horizontal and vertical directions. The sources are linear frequency modulation (LFM) signals with a 100 MHz center frequency and a 1 MHz bandwidth arriving on the antenna with equal strength. The sample frequency is 400 MHz.
The measured data are characterized by the signal-to-noise ratio (SNR), defined as
where σ 2 is the variance of the additive Gaussian noise, and 
parameter λ of MFOCUSS is set to 0.1 in the first step. The maximum number of iterations is 50, and the threshold η is set to 10 −5 . In SOMP, the maximum number of iterations is set to 10, and the error tolerance is set to 10 −5 . In MT-BCS, the parameters of the gamma prior for the noise variance are set to a = 100 and b = 10, and the threshold is 5 × 10 −5 . In MFOC-SP, the regularization parameter λ is set to 0.1. In the algorithm in [14] , the parameters are kept the same as those in [14] .
For a statistical comparison, we define the root mean square error (RMSE) of the azimuth angle as
we define the RMSE of the elevation angle as
where R is the number of independent trials. (φ r,k ,θ r,k ) and (φ r,k , θ r,k ) represent the estimated DOA and true DOA of the k-th source in the r-th trial, respectively.
In the first simulation, we mainly introduce the process of our proposed algorithm. We consider four zero means narrowband far-field sources with equal power levels arriving on the URA from the directions (−41.1 • , 9. . L is set to 50, and the SNR is set to 15 dB. The result is shown in Fig. 2 . Fig. 2(a) is the spectrum after the processing of the first step in our algorithm, and Fig. 2(b) is the spectrum after the processing of the second step. Fig. 2(c) and Fig. 2(d) are the off-grid biases of the sources in the azimuth and elevation, respectively. Take a source from the direction (21.7 • , 11.8 • ) as an example; i.e., the nearest grid is (21 • , 11 • ) , so the true VOLUME 7, 2019 grid biases are β = 0.7 • and γ = 0.8 • . From Fig. 2(c) and Fig. 2(d) , we can see that the biases approximate the true values, which verifies the effectiveness of our proposed algorithm.
In the second simulation, we consider two sources from the directions (−20.5 • , 8.7 • ) and (−13.5 • , −11.3 • ). Here, we set the snapshot to L = 1, and the SNR is varied from 0 to 20 dB with a step size of 2 dB. Fig. 3 illustrates the RMSE and running time of the DOA estimation versus the SNR via R = 100 Monte Carlo simulations.
From Fig. 3(a) and Fig. 3(b) , we find that our proposed algorithm is slightly better than MT-BCS and the algorithm in [14] in terms of RMSE and is more accurate than SOMP and MFOC-SP. Moreover, our proposed algorithm is more efficient, as shown in Fig. 3(c) .
Next, we consider two sources from (−20.5 • , 8.7 • ) and (−13.5 • , −11.3 • ). The SNR is 10 dB, and the snapshot L is varied from 2 to 20 with a step size of 2. The other parameters are kept constant, the same as in the first simulation. In this simulation, we remove the algorithm in [14] because there is no multisnapshot case in this algorithm. Fig. 4 illustrates the RMSE of the DOA estimation versus the SNR via R = 10 Monte Carlo simulations. Fig. 4 presents our experimental results.
From Fig. 4(a) and Fig. 4(b) , we observe that MT-BCS is the most time-consuming among the algorithms, and our proposed algorithm has both better accuracy and higher efficiency than the other three methods when the snapshot increases.
Finally, to investigate the influence of the grid interval, we consider two sources from (−20. However, the accuracy of the DOA remains. Consequently, we can choose a coarser grid interval, such as 2 • , to obtain an accurate and efficient DOA estimation.
V. CONCLUSION
In this paper, we proposed an efficient 2D DOA estimation algorithm in an off-grid scenario from a least square perspective. Based on the SPM, and for a specific source, we regard other sources as interference; then, we can solve the coupled 2D off-grid problem efficiently. Moreover, we use the equivalence of time delay and spatial spacing to expand our algorithm application range for both the single-snapshot and multisnapshot cases. In addition, we adopted the alternating descent algorithm to make the problem tractable. Finally, the experimental results demonstrated the efficiency of the proposed algorithm. In future work, we will research alternative off-grid DOA estimation models or take polarized signals into consideration. He has authored over 40 papers in international conference proceedings and journals. His research interests include direction-of-arrival (DOA) estimation, multisensor (radar-optical) signal and image processing, multisensor automatic target recognition, deep learning, and unmanned aerial vehicle navigation. VOLUME 7, 2019 ZHEN LEI received the bachelor's degree in electronic engineering from Wuhan University, China, in 2017, where he is currently pursuing the master's degree with the School of Electronic Information.
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