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INTRODUCTION 
This report is Part 2 of the f inal report to the National Science 
Foundation of the Hail Evaluation Techniques Project , NSF GA-482. This report 
describes one of the four phases in the project . This phase is concerned with 
the use of h i s t o r i c a l ha i l data in I l l i n o i s to determine the necessary length 
of ha i l suppression programs to detect s ignif icant seeding effects . The 
resu l t s can be used for the planning and evaluation of future suppression 
programs. Part 1 of the f inal report describes the resu l t s of the other three 
phases of the project . 
Most pr ior and current ha i l suppression ac t i v i t i e s in the United States 
have often been plagued with controversies and questionable resul ts common to 
rain-enhancement efforts (Hagen and Butchbaker, 1967, Stout, 1961). One 
sc ien t i f i ca l ly oriented project in Colorado did show reduction in h a i l in tens i ty 
over a 5-year period (Schleusener and Auer, 1964). However, the re la t ive 
infancy of h a i l suppression ac t i v i t i e s suggests that preliminary s t a t i s t i c a l 
studies in regard to data col lec t ion , size of study area, s t a t i s t i c a l design, 
and duration of h a i l suppression experiments should be performed pr ior to actual 
experimentation. Such studies should serve to eliminate some of the problems 
that have plagued many prec ip i ta t ion modification experiments. 
The evaluation of a cloud seeding experiment to increase precipi ta t ion or 
to decrease h a i l is a problem of tremendous complexity. For example, many 
physical and biological experiments can be conducted under various controlled 
conditions, but in the case of a weather modification experiment, many of the 
important variables such as pressure, temperature, and wind cannot be controlled. 
Present day forecasting methods are not sensi t ive enough to predict the amount 
of rain or ha i l that would have fal len had cloud seeding not been conducted. 
To resolve th i s evaluation problem, experimenters have turned largely to 
one of two basic experimental plans with the i r various modifications in order 
to attach s t a t i s t i c a l significance to the r e s u l t s . The f i r s t of these is the 
target -control method. In th is design, the r a i n f a l l or h a i l f a l l in one area 
(the "seeded" or target area) is compared with that in a "control" area in which 
it is assumed that none of the seeding agent is present. The comparison is 
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usually achieved by 1) the construction of a regression l ine between the 
h i s t o r i c a l r a i n f a l l data of the ta rge t and that of the control area, and 
2) the determination of departures of the seeded observations from the l i n e , 
these departures in turn being tes ted to determine if they are l ikely to have 
occurred by chance. If a successful application of th i s method is to be made, 
there must be a high degree of correlat ion between the r a i n f a l l or h a i l f a l l 
of the two areas . An often used variat ion in th i s method is to construct a 
regression l ine for both the seeded and non-seeded years and t e s t to determine 
if the two l ines coincide (Dennis and Kriege, 1966). 
The second frequently used plan for prec ip i ta t ion modification experiments 
employs randomization of seeded and non-seeded days over a single ( t a rge t ) 
area. This plan allows for proper randomization and several s t a t i s t i c a l t e s t s 
may be employed. The Arizona experiment (Battan, 1966) and the Project Whitetop 
experiment (Braham, 1966) were designed along these l i nes . A modification of 
t h i s method is one in which two nearby experimental areas are seeded with random 
choice of area, which is called the crossover design (Smith et a l . , 1965). 
A 2.5-year project designed to study techniques for evaluating poten t ia l 
h a i l suppression ac t iv i t i e s in I l l i n o i s was begun during 1966 with primary 
support from the National Science Foundation under Contract NSF GA-482 (Changnon, 
1967d). One major phase of th i s project concerned the study of a l l available 
h i s t o r i c a l h a i l data in I l l i n o i s with the primary purpose of using these data 
1) to choose the optimum type of s t a t i s t i c a l design for f ie ld projec ts , and 
2) to define the duration of an experiment needed to detect various degrees of 
change that might be produced by suppression e f fo r t s . 
It was ascertained that there are only two types of long-term h i s t o r i c a l 
h a i l data available in I l l i n o i s and in most other areas — the U. S. Weather 
Bureau point ( s ta t ion) records of h a i l days, and the crop insurance records of 
monetary loss and areal extent of damage. A th i rd type of data became available 
from the operation of a 400-mi2 dense r a in -ha i l network in eas t central I l l i n o i s 
during the f i r s t year of the project (1967). Individual hailstorm areas 
(ha i l s t reaks) were carefully delineated from the network data , and although no 
long-term h i s t o r i c a l data were available for ha i l s t r eaks , these data were 
employed in the study to furnish desired information for potent ia l projects 
involving paired storm designs. 
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This r e p o r t ( P a r t 2) conta ins the development of a s t a t i s t i c a l 
methodology for the planning and eva lua t i on of h a i l modif icat ion experiments 
in I l l i n o i s (and areas of s i m i l a r h a i l c l imate) involv ing the above mentioned 
sources of da ta . Nomograms based on I l l i n o i s da ta were cons t ruc ted which 
give the length of time necessary to ver i fy d i f f e r e n t l e v e l s of h a i l r educ t ion 
for a spec i f i ed type I and type II e r r o r , for da i l y summer seeding p e r i o d s , 
for annual seeding p e r i o d s , for d i f f e r e n t s i zed areas in d i f f e r e n t l o c a t i o n s 
wi th in the s t a t e , and for d i f f e r e n t s t a t i s t i c a l des igns . Several l e v e l s o f 
r educ t ion ( 5 , 10, 20 , 40, 60, and 80%) were ass igned uniformly to the var ious 
h a i l da t a . The h a i l da ta were expressed as a r e a l t o t a l s and the areas s t ud i ed 
ranged from 400 to 4000 mi 2 . These were chosen to match s i z e s of p a s t h a i l 
suppress ion experiments and those l i k e l y to be used in fu ture exper iments . 
The f i r s t , second, and t h i r d s e c t i o n s o f t h i s r e p o r t t r e a t t he analyses 
of the Weather Bureau h a i l - d a y d a t a , the c r o p - h a i l insurance da t a , and the 
network h a i l s t r e a k d a t a , r e s p e c t i v e l y . In each s e c t i o n d e t a i l e d d e s c r i p t i o n s 
are p resen ted of the da t a , the n a t u r a l v a r i a b i l i t y of the phenomena, the 
a n a l y t i c a l techniques employed, the t h e o r e t i c a l frequency d i s t r i b u t i o n s of the 
d a t a , and the r e s u l t s of applying the methodology. The r e s u l t s conta in 
nomograms of the sample s i z e r e q u i r e d for the de t ec t i on of var ious reduct ion 
l e v e l s for var ious s i z e s and l o c a t i o n s of da ta a r e a s , for var ious seasons and 
combinations of exper imental d e s i g n s , and for var ious s t a t i s t i c a l t e s t s . 
The fourth s e c t i o n of the r e p o r t p r e sen t s a comparison of the var ious 
s t a t i s t i c a l t e s t s , d e s i g n s , and da ta s o u r c e s , p lus a d i scuss ion of applying 
the methodology developed. The l a s t s e c t i o n is a conclusion with recommendations 
for fu tu re r e s ea r ch , and the appendix conta ins d e t a i l e d l i s t i n g s of da ta 
employed in the s tudy . 
HAIL-DAY DATA 
This s ec t i on is an i n v e s t i g a t i o n of Weather Bureau h a i l - d a y da ta for 
p o s s i b l e use in weather modif ica t ion programs. This study was made because 
r e l a t i v e l y long h i s t o r i c a l records are a v a i l a b l e and easy to o b t a i n . 
T h e o r e t i c a l d i s t r i b u t i o n s were f i t t e d to da ta for s p r i n g , summer, f a l l , and 
annual h a i l days to desc r ibe t h e i r v a r i a b i l i t y . The f i t t e d d i s t r i b u t i o n s o f 
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summer and annual data were used to determine sample s ize for the 1-sample 
poisson and negative binomial t es t s using random and continuous designs. The 
t e s t procedure used was the sequential analysis approach. Portions of th is 
study were used to prepare a research paper (Changnon and Schickedanz, 1969). 
1. Data and Analytical Procedures 
Previous research with h i s to r i ca l h a i l data in I l l i n o i s has shown that 
1) 85 cooperative substations of the U. S. Weather Bureau have quality hail-day 
records of at leas t 15-yr duration in the 1901-1963 period (Changnon, 1967a) 
and 2) data are available for 10 f i r s t -o rde r s ta t ions in and adjacent to 
I l l i n o i s . Examination of a l l I l l i n o i s s ta t ions with qual i ty ha i l data during 
the 1934-1963 period, when the greatest density of s ta t ions was avai lable , 
indicated that there were three regions with re la t ive ly high s ta t ion dens i t ies . 
Five of the s ta t ions in these three regions encompass areas of nearly equal 
s i ze , and a boundary was constructed for each to delineate an area of 1000 mi2 
that was generally oriented SW-NE. The names and locations of the s ta t ions in 
these three areas (areas 1, 2, and 3) are depicted in Fig. 1. When three other 
s ta t ions north of area 1 were combined with those in area 1, a 3000-mi2 area 
was formed (area 4, Fig. 1 ) . Four s ta t ions in central I l l i n o i s with records 
for the 1944-1963 period were used to define a 500-mi2 area, labeled area 5. 
Areas ranging from 500 to 3000 mi2 were chosen to match sizes of areas that 
might l ike ly be selected for ha i l suppression experiments. 
The dates of ha i l at each s ta t ion in an area were combined to develop a 
l i s t of h a i l days for each area. The area data were summarized for each season 
and on an annual basis (see appendix, Table A). However, resu l t s are presented 
in the report only for two periods — for the summer (June-August) to show resul ts 
during the crop-damage season, and for the en t i re year to provide resul ts 
re la t ing to crop and property damage throughout the year . 
2. Natural Variabi l i ty 
Average and extreme hail-day values for the five areas and the summer 
and t o t a l period, as based on 5-yr per iods, are shown in Table 1. 
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Figure 1. Location of the Weather Bureau study areas. 
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Table 1. Number of h a i l days pe r a rea in 5-year 
pe r iods during 1934-1963. 
Summer Area 1 Area 2 Area 3 Area 4 Area 5 
Median 15 10 10 15 10 
Average 12 12 11 17 8 
Maximum 25 28 15 28 12 
Minimum 6 3 3 8 4 
Total 
Median 40 40 40 50 25 
Average 39 41 43 55 28 
Maximum 56 77 64 69 39 
Minimum 24 14 31 46 17 
Comparxson of e i t h e r the summer or annual median or average values for the 
t h r e e 1000-mi2 a reas (a reas 1 , 2 , and 3) r evea l s l i t t l e s i g n i f i c a n t d i f fe rence 
between the a r e a s . Al l t h r e e areas are loca t ed in r e l a t i v e l y high h a i l frequency 
areas of I l l i n o i s (Changnon, 1967a). The d i f fe rences in a rea s i z e a f f ec t the 
frequency as expected, with the lowest averages from t h e 500-mi2 a rea ( a r ea 5) 
and the h ighes t from the l a r g e s t a rea ( a r ea 4 ) . 
Although the t h r e e e q u a l - s i z e d a reas had s i m i l a r averages , t h e i r extremes 
were considerably d i f f e r e n t . For i n s t a n c e , a rea 3 had a 5-yr maximum of only 
15 summer h a i l days , whereas area 1 had a maximum of 25 days and a rea 2 had 28 
days. 
The frequency d i s t r i b u t i o n s of summer h a i l days were used to cons t ruc t 
recur rence i n t e r v a l graphs f o r each a r ea and s t a t i o n , and those f o r the f ive 
areas are por t rayed in F ig . 2. At l e a s t once in 10 yea r s the sma l l e s t a rea 
( a rea 5) w i l l experience 3 or more h a i l days in summer, whereas the l a r g e s t 
a rea ( a r e a 4) w i l l have 6 or more h a i l days . Hai l -day d i f fe rences in the t h r e e 
1000-mi2 a reas a l so are revea led in F i g . 2. The tendency for a rea 2 to have 
some very l a rge and very smal l summer h a i l - d a y values is r e f l e c t e d by the 
s teepness of i t s curve . The once- in-50-yr value in a r ea 2 is 15 h a i l days , 
whereas t h a t in a rea 1 is 9 and t h a t fo r a rea 3 is 8 h a i l days. However, the 
once - in -2 -y r value for a rea 2 is lower than those of t h e o the r two a r e a s . 
The temporal v a r i a b i l i t y o f t h e a r ea h a i l days i s d i sp layed in F i g . 3 , 
which has curves based on 5-yr moving t o t a l s . The curves for a reas 1-4 a l l 
d i sp lay low values for the per iods ending in 1938-1940, and these low values 
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Figure 2. Recurrence interval for Weather Bureau surrmer hail-day data. 
Figure 3. Temporal variability of Weather Bureau hail-day data. 
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are related to the statewide low incidences of ha i l accompanying the droughts 
of th is period (Huff and Changnon, 1959). All curves show a maxima for the 
5-yr periods ending in the 1945-1947 period, but thereaf ter the shapes of certain 
curves are not comparable. Area 1 shows an almost constant decrease in h a i l 
days reaching a minimum in 1959, whereas area 2 shows a constant increase through 
1958. In te res t ing ly , the curve of area 3 (the other l000-mi2 area) exhibi ts 
features of both, re la t ing well (decreasing) to area 1 from 1945 through 1952, 
but with a trend of increase s imilar to tha t of area 2 after 1952. 
Measures of the natural spa t i a l va r iab i l i ty of h a i l days and the areal 
extent of h a i l within the areas were obtained from correlations between the 
annual hail-day frequencies of pairs of s ta t ions in each area. The coefficients 
between most s ta t ions were less than 0 .5 , indicating very l i t t l e re lat ionship 
between t h e i r hail-day frequencies. 
The adequacy of the data from a few point records to represent a l l the 
regional ha i l days was investigated. I n i t i a l l y , the sampling adequacy of the 
8 s ta t ions in area 4 was checked by a process of data deletion (Changnon, 1967c). 
Area-mean averages of summer h a i l days were developed using combinations of 
any 2 s t a t i o n s , any 3 s t a t i ons , and on through the 8 possible s t a t ions . These 
averages displayed a curvil inear trend, and a quadratic equation was developed 
from them. I t s solution showed that the highest ( t rue) summer average for a 
5-yr period was 19 h a i l days (2 more than tha t from the 8 s t a t i ons , Table 1) , 
and that 12 s ta t ions in the area were necessary to achieve true sampling of ha i l 
days within the 3000-mi2 area. This s ta t ion frequency indicated a density of 
1 s ta t ion per 250 square miles. The five s ta t ions in areas 1, 2, and 3 
represented densi t ies of 1 s ta t ion per 200 square miles, and the four in area 5 
represented a density of 1 s ta t ion per 125 square miles. Thus, it appears that 
the sampling densi t ies in areas 1, 2, 3, and 5 were adequate to define the ha i l 
days in these areas , whereas those in area 4 underestimated the frequency of summer 
ha i l days by about 12%. 
3. Theoretical Frequency Distributions 
The well-known poisson dis t r ibut ion was f i t t ed to the seasonal and annual 
hail-day data for the 5 areas in Figs. 4-7 to describe the var iab i l i ty and to 
form the basis for subsequent s t a t i s t i c a l evaluation procedures. The probabil i ty 
function for th i s dis t r ibut ion i s : 
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Figure 4. Frequency distributions of Weather Bureau spring hail-day data. 
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Figure 5. Frequency distributions of Weather Bureau summer hail-day data. 
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Figure 6. Frequency distributions of Weather Bureau fall hail-day data. 
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Figure 7. Frequency distributions of Weather Bureau annual hail-day data. 
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where: 
e = the base of the natural logarithms 
µ = the average number of h a i l days per year 
x = the number of ha i l days in a year 
To determine if the poisson d is t r ibut ion is adequate for describing the 
hail-day data, the sample data were tes ted for equali ty of the sample mean 
and variance (Thorn, 1957a). The dis t r ibut ions were then tes ted for "goodness 
of f i t " with the Kolmogrov-Smirnov t e s t . This t e s t was used because it is 
more valid for small samples than is the Chi-square t e s t . Since both 
parameters of each dis t r ibut ion are estimated from experimental data, the more 
common tables of Dn were not used nor are they val id . Liffiefors (1967) has 
recently computed new tables which take th i s factor in to consideration. 
If the data were inadequately described by the poisson d i s t r ibu t ion , they 
were then f i t t ed by the moment estimates of the negative binomial d i s t r ibu t ion . 
The probabil i ty function for th i s d is t r ibut ion i s : 
where: 
x = the number of h a i l days in a year 
a parameter of the d is t r ibut ion and a measure of the 
correlat ion between storms, where S2 is the variance of number of 
ha i l days in a year and is the average number of h a i l days per 
year 
a parameter of the d is t r ibut ion which is proportional 
to the mean 
r = the complete gamma function 
The moment estimates of the negative binomial d is t r ibut ion were then tes ted 
for efficiency. If the eff iciencies of the moment estimates were unsat isfactory, 
the maximum likelihood estimates of the negative binomial d is t r ibut ion were 
used, as suggested by Thorn (1957a). 
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The resul ts of th i s procedure are shown in Table 2 along with the 
parameter estimated. If the often ci ted 0.05 significance level is used, it 
is seen that of the 20 dis tr ibut ions f i t t ed (spring, summer, f a l l , and annual 
for the 5 areas) , 13 were f i t t ed by the poisson, 2 by the moment estimates of 
the negative binomial d i s t r ibu t ion , 5 by the maximum likelihood estimates of 
the negative binomial d i s t r ibu t ion , and 1 (spring season in area 2) did not 
f i t e i ther d i s t r ibu t ion . A tendency is shown for the summer data to be f i t t ed 
by the negative binomial dis t r ibut ion and the annual data to be f i t t e d by the 
poisson. This occurs because summer data are more l ikely to be a ser ies of 
dependent events, and hence a dis t r ibut ion such as the negative binomial which 
allows for dependence is required. This tendency was hypothesized by Thorn 
(1957a) and was shown in his data. 
4. Experimental Design and Tests of Hypothesis 
Before valid s t a t i s t i c a l t e s t s and conclusions can be drawn from the 
data, the data must be tes ted for randomness in the climatological data s e r i e s . 
The procedure followed was that described by Swed and Eisenhart (1943). The 
resu l t s of th is t e s t procedure are in Table 3. The probabi l i t ies of obtaining 
a "U" smaller than or greater than expected are 0.17 or more for a l l data 
except the annual data in area 2 and area 3. Therefore, at the often cited 
0.01 and 0.05 levels of s ignif icance, the null hypothesis of homogeneity of 
the climatological data ser ies would be accepted for a l l areas and the 
a l ternat ive hypotheses of trend would not be accepted, except for the annual 
data of areas 2 and 3. Therefore, the l a t t e r two data sets are non-random 
climatological s e r i e s . The lack of homogeneity of the ser ies is not a serious 
hindrance to the application of the s t a t i s t i c a l t e s t s so long as proper 
randomization is present in the design and the analysis is the c lass ica l 
non-sequential analys is . However, for continuous designs without randomization 
and when the t e s t procedure is based on the sequential analysis , the presence 
of trend in the data can lead to erroneous conclusions. The dis t r ibut ions for 
the annual data from areas 2 and 3 were used in subsequent s t a t i s t i c a l t e s t s , 
but the in terpre ta t ion of resu l t s from the two data sets must allow for the 
factors discussed above. 
Table 2. Kolmogrov-Smirnov "goodness of f i t " t e s t 
for the Weather Bureau h a i l days. 
n 
Spring h a l l days 1 3.77 - - 0.27 -- 0.1076 — >0.20 
Summer h a i l days 1 2.47 4.20* 0.59 0.04 19.20 — 0.0817 -- >0.20 
F a l l h a i l days 1 1.03 - - 0.72 — 0.0655 — >0.20 
Annual h a i l days 1 7.70 - - 0.18 -- 0.0530 — >0.20 
Spring h a i l days 2 4.47 3.43* 1.30 <0.01 11.26 — 0.2263 — <0.01 
Summer h a i l days 2 2.43 1.10* 2.20 <0.01 4.65 — 0.0728 — >0.20 
F a l l h a i l days 2 0.83 0.485* 1.79 <0.01 3.56 — 0.0619 — >0.20 
Annual h a i l days 2 8.33 3.03 2.75 <0.01 7.52 — 0.1266 — >0.20 
Spring h a i l days 3 5.07 - - 0.44 — 0.0749 — >0.20 
Summer h a i l days 3 2.17 - - 0.33 — 0.0 842 — >0.20 
F a l l h a i l days 3 1.27 - - 0.28 -- 0.0319 -- >0.20 
Annual h a i l days 3 9.07 - - 0.08 -- 0.0806 — >0.20 
Spring h a i l days 4 5.40 9.33 0.58 0.03 30.92 — 0.0839 — >0.20 
Summer h a i l days 4 3.40 6.14 0.55 0.03 20.84 — 0.0797 — >0.20 
F a l l h a i l days 4 1.57 - - 0.24 — 0.0919 — >0.20 
Annual h a i l days 4 11.03 - - 0 .28 — 0.1296 -- >0.20 
Spring h a i l days 5 2.70 - - 0 .81 — 0.06 30 — >0.20 
Summer h a i l days 5 1.60 - - 0.90 — 0.0789 — >0.20 
F a l l h a i l days 5 0.95 - - 0 .08 — 0.1633 — 0.17 
Annual h a i l days 5 5.65 - - 0.43 — 0.1114 — >0.20 
I f P(x2 > x o 2 ) i s low, r e j e c t the hypothes is t h a t i . e . , the poisson d i s t r i b u t i o n i s i nadequa te . 
If C > 20, the moment e s t ima te s of the nega t ive binomial are s u f f i c i e n t . 
I f P(D > D n ) i s low, r e j e c t the hypothes i s t h a t t he da t a f i t the s p e c i f i e d d i s t r i b u t i o n . 
* Maximum l i k e l i h o o d es t ima te r equ i r ed fo r nega t ive binomial e s t i m a t e . 
P r o b a b i l i t y of ob ta in ing a l a r g e r value of Chi-square from random sampling. 
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Table 3. Test for randomness of the climatological data 
series for Weather Bureau hail days. 
Uo 
N Observed n o . a 
o f r u n s above No. o f o b s e r v a t i o n s 
Area Season and below median above median P(U ≤ Uo) P(U > Uo) 
1 Summer 16 15 0 . 5 8 0 . 4 2 
1 Annual 13 15 0 . 1 7 0 . 8 3 
2 Summer 18 15 0 . 8 3 0 . 1 7 
2 Annual 4 15 < 0 . 0 1 >0 .99 
3 Summer 17 15 0 . 7 1 0 .29 
3 Annual 10 15 0 .02 0 .9 8 
4 Summer 16 15 0 .5 8 0 . 4 2 
4 Annual 13 15 0 .17 0 . 8 3 
5 Summer 10 10 0 .42 0 . 5 8 
5 Annual 12 10 0 .76 0 . 2 4 
I f P(U ≤ U o ) i s low, a t r e n d i s p r e s e n t . 
I f P(U > U0) i s low, o s c i l l a t i o n s a r e p r e s e n t . 
In c h o o s i n g t h e optimum d e s i g n and e s t i m a t i n g t h e minimum d u r a t i o n of a 
h a i l m o d i f i c a t i o n e x p e r i m e n t , t h e f i r s t n e c e s s i t y i s t o o b t a i n a n e s t i m a t e o f 
t h e d i s t r i b u t i o n p a r a m e t e r s f o r days which would have b e e n s e e d e d . Th i s can 
be done by one o f t h e f o l l o w i n g methods ( S c h i c k e d a n z , 1 9 6 7 ) : 1 ) s i m u l a t e 
t h e s e e d e d sample u s i n g t h e Monte C a r l o t e c h n i q u e w i t h v a r i o u s changes i n t h e 
d i s t r i b u t i o n p a r a m e t e r s ; 2 ) assume t h a t t h e number o f h a i l days f o r each 
p e r i o d was d e c r e a s e d a c e r t a i n p e r c e n t a g e each y e a r , o r 3 ) p r e s e n t t h e number 
o f h a i l days i n t e r m s o f a p a r t i c u l a r s t a t i s t i c a l t e s t . I n t h i s l a s t me thod , 
i t i s s u f f i c i e n t t o f i r s t compute t h e components o f t h e t e s t f o r a sample o f 
t h e n o n - s e e d e d d i s t r i b u t i o n . Then , w i t h c e r t a i n assumed changes i n t h e 
d i s t r i b u t i o n p a r a m e t e r s , t h e d i f f e r e n c e s r e q u i r e d f o r s i g n i f i c a n c e can b e 
o b t a i n e d t h r o u g h a l g e b r a i c r e l a t i o n s . S ince t h e o n l y e f f e c t t h a t can b e t e s t e d 
w i t h h a i l - d a y d a t a i s a r e d u c t i o n o r i n c r e a s e i n t h e t o t a l o r a v e r a g e number 
o f d a y s , method 3 was chosen f o r t h e Weather Bureau h a i l - d a y a n a l y s i s . Once 
t h i s was c h o s e n , f o u r d i f f e r e n t s e e d i n g d e s i g n s were c o n s i d e r e d . 
One p o s s i b l e d e s i g n u s i n g t h e h a i l - d a y d a t a i s t h a t i n which i n d i v i d u a l 
s to rms a r e s e e d e d . However, t h e h a i l - d a y d a t a i n any a r e a a r e t o o s p a r s e t o 
d e f i n e c h a r a c t e r i s t i c s ( a r e a l s i z e o r i n t e n s i t y ) o f i n d i v i d u a l h a i l s t o r m s 
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(Changnon, 1968b) and thus cannot be used in evaluating project designs 
involving seeding of individual storms. 
Another possible design is one in which the seeded days are selected at 
random. However, th i s design reduces the sample s ize to one-half if the 
randomization factor is one-half. A h a i l day is an event too infrequent in 
most 1500 to 4000 mi2 areas of I l l i n o i s to squander approximately half of the 
potent ia l (forecasted) h a i l days to "no-seed" t r i a l s . A design in which the 
yearly unit ( t o t a l or average number of h a i l days per year) is randomized 
would be completely erroneous. 
The th i rd type of design considered was the " target -control" continuous 
seed regression approach wherein the data from the seeded days are compared 
with the data from a nearby control area. However, a r e l a t ive ly large 
correlat ion coefficient (r) between hail-day frequencies of the two areas is 
 necessary for a target -control approach to be effect ive. The quantity (1-r 2 ) 
is the percentage of the t o t a l variat ion in the variable of one area ( ta rge t ) 
that is unexplained by the occurrence in another area (cont ro l ) . Thus a 
correlation coefficient of +0.60 indicates that 64% of the ta rget variable is 
unexplained, and that the unexplained variat ion is reduced only 36% when an 
area l control is employed. The correlat ion coefficient between the annual ha i l 
days of areas 2 and 5, the two nearest non-overlapping areas , was only +0.57, 
and those between a l l other possible areas were l e s s . Hence, the target -control 
design was discarded for use with the hail-day data. A s imi lar conclusion was 
reached from the Colorado h a i l suppression experiments, which employed other 
measures of ha i l (Schleusener et a l . , 1965). 
The f inal design considered in reference to hail-day data was a continuous 
seeding design on a single area without any control area. Thorn (1957b) has 
suggested that the lack of an areal control can be compensated for by the 
favorable aspects of the sequential analysis approach. Thus, th i s f inal 
s t a t i s t i c a l design involving continuous seeding on a l l po ten t ia l forecasted 
h a i l days in an area was considered in the context of a sequential analysis . 
This design can be based on hail-day frequencies, and po ten t ia l frequency 
changes from seeding can be evaluated with a s t a t i s t i c a l technique suggested 
by Thorn (1957b). This approach is based on the sequential analysis t e s t 
procedure (Wald, 1947). In the non-sequential analysis , the a (type I e r ror ) 
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and N (number of samples) are fixed, and ß (type II error) is the dependent 
var iable . In the sequential t e s t , a and ß are fixed and the observations are 
tes ted sequential ly. The t e s t is made by constructing, from theore t ica l 
considerations (Thorn, 1957b), acceptance and reject ion l ines for the sequential 
t e s t . These lines are shown in Fig. 8 as two pa ra l l e l l i ne s . As each sample 
is drawn, the accumulation of ha i l days by years (∑x) is plot ted against the 
year number m. If the accumulation curve fa l l s above the region (band) formed 
by the acceptance and reject ion l i ne s , the suppression effect is re jected. If 
the curve fa l l s below the band, the suppression effect is accepted, and if the 
accumulation curve fa l l s within the band, the experiment is continued. 
If the sequential t e s t is applied to a number of sample sequences from 
the same underlying d i s t r ibu t ion , the t e s t would terminate at various year 
numbers (m). These m's would then form a frequency dis t r ibut ion with some 
mean value. This mean is designated as the average sample number (ASN), and 
the computation of it pr ior to experimentation yields the average number of 
years required to come to a decision. Theoretical ASN equations for the poisson 
and negative binomial dis t r ibut ions are available in the l i t e r a t u r e (for de ta i l s 
of applying the t e s t , see Thorn, 1957a). On the average, the sequential method 
of tes t ing requires fewer observations than non-sequential methods (Wald, 1947). 
The ASN's were computed for the various areas using the summer and annual data. 
The resu l t s indicated that th is t e s t is the optimum one to use if the assumptions 
involved in the sequential analysis are met by the data sample being t es ted . 
5. Results for the Weather Bureau Hail Day Data 
The comparison of the number of years required to obtain significance 
for the continuous and random experimental designs for summer and annual data 
is shown in Figs. 9a-f. The sequential continuous t e s t requires less time to 
obtain significance than comparative t e s t s for the random design, and the annual 
data require less time than the sammer data. For instance, for a 20% reduction 
and a ß value of 0.20, 78 years are required to obtain significance for a 
random design involving summer h a i l (Fig. 9c); whereas 39 years are required 
for a continuous design using summer data, th is same 39-yr summer data value 
compares with 11 years for a continuous design with annual data or a difference 
of 28 years. 
- 20 -
Figure 8. Illustration of the sequential test procedure. 
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Figure 9. Comparison of the number of years required to obtain significance 
for various tests and experimental designs using Weather Bureau 
hail-day data in area 5 (summer and annual data - a = .05). 
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The comparison of the number of years required to obtain significance in 
the Weather Bureau hail-day data for various areas is depicted in Figs. l0a-d. 
Results for summer data (Figs. 10a and 10c) reveal s ignif icant geographical 
differences at the 20-% reduction l eve l . For ins tance , the l000-mi2 areas 
(areas 1, 2, and 3) require 40, 80, and 30 years , respect ively , for a continuous 
design with a = 0.05, and ß = 0.80. 
Man-made decreases in summer h a i l frequencies in areas 3 and 4 would 
require less time to detect than comparable ones in the other areas , and changes 
in area 2 would require considerably more time than in the other areas . The 
lowest summer values in Fig. 10 are for the largest area (area 4) which has 
the larges t average number of h a i l days (Table 2) , and this suggests tha t as 
the average of an area is increased, less time is required to obtain s ignif icance. 
Although not shown in the f igures , the negative binomial t e s t requires more 
observations than the poisson t e s t . When the maximum likelihood solut ion is 
required, even more time is required to obtain s ignif icance. 
For the annual data (Figs. 10b and 10d) the s ize of area is no longer as 
important as it was with the summer data. The smallest area (area 5) requires 
the leas t amount of time to obtain significance. Results for the annual hail-day 
data indicate that areal variat ions are masked by other factors . 
The considerably higher detection values for area 2 were carefully 
invest igated, including a t e s t for randomness in i t s climatological se r ies 
(Table 3). The summer data for th i s area had an upward trend in the 1945-1960 
period, although the trend was not s ignif icant at the commonly used 0.10 level 
for random climatological s e r i e s , (Thorn, 1966). However, the annual se r ies 
for area 2 as well as that for area 3 was found to have s ignif icant upward 
trends (Fig. 3) , and the sequential t e s t is known to be sensi t ive to non-randomness 
in the climatological data s e r i e s . Therefore, the larger number of years in 
area 2 could be a t t r ibuted to these t rends . The fal lacy of th i s argument is that 
the other area, area 3, needs l i t t l e time. However, it should be noted that 
since the poisson d is t r ibut ion was suff icient for the area 3 annual data , area 3 
would require lower observations for th is reason alone. Also, the trend toward 
non-randomness in the data is much stronger in area 2 than in area 3 (Fig. 3, 
Table 3) . Nevertheless, the fact tha t an upward trend is present and a downward 
trend is being tes ted implies that the t e s t is conservative; that i s , the 
Figure 10. Comparison of the number of years required to obtain significance for different areas 
using Weather Bureau-hail-day data and a poisson 1-sample sequential 
test (20% decrease - a = .05). 
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numbers from Fig. 10b represent , on the average, the maximum number of years 
required to obtain s ignif icance. It is very l ike ly that the area 2 values 
in r e a l i t y are less than indicated. 
The comparison of the number of years required to obtain significance 
for the various decreases is shown in Figs. 11a-d. Results for the various 
reductions in ha i l days from continuous seeding designs reveal tha t it would 
be eas ie r to detect comparable reductions in the annual data than in the 
summer data. For instance, to prove a 20% reduction in the summer data from 
area 5 (500 mi 2 , ß = 0.20) would requi re , on the average, 40 years , whereas 
proof of the same reduction in the annual data (seeding on a l l h a i l days) 
would require only 11 years . 
Values presented in Fig. 11 also show dramatic decreases in the number of 
years required to obtain significance of a given ß level as hail-day reductions 
change from 20 to 40%. If ha i l suppression projects could produce 60-% or 
greater reductions in ha i l days in I l l i n o i s or other locales with comparable 
climate and topography, then proof could be shown in re la t ive ly short periods 
of t ime, 5 years or less for a reasonable choice of type II e r ro r . 
A comparison of the number of years to obtain significance for different 
type I errors is shown in Figs. 12a-d. For a very conservative sequential 
t e s t , a = 0.01 (Fig. 12a), 65 and 18 years are required to obtain significance 
for g = 0.1 and 0 . 5 , respect ively. For a more l i b e r a l choice of the 0.10 
significance l e v e l , 51 and 11 years , respect ively, are required to obtain 
significance for 20% decreases in summer ha i l days and a continuous seed design. 
A sequential t e s t always carr ies the concern that the t e s t may not 
terminate and no decision regarding seeding effects w i l l be made; that i s , the 
accumulation of h a i l days by years w i l l remain in the band formed by the 
reject ion and acceptance l ines (Fig. 8). An even greater concern is that 
because of the a and g choice, and the decrease that is being t es ted , the 
accumulation may f a l l above the band and the t e s t wi l l terminate with a decision 
to re jec t the seeding effect . The number of years required to obtain 
significance (No) in the previous figures of t h i s section represent the number 
required to obtain a decision to accept the suppression ef fec t ; tha t i s , the 
accumulation w i l l f a l l below the band formed by the reject ion and acceptance 
l i n e s . However, in r ea l i t y some of the numbers may be f i c t i t i ous in that the 
t e s t would have terminated sooner with the decision of re ject ing the seeding 
e f fec t . 
Figure 11. Comparison of the number of years required to obtain significance for different 
decreases using a poisson 1-sample sequential test 
and Weather Bureau hail days in area 5 (a = .05). 
Figure 12. Comparison of the number of years required to obtain significance for different 
type I errors using a poisson 1-sample sequential test and 
Weather Bureau hail days in area 5 (20% decrease). 
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Figs. 13a-f represent a comparison of No with the number of years (N ) 
required to reach the decision of reject ing the seeding effect . The shaded 
regions in Fig. 13 represent the domain in which the sequential t e s t would 
have terminated pr ior to the acceptance of the seeding effect . For decreases 
of up to 60%, this region never extends beyond type II errors of 0.15 for the 
0.05 significance level . In Fig. 13c there is a comparison between the 
regions of the various significance levels where the dotted area is the region 
for the 0.10 significance leve l . It is seen that if a more l i be r a l choice of 
type I e r ror is made, the zone extends to larger ß values. Therefore, in 
in terpre t ing the resu l t s of the previous graphs (Figs. 9-12), these remarks 
should be kept in mind. 
Up to th is point , it was assumed tha t the t rue values of y (the reduced 
mean due to seeding) and y (the h i s t o r i ca l mean) were the "true values" of 
the parameter y of the poisson d is t r ibut ion . What happens at other values of 
y, if the estimates of y and y are not the " t rue" values9 The function L ( y ) , 
or the operating charac te r i s t i c (the probabil i ty of accepting Ho when µ is the 
true value) gives insight in to th is aspect. The OC (operating charac ter i s t ic ) 
curves for the summer data in area 5 are shown in Fig. 14. The OC curves show 
that for a given hypothesized decrease, large effects are eas ier to detect 
than small e f fec ts . For the 40-% curve, and for a mean of 1.0 ha i l days, the 
ab i l i ty to detect is very good, power = 0.94, whereas for a mean of 2.0 h a i l 
days it is very low, power = 0.27. Hence, if seeding could reduce the t rue 
mean to 1.0 it would very l ikely be detected. 
The re la t ionship between the true mean and the ASN is shown in Fig. 15. 
The ASN represents the number of years required to reach a decision. The 
maximum point of each curve represents the center of the in te rva l of indifference , 
which is the area where the decision would be to continue the t es t ing procedure. 
This i l l u s t r a t e s that if the true mean for the 20-% hypothesized decrease is 
close to the center (1.45 h a i l days), it would be detected only after a 
re la t ive ly long time (20.6 years ) . On the other hand, if the true mean is 
reduced by h a i l suppression to 1.0 (1 h a i l day), it would be detected in less 
than 7 years . 
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Figure 13. Comparison of the nurrber of years to obtain significance 
for the null and alternative hypotheses for the poisson sequential 
test using Weather Bureau hail days in area 5. 
Figure 14. Poisson OC function for Weather Bureau hail-day data in area 5. 
Figure 15. Poisson ASN function for Weather Bureau hail-day data in area 5. 
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CROP-HAIL INSURANCE DATA 
In t h i s s e c t i o n , the number of d o l l a r s pa id to po l i cy ho lders for l o s s of 
crop y i e l d s due to h a i l , and the number of insured acres damaged by h a i l were 
i n v e s t i g a t e d as a source of da ta for the v e r i f i c a t i o n of h a i l modif ica t ion 
exper iments . These data were considered 1) because of the e x c e l l e n t l i a b i l i t y 
coverage in I l l i n o i s , and 2) because the even tua l success of a h a i l modif ica t ion 
experiment should be judged by i t s economic b e n e f i t . 
Theore t i ca l frequency d i s t r i b u t i o n s were f i t t e d to the d a t a , and sample 
s i z e was computed for f ive designs using da i ly and y e a r l y insurance d a t a . 
These designs included 1) randomization of days over a s ing le t a r g e t a rea 
i n t o seeded and non-seeded days with the non-seeded days being the c o n t r o l , 
2) random choice of days to be seeded over a s i n g l e t a r g e t a rea with the 
h i s t o r i c a l record being the c o n t r o l , 3 ) continuous seeding (on a l l p o t e n t i a l 
h a i l days) with the h i s t o r i c a l record being the c o n t r o l , 4) seeding in a t a r g e t 
a rea chosen at random with another a rea being des igna ted as the c o n t r o l , and 
5) continuous seeding ( a l l p o t e n t i a l h a i l days) in a t a r g e t a rea with a nearby 
a rea being the c o n t r o l . 
In the s t a t i s t i c a l a n a l y s i s , both the n o n - c l a s s i c a l ( s e q u e n t i a l ) and the 
c l a s s i c a l (non-sequen t i a l ) analyses were employed. The components of the 
p a r t i c u l a r t e s t be ing used were computed fo r the non-seeded d i s t r i b u t i o n s ; t h e n , 
with assumed changes in the d i s t r i b u t i o n pa ramete r s , the sample s i z e was computed 
through a l g e b r a i c r e l a t i o n s . These values were computed for the gamma and for 
the normal 1- and 2-sample t e s t s , and for the poisson and negat ive binomial 
1-sample t e s t s . For the year ly insurance d a t a , the poisson and negat ive binomial 
t e s t s were not used, and the year was s u b s t i t u t e d in p lace of the day as the 
exper imenta l u n i t . 
Monte Carlo techniques were then employed with the da i ly insurance da ta 
to ob t a in a l i m i t e d number of seeded and non-seeded d i s t r i b u t i o n s from which 
computations of sample s i z e were made. These techniques were employed to ob ta in 
a somewhat more r e a l i s t i c decrease in the parameters of the non-seeded 
d i s t r i b u t i o n s , and to obtain dura t ion es t ima tes for a non-parametr ic t e s t . 
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1. Data and Analytical Procedures 
Crop-hail insurance data is a very meaningful expression of the effect 
of ha i l suppression, if it is available for a large portion of an area 
extensively covered by crops. Importantly, these insurance records show the 
amount of loss in dollars and the number of acres damaged on a daily and 
regional bas i s . Thus, a reduction in ha i l is d i rect ly re la ted to the economy 
of the region. Unfortunately, insurance data on property damage from ha i l are 
not readily avai lable , but the h a i l damage to crops exceeds that to property 
in I l l i n o i s by a factor of 12 to 1 (Changnon, 1960). For the present 
inves t iga t ion , detai led records on individual paid claims for a l l losses in 
I l l i n o i s during the 1948-1966 period were obtained from the Crop-Hail Insurance 
Actuarial Association. These data and those re la t ing to l i a b i l i t y (amount of 
area insured) were available on a county b a s i s . 
In accordance with the sizes of areas chosen in the hail-day analysis , which 
were selected to approximate the s ize of po ten t ia l seeding areas , a pai r of 
small areas (each about 1500 mi2) and a pa i r of large areas (each about 4000 mi2) 
were chosen for a study of various experimental designs that could be envisioned 
for th i s data. The choice of nearby pairs of areas allows an evaluation of 
ta rget -cont ro l and crossover experimental designs, as well as the evaluation 
of single areas with randomization by days or non-randomization (continuous 
seed). The study areas were delineated on a county boundary basis because of 
the basic data format, and paired areas of extensive l i a b i l i t y and approximately 
s imilar size were chosen from the data. 
The four areas chosen for invest igations of the insurance data are shown 
in Fig. 16. Areas 1 and 2 were 1531 and 159 8 mi2} respect ively, and areas 3 
and 4 were 3800 and 3826 mi2 , respect ively. The average areal coverage of 
l i a b i l i t y (number of square miles with insurance) during the 19-yr period was 
80% in area 1, 80% in area 2, 75% in area 3, and 74% in area 4. The daily 
values of dol lar and acreage loss for the two smaller areas appear in Table B 
of the appendix, and those for the two larger areas appear in Table C of the 
appendix. 
Although h a i l insurance data are a r e a l i s t i c measure for evaluation of 
h a i l suppression a c t i v i t i e s , di rect comparison of the loss in one month with 
that in another, or comparison of the data in one year with tha t in another, 
cannot be accomplished without certain adjustments to the data. The problems 
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Figure 16. Study areas of crop-haul insurance data. 
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of change during a crop season and between years include these fac ts : 1) a 
given crop's suscept ib i l i ty to damage fluctuates considerably during the crop 
season, 2) the amount of l i a b i l i t y changes between years , and 3) the value of 
the dol lar changes between years . To make val id areal comparisons of the 
values and resu l t s of different study areas , another adjustment was required to 
allow for the fact the areas were not of the exact same s i z e . Decker (1952) 
used an adjusted dollar and areal index for f i t t i ng hail-damage frequency 
d i s t r ibu t ions , and for evaluating the probabi l i t ies of ha i l damage for various 
crop-reporting d i s t r i c t s in the s t a t e of Iowa. The adjustment indices used in 
th is study are similar to those used by Decker. The individual daily loss 
values in th i s research were multiplied by the following adjustment index. 
(3 ) 
where: 
ADL - adjustment value for dollar loss values for a given month and year 
SSI = seasonal suscep t ib i l i ty index 
LI = l i a b i l i t y index 
AI = area index 
PI = price index 
The seasonal suscep t ib i l i ty ( to damage) index was 10 dollars divided by 
the median monthly loss cost . The 10 value was used to eliminate fractions 
that existed in the median loss costs . Loss cost is a number derived from 
insurance data that represents the t o t a l storm-day losses divided by l i a b i l i t y 
for the area with l o s s , and multiplied by $100 (Changnon and Stout, 1967). 
Eight years of I l l i n o i s insurance records were used in an e a r l i e r study to 
determine the median monthly values, considered to be a numerical expression of 
the crop's suscept ib i l i ty to damage (Changnon, 1967b). The median loss cost 
for corn and soybeans in July is $0.00095 which is nearly ten times those in 
May and October ($0.0001). Hence, the SSI for May and October became 1.0 (10 
divided by 0.0001), and tha t for July became 0.11. The other indices were 
0.2 for June, 0.29 for August, and 0.5 for September (see appendix, Table D). 
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The l i a b i l i t y index was the t o t a l areal l i a b i l i t y in dollars in a given 
year divided by the annual price index and 10° dol la rs . Insurance records on 
the actual areal extent of l i a b i l i t y in each year were not available for a l l 
years in the 1948-1966 period, and the only available annual s t a t i s t i c on 
l i a b i l i t y was the monetary amount of l i a b i l i t y which is closely re la ted to 
the areal extent of coverage. The l i a b i l i t y varied considerably during the 
19-year period, expanding in area 1 from a low of $1.6 million in 1948 to a 
high of $27.2 million in 1966. The change in one of the larger areas (number 4) 
was from $6.5 million in 1948 to $60.2 million in 1968. Since the l i a b i l i t y 
measure was in do l l a r s , the problem of fluctuation due to dol lar value changes 
was handled by dividing the l i a b i l i t y values by a price index. This value was 
then divided by 106 dollars to make the LI a non-dimensional number of low 
magnitude. For ins tance, the LI for area 1 was 0.53 in 1948 and 10.25 in 1966; 
in area 4 the 1948 LI was 2.08 and the 1966 value was 22.98 (see appendix, 
Table E). 
The area index was the t o t a l number of acres in a specific area divided 
by 106 acres. The 106 value was used to make the area index a non-dimensional 
number of low magnitude. The area index was used to normalize for the difference 
in size between areas , and resul t ing AI values were 0.98 for area 1, 1.02 for 
area 2, 2.43 for area 3, and 2.45 for area 4. 
The price index was the price I l l i n o i s farmers received for a l l farm 
products in any given year adjusted to a 1910-1914 base of 100 ( I l l i n o i s 
Cooperative Crop-Reporting Service, 1958). This price index integrates the 
changing dollar value on an agr icul tura l basis and also helps to account for 
temporal changes in crop types and t he i r qual i ty . These indices ranged from 
a low of 2.16 in 1964 to a high of 3.10 in 1948. 
This scheme of developing ADL values produced smaller ADL for the two 
larger areas 3 and 4, and the adjusted dollar values in these areas were lower 
than those for the smaller areas even though the or iginal unadjusted dollar 
values in the large areas for the same dates were larger than those in the 
smaller areas. For instance, the unadjusted 11 July 1966 dollar loss in area 4 
was $329,787 compared with $268,635 in area 1, but the adjusted loss value for 
area 4 for th is day was $248 compared with $1109 for area 1. 
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The adjustment factor used for each of the daily values of acreage loss 
was determined by the formula: 
CO 
where 
AAL - the adjustment value for acres of loss in a given year 
SSI = seasonal suscep t ib i l i ty index 
LI = l i a b i l i t y index 
AI = acre index 
These indices were the same as those described for the dollar loss adjustments 
(ADL). The PI was not employed in the acreage adjustment formula since the 
dollar change did not di rect ly affect the temporal va r i ab i l i t y in acreage. 
The daily dol lar and acreage values which were adjusted by the ADL and AAL 
indices were those used in the s t a t i s t i c a l analyses of the various experimental 
designs. The dollar and acreage adjustment indices for each year appear in 
Table E of the appendix. Unless s tated otherwise, a l l loss values presented 
in th is paper are the adjusted values (Tables B and C of the appendix). It 
should be real ized that these adjustments cannot account for a l l the factors 
involved, but the indices were developed from the only county-yearly data 
available for adjusting insurance data. Inherent in the insurance data are 
other fac tors , such as changing farm practices and crop types which are not 
measured on a county basis and cannot be adjusted for. Hopefully, the PI 
pa r t i a l l y accounts for some of these factors . Also, inherent in the data is 
a ±5-% variat ion due to the sub jec t iv i ty ' in the f ie ld measurements of l o s s . 
2. Natural Variabi l i ty 
The insurance loss data for dollars and acres exhibit a great amount of 
va r iab i l i ty between days, months, and years , as well as between areas. Certain 
of the basic data from the four study areas were selected for presentation in 
th i s section to reveal the i r time and space v a r i a b i l i t y . 
Days with loss . The average and maximum monthly and annual numbers of 
days of loss for each area are shown in Table 4. Minimum values were zero for 
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a l l months. Comparisons of a rea 1 with 2, and a rea 3 with 4 r e v e a l t h a t the 
two southernmost areas (2 and 3) averaged a few more loss days pe r year than 
did 1 and 4, r e s p e c t i v e l y , b u t the maximum annual values were comparable. 
The g r e a t e r f requencies in a reas 2 and 3 r e l a t e to more l o s s e s , on the average , 
in May and June (Table 4) as the h a i l season advances northward across I l l i n o i s 
(Changnon, 1963). 
Table 4. Average and extreme number of 
days of loss p e r month. 
Area 1 Area 2 Area 3 Area 4 
May 
Average 1 2 4 2 
Maximum 4 9 17 10 
June 
Average 5 7 10 8 
Maximum 10 15 17 15 
July 
Average 5 5 8 8 
Maximum 11 11 14 16 
August 
Average 2 3 5 5 
Maximum 11 9 15 15 
September 
Average 3 3 4 4 
Maximum 7 10 12 12 
October 
Average                      1                      1                     1                       2 
Maximum 5 6 7 6 
Annual 
Average 17 21 32 29 
Maximum 35 34 52 53 
Minimum 1 6 13 5 
There were 315 h a i l loss days in a rea 1 during 1948-1966, and on 149 
days , or 47%, lo s s occurred in comparable a rea 2. There were 399 h a i l l o s s 
days in a rea 2, and on 250 days the h a i l l o s s occurred only in a rea 2. 
Area 3 had 612 h a i l l o s s days in the 19-yr p e r i o d , and on 288 of these days , 
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or 47%, losses occurred in comparable area 4. Area 4 had 530 h a i l loss 
days, and on 242 days ha i l loss did not occur in area 3. Although these 
paired areas were geographically c lose , approximately only half of the days 
with losses in one area were loss days in the other area. 
Dollars and acres of loss . The average and extreme annual values of 
dol lar loss and acre loss for a l l four areas are l i s t e d in Table 5. The 
average and extreme annual values of area 2 are s l igh t ly larger than those 
of area 1, and two of those of area 3 are s l igh t ly larger than those of area 4. 
Thus, both of the southernmost areas had s l igh t ly larger losses than did t he i r 
comparable areas to the north. 
Inspection of the average daily values of loss (Table 5) reveals very 
comparable values between the values of the two small areas and between those 
of the two larger areas (3 and 4) . Thus, the areal differences shown in the 
annual values are re la ted to the fact that areas 2 and 3 averaged a few more 
h a i l days per year. When a day of loss occurred in an area, it produced, on 
the average, a quantity of loss (dol lars or acres) approximately equal to that 
in the same sized area. 
The temporal va r i ab i l i ty in the annual loss values is displayed in 
Figs. 17 and 18. The dollar-value curves for the two smaller areas (Fig. 17) 
reveal certain large sh i f t s . For ins tance , area 1 had a $10 loss in 1949 and 
a $1031 loss in 1950, a 100-fold increase , and area 2 went from a $165 loss 
in 1961 to a $4110 loss in 1962. The year-to-year fluctuations in acres of loss 
for the two larger areas (Fig. 18) also display considerable va r i ab i l i t y . 
During the 19-yr sampling period there were 18 changes between acres of loss 
per year , and comparison of these for the two areas revealed that eleven times 
the changes in the values were harmonious (increased or decreased together) , 
but seven times there was disagreement. These disagreements in natural data 
between adjacent areas re f lec t on the val id i ty of the recent Russian ha i l 
suppression experiments (Sulakvelidze, 1966). Their major proof of success was 
based on comparison of insurance loss data in a seeded area with that in an 
adjacent control area. The temporal trends of the values of the two areas for 
3 or 4 years pr ior to the seeding year were a l ike , and then the seeded area 
curve decreased and the control area increased during the seeded year. Several 
such s i tuat ions can be found in the dollar loss and acre loss curves of Figs. 17 
and 18 which were based on natural data. 
Table 5. Annual and daily loss values for study areas. 
Dollars Acres 
Area 1 Area 2 Area 3 Area 4 Area 1 Area 2 Area 3 Area 4 
Annual average 1981 2203 813 787 975 1095 428 404 
Annual maximum 5846 6387 2139 2784 2453 3551 1241 1189 
Annual minimum 10 165 78 45 20 137 84 35 
Average per loss day 116 105 25 27 57 52 13 14 
Maximum per loss day 4969 3178 1260 2087 1469 1641 638 762 
Minimum per loss day 0.06 0.05 0.02 0.01 0.02 0.02 0.01 0.01 
- 4 0 -
Figuve 17. Annual amount of dollar loss in areas 1 and 2. 
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Figure 18. Annual amount of acre loss in areas 3 and 4. 
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The r e s u l t i n g d i s t r i b u t i o n of the da i ly l o s s values is very skewed. The 
few extremely l a r g e values in Table 5 i n d i c a t e the wide range in the values 
with t h e d o l l a r values ranging from $0.06 to a high $4969.00 wi th in one a r e a . 
A g rea t number of the da i ly losses cons i s t ed of very low values with 51% of 
the d a i l y d o l l a r values being $10 or l e s s whereas only 12% exceeded the average 
of $116 per l o s s day. 
The annual values of d o l l a r l o s s and acre l o s s in each of the four a reas 
were c o r r e l a t e d with each a r e a ' s frequency of h a i l l o s s days . The r e s u l t i n g 
c o r r e l a t i o n c o e f f i c i e n t s (v) and t h e p r o b a b i l i t y of ob ta in ing a l a r g e r 
c o r r e l a t i o n from random sampling [P(r2>r02 )] a re shown in Table 6. The 
c o r r e l a t i o n s for d o l l a r loss vs h a i l days are s l i g h t l y l a r g e r than those f o r 
h a i l days vs acre l o s s , and a l l except a rea 3 a re s i g n i f i c a n t a t t h e 0.05 l e v e l . 
However, the h ighes t do l l a r -day c o e f f i c i e n t , +0.65 for a rea 1 , i n d i c a t e s t h a t 
only 42% of the v a r i a t i o n in annual d o l l a r l o s s e s are expla ined by the number 
of days with l o s s per y e a r . 
Table 6. Cor re l a t ion c o e f f i c i e n t s between annual number of days of 
l o s s , annual d o l l a r l o s s e s , and annual acre l o s s e s . 
Hail days vs 
dol lar loss +0.65 <0.01 +0.58 <0.01 +0.48 0.04 +0.58 <0.01 
Hail days vs 
acre loss +0.59 <0.01 +0.57 0.01 +0.40 0.09 +0.52 0.02 
Dollar loss vs 
acre loss +0.86 <0.01 +0.97 <0.01 +0.96 <0.01 +0.90 <0.01 
The correlations between the annual dol lar losses and annual acre losses 
(Table 6) are a l l re la t ive ly high. This good relat ionship between area of h a i l 
(acres) and amount of loss (dol lars) does not agree with the findings on 
area-energy re la t ions for the individual hai ls t reaks (see paired storm sec t ion , 
page 103) which showed no corre la t ion. This disagreement may r e l a t e to the 
fact that the annual to ta l s tend to smooth out many of the area-energy differences 
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t h a t may e x i s t on a given day or hour in an a r e a , or t h a t energy is not an 
adequate measure of monetary lo s s to crops by h a i l s t o r m s . To fu r the r check 
t h i s r e l a t i o n s h i p , the 315 da i ly values of d o l l a r loss in area 1 were c o r r e l a t e d 
with t h e i r corresponding da i ly acre loss v a l u e s . The coe f f i c i en t was +0 .84 , 
a l so i n d i c a t i n g a good r e l a t i o n s h i p between d a i l y amount of l o s s and a r e a l 
ex t en t of damaging h a i l . These varying r e s u l t s for a r e a , energy, and amount 
of l o s s i n d i c a t e t h a t use of a r e a l ex ten t as an i n d i r e c t measure of energy 
d i s s i p a t e d from h a i l f a l l , o r v ice v e r s a , i n h a i l suppress ion p r o j e c t s i s l i k e l y 
no t v a l i d i f t h e exper imental u n i t s are i n d i v i d u a l (pa i r ed ) s to rms . However, 
a reas of h a i l s t r e a k s may be a measure of monetary loss , and c e r t a i n l y a r e a l 
ex ten t of loss would provide a reasonably good es t ima te of the amount of damage 
wi th in areas of 1500 to 4000 mi2 if the u n i t s were da i ly or annual values of 
damaging h a i l . 
The annual l o s s values (days , d o l l a r s , and ac re s ) of a rea 1 were c o r r e l a t e d 
with those of a rea 2, the o the r 1500-mi2 a rea (Table 7 ) . The c o e f f i c i e n t s 
i n d i c a t e d t h a t t h e area 1 a c r e - l o s s values exp la ined only 35% of the v a r i a t i o n 
in acre loss of a rea 2, whereas t h e annual number of days of l o s s in area 1 
expla ined 50% of the v a r i a t i o n in those of a rea 2. Cor re la t ions of area 3 values 
wi th those of 4 in Table 7 show lower c o e f f i c i e n t s for d o l l a r s and acres than 
found fo r areas 1 and 2. 
Table 7. Cor re l a t ion c o e f f i c i e n t s of annual l o s s 
values between a r e a s . 
Days of h a i l Dol la r loss Acre loss 
r P ( r 2 >r02 ) r P ( r 2 >vQ2 ) r P(r2 >ro2 ) 
Area 1 vs Area 2 +0.72 <0.01 +0.63 <0.01 +0.59 <0.01 
Area 3 vs Area 4 +0.80 <0.01 +0.41 0.085 +0.52 0.024 
3. Theore t i ca l Frequency D i s t r i b u t i o n s 
Yearly da t a . The temporal v a r i a b i l i t y of the yea r ly monetary and acre 
damage da ta for a l l four a reas was i l l u s t r a t e d in F ig s . 17 and 18. The annual 
insurance da ta were then t e s t e d for randomness in the c l ima to log ica l da ta 
s e r i e s us ing the procedure of Swed and E i senha r t (1943) , and t h e r e s u l t s of t h e 
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t e s t are shown in Table 8. The p r o b a b i l i t i e s of ob ta in ing U's smal le r or l a r g e r 
than expected from random sampling are a l l g r e a t e r than 0.10 fo r a l l a reas and 
for both t r end and o s c i l l a t i o n p a t t e r n s in the da t a . Therefore , a t the of ten 
c i t e d 0.01 and 0.05 l e v e l s of s i g n i f i c a n c e , the n u l l hypothes is of homogeneity 
of the c l ima to log i ca l da ta s e r i e s would be accepted and the a l t e r n a t i v e 
hypotheses of t r e n d and o s c i l l a t i o n s would not be accep ted . Therefore , t he da ta 
were t r e a t e d as homogeneous da ta s e r i e s on the b a s i s of t h i s t e s t , and the 
j u s t i f i c a t i o n for proceeding with f u r t h e r s t a t i s t i c a l ana lys i s o f the y e a r l y 
insurance da ta was e s t a b l i s h e d . 
Table 8. Test for randomness of the c l i m a t o l o g i c a l da ta 
s e r i e s for y e a r l y insurance d a t a . 
U 
Observed Na 
number of 
runs above Number of 
Type of and below observa t ions 
Area measurement median above median P(U ≤ Ue) P(U > Ue)  
1 Dol lars l o s s 8 9 0.24 0.76 
Acres damaged 9 9 0.40 0.60 
2 Dol lars l o s s 11 9 0.76 0.24 
Acres damaged 11 9 0.76 0.24 
3 Dol lars l o s s 11 9 0.76 0.24 
Acres damaged 11 9 0.76 0.24 
4 Dol lars l o s s 7 9 0 .11 0.89 
Acres damaged 7 9 0 .11 0.89 
If P(U≤ Ue) is low, t r e n d is p r e s e n t . 
If P(U > Ue) is low, o s c i l l a t i o n s are p r e s e n t . 
The gamma and the log-normal d i s t r i b u t i o n s were then f i t t e d to the da ta 
shown in F i g . 19 and 20. The dens i ty funct ion for the gamma d i s t r i b u t i o n i s : 
- 4 5 -
Figure 19. Histograms and theoretical frequency curves for yearly 
hail insurance data (dollars are loss). 
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Figure 20. Histograms and theoretical frequency curves for yearly 
hail insurance data (acres damaged). 
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The symbols 3 and γ are l oca t i on and shape f a c t o r s , r e s p e c t i v e l y , and are 
es t imated by the method of maximum l i k e l i h o o d (Thorn, 1958). The dens i ty 
funct ion for the log-normal d i s t r i b u t i o n i s 
where: 
y - In x 
µy = mean of the In x 
ay = s tandard dev ia t ion of the In x 
The sample es t ima tes of the log-normal and gamma d i s t r i b u t i o n s fo r yea r ly 
insurance da ta are t a b u l a t e d in Table 9 . 
Table 9. Sample e s t ima tes of the gamma and log-normal 
d i s t r i b u t i o n s for yea r ly insurance da t a . 
o
N Log-normal Gamma Gamma 
S i z e o f Log-normal s t a n d a r d shape l o c a t i o n 
Area sample mean d e v i a t i o n f a c t o r f a c t o r 
D o l l a r s 
Area 1 19 6 .9616 1.495 0 .9817 1961 .49 
Area 2 19 7.2320 1.164 1.2219 1801 .19 
Area 3 19 6 .2746 1.044 1.3484 597 .22 
Area 4 19 6 .1210 1 .183 1.0786 720 .86 
Acres 
Area 1 19 6 .4780 1.1810 1.4044 689 .96 
Area 2 19 6 .6820 0 .8970 1.7704 6 2 3 . 3 7 
Area 3 19 5.7080 0 .8790 1.6602 252 .82 
Area 4 19 5 .6448 0 .9290 1.6377 2 4 1 . 7 4 
Comparison o f f r e q u e n c y c u r v e s i n F i g . 1 9 i n d i c a t e s t h a t t h e gamma 
d i s t r i b u t i o n p r o v i d e s a b e t t e r f i t t h a n t h e l o g - n o r m a l f o r t h e y e a r l y i n s u r a n c e 
d a t a . T o t e s t t h i s p r e m i s e , t h e Kolmogrov-Smirnov "goodness o f f i t " t e s t was 
a p p l i e d t o t h e d a t a . The r e s u l t s o f t h i s t e s t a r e shown i n Tab le 10 . Compar ison 
l r B
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of the Dn va lues i n d i c a t e s t h a t except for the damaged acres in a rea 3 the 
maximum d i f fe rences between the observed and t h e o r e t i c a l frequency d i s t r i b u t i o n s 
are smal le r f o r the gamma d i s t r i b u t i o n than for the log-normal d i s t r i b u t i o n . 
Thus, the gamma d i s t r i b u t i o n i s t he b e t t e r f i t . 
Table 10. Kolmogrov-Smirnov "goodness of f i t " 
t e s t f o r yea r ly insurance d a t a . 
Dn = |F n (x)-F(x) | P(D ≤ Dn) 
Area Type of d a t a Gamma Log-normal Gamma Log-normal 
1 D o l l a r s l o s s .0732 .1189 > .200 > .200 
Acres damaged .1375 .2055 > .200 .040 
2 D o l l a r s l o s s . 1 9 9 1 .2013 .046 .044 
Acres damaged .0762 .1279 > .200 > .200 
3 D o l l a r s l o s s .1074 .1225 > .200 > .200 
Acres damaged .1079 .1077 > .200 > .200 
4 D o l l a r s l o s s .0674 .1007 > .200 > .200 
Acres damaged .0 760 .1229 > .200 > .200 
F (x) = Observed d i s t r i b u t i o n . n 
F(x) = Theore t i ca l d i s t r i b u t i o n . 
If P(D ≤ Dn ) is low, r e j e c t the hypothes is t h a t t he observed 
da ta f i t s the t h e o r e t i c a l d i s t r i b u t i o n . 
Since both parameters of each d i s t r i b u t i o n are es t imated from experimental 
d a t a , the t a b l e s of L i f f i e f o r s (1967) were used aga in . Since t a b l e s of the 
sampling d i s t r i b u t i o n of Dn inc lude only the 0.20 p r o b a b i l i t y l e v e l , the 
p r o b a b i l i t i e s of ob ta in ing a smal le r Dn from random sampling f o r most of t h e 
areas cannot be compared. However, c e r t a i n conclusions can be drawn from the 
p r o b a b i l i t i e s . F i r s t , good f i t s were obta ined for a l l the gamma d i s t r i b u t i o n s 
with the except ion o f d o l l a r s for a rea 2 , and for a l l log-normal d i s t r i b u t i o n s 
with the except ions of acres ( a r ea 1) and d o l l a r s ( a r e a 2 ) . Secondly, with 
the except ion of acres for a rea 1 , even t h e s e p r o b a b i l i t i e s are c lose to the 
0.05 l e v e l of s i g n i f i c a n c e . 
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Daily data. In the i n i t i a l analysis of the daily data (Figs. 21 and 22), 
the days with crop damage were separated from the many days without crop (ha i l ) 
damage. A mixed dis t r ibut ion function was then estimated based on two 
assumptions. F i r s t , there is a non-zero probabil i ty of h a i l on a pa r t i cu la r 
day. Secondly, when damage does occur, the amount of damage is dis t r ibuted as 
a log-normal or gamma variable . The general form of the mixed dis t r ibut ion 
function [G(x)] can be wri t ten as. 
G(x) = P(X < a) = P(X = 0) + P(X > 0) • P(X < a | X > 0) (7) 
where: 
P(X < a) = probabili ty of receiving less than a specified amount of 
h a i l damage 
P(X = o) = probabili ty of receiving no h a i l damage 
P(X > 0) = probabili ty of receiving some h a i l damage 
P(X < a | X > 0) = probabil i ty of receiving less than a specified amount 
of h a i l damage, given tha t h a i l damage has occurred 
The term P(X < a | X > 0) is given by: 
(8) 
The density function, f(x), can be specified as any d is t r ibut ion . For th i s 
study, mixed dis t r ibut ions with the log-normal density function from Eq. 6 were 
used. The sample estimates of the log-normal parameter are shown in Table 11. 
The Chi-square "goodness of f i t " t e s t was then applied to the non-zero 
portions of the mixed dis t r ibut ion functions for the assumptions of gamma and 
log-normal d i s t r ibu t ions . The Chi-square t e s t was based on the method 
described by Hahn and Shapiro (1967) with one modification. The number of class 
intervals were chosen using the re la t ion 5 log10 N, where N is the number in 
the sample. This method insures that the choice of class in terva l boundaries 
w i l l depend on the theore t ica l values and not on the sample values. It also 
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Figure 21. Histograms and theoretical frequency curves for daily 
monetary insurance data. 
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Figure 22. Histograms and frequency curves for daily acreage 
damaged insurance data. 
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insures t h a t , except f o r modif ica t ion of c l a s s i n t e r v a l l i m i t s due to rounding 
and measurement e r r o r s , equal numbers of expected values w i l l r e s u l t in each 
i n t e r v a l . The above r u l e a l so in su res t h a t the re w i l l be a t l e a s t f ive 
expected values in each i n t e r v a l as long as the sample is ≥ 40. This procedure 
of Chi-square makes comparisons between d i f f e r e n t d i s t r i b u t i o n a l f i t s more 
o b j e c t i v e . 
Table 11 . Sample es t ima tes of the log-normal parameters 
f o r da i l y insurance d a t a . 
Log-normal Log-normal 
mean s tandard dev ia t ion 
Area Dol lars Acres Dol lars Acres 
Area 1 1.0319 .9862 .9470 .8554 
Area 2 .9797 .8851 .9643 .8458 
Area 3 .2884 .1976 .9824 .8676 
Area 4 .3157 .2773 .9771 .8648 
The r e s u l t s of t h e Chi-square t e s t are shown in Table 12. Again, i f 
the p r o b a b i l i t y is smal l of ob ta in ing a Chi-square value g r e a t e r than t h e 
observed value from random sampling, the hypothes is t h a t t he sample da ta f i t 
t he s p e c i f i e d d i s t r i b u t i o n i s r e j e c t e d . From the t a b l e i t i s seen t h a t none 
of the da i l y insurance da ta can be f i t t e d by the gamma d i s t r i b u t i o n . The 
da ta a l s o are poorly f i t t e d by the log-normal d i s t r i b u t i o n fo r t h e area 3 
monetary da ta and fo r acreage da ta in areas 3 and 4. The d o l l a r da ta fo r 
a rea 2 i s c lose to t h e 0.05 s i g n i f i c a n c e l e v e l , and the log-normal d i s t r i b u t i o n 
was used for subsequent s t a t i s t i c a l t e s t s . With the except ion of a r e a l 
comparisons and Monte Carlo t r i a l s , the computation of sample s i z e was based 
on da ta from area 1. Although the log-normal d i s t r i b u t i o n did no t f i t e i t h e r 
da ta s e t from a rea 3 no r t h e acreage da ta from a rea 4, log-normal d i s t r i b u t i o n s 
with parameters e s t ima ted from these da ta were used in the a r e a l comparisons. 
For the Monte Carlo t r i a l s , in which the pa ramet r i c t e s t i s compared to the 
non-parametr ic t e s t s , the log-normal d i s t r i b u t i o n a l s o was used , and t h e loss 
of power due to us ing an i n a p p r o p r i a t e d i s t r i b u t i o n was r e a d i l y demonstrated. 
Subsequent work has i n d i c a t e d t h a t t h e da t a in a rea 3 and 4 could be f i t t e d by 
a t r unca t ed log-normal d i s t r i b u t i o n . 
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Figure 23. Frequency distributions of hail damage days for area 1. 
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Figure 24. Frequency distributions of hail damage days for area 2. 
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Figure 25. Frequency distributions of hail damage days for area 3. 
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Figure 26. Frequency distributions of hail damage days for area 4. 
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Table 1 2 . C h i - s q u a r e "goodnes s o f f i t " t e s t 
f o r t h e d a i l y i n s u r a n c e d a t a . 
N Degrees 
Type of Number of of        xo2  P(x2 > xo 2) 
Area d a t a l o s s days freedom Log-normal Gamma Log-normal Gamma 
1 D o l l a r s 315 9 12 .276 1 6 6 . 3 7 0 .199 <0 .010 
Acres 315 9 1 2 . 0 4 8 1 0 0 . 4 3 0 .212 <0 .010 
2 D o l l a r s 399 10 19 .119 1 8 6 . 7 4 0 .042 <0 .010 
Acres 399 10 17 .066 226 .54 0 .077 <0.010 
3 D o l l a r s 612 11 4 6 . 7 3 7 283.26 <0.010 <0.010 
Acres 612 11 32 .049 317 .99 <0.010 <0 .010 
4 D o l l a r s 530 11 1 9 . 0 6 8 236.39 0 . 0 6 3 <0 .010 
Acres 530 11 30 .587 233 .59 <0.010 <0.010 
2 
X = v a l u e of C h i - s q u a r e o b s e r v e d from s a m p l e . 
° 2 2 
I f P (x > X ) i s low, r e j e c t t h e h y p o t h e s i s t h a t t h e sample d a t a 
f i t s t h e t h e o r e t i c a l d i s t r i b u t i o n . 
The number o f days o n which h a i l damage o c c u r r e d i n t h e f o u r a r e a s i s 
shown i n F i g s . 2 3 - 2 6 . The r e s u l t s o f t h e Kolmogrov-Smirnov "goodness o f f i t " 
t e s t f o r a l l damage day d a t a , and f o r v a r i o u s c l a s s e s o f d a i l y l o s s , a r e 
shown i n T a b l e 1 3 f o r each a r e a . Ten o f t h e c a s e s were i n a d e q u a t e l y d e s c r i b e d 
b y t h e p o i s s o n d i s t r i b u t i o n , t h a t i s , p r o b a b i l i t y v a l u e s a r e l e s s t h a n 0 . 0 5 . 
For t h e s e t e n c a s e s t h e t e s t o f s u f f i c i e n c y i n d i c a t e d t h a t t h e moment e s t i m a t e s 
o f t h e n e g a t i v e b i n o m i a l were n o t s u f f i c i e n t . However, f o r t h e d a i l y - l o s s 
c a t e g o r i e s o f ≥ $150 l o s s and $200 l o s s , a l l d i s t r i b u t i o n s c o u l d b e f i t t e d b y 
t h e p o i s s o n d i s t r i b u t i o n o r b y t h e moment e s t i m a t e s o f t h e n e g a t i v e b i n o m i a l 
d i s t r i b u t i o n , even though t h e moment e s t i m a t e s were i n s u f f i c i e n t f o r t h e 
≥ $150 l o s s c a t e g o r y i n a r e a s 2 and 3 . I t i s obv ious from Tab le 1 3 t h a t a s 
more o f t h e low d a i l y l o s s v a l u e s a r e e x c l u d e d from t h e d i s t r i b u t i o n , t h e b e t t e r 
t h e f i t becomes i n a l l a r e a s . S i n c e t h e low l o s s days d i d n o t f i t t h e d i s t r i b u t i o n s 
w e l l , on ly t h e d a t a f o r t h e h a i l days p r o d u c i n g $150 l o s s o r more and t h a t f o r 
h a i l days o f $200 l o s s o r more were s e l e c t e d f o r f u r t h e r a n a l y s i s . 
Table 13 . Kolmogrov-Smirnov "goodness of f i t " t e s t 
for the insurance damage days . 
c 
Average                                                                              Negative Goodness o f f i t 
no , of binomial 
h a i l Poisson t e s t t e s t o f   
Type of da ta Area days K P of adequacy su f f i c i ency Poisson N.B. Poisson N.B. 
To ta l damage days 1 16.58 4 .71 3.52 <0.01 8.62 — 0.2943 — <0.01 
Days > $50 l o s s 1 3.74 — — 0.16 — 0.2040 — 0.04 
Days > $100 l o s s 1 2.58 — — 0.61 — 0.0904 — >0.20 
Days > $150 l o s s 1 2.00 — — 0.66 — 0.0376 -- >0.20 
Days > $200 l o s s 1 1.79 — — 0.85 — 0.1563 -- >0.20 
Tota l damage days 2 21.00 6.14 3.42 <0.01 10.53 — 0.1916 — 0.06 
Days > $50 l o s s 2 4.89 5.41 0.90 0 .01 15.61 — 0.1556 — <0.01 
Days > $100 loss 2 3.00 4.50 0.67 0.04 16.25 — 0.2561 — <0.01 
Days > $150 l o s s 2 2.68 4.35 0.62 0.05 16.83 — 0.0919 — >0.20 
Days > $200 l o s s 2 2 .11 — — 0.06 — 0.1512 — >0.20 
Tota l damage days 3 32.21 8.48 3.80 <0.01 13.23 — 0.1784 — 0.13 
Days > $50 l o s s 3 3.00 2.02 1.48 <0.01 6.74 0.2713 <0.01 
Days > $100 l o s s 3 1.89 1.92 0.99 <0.01 7.89 — 0.0973 — >0.20 
Days > $150 l o s s 3 1.26 1.92 0.66 0.04 9.89 0.0341 >0.20 
Days > $200 l o s s 3 0.89 — — 0.48 — 0.0499 — >0.20 
Tota l damage days 4 27.89 5.61 4.97 <0.01 9.14 — 0.2143 — 0.03 
Days > $50 l o s s 4 2.37 — — 0.58 — 0.1803 -- 0.096 
Days > $100 l o s s 4 1.47 -- — 0.45 — 0.2323 — <0.01 
Days > $150 loss 4 0.89 — ~ 0.63 -- 0.1522 — >0.20 
Days > $200 lo s s 4 0.79 — 0.12 — 0.1217 — >0.20 
2 — 2 If P(x > X182 ) is low, reject the hypothesis that x = S , i.e., the poisson distribution is inadequate. 
If C > 20, the moment estimates of the negative binomial are sufficient. 
If P(D > D n ) is low, reject the hypothesis that the data fit the specified distribution. 
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4. Experimental Design and Tests of Hypothesis 
Yearly data. I n i t i a l l y , the yearly insurance data were considered as 
the experimental unit in the various designs. An experimental unit using 
yearly data does not appear as p rac t ica l as the daily experimental unit 
since the yearly sample size is much smaller, and much of the areal-temporal 
var iab i l i ty is masked by other fac tors . Nevertheless, sample size was 
computed for the various designs and t es t s using yearly data to check i t s 
potent ia l appl icabi l i ty . 
The normal sample t e s t was used with a l l of the experimental designs. 
Under the assumption that the yearly data were log-normal d is t r ibuted , the 
following formula was used to obtain the number of observations required 
for the 2-sample non-sequential t e s t (Davies, 1954): 
(9 ) 
where: 
  = the normal deviate for a probabil i ty level 
µ ß = the normal deviate for ß probabil i ty level 
D = difference in means it is desired to detect 
S2 = the variance 
Various reductions of 0.20, 0.40, 0.60, and 0.80 were assumed and applied to 
the non-transformed ha i l data. The corresponding scale change was effected on 
the transformed scale by the addition of the logarithm of (1-6). The 
variances were assumed to be equal, since the variance of the log-normal 
d is t r ibut ion is unaffected by scale changes in the var ia te . Eq. 9 was then 
applied with S2 equal to the variance of the logarithms and D equal to the 
logarithms of (1-6). For the random 1-sample t e s t , Eq. 9 is used direct ly to 
compute sample s i ze . For the 1-sample continuous design, Eq. 9 is divided by 
2.0. With the daily single area random design, both samples must be obtained 
from the same area. Therefore, Eq. 9 must be multiplied by 2.0. 
Gabriel (1967) s ta tes that under the simplifying assumptions of normal 
prec ip i ta t ion and equal variances in two areas, a crossover design needs only 
µa 
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(1-R)/2 of the number of observations needed by a single area design and that 
the crossover design requires 1/[2(1 + R)] of the number of observations needed 
by a target -control design. The relat ionship between the crossover design and 
the single area design can be expressed as: 
(10) 
where: 
S = number of observations required for a single area design 
R = the correlation coefficient between the two areas 
C = the number of observations required for the crossover design 
The combination of the re la t ions of the above paragraph y ie lds : 
(11) 
where: 
R = correlat ion coefficient between the two areas 
S = the number of observations required for the single area design 
TC = the number of observations required for the target -control design 
Eqs. 10 and 11 were applied to the yearly insurance data to obtain the number 
of years required for the ta rge t -cont ro l and crossover designs. 
Since the gamma dis t r ibut ion f i t s these data, resu l t s also were obtained 
using the 2-sample gamma t e s t . This t e s t assumes tha t both samples must have 
common shape factors . The t e s t s t a t i s t i c as given by Schickedanz (1967) i s : 
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where: 
= the number of observations in the sample from the 
f i r s t d is t r ibut ion 
= the number of observations in the sample from the 
second dis t r ibut ion 
= the observations in the sample from the f i r s t 
d is t r ibut ion 
= the observation in the sample from the second 
dis t r ibut ion  
= the complete gamma function for respectively 
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Since the seeded sample was not avai lable , the effect of seeding was 
expressed as percentage changes in the mean. Therefore, the subst i tu t ions 
were made in Eq. 12. Also, since the individual observations of the seeded 
sample were not avai lable , the products 
could not be estimated. Therefore, it was assumed that is equal to and 
under these conditions Eq. 12 reduces to 
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Taking natural logarithms of both sides of Eq. 13 y ie lds : 
If one assumes n1 to be a constant equal to c, then N = c + n2, and 
solving for n2 provides an equation for the sample size of a non-sequential 
t e s t for the yearly data. Sample one becomes the h i s t o r i ca l record and 
sample two becomes the seeded sample. Thus, 
(14) 
The approximate power of the maximum likelihood r a t i o t e s t against a speci f ic 
a l ternat ive is given by Fix (1954) as 
(15) 
 
where is the value of the non-central Chi-square (x2 ') corresponding 
to the a level of s ignif icance. The power obviously depends on  , the 
non-central i ty parameter. The degrees of freedom f are the same as those 
associated with the likelihood r a t i o t e s t . Wilks (1938) showed that for 
large samples, -2 In is asymptotically tha t of Chi-square with 1 degree of 
∆ 
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freedom. Therefore, A is estimated, noting that for large samples it is 
equivalent to the likelihood r a t io function evaluated for the values of the 
parameters specified by H (Lehmann, 1959). Fix (1954) has computed tables 
of the non-central Chi-square for the 0.05 and 0.01 size of the t e s t . In 
these tables is the tabular value corresponding to values of P and f. In 
order to obtain the approximate power of the likelihood r a t i o t e s t , it is 
suff ic ient to enter -2 In in the tables , and then the values of P for 
a given degree of freedom can be obtained by in terpola t ion. In order to solve 
Eq. 14 the tabular value of -2 In was obtained from Fix's t a b l e s , and thus 
the value of In was obtained for a specified significance level and power. 
The number of years required to obtain significance for the likelihood r a t i o 
t e s t with the random daily design was obtained by set t ing n = n1 = n2 , N = 2n 
and solving Eq. 14 for n. The above procedure was used to compute the sample 
size for the random yearly design and yearly continuous design. 
The resul ts for a sequential t e s t with the log-normal d is t r ibut ion can 
be obtained by using the sequential t e s t method of Wald (1947) for the tes t ing 
of the reduction of a mean from a normal d i s t r ibu t ion . All that is required 
is a s l igh t modification to allow for the logarithms. To apply th i s t e s t , one 
must assume that the h i s t o r i c a l record is indeed the population for each area. 
The ASN equations were applied to the data from a l l insurance areas , and the 
sample size was computed for the random and continuous designs using the 
1-sample t e s t . 
The gamma dis t r ibut ion was also used in a sequential t e s t . The ASN 
equations for the sequential t e s t were derived for the gamma dis t r ibut ion using 
the methods of Wald (1947) and Thorn (1957b). The following ASN equation was 
derived. 
(16) 
where: 
 = the location parameter of the gamma distribution 
ß1 = the historical location parameter 
ß0 = the value of the location parameter to which ß is reduced 
a 
ß
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The hypothesis Ha = ß ≥ ß
1
 is that seeding produced no worthwhile effect and 
0 = 
ß
 ≤ ß0 is tha t seeding reduced the h i s t o r i c a l location 
parameter from  , to ß0. Eq. 16 was then applied to the yearly dollar loss 
data and to the yearly acreage data to obtain the average number of years to 
obtain significance. 
Daily data . The procedures used in evaluating the yearly data were also 
applied to the daily data. In addi t ion, the poisson and negative binomial 
1-sample t e s t s were applied to dis t r ibut ions of the number of damage days for 
the random and continuous designs. The methods used were the same as those 
used for Weather Bureau h a i l days previously described. Also, Monte Carlo 
techniques were used to obtain a limited number of seeded and non-seeded 
dis t r ibut ions from which computations of sample size were made. These methods 
were employed to obtain a somewhat more r e a l i s t i c decrease in the parameters 
of the non-seeded d i s t r ibu t ions , and to obtain estimates for a non-parametric 
t e s t . 
For the daily data, the seeding effect was f i r s t simulated by superimposing 
a scale decrease on the areal parameters of the non-seeded d i s t r ibu t ions . The 
number of years required to obtain significance was then obtained through 
algebraic r e l a t ions . The duration of a seeding experiment based on daily data 
was obtained by the same equations that were used to estimate sample size for 
the Weather Bureau hail-day data and the crop insurance yearly data. 
The hypothesis H
1
ß
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The seeding effect was then simulated by random generation of data. 
The select ion of a random number, Tj , is equivalent to select ing a cumulative 
probabil i ty value, F(x), at random. The inverse function of any probabil i ty 
function can be expressed as: 
(17) 
where: 
G[F(x)] = a function of cumulative p robab i l i t i e s . 
Therefore, a random variate X can be selected from the log-normal d is t r ibut ion 
by using the relat ionship above. 
Sample values of daily damage x were then generated from the log-normal 
d is t r ibut ion of area 3. As the h a i l damage values X were generated, they were 
designated seeded or non-seeded days by randomization in pa i r s . Every seeded 
value was decreased by in (1-6) , where 6 is the desired percentage decrease on 
the non-transformed scale to detect . This experimental design is the single 
area design with randomization by days over the seeding area. As each pa i r of 
data were generated, the differences between the means of the seeded and 
non-seeded samples were tes ted for significance by using a " t" t e s t . The 
anti-logarithms of the sample values were computed and the "t" t e s t also was 
performed for the non-transformed values. The non-transformed values were also 
tes ted for significance using the Mann-Whitney U t e s t . For each value of n, 
the number in the non-seeded sample, a tabulat ion was made of whether the t e s t 
was s igni f icant . This was continued u n t i l a specified number of samples had 
been generated. The process was then repeated, so that a frequency d is t r ibut ion 
of the number of runs s ignif icant at a pa r t i cu la r sample size was obtained. The 
percentage number of s ignif icant runs at each sample s ize is equivalent to the 
power of the t e s t for that pa r t i cu la r sample s i z e , since the probabil i ty of 
accepting the a l ternat ive hypothesis is defined as the power of the t e s t . The 
procedure was performed for the 0.10, 0.05, and the 0.01 significance l eve l s . 
The number of damaging h a i l days per year was used with these data to obtain 
the number of years required to obtain s ignif icance. 
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The data from area 3 and 4 were used in a generation scheme to obtain 
data for the crossover design. The f i r s t daily value in area 3 was considered. 
A number was selected at random from the in terva l (0 , 1 ) . If the number was 
≤ P(H), the probabil i ty of h a i l for area 3, it was designated to be a ha i l day. 
If it was a ha i l day, the value x (A3) was selected at random from the area 3 
log-normal probabil i ty curve. A random choice of seed or non-seed was then 
made for area 3. The f i r s t day of area 4 was then designated to be the opposite 
of day 1 for area 3 in regard to seeding. The random choice was then made with 
regard to whether the day was a h a i l or non-hail day. If a ha i l day was 
designated, a value (A4) was selected from the log-normal probabil i ty curve 
of area 4. Next, the second day of area 3 was determined to be a h a i l or 
non-hail day at random and the above prooedure was repeated. The randomization 
of the seed and non-seed values for the remainder of the values in each area 
was accomplished by randomization in p a i r s , so that the treatment effect 
(seeding) would appear an equal number of times in each area. As the values 
A3 and A4 were generated, the differences A3 -A4 were then computed, and the 
differences for the A3 seeded days were separated from the A4 seeded days. The 
"t" t e s t was then applied to the A3 -A4 differences for a specified number of 
sample runs, and the number of times significance was obtained at each sample, 
size was tabulated. 
Next, the continuous seed non-sequential design was simulated using the 
random generation procedure. This was a t e s t in which the seeded period was 
to be tes ted against the h i s t o r i c a l data sample. F i r s t , a h i s t o r i c a l record 
of 600 values was simulated by random generation from the log-normal d is t r ibut ion 
of area 3. The simulation of the seeded sample was accomplished by generation 
of the data from the area 3 log-normal probabil i ty curve, and a tabulation was 
made of the number of times that the Mann-Whitney U t e s t was s ignif icant at a 
par t i cu la r sample s i z e . 
The next design considered was the target -control design. The correlat ion 
coefficients were computed between the possible target and control areas , and 
a l l were found to be 0.22 or l e s s . This greatly reduces the advantage of the 
control area in the target -control design. Hence, no further computations were 
made on the target -control design. 
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5. Results for the Yearly Data 
The comparison of the number of years required to obtain significance 
for the various t e s t s and experimental designs using yearly values of dollars 
at different levels of decrease is shown in Figs. 27a-f. The gamma t e s t is 
seen to be be t t e r than any of the other t e s t s . This was an expected resu l t 
because the gamma dis t r ibut ion was the best f i t t i n g d is t r ibut ion and hence 
permits more information to be extracted from the data (Schickedanz, 1967; 
Schickedanz and Decker, 1968). It is obvious also that the sequential t e s t 
is superior to the non-sequential t e s t , i f one is wil l ing to accept the 
assumptions involved in the sequential analysis . The 1-sample t e s t yields a 
smaller sample size than does the 2-sample t e s t . It should be noted that 
in the 1-sample t e s t , and in the 2-sample (continuous) t e s t , the h i s t o r i c a l 
record is assumed to be the population. However, in the 2-sample t e s t 
(random) both samples are randomly drawn, and one sample is designated as the 
target (seeded) and the other as the control (non-seeded). The crossover 
design fa l l s between the random and continuous designs involving the normal 
sequential 1-sample t e s t . The target -control design, because of poor 
correlat ion between areas , and the non-sequential 2-sample random t e s t , 
because of the complete randomization, require the largest sample s i ze s . 
It is obvious from the graphs in Fig. 27 that any experimental design 
using yearly units of dollars is a very poor choice. For a 20% decrease and 
ß level of 0.20, approximately 60 years are required to obtain significance 
for the best t e s t and design. Even for a 80% decrease and a ß level of 0.20, 
the number of years required to verify the resu l t s vary from 2 to 111 years 
depending on the type of design employed. It should be noted that for the 
gamma non-sequential case, the value of 3 at 0.01 is not on the graphs. To 
obtain these values, tables of the non-central Chi-square are necessary, and 
the tables by Fix (1954) do not include values for ß = 0 .01 . 
The number of years to obtain significance for the various t e s t s and 
experiments as designs using yearly acre-loss data is shown in Figs. 28a-f. 
Although yearly acre data, in general , would provide an answer sooner than 
designs using dol lar data, the yearly experimental unit remains a poor 
experimental unit to use. For a 20% decrease and ß = 0.20, approximately 
40 years are required to obtain significance with the best t e s t (Fig. 28c). 
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Figure 27. Comparison of the number of years required to obtain significance 
for various tests and designs using yearly insurance 
data in area 1 (dollars). 
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Figure 28. Comparison of the number of years required to obtain significance 
for various tests and designs using yearly insurance data 
in area 1 (acres). 
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Comparison of the area size and location effects on the resu l t s is shown 
in Figs. 29a-f. Comparison of the dollar loss resu l t s for the two smaller 
areas (Figs. 29a-b) for the gamma t e s t shows tha t it is eas ier to detect 
s ignif icant differences in area 2 than in area 1. The same re la t ion is true 
for the acre data. For the two larger areas , area 3 requires smaller sample 
size than area 4, although there is very l i t t l e difference between the dollar 
curves for these two larger areas. Comparison of the dol lar- loss curves for 
areas 4 and 1 (which is smaller and a par t of area 4, see Fig. 16) shows that 
the larger area requires the smaller sample s i ze . However, comparison of the 
acre-loss data for areas 3 and 2 (which is a par t of area 3) shows tha t the 
smaller area requires a smaller sample s i ze . This reversal in resu l t s probably 
occurs because the va r i ab i l i ty in acres is closely associated with areal 
extent. That i s , tendency for smaller sample s ize with larger means is offset 
by the increased non-homogeneity factor introduced into the data by increasing 
the size of area. This conclusion seems to be jus t i f i ed by the fact that for 
the normal t e s t s , Figs. 29c-e, the re la t ion is the same for dollars and acres. 
However, the poss ib i l i ty also exists tha t it may be a r e su l t of the different 
t e s t s employed. Some evidence of th is is exemplified by the resul ts of the 
"goodness of f i t " t e s t (Table 10). Although the area 3 acre data are well 
f i t t ed by the gamma d is t r ibu t ion , they f i t the log-normal d is t r ibut ion be t t e r . 
Hence, the gamma dis t r ibut ion is not the best f i t t i n g dis t r ibut ion and th i s may 
be the cause of these r e s u l t s . 
For the crossover design, Fig. 29f, the smaller areas require the larger 
sample s i z e . This is true in spi te of the fact that the dollar and acre 
correlat ion coefficients between the smaller areas are be t t e r than those between 
the larger areas (Table 7) . 
The comparison of the number of years required to obtain significance for 
the various t e s t s and decreases is shown in Figs. 30a-f. Detection of a 5% 
change for a type II e r ror of 0.20 and with an optimum t e s t and design (Fig. 30a) 
requires a sample s ize of greater than 400 years . For the same type II error 
and t e s t (Fig. 30a), a 20% change requires 59 years and a 60% decrease, requires 
5 years. The leas t desirable t e s t (in terms of sample s i z e ) , the 2-sample 
random (Fig. 30e) requires over 40,000 years at a power level of 0.80 to detect 
a 5% decrease, and 50 years to detect the 80% decrease. 
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Figure 29. Comparison of the nurrber of years required to obtain significance 
for yearly insurance data for different areas (20% decrease). 
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Figure 30. Comparison of the number of years required to obtain significance 
for yearly insurance data for different decreases in area 1 (dollars). 
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The comparison of the number of years required to obtain significance 
for different type I errors is shown in Figs. 31a-f. For the gamma sequential 
t e s t , continuous design (using ac res ) , i t is seen tha t if one is very conservative 
(a level = 0 .01) , 47 years are required to obtain significance for a type II 
e r ror of 0.20. For a more l i b e r a l choice (a = 0.10) , 35 years are required to 
obtain significance for a 20% decrease. For the normal 2-sample random 
design (acres) and for a type II e r ror of 0.20, 6000 years are required; for 
a type I error of 0.10, 2700 years are required. 
A sequential t e s t , as explained for the Weather Bureau hail-day data 
(page 24), always carries the danger that the t e s t may not terminate or that 
it may terminate with a decision to re ject the seeding effect ra ther than to 
accept i t . Thus, in previous figures of th is sect ion, some of the numbers, 
which represent years required to accept the suppression ef fec t , may be f i c t i t i ous 
in that the t e s t would have terminated sooner with the reject ion decision. 
Figs. 32a-f show a comparison of the number of years required to obtain the 
'accept ' decision (N0) with the number required for the ' r e j e c t ' decision (N1). 
The shaded regions in these figures represent the domain in which the 
sequential t e s t would have terminated because of rejection p r io r to reaching 
the acceptance of the seeding ef fec t . It is seen that th is region never 
extends beyond a type II e r ror of 0.15 and the 0.05 significance level for the 
gamma sequential t e s t . For the normal sequential t e s t , it never extends beyond 
3 = 0.05 for the 0.05 significance l eve l . Fig. 32c presents a comparison 
between the regions of the various significance l eve l s , it shows that if a 
more l i be r a l choice of type I e r ror is made, the zone extends to larger ß 
values. Therefore, in in terpre t ing the resu l t s of the previous f igures , these 
remarks should be kept in mind. 
6. Results for the Daily Data 
Algebraic computations. The number of years and days to obtain significance 
for the various t e s t s and experimental designs using daily dol lar data are shown 
in Figs. 33a-f. The bottom scale is the number of years and the top scale is 
the number of days required for a given decrease. The conversion factors between 
days and years are l i s t ed in Table F of the appendix. The normal sequential 
t e s t is seen to provide re l i ab le answers fas ter than any other t e s t . Again, 
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Figure 31. Comparison of the number of years required to obtain significance 
for yearly insurance data for different type I errors 
in area 1 (20% decrease). 
-76-
Figure 32. Comparison of N0 and N1 for the 1-sampte sequential tests 
ustng yearly acreage data in area 1 (continuous design). 
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Figure 33. Comparison of the number of years required to obtain significance 
for various tests and designs using daily insurance data 
in area 1 (dollars). 
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as in the tes t ing of yearly un i t s , the sequential t e s t is superior to the 
non-sequential t e s t if one is wil l ing to accept the assumptions involved in the 
sequential analysis . The second best t e s t is the poisson t e s t based on damage 
days with greater than $150 loss . The crossover design yields smaller sample 
sizes than does the random non-sequential design or the target -control design. 
The comparison of years required to obtain significance for the various 
t e s t s and experimental designs for daily acre-loss data is shown in Figs. 34a-f. 
For a 20% acreage decrease, and ß = 0.20, 13 years are required to obtain 
significance for the log-normal sequential continuous t e s t , and 160 years are 
required for the normal non-sequential, 2-sample t e s t . These values compare 
with 23 and 197 years , respect ively, for the two former t e s t s and designs using 
daily dol lar - loss data . 
Regional differences in the number of years required to obtain significance 
from the daily data are shown by the curves for various areas (Figs. 35a-e). 
Comparison of the acre data from the two smaller areas (areas 1 and 2) using the 
normal sequential t e s t (Fig. 35a) shows tha t it is eas ier to detect s ignif icant 
differences in area 2 than in area 1. Experimentation in area 4, a larger area 
containing area 1, requires less time to show significance than large area 3 
which contains area 2. A geographical reversal exis ts in tha t the small southern 
area 2 requires less time than the small northern area 1, whereas the larger 
southern area 3 requires more time than the larger northern area 4. This can 
be a t t r ibu ted direct ly to the fact that the average damage days (May-October 
period) for areas 1, 2, 3, and 4 are 16.5 8, 21.00, 27.89, and 32.21, respectively. 
Therefore, the size of area, which is ref lected in the number of damage days 
per area, has a very rea l influence on the size of sample required to obtain 
significance with these daily data. 
The comparison of the number of years to obtain significance for the 
various decreases is shown in Figs. 36a-e. To detect a 5% change, for a type II 
e r ror of 0.20 and for the optimum t e s t and design, requires a sample s ize of 
238 years . A 20% decrease and the same er ror requires 12.6 years , and the 80% 
decrease requires less than a year. The 2-sample random t e s t , the l ea s t 
desirable in terms of sample size (Fig. 36c), requires over 300 years at a power 
level of 0.80 for a 5% decrease, and 2.2 years for an 80% decrease. 
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Figure 34. Comparison of the nurrber of years required to obtain significance 
for various tests and designs using daily insurance data in area 1 (acres). 
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Figure 35. Comparison of the number of years required to obtain significance 
for the different areas using daily insurance data 
(20% decrease - acres). 
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Figure 36. Comparison of the number of years required to obtain significance 
for different decreases using daily insurance data in area 1 (acres). 
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The comparison of the number of years required to obtain significance 
for different type I er rors at a 20% decrease is shown in Figs. 37a-f. The 
normal sequential t e s t , continuous design (acres ) , for a very conservative 
level (a = 0.01), requires 14.5 years to obtain significance for a type II 
e r ror of 0.20. For a more l ibe ra l choice (a = 0.10), 12.5 years are required 
to obtain significance for a 20% decrease. For the normal 2-sample random 
design using acres and for a type II error of 0.20 (Fig. 37c), 189 years are 
required. For a type I error of 0.10, 123 years are required. 
A comparison of the number of years required to obtain significance for 
the normal sequential t e s t is depicted in Figs. 38a-d. Again, the domain in 
which the sequential t e s t would have terminated pr ior to the acceptance of 
the seeding effect is represented by the shaded areas. This area never extends 
beyond ß = 0.08 for the 0.05 significance leve l . Fig. 38c is a comparison 
of the regions for the various significance l eve l s , and shows t h a t , for the 
more l i be ra l choice of type I e r ror (a = 0.10), the zone extends to ß = 0.13 
for the 20% decrease. 
Monte Carlo t r i a l s . The comparison of the number of years required to 
obtain significance for the various t e s t s and experimental designs for generated 
data using dollars and acres is shown in Figs. 39a-c and 10a-c. As with sample 
computations presented e a r l i e r , the continuous design produced the l eas t number 
of years to obtain s ignif icance, followed by the crossover and the random 
designs. The transformed data required less time to obtain significance than 
the non-transformed data, so that for th is case the transformed " t" t e s t had 
more power than the non-trans formed "t" t e s t . The non-parametric "U" t e s t 
required less duration than parametric "t" t e s t . This resul ts from the fact 
that the log-normal d is t r ibu t ion did not adequately f i t the data from area 3. 
This i l l u s t r a t e s the loss in power when using a t e s t based on an inappropriate 
d i s t r ibu t ion . As seen here , the non-parametric t e s t is more powerful than the 
parametric t e s t for th i s se t of data. For a sample s ize of 10 years , the 
difference in power for the parametric and non-parametric random t e s t is 0 .21. 
Curves on Figs. 41a-f allow comparisons between dol lar - loss and acre-loss 
data. For the 0.05 level and a 40% decrease, the acres-damaged data is the 
best in a l l designs except for the crossover design where, for type II errors 
of 0.26 or l e s s , the dol lar data is be t t e r . This could be a t t r ibuted to the 
fact that some undesirable combination can occur with random choice of two areas 
which have a high degree of va r i ab i l i t y inherent in the data. 
Figure 37. Comparison of the number of years required to obtain significance for different 
type I errors using daily insurance data in area 1 (20% decrease). 
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Figure 38. Comparison of the number of years required to obtain significance 
for the null and alternative hypotheses of the normal sequential test 
using daily insurance data in area 1 (continuous design - acres). 
Figure 39. Comparison of the nunber of years reauired to obtain significance for various tests 
and designs for Monte Carlo trials of daily insurance data 
in area 3 (dollars - a = .05). 
Figure 40. Comparison of the number of years required to obtain signifioanoe for various tests 
and designs for Monte Carlo trials of daily insurance data 
in area 3 (acres - a = .05). 
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Figure 41. Comparison of the number of years required to obtain significance 
for Monte Carlo trials of monetary and acreage daily insurance 
data in area 3 (a = .05 - 40% decrease). 
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Figs. 42a-f allow comparisons of the number of years to obtain 
significance for various decreases involving different t e s t s and designs. 
Here again, the size of decrease that the experimenter is able to obtain 
becomes an important factor , as it does in a l l t e s t s and designs. 
Figs. 43a-f show the effect of various type I errors on the ab i l i t y to 
detect s ignif icant e f fec ts . Some overlapping of the 0.10 and 0.05 curves 
is present for low ß values. This occurs because the number of Monte Carlo 
t r i a l s performed was too small to adequately di f ferent ia te in t h i s region 
of values. 
The curves in Figs. 39-43 were f i t t ed to the generated data by a l eas t 
squares simple regression where the power is y and the sample size is x. 
Five different equations were f i t t e d to the data, and the curve with the 
highest regression was chosen to depict the generated resu l t s for a given set 
of data. The correlat ion coeff icient , r, the in te rcep t , a, the slope parameter, 
b, and the best f i t t i n g equation for the 0.05 significance level are l i s t e d 
in Table 14. The corresponding data for the 0.10 and 0.01 significance levels 
and for a 40% decrease are l i s t ed in Table 15. Sample size can be converted 
to years by the conversion factors l i s t e d in Table F of the appendix. 
7. Summary of Results Using Yearly and Daily Insurance Data 
A rank comparison of area size and types of data to detect s ignif icant 
reductions in ha i l measurement for the gamma t e s t (20% decrease) is shown in 
Table 16. For the yearly unit of data, acres of loss in a l l 4 areas require 
shorter sampling in tervals to obtain significance than dollars of loss in any 
area. For the daily units of data, other factors become important and the 
trend for acreage preference is not as marked as with the yearly data. Also, 
for the yearly and daily data, the number of damage days does not appear to 
have a pronounced effect on the detection ab i l i ty (rank). The areal s ize has 
l i t t l e or no effect for the yearly data, but seems to be a factor with the 
daily data. 
A very in teres t ing feature is that for yearly acres or dollars data the 
two southern areas (2 and 3) require less time to obtain significance than do 
the northern areas (1 and 4) . For the daily data, the geographical location 
is no longer as important as with the yearly data, but the number of days and 
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Figure 42. Comparison of the number of years required to obtain significance 
for different decreases in Monte Carlo trials of daily insurance 
data in area 3 (dollars and acres - a = .05). 
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Figure 43. Comparison of the number of years required to obtain significance 
for different significance levels for Monte Carlo trials of 
daily insurance data in area 3 (40% decrease). 
Table 14. The l e a s t squares simple r eg re s s ion parameters for Monte Carlo 
t r i a l s of da i ly insurance da ta (a = 0 . 0 5 ) . 
Dol lars Acres 
40% 60% 80% 40% 60% 80% 
1) Continuous Design "U" Test 
V .9527 .9552 .5354 .9419 .9666 .9240 
a - .4335 .9823 -5 .3023 - .2165 .8744 .9535 
b .2294 10.0102 .9549 .1769 15.3480 5.1118 
Equation y = a + b In x 1/y = a + b/x y = a + b In x y = a + b In x 1/y = a + b/x 1/y - a + b/x 
2) Crossover Design "U" Test 
V .9264 .9435 .9245 .9347 .9447 .8939 
a .8442 .7997 .9309 .1193 .6893 .9001 
b 133.487 42.3401 8.3157 .0024 67.8084 13.1994 
Equation 1/y = a + b/x 1/y - a + b/x 1/y = a + b/x y = a + b x 1/y = a + b/x 1/y = a + b/x 
3) Random Design "U" Test 
r .9539 .9466 .8832 .9188 .9185 .7920 
a - .8456 .6484 .9324 .6596 .8158 .9515 
b .2849 61.8870 8.0925 96.5054 31.7127 5.1390  
Equation y = a + b In x 1/y = a + b/x 1/y = a + b/x 1/y = a + b/x 1/y - a + b/x 1/y = a + b/x 
4) Crossover Design " t " Test Non-Transformed 
r .8093 .9435 .9371 .9068 .9281 .9506 
a .0524 .0269 - .5866 .0289 - .2648 - .6862 
b .00093 .0018 .2917 .0018 281.0406 .3139 
Equation y = a + b x y = a + b x y = a + b In x y = a + b x 1/y - a + b/x y = a + b In x 
5) Random Design "t" Test Transformed 
V .9722 .9494 .9269 .9831 .9428 .7957 
a .0134 - .7565 .7298 .0308 - . 5631 .2503 
b .00237 .3258 28.8524 .00305 .2948 .1586 
Equation y - a + b x y = a + b In x 1/y = a + b/x y = a + b x y = a + b in x y = a + b In x 
6) Random Design "t" Test Non-Transformed 
V .6866 .8871 .9360 .9421 .9635 .9524 
a -.0027 .0743 -.3884 -2.8053 -.8139 -4.2451 
b .0005 .00162 .2107 .00806 .2882 .8438 
Equation y - a + b x y = a + b x y = a + b In x In y = a + b x y = a + b in x In y = a + b In x 
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Table 15. The least squares simple regression parameters for Monte Carlo 
trials of daily insurance data for a 40% decrease. 
a = 0.01 a = 0.10 
Dollars Acres Dollars Acres 
1) Continuous Design "U" Test 
V .6799 .9108 .9136 .9416 
a .2490 .0647 -.2888 -.1035 
b .0020 .0026 .2157 .1721 
Equation y - a + b x y - a + b x y = a + b In x y = a + b In x 
2) Crossover Design "U" Test 
r .9684 .9160 .9591 .9562 
a -.0834 -.1274 -.6445 -3.2379 
b . 0027 .0022 .2718 .5665 
E q u a t i o n y - a + b x y - a + b x y = a + b In x In y = a + b In x 
3) Random Design "U" T e s t 
V .9380 .9697 .9338 .9580 
a .0149 - 5 . 8 0 0 5 - . 5 6 2 2 - . 6 0 4 4 
b . 0022 1.0368 .2509 .2926 
E q u a t i o n y = a + b x in y = a + b In x y = a + b In x y = a + b In x 
4) C r o s s o v e r Des ign "t" T e s t Non-Transformed 
v .7660 .8767 .8434 .8415 
a - 8 . 2 3 7 7 - . 0 8 3 8 - 3 . 4 1 7 0 - 4 . 8 0 3 0 
b 1 .0719 .0013 .4829 .7647 
E q u a t i o n In y = a + b In x y = a + b x In y = a + b In x i n y = a + b l n x 
5) Random Design "t" Test Transformed 
T .9566 .9620 .9425 .9721 
a -.0896 -.0528 .1337 .1409 
b .0020 .0022 .0023 .0029 
Equation y - a + b x y = a + b x y = a + b x y = a + b x 
6) Random Des ign "t" T e s t Non-Transformed 
r . 03183 .6830 .7928 .7855 
a - 2 . 9 9 0 7 0 - 3 . 5 0 4 8 - 3 . 1 0 7 2 .0545 
b .00089 .0045 .0057 .0022 
Equation In y = a + b In x In y = a + b x In y = a + b x y = a + b x 
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the s i z e of a rea are shown to be the most important f a c t o r s . In g e n e r a l , as 
the average number of damage days and t h e s i z e of a rea i n c r e a s e , the sample s i z e 
r equ i red t o ob ta in s ign i f i cance i s decreased in da i ly d a t a . 
Table 16. Comparison by ranking of areas and type of da ta measurement 
for a 20% decrease us ing t h e gamma t e s t . 
Average number of Size 
damage days of a rea 
Rank of a r e a s " (May-October) (mi 2 ) Location 
Yearly Data 
Area 2 (acres) 21.0 1000 South 
Area 3 (acres) 27.9 4000 South 
Area 4 (acres) 32.2 4000 North 
Area 1 (acres) 16.6 1000 North 
Area 3 (dollars) 27.9 4000 South 
Area 2 (dollars) 21.0 1000 South 
Area 4 (dollars) 32.2 4000 North 
Area 1 (dollars) 16.6 1000 North 
Daily Data 
Area 4 ( a c r e s ) 32.2 4000 North 
Area 3 ( a c r e s ) 27.9 4000 South 
Area 4 ( d o l l a r s ) 32.2 4000 North 
Area 2 ( a c r e s ) 21.0 1000 South 
Area 3 ( d o l l a r s ) 27.9 4000 South 
Area 1 ( ac re s ) 16.6 1000 North 
Area 2 ( d o l l a r s ) 21.0 1000 South 
Area 1 ( d o l l a r s ) 16.6 1000 North 
"Areas ranked in descending order according to a b i l i t y of de tec t ion a t 
a l l ß l e v e l s 
A comparison of the type I and type II e r r o r s with the experimental u n i t s 
(days or yea r s ) i s shown in Table 17. This t a b l e i l l u s t r a t e s t h a t r e g a r d l e s s 
of the choice of a and ß, the da i ly exper imenta l un i t is a more e f f i c i e n t u n i t 
for d e t e c t i n g s i g n i f i c a n t d i f fe rences than i s t he y e a r l y exper imenta l u n i t . 
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Table 17. Comparison by ranking" of the type I and type II e r r o r s 
with the exper imenta l u n i t s for a 20% decrease and 
using the s e q u e n t i a l normal t e s t in area 1 . 
Type I e r r o r Type II e r r o r Experimental u n i t 
0.10 0.50 Day 
0.05 0.50 Day 
0 .01 0.50 Day 
0.10 0.10 Day 
0.05 0.10 Day 
0 .01 0.10 Day 
0.10 0.50 Year 
0.05 0.50 Year 
0 .01 0.50 Year 
0.10 0.10 Year 
0.05 0.10 Year 
0 .01 0.10 Year 
*Ranked in descending o rde r according to a b i l i t y to d e t e c t 
Table 18 p re sen t s the var ious d i s t r i b u t i o n s ranked by t h e i r d e t e c t i o n 
a b i l i t y for a 20% decrease , and these allow comparison of t h e designs and 
t e s t s . In genera l for both y e a r l y and da i l y d a t a , the s e q u e n t i a l t e s t i s 
shown to be b e t t e r than the n o n - s e q u e n t i a l t e s t , the continuous design b e t t e r 
than the random, and the 1-sample t e s t b e t t e r than the 2-sample t e s t . The 
continuous design poisson 1-sample t e s t has l e s s power to d e t e c t s i gn i f i c ance 
than does the normal 1-sample non - sequen t i a l t e s t . The crossover random 
design (normal 2-sample t e s t ) and t h e s i n g l e a rea random design (normal 
1-sample t e s t ) us ing the non- sequen t i a l a n a l y s i s r e q u i r e smal le r sample 
s i z e s than does the random design using the poisson 1-sample t e s t and the 
s e q u e n t i a l a n a l y s i s . F i n a l l y , the t a r g e t - c o n t r o l continuous design and 
the s i n g l e area completely randomized design r e q u i r e the l a r g e s t sample s i z e s . 
Although the 1-sample t e s t gene ra l l y outperforms the 2-sample, the crossover 
random 2-sample t e s t is more powerful than the normal and poisson 1-sample 
random t e s t s . 
Table 19 shows a ranking based on t h e length of de tec t ion pe r iod with the 
a s s o c i a t e d exper imenta l un i t s for given percentage decreases in h a i l and the 
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Table 18. Comparison by ranking of t h e o r e t i c a l d i s t r i b u t i o n s with 
designs and t e s t for a 20% decrease at an a l e v e l of 
0.05 and a ß l e v e l of 0 .20 . 
Rank of Data c o l l e c t i o n 
d i s t r i b u t i o n s * and design Analysis Test 
Yearly 
Gamma Single a r e a , Continuous Sequen t ia l Likel ihood r a t i o 
1-sample 
Gamma Single a r e a , Random Sequen t i a l Likel ihood r a t i o 
1-sample 
Log-normal Single a r e a , Continuous Sequen t i a l Normal, 1-sample 
Gamma Single a r e a , Continuous Non-sequent ia l Likel ihood r a t i o 
2-sample 
Gamma Single a r e a , Random Non-sequent ia l Likel ihood r a t i o 
2-sample 
Log-normal Crossover, Random Non-sequent ia l Normal, 2-sample 
Log-normal Single a r e a , Random Sequen t i a l Normal, 1-sample 
Log-normal Single a r e a , Continuous Non-sequent ia l Normal, 1-sample 
Log-normal Single a r e a , Random Non-sequent ia l Normal, 1-sample 
Log-normal Continuous, Non-sequent ia l Normal, 1-sample 
Ta rge t - con t ro l 
Log-normal Single a r e a , Random Non-sequent ia l Normal, 2-sample 
Daily 
Log-normal Single a r ea , Continuous Sequen t i a l Normal, 1-sample 
Log-normal Single a r e a , Random Sequen t i a l Normal, 1-sample 
Log-normal Single a r e a , Continuous Non-sequent ia l Normal, 1-sample 
Poisson (> $150 l o s s - Single a r e a , Continuous Sequen t i a l Po i s son , 1-sample 
d i s c r e t e ) 
Poisson (> $200 lo s s - Single a r e a , Continuous Sequen t i a l Poisson , 1-sample 
d i s c r e t e ) 
Log-normal Random, Crossover Non-sequent ia l Normal, 2-sample 
Log-normal Single a r e a , Random Non-sequent ia l Normal, 1-sample 
Poisson (> $150 lo s s - Random Sequen t i a l Po i s son , 1-sample 
d i s c r e t e ) 
Poisson (> $200 l o s s - Random Sequen t i a l Po isson , 1-sample 
d i s c r e t e ) 
Log-normal Continuous, Non-sequent ia l Normal, 2-sample 
Ta rge t - con t ro l 
Log-normal Single a r e a , Random Non-sequent ia l Normal, 2-sample 
* D i s t r i b u t i o n s ranked in descending order according to a b i l i t y o f de t ec t ion 
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types of data measurement. An 80% reduction in the yearly data (acres or 
dollars) is required in order to have a length of detection period less than 
that of a 20% reduction in the daily loss data. Also, a 40% reduction in the 
yearly data is required at the same power level to have detection properties 
approximating a 10% reduction in the daily data. It is also seen that a 5% 
reduction in the daily data is easier to detect than a 20% reduction in the 
yearly data. 
Table 19. Rank comparison of the experimental unit with a given 
decrease and type of data measurement using a 1-sample 
test , sequential analysis, and a continuous design 
in area 1. 
Rank of Percentage Experimental 
measurement type*  decrease u n i t 
Acres 80 Daily 
Dol lars 80 Daily 
Acres 60 Daily 
Dol lars 60 Daily 
Acres 40 Daily 
Dol lars 40 Daily 
Acres 80 Yearly 
Dol lars 80 Yearly 
Acres 20 Daily 
Dol lars 20 Daily 
Acres 60 Yearly 
Dol lars 60 Yearly 
Acres 10 Daily 
Dol lars 10 Daily 
Acres 40 Yearly 
Dol lars 40 Yearly 
Acres 5 Daily 
Dol lars 5 Daily 
Acres 20 Yearly 
Dol lars 20 Yearly 
Acres 10 Yearly 
Dol lars 10 Yearly 
Acres 5 Yearly 
Dol lars 5 Yearly 
*Type of measurement ranked in descending order according 
to a b i l i t y o f d e t e c t i o n 
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The number of years required to obtain significance for various percentage 
reductions, selected tes t s , and designs is l isted in Table 20. Even with the 
liberal type II error of 0.5, over 100 years are required to detect a 5% decrease 
for any design and tes t . The optimum test and design with respect to sample 
size requires approximately 6 years for a 3 level of 0.5 and for a 20% decrease. 
A 40% decrease would be detected in less than 10 years using several designs. 
Even with a more stringent type II error of 0 .1 , significant 40% decreases could 
be obtained in less than 5 years, with certain design-test combinations. 
Table 20. Number of years required to detect various decreases in 
daily insurance data for selected designs and a = 0.05. 
Number of years required to obtain significance 
for given percentage decrease 
Design  ß 5% 10% 20% 40% 60% 80% 
Continuous seeding in 
area 1 using daily 0.1 433.7 102.9 23.0 4.4 1.4 0.4 
dollar losses and a 
1-sample t e s t , 0.5 108.9 25.5 5.7 1.1 0.3 0.1 
sequential analysis 
Continuous seeding in 
area 1 using daily 0.1 784.3 192.7 46.4 10.7 4.3 2.1 
dollar losses ≥ $150 
and a 1-sample tes t , 0.5 194.5 47.8 11.5 2.6 1.1 0.5 
sequential analysis 
Target control seeding 
in areas 1 and 2 0.1 3550.1 841.6 188.4 35.9 11.2 3.6 
using daily dollar 
losses 0.5 1119.9 265.5 59.4 11.3 3.5 1.1 
Crossover between 
areas 1 and 2 0.1 1470.8 348.7 78.1 14.9 4.6 1.5 
using daily 
dollar losses 0.5 464.0 110.0 24.6 4.7 1.5 0.5 
Random seeding in 
area 1 using daily 0.1 370 8.5 879.2 196.8 37.5 11.6 3.8 
dollar losses and 
a 2-sample tes t , 0.5 1169.8 277.3 62.1 11.8 3.7 1.2 
non-sequential 
analysis 
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A comparison between the a l g e b r a i c and Monte Carlo computations of 
sample s i z e is shown in Table 21 . From the t a b l e the fol lowing conclusions 
can be drawn: 1) the non-paramet r ic t e s t has s l i g h t l y more power than the 
pa ramet r i c t e s t ; 2 ) the normal t e s t and the transformed " t " t e s t have nea r ly 
the same power to d e t e c t , i n d i c a t i n g t h a t t he a l g e b r a i c computations of 
sample s i z e are s u f f i c i e n t l y accura te for percentage decrease computation 
( the depar ture a t 0.10 is due to e x t r a p o l a t i o n e r r o r s in extending the 
r e g r e s s i o n equat ion to t h i s r e g i o n ) ; and 3) t h e r e is a l o s s in power when the 
" t " t e s t i s app l ied d i r e c t l y t o the skewed d a t a . 
Table 21 . Comparison between a lgeb ra i c and Monte Carlo es t ima tes 
of years to d e t e c t var ious dec reases , for an a l e v e l 
of 0.05 and f o r a r ea 3 da i ly monetary insurance d a t a . 
Crossover design Single a rea random 
(2-sample t e s t ) (2-sample t e s t ) 
Albegra ic Monte Carlo Algebraic Monte Carlo 
Non- Trans. Non-
"U" t r a n s . "U" "t" t r a n s . 
Decrease Normal t e s t t e s t " t " t e s t Normal t e s t t e s t t e s t " t " t e s t 
(Number of years to ob ta in s i g n i f i c a n c e ) 
40% ß = 0 . 1 14.9 11 .1 20.3 37.5 28.4 23.1 112.1 
ß = 0.5 4 .7 2.5 10.7 11.8 7.0 12.9 62.40 
60% ß = 0 . 1 4.6 3.0 10.8 11.6 8.3 10.0 31.6 
ß = 0.5 1.5 0 .8 5.9 3.7 2.9 3.0 16 .1 
80% ß = 0 . 1 1.5 1.0 3.6 3.8 2.7 4.7 27.3 
ß = 0.5 0.5 0.2 0.9 1.2 0.5 1.4 3.6 
NETWORK HAILSTREAK DATA 
This s e c t i o n descr ibes an i n v e s t i g a t i o n of i n d i v i d u a l h a i l s t o r m 
c h a r a c t e r i s t i c s . These da ta are another form of h a i l measurement t h a t could 
be used in ve r i fy ing h a i l suppress ion exper iments . 
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1. Data and Analytical Adjustments 
The operation of a dense hail-observing network in central I l l i n o i s 
during April-September of 1967 furnished detai led data on the surface ha i l 
patterns on 26 days of ha i l (Changnon, 1968a). Areas of ha i l continuous in 
time and space, defined as ha i l s t r eaks , were ascertained within the 400 mi2 
study area which contained 98 cooperative ha i l observers and 49 other instrumented 
s i t e s each with a recording raingage modified to record time of h a i l (Changnon, 
1966) and a 1-ft2 fo i l -covered hailpad (Wilk, 1961) to record hailstone s izes 
and energy of the ha i l f a l l s (Fig. 44). Insurance adjustor data also were 
obtained for those hai ls t reaks tha t produced crop damage. Only those hai ls t reaks 
that had at least 3 locations within the streak boundary with time of ha i l and 
at least 2 locations with measurable energy values, and that occurred en t i re ly 
within the study area, were used in the analysis . The recording raingage data 
allowed the mapping and recording of the individual rain c e l l s , with and without 
ha i l s t r eaks , that crossed the study area during the h a i l f a l l periods (Changnon 
et a l . , 1967). 
In the 6-month data collection period 77 hai ls t reaks so defined occurred 
within the area. For each of these the areal extent was measured, and the 
area-mean energy imparted by the hailstones was calculated using a l l hailpad 
energy values from within the ha i l s t reak . An example of the hai ls t reaks with 
the i r area and energy values for a h a i l period on 9 June 1967 is presented in 
Fig. 44. There were 13 other hai ls t reaks in th i s 1-hr period, bat these did 
not have complete l i fe h i s to r ies within the study area. 
The purpose of the individual hai ls t reak study was to provide expressions 
of the natural differences between temporally re la ted ha i l s t r eaks . These data 
were then used to determine required sample size to verify potent ia l suppression 
experiments that might be based on hai ls t reak data from a pa i r of s imilar clouds, 
where one member of the pa i r is randomly seeded. To more nearly simulate an 
actual f ie ld experiment, certain l imit ing c r i t e r i a were defined for select ing 
hai ls t reaks for comparison. 
F i r s t , any two hai ls t reaks to be compared had to occur within a 1-hr 
period. This derived from a basic assumption that any hai ls t reaks occurring 
in th i s area within a 1-hr period l ikely derived from separate convective clouds 
that had similar meteorological character is t ics at about the same time pr ior 
Figure 44. Hail observing points in study area and complete hailstreaks on 9 June 1967. 
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t o t h e i r p r o d u c t i o n o f h a i l i n t h e s t u d y a r e a . That i s , each would have 
d e r i v e d from a c l o u d t h a t f u l f i l l e d any one o f s e v e r a l p o s s i b l e c r i t e r i a o f 
c loud s e l e c t i o n , such a s m o i s t u r e c o n t e n t and h e i g h t , and t h e i r deve lopment 
t imes were s u f f i c i e n t l y c l o s e t o f i t w i t h i n a r e a l i s t i c o p e r a t i o n a l a p p r o a c h . 
S e c o n d l y , a l l r a i n c e l l s o c c u r r i n g o v e r t h e ne twork and n o t p r o d u c i n g 
h a i l d u r i n g t h e e n t i r e p e r i o d o f h a i l h a d t o b e d e t e r m i n e d and u s e d t o r e p r e s e n t 
p o t e n t i a l l y chosen c l o u d s t h a t d i d n o t p roduce any h a i l . T h i r d l y , i f a 1-hr 
p e r i o d o f h a i l s t r e a k s was s e p a r a t e d from a n o t h e r such p e r i o d by 4 h o u r s o r m o r e , 
t h e two p e r i o d s and t h e i r h a i l s t r e a k s were c o n s i d e r e d t o b e s e p a r a t e e n t i t i e s 
f o r a p o t e n t i a l s e e d i n g e x p e r i m e n t and i n ou r a n a l y s i s . Hence , two o r more 
d i s c r e t e 1-hr h a i l p e r i o d s c o u l d o c c u r i n t h e a r e a o n a g iven d a y , and two days 
i n 1967 d i d have two such h a i l p e r i o d s ( T a b l e 2 2 ) . 
Tab le 22 . Number o f comple te h a i l s t r e a k s , n o - h a i l r a i n c e l l s , 
and r a i n c e l l c o m b i n a t i o n s p o s s i b l e i n s t u d y 
a r e a d u r i n g 1967 . 
Number o f p a i r s 
Number of Both members One member N e i t h e r member 
Date o f 1-hour Number o f r a i n c e l l s w i t h a s s o c i a t e d w i t h a s s o c i a t e d w i t h a s s o c i a t e d 
h a i l p e r i o d h a i l s t r e a k s w i t h n o h a i l h a i l h a i l h a i l  
4 / 4 2 0 1 0 0 
4 / 5 (AM) 4 0 6 0 0 
4 / 5 (PM) 3 0 3 0 0 
4 / 1 2 2 2 1 4 1 
4 / 1 3 2 2 1 4 1 
4 / 2 1 ( e a r l y PM) 6 1 15 6 0 
4 / 2 1 ( l a t e PM) 10 2 45 20 1 
4 /29 3 3 3 9 3 
5 / 8 2 0 1 0 0 
5 / 1 1 5 2 10 10 1 
5 /18 2                                1  1                                     2 0 
5 / 2 8 7 2 21 14 1 
6 /9 5 0 10 0 0 
7 /17 2 8 1 16 28 
7 /18 2 3 1 6 3 
7/19 4 5                                  6   2   0 10 
7 /27 2 6 1 12 15 
8 /18 3 2 3 6 1 
8/26 2 0 1 0 0 
9 / 1 8 4 3 6 12 3 
9 /26 5 3 10 15 3 
T o t a l s 77 45 147 156 71 
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Compar isons were made be tween t h e a r e a and e n e r g y v a l u e s o f a l l p o s s i b l e 
p a i r s o f r a i n c e l l s , w i t h o r w i t h o u t h a i l , i n a g i v e n 1-hr h a i l p e r i o d . Us ing 
t h e example i l l u s t r a t e d o n F i g . 4 4 , f o r which a l l r a i n c e l l s had a s s o c i a t e d 
h a i l , t h e a r e a and e n e r g y v a l u e s o f h a i l s t r e a k number 1 were compared w i t h t h o s e 
o f h a i l s t r e a k s 2 , 3 , 4 , and 5 ; t h o s e o f number 2 w i t h 3 , 4 , and 5 ; t h o s e o f 
number 3 w i t h t h o s e of 4 and 5 , and t h o s e of number 4 w i t h 5 . T h u s , f o r t h e 
9 June p e r i o d t h e r e were t e n p a i r s o f h a i l s t r e a k s f o r which compar i sons were 
made. The number o f h a i l s t r e a k s and p o t e n t i a l p a i r s f o r t h e 2 3 , 1-hr h a i l 
p e r i o d s o f 1967 a p p e a r in Tab le 22 . The a r e a and e n e r g y v a l u e s o f t h e 77 
i n d i v i d u a l h a i l s t r e a k s a r e p r e s e n t e d i n Tab le G o f t h e a p p e n d i x . 
2 . N a t u r a l V a r i a b i l i t y o f H a i l s t r e a k Area and Energy Va lues 
The a r e a l e x t e n t and a r e a - m e a n e n e r g y v a l u e s o f t h e 7 7 h a i l s t r e a k s 
e x h i b i t e d c o n s i d e r a b l e v a r i a b i l i t y i n t h e g i v e n h a i l p e r i o d s . The median and 
e x t r e m e v a l u e s o b t a i n e d a r e l i s t e d i n Tab le 2 3 . The d i f f e r e n c e be tween t h e 
a r e a e x t r e m e s i s l a r g e , and t h a t be tween t h e ex t r eme e n e r g y v a l u e s i s 
e x c e p t i o n a l , more t h a n a f a c t o r o f 1 0 5 . The d i f f e r e n c e s be tween t h e median 
and a v e r a g e v a l u e s a r e i n d i c a t i v e o f t h e wide d i s t r i b u t i o n o f t h e v a l u e s and 
o f t h e i n f l u e n c e o f t h e few l a r g e v a l u e s . 
Tab le 2 3 . Median and ex t r eme v a l u e s f o r 77 
h a i l s t r e a k a r e a s and e n e r g i e s . 
Area Energy 
( m i 2 ) (lb / f t 2 ) 
Average 9 . 7 0 .2575 
Median 7 .2 0 .0049 
Maximum 4 0 . 3 12 .6559 
Minimum 0 .9 0 . 0 0 0 1 
The g r e a t e s t d i f f e r e n c e be tween h a i l s t r e a k a r e a v a l u e s i n a s i n g l e 1-hr 
p e r i o d was 30 mi2 on 28 May when t h e s m a l l e s t h a i l s t r e a k c o v e r e d 2 m i 2 and t h e 
l a r g e s t c o v e r e d 3 2 m i 2 . The g r e a t e s t e n e r g y d i f f e r e n c e i n a s i n g l e h a i l p e r i o d 
o c c u r r e d on t h e e a r l y a f t e r n o o n of 21 A p r i l when one h a i l s t r e a k h a d a mean 
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energy of 12.6559 I b / f t 2 , as determined from 2 hailpad values inside the 
ha i l s t reak , whereas another had a mean energy of only 0.0001 I b / f t 2 . Such 
great natural differences are indicative of the d i f f i cu l t i es that wi l l be 
associated with verifying h a i l suppression experiments designed around paired 
clouds. 
The log-normal dis t r ibut ion was f i t t e d to the hai ls t reak data and the 
resul t is shown in Fig. 45. The difference between the area and energy data 
is readily demonstrated. The area data is nicely f i t t e d by the non-truncated 
log-normal d i s t r ibu t ion , but the energy data requires a truncated log-normal 
d is t r ibut ion with a truncation point of 0.00215. The truncated d is t r ibut ion 
was obtained by deleting from the sample a l l values less than or equal to 
0.00215, and by making the transformation (x-0.00215) on the remainder of the 
sample. The log-normal mean and variance were then estimated from the 
transformed sample. The fact that only 47 values were lef t out of a sample of 
77 i l l u s t r a t e s the severity of the truncation. 
The area values and energy values of the 77 hai ls t reaks were correlated 
to measure the degree of t he i r relat ionship using data based on dense point 
measurements. The correlation coefficient was -0.02 which meant that the areal 
extent of a hai ls t reak has no relat ionship with i t s area-mean energy value. 
This would strongly suggest that measurements of ha i l area could not be used 
to derive sui table estimates of the force of h a i l for individual storms. 
3. Experimental Design and Empirical Frequency Distributions 
In the paired storm design, a pai r of clouds are selected with s imilar 
charac te r i s t i c s , and one member of the pa i r is then chosen at random to be 
seeded. The 147 pairs of rain cells from Table 22 in which both members had 
associated hai ls t reaks were assumed to have originated from clouds with 
similar charac te r i s t i cs . Thus, the associated hai ls t reaks were assumed to be 
ha i l that would have been produced from clouds meeting the paired storm 
design c r i t e r i a . One member of each pai r was selected at random and designated 
as seeded. The differences between the areas and between the energy values 
of the seed and no-seed hai ls t reaks were then computed, and the cumulative 
ogives for the empirical dis t r ibut ions of differences were formed. These 
dis t r ibut ions were designated as the natural d i s t r ibu t ions , that i s , the 
dis t r ibut ions expected if seeding had not occurred. The values of the seeded 
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Figure 45. Log-normal frequency distributions of the areal extent of 
hailstreaks and energy of hailfall within the hailstreak. 
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hai ls t reaks of each pai r were then reduced 20, 40, 60, and 80% and the 
respective cumulative ogives were formed (Fig. 46). The differences in the 
curves are assumed to be the effect that seeding would have on the natural 
differences. 
A mixed dis t r ibut ion was then estimated based on two assumptions. F i r s t , 
there is a non-zero probabil i ty of obtaining a pair of rain cel ls which have 
associated h a i l with each member. Secondly, when such a pa i r occurs, the 
differences of area (energy) are dis tr ibuted in the form of the cumulative 
dis tr ibut ions of Fig. 46. The general form of the mixed dis t r ibut ion function 
is the same as Eq. 7, tha t i s : 
where: 
P(X < a) = probabil i ty of receiving less than a specified difference of 
area (energy) 
P(X = 0) = probabil i ty of having experienced a pa i r of rain ce l ls with 
only one member having associated h a i l , or nei ther member 
having associated ha i l 
P(X > 0) = probabil i ty of having experienced a pa i r of ra in ce l ls with 
both members having associated h a i l 
P(X < a | X > 0) = probabil i ty of receiving less than a specified 
difference of area (energy) given that a pa i r of rain cel ls 
which has both members seeded has occurred. 
The term P(X < a | X > 0) is given by: 
The density function, f(x), is specified to be the derivative of the cumulative 
ogives from Fig. 46. 
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Figure 46. Empirical distributions of areal extent and energy of hailfall. 
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4. Test of Hypothesis 
Because of the dependence between members of p a i r s , the appropriate t e s t 
to use is the Wilcoxin Match Pair Signed Rank t e s t . To derive the number of 
years required to obtain significance for assumed decreases of 20, 40, 60, and 
80%, sample values were generated from the curves of Fig. 46. As each sample 
value was generated, a tabulation was made of whether significance was obtained 
for the Wilcoxin Matched Pair Signed Rank t e s t . This was continued un t i l a 
specified number of values had been generated. The process was then repeated, 
so that a frequency dis t r ibut ion of the number of runs s ignif icant at a 
par t icu la r sample size was obtained. Again, the percentage number of s ignif icant 
runs at each sample size is equivalent to the power of the t e s t . 
5. Results for the Paired Hailstreak Data 
The number of years required to obtain significance for various significance 
levels using the paired hai ls t reak data is shown in Figs. 47a-d. Comparison 
of these curves reveals that the energy data requires much more time to obtain 
significance than does the areal extent data. Unfortunately, areal extent is 
poorly correlated with the energy of the ha i l s t reak . These nomograms i l l u s t r a t e 
that the smaller the decrease desired to detect , the more important the choice 
of significance level becomes. For example, if one chooses the 0.01 level 
of significance instead of 0.10, it would require 10 more years to detect a 
s ignif icant difference for a 20% decrease at ß = 0.50. However, th i s difference 
is only 0.42 year for a 60% decrease. 
The number of years required to obtain significance for various decreases 
can be compared in Figs. 48a-c. For a significance level of 0.05 and ß = 0.20, 
0.15 year is required to detect a 80% difference in area, whereas more than 
10 years are required to detect a 20% decrease in the area values. The number 
of years was obtained by assuming that 1) there would be 25 of the 1-hr periods 
per year with 2 or more storms each producing one or more ha i l s t r eaks , and 2) one 
of these storms in each pa i r could be seeded on an operational ba s i s . There 
were 21 such 1-hr periods during 1967 in a 400 mi2 area, and there were 17 such 
1-hr periods of 2 or more hai ls t reaks in 1968 in a 1000 mi2 area (Changnon, 
1968c). 
Figure 47. Comparison of the number of years required to obtain significance for various significance 
levels for the paired storm design using energy and areal extent as parameters (20% decrease). 
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Figure 48. Comparison of the Timber of years required to obtain significance 
for various decreases for the paired storm design using energy 
and areal extent as parameters. 
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RESULTS OF APPLYING THE STATISTICAL METHODOLOGY 
1 . Comparison o f V a r i o u s T e s t s , D e s i g n s , and Types o f Data 
T a b l e 24 l i s t s t h e number o f y e a r s r e q u i r e d to o b t a i n a 20% d e c r e a s e 
( a = 0 . 0 5 , B = 0 . 2 0 ) i n a l l t e n s t u d y a r e a s b a s e d o n t h e " b e s t " t e s t and 
d e s i g n ( b e s t i n t h a t t h e s e r e q u i r e d t h e s m a l l e s t sample s i z e ) d i s c o v e r e d f o r 
t h e v a r i o u s t y p e s o f d a t a measuremen t . R e s u l t s f o r t h e Weather Bureau a n n u a l 
d a t a show no d i r e c t r e l a t i o n s h i p be tween t h e y e a r s r e q u i r e d f o r a 20% 
d e c r e a s e and t h e a r e a s i z e o r t h e a v e r a g e number o f h a i l d a y s . However, t h e 
Weather Bureau summer d a t a s u g g e s t some t r e n d t o w a r d s m a l l e r numbers o f 
y e a r s r e q u i r e d w i t h t h e l a r g e r a v e r a g e s o f h a i l days and t h e l a r g e r a r e a s . 
The s i z e o f a r e a and a v e r a g e number o f h a i l days have l i t t l e e f f e c t 
o n t h e y e a r s r e q u i r e d f o r t h e a n n u a l a c r e i n s u r a n c e d a t a . However, s i z e s and 
a v e r a g e s a r e i m p o r t a n t i n t h e d a i l y a c r e i n s u r a n c e r e s u l t s which i n d i c a t e t h a t 
l a r g e r a r e a s and l a r g e r numbers o f h a i l days r e d u c e t h e number o f y e a r s 
r e q u i r e d t o o b t a i n s i g n i f i c a n c e . I n g e n e r a l , a n n u a l Wea ther Bureau h a i l days 
and t h e d a i l y i n s u r a n c e d a t a y i e l d t h e s m a l l e r sample s i z e s , w i t h a v e r a g e s o f 
8 .5 and 9 . 2 y e a r s , r e s p e c t i v e l y . These v a l u e s a r e 40% lower t h a n t h e number 
o f y e a r s r e q u i r e d o n t h e p a i r e d s t o r m ( h a i l s t r e a k ) d e s i g n , and a r e m a r k e d l y 
l o w e r t h a n t h e o t h e r a v e r a g e s i n T a b l e 24 . 
The t y p e I e r r o r s , t y p e I I e r r o r s , and t h e e x p e r i m e n t a l u n i t f o r t h e 
v a r i o u s t y p e s of d a t a a r e compared f o r a 20% d e c r e a s e in Tab le 2 5 . F o r a 3 
v a l u e o f 0 . 2 0 , t h e a v e r a g e number o f y e a r s t o o b t a i n s i g n i f i c a n c e f o r a n a 
l e v e l o f 0 . 0 5 i s 2 4 . 0 ; t h e more l i b e r a l c h o i c e o f a = 0 . 1 0 r e q u i r e s 2 0 . 7 y e a r s 
o n t h e a v e r a g e , and t h e c o n s e r v a t i v e l e v e l o f 0 . 0 1 r e q u i r e s 2 9 . 8 y e a r s . F o r 
a 3 v a l u e o f 0 . 5 0 , t h e a v e r a g e number o f y e a r s to o b t a i n s i g n i f i c a n c e f o r a = 
0 . 0 5 i s 9 . 5 ; t h e more l i b e r a l l e v e l o f a = 0 . 1 0 r e q u i r e s a n a v e r a g e o f 7 . 1 
y e a r s , and t h e c o n s e r v a t i v e e s t i m a t e o f a = 0 . 0 1 r e q u i r e s 1 3 . 1 y e a r s o n t h e 
a v e r a g e . For a s i g n i f i c a n c e l e v e l o f 0 . 0 5 , t h e a v e r a g e number o f y e a r s t o 
o b t a i n s i g n i f i c a n c e v a r i e s from 24 .0 t o 9 . 5 a s ß v a r i e s from 0 .20 t o 0 . 5 0 . 
T a b l e 2 6 shows t h e number o f y e a r s r e q u i r e d t o o b t a i n s i g n i f i c a n c e f o r 
v a r i o u s d e c r e a s e s b a s e d o n t h e " b e s t " d e s i g n s and t e s t s f o r t h e v a r i o u s t y p e s 
o f h a i l d a t a . I f t h e 20% and 40% d e c r e a s e s f o r a l l t e s t s , d e s i g n s , and 3 = 0 .20 
a r e a v e r a g e d , t h e number o f y e a r s r e q u i r e d f o r t h e 20% d e c r e a s e i s 523.28% 
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Table 24. Comparison of areas with the " b e s t " t e s t and design of 
var ious types of da ta measurement fo r d e t e c t i n g a 20% 
decrease (a = 0 . 0 5 , 3 = 0 . 2 0 ) . 
Number of years 
Average number Area s i z e to obta in 
Area of days (mi 2 ) s i gn i f i cance 
Weather Bureau Annual Hai l Days 
1 7.7 1000 8.1 
2 8.3 1000 26.7 
3 9.1 1000 1.6 
4 11.0 3000 5.7 
5 5.7 500 0.5 
Average 8.5 
Weather Bureau Summer Hai l Days 
1 2.5 1000 39.2 
2 2.4 1000 78.2 
3 2.2 1000 28.7 
4 3.4 3000 27.8 
5 1.6 500 39.0 
Average 42.6 
Insurance Data, Yearly-Acres 
1 16.6 1000 41.3 
2 21.0 1000 32.7 
3 27.9 4000 34.9 
4 32.2 4000 35.4 
Average 36.1 
Insurance Data, Daily-Acres 
1 16.6 1000 12.6 
2 21.0 1000 9 .8 
3 27.9 4000 7.7 
4 32.2 4000 6.7 
Average 9.2 
Monte Carlo T r i a l s 
20% decrease not a v a i l a b l e 
Pa i red Storms, Areal Extent 
ECIN* 25 (No. of P a i r s ) 400 15.8 
Pa i red Storms, Mean Energy 
20% decrease not a v a i l a b l e 
*East Cen t r a l I l l i n o i s Network 
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Tab le 2 5 . Comparison o f t h e t ype I and t y p e I I e r r o r s and 
e x p e r i m e n t a l u n i t w i t h " b e s t " t e s t s f o r v a r i o u s 
t y p e s of d a t a and a 20% d e c r e a s e . 
Number 
o f y e a r s 
Type I I e r r o r E x p e r i m e n t a l t o d e t e c t 
(ß ) Type o f d a t a u n i t d e c r e a s e 
a = 0 . 1 
0 . 2 Weather Bureau h a i l days Year 9 . 4 
0 . 2 Weather Bureau h a i l days Summer 3 3 . 3 
0 . 2 I n s u r a n c e d a t a ( a c r e s ) Year 3 5 . 3 
0 . 2 I n s u r a n c e d a t a ( a c r e s ) Day 1 2 . 4 
0 . 2 Monte C a r l o Day n o t a v a i l a b l e 
0 . 2 P a i r e d s t o r m s ( a r e a ) S torm 1 3 . 1 
0 . 2 P a i r e d s t o r m s ( e n e r g y ) Storm n o t a v a i l a b l e 
Average 2 0 . 7 
a = 0 . 1 
0 . 5 Weather Bureau h a i l days Year 3.0 
0 . 5 Wea the r Bureau h a i l days Summer 1 0 . 7 
0 . 5 I n s u r a n c e d a t a ( a c r e s ) Year 1 1 . 4 
0 . 5 I n s u r a n c e d a t a ( a c r e s ) Day 4 . 5 
0 . 5 Monte C a r l o Day n o t a v a i l a b l e 
0 . 5 P a i r e d s t o r m s ( a r e a ) S torm 5 .9 
0 . 5 P a i r e d s t o r m s ( e n e r g y ) Storm n o t a v a i l a b l e 
Average 7 . 1 
a = 0 . 0 5 
0 . 2 Weather Bureau h a i l days Year 1 1 . 1 
0 . 2 Weather Bureau h a i l days Summer 39 .0 
0 . 2 I n s u r a n c e d a t a ( a c r e s ) Year 4 1 . 3 
0 . 2 I n s u r a n c e d a t a ( a c r e s ) Day 12 .6 
0 . 2 Monte C a r l o Day n o t a v a i l a b l e 
0 . 2 P a i r e d s t o r m s ( a r e a ) Storm 1 5 . 8 
0 . 2 P a i r e d s t o r m s ( e n e r g y ) Storm n o t a v a i l a b l e 
Average 24 .0 
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Table 25 (continued) 
Number 
of years 
Type II error Experimental to detect 
(ß) Type of data unit decrease 
a = 0.05 
0.5 Weather Bureau h a i l days Year 4 . 1 
0.5 Weather Bureau h a i l days Summer 14.4 
0.5 Insurance da ta ( ac re s ) Year 15.2 
0.5 Insurance da ta ( a c r e s ) Day 4 .7 
0 .5 Monte Carlo Day not a v a i l a b l e 
0.5 Pa i red storms (a rea ) Storm 9.0 
0.5 Pa i red storms (energy) Storm not a v a i l a b l e 
Average 9.5 
a = 0 .01 
0.2 Weather Bureau h a i l days Year 12.7 
0.2 Weather Bureau h a i l days Summer 44.8 
0.2 Insurance da ta ( a c r e s ) Year 47.4 
0.2 Insurance da ta ( ac res ) Day 14.5 
0.2 Monte Carlo Day not a v a i l a b l e 
0.2 Pa i r ed storms (a rea ) Storm > 20 
0.2 Pa i red storms (energy) Storm not a v a i l a b l e 
Average 29.8 
a = 0 .01 
0.5 Weather Bureau h a i l days Year 5.3 
0.5 Weather Bureau h a i l days Summer 18.5 
0.5 Insurance da ta ( ac re s ) Year 19.6 
0.5 Insurance da t a ( ac re s ) Day 6.0 
0.5 Monte Carlo Day not a v a i l a b l e 
0.5 Pa i red storms ( a rea ) Storm 16.0 
0.5 Pa i red storms (energy) Storm not a v a i l a b l e 
Average 13 .1 
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Table 26. Number of years required to detect various decreases using 
"best" designs for each type of hail data (a = 0.05). 
Number of years required to obtain significance 
"Best" for given percentage decrease 
design ß 5%_ 10%_ 20% 4 0 % 60% 80% 
Weather Bureau hail days 
Annual 
Continuous seeding in 
area 5 using hail-day 0.2 187.0 45.9 11.0 2.6 1.0 0.5 
data 1-sample test 
sequential analysis 0.5 69.0 16.9 4.1 0.9 0.4 0.2 
Summer 
Continuous seeding in 
area 5 using hail-day 0.2 659.5 162.0 39.0 9.0 4.0 1.8 
data 1-sample test 
sequential analysis 0.5 243.2 59.7 14.4 3.3 1.3 0.7 
Insurance data 
Yearly 
Continuous seeding in 
area 1 using daily 0.2 739.4 178.4 70.3 8.6 3.0 1.2 
acre losses 1-sample 
test sequential 0.5 275.9 65.8 15.2 3.2 1.1 0.4 
analysis 
Target-control 
seeding in area 1 
and 2 using daily 0.2 44,957.0 10,658.0 2,386.0 454.4 141.2 45.8 
acre losses 
non-sequential 0.5 19,660.0 4,661.0 1,043.0 198.7 61.8 20.0 
analysis 
Crossover between 
areas 1 and 2 using 0.2 14,137.0 3,352.0 750.3 142.9 44.4 14.4 
daily acre losses 
non-sequential 0.5 6,182.0 1,466.0 328.1 62.5 19.4 6.3 
analysis 
Random seeding in 
area 1 using daily 0.2 68,963.0 16,349.0 3,660.0 697.0 217.0 70.2 
acre losses non-
sequential analysis 0.5 30,158.0 7,150.0 1,601.0 305.0 94.7 30.7 
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Table 26 ( c o n t i n u e d ) 
Number o f y e a r s r e q u i r e d t o o b t a i n s i g n i f i c a n c e 
" B e s t " f o r g i v e n p e r c e n t a g e d e c r e a s e 
d e s i g n ß 5% 10% 20% 40% 60% 80% 
Daily 
Con t inuous s e e d i n g i n 
a r e a 1 u s i n g d a i l y 0 . 2 238 .2 5 6 . 5 12 .6 2 .4 0 . 8 0 . 2 
a c r e l o s s e s 1-sample 
t e s t s e q u e n t i a l 0 . 5 8 7 . 8 2 0 . 8 4 . 7 0 .9 0 . 3 0 . 1 
a n a l y s i s 
C o n t i n u o u s s e e d i n g i n 
a r e a 1 u s i n g d a i l y 0 . 2 5 2 7 . 6 129 .6 31 .2 7 .2 2 .9 1.4 
a c r e l o s s e s ≥ $150 
1-sample t e s t 0 . 5 1 9 4 . 5 4 7 . 8 1 1 . 5 2 .6 1 .1 0 . 5 
s e q u e n t i a l a n a l y s i s 
T a r g e t - c o n t r o l s e e d i n g 
in a r e a s 1 and 2 u s i n g 0 . 2 2 , 0 7 9 . 0 492 .9 1 1 0 . 3 21 .0 6 .5 2 . 1 
d a i l y a c r e l o s s e s non ­
s e q u e n t i a l a n a l y s i s 0 . 5 9 0 9 . 2 215 .5 48 .2 9 . 2 2 .2 0 .9 
C r o s s o v e r be tween 
a r e a s 1 and 2 u s i n g 0 . 2 853 .3 2 0 2 . 3 4 5 . 3 8.6 2 . 7 0 .9 
d a i l y a c r e l o s s e s non­
s e q u e n t i a l a n a l y s i s 0 . 5 373 .2 88 .5 1 9 . 8 3 .8 0 .9 0 . 4 
Random s e e d i n g i n a r e a 
1 u s i n g d a i l y a c r e 0 . 2 2 , 1 8 3 . 0 517 .5 115 .9 2 2 . 1 6 .9 2 . 2 
l o s s e s n o n - s e q u e n t i a l 
a n a l y s i s 0 . 5 9 5 4 . 6 2 2 6 . 3 5 0 . 7 9 . 7 2 . 3 1.0 
Monte C a r l o t r i a l s * ( a c r e s ) 
Daily 
Cont inuous s e e d i n g i n 
a r e a 3 u s i n g a c r e 0 . 2 — 1.3 0 .6 
l o s s e s 2 - sample t e s t 
n o n - s e q u e n t i a l 0 . 5 — 1.9 0 . 5 0 .2 
a n a l y s i s n o n - p a r a m e t r i c 
C r o s s o v e r be tween 
a r e a s 3 and 4 u s i n g 0 . 2 — 6 . 3 2 . 8 0 .9 
d a i l y a c r e l o s s e s 
n o n - p a r a m e t r i c 0 . 5 — 3.6 1.2 0 . 3 
*Monte C a r l o t r i a l s were n o t p e r f o r m e d f o r t h e s m a l l e r p e r c e n t a g e d e c r e a s e s b e c a u s e o f 
t h e g r e a t amount o f computer t ime i n v o l v e d . 
--- --- --- 
--- --- 
--- 
--- --- 
--- 
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Table 26 (concluded) 
Number of years r equ i r ed to obta in s i g n i f i c a n c e 
"Best" for given percentage decrease 
design ß 5% 10% 20% 40% 60% 80% 
Random seeding in 
area 3 using daily 0.2 — 10.2 4.6 1.2 
acre losses non-
parametric 0.5 — 4.6 1.8 0.3 
Paired storm data 
Randomized seeding 
within pairs 0.2  15.8 1.2 0.5 0.1 
non-sequential 2-
sample t e s t using 0.5 — 9.0 0.6 0.2 
areal extent 
greater than tha t for the 40% decrease. This indicates tha t it is highly 
desirable to obtain reductions of 40% or more in h a i l data if one desires to 
detect seeding effects quickly and within small error bounds. 
2. Application of Methodology for Other Climatic Areas 
The methodology developed here is applicable to other climatic areas. 
In some instances different d is t r ibut ion functions may be required, and the 
quali ty of data may not equal that of the I l l i n o i s data. 
The application of actual numerical r esu l t s from the I l l i n o i s research 
to other areas should be done with considerable caution. In pa r t i cu l a r , the 
data from other cl imatic areas under consideration should be checked to see 
if they exhibit averages and variances similar to the I l l i n o i s data. It is 
believed tha t the I l l i n o i s nomograms can be used as f i r s t approximations of 
the sample requirements in many other areas. 
---
--- ---
---
---
---
---
---
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SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
1. Summary 
A s t a t i s t i c a l methodology involving the analysis of three basic types of 
h i s t o r i c a l ha i l data on an area approach was developed for the planning and 
evaluation of h a i l suppression experiments. The methodology was then used to 
generate nomograms re la t ing the number of years required to detect s igni f icant 
resul ts to 1) type I e r ro r , 2) type II e r ro r , and 3) power of the t e s t for 
various s t a t i s t i c a l t e s t s and experimental designs. These nomograms were 
constructed for various sized areas and geographical locations within the s t a t e . 
The research involved the sequential analysis approach as well as the c l a s s i ca l 
non-sequential approach to s t a t i s t i c a l analyses. Theoretical ASN equations 
were derived for the two-parameter gamma dis t r ibut ion and were used to construct 
some of the nomograms. 
2. Conclusions 
The methodology appears to be adequate for obtaining useful estimates of 
the time required to detect an effect of seeding with specified power. The 
methodology is_ applicable to other cl imatic areas provided the appropriate 
h i s t o r i ca l record and theore t ica l d is t r ibut ion functions are used, although the 
I l l i n o i s nomograms may be only f i r s t approximations of those for other h a i l 
climates. 
Any 1-year experiment in h a i l suppression wi l l involve risks in deriving 
meaningful conclusions, regardless of how elegant the s t a t i s t i c a l analysis . For 
th is length of experiment, a 40% decrease is the minimum decrease which can be 
detected with a significance level of 0.05 and type II e r ror of 0.5 ( that i s , 
the probabil i ty of re ject ing a seeding-produced decrease in ha i l when the 
decrease actually ex is ted) . In order to detect a small decrease for a 1-year 
experiment, the type II error increases rapidly. 
For a significance level of 0.05 and a power ( tha t i s , the probabi l i ty of 
detecting a seeding decrease when seeding decrease is present) level of 0.50, 
the minimum number of years required to detect a 20% decrease with a continuous 
design is 4.1 years for Weather Bureau h a i l days and 4.7 years for summer 
daily insurance data. For a power level of 0.80, the values are 11.0 and 12.6 
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years , respect ively. With randomization in the experiment, th i s value 
increases; or, the value increases if one r e l i e s on the c lass ica l non-sequential 
analysis . 
The insurance acreage data required less time than monetary loss data to 
obtain signif icance. Although there are problems inherent in the insurance 
data (changing l i a b i l i t y and seasonal va r i ab i l i t y in crop suscep t ib i l i t y ) , these 
data afford the best measure of detecting seeding effects from a ha i l suppression 
program, provided the experiment is conducted in areas with l i a b i l i t y coverage 
of at l eas t 60%. 
The decision of which design and t e s t to use is i l l u s t r a t e d schematically 
in Fig. 49. Considering the diagram to be a representation of a l l t e s t s and 
designs employed in th i s research, zone A contains the family of designs and 
t es t s which yield the l eas t amount of time to obtain s ignif icance, although 
some of the assumptions and techniques may be questionable. Zone C incorporates 
the designs and t e s t s with the most s t r ingent requirements in regard to 
randomization and assumptions (hence, most va l id ) , but i t s designs require the 
longest time to obtain s ignif icance. Since the designs and t e s t s in zone C often 
require exorbitant sample s i z e s , and those in zone A are not always val id , the 
family of designs and t e s t s in zone B are the most logica l to use. This zone 
would include the 1-sample t e s t s with both the sequential and non-sequential 
analysis approach, and some randomization in the design. Hence, the recommendation 
resul t ing from th i s research is to use the single area design in which a l l 
po tent ia l storms are seeded on a par t i cu la r day with the randomization being 
applied to days ra ther than storms. The randomization factor could vary from 
1/2 to 1/5 with preference being given the smaller f rac t ions . That i s , 50 to 
20% of the days should be retained for a control in the experiment. If the 
requirements for sequential analysis are fu l f i l l ed by the data sample involved, 
the sequential approach is the best one to use in verifying the r e s u l t s . The 
r isks involved in the sequential analys is , as opposed to the non-sequential 
approach, are outweighed by the reductions in the sample s ize required. This 
view is supported by the fact tha t observations and f ie ld operations in the 
dimension of time are expensive, d i f f i c u l t , and time consuming. 
Figure 49. Schematic representation of validity zones for various tests and designs. 
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3. Recommendations for Addi t iona l Research 
The research presen ted in t h i s r e p o r t p o i n t s to s e v e r a l a reas in which 
a d d i t i o n a l research would be q u i t e u se fu l . F i r s t , the p o s s i b i l i t y of us ing 
i n d i v i d u a l s t a t i o n s r a t h e r than a r e a l averages for the b a s i s o f the s t a t i s t i c a l 
a n a l y s i s should be i n v e s t i g a t e d to see i f t he power of the t e s t could be 
improved, hence reducing the sample s i z e r e q u i r e d . 
Secondly, in t h i s research a cons tant percentage decrease in the r e g i o n a l 
da ta was assumed in the methodology. I t would be d e s i r a b l e to cons ider o the r 
forms of d e c r e a s e s , such as percentage decreases of i n d i v i d u a l s t a t i o n s with 
random e r r o r d i s t r i b u t i o n s superimposed on t h e s e d i f f e r e n c e s . 
In t h i s r e s e a r c h , a l l crops were used as the b a s i c parameter in the 
insurance da ta . The study based on i n d i v i d u a l crops might pos s ib ly reduce the 
v a r i a b i l i t y s ince the time pe r iod in which the crop s u s c e p t i b i l i t y to damage 
is g r e a t e s t v a r i e s somewhat from crop to crop. For example, corn and soybeans , 
t he major I l l i n o i s c rops , are much a l i k e in s u s c e p t i b i l i t y to damage, bu t 
d i f f e r from wheat and o the r smal l g r a i n s . 
F i n a l l y , for s i m i l a r research i n o the r a r e a s , i t would be he lp fu l t o 
develop b e t t e r adjustment f ac to r s fo r removing the e f f e c t of temporal changes in 
farming p r a c t i c e s and l i a b i l i t y from the insurance da t a . 
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APPENDIX 
Tab le A. S e a s o n a l and Annual Numbers of H a i l Days in F i v e Areas 
D e f i n e d f o r U. S . Weather Bureau D a t a 
Area 1 
Year S p r i n g Summer F a l l Annual 
1934 0 3 2 5 
1935 2 4 0 6 
1936 2 0  1  3 
1937 5 0  1  6 
1938 8 4 1 13 
1939 1                                     1    3                                 5 
1940 2                                    1                                    3 6 
1941 5 3  1  9 
1942 2 6 5 13 
1943 5 2  1  8 
1944 4 5 3 12 
1945 6 4 1 11 
1946 2 8 2 12 
1947 5 3 2 10 
1948 4 2  1  7 
1949 6 0 2 8 
1950 7 0  1  8 
1951 7 2 2 11 
1952 1  2                                 0 3 
195 3 5 2 3 10 
1954 5 4 0 9 
1955 3  1  2 6 
1956 3 3  1  7 
1957 0 011 
1958 2 3  1  6 
1959 2 0 2 4 
1960 4 3  1  8 
1961 7 3 0 10 
1962 5 4 0 9 
1963 3 1                                  1                               5 
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T a b l e A ( C o n t i n u e d ) 
Area 2 
Year S p r i n g Summer F a l l Annual 
1934 0  1  0 1 
1935 4 0 0 4 
1936 1  0  1  2 
19 37 4 2 0 6 
1938 2  1  2 5 
1939 3 0 0 3 
1940 2 2 0 4 
1941 0                                0                               1                              1 
1942 2 0  1  3 
1943 8 3 1 12 
1944 1             1            2    4 
1945 2 2 0 4 
1946 2 2 0 4 
1947 3     1  2 6 
1948 4 0 0 4 
1949 1  0                                 2 3 
1950 7 4 1 12 
1951 5 2 3 10 
1952 4 0 5 9 
1953 8 6 0 14 
1954 6 9 4 19 
1955 7 1 7 15 
1956 9 8 2 19 
1957 9 1 0 10 
1958 5 9 0 14 
1959 5 1 5 11 
1960 2 7 1 10 
1961 11 4 1 16 
1962 8 3 1 12 
1963 9 3 1 13 
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Tab le A ( C o n t i n u e d ) 
Area 3 
Year Spring Summer Fall Annual 
1934 2 5  1  8 
1935 5     1                                   1   
1936 2 1 1 4 
1937 5 4 1 10 
1938 9 l 1 11 
1939 3 0 1 4 
1940 2 0 2 4 
1941 4 4 2 10 
1942 9 5 0 14 
1943 6                                     1 1          8 
1944 5 2 0 7 
1945 6 0 2 8 
1946 3 3  1  7 
1947 5 3 2 10 
1948 5 3  1  9 
1949 1              1             1                                  3 
1950 2 1  2                                  5 
1951 3 2 2 7 
1952 3 1  3                                 7 
1953 6 2 6 14 
1954 6 4 4 14 
1955 7 2 2 11 
1956 7 4 7 18 
1957 4  4  2                                  7 
1958           4                                    4                                    0             8 
1959 7 0 2 9 
1960 8 4 2 14 
1961 8 l 2 11 
1962 7 2 1 10 
1963 8 3 2 13 
7 
7 
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Tab le A ( C o n t i n u e d ) 
Area 4 
Year S p r i n g Summer F a l l Annual 
1934 0 5 3 8 
1935 4                                 4                              1                                   9 
1936 4 0 2 6 
1937 5 0 3 8 
1938 10 4 1 15 
1939 4 2 4 10 
1940 4 2 4 10 
1941 8 3 1 12 
1942 3 8 6 17 
1943 6 2  1                                 9 
1944 6 5 5 16 
1945 8 5 1 14 
1946 3 8 2 13 
1947 6 6 2 14 
1948 5 2  1  8 
1949 6 0 3 9 
1950 10 0 5 15 
1951 8 4 4 16 
1952 2 2  1  5 
1953 8 4 4 16 
1954 8 9 0 17 
1955 6 2 3 11 
1956 4 3 2 9 
1957 0 2  1  3 
1958 2 4 3 9 
1959 4 3 2 9 
1960 4 3  1  8 
1961 9 4 0 13 
1962 12 4 0 16 
196 3 3 2 1 6 
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T a b l e A ( C o n c l u d e d ) 
Area 5 
Year S p r i n g Sunnier F a l l Annual 
1946                                1                                    1                                 1                                   3 
1947 1                                    0  1  2 
191+8 2                                    1  2                                  5 
1949 2  1  0                                  3 
1950 2             1             1             4 
1951 1      1            5     7 
1952 2 3 2 7 
1953 3 2 0 5 
1954 5 3 2 10 
1955 3 2 3 8 
1956 4 2 3 9 
1957 2 2 0 4 
1958 1                   3                                  0                                  4 
1959 7 0 0 7 
1960 6 2 0 8 
1961 0  1  2                                  3 
1962 5 2 0 7 
1963 3 2 0 5 
1964 1  0                                 2                                   3 
1965 3 3 3 9 
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Table B. Daily Crop-Hail Insurance Loss Data For Areas 1-2, 1948-1966 
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Table B (Continued) 
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Table B (Concluded) 
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Table C. Daily Crop-Hail Insurance Loss Data f o r Areas 3-4, 1948-1966 
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Table C (Continued) 
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Table C (Continued) 
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Table C (Concluded) 
-136-
Table D. Susceptibility Index for Daily Loss Data 
May June July Aug. Sept. Oct. 
Median Loss Cost .0001 .0005 .00095 .00035 .0002 .0001 
(all crops) 
SI Index 1.0 .20 .11 .29 .5 1.0 
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Table E. Adjustment Indices fo r Insurance Study Areas 
Dol lar Index 
Year Area 1 Area 2 Area 3 Area 4 
1948 1.61 4.43 25.46 15.80 
1949 1.34 4.54 24.04 13.88 
1950 1.26 4.31 24.43 13.64 
1951 2.02 5.50 31.04 17.46 
1952 2.61 7.19 37.68 22.26 
1953 4.30 8.88 47.33 35.41 
1954 6.17 11.95 64.12 52.02 
1955 11.79 18.77 93.13 72.98 
1956 11.91 19.25 93.82 71.90 
1957 12.41 19.30 91.66 72.53 
1958 11.99 18.51 85.58 69.62 
1959 9.92 12.82 70.77 62.17 
1960 8.89 10.62 61.78 56.51 
1961 10.82 13.16 66.98 62.51 
1962 12.17 14.47 74.14 72.43 
1963 15.92 16.78 90.68 91.59 
1964 18.21 17.37 96.89 102.45 
1965 22.63 19.60 109.50 125.58 
1966 26.63 16.48 131.75 147.51 
Acre Index 
Year Area 1 Area 2 Area 3 Area 4 
1948 .52 1.43 8.21 5.10 
1949 .57 1.93 10.23 5.90 
1950 .50 1.71 9.70 5.41 
1951 .67 1.82 10.28 5.78 
1952 .92 2.53 13.27 7.84 
1953 1.66 3.43 18.27 13.67 
1954 2.39 4.63 24.86 20.16 
1955 5.36 8.53 42.33 33.17 
1956 5.39 8.71 42.45 32.54 
1957 5.49 8.54 40.56 32.10 
1958 5.06 7.81 36.11 29.38 
1959 4.55 5.88 32.46 28.52 
1960 4.08 4.87 28.33 25.92 
1961 4.81 5.85 29.77 27.78 
1962 5.41 6.43 32.95 32.19 
1963 7.17 7.56 40.85 41.26 
1964 8.43 8.04 44.86 47.43 
1965 9.35 8.10 45.25 51.89 
1966 10.05 6.22 49.72 56.30 
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Table F. Conversion Factors for Converting Days to 
Years1 for Algebraic and Monte Carlo 
Computations of Sample Size 
Algebraic2 
Area 1 Area 2 Area 3 Area 4 
.06032 .04762 .03586 .03105 
Monte Carlo3 
Continuous Random Crossover 
.031046 .06209 .02225 
1To obtain the number of years, multiply the number of days by 
the given factor. 
2Factor based on the number of hail days per year. 
3Factor based on the number of hail days per year and the design 
of the experiment. 
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Table G. I n d i v i d u a l Ha i l s t r eak Values for 1967 
(Completely Defined wi th in 400 mi2 Network and 
During 1-hr Per iods with 2 or More H a i l s t r e a k s ) 
Areal Extent Area-Mean Energy 
Date Time of Occurrence (mi2) ( f t l b / f t 2 ) 
4/4 1800-1900 1.5 0.0001 
8.8 0.0001 
4/5 0030-0130 16.5 0.0001 
13 .1 0.0001 
6 .3 0.0001 
8.5 0.0001 
4/5 1130-1230 7.5 0.0001 
7.8 0.0001 
23.3 0.0001 
4/12 1730-1830 25.8 0.0061 
16.5 0.0081 
4/13 0500-0600 3.5 0.0001 
25.0 0.0004 
4/21 1330-1430 7.8 0.0001 
7.2 0.0058 
3.8 0.0200 
15.7 0.4495 
14.5 4.7405 
4 .8 12.6559 
4/21 1845-1945 2.0 0.0407 
4 .3 0.0027 
1.5 0.0001 
11.5 0.0429 
7.5 0.0079 
10.5 0.0248 
8.9 0.3983 
2.6 0.0134 
2.5 0.0034 
4/29 1330-1430 0.9 0.0001 
1.7 0.0208 
2.0 0.0066 
5/8 0015-0115 31.9 0.0025 
16.6 0.0009 
5/11 0040-0140 16.6 0.0328 
5.3 0.0093 
3.0 0.0001 
14.9 0.0083 
7.3 0.0118 
5/18 2230-2330 40.3 0.0222 
10 .1 0.0093 
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Table G (Continued) 
Areal Extent Area-Mean Energy 
Date Time of Occurrence (mi2) ( f t l b / f t 2 ) 
5/28 1600-1700 26 .1 0.0845 
2.0 0.0977 
6.9 0.0290 
9.4 0.0163 
32.0 0.0715 
15 .1 0.0049 
2.3 0.0259 
6/9 1610-1710 5 .1 0.0701 
28.5 0.0276 
35.1 0.4295 
23.5 0.0252 
18.7 0.1901 
7/17 0320-0420 5.0 0.0022 
2.6 0.0033 
1.1 0.0001 
7/19 1300-1400 7.0 0.0053 
1.9 0.0001 
8.6 0.0052 
7/26 12.8 0.0001 
10.0 0.0024 
8/18 1630-1730 6.7 0.0137 
3.2 0.0097 
1.3 0.1468 
8/26 1330-1430 2.0 0.0001 
4.1 0.0112 
9/18 0540-0640 4.6 0.0001 
5.6 0.0001 
10.8 0.0001 
4.7 0.0001 
9/26 2200-2300 2.4 0.0001 
4.7 0.0001 
1.9 0.0001 
2.6 0.0001 
2.7 0.0001 
1.6 0.0001 
