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Abstract In this work we address the problem of
detecting overlapping communities in social networks.
Because the word ”community” is an ambiguous
term, it is necessary to quantify what it means to
be a community within the context of a particu-
lar type of problem. Our interpretation is that this
quantification must be done at a minimum of three
scales. These scales are at the level of: individual
nodes, individual communities, and the network as
a whole. Each of these scales involves quantitative
features of community structure that are not accu-
rately represented at the other scales, but are im-
portant for defining a particular notion of commu-
nity. Our work focuses on providing sensible ways
to quantify what is desired at each of these scales
for a notion of community applicable to social net-
works, and using these models to develop a com-
munity detection algorithm. Appealing features of
our approach is that it naturally allows for nodes
to belong to multiple communities, and is computa-
tionally efficient for large networks with low overall
edge density. The scaling of the algorithm is O(N k2+
N2com), where N is the number of nodes in the net-
work, N2com is the average squared community size,
and k2 is the expected value of a node’s degree squared.
Although our work focuses on developing a compu-
tationally efficient algorithm for overlapping com-
munity detection in the context of social networks,
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our primary contribution is developing a methodol-
ogy that is highly modular and can easily be adapted
to target specific notions of community.
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1 Introduction
A number of real-world systems are mathematically
represented by graphs, where nodes represent agents
in the system and edges represent connections be-
tween agents. A common feature of interest in such
systems comes from finding groups of nodes that
can be considered as communities within the net-
work. Although community detection is often re-
ferred to as though it is a single problem, a more
accurate description is that it is a body of related
problems, owing to the fact that the notion of what it
means to be a ”community” involves different con-
cepts in different contexts.
When adopting the view that communities are
not simply defined by nodes but the connections be-
tween nodes, a sensible approach to detecting com-
munities is to cluster the edges present in the net-
work. The first paper to explicitly acknowledge this
point of view was (Evans & Lambiotte, 2009), where
communities are formed by partitioning the line graph
of the network. However, edge clustering methods
predate this by several years. Although it was not
viewed in terms of clustering edges at the time of its
publication, clique percolation (Palla et al., 2005) is
perhaps one of the earliest examples of such meth-
ar
X
iv
:1
50
1.
05
62
3v
1 
 [c
s.S
I] 
 22
 Ja
n 2
01
5
2 M. Brutz, F. G. Meyer
ods, as cliques can be equivalently described as sets
of completely interconnected nodes or edges.
In the clique percolation method, each node
is described by the cliques it is a member of, and
these cliques serve as the ”atoms” from which to
build community ”molecules”. The cliques provide
a mechanism for representing a localized feature
of a community structure. These localized features
are then agglomerated to carve out communities by
what the authors of (Palla et al., 2005) call a ”perco-
lation” process. This process consists of repeatedly
adding all other cliques to the community that differ
by (at most) one node from a clique already present
in the community.
A natural generalization of the clique percola-
tion methodology is to derive a node’s local affinity
for one, or multiple communities from its local per-
spective of the network itself. In such an approach,
it is useful to represent the local neighborhood of
each node by an ”egonet”. An egonet is the network
restricted to just the set of nodes a given node is
connected to, along with all of the edges between
the nodes in that set, where the node this net is built
around is called the egocentric node.
This generalization serves as the motivation for
the collective friendship group inference method (Rees
& Gallagher, 2010). With this method, instead of
describing each node by the cliques it is a member
of, each node is described by what are called friend-
ship circles. A friendship circle is any set of edges
in an egonet that satisfy the definition of commu-
nity on the network as a whole when the egocentric
node is removed. These friendship circles then play
the role of cliques in the aforementioned method,
and communities are formed via an equivalent per-
colation process.
Although our methodology is most closely re-
lated to the preceding edge clustering methods, we
also incorporate elements based on quality func-
tion optimization and spectral clustering (Auffarth,
2007, Shen & Cheng, 2010). The interested reader
can find a comprehensive overview of these approaches
(and many others) in (Fortunato, 2010), and an anal-
ysis of overlapping community detection methods
in (Xie et al., 2013).
2 Proposed Approach
Our work focuses on community detection with re-
spect to social networks representable by undirected
/ unweighted graphs. We assume communities are
Fig. 1 Example network with community structure.
fundamentally defined in terms of the properties of
the edges comprising it, so we approach community
detection as an edge clustering problem. As clus-
tering edges naturally allows a node to belong to
multiple communities based on how the edges it is
connected to are clustered, this conforms well with
a common feature of social networks where com-
munities can overlap with one another.
Using the graph depicted in Figure 1 as a model
network, several questions naturally arise on how to
describe the community structure present. Firstly,
what differentiates edges that connect a node to mem-
bers of the same community from those that con-
nect them to non-community members; what prop-
erties does a community possess at the scale of indi-
vidual nodes? Secondly, what differentiates the sets
of black and gray edges from the white ones; what
properties does a community possess at the scale
of individual communities? Lastly, what should be
done with nodes that do not decisively belong to
any particular community; what properties does the
set of all communities possess at the scale of the
entire network?
These questions confront the multiple scales
that intrinsically define communities: the scale of
individual nodes, the scale of individual commu-
nities, and the scale of the entire network. In this
work, we attempt to provide logical answers to these
foundational questions in the context of identifying
overlapping communities in social networks. Be-
cause our approach is highly modular, one can eas-
ily modify the specific quantitative model for com-
munity structure at each scale as appropriate for a
given community detection problem. This opens the
door for creating community detection algorithms
capable of searching for targeted notions of com-
munity that respect the context of the problem.
Let N be the number of nodes in the network,
N2com be the average squared community size, and
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k2 be the expected value of a node’s degree squared.
An overview of our algorithm and the computational
cost of each step is presented in Figure 2.
Community Detection Algorithm
Input:
– Adjacency matrix for the network
Algorithm:
1. Detect the sets of edges that will be used to describe
each node in the network as described in Section
2.1.
– Cost: O(N k2)
2. Cluster the edge sets to form communities as de-
scribed in Section 2.2.
– Cost: O(N2com)
3. If any nodes in the network remain unclustered, at-
tach them to the community they share the most
connections with.
– Cost: Negligible
4. Prune out the smaller communities detected subject
to the constraint that all nodes are represented in at
least one community, as described in Section 2.3.
– Cost: Negligible
Output: Sets of nodes comprising communities de-
tected on network.
Fig. 2 Community detection algorithm
2.1 Node Scale Features of Community Structure:
Edge Descriptor Sets
Because we are interested in identifying communi-
ties from the arrangement of edges, we introduce
the notion of edge descriptor sets as a general term
for using sets of edges to describe community struc-
ture local to each node. The cliques (or friendship
circles) a node belongs to, would be specific exam-
ples such edge descriptor sets.
In our approach, we assume that a node is more
likely to belong to a community if it has many mu-
tual friends within that community. This suggests
that edges linking members of the same community
should be densely inter-connected. The prototypi-
cal example of such a cluster of edges would be a
clique. Furthermore, we note that if a node belongs
to several relatively large cliques that are mutually
disjoint, then this node may be at the intersection
of multiple communities. Guided by these simple
heuristic principles, we propose to extract sets of
edges that are both densely connected and largely
disjoint from each other from each node’s egonet
to serve as the edge descriptor sets for that node.
Fig. 3 A depiction of the egonet for the starred node in
the network; all of the red nodes/edges are included in the
egonet.
Each set can be thought of as encoding the fine-
scale features of community structures present in
the network.
We approach the task of extracting edge de-
scriptor sets by first using a simple spectral clus-
tering method to sparsify the local egonet defined
around each node. The goal of the sparsification is
to reveal the largest disjoint cliques that are present
in the egonet. Finally, a more advanced spectral clus-
tering method is used to construct the edge descrip-
tor sets associated with the node in question. We be-
gin our discussion with the latter of these two pro-
cesses, because it is more involved and provides a
natural introduction to the former.
2.1.1 ICM-Matrices
In this section, we examine the spectral properties
of idealized egonets formed by cliques that are only
connected through a single (egocentric) vertex. While
this situation may appear unrealistic, we explain in
the next section how to extract such subgraphs from
the original graph. Our present goal is simply to
identify and extract the corresponding cliques; we
propose a spectral approach to solve this problem.
Let us consider the sub-matrix of the network
adjacency matrix that describes the local egonet. A
trivial re-indexing of the nodes allows us to rep-
resent this submatrix as a block-diagonal matrix,
where each block is a clique. The blocks do not
overlap, but there is a row (and corresponding col-
umn) of ones to describe the connection of the ego-
centric node to all the cliques. We can assume that
the row and corresponding column associated with
the egocentric node are the first row and column, re-
spectively. Instead of working directly with this ma-
trix, we propose to make some slight modifications
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that will boost the spectral approach. The modifi-
cations are as follows: we add self connections to
all the nodes if not already present, and we scale
all connections to the egocentric node by a small
parameter, δ . We will call these modified matrices
ideal community member matrices for the sake of
discussion, or ICM-matrices for short.
Let A be an ICM-matrix with m blocks (each
corresponding to a clique) along its diagonal, where
the size of the ith block is ki× ki. Without loss of
generality, we assume the indices are arranged such
that k j ≤ ki whenever j > i so that larger indices
correspond to smaller blocks. Also assume that the
first index corresponds to the egocentric node. We
will represent the set of indices for the kth block by
Vk. With this notation in place, A is defined by Equa-
tion (1), and an example of the structure of such a
matrix is given in Figure 4.
A(i, j) =

δ , if i = 1 or j = 1,
1, ∀i, j ∈Vk, k = 1, ...,m,
0, otherwise.
(1)
Fig. 4 The non-zero values of an ICM-matrix for a node be-
longing to two cliques with 6 members, and three cliques of
four members.
Our focus will be on the eigenvectors of these
matrices with corresponding positive eigenvalues,
as they will be the ones we will use for identifying
the cliques via spectral clustering. Let P = {i|λi >
0} be the positive eigenvalues, and let {xp|p ∈ P}
be the associated eigenvectors. Assume that the eigen-
values are ordered so that λ j ≤ λi if i > j (e.g. x1 is
the dominant eigenvector). Let xp(1) be the value of
the first entry in such an eigenvector. Using a sim-
ple symmetry argument, one can show that each xp
is constant over each clique i; xp(l ∈ Vi) = ri, for
each vertex, l, in the set of vertices, Vi, in block i.
We now examine the properties of the entries
of xp by explicitly looking at the system of equa-
tions resulting from the constraint λp xp = A xp.
For any j ∈ Vi, this constraint takes the following
form,
λp xp( j ∈Vi) = δ xp(1)+ ∑
l ∈ Vi
xp(l), (2)
and since xp is constant and equal to ri over each
clique, we obtain
λp ri = δ xp(1)+ ki ri, (3)
or
(λp− ki)ri = δ xp(1). (4)
As Equation (4) holds for any row indices, i
and j, this leads us to Equation (5),
ri =
λp− k j
λp− ki r j. (5)
The importance of Equation (5) is that it shows
that |ri|> |r j| if |λp−ki|< |λp−k j|. In other words,
the closer the number of members in the block cor-
responding to the ith clique is to λp, the larger the
magnitude of ri in xp and the easier it will be to pull
out members of distinct cliques via spectral cluster-
ing. Now note that by setting δ to a small value, the
ICM-matrix is a small perturbation of a block diag-
onal matrix. As the positive eigenvalues of a block
diagonal matrix correspond directly to the sizes of
the blocks present within the matrix, this will cause
the eigenvalues of the ICM-matrix to be small per-
turbations of ki. This implies that for each block
of size ki there exists an eigenvalue, λ , such that
λ ≈ ki. For the results presented in this paper, we
use δ = 1/Nego, where Nego is the number of nodes
in the egonet.
For illustrative purposes, the first three domi-
nant eigenvectors of the matrix depicted in Figure
4 are shown in Figure 5. Note that the components
of the eigenvectors clearly reveal each clique. How-
ever, this property does not extend to eigenvectors
without positive eigenvalues. Indeed, the nullspace
vectors are quite noisy and are detrimental to use
for spectral clustering of the egonet.
For the case of λ1, we can also prove that ri ≥
r j when j > i. This follows from the fact that all of
A Modular Multiscale Approach to Overlapping Community Detection 5
Fig. 5 First three dominant eigenvectors for the ICM-matrix
depicted in Figure 4, where δ = 1/Nego and Nego is the num-
ber of nodes involved in the egonet.
the entries of A are non-zero and the power method
will converge to the dominant eigenvector. As the
power method will converge regardless of the initial
starting vector, we can take a vector with all non-
negative entries as our initial guess and the power
method iteration will preserve this property. This
implies that the magnitude of x1(i) increases with
the size of the clique in which the vertex i belongs
to. This is important to the egonet sparsification al-
gorithm we discuss in the next section.
We are now in a position to define the edge de-
scriptor sets associated with each node in our ap-
proach. Each edge descriptor set is comprised of
densely connected subnetworks of the egonet. For-
mally, we define the densely connected subnetworks
as follows. We begin by extracting the node’s egonet
from the network, and form its corresponding adja-
cency matrix. Using the methods described in the
next section, we sparsify this adjacency matrix so
that the remaining connections closely resemble the
structure of an ICM-matrix. Next, we compute the
eigenvectors associated with the largest positive eigen-
values of the sparsified matrix. We then use these
eigenvectors to embed the egonet into a metric space,
treating the value of each eigenvector at a given in-
dex as providing a spacial ordinate for the corre-
sponding vertex (Brand & Huang, 2003). With each
vertex having spacial coordinates, we then apply k-
means clustering in order to find clusters of vertices.
As each vertex is also connected to the egocentric
node, each cluster of vertices represents a cluster of
edges to use as a potential edge descriptor set. Fi-
nally, before accepting a cluster as an edge descrip-
tor set, we additionally check that the set of nodes
involved has 90% or greater edge density between
them to ensure they approximately form a clique.
Although these edge descriptor sets will often be re-
ferred to as ”cliques” for simplicity throughout this
paper, we only require them to be very densely con-
nected rather than fully connected.
To determine both the number of eigenvectors
to use for the spectral embedding and the number of
clusters, we use the following set of heuristics. Pre-
sumably, the largest cliques a node belongs to are
the most important ones to accurately capture for
describing that node. As larger cliques correspond
to larger eigenvalues in an ICM-matrix, we estimate
the number of coordinates for the spectral embed-
ding and the number of clusters as the number of
eigenvalues that are greater than one tenth of the
largest eigenvalue. This allows us to recover all the
largest cliques an egocentric node belongs to, while
guarding against involving near nullspace vectors
for the clustering process.
2.1.2 Matrix Sparsification Algorithm
(a) Egonet for node A (b) Sub-egonet of A for node
B
Fig. 6 a) The egonet of the node A is formed by the union of
the gray and black nodes and corresponding edges. However,
the cliques lying within each community are not completely
disjoint, as the red edge connects node B in the black com-
munity to node C in the gray community. b) An example of
a sub-egonet, where the black nodes and edges represent the
sub-egonet of A for sub-egocentric node B.
In practice, it is unrealistic to expect to en-
counter egonets corresponding directly to the ideal
community member matrices described in the pre-
vious section. A more realistic assumption is that
the cliques falling in different communities have
some random edges connecting them, as in Figure
6(a). However, adding such random connections to
ICM-matrices can drastically alter their eigenspace
properties, so this problem must be addressed.
To this end, we develop a method capable of
removing such connections with high accuracy. This
is accomplished by considering each node present
in the egonet, and removing any edges that are not
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components of the largest clique(s) the node be-
longs to. To achieve this goal we propose a spec-
tral technique that exploits the important observa-
tion made in the previous section: the magnitude of
each entry of the dominant eigenvectors increases
with the size of the clique that the corresponding
node belongs to.
We will call a node that is not the original ego-
centric node, a sub-egocentric node, and define a
sub-egonet to be the egonet for a sub-egocentric
node restricted to the set of nodes and edges rep-
resented in the egonet under consideration; see Fig-
ure 6(b) for an example. To determine the largest
clique(s) each sub-egocentric node belongs to, we
extract its sub-egonet and approximate the domi-
nant eigenvector of the corresponding adjacency ma-
trix. As larger values in this eigenvector correspond
to nodes that are members of larger cliques, we re-
move all edges connecting the sub-egocentric node
to a node whose entries in the dominant eigenvector
is below half of the maximum for the eigenvector.
Figure 7, describes the egonet sparsification algo-
rithm.
Egonet Sparsification Algorithm
Input:
– node v
– EGO(v), the egonet of v
Algorithm:
– Repeat steps 1 to 4 until the egonet’s adjacency ma-
trix no longer changes or a maximum number of
iterations has been reached.
– Repeat steps 1 to 3 for each node u in EGO(v).
1. For each node, u, in EGO(v) such that u 6= v, extract
its sub-egonet, SEGO(u).
2. Scale the entries of the adjacency matrix for
SEGO(u) by δ = 1/Nsego, where Nsego is the number
of nodes in SEGO(u). Call this matrix A(u).
3. Approximate the dominant eigenvector of A(u) us-
ing a small number of iterations, O(10), of the
power method. If a node’s index in the eigenvector
has a magnitude below 1/2 the maximum, remove
the edge from EGO(v).
4. Symmeterize EGO(v) by removing any edges that
became directed through the sparsification process.
Output: Sparsified EGO(v).
Fig. 7 Sparsification of egonet links
Once the matrix has been sparsified, it can be
analyzed using the spectral algorithm described in
the previous section to generate the edge descriptor
sets for the egocentric node. The computational cost
of this process is dominated by the cost of imple-
menting the spectral algorithm, which is driven by
the cost of calculating the eigenvectors of the spar-
sified ICM-matrix with positive eigenvalues. Deter-
mining these eigenvectors costs O(k2) for a node of
degree k and thus O(N k2) to generate them for an
entire network involving N nodes.
2.1.3 Experimental Validation of the Sparsification
Algorithm
Fig. 8 Example of an ICM-matrix with varying clique sizes
and random connections added. Each dot represents non-
zero components of the matrix.
Our initial set of tests involve ICM-matrices
that are perturbed by adding in random connections
between nodes with probability p. We use cliques
composed of 4, 6, and 8 members, and plant two
cliques of each size in the ICM matrix. The value
of p is set according to Equation (6), so that mem-
bers of the smallest cliques have as many expected
outlinks as they have inlinks.
p=
Number of Nodes in Smallest Clique
Total Number of Nodes Outside Smallest Clique
(6)
An example of such matrices is shown in Figure 8.
Our findings show that the sparsification algo-
rithm yields either an ICM-matrix or a small pertur-
bation thereof when the random connections do not
to alter the planted disjoint clique structure. Even
when the planted clique structure is altered through
relatively large cliques developing via random con-
nections, our findings are that the algorithm will
still reliably recover the largest planted cliques.
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Figure 9 shows a typical example of a suc-
cessful result: the algorithm correctly removes all
of the random connections. Figure 10 exemplifies
the cases where the algorithm fails to return the
ideal planted partition. Such cases correspond to a
scenario where the random connections (colored in
red in Figure 10(a)) are generating cliques compa-
rable in size to the original cliques that the nodes
belong to, thus altering the clique structure that was
originally planted. When a node belongs to multiple
cliques of approximately the same size, the connec-
tions will all remain so long as none overlap with a
clique that is substantially (50% or greater) larger in
size, and the connections will all be pruned other-
wise. Both of these cases can be observed in Figure
10(b). As the intention of the algorithm is to recover
the largest disjoint cliques an egocentric node be-
longs to, neither of these outcomes are actually un-
desirable but they make determining the accuracy
of the algorithm problematic.
(a) Pre-sparsification (b) Post-sparsification
Fig. 9 An example of the resulting matrix after a successful
sparsification. a) Matrix before a successful sparsification. b)
Matrix after a successful sparsification. See text for discus-
sion.
(a) Pre-sparsification (b) Post-sparsification
Fig. 10 An example of the resulting matrix after a failed
sparsification. a) Matrix before an ”unsuccessful” sparsifi-
cation. b) Matrix after an ”unsuccessful” sparsification. See
text for discussion.
To sidestep these difficulties, we tested the per-
formance of the algorithm using cliques of fixed
size (10 members) and increased the expected num-
ber of outlinks to other cliques from 0 to 30 (three
times the number of inlinks). We measured the ac-
curacy of the sparsification algorithm by counting
the percentage of properly removed random con-
nections that were created during the perturbation
process. As can be seen in Figure 11, the algorithm
performs remarkably well with 100% accuracy, well
past the point where there are more outlinks than in-
links in either case.
(a) Five Groups of Ten
(b) Ten Groups of Ten
Fig. 11 The connection removal accuracy of the algorithm,
as a function of the expected ratio of the number of inlinks
between a given node and the members of its planted clique
and the number of outlinks between a given node and mem-
bers of other planted cliques. a) This test is carried out on
an ICM-matrix composed from five disjoint cliques with ten
members each. b) The same test carried out in (a), but with
the number of cliques doubled.
2.2 Community Scale Features of Community
Structure
Once the edge descriptor sets have all been extracted,
we need a way to stitch these localized features to-
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Fig. 12 At the community level, the goal is to find collec-
tions of edge descriptor sets that form a community. For the
black and gray communities, we need to differentiate the sets
of gray and black edges from the set of white edges.
gether to form communities. To do this, we use quan-
titative features relevant to the scale of communities
to agglomerate these edge sets.
As is the case for the network depicted in Fig-
ure 12, a reasonably general qualitative feature to
expect communities to possess is that they have an
edge density substantially higher than that of the
network as a whole, and we note that this is not
a property which is accurately represented at the
level of individual nodes’ edge descriptor sets. To
account for this property, we use link density in
order to agglomerate edge descriptor sets to form
communities.
Let C denote a set of nodes, and E(C) denote
the set of edges between all members of C. Given a
set of n vertices, the maximum number of edges is
n(n−1)/2 (for a clique). We define the edge density
as,
ρ(C) =
|E(C)|
1
2 |C|(|C|−1)
. (7)
Our method for community formation is based
on satisfying ρ(C) = D where 0 ≤ D ≤ 1 is a user
supplied inlink density and the number of nodes in-
volved, |C|, is as large as possible. The reason D is
taken as an input is because the appropriate value is
dependent on the scale of the structures one is trying
to extract from the network; lower threshold densi-
ties correspond to looser notions of what it means
to be a community and higher threshold densities
correspond to tighter ones.
We take a greedy algorithmic approach to ex-
panding communities, where the nodes involved in
a new edge descriptor set are added to the commu-
nity if they decrease ρ by the minimal amount while
still staying above the user supplied threshold. Al-
though this is not the most principled optimization
approach from a mathematical standpoint, it pre-
serves the intuitive notion of communities forming
as a diffusive process of individual perspectives on
the community structure of the network, similar to
percolation of edge descriptor sets (Palla et al., 2005,
Rees & Gallagher, 2010) or variations of label pass-
ing (Raghavan et al., 2007, Rees & Gallagher, 2012).
An outline of the community expansion algorithm
is given in Figure 13.
Community Formation Algorithm
Input:
– All edge descriptor sets detected on the network.
Algorithm:
1. Start with largest edge descriptor set that remains
unclustered as a community base.
2. Find the edge descriptor set that would cause the
minimum reduction in inlink density for the com-
munity being formed.
3. If the inlink density would remain above the user
supplied density threshold, add the descriptor set to
the community being formed.
4. Repeat Steps 2 and 3 until no edge descriptor set
satisfies the density constraint.
5. Repeat from Step 1 until no edge descriptor sets re-
main unclustered.
Output: Initial set of communities.
Fig. 13 Sparsification of egonet links
We conclude this section with a brief cost anal-
ysis of the community formation process. Let S be
the set of nodes involved in a potential edge descrip-
tor set to add to a forming community, C. Let NC
represent the total number of nodes that either be-
long to C or are connected to one of the nodes in C
at any given stage of the community formation pro-
cess. Each update to ρ(C) involves a sweep over
all edge descriptor sets for each of the NC nodes.
Adding a potential edge descriptor set involves check-
ing the density of the original adjacency matrix for
the original network restricted to the indices rep-
resenting nodes involved in the potential updated
version of C. Because this resulting density can be
written in terms of a sum of the link density before
the addition and the link density of the addition, the
only substantial computational cost to check a po-
tential update comes from calculating the density of
the addition, a calculation that has a computational
cost of O(NC) flops so long as |S| << NC. As this
must be carried out for each of the NC nodes in-
volved in C, the cost of each update is proportional
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to N2C. This implies that the computational cost to
extract the entire community is bounded above by
a constant multiple of N2com, where Ncom is the total
number of nodes involved in that community. Since
this must be carried out for each community in the
network, the total computational cost for the com-
munity formation process is proportional to O(N2com),
the average of the square of community sizes.
2.3 Network Scale Features of Community
Structure
Lastly, we must address the question of what prop-
erties a collection of communities should have at
the level of the entire network. The answer to this
question depends on the expectations of the researcher
applying the algorithm, but as general heuristics we
will require that there are no unclustered nodes in
the network and that only the minimal required num-
ber of communities will be returned which provide
a cover for the set of nodes in the network.
Fig. 14 At the network level, the goal is to make sure that
the collection of communities returned by the algorithm sat-
isfy criteria expected by the researchers using it. For the net-
work depicted above, a natural question is what to do with
the nodes that do not decisively belong to any communities
detected.
Given the initial set of communities formed
using the method described in the preceding sec-
tion, we force all nodes to belong to at least one
community by taking any nodes that remain unclus-
tered after the community formation process and
assign them to the community they share the most
edges with. This process is carried out iteratively if
needed. We then build a cover for the network out of
the communities detected, starting with the largest
as an initial element in the set. Communities are
then successively added to the set comprising the
cover based on having the lowest percentage over-
lap with the current cover. When multiple commu-
nities are tied for the lowest percentage, larger com-
munities are given preference over smaller ones. This
process is carried out until every node in the net-
work is represented in at least one of the communi-
ties in the set.
3 Experiments
We validate our approach on four different datasets.
We first consider synthetically generated networks,
coming from the planted l-partition and LFR bench-
mark tests. The other two datasets are based on graphs
from real world social networks, one the famous
Zachary Karate Club network (Zachary, 1977) and
the other a high school friendship network (Xie et
al., 2013).
We view the task of community detection as
querying a given network for the community struc-
tures present, therefore we use F-score to assess the
quality of our community detection algorithm. The
F-score of a result is a common measure to use in
gauging the quality of information retrieval applica-
tions, and is defined by Equations (8) through (10).
Precision = |{Gold Standard Community}∩{Detected Community}||{Detected Community}| .
(8)
Recall = |{Gold Standard Community}∩{Detected Community}||{Gold Standard Community}| .
(9)
F =
2×Precision×Recall
Precision+Recall
. (10)
The elements of each set are taken as the nodes
involved in the community, and the precision and
recall values we report are taken as the average pre-
cision and recall values when each planted commu-
nity is paired with the detected community with the
highest F-score. The benefit of using this metric to
assess our algorithm is that the precision scores re-
flect the quality of our choice for edge descriptor
sets, and the recall scores reflect the quality of our
choices for community formation and desired net-
work level properties.
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For the high school and LFR tets, we addi-
tionally calculate the extended notion of normalized
mutual information (NMI) (Lancichinetti & Fortu-
nato, 2009, Lancichinetti et al., 2009) between the
two sets of community labels in order to measure
the algorithm’s performance. The motivation for in-
cluding this measure for these tests is that this was
the performance metric used in (Xie et al., 2013),
and allows one to roughly compare our algorithm
to a host of others. Although the extended notion
of normalized mutual information slightly differs
from what is standardly called NMI, we will refer
to this extended version as just NMI in this paper
for the sake of simplicity. An NMI score of 1 im-
plies that the labels correlate perfectly, and an NMI
score of zero indicates that the labels have no corre-
lation with each other. We refer the reader to (Lan-
cichinetti et al., 2009) for a detailed technical de-
scription of normalized mutual information.
3.1 Planted l-Partition Benchmark Tests
Our first set of synthetic network tests are planted l-
partition tests. These are standard benchmark tests
(Girvan & Newman, 2001) that create randomly gen-
erated networks with planted communities, where
nodes in the same community have a higher proba-
bility to be connected than nodes in differing com-
munities. The test involves fixing the expected de-
gree of a node, and increasing the expected pro-
portion of those links which are outlinks to other
communities. Not only does this make the bound-
ary between communities less well defined because
there are more links between communities, but it
also makes communities less well defined by de-
creasing their inlink density. Because our algorithm
is built to detect communities that can overlap, we
again use F-scores to measure the quality of the re-
sults instead of the more standard metric of recov-
ering the planted partitioning of nodes. The motiva-
tion for using F-scores is that there is not a one to
one correspondence between sets of correctly par-
titioned nodes and correctly identified communities
when it is assumed that communities can overlap
with one another.
We conduct several versions of the planted l-
partition test: four groups of 32 members, eight groups
of 32 members, four groups of 64 members, and
eight groups of 64 members. For all of these tests,
the expected degree per node is set to be equal to
half of the total number of members in each planted
community. The first test with four groups of 32 is
the most standard, and allows one to roughly com-
pare our algorithm against a host of others (Danon
et al., 2005). The remaining tests provide a con-
trolled setting to demonstrate how the algorithm’s
performance substantially improves when there are
more communities and/or larger communities, which
more accurately reflects the types of networks the
algorithm was intended for. The precision, recall,
and F-scores for this series of tests are presented in
Figures 15-17, where each data point represents the
averaged result computed over twenty independent
realizations of the random network. Each test is de-
noted by [Number of Groups]g[Number of Mem-
bers per Group]. Note that the algorithm’s perfor-
mance increases in all respects with either increased
community sizes or number of communities, and
the F-scores for the test involving eight groups of
64 still remains above 0.95 even in the case where
half of the links for any node are expected to be
outlinks.
Fig. 15 Precision scores for the planted l-partition tests.
Fig. 16 Recall scores for the planted l-partition tests.
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Fig. 17 F-scores for the planted l-partition tests.
3.2 LFR Benchmark Tests
The second set of synthetic network tests consists
of the LFR benchmark tests (Lancichinetti & For-
tunato, 2009) which are designed to construct syn-
thetic networks with built-in community structures.
LFR networks are a variation of the planted l-partition
model, where nodes are no longer required to all
have the same expected degree and communities
can come in varying sizes. Although more general
versions of the test exist in which edge weights and
directions are also considered, we only focused on
the extended version of the test that allows for nodes
to be members of multiple communities. Nodes be-
longing to multiple communities will be referred
to as overlapping nodes, where the total number of
overlapping nodes in a given network is referred to
as On and the number of communities an overlap-
ping node belongs to as Om.
In order to be able to compare the results of our
algorithm with the experiments conducted in the re-
cent survey (Xie et al., 2013), we use the same pa-
rameters as (Xie et al., 2013) for many of our exper-
iments. Node degree and community sizes are re-
spectively drawn from power law distributions with
τ1 = 2 and τ2 = 1, the average degree per node is set
to kave = 10, and the maximum degree a node can
have is set to kmax = 50. The remaining parameters
were varied throughout the tests. We use networks
with sizes N ∈ {1000,5000}, and community sizes
in both a small range s = (10,50) and a large range
b = (20,100). The fraction of links through which
a node connects to members of other communities
is denoted by the mixing parameter µ . As with the
planted l-partition tests, we randomly generate 20
networks for each set of parameter values and re-
port the average performance.
In the first set of experiments, we keep the max-
imum number of overlapping communities constant,
Om = 2. We increase the density of edges between
communities: µ is increased from 0.1 to 0.3 by in-
crements of 0.05. All of the combinations of param-
eter values for N and community sizes are exam-
ined, along with setting On to either 10% or 50% of
the nodes in the network. For this set of tests, we
examine the average precision, recall, F-score, and
NMI for each set of communities returned by the al-
gorithm compared against those planted by the test.
The cut-off density for community expansion is set
to (1−µ) multiplied by the average egonet density
of the graph.
As we can see from Figures 18-25, the algo-
rithm’s performance again improves as the number
and the sizes of the communities increase. Some-
what surprisingly, the algorithm’s F-scores also tends
to increase with increasing values of the mixing pa-
rameter for the low overlap cases, where On = 10%
of the total nodes. This apparent paradox can be ex-
plained by observing that increasing µ lowers the
edge density within communities. We can use a lower
edge density threshold to merge the cliques, and re-
cover the communities, and the recall score is im-
proved. Also, because On is small, communities still
remain well separated, and spurious cliques are not
created by the increase in outlinks. However, for the
high overlap case, we find that increasing the value
of the mixing parameter tends to have only minor
effects on the recall scores while significantly im-
pairing the accuracy scores.
The second subset of tests varies Om from 2 to
8, with N = 5000, µ = 0.3, and On = 10%. This set
of tests were also conducted on a variety of over-
lapping community detection algorithms in (Xie et
al., 2013), but only the NMI was examined in that
work. The precision, recall, F-scores, and NMI of
our algorithm for this set of tests are presented in
Figure 27. Although the NMI of our algorithm on
this series of tests is about average with respect to
all the algorithms analyzed in (Xie et al., 2013), our
precision scores are excellent.
3.3 Zachary Karate Club
Zachary’s karate club network is a small social net-
work comprised of the interactions amongst mem-
bers of a university karate club studied by sociolo-
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Fig. 18 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 1000 nodes and using the
smaller community size range. On = 10% of the total nodes.
Fig. 19 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 1000 nodes and using the
smaller community size range. On = 50% of the total nodes.
Fig. 20 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 1000 nodes and using the
larger community size range. On = 10% of the total nodes.
gist Wayne Zachary in the 1970’s (Zachary, 1977).
Fig. 21 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 1000 nodes and using the
larger community size range. On = 50% of the total nodes.
Fig. 22 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 5000 nodes and using the
smaller community size range. On = 10% of the total nodes.
Fig. 23 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 5000 nodes and using the
smaller community size range. On = 50% of the total nodes.
During the period of study, a political issue arose
regarding the club’s fees which eventually caused
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Fig. 24 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 5000 nodes and using the
larger community size range. On = 10% of the total nodes.
Fig. 25 The precision, recall, F-score, and NMI for the LFR
tests varying µ for a network with 5000 nodes and using the
larger community size range. On = 50% of the total nodes.
Fig. 26 The precision, recall, F-score, and NMI for the LFR
tests varying Om for networks with 5000 nodes with 10%
of the total nodes belonging to two different communities,
using small community size range distribution.
Fig. 27 The precision, recall, F-score, and NMI for the LFR
tests varying Om for networks with 5000 nodes with 10%
of the total nodes belonging to two different communities,
using large community size range distribution.
the club to fissure into two clubs. The social inter-
actions of the clubs’ members outside of the offi-
cial meetings were examined, and edges between
members indicate that they interacted socially out-
side of the club setting. The ground truth for this
test is taken to be which specific club the members
joined after the fissure.
This example illustrates a fundamental and in-
trinsic difficulty with the community detection prob-
lem: the definition of a community is problem de-
pendent, and one can only design algorithms that
are optimal for certain classes of communities. The
communities on this network are defined in terms
of who leads them, where the leaders can easily
be identified by the two nodes with substantially
higher degrees than the average of those they share
connections with. This suggests that a node’s per-
spective on community should be defined by the
leader(s) it is connected to, and the community scale
features is defined by the perspective of its leader
node. If one were earnestly interested in solving
community detection problems of this type, a very
simple approach would be to take the edges involv-
ing the two nodes of highest degree as edge descrip-
tor sets, agglomerate these based on which leader
node is involved to form communities, and then as-
sign any unclustered nodes to the community they
have the most links to. We have implemented this
idea, and our algorithm yields a perfect recall value
for each group, with F-scores both being over 0.94
for the given gold standard groupings.
Although this type of community structure is
not at all what is intended for our algorithm to de-
tect, it is a standard enough test to warrant seeing
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Fig. 28 The Zachary karate club network. The gold stan-
dard grouping for a node is given by its shape, and its found
grouping is given by its color(s).
how it performs nonetheless. In order to apply our
algorithm to this network, we first need to get an ini-
tial estimate of what the community density should
be. To this end, we examine the edge density of the
egonets for each node to get a local understanding
of the average edge density of the network. Find-
ing that the average egonet link density is 78.2%,
we then set the community density to 3/4 of that
in order to hold the communities to looser stan-
dards. This results in the three clusters of nodes
given below, with the precision, recall, and F-scores
for these groups are presented in Table 1.
Group 1: 1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12, 13,
14, 17, 18, 20, 22
Group 2: 3, 9, 10, 19, 21, 23, 24, 25, 26, 28, 29,
31, 32, 33, 34
Group 3: 15, 16, 24, 27, 30, 33, 34
Precision Recall F-Score
Group 1 0.94 1.0 0.97
Group 2 0.93 0.78 0.85
Group 3 1.0 0.39 0.56
Table 1 The precision, recall, and F-scores for the detected
communities on the karate club network.
As we can see, the communities produced by
the algorithm cause the gold standard grouping, de-
noted by circles, to be split into two groups. The
reason for this splitting is that the network is mainly
composed of two subtrees (one for each leader), and
therefore the density of connection within each sub-
tree remains low. Our approach, which assumes a
more ”egalitarian” community structure, is no longer
optimal when the network is organized in such a
strongly hierarchical way. Splitting the gold stan-
dard group allows these new groups to have a higher
edge densities of 34% and 63% whereas the com-
munity given as the gold standard only has an edge
density of 27%. As we can see, although the divi-
sion is not desired for this particular gold standard
grouping, it is still a sensible one with respect to
the notion of community our algorithm is designed
to capture.
3.4 High School Friendship Network
Fig. 29 The high school friendhip network examined in Xie
et al. 2013 (Xie et al., 2013). The ground truth for this net-
work is reflected by the color coding of the nodes, and the
found grouping for each node is reflected by the color(s) of
the square surrounding it.
We now describe the second real world net-
work, used as a benchmark in a recent study that
evaluated the states of the are algorithms for detect-
ing overlapping communities (Xie et al., 2013). The
dataset is part of the National Longitudinal Study
of Adolescent to Adult Health 1. The network is
composed of high school students, where the links
between students come from self-reported connec-
tions and the gold standard partitioning of the net-
work is taken as the grades (7 through 12) the stu-
dents belong to. Although the ground truth is taken
as six communities, it is understood that the friend-
ship connections for grade 9 demonstrate that the
grade can be split into two distinct subgroups with
one group composed of black students and the other
white students, as can be inferred from Figure 29.
Our approach to this network is the same as
the karate club network discussed in the previous
section. We estimate the desired community density
by examining the average local edge density com-
ing from each node’s egonet, and set the commu-
nity link density to 3/4 of that density. For this net-
work, the average egonet link density is found to be
1 http://www.cpc.unc.edu/projects/addhealth/
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67.0%, so the community density threshold is set to
50.3%. We then take any nodes that remain unclus-
tered after the community formation process, and
assign them to the community they have the most
links to. The performance of our algorithm on this
network is presented in Table 2.
Number of
Communities Overlapping Nodes NMI
8 20 0.52
Precision Recall F-Score
0.79 0.82 0.80
Table 2 The performance of our algorithm on the high
school friendship network.
Despite its low NMI score, the groupings found
by the algoritm are sensible ones. It accurately de-
tects the sub-division in grade 9, as well as the set
of nodes falling in grades 9 and 10 that are densely
connected to one another. Additionally, if one ex-
amines the nodes which are ”incorrectly” labelled
(e.g. 0, 42, and 63), it is readily apparent that the
gold standard groupings do not accurately represent
the nature of how these nodes are connected to the
network.
4 Conclusion and Discussion of Results
This work has focused on developing a computa-
tionally inexpensive algorithm capable of detecting
overlapping communities in social networks. A novel
feature of how we approach the problem is that we
define the community structure we are trying to cap-
ture based on how that structure would appear at
differing scales. The scales specifically considered
in this paper are: the scale of individual nodes, the
scale of individual communities, and the scale of
the network as a whole. Using the models devel-
oped in this work for each of these three scales, we
find that applying our algorithm to benchmark tests
demonstrates good overall performance. This per-
formance improves with increasing either the num-
ber of communities or the sizes of the communities
to be detected.
One advantage of our methodology is that it
explicitly accounts for multiscale features during
the community formation process. This aspect of
our approach ensures that the detected communities
are always sensible ones with respect to those fea-
tures. Another distinct advantage of our method is
that the way we quantify the features at each scale
and tie them together is highly modular. This al-
lows for the mathematical model of the community
structure at any specific scale to be swapped out as
appropriate based on the nature of a specific com-
munity detection problem.
Future work will focus on further developing
the methodology used in our algorithm. One facet
meriting further attention is to take advantage of
the modularity of our algorithm to incorporate mod-
els of alternative features of community structure.
The potential advantage of this was demonstrated in
Section 3.3, where detecting the leader based com-
munities of the karate club network became trivial-
ized by modeling community features as appropri-
ate to the problem. Another avenue to explore is the
possibility of chaining together sequences of node
versus community level features, where community
scale features are treated as node scale features at
each higher link in the chain. This will allow us
to incorporate detection of hierarchical community
structures into our algorithm, and further increase
its flexibility.
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