Tourist arrival and tourist demand forecasting are a crucial issue in tourism economy and the community economic development as well. Tourist demand forecasting has attracted much attention from tourism academics as well as industries. In recent year, it attracts increasing attention in the computational literature as advances in machine learning method allow us to construct models that significantly improve the precision of tourism prediction. In this paper, we draw upon both strands of the literature and propose a novel paired neural network model. The tourist arrival data is decomposed by two low-pass filters into long-term trend and short-term seasonal components, which are then modelled by a pair of autoregressive neural network models as a parallel structure. The proposed model is evaluated by the tourist arrival data to United States from twelve source markets.
Introduction
Tourist flows, regardless the sources and destinations, are all observed seasonally variant. The seasonality is one of the most critical features of the tourism industry and have an important impact on the local tourism economy, which is strongly correlated with the macroeconomic planning, operation and resource allocations in local community. The advantages and disadvantages of the seasonal patterns on local economic development, domestic business, and the macroeconomics have been thoroughly studied in (Butler, 2001) (Lim & McAleer, 2001) and (Chen, Li, Wu, & Shen, 2017) .
The advantages include the "normal" life style of the local people in low season and the maintenance and recovery of the natural and municipal resources out of the peak season. Nevertheless, the disadvantages include the over-utilization of the resources and infrastructures during peak seasons due to the overwhelming tourist demand and consumption, which may challenge the management of the investment and labour employment for the local government (Butler, 2001) (Chen, Li, Wu, & Shen, 2017) . Consequently, tourist arrivals from different source markets, and the arrival forecasting, plays a crucial role in tourism industry, and in the local economy as well. Accurately forecasting tourist arrivals (demands) from every single source is of huge important to the researchers, industry practitioners, and decision-makers.
In the past decades, a big number of forecasting models have been proposed, applied and tested in the tourism forecasting area. (Chen, Li, Wu, & Shen, 2017) thoroughly reviewed and summarized the models proposed in the last two decades in three primary categories: deterministic seasonality, stochastic seasonality and multivariate time series model. The deterministic seasonality model assumes a seasonal unconditional mean that varies with the seasons of the year. Extensive studies investigate the method that extracts the seasonal component from the demand series to generate a seasonally adjusted series, i.e., moving average has been proposed to separate the seasonal component by (Lim & McAleer, 2001) but it is not suitable for forecasting. Stochastic seasonality models, which, on the other hand, dominate the area of tourist demand forecasting in recent literatures, include two types: stochastic stationary and non-stationary seasonality, which assume an invariant (Osborn, Harevi, & Birchenhall, 1999) (Kim, 1999) (Ghysels & Osborn, 2001) and variant seasonal pattern (Lim & McAleer, 2001) (Song, Li, Witt, & Athanasopoulos, 2011) respectively. The latter type, stochastic non-stationary model, has been widely used in recent years and includes two major models: the seasonal autoregressive integrated moving average (SARIMA) family of seasonal unit root models (Alleyne, 2006) (Kulendran & Wong, 2005) (Oh & Morzuch, 2005) and the paired time series model (STSM) (Harvey & Todd, 1983) . Both models assume that the tourist arrival data is composed of trend and seasonal components as well as irregular terms. The SARIMA model stabilizes the time series by seasonal and non-seasonal differencing, which is widely applied in financial area for reducing the non-stationarity, while the STSM model implicitly decomposes the time series into stochastic trend, seasonal and irregular terms. Though the SARIMA model is almost the most widely applied model in tourism demand forecasting, the STSM model has been reported to outperform most competing models consistently, including naï ve Bayesian, neural network and exponential smoothing models (Kon & Turner, 2005) . In addition, STSM model has been proved to outperform the SARIMA model in (Kulendran & Witt, 2003) (Song, Li, Witt, & Athanasopoulos, 2011) .
Computational techniques such as machine learning methods, although not studied thoroughly, have also been used in tourism forecasting in a few literatures, among which a few studies confirmed the superior performance of ANN. (Muysal & Roubi, 1999) initially investigated the possibility of applying artificial neural network (ANN) on forecasting the quarterly Canadian tourism expenditures in United States. By selecting the variables that are relevant to the expenditures as well as the lagged expenditure values as the input of the ANN, this study demonstrated the usefulness of a standard structure ANN in tourism demand forecasting. (Law & Au, 1999) applied neural network with six input neurons with six input variables that are relevant to the service, hotel, foreign exchange rate, and market expenses to forecast the annual Japanese tourist arrivals in Hong Kong. It further confirmed the superior performance to regression, naï ve, moving average and exponential smoothing. (Law R. , 2000) further applied and highlighted the importance of incorporating the back-propagation method to train the ANN model in forecasting tourist arrivals. (Kon & Turner, 2005 ) further compared the forecasting performance of ANN with basic paired method (BSM), naï ve, and Holt-Winter methods by using the Singapore quarterly tourist arrivals from five source markets.
They showed that ANN can achieve the best performance by the standard structure. (Burger, Dohnal, Kathrada, & Law, 2001) applied ANN on monthly tourist arrivals from USA to Durban, South Africa with comparison to widely used competing models and demonstrated that ANN is better to handle non-linear time series than other models.
On the other hand, some other studies showed the traditional models outperforming the ANN. (Claveria & Torra, 2014) further analysed the performance of ANN in forecasting tourism demand of Catalonia from more than ten source markets. They found that the ARIMA model performed the best in most cases especially in short horizon forecasting while the ANN was the most underperformed model. It is noted that this study used a structure of ANN with one lag input and three hidden neurons, which is usually considered as an over-simple structure and often results in an underfitting problem. This paper also claimed that the structure of ANN might be further improved for a better performance. (Hassani, Silva, Antonakakis, Filis, & Gupta, 2017) thoroughly evaluated the forecasting performance across seven popular models by the monthly international tourist arrival data in nine European countries across Jan 2000 to Dec 2013. The Singular spectrum analysis (SSA), ARIMA and Trigonometric box-cox ARMA trend seasonal model (TBATS) have been evaluated as the best-performed models while other models including neural network provided the least accurate results. It is noted that the ANN model used in this study contained 2-lagged input and 1 hidden neuron, which is, again, an over-simple structure and is usually underfitting the data. (Pai, Hung, & Lin, 2014) proposed a new logarithm least-squares support vector regression (LLS-SVR) model and applied in forecasting the tourist arrivals to Taiwan and Hong Kong. LLS-SVR is a revised model based on the well-known computational method: support vector machine (SVM) and it achieved superior performance to those of the traditional methods. It also claimed that ARIMA model is slightly underperformed in capturing the trend of the data and is therefore not suggested for forecasting the tourist arrival data (Pai, Hung, & Lin, 2014) .
As the studies in (Claveria & Torra, 2014) and (Hassani, Silva, Antonakakis, Filis, & Gupta, 2017) , the ANN has been applied in tourist arrival data forecasting for the last two decades, it, however, has been treated merely as a black-box with the simplest structure with 1 to 2 lags input and 1 hidden neuron. It is noted that an ANN with a single hidden neuron equipped with sigmoid activation function is functionally equivalent to a logistic regression with bias term, which apparently may not be able to capture the strong non-linearity and seasonality in the tourism data. In addition, previous studies usually directly fed the original tourism data into the ANN model and expected a "magic" forecasted output. Almost no study has thoroughly revised and tailor-made the ANN for a specific application in tourism area with respect to the significantly different patterns in this area.
In this paper, we address this problem by proposing a novel method that makes use of the capability of the computational methods. ANN is strong in capturing the non-linearity of the time series especially the detrend series (Zhang & Qi, 2005) , while autoregressive neural network, may not be strong in modelling the strong seasonal patterns (Zhang & Qi, 2005) (Patil, Tantau, & Salokhe, 2008) .
Inspired by the work in (Yao, et al., 2017) , we propose a methodology specifically for modelling tourism data. We assume the existence of an increasing trend plus a repeated annual seasonality with slightly different amplitudes in the tourism data following the work in (Chen, Li, Wu, & Shen, 2017) .
We firstly extract the trend and seasonal components explicitly by the mathematical tools in (Harris, Stoja, & Yilmaz, 2011) (Yao, et al., 2017) subject to certain constraints of the seasonal components.
We use the autoregressive neural network (ARNN) to model the extracted trend and seasonal components separately following (Yao, et al., 2017) . The contribution of this paper is in two strands.
The first is to answer a question: can ANN-based model achieve better performance than traditional models in forecasting tourists. Different from the work in (Claveria & Torra, 2014) and (Hassani, Silva, Antonakakis, Filis, & Gupta, 2017) , this study proposes an application-specific approach of a pair of autoregressive neural network (ARNN) to model and forecast the tourists. The decomposition tools, stationarity test and two separated ARNNs in the approach provide a statistical-principled manner instead of the heuristics to decompose and model the tourism data. On the other hand, the approach satisfies the assumption of stationary seasonality in tourism studies. This approach, as far as we aware, is the first tailor-made NN based model according to the intrinsic feature of the tourism data. The evaluations in Section 3 show a consistently better forecasting performance of the proposed approach. The second is a thorough performance study of the proposed approach with a few decomposition methods under heuristic parameter selection, although our approach determines the parameters based on a statistical principle. Explicit decomposed components rely on certain parameters of different tools. Selecting appropriate parameter determines the forecasting performance of the whole model. This is as far as we aware, the first comparison study of the wellknown decomposition methods and the corresponding forecasting performances.
The rest of this paper is structured as follows. In Section 2, our proposed model is discussed in detail.
In Section 3, the data and the empirical studies are also introduction as well as the analysis of the performance of the out-of-sample forecasting results. The Section 4 concludes.
Model and Research Method
We propose a simple and effective method to construct a pair of Neural Network (pNN) for the tourist arrival forecasting. We represent the tourist arrival data as the variable , and construct pNN following the form of the basic paired model defined in (Harvey & Todd, 1983) 
where =1, … , , and are trend and seasonal components respectively. We assume the seasonal component following a stationary autoregressive process of order : AR( ), where is the number of "seasons" in a year (Harvey & Todd, 1983) . To maintain such assumption, we do not follow the originally defined form of trend in (Harvey & Todd, 1983) ; instead, we assume that follows a smooth and non-stationary process but leave its precise dynamics unspecified.
The pNN is a methodological framework containing three steps: We introduce the implementation of pNN with different techniques and compare their performances.
Step 1: trend and seasonality decomposition
We implement the explicit extraction of the trend component from by three well-known methods: 1) the low-pass Hodrick-Prescott (HP) filter (Hodrick & Prescott, 1997) ; 2) the wavelet transformation (WT) method (Daubechies, 1992) ; and 3) a simple moving average (MA) method (Lim & McAleer, 2001) . We tune the parameters of those methods to obtain the subject to the stationarity of the seasonal component , obtained by = − . The stationarity of is tested and determined through a statistically principled manner: the Augmented Dickey-Fuller (ADF) test (Fuller, 1976) , which has the null hypothesis that a unit root is present in the seasonal component.
Thus, the extraction of the trend is a process that optimizes the appropriate parameters of the decomposition methods (i.e., HP, WT, and MA) to satisfy the stationarity constraint of the seasonality .
The explicit extraction of the trend component is due to three reasons. The first is to satisfy the assumption of a stationary and autoregressive seasonal component, which otherwise was not guaranteed but merely assumed in traditional paired model (Harvey & Todd, 1983 ) and seasonal ARIMA model (Kulendran & Wong, 2005) . The second is to statistically and deterministically generate the trend and the seasonal components, which were otherwise not explicitly defined and uneasily to observe (Harvey & Todd, 1983 ) (Kulendran & Wong, 2005) . Therefore, the explicit extraction provides an interpretable method that generate the economic meaningful and easily illustrated forecasting results. The third is that we hypothesize that separately modelling two components may achieve better forecasting performance than the traditional models.
Low-pass Hodrick-Prescott (HP) filter
The HP filter was proposed in (Hodrick & Prescott, 1997) and is widely applied in macroeconomics for removing the short-run cyclical component and revealing the low-frequency non-linear trend of a time series (Stock & Watson, 1999 ) (McElroy, 2008 (Stock & Watson, 2016) . For a time series data , given the value of the smoothing parameter , the trend component can be obtained by solving the following:
where the smoothing parameter penalizes the variation in the growth rate of the trend component . The larger the , the heavier the penalty for variation, and the smoother the . Therefore, the implementation of Step 1 by HP filter is to select an appropriate value of to maintain the stationarity of . The value selection is usually started from = 129600, the empirical value recommended in (Baxter & King, 1999) and (Ravn & Uhlig, 2002) , down to = 0. For each value of , we apply ADF testing on the , once the null is rejected, which suggests the seasonal component is stationary, the stationarity condition is then satisfied. We show in Figure 1 an example of selecting the value of by the HP filter. The data is monthly tourist arrivals of US from UK in the period Jan 1996 to Sep 2017. We start with = 129600 in Figure 1 (a) and apply ADF test at each value of until the case in Figure 1(d) , where the selection procedure yields a = 100 with a highly significant p-value at 0.001 for ADF test. Figure 1 of the selection process. We observe a pattern that as the smoothing parameter decreases, the trend component becomes less smooth and the resulting seasonality component slowly turns more into a stationary seasonal process in Figure 1(d) , which fulfils the assumption of basic paired time series model proposed in (Harvey & Todd, 1983 ). parts of (a)-(d), blue curves are the corresponding seasonal component obtain as the difference between the arrival data and the trend component respectively.
Wavelet transformation (WT) method
Wavelet analysis has been successfully applied to de-noise the option prices to obtain accurate option-implied risk neutral density (Haven, Liu, & Shen, 2012) and was also successfully used in volatility forecast (Barunik, Krehlik, & Vacha, 2016) and high frequency financial data mining (Sun & Meinl, 2012) . A key feature of the wavelet transform is that it can decompose any square integrable function into a combination of some scaling function and wavelet functions, each factored by their corresponding approximation coefficients and detail coefficients. Once the original function has been decomposed at certain level, its detail coefficients can be manipulated for de-noise purpose via a "hard" or "soft" thresholding (see (Daubechies, 1992) for a more general background of wavelet transform and de-noise application). Following (Haven, Liu, & Shen, 2012) , the choice of the highest decomposition level is the empirical value 7 and the lowest value is 1. We show examples of trend and seasonal components decomposed by WT with level of 5, 4, 3 and 2 during the level selection process in Figure 2 using monthly data of tourist arrival from UK to US from Jan 1996 to Sep 2017, the same data as Figure 1 . We can also clearly observe that as the level decrease, the trend component is more non-linear and leaves the seasonal component more stationary. The ADF test stops at WT with level of 3 and shows a stationary and autoregressive seasonal component in Figure 2 Figure 2 This figure shows the trend and seasonality decomposition by Wavelet Transformation (WT) with different levels. In upper parts of (a)-(d), blue curves represent the monthly tourist arrival from UK to US from Jan 1996 to Sep 2017 and the red curves are the trend component by WT with level 5, 4, 3 and 2 respectively. In the lower parts of (a)-(d), blue curves are the corresponding seasonal component obtain as the difference between the arrival data and the trend component respectively.
Simple Moving Average (MA) method
Simple moving average (MA) is usually used as a technical indicator in financial market. MA is considered as the equilibrium level of the equity price, which may oscillate apart or toward to the equilibrium level. In 2001, Lim et al applied MA as a method to separate the seasonal component from the tourist arrival (Lim & McAleer, 2001) although MA may not be effective in tourism area due to the correlation between the trend and the seasonal components. Following the study of (Lim & McAleer, 2001) , we apply MA as one of the decomposition methods comparable with the HP and WT. Determining the number of lag of the MA is to obtain a seasonal component and a non-seasonal trend component. Therefore, we check the autocorrelation of the trend component and heuristically select the lag of the MA.
Since the original data shows a highly annual cyclical pattern, a lag value of 12n, n=1, 2… can effectively remove the cyclicality. We show an example in Figure 3 with the same data as in Figure   1 . The lag value is heuristically selected as 6, 9 and 12, thus the corresponding trend components are shown in Figure 3 (a), (c) and (e) respectively, and the autocorrelations of the trends are shown in Figure 3 (b), (d) and (f) respectively. We can clearly observe that the repeat pattern of the trend correlations is decreasing from lag value 6 to 12 and is non-seasonal at lag of 12. Therefore we accept the moving average with lag value 12 as the trend component in Figure 3 
Step 2: modelling the trend component
After decomposing the trend and the seasonal component, an AutoRegressive Neural Network (ARNN) is applied to the trend component . The ARNN is widely used in time series modelling and proved to outperform traditional models, i.e., the GARCH, EGARCH, and ARFIMA in deseasonalized financial area (Zhang & Qi, 2005) (Kristjanpoller & Minutolo, 2016) and also performs better than recurrent feed-forward neural network with less sensitivity to the problem of long-term dependence (Mustafaraj, Lowry, & Chen, 2011) . In this study, to model the trend component , we use ARNN with three layers, which include an input layer with lagged inputs to the network, a hidden layer with hyperbolic tangential activation function and an output layer with a linear regression function.
The general form of ARNN for one-step ahead forecasts is as in (Siegelmann, Horne, & Giles, 1997 ) and (Mustafaraj, Lowry, & Chen, 2011) :
(3) Lag where [ ( ), ARNN ] is the ARNN function; ℎ is the number of hidden neurons and is the number of input variables; , is the weights vector from the hidden neurons to the output layers;
, represents the matrix that contains the weights from the external input to the hidden neurons ℎ ; and are the biases of hidden and output layers; ( ) is the vector that contains the regression parameters of the AR part of the neural network; and ARNN specifies the parameters vector, which contains all the adjustable parameters of the neural network. In this paper, to model the trend component, we start with the widely used configuration for the ARNN following the (Siegelmann, Horne, & Giles, 1997 ) and (Mustafaraj, Lowry, & Chen, 2011) : =4, and ℎ =10, which means a 4-lag input and a 10-neuron hdden layer. Therefore, the forecasting is based on current value of the as well as the previous 3 lags, −1 , −2 , and −3 . To find the best configuration, we also test the performance with ℎ =5, 10, 15 and 20 and =4, 6 and 8.
This is a supervised-learning neural network, where the model parameters are "trained" to map the input-output variables via the modified Levenberg-Marquardt (Hagan & Menhaj., 1994) algorithm, which is to minimize the quadratic error by descent of the maximum gradient. The following Figure   5 shows two examples of forecasting the trend component by trained ARNN using the same data as After modelling the trend component, we model the seasonal component by a separated ARNN model. (Song, Smeral, G. Li, & Chen, 2013) found that a four-quarter lag time-varying parameter model can capture seasonal patterns well in forecasting the quarterly tourist arrival series. Inspired by this study, we simply extend the lag to 12-month to forecast the monthly tourist arrival series in our pNN models. This also complies with the autocorrelation test in Figure 4 , where the seasonal component shows a clear annual cycle at lag=12n, where n=0,1…. Therefore, setting the number of the seasons in a year as 12 reflects the nature of the data and complies with the literature.
Step 3: n-step ahead forecasting
Finally, the n-step ahead forecast of the monthly tourist arrivals is the sum of the output from two separated ARNN models according to the deterministic equation (1): ̂+ =̂+ +̂+ , where ̂+ and ̂+ are the n-step trend and seasonal component forecasting results generated by two separated ARNN models respectively.
Flow of the methodology
We illustrate the implementation of a pair of Neural Network (pNN) in the following Figure 6 . In this figure, the key steps of implementing the pNN, the decomposition of the trend component, testing To obtain the best forecasting result, we compare the performances of the whole pNN under different configurations of the two ARNN models. We summarize the configurations in Table 1 . Therefore the pNN performance evaluation is composed of two parts: 1) Part 1-Performance study under different configurations: we construct pNN model under the configurations in Table 1 and compare the performances to obtain an appropriate configuration for pNN;
2) Part 2-Performance comparison: we construct pNN with HP, WT, and MA under the selected configuration and compare the performance with the benchmark models.
Benchmark Models
The pNN models are constructed by three steps in Section 2 with the low-pass Hodrick-Prescott (HP) filter, wavelet transformation (WT), and the moving-average (MA) and are named as pNN-HP, pNN-WT, and pNN-MA. As the comparison, selected traditional econometrics models are also included as the benchmark. The Seasonal Autoregressive Integrated Moving Average (SARIMA) model assumes that the tourist arrival data is also composed of trend and seasonal components as well as irregular terms. It stabilizes the time series by seasonal and non-seasonal differencing, which is widely applied in financial area for reducing the non-stationarity. As the SARIMA model is almost the most widely applied model in tourism demand forecasting, and performs reasonably well (Alleyne, 2006) (Kulendran & Wong, 2005) (Oh & Morzuch, 2005) , it is selected as one of the benchmark models with other two traditional models, autoregressive integrated moving average (ARIMA) and autoregressive fractionally integrated moving average (ARFIMA) model.
For the first part of the evaluation, we select the pNN-HP, pNN-WT, and pNN-MA as the example to test the performances of the model using different length of training data. The training dataset is selected from 2 years up to 19.5 years. For each length, the pNN-HP, pNN-WT, and pNN-MA model is trained and then tested at horizon of 1 month to 18 months (1.5 years).
For the second part, we employ a rolling-window mechanism to evaluate the forecasting performance. The data in the rolling-window is used to estimate the models and the remained following-up data is used as the testing dataset. The initial window, W1, is set to from Jan 1996 to Mar 2016 and the remained data of 18 months, from Apr 2016 to Sep 2017 are set to the testing dataset. The models are, firstly, estimated by the data in W1, and then, tested by the remained data of 18 months for a set of horizon h of 1 to 18 months ahead forecasts. After this, the initial window slides one month forward to W2, covering from Feb 1996 to Apr 2016, for estimating the models, and the remained data of 17 months, from May 2016 to Sep 2017 is for testing the models. In this round, a set of horizon h of 1 to 17 months ahead forecasting results are generated and tested. Similarly, the model estimation and forecasting are recursively repeated until all remained data are used up. In the end, the rolling-window forecast mechanism generates 19-h sets of h (h=1, …, 18) months ahead forecasting results, which is, 2052 in total (12 source markets and 171 forecasts in each market).
The forecast accuracy is evaluated by the Mean Average Absolute Percentage Error (MAPE) as it is a relative measure and comparable across different datasets. In addition, the forecasted values of the tourist arrivals are also shown as examples for a closer insight.
Empirical Result

Part 1: Performance study under different configurations
Training length To find out an optimal length of training dataset for all models, we train pNN models with 4 input lags and 10 hidden neurons. Such configuration is merely for the length determination. Thus, we train pNN-HP, pNN-WT, and pNN-MA as well as ARIMA and ARFIMA models by twelve datasets with length from 2 to 20 years. We test the trained models by forecasting the values at 1 to 18 months (1.5 years) horizons. The MAPE performance of the pNN-HP, pNN-WT, and pNN-MA against different length of training dataset are shown in Figure 8(a) . As the pNN-HP, pNN-WT, and pNN-MA show relatively better performances at training dataset longer than 200 months (16.7 years), to obtain a generic length of the dataset, we calculate the average MAPE of the three models across twelve datasets in Figure 9 . We can clearly observe that training the models by the data of 210 (17.5 years) months achieves the best generic performance. Similarly, the benchmark models, ARIMA and ARFIMA, are estimated and tested as the same method. The average MAPE of ARIMA and ARFIMA across all datasets are shown in Figure 8 (b) (The MAPE of ARIMA and ARFIMA on each single dataset is shown in appendix). As we can also clearly observe that with the training dataset of 210 months, those two models achieve the best performance, although the overall performance is around 50% and is significantly lower than the one in Figure 8(a) , which is around 2%. Tourism industry is not a data-intensive area as the tourist arrival is usually recorded monthly, which means that training a model using the data of 17.5 years and forecasting 1.5 years ahead is merely equivalent to forecasting 18 data samples ahead based on 210 historical data samples. Such a configuration has been proved by the empirical studies on twelve datasets as the best one in terms of the forecasting performance.
Hidden Neurons
After determining the length of the training dataset, we tune the number of hidden neurons in pNN models to obtain an optimal parameter. We train the pNN-HP, pNN-WT, and pNN-MA models using Table 2 . It is quite clear that in all datasets except Korea, the hNN model with 5 hidden neurons achieves the lowest average MAPE. We therefore follow the empirical study and train the hNN models with five hidden neurons. Figure 10 This figure shows four example datasets of the testing MAPE of pNN-HP, pNN-WT, and pNN-MA models trained with 5, 10, 15, and 20 neurons. 
Input lags
In previous empirical studies of determining the training dataset length and hidden neurons, the input lags of trend and seasonal component are selected as 4 and 12 respectively. As the autocorrelation study in Figure 4 shows that the seasonal component is strongly autocorrelated of lag 12, we select 12 as the lag value for the seasonal component. For the trend component, we follow the configurations (5 neurons and training length 210 months) in previous discussion and study the performances of pNN models with 4, 8, and 12 input lags in Table 1 . The performance comparison in the following Table 3 shows that the pNN models with input lag of 4 outperforms all other lag values consistently across all datasets. 
Part 2: Performance comparison
In this part, we follow the configurations of pNN-HP, pNN-WT, and pNN-MA models discussed in Section 3.3.1. We also evaluate the performances under different parameters heuristically as the traditional application. In pNN-HP model, the penalty parameter λ is selected as 100, 1600, 3600, and 129600, where the value of 100 is also the selection result by our method in Step 1 in Section 2.1. In the pNN-WT model, the wavelet transformation level is selected as 3, 4, 5, and 6, where level 3 is the selection result by our method. For pNN-MA, we only follow the configuration of MA with lag of 12 as the Figure 3 (e,f) due to the discussion in Section 2.1.
The evaluation has two parts. Firstly, we estimate the pNN-HP, pNN-WT, and pNN-MA with the benchmark models ARIMA, ARFIMA, and SARIMA with the fixed length (210 months) of training dataset and test the forecasting performance of horizon from 1 to 18 months. In the second part, we estimate the models by the same length (210 months) of training dataset and evaluate the forecasting results, afterwards, we slide forward a window of 210 months by one-month step ahead and evaluate the forecasting results again. The training window will be slid until the testing horizon reaches the end of the dataset. This sliding window evaluation is not for enhancing the model performance but merely evaluate the model in a pseudo-practical context and compare the average performances across certain period. Those two parts cover a complete spectrum of the evaluation and show us a stable comparison result.
Part 1 results
The following Table 4 to Table 15 show the first part experiments results of the US tourist arrival from six source countries, Japan, P.R.China, Canada, Mexico, France and UK. The other six datasets (Korea, Brazil, Germany Australia, Italy, and Spain) are shown in the appendix. The performances of pNN-HP, pNN-WT and pNN-MA models with different parameters as well as ARIMA, ARFIMA, and SARIMA models are compared from horizon 1 to 18 months. In addition, the average performance over 18 horizons are also calculated and compared. As we observed from Table 4 , Table   6 , Table 8 , Table 10 , Table 12 and Table 14 , pNN-HP with λ=100 achieves the best average MAPE compared with λ=100, 1600, 3600 and 129600 and pNN-WT with level 3 achieves the best average MAPE compared with other levels. This observation is consistent in all six datasets as well as the ones in the appendix. It shows the effectiveness of our proposed approach in Section 2. Therefore, an explicit decomposition with a stationary seasonal component and an unspecified non-linear trend component enhances the forecasting performance than the traditional heuristic selection of the decomposition parameters.
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Part 2 results
As discussed before, the second part evaluation is to show an average performance based on sliding window. As the experimental evaluation in Part 1 shows that the pNN-HP model is slightly better than pNN-WT and SARIMA outperforms the other two traditional models, in this part, we select pNN-HP, pNN-MA and SARIMA models for the further evaluation. The Figure 11 shows the average MAPE and the RMSE error measures of the 12 tourist arrival series across all forecasting horizons. It is obviously and consistently that the pNN type models achieve the highest performance throughout all horizons from h=1 to 18 (1 month to 1.5 years). The forecasting performance of SARIMA model is significantly lower than either the pNN-HP or the pNN-MA model.
Usually, in the seasonal data forecasting, the data from the same season of previous cycles (i.e., years)
is more informative than that from the most recent ones. Due to the study by (Song, Smeral, G. Li, & Chen, 2013) , a 12-month lag of seasonal model in equation (2) Table 16 to Table 21 . pNN-HP is the paired Neural Network model with HP filter; pNN-MA is the paired Neural Network with Moving Average as the trend filter; SARIMA is the Seasonal Autoregressive Integrated Moving Average. Figure 12 provides a detailed insight into the forecast accuracy. The forecast results of horizon h=1 to 18 (1 month to 1.5 years) with six selected source market data including Japan, China Mainland, Canada, Mexico, France and UK are presented. As shown in Figure 12 , the SARIMA model performs the worst with all data except China Mainland, where the forecast of SARIMA is the closest to the one of pNN models. We can also observe that the pNN-HP model usually outperforms the pNN-MA model in some examples, although in most cases they perform quite similarly. This follows our two expectations: 1) the ARNN enhances the overall performance of pNN type models; 2) the slightly more non-linearity of the trend by moving average than that of the trend by HP filter (as the illustration in Figure 5(b) ) brings the slightly higher error rate of pNN-MA than that of pNN-HP, though they both achieve high accuracy compared to SARIMA model.
One of the motivation to propose pNN type model is to explicitly decompose the trend and the seasonal component and model and forecast them by the models that can capture the corresponding feature the best. ARNN is strong in capturing trend in time series (Zhang & Qi, 2005) (Patil, Tantau, & Salokhe, 2008) as well as the cyclical patterns. Therefore, our pNN type model takes advantage of the strong capability of the ARNN on the components separately. Unlike the traditional application of neural network on tourism area, which usually simply feeds the original data to the model and generates the result, our proposed pNN enhances the overall performance by the specifically modelling different features, which are explicitly decomposed by HP filter or moving average. In additional to the original results in Figure 12 , the monthly forecast error measures of tourist arrivals data across all horizons from six source markets are shown as selected examples in Table 16 to Table   21 . Even without any statistical comparison, it is clear that the pNN type models significantly outperform the competing model SARIMA. The performance of pNN type models is consistent across all horizons. However, pNN type models perform differently across all source market data.
For example, the highest MAPE in Table 16 to Table 21 for pNN-HP model is 6.2882% in tourist arrival data from China mainland. However, the lowest MAPE for pNN-HP model is merely 2.6644% in Japan tourist data. We observe dramatically different patterns of the two series of Japan and China mainland in Figure 13 . 
Conclusion
The fact that tourism data comprises both a long-term trend component and a strong repeated seasonal component has crucial implications for modelling and forecasting tourism data over both short and long horizons. In this paper, we combine the ideas from the work in (Harvey & Todd, 1983) , (Chen, Li, Wu, & Shen, 2017) and (Yao, et al., 2017) Previous studies of tourism arrival forecasting show that incorporating macro-economic data, i.e., FX rate, GDP growth rate, consumer price index (CPI), and others, into the model may increase the forecasting accuracy. This has not been thoroughly studied in computational models. One of the future directions may investigate the impact of incorporating such macro-economic factors into our proposed method as an exogenous feature for either trend or seasonal component modelling. Another future direction may fall in the optimal public resource allocation according to the forecasted tourist arrival. Further investigation may also consider using the pNN model in other areas which can also be observed with trend and oscillation components. 
