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Abstract
Phase-change materials (PCMs) are char-
acterized by a high optical and electrical con-
trast between an amorphous and a crystalline
phase. Both phases are stable at room temper-
ature on a timescale of years. Hence, these
materials can be employed in optical and
electrical data storage technologies, in which
the ability of fast and reversible switching
between the two phases is exploited. While
the application in rewritable optical data stor-
age is well established, PCM-based electrical
memories are treated as a potential successor
of Flash and DRAM, combining non-volatility
with high writing speed, good scalability and
energy efficiency.
The charge-transport mechanism in the
amorphous phase of phase-change materi-
als, especially the origin of the phenomena
"threshold switching" and "resistance drift" is
presently subject of controversy. In one part
of this thesis, the charge transport in amor-
phous phase-change materials is analyzed by
means of Hall-effect measurements. A mea-
surement setup designated for this purpose
is described. The setup makes use of a peri-
odically modulated magnetic field. This way,
the Hall mobility of amorphous PCMs can be
measured with unprecedented precision. At
room temperature, Hall mobilities between
−0.03cm2/Vs and −0.12cm2/Vs are obtained
for five different PCMs. The negative signs
are in contrast to positive signs seen in ther-
mopower measurements. In addition, a pro-
nounced temperature dependence of the Hall
mobility is found. The relevant activation en-
ergies are determined quantitatively for three
of the five compounds and compared to the
theoretical predictions of the small-polaron
model. The observation of a sign anomaly
and the existence of an activation energy of
the Hall mobility are in accordance with the
small-polaron model. The quantitative val-
ues however are, when combined with ther-
mopower data of a different thesis, in contrast
to the predictions of that model. The data
are discussed in the context of the Standard
Transport Model as well.
Furthermore, this work demonstrates that
disorder is highly relevant not only in the
amorphous phase, but also in the crystalline
phase. While the PCM GeTe is a p-type
degenerate semiconductor with a metallic
resistance-vs-temperature curve, some other
phase-change materials such as Ge1Sb2Te4
display such an behavior only after anneal-
ing at temperatures high above the crystal-
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lization temperature. Annealing at lower tem-
peratures leads to a relatively high resistivity
with a negative temperature coefficient. This
is attributed to a high degree of disorder, espe-
cially due to the random distribution of intrin-
sic vacancies. Moreover, insulating behavior
is observed in cases of extremely high disor-
der. Hence, a metal-insulator transition takes
place. For insulating samples, variable-range
hopping is observed at low temperatures, with
a crossover between Mott’s law and the Efros-
Shklovskii law.
Temperature-dependent Hall-effect mea-
surements show that the observations can nei-
ther be explained by non-degeneracy nor by
ionized-impurity scattering. Another obser-
vation is the change in sign and shape of the
magnetoresistance curves, which apparently
coincides with the metal-insulator transition.
This is taken as evidence for a change in the
transport mechanism. All observations can
be reproduced for similar materials. Notice-
able, the sign change of the temperature coef-
ficient of resistivity can be reliably described
by the Ioffe-Regel rule, i.e. it takes place when
kF ×λ, the product of Fermi wave vector and
mean free path, equals one. This transition
is found to be independent of the crystallo-
graphic phase.
Even in the most metallic samples, a re-
sistance minimum is observed at about 15 K.
This regime is studied in the last chapter of
this thesis by means of ultra-thin Hall-bar
samples. A suitable sample preparation pro-
cess is described. The dependences of re-
sistance on temperature and magnetic field
can be consistently explained by considering
the mechanisms of weak antilocalization and
disorder-enhanced electron-electron interac-
tion. Elastic and inelastic scattering mecha-
nisms are quantified.
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Zusammenfassung
Übersetzung des Originaltitels: Unordnung und elektrischer Transport in Phasenwechselmate-
rialien
Phasenwechselmaterialien (PCM) zeich-
nen sich durch einen hohen optischen und
elektrischen Kontrast zwischen einer amor-
phen und einer kristallinen Phase aus. Beide
Phasen sind bei Raumtemperatur auf einer
Zeitskala von Jahren stabil. Dadurch ist ein
Einsatz in optischen und elektrischen Daten-
speichern möglich, wobei die schnelle und
reversible Umschaltbarkeit zwischen beiden
Phasen ausgenutzt wird. Während der Einsatz
in wiederbeschreibbaren optischen Datenträ-
gern gut etabliert ist, stellen PCM-basierte
elektrische Datenspeicher einen potenziel-
len Nachfolger für Flash und DRAM dar, der
Nichtflüchtigkeit bei hoher Schreibgeschwin-
digkeit, Skalierbarkeit und Energieeffizienz
bietet.
Der Ladungstransportmechanismus in der
amorphen Phase dieser Materialien und
insbesondere die Ursache der Phänomene
„Threshold Switching“ und „Resistance Drift“
ist gegenwärtig umstritten. In einem Teil die-
ser Arbeit wird der Transportmechanismus in
amorphen Phasenwechselmaterialien mittels
Halleffekt-Messungen untersucht. Ein zu die-
sem Zweck aufgebauter Halleffekt-Messplatz
wird beschrieben, bei dem das Magnetfeld
periodisch moduliert wird. So kann die Hall-
beweglichkeit von amorphen PCM mit bis-
her beispielloser Genauigkeit gemessen wer-
den. Bei Raumtemperatur werden für fünf ver-
schiedene PCM Werte zwischen−0.03cm2/Vs
und −0.12cm2/Vs ermittelt. Die negativen
Vorzeichen stehen in Kontrast zu positiven
Vorzeichen der Seebeck-Koeffizienten. Zu-
dem kann eine deutliche Temperaturabhän-
gigkeit der Hallbeweglichkeit nachgewiesen
werden. Die relevanten Aktivierungsenergien
werden für drei der fünf Materialien quan-
titativ bestimmt und mit den theoretischen
Vorhersagen des Small-Polaron-Models vergli-
chen. Während die Vorzeichenanomalie und
das Vorhandensein einer thermischen Akti-
vierungsenergie der Hallbeweglichkeit qua-
litativ in Übereinstimmung mit dem Small-
Polaron-Modell ist, stehen die quantitativen
Werte, kombiniert mit den Ergebnissen aus
Seebeck-Messungen einer anderen Arbeit, im
Widerspruch zu dessen Vorhersagen. Die Da-
ten werden zudem im Rahmen des Standard-
Transportmodells diskutiert.
Weiterhin wird in dieser Arbeit gezeigt, dass
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Unordnung nicht nur in der amorphen, son-
dern auch in der kristallinen Phase von hoher
Bedeutung ist. Während das PCM GeTe ein p-
typ degenerierter Halbleiter mit metallischen
Widerstandsverlauf ist, zeigt z.B. Ge1Sb2Te4,
ebenfalls ein PCM, ein solches Verhalten nur
nach thermischer Behandlung bei Tempera-
turen deutlich über der Kristallisationstem-
peratur. Heizen zu kleineren Temperaturen
resultiert in einem vergleichsweise hohen spe-
zifischen Widerstand mit negativem Tempera-
turkoeffizienten. Dies wird auf das hohe Maß
an Unordnung, insbesondere aufgrund der
zufälligen Verteilung intrinsischer Leerstel-
len, zurückgeführt. Es wird überdies gezeigt,
dass bei einem sehr hohen Maß an Unord-
nung echtes Isolatorverhalten vorliegt, also
ein Metall-Isolator-Übergang stattfindet. Bei
isolierenden Proben und tiefen Temperatu-
ren wird Variable-Range-Hopping mit einem
Übergang zwischen dem Mott’schen Gesetz
und dem von Efros und Shklovskii beobach-
tet.
Temperaturabhängige Halleffekt-
Messungen zeigen, dass die Beobachtungen
weder durch Nichtdegeneriertheit noch durch
Streuung an ionisierten Störstellen erklärbar
sind. Eine weitere Beobachtung ist die Ände-
rung in Form und Vorzeichen der Magnetowi-
derstandskurven, die mit dem Metall-Isolator-
Übergang zu koinzidieren scheint und auf
einen Wechsel des Transportmechanismus
schließen lässt. Sämtliche Beobachtungen
können an ähnlichen Materialsien reprodu-
ziert werden. Dabei fällt auf, dass sich der
Vorzeichenwechsel des Widerstandstempera-
turkoeffizienten zuverlässig durch das Ioffe-
Regel-Kriterium beschreiben lässt, d.h. er tritt
dann auf, wenn das Produkt aus Fermiwellen-
vektor und mittlerer freier Weglänge, kF ×λ,
den Wert Eins annimmt. Zudem tritt dieser
Übergang unabhängig von der kristallogra-
phischen Phase auf.
Selbst bei den metallischsten Proben wird
ein Widerstandsminimum bei ca. 15K beob-
achtet. Dieser Bereich wird im letzten Kapitel
dieser Arbeit anhand von ultradünnen Hall-
Barrenproben analysiert. Ein geeignetes Ver-
fahren zur Präparation derartiger Proben wird
beschrieben. Temperatur- und Magnetfeldab-
hängigkeit des Widerstands können konsis-
tent durch die Mechanismen der schwachen
Antilokalisierung und der unordnungsver-
stärkten Elektron-Elektron-Wechselwirkung
erklärt werden. Elastische und inelastische
Streumechanismen werden quantifiziert.
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CHAPTER 1
Introduction
1.1. Disorder
As an abstract concept, disorder and the transition from disorder to order have played a major
role in human culture. In many tales about the origin of the world – such as the Greek poet
Hesiod’s Theogony or the biblical Genesis – the initial state of the universe, before the creation
of the known world, was one of complete disorder – the "chaos" or "tohu wa-bohu". In science,
the concept of disorder (entropy) is a basic idea in the thermodynamical description of gases1.
However, in the early days of quantum-mechanics based solid-state physics, one has focused
on the treatment of highly-ordered crystals to describe their structural, mechanical, magnetic,
optical, thermal and electrical properties. In this framework, which is still at the basis of all
introductory textbooks of solid-state physics, disorder is treated only in form of small distortions
and defects, which, for instance, give rise to scattering of charge carriers.
It was not until 1958 Anderson found that high amounts of disorder can have a much more
drastic influence on the electrical conductivity of solids as they can turn metals into insulators
by localizing the electronic states [And58]. Having at first been regarded as wrong, unimportant
or "dirty", this new topic eventually became accepted especially due to the emerging interest in
amorphous solids which has been put forward by such famous scientists as Sir Nevill Mott.
Since that time, the relationship between different amounts of disorder and the electrical
properties has become a distinct field of research about both Anderson’s strong localization
as well as its milder form, the weak localization [LR85]. In the course of these theoretical
and experimental investigations, many controversies have been originated, some of which
still persist. These controversies include the concept of a minimum metallic conductivity, the
1Interestingly, thermodynamics states that the entropy of the universe can only increase. The apparent contradiction
(thanks to P. Zalden for pointing this out) to the everyday experience that order can be created, which might also
underly the creation myths, is resolved by taking into account that the disorder of open systems is still allowed to
decrease – an important prerequisite for this work.
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existence of metallic behavior in reduced dimensions, the role of correlation effects and the
numerical value of the so-called critical exponents.
Besides that, the well established theory of weak localization in many instances provides
a powerful tool to gain deeper insight into other material properties [Ber84], which is still
widely used, especially in "new" materials such as graphene [TKSG09], topological insulators
[CHW+11, HWZ+11], and quasicrystals [GP96].
In this work, the role of disorder in phase-change materials is investigated, a very special class
of materials with a high potential for technological applicability which I will describe in detail in
the next section. The goal is both improving the understanding of these materials’ properties
and contributing to a solution of the open questions in the field of transport in disordered solids.
1.2. Phase-Change Materials
1.2.1. Application
The materials investigated in this work are so-called phase-change materials (PCMs). PCMs are
a class of materials which can be described by the following properties [WY07]:
• On the one hand, they possess an amorphous phase, which is stable at room-temperature
on a time scale of years.
• On the other hand, they have to be such poor glass formers that they can be quickly
transferred into a crystalline phase at elevated temperatures. The reverse process is
melt-quenching.
• Both phases show an unusually high contrast in their optical properties, compared to
metals, ionic compounds or ordinary sp3-bonded semiconductors as well as a contrast in
their electrical properties (resistivity).
This unique property portfolio can be exploited for rewritable optical data storage as well as
for a non-volatile electrical random-access memory (PCRAM). The exploitation of the electrical
contrast in a memory device has already been suggested in the 1960s [Ovs68], but only recently –
after the fast-switching materials have been discovered and established in rewritable optical
media, such as CD-RW, DVD-RW, BD-RW and others – this technology has become a much-
noticed candidate for a next-generation memory technology. The operating principles of phase-
change-material based optical and electrical storage technologies are basically the same and
described in Figure 1.1.
While the established memory technologies are either volatile (SRAM2, DRAM3) or relatively
slow (HDD4, Flash), PCRAM unites both advantages in one technology: It is non-volatile and
2Static Random Access Memory
3Dynamic Random Access Memory
4Hard Disk Drive
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Figure 1.1.: Operating principle of PCM-based optical and electrical storage technologies:
In the amorphous phase, the electrical conductivity is small, i.e. the resistance of the
memory cell is high. By means of an electrical pulse of moderate current, the phase-
change material can be Joule-heated to temperatures at which the mechanisms of
nucleation and growth take place and transform the material into the energetically
favorable crystalline state (set), in which the conductivity is high. To re-amorphize
(reset) the cell, a short pulse of higher power is used to locally melt the PCM.
Subsequently, the liquid is cooled by the environment, rapidly enough to prevent
crystallization ("melt-quenching"). With pulses of low power, the state of the cell
can be read out without being changed. The principle of rewritable optical storage
is basically the same, except that instead of the electrical contrast, the contrast in
the optical refractive index, which leads to a contrast in reflectivity of laser light of a
given wavelength, is exploited and the heat is induced by absorption of the laser
light. Taken from [Sal08].
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writing times of less than 1ns [BMS+09, WSZ+08] are superior to Flash (10µs [BMS+09]) and
can compete well with DRAM. The absence of a need for periodic refreshing results in a reduced
power consumption compared to DRAM. In terms of scalability PCRAM outperforms Flash.
However, Flash is capable of multi-level recording, in which more than one bit is stored in a
single cell. Nevertheless due to the high resistivity contrast, this can also be achieved in PCRAM,
e.g. by controlling the size of the amorphous region.
Competing technologies for a non-volatile RAM have emerged as well. In its 2011 International
Technology Roadmap for Semiconductors (ITRS) however, industry has evaluated PCRAM to be
the most promising candidate, see Figure 1.2.
Prototypical (Table ERD3) Emerging (Table ERD5)
Parameter FeRAM STT-MRAM PCRAM Emerging ferroelectric memory
Nanomechanical 
memory Redox memory Mott Memory
Macromolecular 
memory
Molecular 
Memory
Scalability
MLC
3D integration
Fabrication cost
Endurance
?
?
?
?
?
?
?
Figure 1.2.: Evaluation of the potential of the protoypical and emerging memory candidates,
from the International Technology Roadmap for Semiconductors 2011 [ITR].
1.2.2. Classes
Most materials fulfilling the above criteria have been found empirically [WY07]. The vast majority
is located in the stoichiometric triangle of germanium (Ge), antimony (Sb) and tellurium (Te)
(Figure 1.3). These materials are commonly referred to as GST-materials. Three subclasses can
be made out: The first one is the tie-line between GeTe and Sb2Te3. The focus of this work is
on these materials, and I will use the term pseudo-binary GST materials to refer to this system
hereafter. Another subclass is formed by (silver- or indium-) doped Sb2Te, and a third one by
germanium-doped antimony, e.g. Ge15Sb85.
More materials have been investigated by isoelectronic substitution of one or more of the
three elements. Also, some exotic members like In3Sb1Te2 exist [Rau13].
1.2.3. Structure and Bonding
In the amorphous phase, it is generally believed that the 8−Nsp rule is fulfilled [JKS+08, BPL+06],
i.e. each atom is 8−Nsp-fold coordinated, where Nsp is the number of valence electrons.
In the crystalline phase, it is first of all noteworthy that an octahedral coordination is found for
all known phase-change materials, suggesting that the bonding is carried out by p-orbitals
[WY07, WLW+07, SKW+08]. The pseudo-binary GST materials away from GeTe possess a
metastable rocksalt structure, where the anion sublattice is occupied solely by tellurium atoms,
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GeTe
Sb2Te3
Ge1Sb4Te7
Ge1Sb2Te4
Ge2Sb2Te5
Ge3Sb2Te6
Ge8Sb2Te11
Te
Ge
SbSb2Te
Ge15Sb85
Figure 1.3.: Ternary Ge-Sb-Te diagram in which the most important phase-change materials
can be found. Three regions can be made out: The pseudo-binary compounds
on the tie-line between GeTe and Sb2Te3, with some important stoichiometries
explicitly marked; the Sb2Te-rich materials which are doped with elements like
Ag or In; and the class of Ge-doped antimony, its most notable member being
Ge15Sb85.
while germanium and antimony are distributed over the cation sublattice. Since the sum of
germanium and antimony atoms does not equal the number of tellurium atoms, a high fraction
of cation sites is left empty or is, in other words, occupied by intrinsic vacancies. In cases where
the single-phase region lies slightly off the pseudo-binary line, germanium segregation may take
place and yield additional vacancies [MY04]. The cubic rocksalt structure is prone to several
types of (static and thermally induced) distortions: Since the average number of p-electrons per
lattice site equals 3, local Peierls-like distortion occur. Moreover, the intrinsic vacancies locally
distort the tellurium lattice. Finally, the structure is not perfectly cubic but shows a (very slight)
rhombohedral distortion [Poi12].
The stable structure, which may be obtained by annealing at high temperatures, is quite
complex with a 21-layer period [MY04] and belongs to the hexagonal crystal family.
GeTe and the pseudo-binary materials in its vicinity display a much stronger rhombohe-
dral distortion. An additional global, Peierls-like atomic displacement leads to an A7-type of
lattice structure[SKW+08, LSG+08]. The stable compound is rather Ge50−x Te50+x with x ∼ 1
[Wod12, SFF+99], so a GeTe crystallite includes about 1%–2% vacancies on the Ge site. At
high temperatures, a reversible transition to an undistorted rocksalt-type cubic phase takes
place. The transition temperature for GeTe is given in the literature as Tc = 553K [MMK+08] or
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Tc = 720K [CBv87] and decreases along the pseudo-binary line, concomitant with a decrease
in the strength of the low-temperature phase’s distortion [MMK+08]. Controversies exist about
the question whether the distortions disappear above Tc or if an order-disorder transition takes
place after which the distortions continue to exist locally [MFK+11].
The octahedral coordination raises the question if the p-bonds are ordinary, saturated (i.e.
two electrons per bonding orbital) covalent bonds. In fact, this is not the case: As Shportko et al.
could demonstrate [SKW+08], the optical dielectric constant ²∞ is greatly enhanced compared
to the value calculated from the Clausius-Mosotti relation with atomic polarizabilities obtained
from optical data in the amorphous phase and taking into account the density contrast between
the two phases. Shportko et al. conclude that a special sort of bonding must be present in
the crystalline phase. They suggest that each p-orbital gives rise to unsaturated bonds in both
directions. This may happen if two energetically equivalent, saturated bond configurations exist.
A superposition of these two may then be more favorable. This is called resonance bonding, and
one of its hallmarks is the observed enhancement in ²∞. It is absent in the amorphous phase
due to insufficient medium-range order [SKW+08, HR10]. The Peierls-like distortions e.g. in
GeTe weaken resonance bonding, but are unable to destroy it [LSG+08]. However, they open (or
enlarge) a bandgap [SKW+08].
This finding led Lencer et al. to the proposition of a "map" for phase-change materials
[LSG+08]. The map is a coordinate system with the two coordinates describing the tendency
of a ternary compound with Np = 3 (number of p-electrons) towards ionicity or hybridization,
respectively. Both those properties hamper resonance bonding, and PCMs are in fact located in
an area where both numbers are small.
1.2.4. Electrical Properties
1.2.4.1. Amorphous Phase
In terms of their electrical properties, amorphous phase-change materials are quite typical
amorphous semiconductors, i.e. they show a mostly Arrhenius-like activated conductivity with
an activation energy of about half the band gap [Vol08]. Most of them, especially all pseudo-
binary GSTs, show p-type conduction, as derived from thermopower measurements [Jos09].
However, two striking effects which are observed in some amorphous semiconductors are
present in phase-change materials and highly relevant for their application:
The first one is threshold switching. This term denotes a special sort of an dielectric breakdown
[Ovs68], taking place at a distinct electrical threshold field Et [Kre10a]. At this electrical field,
the initially high resistivity breaks down by orders of magnitude and a conductive ON-state is
created, a state which can be maintained unless the field falls below the holding field Eh < Et .
This effect is crucial for the electrical switching of a memory cell. If the high resistance of the
amorphous phase in a memory cell, which allows for a safe readout, was independent of voltage,
it would not be possible to introduce enough Joule heating power to crystallize the material. It
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is this effect which resolves the voltage-time dilemma [SZCW10] in PCM-based memories. As
a side note it should be mentioned that already at biases well below the threshold voltage, the
current-voltage characteristics become highly nonlinear [PLB+04].
Second, the resistivity in the amorphous phase increases with time t . This observation is
commonly referred to as resistance drift [BRP+09]. It is usually attributed to structural relaxation
and empirically described by a power law ρ∝ (t/t0)γ with γ∼ 0.1 at room temperature [BIL+10].
In other words, the resistance after one years is almost six times higher than one second after
amorphization. In terms of application, this is highly undesirable, because it hampers the
implementation of multi-level storage as the resistance of an intermediate level may reach
values associated with a more resistive state [Bru12].
1.2.4.2. Crystalline Phase
Crystalline GeTe is a p-type degenerate semiconductor, i.e. the Fermi energy is situated in the
valence band. The degeneracy is due to the germanium vacancies [BC70]. According to DFT
calculations, this type of defects is more easily formed than the (also suggested) antisite defects
[EPS+06].
The electrical properties of crystalline, pseudo-binary GST compounds are a major topic of
the present thesis and will be extensively discussed in Chapters 5, 6 and 7. At this point, it should
only be noted that they have a strong p-type character. The question whether or not the Fermi
energy lies within the conduction band (degenerate semiconductor) will be addressed in this
work.
1.3. Structure of this Work
This thesis is structured as follows: Having provided an introduction into the basic properties
of phase-change materials in the present chapter, I will describe the theoretical foundations of
transport properties in systems with increasing amounts of disorder in the upcoming Chapter 2,
going from crystlline materials with small amounts of disorder to amorphous materials. Metal-
insulator-transitions will be treated at the end of that chapter. In Chapter 3, the experimental
methods used in this work will be described.
The following four chapters deal with experimental results in different systems with decreasing
amount of disorder: In Chapter 4, Hall-effect data on amorphous phase-change materials
are presented and discussed. Chapters 5 and 6 deal with a disorder-induced metal-insulator
transition in the crystalline phase, and in Chapter 7, I will focus on the metallic side of this
transition, which has been investigated by means of ultra-thin films.
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CHAPTER 2
Fundamentals
2.1. Boltzmann Transport Theory
The common way of describing charge transport in clean, crystalline materials employs the
concept of Bloch waves and the Boltzmann equation, combined with the relaxation-time approx-
imation [IL02]. For a metal with a parabolic band shape and isotropic properties, this framework
yields the same expression for the conductivity σ as the Drude theory, i.e. [Gan05]
σ= enµ= e
2nτ
m∗
= (3pi2)−2/3 e
2
ħ n
1/3(kFλ), (2.1)
with the drift mobility µ= eτ/m∗. Here, e denotes the elementary charge, τ the scattering time
(more precisely: the momentum relaxation time), m∗ the effective mass, n = k3F /3pi2 the carrier
concentration, kF the Fermi wave vector and λ= vFτ= kFτħ/m∗ the mean free path.
In semiconductors, one has to take into account the distribution function and the energy-
dependence of τ(k). In this case, the more general formula reads [See04]
σ=
∫
σ(k)d3k =
∫
e2ħ2
4pi3kB T m∗2
k2x f0(k)(1− f0(k))τ(k)d3k , (2.2)
where f0 is the equilibrium (Fermi-Dirac) distribution function. In other words, τ in the Drude
formula has to be replaced by the weighted average
〈τ〉 = ħ
2
kB Tm∗
∫
k2x f0(k)(1− f0(k))τ(k)d3k∫
f0(k)d
3k
, (2.3)
because n = 14pi3
∫
f0d
3k .
The rates of different scattering mechanisms add up according to Matthiesen’s rule [IL02]
as long as the total scattering rate obtained this way is low. As a result of defect and phonon
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scattering, the Bloch-Grüneisen formula [Blo30] gives a good description for the temperature
dependence of the resistivity of a metal [PFC99],
ρ(T )= ρ0+
piλepkB Tm∗
2ħe2n
(
T
θD
)4 θD /T∫
0
z5
(ez −1)(1−e−z ) dz, (2.4)
where λep denotes the electron-phonon-coupling constant and θD the Debye temperature.
The semiclassical model starts to lose its applicability as disorder becomes so strong that the
product of Fermi wave vector and mean free path kFλ gets smaller and approaches unity. In this
case, quantum corrections have to be added to the Drude conductivity. The Boltzmann theory
eventually breaks down completely if this product falls below this value. The idea that λ can not
become arbitrarily small was first suggested by Ioffe and Regel in 1960 [IR60].
In this section, phenomena in the range of validity of the Boltzmann theory (kFλÀ 1) are
described. In section 2.2, I will discuss the case kFλ& 1 and section 2.3 will deal with the case
kFλ< 1. Section 2.4 deals with charge transport in amorphous solids, where an especially large
amount of disorder is present.
Also not included in the classical Boltzmann theory are electron correlation effects. Both
disorder and correlation may lead to metal-insulator transitions, described in section 2.5. As a
consequence of the high static dielectric constant in phase-change materials, correlation effects
are relatively small. However, disorder enhances also correlation effects via the Aronov-Altshuler
effect and the soft Coulomb gap. These two effects are of relevance for the present work and will
be treated in the sections below.
2.1.1. Hall Effect
The occurrence of the Hall effect can easily be understood within the Drude picture: Free
carriers of charge q =±e, equal velocity vx in x-direction and density n carry a current of density
jx = qnvx through a bar of length L (in x-direction), width W (in y-direction) and thickness d ,
so that the total current is I = jxW d . If a magnetic field Bz is applied in z-direction, the carriers
will be deflected by the Lorentz force FL,y =−qvx Bz . If current flow in y-direction is inhibited,
this force has to be compensated by an electrical field
Ey = vx Bz = jx Bz
qn
, (2.5)
which corresponds to a Hall voltage of
UH = EyW = I Bz
d qn
≡RH I Bz
d
(2.6)
with the Hall coefficient RH = 1nq . Obviously, the sign of q determines the sign of UH.
A more precise derivation within the framework of Boltzmann’s transport theory can be found
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in reference [See04]. In the limit of not too high magnetic fields compared to the inverse mobility
it ends up with the same result except that
RH = rH
nq
, (2.7)
where rH is called the Hall scattering factor and is defined by rH = 〈τ
2〉
〈τ〉2 . Here, τ is the (energy-
dependent) relaxation time and 〈·〉 denotes averaging according to (2.3). Values of rH for various
scattering channels with characteristic power-law exponents r of the relaxation time τ ∼ E r
are listed by Bronger [Bro07]. They are typically of the order of one, and therefore, rH = 1 has
been assumed throughout this work. For instance, ionized impurity scattering (r = 3/2) leads
to rH ≈ 1.93. However, it should be noted that these values are calculated for a non-degenerate
semiconductor. In cases where the Fermi-Dirac distribution can not be approximated by the
Boltzmann distribution, the values differ and may become temperature-dependent.
For a combined notation of both longitudinal conductivity and the Hall effect, a conductivity
tensor is defined [Sin01] (the two-dimensional notation assumes that the current flow is within
the x-y-plane and the magnetic field perpendicular to this plane):(
jx
jy
)
=
(
σxx σxy
σyx σyy
)(
Ex
Ey
)
. (2.8)
Assuming isotropy, σxx =σyy and σyx =−σxy. Experimentally one usually deals with a current
flowing in x direction and measures the voltage drops in x and y direction, i.e. one measures
the xx and xy components of the resistivity tensor defined by(
Ex
Ey
)
=
(
ρxx ρxy
ρyx ρyy
)(
jx
jy
)
. (2.9)
From this measurement, the Hall carrier concentration nH and the Hall mobility µH are defined
by
nH = 1
RHe
= Bz
eρyx
(2.10)
and
µH = σxx(B = 0)
enH
. (2.11)
An important measure is the so-called Hall angle θH between the electrical field E and the
current j , tanθH = µHBz . If this angle is small, the diagonal components of the conductivity
tensor can be calculated component-wise from the diagonal components of the resistivity tensor,
σxx ≈ ρ−1xx , while generallyσxx = ρxxρ2xx+ρ2yx . The Hall angle θH has been sufficiently small throughout
this work, and the simple formula, which does not require a measurement of ρyx, has been used,
even to calculate σxx(B 6= 0).
If more than one conduction channel is present, they will both contribute to the total current,
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j totx = j (1)x + j (2)x =
(
σ(1)+σ(2))Ex =σtotEx . In y-direction however, the two channels constitute
two (Hall) voltage sources in parallel, each with an "internal resistance" ∼ 1/σ. Therefore, the
resulting Hall voltage will be the weighted average of the Hall voltages for each channel, the
weighting factor being the conductivity,
RresH =
U resH d
I Bz
= σ
(1)µ(1)H +σ(2)µ(1)H
(σtot)2
. (2.12)
As a result, the obtained Hall mobility is also the weighted mean of both channels’ Hall mobilities,
while the obtained Hall carrier concentration underestimates the total number of carriers of
both channels, nresH < (n(1)H +n(2)H ).
In this simple picture one can also understand the occurrence of the Hall scattering factor: If
one thinks of each element d3k in k-space as an independent conduction channel, one could
write
RH =
∫
µH(k)σ(k)d
3k(∫
σ(k)d3k
)2 . (2.13)
Herein, µH(k)= e/m∗τ(k) and σ(k) from (2.2) can be regarded as each k ’s Hall mobility and
contribution to the conductivity, respectively. Comparing this with the weighting function in
(2.3) finally leads to
RH = 1
en
〈τ2〉
〈τ〉2 , (2.14)
which is exactly how rH has been introduced before.
The Hall effect at moderate magnetic fields provides sensible information about the carrier
concentration in semiconductors only. In metals with complex Fermi surfaces, the correct carrier
concentration is obtained only if special assumptions about the trajectories of the carriers in k-
space are fulfilled and very high (B Àµ−1) fields are applied. At lower fields, the Hall coefficient
and even its sign may become strongly field-dependent [AM05, pp. 19, 290–303]. This work
however is constrained to degenerate semiconductors where a parabolic band and spherical
Fermi surface have been assumed.
2.1.2. Semiclassical Magnetoresistance
In the calculations above, only terms linear in B have been considered. If quadratic terms are
included, corrections to the diagonal elements of the conductivity tensor are obtained. These
corrections lead to the (classical) magnetoresistance (MR) if the energy-dependence of τ is
considered and non-degenerate statistics (i.e. the Fermi-Dirac distribution is approximated by
the Boltzmann distribution) are applied [See04].
In metals, where τ(E) merely changes over the width of the Fermi edge, this calculation does
not predict any magnetoresistance [Sin01], i.e. no corrections are obtained for the diagonal
elements of the resistivity tensor.
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Complex Fermi surfaces, however, give rise to magnetoresistance effects in metals as well
[AM05]. An empirical rule for magnetoresistance has been found by Kohler in 1938 [Koh38] and
named after him. Kohler’s rule states that, for a given metal, the relative change of resistivity
∆ρ/ρ due to classical magnetoresistance follows a universal function which only depends on
B/ρ0, where ρ0 is the resistance at zero field [Zim60], or equivalently on the dimensionless
parameter ωcτ, with the cyclotron frequency ωc = eB/m∗.
Magnetoresistance does not depend on the sign of B and at sufficiently low fields it should be
of the form ∆ρ/ρ∝ (ωcτ)2. Hence, magnetoresistance measurements provide a rough estimate
for the carrier mobility via ∆ρ/ρ ∼= (µB)2.
2.2. Weak Disorder
In the semi-classical model, which underlies the Boltzmann transport theory, the charge carriers,
though constructed of Bloch wave packages, are treated as classical particles. Their wave nature
and therefore their ability to interfere (with itself and identical particles) are neglected. This
wave character leads to the phenomena of weak localization (WL) and weak antilocalization
(WAL).
2.2.1. Quantum Interference
2.2.1.1. Weak Localization
Let us regard an electron as a classical particle which is located at the origin r = 0 at time t = 0.
The diffusive motion, which starts at this time, resembles a random walk from one scattering
center to the next. The probability density ρ(r , t ) for finding the particle at time t > 0 in a volume
d3r at place r is a Gaussian distribution [Gan05],
p(r , t )= (4piDt )−d/2e− r
2
4Dt , (2.15)
where
D =λvF /d (2.16)
denotes the diffusion coefficient with the Fermi velocity vF , the mean free path λ = vFτ, the
(elastic) scattering time τ and the dimensionality d . The diffusion coefficient is linked to the
conductivity σ and the density of states at the Fermi energy N (EF ) by the Einstein relation,
which reads [AM05, p. 778]
D = σ
e2N (EF )
, (2.17)
and is, in the case of a single isotropic parabolic band, equivalent to equation (2.16).
The distribution function (2.15) is shown as a solid line in Figure 2.1. The probability p(r = 0, t )
that the electron revisits the origin is due to loop-like paths. Such loops occur in pairs, since
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Figure 2.1.: Origin of weak localization.(a) Sketch of diffusion-path loops of different sizes. As
long as the travel time is smaller than the dephasing time, the wave nature has to be
considered and the clockwise-and anti-clockwise path interfere at the origin. Thus,
such loops give rise to weak localization. Adapted from [Gan05]. (b) Probability ρ
for finding a diffusively (diffusion constant D) moving particle at time t in a volume
d3r at distance r from the origin (2D case). Red solid line: classical picture; blue
dashed line: increased backscattering due to constructive interference of the wave
function (weak localization); green dotted line: decreased backscattering (weak
antilocalization). Adapted from [Ber84].
each loop can be time-reversed. In the above classical picture, the probabilities of these two
paths add up to the probability independently and the total amplitude is |A1|2+|A2|2 = 2A2.
Quantum mechanically on the contrary, the amplitudes of each wave have to be added up
before calculating the squared modulus, |A1+ A2|2 = 4A2, due to the interference term 2|A1 A2|,
which has to be considered if the phase information is preserved. This is the case if no inelastic
scattering event occurs within the loop, i.e. if t < τφ, τφ being the dephasing time. Consequently,
the probability of backscattering is increased by a factor of 2, see dashed line in Figure 2.1. Such
an increased probability of backscattering (compared to the classical value) results in a negative
quantum correction δσ to conductivity, which needs to be added to the Drude conductivity.
This is called weak localization. In three dimensions, the simple arguments that only loops with
travel times τ< t < τφ contribute to such corrections and that at given time t , the fraction of
carriers which revisit the origin within time dt is vFλ
2
(Dt )3/2 leads to [Gan05]
δσ
σ
≈−
τφ∫
τ
vFλ2dt
(Dt )3/2
=−(k2Fλ)−1
(
1
λ
− 1
Lφ
)
, (2.18)
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where the phase-breaking length Lφ =
√
Dτφ has been introduced. This pertubative treatment
is valid if kFλÀ 1 [LR85] and the relative corrections are small [Gan05]. The inelastic scattering
rates, and consequently also the quantum corrections, depend on temperature (see subsection
2.2.1.4).
The above result needs to be modified if one or two of the sample dimensions falls below Lφ.
In this case, the effective dimensionality with respect to quantum corrections is reduced to d = 2
or d = 1, respectively. The case d = 2 will be discussed further below.
2.2.1.2. Weak Antilocalization
If spin-orbit interaction takes place during a scattering event, the constructive interference for
backscattering can become destructive, leading to positive quantum corrections termed weak
antilocalization [Gan05]. The spin-orbit scattering rate τ−1SO depends on the atomic number Z
via [Gan05, MT78, AG62]
τ−1SO
τ−1
∼ (αFSZ )4, (2.19)
whereαFS = e2/4pi²0ħc denotes the fine-structure constant. At sufficiently low temperatures, the
inequality τ¿ τSO ¿ τφ will be fulfilled. In this situation, loops associated with τ< t < τSO will
continue to contribute to negative quantum corrections to conductivity, while loops associated
with τSO < t < τφ give rise to the aforementioned positive corrections.
2.2.1.3. Influence of Magnetic Fields
A magnetic field leads to a positive or negative phase shift depending on whether the loop is
traveled clockwise or anti-clockwise [Gan05]. Consequently, the interference in the origin is no
longer necessarily constructive. If the loop size is fixed (e.g. if the sample is a thin cylinder),
sweeping the magnetic field will result in a continuous, periodic change between constructive
and destructive interference (Aharonov-Bohm oscillations). In large and simply connected
samples however, the loop size is not fixed. Therefore the magnetic field introduces an effective
dephasing mechanism, and the associated magnetic time τB = piħeBD constitutes a more restrictive
upper limit in integrations like (2.18), such that τφ has to be replaced by τB .
Using diagrammatic methods, Hikami, Larkin and Nagaoka (HLN, [HLN80]) derived an ex-
pression for the magnetic-field-dependent quantum corrections to the conductivity in the
two-dimensional case and in the presence of various scattering mechanisms, namely elas-
tic scattering, spin-orbit scattering, spin-flip scattering at magnetic impurities and inelastic
scattering [Ram98, p. 467]:
(δσ)QI,⊥ =−
e2
2pi2ħ
[
ψ
(
1
2
+ B1
B
)
− 3
2
ψ
(
1
2
+ B2
B
)
+ 1
2
ψ
(
1
2
+ B3
B
)]
. (2.20)
Here, ψ is the digamma function and the characteristic fields B1 = Be +BSO+BS, B2 = 23 BS+
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4
3 BSO+Bφ and B3 = 2BS+Bφ are related to the scattering times via
Be = ħ
4Deτ
, BS = ħ
4DeτS
, BSO = ħ
4DeτSO
, Bφ = ħ
4Deτφ
. (2.21)
The mechanism of spin-flip scattering at magnetic impurities with rate τ−1S effectively has an
effect of dephasing.
Starting from (2.20), many important special cases may be deduced [HLN80]. For sufficiently
small fields (B ¿B1) for instance, the magnetoconductivity (∆σ)QI = (δσ)QI (B)− (δσ)QI (B = 0)
simplifies to
(∆σ)QI,⊥ =−
te2
2pi2ħ
[
ln
Bφ
B
−ψ
(
1
2
+ Bφ
B
)]
, (2.22)
which can be further approximated for smallest fields (B .Bφ),
(∆σ)QI,⊥ =
te2
24 ·2pi2ħ
(
B
Bφ
)2
. (2.23)
If spin-flip scattering is negligible, τ−1S = 0, the parameter t depends solely on the relative
strength of spin-orbit scattering, t = 1 if spin-orbit scattering is weak (τSO À τφ) or t = −12
if spin-orbit scattering is strong (τSO ¿ τφ). Neglecting spin-flip scattering also reveals the
temperature dependence of the quantum corrections due to weak (anti-)localization for B = 0
[LR85]
(δσ)QI (B = 0,T )= tαIVp
e2
2pi2ħ ln
(
T
T0
)
(2.24)
where a power law for the dephasing rate, τ−1φ ∝ T p has been assumed. Here, αIV = Nvν
accounts for valley degeneracy, such that αIV ≈ 1 or αIV ≈ Nv, the number of valleys, if inter-
valley scattering is strong or weak, respectively. Of course, σ may not become negative, and all
pertubative expressions for δσ are only valid as long as the relative correction is small, δσ¿σ
[Gan05].
Above, it has been implicitly assumed (and denoted by the subscript "⊥") that the magnetic
field is directed perpendicular to the plane of the two-dimensional sample. A magnetic field
parallel to a truly two-dimensional sample is expected to have no influence on quantum inter-
ference. However, the case of a small, but finite film thickness d has been treated by Altshuler
and Aronov [AA81] for pure weak localization:
(∆σ)QI,∥ =
e2
2pi2ħ ln
(
1+
B 2∥ed
2
12ħBφ
)
. (2.25)
This has been extended to spin-flip and spin-orbit scattering by Rosenbaum [Ros85]. In the
latter case,
(∆σ)QI,∥ =
e2
2pi2ħ
[
3
2
ln
(
1+
B 2∥ed
2
12ħB2
)
− 1
2
ln
(
1+
B 2∥ed
2
12ħB3
)]
, (2.26)
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with B2 and B3 defined as before, is obtained.
A similar equation like (2.20) has been established for the three-dimensional case by Altshuler,
Aronov, Larkin and Khmelnitskii [AALK81] and Kawabata [Kaw80] and reads [OARB85, BFCS86]:
∆σ=− e
2
2pi2ħ
(
eB
ħ
)1/2
×
[(
1
2
+β
)
f3
(
B
Bφ
)
− 3
2
f3
(
B
B4
)]
, (2.27)
with
f3(h)=
∞∑
n=0
2 ·
[(
n+1+ 1
h
)1/2
−
(
n+ 1
h
)1/2]
− 1(
n+ 12 + 1h
)1/2 (2.28)
≈

h3/2
48
(
1− 7h264 + 91h
4
2048 − 3h
6
160
)
(h ≤ 0.6)
0.6049− 2h1/2 + 2.389h − 2.355h2 (h ≥ 25).
(2.29)
Here, B4 =Bφ+2BSO. The term β accounts for the quenching of superconducting fluctuations
[BFCO84], and β≈ 0 if T À TC , the critical temperature [Lar80].
By fitting formulae such as (2.20) or (2.27) to experimental data, the dephasing length, the
elastic mean free path and the strength of spin-orbit scattering can be obtained. This will be
done in chapter 7.
2.2.1.4. Dephasing Mechanisms
The effects of weak localization and weak anti-localization are temperature-dependent. This
temperature dependence is largely given by the temperature dependence of the dephasing rate.
Hence, the mechanisms of dephasing will be discussed in the following paragraphs.
Usually, the most important inelastic scattering mechanisms that are responsible for de-
phasing are electron-electron scattering and electron-phonon scattering. Electron-electron
scattering is enhanced in disordered systems due to the diffusive transport [Gan05]. To cal-
culate the effective dephasing rate due to electron-electron scattering, the different energy
transfers associated with each scattering event must be taken into account [LR85]. For a two-
dimensional film of thickness d , this has been done by Altshuler, Aronov and Khmelnitski (AAK)
[AAK82, FA83, Fuk84], and the dephasing rate reads [LR85]
τ−1φ,ee =
kB T
2piDN2D (EF )ħ2
ln(piDN2D(EF )ħ)= pie
2
2pi2ħRS
kB T
ħ lnG , G =
piħ
e2RS
, (2.30)
with the two-dimensional density of states N2D(E)= N3D(E)/d and the sheet resistance RS =
ρxx,3D/d . The fact that τ−1φ,ee ∝ T 1 implies p = 1 in (2.24).
For electron-phonon scattering, the power law exponent p in τ−1φ ∝ T p can take on dif-
ferent values 2 ≤ p ≤ 4 depending on the respective regime, i.e. dimensionality, strength of
disorder, temperature and type of phonons (longitudinal or transverse) [Maz11]. In a dirty,
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two-dimensional film for instance, it can be described by [LM78]
τ−1φ,e-ph = 14piζ(3)λepωD
(
T
θD
)3
, (2.31)
where ζ is Riemann’s ζ-function, θD and ωD denote the Debye temperature and frequency,
respectively, and λep is the electron-phonon-coupling constant.
2.2.1.5. Hall Effect
Fukuyama [Fuk80] and Altshuler [AKLL80] have shown via diagrammatic methods for two-
dimensional systems that in the limit ωcτ¿ 1 there are no corrections to the Hall coefficient,(
δRH
RH
)
QI
= 0. (2.32)
2.2.2. Electron-Electron Interaction
The diffusive transport not only leads to a high probability of backscattering of each carrier,
it also increases the Coulomb interaction between the carriers [Gan05]. This does not only
affect the dephasing rate (see 2.2.1.4 above), but also the density of states. Specifically, the
density of states at the Fermi energy will be reduced. In some instances, this can be observed
by tunnel-junction spectroscopy (e.g. [MM81]) and of course also leads to corrections to the
conductivity. This is called Aronov-Altshuler effect.
The characteristic time scale for this process is not the inelastic scattering rate, but the relative
dephasing between the two carriers inherent to their energy difference∆²∼ kB T , τee ≈ ħkB T . This
also determines the criterion for dimensionality: The sample dimensions must be compared to√
Dħ
2pikB T
[Ber84].
The resulting corrections to conductivity in two dimensions have been calculated by Altshuler
and Aronov [AAL80] and read [LR85]
(δσ) EEI = e
2
2pi2ħ
(
1− 3
4
F˜σ
)
ln
(
T
T0
)
. (2.33)
Here F˜σ is a screening factor. In cases of strong spin-orbit scattering, the substitution
(
1− 34 F˜σ
)→
1 has to be performed [MC85].
In three dimensions, the corrections are of the form [Gan05]
(δσ) EEI =−const+
(
e2
ħ
)√
kB T
ħD . (2.34)
Although there is a weak dependence on magnetic field due to spin-splitting effects [LR82],
the magnetoresistance attributed to electron-electron interaction is rather small compared to
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that of the quantum interference. In two dimensions [LR85]:
(∆σ) EEI =

e2
2pi2ħ0.084
F˜σ
2
(
gµB H
kB T
)2 ( gµB H
kB T
¿ 1
)
e2
2pi2ħ
F˜σ
2 ln
(
gµB H
1.3kB T
) (
gµB H
kB T
À 1
) (2.35)
with the Landé-g -factor and the Bohr magneton µB . If spin-orbit scattering is prominent, these
contributions only come into play at high fields, where gµB H Àħτ−1SO [LR85].
2.2.2.1. Hall Effect
According to Altshuler [AKLL80], electron-electron interaction leads to relative corrections of
the Hall coefficient which are twice as large as the relative corrections to resistance,(
δRH
RH
)
EEI
= 2
(
δR
R
)
EEI
. (2.36)
If both quantum-interference and electron-electron interaction contribute to corrections to
conductivity, the total corrections to the Hall coefficient are expected to be [MC85](
δRH
RH
)
tot
= 2 (δσ) EEI
(δσ) QI+ (δσ) EEI
(
δR
R
)
tot
. (2.37)
2.3. Strong Disorder
2.3.1. Anderson Localization
Figure 2.2.: Extended vs. localized wave function: In (a), an extended-state wave function is
depicted which only loses its phase coherence over the mean free path l . This
wave function is extended throughout the crystal. By contrast, the wave function
depicted in (b) is localized: its envelope decays exponentially on a length scale of ξ,
the localization length. Taken from [LR85].
In 1958, long before the works on weak localization, Anderson [And58] has shown that a
critical amount of disorder leads to strong localization of the electronic states. The following
explanation is based on the books by Shklovskii and Efros [SE84], Overhof and Thomas [OT89]
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and Gantmakher [Gan05]. To define "localization", consider a spatially infinite sample. An
electronic state with wave functionΨ is considered localized if the probability density |Ψ|2 is
finite in some region, the spacial extend of which is characterized by the localization length ξ.
This is in contrast to states, which are extended over the whole infinite crystal, e.g. Bloch waves,
such that – after appropriate normalization – |Ψ|2 = 0 [SE84]. The two cases are illustrated in
Figure 2.2.
a
W/2
0
−W/2
P(0)
0
W
2
0
−
W
2
N
W
Figure 2.3.: Disorder potential in Anderson’s model: Potential wells are assumed to be equidis-
tant (spacing a), but of random depth. If they were isolated, each well would have
its own ground state energy (red lines). These energies are assumed to be uniformly
distributed in an interval of width W . If this width is large compared to the transfer
integral, states are localized. Redrawn after [Gan05].
Anderson has shown that a disorder potential may cause the wave functions to be localized.
He assumes a potential with N equidistant wells (distance a) of random depth1, as depicted in
Figure 2.3. This is described by the tight-binding Hamiltonian
H =∑
j
² j a
†
j a j +
∑
j ,m 6=0
J (m)a†j a j+m , (2.38)
Here, the ² j are the energy levels of state | j 〉 (red lines in Figure 2.3), measured with respect to
their average [SE84], the a†j and a j are the creation and annihilation operators of state | j 〉, and
J(m) is the transfer integral between m-th nearest neighbors. In the following, only nearest-
neighbor coupling of the simple form J(m = 1) ≡ J is considered. The ² j are supposed to be
uniformly distributed in an interval of width W
P (²)=

N
W (|²| < W2 )
0 (|²| > W2 ).
(2.39)
1In a different model by Lifshitz, which yields similar results, the potential depth is equal for all states, but the
distance varies. While Anderson’s model describes diagonal disorder in the Hamiltonian, the Lifshitz model deals
with off-diagonal disorder.
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Even though the model can not be solved exactly, an important conclusion can be drawn
by some qualitative reasoning [SE84, Gan05]. From a two-well potential, it is known that in
both eigenstates a single carrier is shared equally between both wells if the depths are equal. By
contrast, if the ratio W /J between the energy difference W and the transfer integral J is large,
the eigenstates of the double-well are basically the eigenstates of each single well with small
pertubative corrections, i.e. the carrier is localized in one of the two wells. Also in the many-well
potential it is this parameter W /J which decides whether the wave function is spread over the
whole crystal (extended) or localized. In three dimensions, the situation is as follows: At large
values of W /J , all states are localized. At a critical value
W
J
=
(
W
J
)
crit
, (2.40)
extended states appear in the middle of the band. The critical value depends on the lattice type
and can be calculated employing percolation theory. Further reduction of W /J broadens the
energetic region of extended states. This inspired Mott to introduce the concept of a mobility
edge [MD79] which separates the extended from the localized states (see Figure 2.4)
E
g(E)
−E
mob Emob
Figure 2.4.: Anderson density of states. If W /J is below the critical value, states in the middle
of the band are delocalized, while states beyond the two mobility edges Emob and
−Emob are localized (yellow). Redrawn after [SE84].
By contrast, in one dimension there are no extended states at all. Disorder, however small
it may be, leads to localization of all states. According to scaling theory (see subsection 2.5.3),
the same is true in two dimensions. It must be emphasized that the criterion for a reduced
dimensionality is now much more rigid than in the case of weak localization. If the sample size
d in one dimension is small, the quantization in that direction leads to an energy spectrum of
the form E =ħ2k2∥/2m+E⊥(i ). The dimensionality is then reduced if the Fermi energy is smaller
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than the energy splitting [Gan05], i.e.
EF <∆s , ∆s = E⊥(i = 2)−E⊥(i = 1). (2.41)
Because ∆s ∝ d−2 and EF ∝ n2/3, this means that the mean distance between the carriers must
be larger than the film thickness2, n−1/3 > d . Such systems are either extremely thin films, or,
more often, heterostructures or inversion layers.
2.3.2. Hopping Conductivity
Figure 2.5.: Hopping conduction. Hopping conduction in a non-degenerate disordered semi-
conductor. While at high temperatures, thermal excitation enables conduction
within the extended states of the conduction and/or valence band (not shown), at
low temperatures ∼ T2, conduction takes place by nearest-neighbor hopping (2),
and at even lower temperatures ∼ T1, it is dominated by variable-range hopping (1).
Taken from [Kre10a].
While localized states can not conduct through the whole sample via band transport, phonon-
assisted transitions of a carrier from one localized state to another are still possible at finite
temperature, giving rise to hopping conductivity. This is depicted in Figure 2.5. For a general
treatment of this mechanism (cf. pp. 58–67 of reference [Gan05], which is at the basis of the
present section), all states are considered to be connected to each other via transition rates τ−1ij .
These rates are determined by three factors:
• The distance between the initial and the final state enters the squared overlap∝ exp(−2rij/a∗B ),
where the localization radius has been assumed to equal the (effective) Bohr radius a∗B ,
which can, in many instances, be estimated by the hydrogen-like model to be a∗B =
0.529Å ·²st ·me /m∗.
2V.F. Gantmakher, private communication
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• However small the energy difference between two levels may be, it remains finite. There-
fore, a phonon of energy ∆ij = ² j −²i needs to be absorbed or emitted. The Bose statistics
at the given temperatures determine how likely the presence of such a phonon is.
• Due to the Pauli principle, not only must the initial state be occupied, but also the final
state must be empty. The probability for both is given by the Fermi statistics at the given
temperature.
The second and third aspect can be combined by considering a thermal activation with energy ²ij
and the whole system can be treated as a Miller-Abrahams network, where each state is regarded
as a knot in an electrical circuit and all the knots are connected to each other by resistances Rij
such that
Rij ∝ τij ∝ exp
(
2rij
a∗B
)
exp
(
²ij
kB T
)
. (2.42)
The general approach is now to apply percolation theory and remove the connections with
highest resistances as long as the network remains connected. In practice, there are mainly two
important special cases: nearest-neighbour hopping and variable-range hopping.
2.3.2.1. Nearest-Neighbor Hopping
If an energetically narrow region of a high density of localized states at an energy level E loc
(different from the Fermi energy EF ) exists, such as the impurity band induced by dopants,
nearest-neighbor hopping between these states may take place. The energy differences ∆ij in
this narrow region are supposed to be small compared to E loc−EF . Therefore, it is not the phonon
component, but the Fermi-Dirac statistics which dominate the temperature dependence, i.e.
for the non-degenerate case ²ij = |EF −E loc|, independent of i and j . In consequence, the
resistances Rij only depend on the spatial distance between the states, and the solution of the
Miller-Abrahams network consists in the removal of all connections which are not between
nearest neighbors. The overall conductivity follows [Gan05]
σNNhop =σNNhop0 exp
(
−|EF −E
loc|
kB T
)
. (2.43)
2.3.2.2. Variable-Range Hopping
Nearest-neighbor hopping can only take place as long as the thermal energy is of the order
of |EF −E loc| (see Figure 2.6, left or Figure 2.5 (1)). At temperatures kB T ¿ |EF −E loc|, the
mechanism will freeze out. However, if there are states in the close, kB T -wide vicinity of the
Fermi energy, they may still contribute to hopping transport (see Figure 2.6, middle or Figure
2.5 (2)). In this narrow energetic region, the density of states is assumed to be constant, N (E)≡
N (EF ). In this situation, not the Fermi-Dirac statistics, but the required phonons dominate
the temperature dependence, i.e. ²ij = ∆ij. In the theoretical treatment, all states outside a
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Figure 2.6.: Hopping-relevant portion of the density of states at different temperature
scales: With decreasing temperature (left to right), the hopping mechanism may
change from nearest-neighbor hopping via Mott hopping to Efros-Shklovskii hop-
ping. Please note that, as indicated by the kB T -bar, each energy axis is scaled to
the respective temperature. Redrawn after [Gan05].
range of EF ± ² are removed from the Miller-Abrahams network. The remaining connections
are than treated as if all of them were characterized by some energetic difference ∆ij ∼ ². Then,
the average spatial distance is rij ∼ (N (EF )²)−1/d . Here, d is the number of dimensions. At
each temperature, a trade-off between small energetic differences and small spatial distances
must be achieved by optimizing ². The optimum happens to be ²'
(
kB T
(N (EF ))1/d a∗B
)d/(d+1)
, which
corresponds to an average hopping distance of
r¯ ≈
(
a∗B
N (EF )kB T
)1/(d+1)
, (2.44)
and the final conductivity reads
σ=σ0 exp
(
−TM
T
)1/(d+1)
, kB TM ≈
[
N (EF )(a
∗
B )
d
]−1
. (2.45)
This mechanism is called Mott variable-range hopping. Other sources [HL96] write for the Mott
hopping temperature in three dimensions
kB TM = 18
ξ3N (EF )
, (2.46)
where ξ is the localization length, i.e. a∗B
3 has been replaced by ξ3/18 .
The assumption of a constant density of localized states may be violated if electron-electron
interaction is taken into account. This can be seen from a simple argument by Efros and
Shklovskii [ES75] (also found in [LR85]): At T = 0K, all electronic states below EF are occupied
and all states above are empty. This must be the ground state, such that no energy is gained by
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exciting one carrier from a state i below EF into a state j above µ,
∆Ei→ j = ² j −²i − 1
4pi²0²st
e2
rij
> 0, (2.47)
where the last term describes the Coulomb binding energy of the exciton, where ²st is the static
dielectric constant and rij the distance between the two states. Since the distance scales with[
N (EF ) · (² j −²i )
]−1/3, the binding energy exceeds ² j −²i if ² j −²i ¿∆= ( 14pi²0²st )3/2 e3(N (EF ))1/2,
such that the inequality (2.47) is violated. A self-consistent solution is found by introducing the
soft Coulomb gap, where the density of states N (E ) goes with |E −EF |d−1 in an energy interval of
width ∆ around EF . Simply speaking: Like the diffusive motion due to weak disorder enhances
eletron-electron interaction and thereby causes modifications to the density of states at the
Fermi energy (Aronov-Altshuler effect), strong localization due to disorder together with the
Coulomb interaction causes the soft gap.
The Coulomb gap must be taken into account in the derivation of the variable-range hopping
law at temperatures kB T . kB Tx = e
4a∗B N (EF )
(4pi²0²st)2
[ES75]. Tx is the critical temperature below which
the typical energy difference ² between the two sites involved ih a variable-range hopping event
is smaller than the width ∆ of the Coulomb gap (see Figure 2.6, right). The modified result for
the hopping conductivity reads [Gan05]
σ=σ0 exp
(
−TES
T
)1/2
, TES = e
2
4pi²0²sta∗B
, (2.48)
independent of dimensionality. This mechanism is called Efros-Shklovskii hopping. In rare
instances, a crossover between the two variable-range-hopping mechanisms is observed. The
crossover temperature expressed in terms of the localization radius reads [HL96]
kB Tx = 0.38 e
4ξN (EF )
(4pi²0²st)2
, (2.49)
where again (a∗B )
3 has been replaced by ξ3/18. It can be seen that the higher ²st, the lower Tx .
A magnetic field may affect the hopping transport in multiple ways: A magnetic-field-induced
shrinkage of the localized wave functions [SE84] leads to a positive magnetoresistance which is
quadratic in field [PH91]
ρ(B)−ρ(0)
ρ(0)
≈ ln
(
ρ(B)
ρ(0)
)
= (5e2/2016ħ2)ξr¯ 3B 2, (2.50)
thus being important at high fields where the magnetic length lB =
√
ħ
eB resembles the localiza-
tion length ξ [VFOP96].
At small and intermediate fields however, a negative magnetoresistance is often (e.g. [SO89,
PH91, HV95, WKLC98, SWLR02]) observed in the variable-range hopping regime. Rarely, this
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is interpreted [Ova86, VFOP96] as a consequence of the suppression of backscattering, analo-
gously to the effects in the weak-localization regime. More often, the results of the numerical
simulations by Nguyen, Spivak and Shklovskii (NSS) [NSS85a, NSS85b] are used to explain this
phenomenon. NSS considered more than two hopping sites to be involved in a single hopping
event [Sch90]. Several trajectories via different virtual transitions to such neighboring sites
interfere [HV95]. A magnetic field alters this interference. Then, paths with an initially low
(due to destructive interference) probability become more favorable. This leads to a negative
magnetoresistance which is linear in field [Sch90, PH91], except for very low fields where it is
quadratic in field [HV95, PH91]. This so-called oriented-path model, which is analogous [Sch90]
to Holstein’s treatment of the Hall effect in the hopping conduction (see below), has been taken
up by Schirmacher in his theoretical treatment which considers only a third site and yields
[PH91]
ρ(B)−ρ(0)
ρ(0)
≈ ln
(
ρ(B)
ρ(0)
)
=N (r¯ξ)3/2r¯ 2 eħB , (2.51)
where N is the concentration of scatterers.
A second negative contribution considered by Raikh [RCY+92] due to the reduction of the
hopping activation energy is supposed to be relevant at very high fields only [PH91].
Another mechanism which leads to a positive magnetoresistance has been considered by
Kurobe and Kamimura (KK) [KK82] and is due to the magnetic-field induced alignment of the
electronic spins [VFOP96].
2.4. Transport in Amorphous Materials
2.4.1. Density of States
Amorphous solids lack long-range order, i.e. they do not possess the periodicity of a crystal.
Since the concept of reciprocal space, hence wave vectors k and the Bloch theorem, rely on
this periodicity, it is evident that the concepts of section 2.1 are not applicable for amorphous
materials.
However, the local bonding environment of all atoms may still be very similar. It is this short-
range order which still gives rise to features in the electronic density of states N (E) similar to
those of crystals, namely bands and band gaps [Ell84], as shown by Weaire and Thorpe [WT71].
For example, in amorphous silicon, the local environment is determined by sp3-bonding, and
the bonding orbitals give rise to the valence band, while the anti-bonding orbitals form the con-
duction band. In many chalcogenides, the (non-bonding) lone pairs of the two-fold coordinated
chalcogen atom are assumed to contribute to the top of the valence band as well [Ell84, PLB+04].
However, it is not sure if this concept also applies to phase-change materials.
Due to small fluctuations of the local chemical environment, the band edges in an amorphous
solid are not as sharp as they are in a crystal. Instead, the bands possess exponential tails which
26
2.4. Transport in Amorphous Materials
lead into the band gap, visible as the so-called Urbach tails [Urb53] in absorption spectra, e.g.
for the conduction band
N (E)∝ e−
E−EC
γC . (2.52)
According to a model by Cohen, Fritzsche and Ovshinsky (CFO, [CFO69]), these tails are espe-
cially pronounced in amorphous chalcogenide semiconductors, such that the valence band tail
and the conduction band tail overlap, leading to a non-zero density of states within the whole
gap.
Besides the tails, additional peak-like features in the density of states might exist within the
band gap. They are due to defects in the local environment. An often-mentioned example are
dangling bonds in amorphous silicon [OT89, p.14]. Such states might be shallow, i.e. close to the
band edge, or lie deep within the gap.
A consequence of the comparably high density of states within the band gap of defect-rich
amorphous semiconductors is the pinning of the Fermi level near mid-gap [MD79].
The high degree of disorder leads to Anderson localization of states in the energetically outer
regions of the band, which are separated from the extended states in the band centers by the
mobility edges EV and EC for the top of the valence band and the bottom of the conduction
band, respectively. As there is no lattice periodicity, these extended states cannot be Bloch-states
of the form
|Ψk〉 =
∑
i
exp(i kR i )|i 〉. (2.53)
Instead, the random-phase model [Hin70] assumes them to be of the form
|Ψλ〉 =
∑
i
aλi |i 〉, (2.54)
with the aλi each having modulus of the order of 1, but random phases [OT89].
A sketch of an exemplary density of states is shown in Figure 2.7.
2.4.2. Extended States Conduction
A general description of the electrical conductivity is given by [Ell84, p. 209 et seqq.]
σ=−
∫
σ(E)
∂ f (E)
∂E
dE . (2.55)
This expression includes the Boltzmann result in crystals, equation (2.2), but is more general
as it can also be applied to the extended-state transport in an amorphous material, where k is
not a meaningful quantity. At T = 0K, σ=σ(EF ). Since localized states do not conduct at zero
temperature, σ(E) must be zero for E < EC , but finite for energies E within the extended states.
Because the Fermi level is usually close to mid-gap, where all states are localized, transport
in the extended states takes place only if carriers can be thermally activated, i.e. at elevated
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Figure 2.7.: Electronic density of states of an amorphous semiconductor. The sketch follows
the empirical model by O’Leary, Johnson and Lim (OJL, [OJL97]), where the valence
band (red) and the conduction band (purple) have basically a
p
E-shape (solid and
dashed red and purple lines), just as in a crystalline semiconductor, but with tails
(orange and blue) attached. In these tails, the density of states decays exponentially.
Both bands possess mobility edges (EV and EC ) which separate extended from
localized states and are supposed to be situated at the crossover between the
exponential band tail and the
p
E-region. Also shown are shallow and deep trap
states (light and dark green). Figure taken from [Kre10a] (slightly modified).
temperatures. In case of a discontinuous (step-like) mobility edge3, the conductivity is of the
form [Ell84]
σext = eN (EC )µextkB T︸ ︷︷ ︸
σext0
exp
(
−EC −EF
kB T
)
, (2.56)
with µext being a mobility averaged over the relevant extended states. This so-called Standard
Transport Model can be derived heuristically [OT89, pp. 24–26] or from the Kubo-Greenwood
formula employing the random-phase model [OT89, pp. 35–38].
The Hall effect for this transport mechanism will be discussed below.
A basic assumption of the model is that the strict distinction between localized and extended
states is justified. Due to inelastic processes (electron-phonon coupling and electron-electron
interaction), this assumption will be violated more or less severely [OT89]. A Revised Standard
Transport Model has been set up be Overhof and Thomas [OT89] to relax this restriction. How-
ever, the revised model does not treat the Hall effect and hence does not give any valuable
predictions for the experimental data of this work.
3For a continuous mobility edge σ∝ (E −EC )m , the integration just yields an additional factor of (kB T )m [Ell84].
28
2.4. Transport in Amorphous Materials
2.4.3. Hopping Transport
At finite temperatures, the localized states may also take part in the charge transport due to
hopping conductivity. At lowest temperatures, this may happen in form of variable-range
hopping between states in the vicinity of the Fermi energy. At higher temperatures, hopping
may take place in form of nearest-neighbor hopping in a defect band away from the Fermi level.
These two mechanisms have been discussed in subsection 2.3.2. A third mechanism is some
sort of variable-range hopping in the band tails [Ell84].
The mobility associated with hopping transport is rather small. Nearest-neighbor hopping for
instance is characterized by a thermally activated mobility of the form [Ell84]
µhop =µ0 exp
[
−EA,µ,hop
kB T
]
, (2.57)
and typically of the order of µhop ∼ 10−2 cm2Vs at room temperature [Ell84, p. 215], as opposed to
∼ 101 cm2Vs for transport in the extended states [Ell84, p. 209].
2.4.4. Small Polarons
A localized charge carrier distorts the atomic arrangement and/or bonding of its surroundings
[MD79, Ell84]. This costs lattice energy, but reduces the energy of the carrier. In some instances,
the minimum total energy may be achieved with a non-vanishing distortion. Then, the total
arrangement is stabilized by a binding energy of Wp , or, in other words, the carrier becomes
self-trapped. As the electron-phonon coupling increases with decreasing localization length
[OT89], this can easily happen in deep trap states, but is rather unlikely for carriers in tail states
[MD79].
The entity of the carrier and the distortion is called a polaron and can be formed in a huge
variety of solids, such as ionic crystals, solid rare gases, or at dangling bonds in chalcogenide
glasses [Ell84]. Based on its spatial extent as compared to the lattice constant [See04, p. 213],
the polaron is called either small or large.
While small polarons in a lattice do form Bloch waves [Ell84], they are associated with a
highly increased effective mass and polaron band transport is only relevant at low temperatures
(kB T ∼ 10−4 eV). At higher temperatures, they will move by thermally activated hopping. For
a hopping event to take place, a thermally activated state must occur in which the electron
energy of an occupied state coincides with that of a neighboring unoccupied site. To fulfill this
requirement, phonons are needed. Considering this, one finds that the hopping mobility of a
small polaron is thermally activated, µ∝ exp(−WH /kB T ) (the pre-factor depends on whether
the transport is adiabatic, i.e. the carrier can follow the atomic movement immediately) or not,
29
Chapter 2: Fundamentals
and so is the conductivity itself [Ell84]
σSP =σSP0 exp
(
−E A+WH
kB T
)
. (2.58)
In the simple case where both sites have energetically equivalent ground states, the mobility
activation energy WH equals half the binding energy of the polaron, WH = 12Wp . E A is the
activation energy of the number of carriers [Ell84].
The expression for the thermopower4, however, does not depend on WH , as shown by Emin
[Emi73, Ell84]:
SSP =−kB
q
(
E A
kB T
+ A
)
, (2.59)
so E A is the "activation energy" of the thermopower. Hence, a combination of both mea-
surements will reveal whether the mobility is thermally activated (WH > 0), as expected for
small-polaron hopping, or not, and allow for a determination of WH .
It is helpful to introduce the function
Q(T )= ln(σ(T )Ωcm)+ q
kB
S(T ) (2.60)
when combining conductivity and thermopower measurements [OT89]. This function often
follows Q(T ) = Q0 −EQ /kB T . According to equations (2.58) and (2.59), EQ = WH for small-
polaron hopping. By contrast, the Standard Transport Model predicts equal activation energies
for conductivity and thermopower [OT89], hence EQ = 0.
2.4.5. Hall Effect
In the semiclassical treatment of the Hall effect (subsection 2.1.1), quasi-free carriers have been
assumed. It is highly dubious whether those results, such as equation (2.7), remain valid for
amorphous semiconductors. In fact, even for transport in extended states, they do not. The Hall
mobility for hopping is even smaller than the conductivity mobility, µhopH ∼ 10−4 cm
2
Vs [Ell84, p.
223]. But also for extended-state transport, the semiclassical picture of the Hall effect fails.
This already becomes obvious if one only looks at the sign of the Hall mobility: Early Hall-
effect measurements conducted on chalcogenide glasses yield a negative Hall mobility. However,
these materials are usually p-type, as can be confirmed by thermopower measurements [Ell84].
This contradiction is called the sign anomaly.
In addition, the measured Hall mobilities are thermally activated [SEQ73], an observation
these authors explain in terms of small-polaron hopping.
4The thermopower S is the proportionality factor between a temperature difference ∆T and the associated voltage
drop US due to the Seebeck effect, US =−S∆T .
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2.4.5.1. Hall Effect in the Random-Phase Model
In 1971, Friedman [Fri71] established a theoretical treatment of the Hall effect for extended-
state transport. The concept is described in his review article from 1978 [Fri78]. It is basically
a tight-binding approach [Ell84] and was originally developed for hopping conduction. An
important intermediate result is the occurrence of a field-dependent phase factor in the transfer
integral between two sites. As long as only direct jumps between two sites are considered, these
field-dependent phase factors alone would not yet lead to a field-dependent jump probability.
Only the consideration of a third site and the interference of the direct and indirect path yield the
field dependence which is responsible for the Hall effect. Employing Hindley’s random-phase
model, Friedman obtained for the Hall mobility [Ell84]
µextH =
4pi
3
ea5
ħ J N (EC )
(
z¯
z
)
, (2.61)
wherein a is the interatomic spacing, J the transfer integral, z the coordination number and z¯
the average number of possible three-site paths. The Hall coefficient is always negative within
Friedman’s model.
2.4.5.2. Temperature Dependence
Obviously, this model does not yield any temperature dependence. A way of reconciling this
fact with the thermal activation typically observed in experiments is the consideration of an
additional conduction path by hopping [Nag85], which is assumed to have a negligibly small
Hall mobility µhopH ≈ 0. In this case, (2.12) leads to
µtotH =
µextH σ
ext+µhopH σhop
σext+σhop (2.62)
= µ
ext
H
1+σhop/σext . (2.63)
The denominator is temperature-dependent because hopping and extended-state conduction
have different activation energies. Especially, in the limit σhop Àσext, this simplifies to
µtotH ≈µextH
σext
σhop
, (2.64)
which in the case of nearest-neighbor hopping, equation (2.43), yields
µtotH ≈µextH
σext0
σ
NNhop
0
exp
(
−EC −E
loc
kB T
)
. (2.65)
A second model which consolidates the experimentally observed thermal activation of Hall
mobility with Friedman’s model has been put forward by Overhof and Beyer [OB81]. In addition
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to disorder on small length scales, which leads to Anderson localization and the mobility edge,
they take a second type of disorder on a rather large length scale into account: Charged defects
or dopants cause long-range potential fluctuations. These fluctuations cause the mobility edge
and thus the local conductivity to fluctuate as well. In their numerical simulations, Overhof and
others consider a cube consisting of N ×N ×N cells, each associated with a local conductivity
σi = σ0 exp
(
− E
i
C
kB T
)
corresponding to a local mobility edge E iC . The latter is assumed to be
random with a distribution width δ, but correlated, i.e. they vary on a length scale larger than
the cell size. The authors could demonstrate that this model does not only lead to a difference
in the activation energies of conductivity and thermopower (EQ > 0, just as obtained for small
polarons), but also to a thermally activated Hall mobility [Ove81]. An estimate for the corrections
to conductivity σ, the thermopower S and the Hall mobility µH due to the long-range potential
can be written as [OS00]
∆
(
ln
(
σ
σ0
))
=−0.6+0.82 δ
kB T
(2.66)
∆
(
e
kB
S
)
= 1.6−2.1 δ
kB T
(2.67)
∆
(
ln
(
µH
µH ,0
))
= 0.07−0.5 δ
kB T
. (2.68)
The standard transport model without these corrections predicts equal activation energies for
conductivity and thermopower and a temperature-independent Hall mobility. For the corrected
model, the difference in the activation energies of conductivity and thermopower EQ = 1.28 δkB T
and the activation energy for the Hall mobility Eµ = 0.5 δkB T approximately fulfill the relation
found also for small polarons (see below), i.e. EQ ≈ 3Eµ (more precisely: EQ = 2.56Eµ).
2.4.5.3. Double Sign Reversal
In 1977 it was shown that not only do amorphous p-type materials exhibit a negative Hall
coefficient, but instead a double sign reversal can take place [LCJS77]: Amorphous silicon that
is p-type doped usually shows the correct positive sign in thermopower measurements, but a
negative sign in Hall-effect measurements, while n-type amorphous silicon exhibits negative
thermopower and positive Hall coefficients.
In the same year, Emin came up with an explanation [Emi77] for hopping-type transport by
showing that in the treatment of n sites the sign of the Hall coefficient is
Sign(RH)= Sign
[
²n+1
n∏
i=1
Ji ,i+1
]
, (2.69)
where Ji ,i+1 denotes the transfer integrals and ²=+1 or ²=−1 for electrons in the conduction
band or holes valence band transport, respectively. In many cases, the double sign reversal can
be understood now: For instance, ² does not have an influence on the result if one focuses on
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odd-membered rings dominating the transport, i.e. odd values of n, e.g. n = 3. Instead, the
transfer integrals Ji ,i+1 alone, which are negative for bonding and positive for anti-bonding
orbitals, determine the sign. The situation is depicted in Figure 2.8. If bonding and anti-bonding
orbitals constitute the valence and conduction band, respectively, the double-sign reversal is
obtained. This last condition is fulfilled for amorphous sp3-bonded semiconductors, but also
for amorphous chalcogenides if the non-bonding orbitals of the valence band are assumed to
form pi-bonds [Ell84].
For extended-state transport, the double-sign reversal is not understood [OT89].
Figure 2.8.: Hall effect in hopping conduction: Three-site hopping for anti-bonding (left) and
bonding (right) orbitals. The positions 1,2 and 3 denote the centers of the orbitals.
The signs denote the phase of the wave function, and the black regions the over-
lap of the orbitals. For the anti-bonding orbitals (conduction band), the overlap
integral is negative. Since the energy entering the transfer integral is negative, the
transfer integral is positive. Hence, with equation (2.69), a positive Hall coefficient
is obtained. For bonding orbitals (valence band), the transfer integral and the Hall
coefficient are negative. Taken from [Emi77].
2.4.5.4. Small-Polaron Hall Mobility
Friedman and Holstein [FH63] calculated the Hall effect for small-polaron hopping to [Ell84]
µH = ea
2
ħ J
[
pi
12kB T WH
]1/2
exp
(
−WH /3
kB T
)
, (2.70)
where a denotes the jump distance and J the electronic overlap integral associated with the sites
between which hopping takes place. Albeit both the conductivity mobility and the Hall mobility
are thermally activated, the activation energy Eµ of the latter is reduced by a factor of
1
3 . Hence,
Eµ = 13 EQ .
2.4.6. Transport in Amorphous Phase-Change Materials
As described in the last chapter, amorphous phase-change materials exhibit two striking phe-
nomena, namely the threshold-switching effect and resistance drift. These effects are highly
relevant for applications. Presently, there are no commonly accepted explanations for them.
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Instead, several models have been suggested which even make very different assumptions about
the underlying transport mechanism.
David Emin has suggested that charges in some amorphous chalcogenides (e.g. As-Te-I and
As-Te-Ge compounds [ESQ72] are transported by small polarons. This claim is based upon
conductivity, Hall-effect and thermopower measurements, which yield activation energies in
good agreement with equations (2.58), (2.59) and (2.70). In 2006, Baily, Emin and Li expanded
this claim to Sb2Te3 [BE06] and Ge2Sb2Te5 [BEL06], however with a less convincing set of data:
In the case of Sb2Te3, the thermopower does no longer fulfill (2.59) and the estimate of E A is
based on a restricted fit range. The Hall-effect data suffer from high scatter and have been taken
at three different temperatures (295K, 275K and 250K) only. For Ge2Sb2Te5, Hall-effect data
have been taken at two different temperatures (295K and 275K) only, the scatter is even higher,
no significant temperature dependence could be shown and the trend in the thermopower data
is rather unclear. Nevertheless, employing the small-polaron model, Emin could provide an
explanation of the threshold switching effect in Ge2Sb2Te5 [Emi06].
Other models assume charge transport in extended states [PLB+04], and explain thresh-
old switching by avalanche-like impact ionization. The possibility of impact ionization in
amorphous Ge2Sb2Te5 has been demonstrated by Jandieri’s calculations [JRB+09] within the
framework of Rubel’s lucky-drift model [RBZ+04]
Another approach has been taken by Ielmini and Zhang [IZ07]. In their model, carriers are
transported from one trap state to another by thermionic emission. The non-ohmic current-
voltage characteristics in the sub-threshold regime are explained by the Poole-Frenkel effect.
Additionally, Fowler-Nordheim tunneling is suggested to be at the basis of threshold switching.
2.5. Metal-to-Insulator Transitions
In this section, two mechanisms are described how a metal can be turned into an insulator
(metal-insulator transition or MIT) without changing the crystallographic phase. Subsequently,
the question how the transition takes place (continuously or discontinuously) will be discussed.
But first of all, the two expressions have to be defined clearly. The usual [Gan05, SE84, LR85]
definition for a metal is its non-zero conductivity at zero temperature, σ(T = 0)> 0 (or ρ(T =
0)<∞). Accordingly, a material with σ(T = 0)= 0 (or ρ(T = 0)=∞) is called an insulator. This
definition obviously differs from another criterion which simply regards dρdT , the temperature
coefficient of resistivity (TCR) – even a material with a negative dρdT may end up with a finite
resistivity at T = 0K. Moreover, the TCR may depend on temperature, and a positive TCR at
elevated temperatures might turn into a negative TCR at lower temperatures and insulating
behavior. Therefore, the TCR criterion is not suitable to distinguish metals from insulators.
Of course, according to the third law of thermodynamics, it is never possible to measure at
exactly zero temperature. The only way to use the stringent definition given above is to measure
down to temperatures as low as possible and employ a sensible extrapolation to T = 0K. Such
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extrapolation will be described in subsection 2.5.3.
2.5.1. Mott Transition
1/b0
E
b0
−1
E
E0
E0+U0
A
Figure 2.9.: Mott-Hubbard transition. The Coulomb interaction gives rise to a splitting of the
impurity band into a lower and an upper Hubbard band. The two bands broaden
upon decrease of the impurity spacing b0. At a critical value b0 = A−1, the bands
start to overlap and a metal-insulator transition takes place. Redrawn after [SE84]
Imagine a perfectly clean semiconductor as a host crystal, slightly doped with donors or
acceptors, which also form an ideal lattice with period b0 = n−1/3, such that there is no disorder
at all. Under the single-electron approximation, this material should be a metal [SE84]: The
carriers within the host crystal’s band can be treated as free particles with an effective mass. For
them, the dopants form a periodic potential. Accordingly, one can use a tight-binding approach
and employ the Bloch theorem to find that the corresponding eigenstates of the dopant lattice
are Bloch waves and the corresponding energies form narrow bands. In the extreme case that
the distance b0 →∞, the energy of these states resemble that of an isolated dopant, i.e. a shallow
state within the band gap with an energy E0. Increasing the impurity concentration broadens
the donor band. Each state is two-fold spin-degenerate, while each impurity only contributes
one carrier. Therefore, this band is only half-filled and should be electrically conductive.
However, often it is not. The reasoning above has made a substantial mistake in using the
single-electron approximation. For a correct treatment, correlation effects have to be taken
into account. The energy of a site depends on whether this site is already occupied by another
electron or not. If it is, the energy is increased by the Coulomb energy U = e24pi²0²sta∗B (Hubbard-U ),
35
Chapter 2: Fundamentals
where the extent of the eigenfunction of the single-impurity potential is assumed to be a∗B . The
Hubbard-U gives rise to the splitting of one single donor band into two, the lower Hubbard
band and the upper Hubbard band (Figure 2.9). At low impurity concentrations, both bands
are separate, only the lower Hubbard band is filled and the material is an insulator. A critical
impurity concentration is where b−10 = A. At this point, the two bands start to overlap and a
transition to a metal occurs. This happens when the Coulomb energy is half the bandwidth W ,
U /W ∼ 0.5. The bandwidth depends on the overlap integral [Gan05],
W ≈ 2J ≈ 2E0 exp
(
− 1
a∗B n
1/3
)
, (2.71)
which, as U and E0 are both of the order ∼ e2/²sta∗B , leads to a criterion of the form a∗B n1/3 ∼ 1.
This treatment of a metal-insulator transition, which is solely driven by the short-range (on-site)
Coulomb interaction, does not include any kind of disorder and is due to Hubbard [Hub63].
Such a transition is termed Mott-Hubbard transition [KA89].
A related transition, driven by long-range Coulomb interaction [KA89], was suggested by Mott:
The screening of an impurity’s Coulomb potential V (r )= 14pi²0²st
e
r by the other electrons leads to
a potential of the form V (r )= 14pi²0²st
e
r exp(−λTFr ), where λTF−1 is the Thomas-Fermi screening
length. For a (quasi-) free electron gas, λTF ≈ 2 n1/6a∗B 1/2 [IL02]. If a high electron concentration
causes screening to be so prominent that λTF−1 ∼ a∗B , the electron is no longer bound to the
impurity. This yields again a criterion of the form a∗B n
1/3 ∼ 1. The criterion with a precise value
for the right hand side given by Mott reads [Mot61]
a∗B n
1/3 ' 0.25. (2.72)
2.5.2. Anderson Transition
According to section 2.3, it is obvious that in three dimensions, a material is an insulator if its
Fermi level lies within the localized states. Metallic behavior can only exist if the states around
the Fermi level are extended. Since both extended and localized states might exist in a band,
separated by a mobility edge, a metal can be turned into an insulator (and vice versa) if the
Fermi level and/or the mobility edge are shifted with respect to each other and cross. This is
called an Anderson transition.
Anderson localization has been explained in section 2.3 within the single-electron approxima-
tion. There is no correlation included in the model, it is solely accomplished by disorder. Hence
the theoretical concepts between the Anderson transition and the Mott transition could not
be more different. In the experiment however, both transitions are usually observed in doped
semiconductors (especially Si:P), the control parameter usually being the doping concentration.
In these systems, correlation is usually important, due to the narrow width of the impurity band.
However, in contrast to the Mott-Hubbard model, the dopants are not arranged in a periodic
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lattice, but are randomly distributed. Therefore, disorder is also relevant, even if the host crystal
is perfect. In these experiments, correlation and disorder effects are hard to disentangle, and the
observed metal-insulator transition is often referred to as Mott-Anderson transition [SE84, BK94].
In these systems, the discrimination between disorder-driven and correlation-driven metal-
insulator transitions is challenging also for another reason: Provided that the disorder W is of
the order of ∼ e2/a∗B , the Anderson criterion (2.40) may also be written in the form of the Mott
criterion (2.72) [Gan05]. The only difference is that for Anderson transitions a slightly larger right
hand side value of 0.3 instead of 0.25 is obtained [KA89]. Therefore, it is not very surprising that
these systems nicely obey the Mott law, as shown by Edwards and Sienko [ES78] (see Figure 5.14),
with a fitted right hand side value of 0.26. This observation alone does not allow for conclusions
about the relevance of correlation and disorder, respectively.
2.5.3. Minimum Metallic Conductivity vs. Scaling Theory of Localization
EF
σ(0 K)
σ
min
EC
 
 
Discontinuous MIT (MMC)
Continuous MIT (no MMC)
Figure 2.10.: Continuous vs. discontinuous metal-insulator transition. In the scenario of
Mott’s minimum metallic conductivity (red solid line), the zero-temperature con-
ductivity jumps to its minimum possible value σmin as soon as the Fermi energy
crosses the mobility edge. By contrast, scaling theory predicts a continuous transi-
tion (blue dashed line) in which σ takes on arbitrarily small values for EF close to
EC . Redrawn after [SE84]
Above, two "methods" how a metal with nonzero σ(T = 0K) can be transferred into an
insulator with σ(0K)= 0 have been described. In both instances, an important question still
has to be addressed: Does this change of σ(0K) take place gradually or abruptly? In other
words: Does the conductivity take on arbitrarily small values before it reaches zero, or is there a
minimum conductivity on the metallic side? In Figure 2.10, both scenarios are depicted for an
experiment in which the Fermi level is shifted with respect to the fixed mobility edge.
Following the ideas of Ioffe and Regel, Mott [Mot81] has argued in favor of a minimum metallic
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conductivity (MMC). It is assumed that the minimum value for kFλ is one, i.e. the mean free
path must not be smaller than the Fermi wavelength (divided by 2pi). If the Drude formula is
evaluated under this condition,
σmin =
(
e2k2Fλ
3pi2ħ
)
kFλ=1
= e
2kF
3pi2ħ (2.73)
is obtained. The Fermi wave vector of a standard metal (a metal with about one free electron
per atom) is of the order of the size of the first Brillouin zone, kF ∼ 1a . Exploiting this fact and
assuming a typical lattice constant a ∼ 3Å yields a minimum metallic conductivity of [SE84]
σmin =C3 e
2
ħa ≈ 300S/cm (2.74)
in three dimensions, where the factor C3 has been estimated by Mott to C3 ≈ 0.025. . .0.05
[Mot81]. Analogously, a minimum metallic conductivity σmin =C2 e2ħ might be suggested in two
dimensions [SE84].
d =
3
d =
2
d =
1
gηgc gξ
L = η
L = ξ
ln g
β(g) =
d ln g
d lnL
1
−1
Figure 2.11.: Scaling functions β(g ) in one, two and three dimensions. The functions for
d = 2 and d = 1 are always negative, so that there can be only insulators. In three
dimensions, they become positive at a critical conductance gc . Redrawn after
[Gan12].
A different result is obtained from the scaling theory developed by Abrahams et al. in 1979
[AALR79]. They consider a d-dimensional cube of edge length L with a (zero-temperature)
conductance G , or a dimensionless conductance g = ħe2 G . The (dimensionless) conductance is
now regarded as a state function from which the behavior of the sample upon changing its size
can be predicted in a universal manner.
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The fact that the conductance and not the conductivity σ=GL2−d is the right choice can be
seen from two reasons: Firstly, this definition of the conductivity only makes sense as long as the
sample size is larger than the relevant intrinsic length scales (e.g. in case of a metal, the elastic
mean free path λ). But if the metal-insulator transition is regarded as a phase transition with a
control parameter x (this may be the carrier concentration, some measure of disorder, pressure,
or something else), fluctuations exist of the characteristic size of the correlation length ξ, which
becomes another relevant length scale. The correlation length will diverge as x approaches
its critical value xc . Hence, at some point close to the transition, inevitably L < ξ and σ loses
its meaning [Gan05]. Secondly: One may employ first-order perturbation theory to express
the wave functions in a cube of size 2L as linear combinations of the wave functions in a cube
of size L. Accordingly, the corresponding coefficients will depend on J/W . Here, W denotes
the typical energy difference between two states of the small cubes, W ∼ (N (E)Ld )−1. J is
the transfer integral and can be estimated in the following way: When the large cube’s wave
functions are constructed out of the small cube’s ones, they have to be matched at the initial
cube’s boundaries. This is achieved by an energy level shift of J . The corresponding phase shift
at the boundaries should be of the order of unity, hence J ∼ħ/τ. Here τ= L2/D is the time an
electron needs to reach the boundaries. The Einstein relation (2.17) connects D to σ. Now one
can see that JW ∼ g (L), the (dimensionless) conductance of the cube width edge length L. Hence,
the conductance g (2L) of the cube with twice the edge length is determined by the conductance
(and not the conductivity) of the initial cube [Gan05, SE84].
Scaling theory assumes that the relative change of conductance upon a relative change of
sample size, described by the dimensionless function
β(g )= L
g
dg
dL
= dln g
dlnL
, (2.75)
is a universal function of g . These functions are depicted in Figure 2.11 for one, two and three
dimensions. Their asymptotic behavior can be understood easily: For large metallic samples,
the conductance is high, the conductivity is well defined and the conductance scales with Ld−2,
such that lim
g→∞β(g )= d −2. If the sample is insulating, the sample of finite size still has a finite
conductance due to the exponential tails of the localized wave function with localization radius ξ,
such that g = g0e−
L
ξ and lim
g→0β(g )∝ ln
g
g0
. These two asymptotic regions are smoothly connected
to obtained the depicted functions [Gan05, OT89].
In three dimensions, the consequences of scaling theory are the following:
The function β(g ) is negative for small g but becomes positive at some point gc , which
(for a given material) corresponds to a critical value xc of the control parameter. This critical
conductance (instead of a critical conductivity) is of the order of gc ∼ 1 (i.e. Gc ∼ e2ħ ) and marks
the metal-insulator transition: If β is negative, the conductance decreases upon increasing
the sample size and will eventually end in the exponential regions on the far left side, i.e. the
conductivity in the limit L →∞ is zero. If β is positive, an increase of sample size will move (g ,β)
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to the right, and will, for L →∞, converge into the region where β= 1, i.e. g ∝ L and σ= e2ħ
g
L
has a definite, nonzero value [Gan05].
This metal-insulator transition however allows arbitrarily small values of the conductivity.
This can be seen from the following argument [Gan05]: The three-dimensional scaling function
in the metallic regime (β> 0) might be approximated by two straight lines,
β(g )= s ln g
gC
(2.76)
(with s of the order of unity) for g in the vicinity of gC and
β(g )= 1 (2.77)
for large g (dashed lines in Figure 2.11). These two lines intersect at gξ = gc exp 1s ∼ 1. For a
given value of the control parameter x, this value is reached for some cube size ξ. This is the
aforementioned correlation length from which on the conductivity
σ= e
2
ħ
gξ
ξ
∼ e
2
ħ
1
ξ
(2.78)
is a meaningful number.
Now a trial cube of size η is considered, which has a conductance gη only slightly larger than
gc . Because β is small in this region, the size ξ required to move up to gξ will become large.
Mathematically, this can be seen from solving the differential equation for g (L) defined by (2.76)
with the boundary condition g (η)= gη, which leads to [Gan05]
ξ= η
(
s ln
gη
gc
)−1/s
(2.79)
≈ η
(
s
gη− gc
gc
)−1/s
(for
gη− gc
gc
¿ 1) (2.80)
≈ η gc
gη− gc
(for s = 1). (2.81)
The trial cube size η must not be arbitrarily small. At least, it is limited to the inverse Fermi
wave vector, η> k−1F [Gan05] or the elastic mean free path, η> λ [OT89]. At the transition, i.e.
for gη→ gc , the correlation length will therefore diverge as expected, and consequently, σ→ 0.
In summary, scaling theory states that no minimum metallic conductivity exists and the blue
dashed line in Figure 2.10 is the correct one [OT89, Gan05].
The absence of a minimum metallic conductivity has been confirmed experimentally [Gan05],
e.g. by Rosenbaum [RATB80] and Paalanen [PRTB82].
40
2.5. Metal-to-Insulator Transitions
As can be seen from equations (2.80) and (2.78),
σ∝
(
gη− gc
gc
)1/s
(2.82)
close to the transition. If the conductance gη of the microscopic cube is supposed to be propor-
tional to the control parameter, (gη− gc )/gc ∝ (x−xc )/xc ,
σ∝
(
x−xc
xc
)1/s
. (2.83)
Thus, ζ= s−1 is called the critical exponent. For instance, a possible control parameter is the
Fermi energy which is shifted with respect to a mobility edge, xc = EC . Then, σ∝
(
EF−EC
EC
)ζ
[OT89]. Several theoretical calculations of such critical exponents exist, with different results
[SE84]. It is often expected that ζ≥ 23 [BK94], which is in contradiction to some experimental
findings. For instance, Rosenbaum et al. find ζ= 0.55 [RATB80].
Figure 2.12.: Three regions of transport in 3D systems in the x −T diagram: x denotes the
control parameter. The transition takes place at 0K and x = xc . At finite tem-
peratures, a critical region opens up in which σ=α+β 3pT on both sides of the
transition. In insulators beyond this region, hopping transport takes place, while
on the far metallic side, the Drude formula is valid. Modified, from [Gan12].
In summary, scaling theory predicts for the zero-temperature conductivity in a three-dimensional
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sample [Gan05]:
σ(T = 0K)=
0 (x ≤ xC )e2
ħ
1
ξ (x > xC ).
(2.84)
The calculations above make sense only in the vicinity of the transition, i.e. if the conductance
gη of a trial cube of smallest reasonable size is smaller than gξ. In the weak disorder range far
from the transition (kFλ> 1), the Drude formula
σ(T = 0K)= e
2
ħ k
2
Fλ (2.85)
is valid instead, which coincides with the previous equation at ξ = λ and kFλ = 1. At finite
temperatures, the temperature dependence of the quantum corrections has to be considered on
the metallic side of the transition. Provided that such corrections are mainly due to electron-
electron interaction, they are given by (2.34). Therefore in this region, the conductivity as a
function of temperature should follow [Gan05]
σ(T )= e
2
ħ
1
ξ
+
√
kB T
ħD
 . (2.86)
As soon as the corrections get large, D can no longer be assumed to be temperature-independent,
and (2.86) has to be solved together with the Einstein relation σ= e2N (EF )D, which results in
[Gan05]
σ(T )= e
2
ħ
(
1
ξ
+ (kB T N (EF ))1/3
)
(2.87)
for the critical region where ξÀ
√
ħD/kB T . On the insulating side of the transition, the correla-
tion length ξ also exists and can be identified with the localization length. At sufficiently low
temperatures, only hopping takes place. But if the average hopping length equals the localiza-
tion length, the localized nature of the states becomes indiscernible and the critical region is
recovered. Hence, the three regions shown in Figure 2.12 are obtained, and the usual way to
extrapolate to T = 0K in the vicinity of a metal-insulator transition (which is especially important
to tell whether the present material is a metal or an insulator) is the formula [Gan05]
σ(T )=α+βT 1/3. (2.88)
Far on the metallic side however it should be as in equation (2.34),
σ(T )=α+βT 1/2, (2.89)
and this formula is often used for extrapolation as well (e.g. [MFT+99, TPR83, WPL99]).
In one and two dimensions, the consequences of scaling theory are the following:
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There is no metal-insulator transition, because there is no metal at all: The function β(g ) is
always negative and for large enough samples, the zero-temperature conductivity is always zero.
This is (at least in the one-dimension case) in line with Anderson’s model [Gan05]. However, it
should be stressed that the criterion for dimensionality is the one for strong localization5, viz
(2.41).
What can be observed instead is a transition from weak to strong localization [Gan05], either
as a function of control parameter [VKMJD97] or temperature [KGB98]. The fact that experimen-
tally, in clean standard metals no insulating behavior is observed even at lowest temperatures
can be understood from the fact that the correlation length, which might be estimated from
weak-localization theory to be [Gan05]
ξ∼λexp(kFλ), (2.90)
may become huge and exceed the sample size6. Even for kFλ ∼ 10, where the sample can
be made large enough, the temperatures at which the conductivity approaches zero (i.e. the
transition to strong localization occurs), Tcr ∼ EFkB exp(−2kFλ), will be extremely small [Gan05].
However, although there are many experiments which are in line with this prediction, there
are also examples which in fact do contradict scaling theory in this respect [Gan05]. Kravchenko
et al. reported metallic behavior in silicon MOSFETs at high carrier concentrations [KMB+95].
In these systems, even the temperature coefficient of resistivity becomes positive again. This has
been attributed to correlation effects, which have not been taken into account in scaling theory.
Another example that contradicts scaling theory are superconductor-insulator transitions in two
dimensions. Moreover, Gantmakher [Gan05] suggests that the positive quantum corrections to
conductivity due to spin-orbit scattering (which have also been neglected so far) may produce a
positive segment in β(g ) in two dimensions as well. The parameter window for this to occur is
very narrow though, because it requires
τ¿ τSO ¿ τexp(2kFλ). (2.91)
5V.F. Gantmakher, private communication
6The low-temperature conductivity of silver thin films is of the order of 4×105 S/cm (own measurement), the carrier
concentration 6×1022 cm−3 [AM05]. From this it follows that λ∼ 30nm, kFλ∼ 400, and ξ∼ 10166 m, which is
way larger than the observable universe.
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CHAPTER 3
Experimental Methods
3.1. Measurement Techniques
The experimental techniques employed in this work to investigate the influence of disorder on
electrical transport properties are measurements of resistance as a function of temperature, as
well as magnetoresistance and Hall-effect measurements – in other words, the measurement of
ρxx and ρyx as functions of temperature and magnetic field. Of course, not the current density j
and electrical field E are measured, but some current I and voltage U , yielding resistances Rxx
and Ryx. At this stage, care should be taken and has been taken in this work to ensure that the
characteristics are ohmic in the measurement range, i.e. R does not depend on the current.
Some basic information about the sample geometry is needed to deduce the specific quanti-
ties.
3.1.1. Resistivity
Throughout this work, all materials have been investigated in form of thin films. To facilitate
the calculation of the (longitudinal) resistivity from the measured Rxx =U /I , one may employ
bar-like samples, as depicted in Figure 3.1a, leading to straight and parallel current stream-lines.
A voltage U =US is applied via metallic contact pads at both ends of the bar and the current I
is measured. Knowing the thickness d , the bar width W and the distance L between the two
contacts, one can readily calculate ρxx =Rxx W dL . Here, the metal contacts and leads have been
treated as ideal conductors, i.e. their resistance is assumed much smaller than that of the bar
itself. In cases where this requirement is not fulfilled, one may instead use a four-wire geometry
like the shape schematically shown in Figure 3.1b: A current is sourced through the whole bar,
while the voltage drop is measured over a smaller part of the bar, employing two additional
contact pads. Thanks to its high impedance, no current will flow through the voltmeter and
these contacts. Thus, only the voltage drop across the corresponding part of the bar structure
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(a) Two-wire bar (b) Four-wire bar
V
A
B C D
(c) Van der Pauw geometry
Figure 3.1.: Schematic top view of various device geometries for resistivity measurements.
Metallic contact pads are drawn in yellow, the material the properties of which are
to be determined in blue. In bar-shaped samples, the geometry (width-to-length
ratio) has to be known to determine the resistivity. Four-wire methods eliminate
contact resistances; the van der Pauw method is a particular four-wire method
for almost arbitrary shapes, but the measurement has to be taken in at least two
different configurations (only one is depicted).
is measured, unaltered by lead or contact resistances. This idealized view applies as long as
contact and lead resistances are small compared to leakage and capacitive resistances. Now,
the L that enters the equation above is the distance between the two inner taps. Of course, this
geometry can still be employed for two-wire measurements as well.
Especially when dealing with low temperatures and small resistances, a reversal of polarity
needs to be employed to remove errors due to thermoelectric effects.
3.1.1.1. Van der Pauw Method
A method for measuring the resistivity of arbitrarily shaped samples (with homogeneous thick-
ness) does also exist and is due to van der Pauw [vdP58a, vdP58b]. Its idea is that (at least) two
four-wire resistances are measured which differ in their measurement configuration. Figure 3.1c
depicts how one of the two is being measured: The current I is sourced from contact A to contact
B, while the voltage drop between contacts D and C is measured, yielding a resistance RAB ,DC .
In a second step RBC ,AD is determined from sourcing the current from B to C and measuring the
voltage between A and D. Then, the sheet resistance, in three dimensions defined via
RS = ρxx
d
, (3.1)
can be calculated as
RS = pi
ln2
RAB ,DC +RBC ,AD
2
F (Q) (3.2)
where Q is the ratio of the larger to the smaller of the two resistances (w.l.o.g. Q =RAB ,DC /RBC ,AD )
and F (Q) is implicitly given by
cosh
(
Q−1
Q+1
ln2
F (Q)
)
= 1
2
exp
ln2
F (Q)
. (3.3)
46
3.1. Measurement Techniques
For small values of Q,
F (Q)≈ 1−
(
Q−1
Q+1
)2 ln2
2
−
(
Q−1
Q+1
)4 ( (ln2)2
4
− (ln2)
3
12
)
(3.4)
is a good approximation.
In order to deal with voltage offsets e.g. due to thermoelectric effects, reversal of polarity (mea-
surement of RB A,C D and RC B ,D A , or simply exciting with an AC current) should be performed.
Additionally, voltage measurement and current sourcing may be swapped for each configuration,
such that in total eight resistances are obtained. Equation (3.2) is then used after averaging
R1 = 14 (RAB ,DC +RDC ,AB +RB A,C D +RC D,B A) and R2 = 14 (RBC ,AD +RAD,BC +RC B ,D A+RD A,C B ).
The prerequisites for the applicability of the van der Pauw method are that the four contacts
are small and located at the circumference of the sample, and that the sample itself has to be
singly connected, i.e. have no holes.
3.1.2. Hall-Effect Measurements
In a Hall-effect measurement, nH is to be determined via equation (2.10) from ρyx(B). Due to its
transverse character, ρyx can only be measured in a four-wire geometry, e.g. in a bridge such as
depicted in Figure 3.2a. In the ideal case, the transverse resistivity could be straightforwardly
calculated as ρyx(B)=Ryx(B)d . Width and length do not enter here. However, the alignment of
the two voltage taps will never be perfectly aligned along an equipotential line of the bar, causing
an offset voltage, Ryx(B = 0) 6= 0. Moreover, inhomogeneities may also lead to an offset and, if a
temperature gradient is present, a Seebeck voltage might also occur. Therefore, the measurement
is taken at reversed magnetic field −B as well, and only the antisymmetric component is used,
Ryx,antisymm(B)= 12
[
Ryx(B)−Ryx(−B)
]
.
If the longitudinal voltage US = LEx along the bar is also known, the two-wire resistance of
the bar is measured simultaneously. If magnetoresistive effects are negligible (small Hall angle),
such that jx (B)≈σxx(B = 0)Ex one can combine the Hall-effect measurement with this 2-wire
resistance measurement to immediately obtain the mobility via
UH =W Ey = W
L
µHBUS , (3.5)
as can be seen from equations (2.10) and (2.11).
Because the lateral geometry does not matter, a Hall-effect measurement may even be per-
formed in van der Pauw geometry by sourcing the voltage diagonally, see Figure 3.2b, and
ρyx(B)=RAC ,DB ,antisym(B)d . RAC ,DB and RBD,AC may be averaged.
To perform resistivity and Hall-effect measurements in bar-like geometries, patterning of the
thin film as well of metallic contact pads is obviously required. While this requirement is not
that evident if the van der Pauw method is employed, also the latter benefits from patterning: It
enables the precise placement at the sample edges and allows for a high symmetry to provide
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(a) Hall bar
A B
C
D V
(b) Hall measurement in van der
Pauw geometry
Figure 3.2.: Schematic top view of various device geometries for Hall-effect measurements.
Q ≈ 1 and small misalignment offsets in Hall-effect measurements.
Having explained the need of patterned devices, I will describe the used deposition method
in section 3.2. Section 3.3 will then describe several successfully realized ways of integrating this
method into different patterning processes. The "pros" and "cons" of the different device types
will also be discussed. The last section of this chapter is meant to describe the techniques and
the setups used in more detail. Before, a special Hall-effect measurement technique shall be
described below.
3.1.2.1. AC Technique
As described above, the straightforward and most commonly used methods of Hall-effect mea-
surements employ a DC magnetic field. If the Hall carrier mobility is larger than or of the order
of ∼ 1cm2/Vs, as it is usually the case in monocrystalline and pure inorganic semiconductors, it
can be easily determined by this method, since the misalignment offsets are small and can easily
be subtracted out by means of a single field reversal. However, in the recent years, low-mobility
materials like microcrystalline silicon, organic materials and thermoelectrics have gained more
attention. In these systems, the Hall mobility is often ¿ 1cm2/Vs and the DC Hall method
reaches its limits. The problems that occur can be understood the following way: According to
equation (3.5), the Hall voltage UH is of the order of µHBUS , where US is the voltage between the
current sourcing contacts. A typical offset will be& 1% of US . The offset voltage will be charged
with noise (including low-frequency components) and may drift, e.g. due to small temperature
changes or inherent aging processes in the sample. Assuming these effects to be 1% of the offset
voltage, i.e. 0.01% of US , and a typical magnetic field of of the order of ∼ 1T, this corresponds to
1 cm
2
Vs .
To overcome these limitations, the AC Hall method, which has been known for a long time
[YP73] but largely neglected, has recently gained increased popularity (cf. reference [Bro07]).
Nowadays AC-Hall-effect systems are even commercially available [JRL12].
The basic idea of the AC Hall method is to swap the polarity of the magnetic field not only
once, but many times. Therefore the magnetic field is modulated (hence "AC"; the term does not
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refer to the current through the sample), either as a square wave signal [Bro07] or as a sinusoidal
signal. The latter has been employed in this work to perform Hall-effect measurements on
amorphous phase-change materials. The details will be described in the setups section (3.4.1).
3.2. Film Preparation and Characterization
3.2.1. Sputter Deposition
All samples investigated in this work are thin films prepared by means of sputter deposition.
Sputter deposition is one of the most commonly used physical vapor deposition processes.
It works by applying a negative voltage to a target consisting of the material to be deposited,
situated in a vacuum chamber which is filled with a process gas. This (DC-) voltage maintains
a glow discharge, accelerates the positive ions towards the target, sputtering atoms out of
the target which are then deposited on the substrate. To facilitate the self-sustaining glow
discharge at low process gas pressures, a magnetic field created by permanent magnets situated
beneath the target deflects the electrons of the plasma, effectively increasing the cross section
for ionization of other process gas atoms ("magnetron sputtering"). The system used in this
work is a PFEIFFER / VON ARDENNE LS 320S. A more detailed description of this system as well
as of the sputter process is given e.g. in reference [Fri00]. In the present work, thin films of
phase-change materials have been deposited using DC magnetron sputtering from targets of the
desired stoichiometry, the only exception being the samples prepared by co-sputter deposition
in part 6.2.1.
Before starting the process, the chamber has always been pumped to a background pressure
of< 2×10−6 mbar. Argon has been used as a process gas, with a flow rate set to 20sccm, resulting
in a pressure of ∼ 5×10−3 mbar. The process has been power-regulated with a set value of 20W,
usually leading to voltages of the order of ∼ 300V and currents of ∼ 100mA. In order to achieve a
maximum of homogeneity, the process has been performed dynamically, that is, the substrate
plate has been rotated, and corrective apertures have been used.
Except for the samples in the initial study of Chapter 5, all samples have been capped with a
film of (ZnS)80(SiO2)20. This is an effective method to minimize surface-related aging effects,
such as oxidation or changes in composition due to outgassing of some components [Lan10,
Gro10]. The capping is preferably deposited in-situ, i.e. after the phase-change film deposition
in the same chamber without breaking the vacuum. Since the capping material is electrically
insulating, it has been deposited using RF magnetron sputtering, with the same argon flow as
above and a power of 60W.
3.2.2. Sample Annealing
Using the above process parameters, which are well established [Fri00, Wod12], all materials
investigated in this work except for Ge1Sb4Te7 and Sn1Sb2Te4 are amorphous as deposited. For
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the parts of this study which focus on the crystalline phase, the films were crystallized by heating
in a tube furnace (LINDBERG/BLUE TF55035C), the glass tube being floated by argon. If not
stated otherwise, a heating ramp of 5K/min, a plateau with a holding time of 30min and an
argon flow of 200sccm have been used. Annealing temperatures given in this thesis refer to the
temperature controller’s set point for the plateau.
3.2.3. Film Characterization
3.2.3.1. X-Ray Reflectometry
Rough control over the film thickness has been achieved by the knowledge of approximate
deposition rates for the respective sputter target. A precise value was determined afterwards
by means of X-ray reflectometry (XRR). XRR is a method in which, analogously to optical
measurements, the thin film under investigation is described by a refractive index n < 1 at
the X-ray wavelength (Cu-Kα, 1.542Å). By measuring the directed reflection of the layer stack as
a function of the incident angle ω (measured towards the sample surface), film properties such
as density (from the angle of total reflection), thickness (from the period of Fabry-Pérot-like
oscillations) as well as roughness and absorption can be determined by modeling the spectra.
Due to the short wavelength, compared to optical measurements, small incident angles are used,
typically ω= 0◦ . . .3◦.
In this work, a PHILIPS X’pert pro system has been used to carry out these measurements.
Fitting was performed employing the software Wingixa. A detailed description of both the XRR
method and the used X-ray diffractometer can be found e.g. in reference [Wei03].
3.2.3.2. X-Ray Diffraction
To determine the crystallinity of the films and to derive the crystal structure and its parameters,
X-ray diffraction (XRD) measurements have been performed using the same PHILIPS X’pert pro
diffractometer. Due to the small thickness of the films, this has been done in grazing-incidence
geometry with an incidence angle of typically ω= 1◦.
More about XRD measurements on phase-change materials can be found e.g. in [Ste06].
3.3. Device Patterning
3.3.1. Shadow Masks
In order to pattern the films into devices, the simplest approach is the deposition through
shadow masks made of metal sheets. If metal contacts are deposited first (bottom contacts
and the phase-change material afterwards, the latter may be capped in-situ through the same
shadow mask. Because of its corrosion resistance, gold is the preferred material for contacts. Its
high solubility in PCMs [Kre10b] may even be beneficial and improve the electrical contact. In
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2 cm
(a)
2 cm
(b) (c)
1 cm
(d)
Figure 3.3.: Different van der Pauw and Hall-bar geometries created with shadow masks: (a)
Pattern designed by M. Reiners [Rei09] for AC-Hall-effect measurements on amor-
phous phase-change materials. The bar width is W = 2.5mm and its length L = 1cm.
The main advantage of this geometry is that the metal taps reach to the bar, mini-
mizing the resistance between them and thus keeping the time constants small. (b)
van der Pauw pattern for 2cm×2cm substrates; (c) Pattern originally developed
in Jülich [Bro07] and borrowed for measurements in the PPMS; The bar width is
W = 1.9mm, the distance between the current sourcing pads is L2w = 6mm and
the gap between the sensing taps L4w = 1.4mm. (d) PPMS-suitable van der Pauw
pattern for 1cm×1cm substrates.
this work, this method has been used to create Hall-bar devices of amorphous phase-change
materials (Chapter 4) of a pattern depicted in Figure 3.3a, crystalline samples in van der Pauw
geometry for measurements at room temperature and above (Chapters 5 and 6, Figure 3.3b),
and van der Pauw as well as Hall-bar samples for low-temperature measurements with the PPMS
(see 3.4.2) (Chapters 5 and 6, Figures 3.3c and 3.3d). While pattern (a) is optimized for Hall-effect
measurements (the longitudinal resistance can still be measured in two-wire mode, though),
pattern (c) is a hybrid of 3.1b and 3.2a, facilitating two-wire and four-wire longitudinal resistance
measurements as well as Hall-effect measurements. The advantages and disadvantages of the
shadow-mask patterned Hall bar over the van der Pauw geometry are:
+ The point-to-point resistances are much smaller than with the point-like contacts of van
der Pauw samples.
+ The van der Pauw method does not allow for two-wire measurements.
+ The portion of US that drops along the voltage measurement contacts is larger, hence the
signal-to-noise ratio is better.
+ There is no need to switch the measurement configuration, which would require some
sort of switching matrix.
- The width of the voltage taps is quite large, which may cause deviations from the assumed
parallel current steam lines and thus systematic errors in the calculations of the resistivity.
Suitable substrates are, in any case, materials that are electrically insulating (e.g. glass or
sapphire) or at least covered with an insulating layer on top (e.g. silicon with thermally grown
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oxide).
3.3.2. Photolithography
The minimum feature size that can be patterned by shadow mask is limited due to the finite
thickness of the mask and a possible non-planar contact between mask and substrate. Both
issues blur the edges of the pattern. Much smaller structures can be made by means of UV-
photolithography. In this process, the sample is spin-coated with a light-sensitive, only a few
microns thick film of photoresist1. The resist can be easily patterned by exposure to UV light
through a mask containing the desired structure and subsequent development. This way, a thin
mask of photoresist on the sample is obtained. Such a mask can be employed for patterning in
two different ways: In a lift-off process, it is created before the deposition, similar to the metallic
shadow masks before. In the actual lift-off that follows after the deposition, the photoresist
and the material above is removed. Therefore, the resist mask should be a negative of the
desired pattern. The other approach is to deposit the material onto the whole substrate, then
perform photolithography to create a positive mask of the desired pattern and etch the material
afterwards. In this work, both methods are employed at different stages. The lift-off process is
especially suitable for the topmost layer in a multi-step process, as it does not require selective
etchants.
Some of the advantages and disadvantages of such small devices are:
+ Instead of only one device, a much higher yield of devices per substrate (∼ 50) can be
achieved.
+ The chances of finding devices without (macroscopic) defects (e.g. due to dust grains
during deposition) are highly increased.
+ Inhomogeneity issues due to property gradients induced by the deposition and annealing
processes are reduced.
+ The electrical capacitance is reduced, which results in smaller time constants and allows
for higher frequencies of the excitation current during measurement.
- For given aspect ratios and sourced currents/voltages, the density of Joule power dissipa-
tion is highly increased compared to larger devices, raising challenges in low-temperature
measurements.
One may consider several different ways of employing photolithography to create Hall-bar
devices. The metal contacts could be deposited below the phase-change material (bottom
1The resist used in this work is ARU-4040 by ALLRESIST, which is normally a positive photoresist (exposed areas
are removed upon developing), but can be turned into a negative one (unexposed areas are removed) by an
image-reversal process which involves a reversal bake and a flood exposure.
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contacts) or above (top contacts), and either of the two layers could be patterned by etching or
lift-off.
Some of the advantages and disadvantages of bottom contacts (as opposed to top contacts)
are:
+ If one uses gold, just as above for the shadow-mask-patterned samples, no problems in
terms of electrical contacts are expected. The PCM film may be capped. If top contacts
were used, the capping (or the oxide layer that has been formed on top of the PCM) would
have to be removed prior to the contact deposition.
- The contacts have to be done sufficiently thick, e.g. to enable wirebonding. If the PCM
film is supposed to be much thinner, it will not be able to cover the sharp edge, resulting
in bad or even broken contacts. The problem is even increased when a lift-off process is
used for the contact patterning, because this process has a tendency to form "ears" at the
edges (see e.g. reference [Sch12]).
The processes which have been proven successful will be described hereafter. It has been
originally used in a collaboration with a team at Stanford University and later been adapted
for the equipment available at the 1st Institute of Physics (IA) at RWTH Aachen University. It
employs an etching process for cutting mesa-structures for Hall bars from a flat, capped PCM
film, which has been prepared before as described in section 3.2. At Stanford University, the
etching is implemented as a dry-etching process with an argon ion beam (argon ion milling).
In Aachen, the same result has been successfully achieved by sputter-etching in the LS 320S.
For this purpose, the RF generator is connected to the sample holder instead of a target. The
sample holder is a somewhat smaller than the usual one, ensuring that no short contact to the
grounded chamber wall occurs. With a sputtering power of 60W and an argon flow of 10sccm, a
stable plasma can be sustained, the positive ions of which sputter the exposed areas of the PCM
film, while the relatively thick photoresist protects the film underneath. This is done statically
(without rotating the sample holder) because the plasma is located in a distinguished region of
the chamber and for a time sufficient to remove both the capping and the PCM. The etching
rate is about ∼ 1nm/s for PCMs2 and ∼ 0.05nm/s for (ZnS)80(SiO2)20 (own characterization).
Afterwards, acetone and an ultrasonic bath are used to remove the resist.
The next step is the photolithography of a lift-off mask for the contacts. At Stanford University,
gold contact pads have been deposited by means of electron-beam evaporation. A thin layer
of titanium beneath improves the adhesion and impedes diffusion. In Aachen, chromium and
gold have instead been deposited by means of thermal evaporation. Several different Hall bar
geometries have been employed. Figure 3.4 depicts two of them. The agreement between
different geometries was always excellent, allowing to use them interchangeably. Two important
aspects can be seen from the figure: First, the voltage taps taper as they approach the bar, such
2M. Wimmer, private communication
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2 mm
(a)
200 µm
(b)
Figure 3.4.: Different van der Pauw and Hall-bar geometries created by photolithography:
(a) Geometry similar to one designed at Stanford University with a bar width is
W = 100µm, a distance between the two outer voltage sensing taps L4w = 200µm
at the top, and a distance between the current sourcing pads of L2w = 400µm. The
original Stanford pattern differs only in having L2w = 250µm. The two taps at the
bottom are meant for 5-wire Hall-effect measurements (not employed in this work).
(b) Geometry with especially small contact pads with W = 50µm, L4w = 200µm
and L2w = 220µm
.
that the distance between them is precisely defined and the current flow is constricted to the
bar. Second, a trade-off has been made in the size of the overlap region between metal contacts
and the phase-change film. On the one hand, this area should be large for optimal contacts. On
the other hand, there are two important reasons why some parts of the contacts should not have
phase-change material underneath: First, this way the same pair of lithography masks can also
be used for bottom contacts, as not the whole contact pad will be covered by the PCM. Second,
the adhesion of phase-change materials on SiO2 is rather poor [TMO09], and delamination
would be likely to occur upon wirebonding if there was a PCM layer between bond pad and
substrate.
3.3.2.1. Capping Layer Removal
Before deposition of the metallic contacts, the capping has to be removed at the areas where
contacts and the PCM film are supposed to overlap. This step is done after the photolithography
for the lift-off patterning of the contacts. Hence the actual Hall bar is protected by the resist,
but the designated overlap areas are exposed. At Stanford University, the etching of the capping
was achieved by argon ion milling after tuning the etching time. Adapting this step to the
sputter-etching process has turned out to be difficult, for the following reason:
As can be seen above, the etching rates for PCM and capping differ by a factor of 20, while the
thicknesses of both layers are often similar, leaving only a small window in etching times where
the capping layer is fully removed, but not yet the whole PCM layer. Moreover, the homogeneity
and reproducibility of the sputter-etching process turned out to be rather poor, which makes
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Figure 3.5.: Resistance as a function of temperature as determined from 2-wire and 4-wire
measurements. The measured device is the one called "sample 4" in Chapter 7.
The sheet resistance RS has been calculated from the measured 2-point and 4-point
resistances R2w and R4w considering the geometry of the device via RS =R2w /4.4
and RS =R4w /4, respectively. As opposed to samples which have been processed
by means of sputter etching only, the HF etching step produces contact resistances
of less than 20Ω even at lowest temperatures, which results in the almost perfect
agreement of both curves and emphasizes the benefits of the selective HF etching.
it hard (or even impossible) to determine an etching time which fulfills the above criterion. A
failure of fulfilling it results in large contact resistances. The resistance of the metal-to-PCM
interface can easily be investigated by measuring I-V curves both in two-wire and four-wire
geometry. Taking the bar geometry into account, the voltage drop along the interface can then
be calculated, yielding the I-V curve of the interface. By a careful fine-tuning of the parameters it
was possible to achieve acceptable contact resistances. For instance, a typical device with a four-
wire resistance of 12kΩ has a contact resistance of ∼ 300Ω on each side at room temperature.
The latter increases drastically to about∼ 10kΩ at the lowest temperature of 0.4K. The reason for
this behavior remains unclear. It seems likely that the sputter-etching process damages the PCM
underneath. However, this is still an acceptable value as long as the resistance measurement is
carried out in four-wire geometry, especially since the contacts’ I-V characteristics have been
proven to be ohmic even at lowest voltage drops of. 10µV, which is much smaller than typical
source voltage in a measurement (& 1mV).
Nevertheless, the still high contact resistance deteriorates the signal-to-noise ratio of the
measurement, increases the Joule heating, inhibits two-wire measurements and is expected to
cause more problems upon approaching more critical sample parameters. For these reasons,
and because of the poor reproducibility of the sputter-etching process, a better solution is
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preferable and has been found by dipping the sample into a 1% aqueous solution of hydrofluoric
acid (HF). This wet-etching process is highly selective towards removing the capping only.
Etching for 30s turned out to be sufficient to remove 7nm of (ZnS)80(SiO2)20. The resulting
contact resistance is so small that it is hard to provide a precise value of it, since deviations from
the nominal geometry cause large relative fluctuations and also a contact resistance between
the probe needles and the contact pads exists. An upper limit is ∼ 20Ω, and the I-V curves are
ohmic. This situation does not change even at temperatures as low as 0.35 K, as can be seen from
Figure 3.5, where it is demonstrated that two-wire and four-wire measurements yield consistent
sheet resistance values.
The whole patterning process is depicted in Figure 3.6.
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(a) Substrate (b) Deposition of PCM +
capping, and anneal-
ing
(c) Resist coating and UV
exposure through a
mask
(d) After developing (e) Plasma etching (f ) Resist removal (acetone
+ US bath)
(g) Resist coating and UV
exposure through a
mask
(h) After developing (i) HF etching
(j) Metal deposition (k) Lift-off (acetone + US
bath)
Substrate
PCM
Capping
Photoresist
Chromium
Gold
Figure 3.6.: Steps for preparing Hall-bar devices of thin films of phase-change materials by
means of a two-step photolithography. In this process, the phase-change film
is patterned into Hall-bar mesas by plasma-etching. Metallic top-contacts are
patterned by lift-off. To provide good electrical contact between metal and PCM,
the capping is selectively wet-etched by HF.
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3.4. Measurement Setups
3.4.1. Custom-Built Setup
One of the measurement systems employed in this work is a custom-built setup based on a KGW
ISOTHERM KGS-40 bath cryostat. Parts of the setup date back to the works of Schlockermann
[Sch13] and Reiners [Rei09].
3.4.1.1. Mechanical and Electronic Details
The KGS-40 is a glass-made liquid-helium bath cryostat with a liquid nitrogen cooling shield, see
Figure 3.7a. A sample chamber, which consists of a glass tube with an inner diameter of 34mm,
is submerged into the liquid helium bath and can be evacuated by a scroll pump (EDWARDS
XDS10) or flooded with helium gas. A sample stick with the sample holder (Figure 3.7b) at its
bottom end is brought into this tube, such that the sample is situated in the tapered part at the
bottom of the cryostat. The sample stick guides four coaxial (RG-316) cables for measurement
and several single wires for technical puroposes, i.e. for thermometry (a LAKESHORE Cernox
CX-1050-SD-1.4L sensor), heaters (two conventional 20W, ∼ 22Ω thick film resistors) and a
magnetic field sensor (LAKESHORE HGCT-3020) down to the sample holder. The sample holder
is designed for 2cm×2cm samples (Figures 3.3a or 3.3b).
To create the magnetic field for Hall-effect measurements, two linear power amplifiers
(SERVOWATT DCP-780/30) drive electrical currents of up to 30A per amplifier through a custom-
built magnet, which consists of a yoke made from transformer laminations (M530-50A) and four
coils made from copper pipes which are water-cooled from inside. Yoke and coils are depicted
in Figure 3.7c. The magnet system has been optimized for high magnetic fields and at the same
time low inductances, which is needed for AC-Hall-effect measurements. The magnet system is
extensively described in the theses of F. Lange [Lan10] and M. Käs [Kä11]. Its maximum field
is 300mT (constant field operation) or 200mT at a frequency of 2Hz. The gap on the one side
provides space for the bottom part of the cryostat. A room temperature sample holder (again for
2cm×2cm samples) exists as well.
The electronics have been developed by Carl Schlockermann [Sch13]. Most parts are described
in detail in reference [Rei09]. I will provide a basic overview in the following.
A mainboard is connected to a PC via two NATIONAL INSTRUMENTS PCI-6229 data acquisition
(DAQ) cards. The mainboard controls several technical sensors (temperature, pressure, magnetic
field) and provides its data to the DAQ card’s analogue inputs. Based on signals from the digital
outputs of the DAQ cards, the mainboard controls the magnetic valves of the gas-handling
system and a relay connected to the pump. It also provides a current source for the sample-stage
heaters. A software PID controller running on the PC stabilizes the temperature. The heater
current is controlled over two analogue outputs of the DAQ cards.
The mainboard also provides a bipolar voltage source (Vmax =±70V) and a unipolar voltage
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(a) Cryostat
(b) Sample Holder, from [Lan10]
(c) Magnet, from [Kä11]
Figure 3.7.: Components of the custom-built setup: (a) The KGS-40 glass cryostat. The finger
at the bottom has an outer diameter of d = 75mm. The sample is located here.
(b) The sample holder, consisting of: a copper main body (1) with an electrically
insulating but thermally good conducting white slab of Al2O3 on top; four coaxial
cables (2) connected to two printed circuit boards (3) which are in turn connected to
the sample (4) via wires; a Cernox temperature sensor (5) and two resistive heaters
(6) on the backside. (c) The magnet system, consisting of an soft iron core with a
90mm gap for the cryostat.
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source (V =−10V. . .+10V) for the measurement which are both controlled by another analogue
output of the DAQ card. The sensitive part of the measurement however is carried out in
peripheral boxes which are situated as close to the sample as possible, i.e. next to the top flange
of the cryostat.
Three different peripheral components have been used in this work. For the AC-Hall-effect
measurement on amorphous phase-change materials (Chap. 4), the "High-Impedance Hall Box"
has been used. Its first task is to apply the bipolar voltage from the mainboard to both ends of the
bar-shaped sample. One of the two poles is directly connected to the cable which goes to the one
end of the sample, while the other provides a new "ground" potential for a current-to-voltage
converter, the input of which is connected to the other end on the sample, virtually putting it to
that new "ground" potential. The output signal of the converter enters an isolation amplifier
on the mainboard which translates it back to the "real" ground. The second task of the box is
to provide a unity-gain buffer (based on ANALOG DEVICES AD 549 operational amplifiers) for
each of the two voltage inputs. The outputs of the buffers are then connected to a unity-gain
differential amplifier on the mainboard, the output signal of which is in turn routed to one of
the analogue inputs of the DAQ cards. The buffer amplifiers also guard the outer conductor of
the coaxial cables, i.e. the shield is not grounded, but actively put to the same potential as the
inner conductor. This technique of guarding eliminates the influence of cable capacitances and
suppresses leakage currents between the inner conductor and the shield. The magnetic field
is controlled via another analogue output, which is routed within the mainboard towards the
inputs of the magnet’s power amplifiers.
For Hall-effect measurements on more conductive samples, a similar box, the "Low-Impedance
Hall Box", has been used. However, this one works with smaller source voltages, does not employ
guarding (instead, the shield is grounded), and has an on-board differential amplifier with
switchable (10× or 50×) gain. To provide compatibility with the previous box, this differential
amplifier has a bipolar output, and can thus be connected to the differential amplifier on the
mainboard. Both of these Hall boxes do not allow for any switching of configurations and are
thus primarily suitable for Hall bar geometries, but measurements on van der Pauw samples
can still be performed by manually switching the cable connections.
A third peripheral system is designed for highly resistive van der Pauw resistance measure-
ments. It consists of two boxes. In the first box, the "High-Impedance van der Pauw Matrix", a
sophisticated array of relays optimized to minimize leak currents opens up the possibility to
connect the voltage from the unipolar source to either contact A or contact C of the sample.
The same way, one of the contacts B and D is virtually grounded via a AD 549-based current-
to-voltage converter, which is situated in the second box, the "High-Impedance van der Pauw
Current Measurement Box". Its output is routed through the mainboard and connected to an
analogue input of the DAQ cards. The same is done with AD 549-based unity-gain buffers which
measure the potential at each of the four sample contacts. Again, these buffers also take care of
guarding.
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A fourth peripheral system, consisting of a single box ("Low-Impedance van der Pauw/Hall
Box") similar to the previous one but with a more flexible relay array capable of performing both
resistance and Hall-effect measurements in van der Pauw geometry on low-resistive samples,
has also been developed. Although is has not been employed in any of the measurements
presented in this thesis, it has been used e.g. in the works of F. Lange [Lan10], P. Ries [Rie10] and
A. König [Kö10].
All current-to-voltage converters possess (in parts sophisticated) relay arrays, which allow
to select one of several resistors, the largest of them being 1GΩ, which at the most sensitive
range of the DAQ card theoretically allows for measurement of currents as small as 10fA. Due to
noise, a more realistic estimate turned out to be ∼ 1pA. All the peripheral relays are controlled
via EPLD-based digital logics situated on the mainboard and by the digital outputs of the DAQ
cards. The measurement sequence is controlled by a self-written software.
For each van der Pauw resistivity data point, all four possible geometrical measurement
configurations have been measured in both polarities, as described above. Waiting times
after each change in configurations have been chosen carefully to exclude influences of time
constants due to capacitive charging. For (DC-)Hall-effect measurements, polarities of current
and magnetic field have been reversed independently to correct for offsets.
3.4.1.2. Implementation of the AC Hall-Effect Measurement Technique
The whole setup was originally designed by C. Schlockermann [Sch13] and M. Reiners [Rei09] for
AC Hall-effect measurements. This is why conventional magnets with a high current I rather than
a large number N of windings are used: the field scales with∝N I , while the inductance scales
with N 2. Also, a glass cryostat is used instead of a metal cryostat where high eddy currents would
occur. For the same reason, a modified sample holder is used for AC Hall-effect measurements,
where the copper stage is split into two parts which are only connected by an Al2O3 slab.
If a magnetic field is swept, voltages will also be induced between the measurement taps. If a
square wave signal is used to modulate the magnetic field, a way to cope with these inductive
disturbances is to exclude a time span in the beginning of each half-cycle (cf. reference [Bro07]),
which requires a very careful choice of this time span. We have used a different approach: The
magnets are modulated sinusoidally, B(t)= Bˆ cos(ωB t +φB ). This creates an inductive signal
Ui (t )= Bˆ AωB sin(ωB t +φB ). Here A is the area effectively enclosed between the two cables for
the voltage measurement. One might try to discriminate between the induction voltage and
the actual Hall-effect signal by their respective phase shift of 90◦, but the very precise phase
calibration has been considered too delicate and instead a more robust solution has been chosen
by modulating the sample voltage as well. This is also done sinusoidally, but with a different
frequency, US(t)= UˆS cos(ωU t +φU ). As a result, three contributions to the measured voltage
are expected: (1) The induction voltage, (2) an misalignment offset voltage proportional to US(t )
(plus, maybe, a constant term caused by the Seebeck effect), and (3) the actual Hall signal. The
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last one can be calculated from equation (3.5) as UH(t )= WL µHUs(t )B(t ) and will split into two
parts,
UH(t ) = W
L
µHUˆS Bˆ cos(ωB t +φB )cos(ωU t +φU ) (3.6)
= 1
2
W
L
µHUˆS Bˆ
{
cos
[
(ωU +ωB )t +φU +φB
]+cos[(ωU −ωB )t +φU −φB ]} . (3.7)
As long as fB =ωB /2pi and fU =ωU /2pi are no integer multiple of one another, the sum and
difference frequencies f± = fU ± fB will not be an integer multiple of one or the other as well.
Therefore, provided that the integration time is long enough, the components with frequencies
f± extracted by a lock-in technique will be clean from spurious signals due to misalignment,
Seebeck effect, induction voltages, or higher harmonics of any of these. The same is true for any
kind of noise, including power line hum at 50Hz. Some more sources of spurious signals should
be considered:
• The Nernst effect (or 1st Ettingshausen-Nernst effect) is the thermal analogue to the Hall
effect. A magnetic field perpendicular to a heat flow induces a voltage perpendicular to
both. As long as the temperature gradient that creates the initial heat flow is not reversed
under reversal of the current polarity, this voltage contribution has only components with
frequency fB and does not distort the measurement.
• The 2nd Ettingshausen-Nernst effect is a thermomagnetic effect. A magnetic field acting
upon an electrical current causes a perpendicular temperature gradient. This, in turn,
leads to a Seebeck voltage. Since both current and magnetic field enter this effect, it will
indeed be at frequencies f±. However, an estimation by Käs [Kä11] demonstrates that the
magnitude of this component (∼ 10nV) is negligible.
• Magnetoresistive effects may influence the offset voltage directly or indirectly (e.g. via
the temperature, if the heaters have a strong magnetoresistance and the thermal time
constants are small). However, as these effects do not depend on the sign of B , they are
functions of B 2. Therefore, as long as B is modulated symmetrically around zero, they will
only cause contributions with f± = fU ±2 fB . A simple and ironclad check if such effects
may still play a role due to a constant offset in B is to rotate the sample by 180◦ around
an axis perpendicular to the magnetic field, which is possible within the cryostat thanks
to a rotary joint. If a component of the signal at f± = fU ± fB is artificially caused by a
non-symmetric magnetic field it will stay the same, otherwise its phase should change by
pi.
Concretely, we have implemented the double-AC technique in the following way: One of
the two DAQ cards is used for all the many slow (mainly technical) signals. The other card is
responsible for the AC Hall-effect measurement. It is operated with a high sampling rate and
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focuses only on the relevant signals: Both sinusoidal signals for B(t ) and US(t ) are generated in
this card. A typical choice of frequencies is fB = 2Hz and fU = 11Hz.
Four signals are acquired with fine time-resolution: The magnetic field (measured outside
the cryostat by a Hall probe IC with an on-chip amplifier, rendering this insensitive towards
induction voltages; the field amplitude at the position at the detector is later translated into that
at the sample position by a correction factor), the voltage behind the bipolar source (attenuated
by a factor of 100 using a voltage divider), the current signal behind the isolation amplifier and
the Hall voltage behind the differential amplifier on the mainboard. A typical sampling rate for
data acquisition is 10kS/s.
Dual-phase software lock-in procedures are then run on all the four signals with the respective
frequencies, i.e. fB for the magnetic field, fU for the sample voltage and the current, and both
f± frequencies for the Hall voltage signal. The integration time can be chosen arbitrarily long
to make the lock-in’s bandpass arbitrarily narrow and thus filter out all error sources in the f±-
signal. Concretely, the lock-in procedure suppresses signals at ω j by a factor of T−1|ω j −ω±|−1
(see calculation in reference [Kä11]). Moreover, the excitation frequencies fB and fU and the
integration time are chosen in such a way that the signals at fB and fU are perfectly suppressed.
Integration times of ∼ 1000s are usually sufficient to determine the Hall mobility of amorphous
phase-change materials.
To allow for a determination of the sign of µH, not only the amplitudes, but also the phases
of the various signals are detected. Hence, the phase of the Hall signal components can be
compared to the expected value according to equation (3.7) of (φU ±φB ). The shift between the
two may only take on values of 0 (SignµH =+1) or pi (SignµH =−1). Large deviations from these
allowed values would indicate that erroneous signals contribute to the lock-in amplitude, which
is usually the case if either the integration is performed over an insufficiently number of periods
or phase shifts due to parasitic time constants (low-pass filters) are present.
More details about how the lock-in procedure has been implemented can be found in refer-
ence [Kä11]. In the following, I will discuss the reasons why the electronics of the present setup
are exceptionally well suited for such kind of measurements on high-resistive samples:
• The symmetric, bipolar voltage source allows to apply voltages as high as 140V along the
sample while the potential of the Hall voltage taps is still close to ground.
• Whenever samples are highly resistive, offset and leakage currents may become an issue.
Moreover, if AC measurements are performed, capacitances have to be considered as
well. The setup takes this into account by using the unity-gain buffers and the choice of
operational amplifiers therein. This would normally leave the RG-316 cables with their
∼ 100pF/m as the dominant source of capacitances. They are taken care of by guarding.
The remaining capacitances are the input capacitance of the AD549 and the capacitance
of the sample itself, both of which are of the order of ∼ 2pF. Together with a sample
resistance of 100MΩ (2µm thick film of Ge2Sb2Te5 at 290K), this yields a time constant
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of 200µs, much smaller than f −1+ . The assumption that time constants are not an issue
with our measurement parameters was confirmed by the fact that our phases converge to
either of the two allowed values after sufficient time of integration.
One more point is worth to be mentioned: The binning resolution of the DAQ card’s DA
converter is 150µV, while the Hall voltage amplitude is only of the order of 10µV or smaller. This
is not a big problem, as there is a much higher level of noise, which includes high-frequency
components. This prevents the DA converter from systematically rounding to one direction.
Instead, the signal will statistically fluctuate between several quantization steps. If the quantized
signal is then further processed by a bandpass or a lock-in filter, which removes the high-
frequency noise again, the signal can be recovered 3.
3.4.1.3. Drawbacks of the Setup
The major strength of this setup is its suitability for AC-Hall-effect measurements, but measure-
ments on more conductive samples are also possible. However, some drawbacks have to be
considered.
One of them is the small liquid helium capacity of 4.5l in combination with a rather poor
thermal insulation between the sample stage and the wall of the glass tube that forms the sample
space. Due to this bad thermal insulation, high heating powers are needed, which lead to a high
boil-off rate. Therefore, temperatures high above 4.2K can only be stabilized for a short time.
This is not so much an issue when liquid nitrogen is used for cooling.
Another limitation is the lower temperature limit of 4.2K arising from the fact that a bath
cryostat is used. This limit can only slightly be decreased by pumping on the bath.
The use of a conventional magnet limits the maximum magnetic field to the saturation field
of the core material, which is of the order of 1T. The required 90mm gap limits the field even
further.
The most severe, though least obvious issue is caused by the use of a glass cryostat: Figure
3.8 depicts the resistance of a Ge1Sb2Te4 sample as a function of time after cooling down to
4.2K. The heaters had been turned off and the measured temperature was stable at 4.2K for the
depicted time span. Obviously, the resistance decreases quite strongly with time by ∼ 10% over
three hours. No saturation of the effect is seen on this time scale.
In his diploma thesis [Lan10], F. Lange presents hints that this effect is linked to the illumina-
tion of the sample. However, it is not just "normal" photoconductivity. Instead, the enhanced
conductivity persists for hours after the illumination has been ceased. Although the glass cryo-
stat possesses a silver coating for thermal isolation purposes, this layer is interrupted by two
viewing strips. This prevents eddy currents induced by AC magnetic fields, but light may enter
3The fact that noise can be beneficial in case of small signals which get quantized because it linearized the quanti-
zation characteristic is commonly exploited in audio processing, where the addition of artificial noise is called
dithering.
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Figure 3.8.: Change of resistance with time at 4.2 K in the glass cryostat. A measurement on
a 100nm thick van der Pauw sample of Ge1Sb2Te4 on a glass substrate, annealed at
200◦C shows a significant decrease of sheet resistance with time. This effect turns
out to be persistent photoconductivity.
the cryostat. The suspicion of Lange could be confirmed by the observation of similar effects in
other (opaque) cryostats, where controlled illumination could be introduced on purpose. One
example measured in the PPMS can be seen in Figure 3.9.
Such a slowly decaying photoconductivity has been reported for other material systems,
especially III-V semiconductors, and termed persistent photoconductivity (PPC). While the
precise mechanisms that causes the PPC in each system is often under dispute, the highly
increased lifetime of the created electron-hole pairs is generally attributed to trapping and/or
separation of the carriers [VEZ99]. Examples of systems where PPC is found include, among
others, epitaxial GaAs films on Cr-doped GaAs substrates [See04, pp. 480-483], PbTe doping
superlattices [JBPC85], or amorphous chalcogenides [Shi86].
When the light entering the glass cryostat is dimmed by additional measures, the effect can
be reduced, but not completely overcome.
3.4.2. PPMS
During the course of this work, a QUANTUM DESIGN Physical Properties Measurement System
(PPMS) became available. This commercial setup is superior to the custom-built setup as long
as sample resistances are small (. 10MΩ) and Hall mobilities are large (& 1 cm2Vs ), in other words,
samples of typical crystalline phase-change materials.
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Figure 3.9.: Persistent photocurrent in Ge1Sb2Te4 measured with the PPMS. Shown is a mea-
surement of the resistance of a device as depicted in Figure 3.4a, made of a 7nm
thick film of Ge1Sb2Te4 annealed at 250◦C. To illuminate the sample, the top flange
of the sample space was replaced by a viewport. During the time spans shaded in
light yellow, the sample was illuminated by a conventional white-light LED lamp,
while during the darkly shaded regions, the lamp was turned off.
The PPMS is basically a cryostat with a temperature range from 1.9K to 400K. Full temperature
control is provided via several heaters and thermometers. The temperature range is expanded
by the Helium-3 Option, which allows to cool down to 340mK. The PPMS used in this work is
equipped with a 9T superconducting magnet, the field of which is usually oriented perpendicular
to the sample surface. An additional rotator allows to rotate the sample within the magnetic
field and thus to measure in parallel field orientation as well.
While the custom-built setup allows for samples of size 2cm× 2cm, the sample holders
("pucks") of the PPMS are smaller. Therefore, only the lithographically patterned devices and
the sample types depicted in Figures 3.3c and 3.3d are compatible to the PPMS. Electrical
contacts between the metal pads on the sample and those on the sample holder have been
created by wirebonding. Aluminum or gold wire has been used. When using aluminum wire, its
superconductivity below 1.19K should be considered. In the superconducting state, the thermal
conductivity will break down. However, it turned out that the thermal coupling between device
and sample holder is mainly achieved via the substrate and not through the wire. This can be
demonstrated as no jumps are observed in the data when the critical temperature or the critical
field of about 100Oe is crossed.
Wiring is integrated into the sample space. For electrical measurements, 12 single (unshielded)
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wires are available, grouped into 3 channels, each of them suited for 4-wire resistance measure-
ments.
To perform the measurements, two measurement options exist. The first is the so-called User
Bridge (or DC Resistivity Option), which is part of the PPMS’s main control unit ("Model 6000")
[Qua08, Qua99]. A square wave (0.3Hz) current is sourced through the sample. The amplitude is
chosen according to user-defined limits for power, current and voltage. The range of the current
source as well as gains of amplifiers in the voltage measurement branch are controlled internally.
Suitable calibration resistors are measured periodically to correct for non-linearities, drifts and
offsets in the electronics. The current amplitude can be chosen between 20nA and 5µA as long
as the necessary voltage does not exceed 100mV. The minimum voltage resolution is 4nV. The
user bridge can only measure one channel at a time and periodically switches between the
channels. This has the advantage that two or three channels may be connected to the very same
device without influencing each other. Hence, resistivity and Hall effect of a bar-shaped device
or the two obligatory van der Pauw configurations can be measured in one cooldown.
The other option is the so-called Electro-Transport Option (ETO) [Qua11]. It makes use of the
same 12 leads of the sample chamber, but differs from the user bridge in some points: To reduce
cable length, its electronics are situated very close to the cryostat and not in the main control
unit. Therefore, the ETO is less sensitive towards noise. Unlike the user bridge, the frequency
may be chosen from pre-defined values between 0.1Hz and 200Hz. The excitation is sinusoidal.
Not only the signal at the base frequency, but also at higher harmonics is measured, providing
a warning signal for issues e.g. of non-ohmicity. The phase is measured as well, providing a
warning signal for time-constant issues. The ETO provides two independent channels which are
simultaneously connected to the sample. Additional to the four-wire mode, a two-wire mode in
which a voltage of up to 10V is sourced and the current is measured also exists for more resistive
samples. The four-wire more and the two-wire mode are specified for resistances up to 10MΩ
and 5GΩ, respectively. The ETO provides higher data quality, the only drawbacks being that
only two channels exist, while the user bridge provides three channels. The ETO is also capable
of measuring I-V curves and differential resistance.
Of course, custom electronics may be connected to the 12 leads. In this work, this has only
been done in very rare cases, e.g. to investigate the homogeneity of a Hall bar.
In this work, the PPMS has been used to carry out (magneto-)resistance and Hall-effect
measurements in the following way, no matter what sample geometry has been used: Mea-
surements of resistance as a function of temperature have been performed by continuously
reading the resistance while ramping the temperature. The temperature ramp speed has been
chosen carefully, especially slow enough to provide thermal equilibrium between sample and
thermometer. Magnetoresistance measurements have been taken by stabilizing the temper-
ature for a sufficiently long time until the magnetic field is swept in the desired range. Since
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the superconducting magnet provides high fields but rather slow sweep rates of 200Oe/s4 at
maximum, Hall-effect measurements have also been taken by a full sweep of a magnetic field
rather than by just measuring at maximum field at each polarity. A linear fit of this sweep then
yields the Hall coefficient. In all measurements, an electrical AC excitation has been used, the
magnitude of which has been chosen carefully within the ohmic regime.
4µ0×10000Oe=µ0×1A/m= 1T.
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Hall Effect in Amorphous
Phase-Change Materials
As described in subsections 1.2.4.1 and 2.4.6, amorphous phase-change materials exhibit some
peculiar effects which are relevant for application. From the variety of models explaining these
phenomena, it can be seen that there is no generally accepted model even of the steady-state
transport at low bias. But without a thorough understanding of the steady-state transport, all
attempts in explaining the peculiar phenomena will remain speculative. Hence, this chapter will
contribute to that issue by presenting and discussing Hall-effect measurements on amorphous
phase-change materials.
In their 2006 paper about the Hall mobility in amorphous Ge2Sb2Te5 [BEL06], Baily, Emin
and Li claim that in this material, charge is transported by thermally activated hopping of small
polarons. This conclusion is mainly based upon the small Hall mobility of (0.07±0.01)cm2/Vs
at 295K and its anomalous sign. In other systems, namely Sb2Te3 [BE06] and As-Te-based com-
pounds [ESQ72], more evidence is provided: In those systems, the pre-exponential factor of the
Arrhenius-activated conductivity is large, the thermopower activation energy ES differs from that
of conductivity Eσ, the heat-of-transport coefficients obtained from thermopower measurements
are large and the Hall mobility is weakly activated with an activation energy Eµ ≈ 13 (Eσ−ES). All
these observations are in line with the small polaron picture.
While the argument concerning the prefactor can also be applied to Ge2Sb2Te5, the thermopower
data presented in reference [BEL06] could not be fitted to a single-band model. Moreover, as can
be seen from Figure 4.1 the quality of the Hall-effect data is far from perfect. This leads to the quite
large uncertainty of 14%. Hence, it is hard to resolve the small temperature dependence predicted
by the small-polaron model, and indeed, the authors obtain the same value of (0.07±0.02)cm2/Vs
at the lower temperature of 275K. The way the data are plotted suggests that they have been taken
at constant magnetic fields.
It is therefore desirable to obtain Hall-effect data of better quality. This can be done with the
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Figure 4.1.: Hall data on amorphous Ge2Sb2Te5 from Baily, Emin and Li [BEL06] at 295K. From
the sign and the small magnitude of the extracted Hall mobility, together with the
large pre-exponential factor of the conductivity, the authors suggest that small-
polaron hopping is the dominant transport mechanism.
setup described in section 3.4.1. This way, it should be possible to resolve thermal activation ener-
gies. Such kind of measurements can, especially when combined with high-quality thermopower
data, add further evidence for (or against) the small-polaron model.
Out of all the steady-state models under consideration, the small-polaron model has the most
elaborate description of Hall effect and thermopower: It is able to explain the double-sign reversal
and makes several quantitative predictions. Thus, a comparison of data to these predictions will
be most fruitful. Nonetheless, the data should also be compared to the predictions of the standard
transport model, a model of pure hopping transport, a combinations of both and Overhof ’s
long-range potential fluctuation model.
It should, however, not be expected that these measurements will provide a final answer to
the question about the steady-state charge-transport mechanism in amorphous phase-change
materials. Even in the well studied amorphous systems such as a-Si(:H), where lots of data of
sufficient quality exist, the double sign reversal can not be satisfactorily explained [OT89]. In any
case, providing a similar amount of data for amorphous phase-change materials will for sure
help to understand if the charge transport in amorphous phase-change materials is considerably
different to that in other amorphous materials. Such a study should, of course, not focus on a
single phase-change material but rather look at a broad range of compounds.
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Figure 4.2.: Convergence of the lock-in values: The left plot shows the evolution of the modu-
lus of the Hall voltage behind the software lock-in as a function of integration time,
performed for the components at both frequencies fU + fB and fU − fB . The right
side shows the evolution of the phase. The fact that both signals converge, and
especially the phase converges to the allowed value of 180◦ (indicating a negative
Hall mobility) demonstrates that the lock-in technique is able to extract an actual
Hall signal on a timescale of ∼ 10min. The measurement was taken on a 2µm
thick film of Ge2Sb2Te5 at a temperature of 313K. The frequencies were chosen to
fU = 13Hz and fB = 2Hz.
4.1. Experimental Details
Since Baily et al.’s data are on Ge2Sb2Te5, it is only natural to begin with the same compound.
Data presented in this chapter have been measured by M. Käs (cf. his master thesis [Kä11])
employing the custom-built setup and the AC technique described in section 3.4.1. The samples
are Hall-bars of the type depicted in Figure 3.3a with an aspect ratio of L/W = 4. The fact that
the metallic contact taps of this geometry reach into the actual Hall bar (unlike in other device
types, where the taps are made of the material under investigation itself) keeps the resistance of
these taps as low as possible, rendering them suitable for AC measurements on highly resistive
samples.
To avoid any doubt about the reliability of the data presented in this chapter, it should first be
demonstrated that the AC method works as expected. Figure 4.2 shows how the lock-in values
converge during integration. Shown is a measurement on a 2-µm-thick Ge2Sb2Te5 sample taken
at 313K. On the left, the modulus |UH ,±| of the two time-integrated lock-in values at the two
relevant frequencies,
UH ,± = 2
T
T∫
0
UH(t )e
iω±t dt , (4.1)
is plotted against the integration time T , while the excitation amplitude has been kept constant
at Uˆ = 119V and Bˆ = 160mT. The plot on the right depicts the time evolution of the two phases of
UH ,± with respect to the phases of B and U , φUH ,± − (φU ±φB ). It can be seen that the amplitude
71
Chapter 4: Hall Effect in Amorphous Phase-Change Materials
−15 −10 −5 0 5 10 15 20−20
−15
−10
−5
0
5
10
15
Uˆ · Bˆ in V · T
R
e(U
H
) in
 µ 
V
 
 
Data at fU + fB
Fit: µH = (−0.064 ± 0.001) cm
2/Vs
Data at fU − fB
Fit: µH = (−0.064 ± 0.003) cm
2/Vs
Figure 4.3.: Determination of the Hall mobility of a-Ge2Sb2Te5 at 313 K: Lock-in values have
been measured for different amplitudes of applied voltage and magnetic field. A
least-square fit yields the Hall mobility. Comparing this plot with Figure 4.1, one
can readily see that the data are much more precise than those of Baily, Emin and
Li.
converges to a value of 16µV and the phases takes on values close to 180◦, which is one of the
two allowed values.
This measurement would already be sufficient to calculate the Hall mobility: The phase of
180◦ indicates a negative Hall sign. According to equation (3.7), each of the two amplitudes
should equal
UˆH± = 1
2
W
L
µHUˆ Bˆ , (4.2)
which yields µH = −0.067cm2/Vs. However, to provide a plot corresponding to that of Baily,
Emin and Li, we vary the amplitudes of magnetic field and applied voltage. Thus, we obtain
the plot shown in Figure 4.3, where the rightmost point stems from the measurement just
discussed. Because the phase is 180◦, ℜ(UH) has a negative sign in this case. To allow for the
same symmetry of positive and negative fields as in the DC measurements, some data points
have been arbitrarily1 mirrored into the second quadrant of the coordinate system. The Hall
mobility is then obtained by fits according to equation (4.2) and averaging the two values, which
yields a Hall mobility of µH = (−0.064±0.001)cm2/Vs.
One note about the measurement uncertainties: In addition to the statistical error, the most
dominant systematical error will be due to the positioning of the sample and differences of
the magnetic field at the positions of field sensor and sample. As long as the sample position
1Our software allows to enter negative amplitudes Uset and Bset. Although this is just a question of the time scale’s
zero point, the product of these two signs has been used to artificially allow for negative values of Uˆ Bˆ .
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has been kept the same, I will only use the statistical error from the fit to draw the error bar of
the extracted Hall mobility. If measurements on different samples are compared or the sample
position has changed between measurements, I will use an estimated error bar of 5% due to the
systematic uncertainty of the magnetic field amplitude. This value corresponds to an estimated
positional uncertainty of about 5 mm in all 3 dimensions, if the field profile from reference
[Kä11] is considered.
4.2. Hall-Effect Data on Amorphous Ge-Sb-Te Materials
Both the negative sign as well as the order of magnitude of this Hall mobility is in agreement
with Baily, Emin and Li’s results, but the error bar is much smaller. We can now move on and
look at the temperature-dependence.
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Figure 4.4.: Temperature-dependent Hall-effect measurements on a-Ge2Sb2Te5: The plot on
the left depicts the Hall mobility as a function of temperature, together with a least-
square Arrhenius fit. On the right, the same is done for the conductivity.
The measurement at 313K described above is part of a temperature series. This temperature
series has been performed in the cryostat, but due to the already high resistivity, it has been
constrained to elevated temperatures from 292K to 341K. To disentangle the temperature
dependence from the irreversible drift phenomenon, the sample has been annealed for 3 hours
at 80◦C and another 3 hours at 120◦C prior to the measurement. This choice of annealing
parameters also allows for comparability with the Seebeck results from P. Jost [Jos13].
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The results of the whole temperature series are shown in Figure 4.4 (left). A temperature
dependence of the Hall mobility is obvious. The change however is rather weak and does
not suggest any clear functional temperature dependence. Nevertheless, many theoretical
frameworks that explain temperature-dependent Hall mobilities on amorphous materials, e.g.
the small-polaron model, Overhof’s long-range potential fluctuation model and (if σhop Àσext)
the two-channel standard transport model predict an Arrhenius-activation, and therefore it is
natural to use this as a fit function, which yields an activation energy of Eµ = (0.04±0.01)eV.
The current is measured simultaneously. Together with the sample voltage, this yields the
two-wire resistance of the Hall bar. Since the geometry of the bar is known, the conductivity
can be calculated and is depicted in Figure 4.4 (right). These data do indeed look as if they
obey an Arrhenius law, and the corresponding least-square fit yields an activation energy of
Eσ = (0.40±0.01)S/cm. This is in good agreement with previously found values, e.g. by myself
[Vol08], and also in good agreement with the data measured by P. Jost on Seebeck samples of the
same sputter run [Jos13], which yield 0.40 eV and 0.39 eV, respectively. A pre-exponential factor
of σ0 ∼ 2×103 S/cm is also typical of amorphous GST materials.
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Figure 4.5.: Temperature-indepedence of the phase of the lock-in value: Even at 292K, where
the sample resistance is of the order of 100MΩ, a phase of ∼ 180◦ is obtained. The
various data points at each temperature correspond to different choices of the
amplitudes Uˆ and Bˆ . No systematic dependence of phase on temperature (and
thus on resistance) is observed, reassuring that time constants are not an issue.
Just to make sure that the observed temperature dependence is not artificial, i.e. stems from a
first-order low pass (RC circuit), we may once again take a look at the phase. While the sample
resistance R increases by one order of magnitude from 10MΩ to 100MΩ, there is no systematic
change in the phase observed which still takes on values around 180◦, see Figure 4.5.
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The same type of measurements has been performed on 150-nm-thick films of Ge8Sb2Te11
and Ag4In3Sb67Te25 (AIST), with the same annealing conditions. The results are listed in the
right column of Table 4.1, together with literature values for other amorphous materials.
Table 4.1.: Transport activation energies for some amorphous phase-change materials com-
pared to other materials from literature. Listed are the activation energy Eσ of
conductivity, the difference EQ of the former and the thermopower "activation" en-
ergy ES and the Hall mobility activation energy Eµ. The values of the latter obtained
for phase-change materials are at the lower limit compared to other materials, but
not untypically low.
Material Eσ in eV EQ in eV
=Eσ −ES
Eμ in eV
As-Te system
As50Te48I2 [SEQ73] 0.36 0.20 0.06
As50Te30I20 [SEQ73] 0.45 0.18 0.06
As50Te45Ge5 [SEQ73] 0.46 0.17 0.06
As5Te80Ge15 [SEQ73] 0.43 0.19 0.06
As50Te50 [SEQ73] 0.44 0.19 0.07
As40Te60 [SEQ73] 0.46 0.17 0.05
amorphous group-IV semiconductors
a-Si (n-type doped) [Ove81] 0.15 0.04
a-Si (p-type doped) [Ove81] 0.20 0.09
Ge-Sb-Te system
Sb2Te3 [BE06] 0.28 0.18 0.05
Ge2Sb2Te5 0.404±0.007 0.04 [Kä11]
0.07 [Jos13]
0.045±0.011
Ge8Sb2Te11 0.390±0.008 0.02 [Kä11]
0.09 [Jos13]
0.037±0.007
Ag4In3Sb67Te25 0.240±0.005 0.02 [Kä11]
0.05 [Jos13]
0.030±0.002
4.2.1. Discussion
All three investigated materials, i.e. the two pseudo-binary materials (Ge2Sb2Te5, Ge8Sb2Te11)
and Ag4In3Sb67Te25, show the phenomena of threshold switching and drift. It is thus natural
to assume that the transport mechanism is the same in all these materials. Moreover, also the
results of the Hall-effect measurements are similar. Hence, the discussion may be carried out for
the two pseudo-binary GST materials (Ge2Sb2Te5, Ge8Sb2Te11) and Ag4In3Sb67Te25 altogether.
The fact that we observe thermally activated Hall mobilities in all three materials is incompatible
with the assumption of pure transport in extended states as treated by the standard transport
model. The absolute magnitude of ∼ 6×10−2 cm2/Vs is much larger than what is expected for
pure hopping conductivity (∼ 1×10−4 cm2/Vs) such that this other extreme can be ruled out as
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Figure 4.6.: Comparison of experimental values for EQ = Eσ−ES and Eµ for different amor-
phous materials, including PCMs, with the small-polaron prediction which
states that Eµ = 13 EQ . The As-Te system (data from reference [SEQ73]) obeys the
prediction well, but even silicon (data from reference [Ove81]) approximately fol-
lows the rule. For PCMs, larger deviations are observed, especially if EQ is evaluated
at high temperatures.
well. However, this is not very surprising since a similar picture is obtained in other amorphous
materials as well, see Table 4.1.
The presence of an activation energy may be regarded as further evidence for thermally
assisted small-polaron hopping. This should be checked quantitatively by comparing our Eµ
to the difference EQ = Eσ−Eµ between the conductivity and thermopower activation energies
measured by P. Jost [Jos13]. This is not as straightforward as one might expect, because for all
three materials, the function Q(T ) as defined in equation (2.60) does not follow a straight line,
i.e. does not exhibit a single activation energy EQ . More specifically, Q(T ) exhibits a kink around
room temperature, separating a low-temperature region with a pronounced EQ from a high-
temperature region where Q(T ) is rather flat, i.e. EQ is small. There is no exclusive interpretation
for this behavior; it might be caused by structural changes, a change in the dominant transport
channel or it could be an effect inherent to the transport mechanism. The most natural way
to proceed is to evaluate EQ in the same temperature range where the Hall data have been
measured. This approach has been taken by M. Käs (cf. [Kä11]) and yields the values written in
red in the EQ -column of Table 4.6. Obviously, they do not obey EQ = 3Eµ at all. This can also
clearly be seen from the deviation of data points (red diamonds) from the dotted line in Figure
4.6. Thus, the small polaron model, at least in its usual form, does not work either.
The thermally activated Hall mobilities in chalcogenides, which Emin and coworkers con-
sidered to be indicative of small-polaron hopping, have been interpreted by Nagels in the
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Figure 4.7.: Two-channel-model fit for a-Ge2Sb2Te5: An Arrhenius law has been assumed for
both an extended-state conduction channel as well as for a bopping transport
channel. The two prefactors and activation energies have been fit, but kept close to
the values of P. Jost [Jos13]. Also, the Hall mobility of the extended-state channel
has been fit but kept close to 0.1cm2/Vs.
framework of the standard transport model by assuming two transport channels, hopping
and extended-state conduction. This model is not able to explain the double-sign anomaly, but
predicts a negative sign in any case. For our materials, this is not a big issue as they show such a
negative sign (although they are p-type). Nevertheless, this problem should remind us that the
Hall effect for extended state transport in amorphous materials is still poorly understood.
According to equation (2.65), our activation energy of 0.04eV (for Ge2Sb2Te5) can be inter-
preted as the energy difference EV −E loc between the (valence band) mobility edge and the local-
ized states. Exploiting that the Hall mobility for extended state conduction µextH should be of the
order of 0.1cm2/Vs yields
σext0
σ
NNhop
0
∼ 3. This in turn means that σext
σhop
∼ 3exp(−0.04eV/kB T )∼ 0.6,
such that the assumption σhop Àσext made in the derivation of equation (2.65) is not fulfilled.
We should instead relax this assumption and go back to equation (2.63) and assume Arrhenius
laws for both transport channels. With five fit parameters for the rather featureless data curves,
it is not surprising that many combinations of σNNhop0 ,σ
ext
0 ,EV , E
loc and µextH exist which can well
fit our Hall and conductivity data, but most of these combinations are unphysical. Therefore, an
additional "penalty" for large deviations from the fit parameters P. Jost obtained from conductiv-
ity and Seebeck measurements as well as another penalty for deviations from µextH = 0.1cm2/Vs
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has been included in the definition of the sum of squared residuals χ2, resulting in the fits
shown in Figure 4.7. Despite the penalty, the values differ from those of P. Jost quite significantly,
as shown in Table 4.2. A combined fit of Hall-effect, Seebeck and conductivity data was also
not possible, i.e. resulted in unphysical fit parameters. This finding raises doubts whether the
two-channel model adequately describes the transport in our materials.
Table 4.2.: Fit parameters of the two-channel model in red compared to those obtained by P.
Jost from fits on Seebeck and conductivity data [Jos13] in blue. Although it hase been
tried to keep the fit parameters close together, large modifications are necessary to
fit the Hall and DC-conductivity data of the present work. In other words, no set of
parameters is found which would consistently fit the thermopower, Hall-effect and
DC-conductivity data.
Material μext
H
σext
0
EV σ
NNhop
0
Eloc
in cm2/Vs in S/cm in eV in S/cm in eV
Ge2Sb2Te5 0.09 3837
3010
0.43
0.40
5.9
3.28
0.28
0.29
Ge8Sb2Te11 0.04 277
1310
0.37
0.41
0.016
0.001
0.15
0.15
Ag4In3Sb67Te25 0.13 2935
3390
0.28
0.29
0.045
0.036
0.07
0.11
In amorphous silicon, probably the best-studied amorphous solid, a thermally activated
Hall mobility is observed as well, although it is usually [OT89] not assumed that small-polaron
transport occurs in there. In this case, a possible explanation for the activated Hall mobility is
found in Overhof’s long-range potential fluctuations model. Within this model, we may use
equation (2.68) to calculate the width of the potential fluctuations δ from our activation energy,
which yields δ = 0.09eV for Ge2Sb2Te5. But, according to equations (2.66)–(2.68), this model
predicts a similar connection between EQ and Eµ as the small polaron model does, just with the
difference that now EQ ≈ 2.56Eµ. Thus, our data pose the same problems to Overhof’s model as
they do to the small-polaron model.
Nevertheless, some more reasoning about Q(T ) may get both the small polaron model as well
as the long-range potential fluctuation model back into the match: Already from Table 4.1 it gets
obvious that the high-temperature EQ of the investigated PCMs is extremely small. In fact, even
the standard transport model in a revised version by Overhof and Thomas [OT89], the main
modification being that phonon-induced delocalization at finite temperatures is considered,
predicts a minimum EQ of 50meV. Recalling that higher EQ values were obtained at lower
temperature (where, unfortunately, the resistivity increases that much such that the AC-Hall
technique will fail) we may use those values instead. This yields the blue numbers in Table 4.1
and the blue diamonds in Figure 4.6. Now, the deviation of the data from the dashed line has
become much smaller.
Out of all models considered, the small polaron model is the one which takes the Hall effect
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most seriously and may be considered the model most challenged by our data. The other
models still suffer from the fact that they can not even explain the sign of the Hall effect in many
instances. In other words, there is for sure still a lack of theoretical understanding of the Hall
effect in amorphous solids with non-polaronic transport. The fact that phase-change materials
show comparably small values of Eµ and EQ may fuel hopes that the present data will contribute
to a better theoretical understanding.
The only definite conclusion that may be drawn is that all 5 models, and even the small-
polaron model, can not consistently explain the Hall-effect data and P. Jost’s Seebeck data and
the situation in amorphous phase-change materials must be different to the systems investigated
so far. But the fact that at the same time, the numerical values are not completely different
from those obtained for other materials (see also Table 4.3), suggests that the main difference is
complexity and not a qualitatively different transport mechanism.
It remains to be seen if in the near future, advances on the theoretical side will be made, for
instance an improved model for the Hall effect in extended-state transport, at least reproducing
the omnipresent sign anomalies, and if such models will also be able to describe the present
Hall-effect data.
I will close the chapter by presenting some additional empirical observations about correla-
tions between conductivity and Hall mobility which are expected to become valuable as soon as
the origin of the Hall effect will be understood better.
4.3. Stoichiometric Trends and Resistance Drift
While the previous section has focused on the temperature dependence of the Hall mobility,
the present section concentrates on room-temperature Hall mobilities of different compounds.
Some phase-change materials will be compared to investigate how the differences in their
(room-temperature) conductivity show up in their (room-temperature) Hall-effect properties.
For this purpose, room-temperature data have been taken on two more compounds, namely
Ge1Sb2Te4 and GeTe. Table 4.3 lists and Figure 4.8 depicts the results together with literature
data of some typical As-Te compounds and amorphous group-IV semiconductors. It can be seen
that while the room temperature conductivity varies over orders of magnitude, the Hall mobility
merely changes by a factor of 2. This observation fits into the big picture of the other amorphous
solids. It is also illustrated by the large range of Hall carrier concentrations. Because it is not
simply related to any real carrier concentration, the Hall carrier concentration of amorphous
solids is not often discussed in the literature. But still, the Hall mobility and the conductivity
are clearly correlated and the stoichiometric trend observed in conductivity (Figure 4.8, right) is
qualitatively also observed in Hall mobility (left).
For Ge2Sb2Te5 and Ge8Sb2Te11, measurements have been performed before and after the
annealing procedure to investigate how drift affects the Hall mobility. Again, the changes we
observe in conductivity are much larger than the changes in Hall mobility.
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Table 4.3.: Room-temperature (∼295 K) transport properties of some amorphous phase-
change materials compared to other materials from literature. Regarding their Hall
mobilities, phase-change materials are neither very different from other tellurides
nor from amorphous group-IV semiconductors.
Material σRT
in 10−4S/cm
μH,RT
in cm2/Vs
nH,RT
in 1017cm−3
As-Te system
As50Te48I2 [SEQ73] ∼1 −0.05 ∼−0.1
As50Te30I20 [SEQ73] ∼10−2 −0.02 ∼−3 ·10−3
As5Te80Ge15 [SEQ73] ∼10−1 −0.06 ∼−10−2
amorphous group-IV semiconductors
a-Si (n-type doped) [LCJS77] 1.3
7
130
54
0.12
0.09
0.08
0.05
0.07
0.5
10
7
a-Ge [Cla67] 30 ∼−0.02 ∼−10
Ge-Sb-Te System
Sb2Te3 [BE06] ∼250 −0.13 ∼−10
Ge1Sb2Te4 19±5 −0.088±0.005 −1.3±0.5
Ge2Sb2Te5 (as deposited) 11±3 −0.068±0.004 −1.0±0.3
Ge2Sb2Te5 (after annealing) 4.0±0.2 −0.065±0.003 −0.37±0.03
Ge2Sb2Te5 (literature) 0.7 [BEL06] −0.07 [BEL06] −0.06
Ge8Sb2Te11 (as deposited) 6.0±1.5 −0.040±0.002 −0.9±0.2
Ge8Sb2Te11 (after annealing) 3.0±0.1 −0.032±0.002 −0.58±0.04
GeTe 8±2 −0.033±0.002 −1.5±0.4
AIST 600±30 −0.11±0.01 −34±2
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Only a temperature-dependent measurement with either an unrealistically large temperature
range or an unrealistically high precision could reveal whether the small changes observed in
µH can be attributed to its activation energy or the pre-exponential factor. Since the correct
transport model has not yet been identified, an extensive discussion of these small changes
would be highly speculative, at least at this point in time.
A few words about the uncertainties of this measurement series: While most of the measure-
ments have been taken at ambient atmosphere outside the cryostat, the data points for annealed
Ge2Sb2Te5 and Ge8Sb2Te11 samples have been measured within the cryostat as part of a temper-
ature series. To compare with the room-temperature measurement, the data points at 305K and
307K have been chosen. This is approximately the temperature to which the magnet heats the
sample in a room-temperature measurement. Since the room-temperature measurement is not
temperature-stabilized, an error of 10K has been assumed on the temperature and, employing
typical activation energies, translated into an error of room temperature conductivity and Hall
mobility. In addition, errors due to different positioning and uncertainties in sample geometry
have been considered.
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Figure 4.8.: Stoichiometric trends in room-temperature conductivity (right) and Hall mobil-
ity (left) of pseudobinary phase-change materials, (GeTe)x(Sb2Te3)1-x. While both
figures show qualitatively the same stoichiometric trends, the spread in conduc-
tivity is much larger. The same is seen when comparing as-deposited and drifted
material.
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4.4. Summary and Outlook
In this chapter, results of Hall-effect measurements on some amorphous phase-change materials
employing the AC technique have been presented. We have observed a negative sign in Hall
mobility, in contrast to the positive thermopower. This is in agreement with the results by Baily,
Emin and Li, as is the absolute magnitude of the room temperature Hall mobility. In addition,
we could for the first time resolve a temperature dependence of the Hall mobility, which has
been fitted to an Arrhenius law. The numerical values for the Hall mobility activation energy are
close to, but slightly below those of many other amorphous materials.
From the magnitude of the Hall mobility, we could exclude standard hopping transport.
However, none of the remaining four models under consideration is able to consistently describe
the Hall-effect data in combination with the Seebeck data from P. Jost either. Regarding the
models assuming standard transport in the extended states, this is not so astonishing if we keep
in mind that they are known to have severe problems in describing data on other amorphous
materials as well (sign anomaly). But even the small-polaron model, which possesses the most
advanced Hall theory, does not describe our results satisfactorily. Future advances on the
theoretical side will be required in order to draw final conclusions from our data.
The Seebeck data from reference [Jos13] suggest that the situation in the materials of the
(GeTe)x(SnTe)1-x - system, which are also phase-change materials [LPB+, Her09], is less complex.
Specifically, the kink in Q(T ) is absent in these materials. Future Hall-effect measurements on
this material class may be easier to interpret. The model which will describe those materials the
best may then serve as a starting point for a more complex model for the GST-materials.
The empirical data presented in the last section have revealed trends in the room-temperature
Hall mobility on stoichiometry and annealing, which are however much weaker than those in
conductivity.
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Disorder-Induced Localization in
Crystalline Phase-Change
Materials – Part I
While the previous chapter has been about the amorphous phase of phase-change materials, in
which the presence of strong disorder is evident, this chapter deals with a peculiar annealing effect
in the crystalline phase of some phase-change materials. By means of a detailed investigation
incorporating a broad range of measurement techniques, this effect will be traced back to the
unusually high amount of disorder present even in the crystalline phase.
I will start describing the effect in section 5.1. In section 5.2 I will consider some possible expla-
nations. A detailed investigation of the effect employing several electrical and optical techniques
will be presented in section 5.3. The results suggest that a change of disorder is responsible for the
effect, hence providing a new explanation. Section 5.4 deals with the question if a metal-insulator
transition is present. In section 5.5 I will discuss the results in the context of all explanations
considered and compare the observations with other systems. Section 5.7 provides a summary
and an outlook.
5.1. Annealing Effect in Ge1Sb2Te4
To understand what is meant by the term "annealing effect", let us first focus on a phase-change
material where this effect is absent. Such a material is, among others, GeTe. In Figure 5.1, the
sheet resistance of a 100-nm-thick film of GeTe has been measured in van der Pauw geometry
(Figure 3.3b) as a function of temperature. The sample has been heated in the tube furnace
with a heating rate of 5K/min, while sheet resistance and temperature have been recorded.
Starting in the upper-left corner with the as-deposited highly resistive amorphous sample, the
semiconductor-like behavior of the amorphous phase is observed. At 192◦C, crystallization
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Figure 5.1.: Change of resistance of an as-deposited amorphous film of GeTe upon heating.
Crystallization occurs at 192◦C. Almost no changes are observed afterwards and the
film is clearly metallic, as it is expected for an ordinary degenerate semiconductor.
Measurement performed by M. Woda, figure taken from [SJV+11].
into the rhombohedral structure leads to a sudden drop of resistance. Further heating merely
changes the resistance (slight changes can be attributed to germanium segregation seen in XRD
spectra, see supplement of reference [SJV+11]) and the curve obtained on subsequent cooling
clearly shows a positive temperature coefficient of resistivity (TCR). This is fully in line with the
description as a degenerate semiconductor, which is expected to obey the Bloch-Grüneisen
formula (2.4).
This is contrasted by the analogous measurement on a film of Ge1Sb2Te4, depicted in Figure
5.2. In this case, the drop of resistance upon crystallization into the cubic phase is less than two
orders of magnitude at the respective temperature. Upon further heating, the resistance contin-
ues to irreversibly decrease by about another two orders of magnitude. This decrease takes place
continuously throughout both the cubic phase and the hexagonal phase; the transformation
to the latter phase takes place at approximately 225◦C. If the maximum heating temperature
is high (outermost curves), the curve obtained during subsequent cooling resembles the one
from GeTe both in slope and absolute magnitude. By contrast, if the maximum temperature is
smaller, the absolute resistance at room temperature is higher and the temperature coefficient
is negative. In summary, the electrical properties depend on the annealing temperature, and
for low annealing temperatures, they seem to be inconsistent with a picture of an ordinary
degenerate semiconductor. Most of the pseudo-binary GST compounds exhibit this effect.
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Figure 5.2.: Change of resistance of an as-deposited amorphous film of Ge1Sb2Te4 during
heating. It can be seen that the (room-temperature) sheet resistance after an-
nealing as well as the slope of RS (T ) depend on the maximum temperature of the
heating cycle. The negative slopes obtained after annealing at low temperatures are
not easily understood in the framework of an ordinary degenerate semiconductor.
Measurement performed by M. Woda, figure adapted from [SJV+11].
5.2. Previous Explanatory Approaches
Prior works e.g. by Friedrich et al. [FWN+00], Lee et al. [LAB+05] and Kato and Tanaka
[KT05], which have investigated the electrical properties of Ge2Sb2Te5, also report a negative,
semiconductor-like TCR for the cubic structure and a positive one in the hexagonal phase. These
works, however, concentrate on only one annealing temperature for each crystallographic phase,
and they do not mention the different properties which may be obtained within one single
phase. Hence they ascribe the difference solely to the crystallographic structure. Hall-effect and
thermopower measurements in references [KT05] and [LAB+05] agree that conduction is p-type,
just as in GeTe. The exact observation and interpretations provided in these works however
partly contradict each other: While some [KT05] claim that only hexagonal GST is a degenerate
semiconductor but the Fermi level in the cubic phase lies outside the valence band, Lee observes
no freeze-out at low temperature in cubic Ge2Sb2Te5 and thus claims that even this phase repre-
sents a degenerate semiconductor. The first view seems to be supported by scanning tunneling
spectroscopy (STS) [SPL+09] and hard x-ray photoemission spectroscopy (HX-PES) [KKI+07].
In reference [KKI+07], Kim et al. state that in the cubic phase, the Fermi level of all except the
GeTe-richest pseudo-binary compounds lies above the valence band maximum. In reference
[SPL+09], Subramaniam et al. report that annealing leads to a closure of the band gap and a
shift of the Fermi level with respect to the valance band maximum. This picture of a transition
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from a non-degenerate to a degenerate semiconductor seems to be able to explain both the
negative TCR and the high absolute resistances: On the non-degenerate side, the material would
be strongly (p-type) doped, i.e. the Fermi energy would be close to, but still above the valence
band edge. If there are doping states around the Fermi energy, they would be (Mott-Anderson-)
insulating, and hence the conductivity would take place due to thermal activation of carriers
into the band. Annealing would lead to the changes in band structure described above and shift
the Fermi level into the valence band, where all states are considered to be conductive. If this
was true, a strong increase in carrier concentration would be expected upon annealing.
The continuous nature of the annealing effect has been discussed by Prokhorov et al. [PTGH08]
and Zhang et al. [ZSL+07]. Prokhorov et al. focus on the cubic phase and argue that grain-size
effects are responsible for the annealing effect, a claim they base upon the results of transmission
electron microscopy (TEM) and impedance spectroscopy measurements. The former reveal a
grain-size increase from 25 to 150 nm upon annealing and the latter indicate a high frequency
dependence of the (four-wire) resistance in the frequency range of 40 to 300 kHz. This is ascribed
to potential barriers at the grain boundaries, and Seto’s model originally proposed for micro-
crystalline silicon [Set75] is employed to explain the negative TCR observed in low-annealed
samples.
Thus, two competing explanations exist so far:
• Structural transformations cause changes in the band structure and/or the position of the
Fermi level, leading to a transition from a non-degenerate to a degenerate semiconductor.
• Grain-boundary effects hamper the DC electrical transport.
These two explanations are obviously very different from each other. The previous studies
suffer from focusing on a very limited number of aspects and measurement techniques. More-
over, it is not clear if differences in the preparation methods may inhibit a direct comparability
between the single studies. Thus, in order to understand the origin of the annealing effect, it
is inevitable to perform a new and thorough study which can address the previously proposed
explanations. Considering the drawbacks of the existing studies, such a study should at least
• use small steps in annealing temperature to enable the investigation of annealing trends
within each phase,
• provide means to proof or disproof the degenerate character for each annealing tempera-
ture,
• provide insight about the relevance of grain-size effects.
Such a project has been carried out under to supervision of Prof. T. Siegrist and Prof. M.
Wuttig [SJV+11]. It incorporates high-temperature resistance-vs-temperature measurements,
x-ray-diffraction measurements, Fourier-transform infrared spectroscopy (FTIR), Hall-effect
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and low-temperature measurements of resistance, the latter two being my contributions. The
results of our study will be presented and discussed in the upcoming sections.
Two other approaches to explain the observations that have been proposed later should be
mentioned at this stage, as I will include them in the discussion:
• Krbal et al. [KKF+12] link the annealing effect to the gradual disappearance of covalently
bonded fragments in the otherwise resonantly bonded solid.
• Fallica et al. [FVL+12] link the negative TCR to ionized-impurity scattering (IIS), which
however requires to additionally assume non-degeneracy. By contrast, they do not observe
a freeze-out of the Hall carrier concentration. This apparent contradiction is claimed to
be resolved by the assumption of a wide defect band.
5.3. Origin of the Annealing Effect
Two sample sets of Ge1Sb2Te4 have been prepared and step-annealed at temperatures of 150 ◦C,
175 ◦C . . . 325 ◦C. The first sample type are 100-nm-thick films van der Pauw samples (Figure
3.3b) on glass substrates. The second sample type are 1-µm-thick samples on aluminum mirrors
for optical and x-ray diffraction measurements. The XRD measurements confirm that the 150-
°C-annealed sample is completely crystalline (rocksalt structure), the 200-°C-annealed sample
has still the same crystallographic phase and all samples annealed at 250 ◦C or higher have a
hexagonal structure. The sample annealed at 225 ◦C shows reflexes of both phases [Mer12].
Figure 5.3.: FWHM of XRD reflexes as a function of annealing temperature Measurement per-
formed by P. Merkelbach. Compared to the changes in the electrical properties, the
trends in FWHM (and thus grain size) are rather small. From [SJV+11].
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XRD measurements also provide an insight into the evolution of grain size upon annealing.
Figure 5.3 displays the full width at half maximum (FWHM) of the (200) reflex (referred to the
cubic unit cell). Details about the XRD measurements can be found in reference [Mer12]. Note
that the change in FWHM is rather moderate. Employing the Scherrer equation, which states
that the FWHM is inversely proportional to the grain size, a moderate increase in grain size from
10 nm to 20 nm can be concluded.
The DC room-temperature conductivity of the van der Pauw samples measured employing
the custom-built setup with the "High-Impedance van der Pauw boxes" is plotted in Figure 5.4
(red squares) as a function of annealing temperature. The continuous change by almost three
orders of magnitude can be readily seen. The resulting numbers are listed in Table 5.1. Also
shown are values for the conductivity which have been obtained from FTIR data measured on
the 1-µm-thick samples annealed at the same temperatures. The reflection spectra have been
fitted by a model incorporating a Tauc-Lorentz oscillator (modeling the interband transition)
and a Drude term (to account for free electrons). The Drude model has two free parameters,
the plasma frequency ωP , linked to the carrier density n via ω2p = ne
2
²0m∗
, and the damping τ−1,
associated with the scattering rate. In cases where τ¿ω−1, the two parameters are coupled and
only the conductivity σFTIR =ω2pτ²0 (and an upper limit for τ) can be determined. More details
about the FTIR measurements can be found e.g. in reference [Jos09]. Note at this point, that the
conductivity derived from FTIR data also shows a very pronounced annealing effect of almost
two orders of magnitude.
Figure 5.4.: Change of room-temperature conductivity of Ge1Sb2Te4 upon annealing. The
van der Pauw measurement (red squares) has been performed employing the
custom-built setup and its "High-Impedance van der Pauw" periphery. The blue
diamonds depict the conductivity determined from FTIR measurements. Open
symbols indicate that decoupling of the Drude parameters was not possible. The
strong annealing effect is seen by both methods. Figure modified, from [SJV+11].
Next, the samples have been cooled down to 5 K to measure their resistances as a function
of temperature. The change in slope seen before at high temperatures could be reproduced
(Figure 5.5). Obviously, the slope is directly correlated to the absolute value of the resistance
(the curves do not intersect). Furthermore, the samples annealed at temperatures of 300 ◦C and
higher show a positive TCR. This transition occurs pretty much at the 275-°C-annealed sample,
the resistivity of which shows almost no temperature dependence with a value of 2.7mΩcm.
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It should be noted that while the 200-°C-annealed sample displays a relatively weak tem-
perature dependence only (less than one order of magnitude change between 5 K and room
temperature), in fair agreement with the results obtained by Lee [LAB+05], the temperature
dependence of the 150-°C-annealed sample is much more pronounced, raising serious doubts
about the stated absence of conductivity freeze-out.
Figure 5.5.: Resistivity as a function of temperature for samples annealed at different tem-
peratures. The measurement has been performed in the bath cryostat of the
custom-build setup. The correlation between slope and absolute resistivity and
the change from negative to positive TCR can readily be seen. Figure taken from
[SJV+11].
Hall-effect measurements have been carried out at room temperature employing the "Low-
Impedance Hall Box" to determine whether the change in conductivity is due to a change in
carrier concentration or mobility. The measured Hall carrier concentration nH is depicted as
a function of annealing temperature in Figure 5.6 (top) and listed in Table 5.1. It can be seen
that the carrier concentration merely changes: The factor of 3 between the lowest and highest
annealing temperature is small compared to the change in conductivity. Note that in general,
the numbers are quite large – they are in the typical range of degenerate semiconductors.
Since the change in nH is small, it is obvious that the Hall mobility µH = σnHe must absorb most
of the changes in σ. This is depicted in Figure 5.6 (bottom).
To extract more valuable information from these data, we now assume that the transport is of
semiclassical nature and may be described in the Bloch-Drude-framework, i.e. a free electron
model with an effective mass m∗, and that n ' nH. These assumptions should be valid for high
annealing temperatures, where the electrical properties resemble those of ordinary degenerate
semiconductors as GeTe. Later, it will be shown that the results contradict these assumptions
for lower annealing temperatures. In those cases, the derived transport parameters should be
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Table 5.1.: Transport parameters of Ge1Sb2Te4 depending on annealing temperature: The
DC conductivity σVdP, the Hall carrier concentration nH, the Hall mobility µH have
been measured electrically. The conductivity σFTIR, the figure
nme
m∗ and τ have
been obtained from FTIR measurements. Assuming a free carrier model, the Fermi
wave vector kF , the mean free path λ and the dimensionless parameter rσ = kFλ
were calculated from the electrically measured data, and combining both data
sets, the effective mass m∗ and the Fermi energy EF have been determined. The
crystalline phase (RS=rocksalt, T=transition, HEX=hexagonal) determined from XRD
measurements is listed in the last line.
Annealing
temperature
150◦C 175◦C 200◦C 225◦C 250◦C 275◦C 300◦C 325◦C
σVdP in Scm
−1 2.6 6.7 10.1 24.8 170 370 794 962
σFTIR in Scm
−1 15 26 52 114 414 531 711 885
nH in 10
20 cm−3 0.8 1.2 1.2 1.2 1.4 2.0 2.2 2.2
nme
m∗ in 10
20 cm-3 >0.5 >0.9 >2.3 ∼3.2 4.4 5.2 5.0 5.8
μH in cm
2V−1s−1 0.2 0.4 0.5 1.3 7.5 11.4 22.6 27.5
τ in fs <1.0 <1.0 <0.8 ∼1.3 3.4 3.6 5.1 5.5
m∗/me <1.5 <1.2 <0.5 ∼0.4 0.3 0.4 0.4 0.4
kF in 10
7cm−1 0.83 0.95 0.95 0.96 1.01 1.14 1.17 1.17
EF in eV >0.02 >0.03 >0.07 ∼0.09 0.12 0.13 0.12 0.14
λ in Å 0.11 0.23 0.34 0.81 5.0 8.6 17.5 21.3
rσ = kFλ 0.01 0.02 0.03 0.08 0.51 0.98 2.05 2.49
α = 1/R
∆R/∆T in ppm/K −8773 −6757 −5671 −3344 −728 70 920 1023
Crystalline phase RS RS RS T HEX HEX HEX HEX
considered as a proof by contradiction for the very failure of the Bloch-Drude picture.
The following formulae are basically those found in standard condensed-matter textbooks
[IL02, AM05]. However, we assume that the valence band maximum is at the L-point in reciprocal
space, just as it is in GeTe, SnTe and PbTe [TC69]. To account for the four-fold degeneracy of the
L-point, M = 4, the formulae have been modified accordingly.
Precisely, the Fermi wave vector has been calculated from the Hall carrier concentration via
kF =
(
3pi2
nH
M
) 1
3
. (5.1)
If decoupling of the Drude parameter in the fit of the FTIR data is possible, the figure nm∗ can
be obtained from the plasma frequency. Hence the effective mass m∗ can be calculated from a
comparison with the Hall carrier concentration. From this information, the Fermi energy
EF =
ħ2k2F
2m∗
(5.2)
and the Fermi velocity
vF = ħkF
m∗
(5.3)
can be calculated. In the semiclassical model, the mobility is given by µ= eτm∗ and the mean free
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Figure 5.6.: Change of room-temperature Hall carrier concentration nH and Hall mobility
µH of Ge1Sb2Te4 upon annealing. Measurements have been performed employing
the "Low-Impedance Hall Box" of the custom-built setup. Modified, from [SJV+11].
path by λ= vFτ. Thus, m∗ cancels out in the calculation of the latter, which can therefore be
calculated from the electrically measured values only, via
λ = vFτ= ħ
e
kFµH (5.4)
= ħ
e
µH
(
3pi2
nH
M
) 1
3
. (5.5)
All these transport parameters are also listed in Table 5.1. Analogously obtained values have
also been measured for GeTe and are listed in Table 5.2. The annealing series for GeTe could be
restricted to only three different annealing temperatures, because no pronounced annealing
effect is observed. It can be seen that except for the higher carrier concentration in GeTe
(and consequently higher Fermi wave vectors and Fermi energies), the values for Ge1Sb2Te4 at
high annealing temperatures (300 ◦C and 325 ◦C) and those for GeTe are very similar. We may
therefore assume that these samples are indeed degenerate semiconductors. At the same time,
in cases where a mean free path of less than the interatomic spacing is obtained, i.e. λ. 3Å, this
has to be considered unphysical, suggesting the failure of the semiclassical model.
One may already notice that the mean free path is small even for high annealing temperatures
and decreases with decreasing annealing temperature. This should be enough of a motivation
to compare the mean free path to the Fermi wavelength by calculating the Ioffe-Regel param-
eter rσ = kFλ, which can be readily done. The dependence of this dimensionless number on
annealing temperature is shown in Figure 5.7. For GeTe and high-annealed Ge1Sb2Te4, rσ > 1,
and the calculations above are valid in these cases (errors due to the possibly overly simplistic
assumption of a single isotropic parabolic band are neglected).
However, the value of kFλ= 2.5 is already very small compared to "good" metals. This figure
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Figure 5.7.: The dimensionless parameter rσ = kFλ as a function of annealing temperature.
Modified, from [SJV+11].
decreases to a value of 2.0 for the second-highest annealing temperature. Eventually, it reaches
the value of unity at an annealing temperature of 275◦C. At this point, the Ioffe-Regel criterion
states that the concept of Bloch states is no longer applicable.
With this in mind, it is not surprising at all that the resistance-vs-temperature curves for
annealing temperatures of 275◦C and below do not follow the behavior of an ordinary degenerate
semiconductor. On the contrary, it is absolutely natural that now localization physics has to set
in. Now it is evident that the non-ordinary behavior of samples annealed at low temperatures
has nothing to do with grain size, non-degeneracy or specific scattering mechanisms, but is
instead a direct consequence of the extraordinarily high scattering rates causing the Bloch-
Drude framework to break down. Note that this annealing temperature is distinct from the
cubic-to-hexagonal transition.
At lower annealing temperatures, it is evident that the semiclassical model fails – the cal-
culated value of kFλ becomes smaller than unity and the calculated mean free path becomes
unphysically small. The figure kFλ however still preserves some meaning: Calculated from
equations (5.1) and (5.5), it may also be written as
kFλ= σ
σmin
(5.6)
with
σmin =M e
2kF
3pi2ħ , (5.7)
which is the minimum metallic conductivity from equation (2.73) under consideration of the
valley degeneracy. This is why kFλ has been termed rσ before. Since the Hall carrier concentra-
tion and thus kF are almost constant throughout the annealing series, equation (5.7) yields also
an almost constant value of σmin = 273. . .385S/cm. Unsurprisingly, the 275°C-annealed-sample
lies in this range.
Although Mott’s concept of a minimum metallic conductivity is considered obsolete, it may
still be regarded as the critical value above which transport is Drude-like, cf. Figure 2.12.
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Table 5.2.: Transport parameters of GeTe depending on annealing temperature obtained in
the same way as for Ge1Sb2Te4 in Table 5.1. All samples are crystallographically
rhombohedral.
Annealing temperature 225 ◦C 250 ◦C 325 ◦C
σVdP in Scm
−1 1799 2074 2319
σFTIR in Scm
−1 1012 1339 1352
nH in 10
20 cm−3 5.3 5.7 5.1
nme
m∗ in 10
20 cm−3 14.7 19.5 20.2
μH in cm
2 V−1s−1 21.1 22.5 28.3
τ in fs 2.5 2.4 2.4
m∗/me 0.4 0.3 0.3
kF in 10
7 cm−1 1.58 1.62 1.56
EF in eV 0.26 0.34 0.37
λ in Å 21.9 24.0 29.0
rσ 3.46 3.89 4.52
α = 1/R
∆R/∆T at RT in ppm/K 693 774
Crystalline phase RH RH RH
5.4. Existence of a Metal-Insulator Transition
The discovery that scattering (which must be due to impurities, i.e. disorder) is so prominent
that rσ becomes smaller than one raises the question whether disorder may be strong enough
to cause strong localization. In such a case, a transition from an ordinary degenerate semicon-
ductor (high-annealed samples) into an Anderson insulator (low-annealed samples) will be
observed. The change in the temperature coefficient of resistivity and the fact that it becomes
negative further corroborates the suspicion that this kind of metal-to-insulator transition (MIT)
may be observed.
However, the negative TCR does not necessarily imply insulating behavior. In order to proof
or disproof the insulating nature, we have to turn our attention once more to low-temperature
measurements and determine if the conductivity extrapolates to zero or nonzero values at zero
temperature.
Some first low-temperature resistance data from the custom-built setup have been shown
above (Figure 5.5). Although these data were sufficient to draw some conclusions, it must be
noted that these data suffer from the restricted temperature range of the custom-built setup and
the persistent-photocurrent phenomenon, which prevents a reliable quantitative analysis. For
these reasons, the data presented in the following have been taken on a new sample series in the
PPMS cryostat. It should be emphasized that the new data are nevertheless in good agreement
to those from [SJV+11] and hence the major conclusions drawn in there remain valid.
The measurements have been taken on samples of geometries as depicted in Figures 3.3c and
3.3d on glass substrates and employing the Helium-3 insert.
There is no doubt that the samples annealed at high temperatures are metallic. The occur-
rence of quantum interference and electron-electron interaction at low temperatures, which
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Figure 5.8.: Metal-to-Insulator transition in Ge1Sb2Te4. The extrapolations according to
equations (2.89) and (2.88) (dashed colored lines) clearly reveal an insulating nature
of samples annealed at 200 ◦C and below, proving the existence of a disorder-driven
metal-insulator transition. The dashed black lines are extrapolations considering
only data above 5 K, which would yield a different result for the 200-°C-annealed
sample, thus demonstrating the difficulties of such extrapolations. Future data at
even lower temperatures are thus desirable to make profound statements about
the samples annealed at 225 ◦C and above.
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will be discussed later, does not alter this statement. The crucial question is instead whether
insulating behavior will be observed for low annealing temperatures. Hence extrapolations
according to equations (2.88) and (2.89) have been performed for the samples annealed at
175 ◦C, 200 ◦C and 225 ◦C and are depicted in Figure 5.8. It should be noted that, since the
sample are from a new series, their properties are slightly different from those of the samples of
the original series annealed at the same temperatures. Specifically, the three samples display
room-temperature conductivities of 6.4, 25.0 and 54.2S/cm, Hall carrier concentrations of 0.9,
1.4 and 1.5×1020 cm−3 and thus rσ values of 0.02, 0.07 and 0.16, i.e. especially the samples
annealed at 200 ◦C and 225 ◦C are somewhat more conductive than those of the original series.
Both ways of plotting yield the same conclusions. There is no doubt that the 175 ◦C sample
is in fact insulating. Even the extrapolations (dashed lines) for the 200-°C-annealed sample
show negative intercepts with the vertical axis and must thus be considered insulating as well.
Hence, the existence of a metal-to-insulator transition has been validated. At which annealing
temperature exactly it occurs, however, can not be concluded with the same certainty: The naive
extension of the slope measured at lowest temperatures would yield a positive intercept for
the sample annealed at 225 ◦C. However, a clear curvature can be made out, questioning the
correctness of the extrapolation function. It is intriguing that, if data would had been measured
down to 4.2 K only, this curvature would have been barely visible and a clear metallic behavior
would have been concluded. The same is true even for the 200-°C-annealed sample, which
seems to be metallic if plotted against
p
T (but not if plotted against 3
p
T ) and only data above
5 K are considered. The insulating nature of this sample has only been observed thanks to the
data at lower temperatures.
Insulating samples are expected to inhibit hopping transport at nonzero but small tempera-
tures, i.e. transport obeying σ∝ exp
[(
T
T0
)ν]
with ν= 14 or ν= 12 for Mott variable-range hopping
(3D character is assumed) or Efros-Shklovskii hopping, respectively. The corresponding plots
are shown in Figure 5.9.
From the upper plot, it can be seen that for both samples, a linear behavior (on that scale)
is observed for the data between 4 K and 10 K, corroborating the idea that Mott variable-range
hopping takes place in this regime. However, the curvature of the data measured on the 175-
°C-annealed sample reveals that at lowest temperature, the resistance increases more rapidly
upon further cooling than the Mott law predicts. This observation, which has not been seen
in the temperature range above 5 K and thus is not reported in reference [SJV+11], is a strong
indication that the Coulomb gap is no longer negligible. Indeed, the Efros-Shklovskii law (lower
plot) gives a significantly better fit, especially at lowest temperatures. Thus, both hopping laws
have been fitted to both curves in different temperature ranges. These ranges and the fitted
parameters are listed in Table 5.3.
With a density of states at the Fermi energy of 1.75× 1021 eV−1cm−3 and equation (2.46),
localization lengths ξ of 3nm and 16nm are obtained from the VRH fits for the 175-°Cand 200-
°C-annealed sample, respectively. The typical hopping length r¯ at 0.5 K can be estimated from
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Figure 5.9.: Hopping conduction in insulating Ge1Sb2Te4. At intermediate temperatures
(about 4 K to 10 K), the logarithm of the resistance plotted against T−1/4 (top) follows
a straight line, a signature of Mott variable-range hopping and confirming the insu-
lating nature of the sample. At lowest temperatures however, a kink towards an even
more insulating behavior is observed. Here, the assumption of Efros-Shklovskii hop-
ping (bottom) results in a better fit. At high temperatures, the expected deviations
due to thermal excitation and/or phonon-induced delocalization occur.
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the typical hopping energy difference ² = kB (TMT 3)1/4 via r¯ ≈ (²N (EF ))−1/3 to be 11 nm and
17 nm for the two samples. All these numbers are smaller than the film thickness of 70 nm, which
a posteriori justifies the assumption of 3D hopping.
Table 5.3.: Hopping fit parameters for insulating Ge1Sb2Te4. Samples with annealing tem-
peratures of 175 ◦C and 200 ◦C have been analyzed in terms of Mott variable-range
hopping and Efros-Shklovskii hopping. The fits have been performed in different
temperature regions.
Sample Fit range
(Mott)
TM
in K
ρ0,Mott
in mΩcm
Fit range
(ES)
TES
in K
ρ0,ES
in mΩcm
175 ◦C 4 K – 8 K 5371 56 0 K – 2 K 40.8 0.85
200 ◦C 4 K – 8 K 29.3 51 0 K – 2 K 2.0 0.13
The suspicion that a transition from variable-range hopping to Efros-Shklovskii hopping in
the 175-°C-annealed sample is observed can be further corroborated by employing an approach
proposed by P. Jost [Jos13]: The data is fitted to various functions of the form ρ = ρ0 exp
[(
T0
T
)ν]
,
each of them having a different value of ν. The minimized χ2 =∑(ρi−ρ(Ti )σρ,i )2, with σρ,i being the
assumed statistical error on the resistance measurement, is then plotted against ν, as shown in
Figure 5.10 for various fit ranges. To have a controlled way of how the temperature ranges are
weighted, 50 values of Ti within the fit range have been chosen before fitting, equidistant on
the respective T−ν-axis and the measured ρi have been interpolated (linearly on a lnR-vs-T−ν
scale) from the data.
From the result, it can be seen that from 4 K to 9 K, an optimum is found for ν between 0.2 and
0.3, consistent with ν= 0.25 for variable-range hopping. At lower temperature, the optimum ν
increases to values slightly above 0.5, the value expected for Efros-Shklovskii hopping.
This crossover temperature is consistent with the fit parameters for the 175-°C-annealed
sample: With equation (2.49),
kB Tx = 0.38 e
4ξN (EF )
(4pi²0²st)2
, (5.8)
ξ= 3nm, a density of states at the Fermi energy of 1.75×1021 eV−1cm−3 and ²st ≈ 981 a transition
temperature Tx ≈ 5K is predicted.
Equation (2.49) predicts Tx to increase when approaching the transition (increasing ξ). Thus,
ξ= 16nm yields Tx ≈ 27K(≈ TM). The pure hopping laws are valid only for T ¿ TM or T ¿ TES,
respectively. This is for instance mentioned in reference [HL96], but can also be seen from
the fact that otherwise the hopping length would become smaller than the localization length,
see equations (2.44) and (2.45). Thus, no Mott variable-range hopping is expected to occur in
the 200-°C-annealed sample at all and Efros-Shklovskii hopping only for T ¿ TES = 2K, which
explains why the fits for this sample are rather poor.
At temperatures above 8 K, no optimum is found, suggesting that this regime is not well
1D. Lencer, private communication
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Figure 5.10.: Quality of exponential fits with different exponents for Ge1Sb2Te4 annealed at
175 °C. The mean squared error χ2 has been minimized for a fixed exponents ν
in ρ = ρ0 exp
[(
T0
T
)ν]
, such that ν= 0.25 and ν= 0.33 correspond to Mott variable-
range hopping in three and two dimensions, respectively, while ν = 0.5 corre-
sponds to Efros-Shklovskii hopping. The minimum indicates the best fit. To
ensure reasonable and comparable weighting, each fit has been performed with
data points equidistantly distributed on a T−ν scale. These data points have been
obtained from linear interpolations of the actual data points on a lnR-vs-T−ν scale.
The procedure has been performed for various temperature regions. With increas-
ing temperature, a shift of the minimum from values ν& 0.5 towards ν∼ 0.25 and
its subsequent disappearance, i.e. the invalidity of any hopping law, is observed.
described by any hopping law. This might be due to phonon-induced delocalization or the
beginning of thermal excitation of free carriers in addition to hopping transport.
Sometimes, a different method is used to classify samples as metallic or insulating [Mö89,
MFT+99], based upon the logarithmic derivative w(T )= dlnσ/dlnT . When approaching T →
0K, this function is expected to diverge for an insulating sample, become zero for a metallic
sample and take on a finite value for the critical sample. The numerical calculation of w(T )
from data obtained by continuous temperature sweeps is not straight-forward, but has been
performed numerically after smoothing the data by fitting it to cubic splines. The result is drawn
in Figure 5.11. It basically confirms the previous statements: The samples annealed at 175 ◦C and
200 ◦C are insulating, the others rather critical or metallic. This way of analyzing the data does of
course not resolve the problem of a limited accessible temperature range, and a divergence of
w(T → 0) can not be completely excluded even for the samples annealed at higher temperatures.
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Figure 5.11.: Logarithmic derivative of conductivity with respect to temperature for several
sample of Ge1Sb2Te4. Divergence of this function as seen for the samples an-
nealed at 175 ◦C and 200 ◦C is supposed to indicate insulating behavior.
5.5. Origin of the High Amount of Disorder
An amount of disorder in a crystalline solid that is large enough to cause strong Anderson
localization is not common and its origin should be discussed here.
First of all, it should be noted that due to the p-bonding nature, the electrons in GST materials
may be especially sensitive towards distortions. This is probably the reason why here we can ob-
serve disorder-induced localization in a crystalline solid. This is contrasted by some amorphous
metal oxides with metallic cations of an electronic configuration like (n−1)d10ns0, where the
ns orbital is insensitive towards angular variations of the metal-oxygen bonds, rendering these
materials suitable as transparent conductive oxides (TCOs) [HKUK96].
Another hint may be drawn from the fact that no insulating behavior is observed in GeTe.
GeTe does not possess vacancies except for the few percent of excess vacancies. Despite the
manifold distortions, its crystal structure is really one of long-range order with distinct lattice
sites for germanium and tellurium atoms.
By contrast, the cation sublattice of Ge1Sb2Te4 in its meta-stable rocksalt structure is randomly
occupied by germanium atoms, antimony atoms and vacancies. The stable structure is of the
hexagonal type and germanium and antimony occupy distinct sites. The vacancies are ordered
and form layers (van der Waals gaps [TBK+11]). Both structures are depicted in Figure 5.12 and
the disorder inherent to the first structure can readily be seen. While the structural transition
from rocksalt to hexagonal is a first order phase transition, the concomitant ordering of Ge, Sb
and vacancies may occur gradually.
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The annealing effect is absent in Ge3Sn1Te4, which also possesses disorder on the cation
sublattice but no structural vacancies (see supplement of reference [SJV+11]). Thus, the latter
seem to be of higher importance for the electronic properties.
Figure 5.12.: Atomic structure of Ge1Sb2Te4 in the most disordered cubic (left) and the per-
fectly ordered hexagonal phase (right). The disorder on the cation sublattice
(especially the random distribution of vacancies) is supposed to be responsible
for localization.
The suspicion that vacancy disorder (and not distortions) is responsible for localization could
be confirmed by Zhang et al. [ZTZ+12]. By means of density functional theory (DFT) calculations,
they demonstrate that electronic states at the Fermi energy are localized around vacancy clusters.
Annealing causes ordering of vacancies into vacancy layers and thus such vacancy clusters to
disappear, causing delocalization of the electronic states. The vacancy ordering eventually also
leads to a favoring of an hexagonal arrangement. Thus, the annealing effect and the structural
transition have a common cause, but are not directly related.
5.6. Discussion
Having given the intra-grain disorder as a new explanation for the annealing effect, it should be
discussed why this new explanation is superior to the previously given ones.
With regard to the grain-size explanation, it should be emphasized that the mean free path
derived from the semiclassical equations is much smaller than the size of the crystallites, thus
ruling out grain-boundary scattering as a dominant scattering mechanism.
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It might be argued that grain boundaries are associated with potential barriers which have
to be overcome. Somewhat related to this is the model of Kamiya, Nomura and Hosono for the
transport in InGaZnO4 (IGZO) [KNH09, KNH10]. In this material, Ga and Zn randomly occupy
the same lattice sites, just as Ge and Sb do in cubic Ge1Sb2Te4. Kamiya et al. also observe Hall
mobilities which are too high to be caused by hopping conduction but too low to yield physically
reasonable values of the mean free path. Based on a percolation model by Adler [AFS73], they
suggest that due to disorder, a landscape of potential barriers hampers the transport. However,
the carriers moving between the grains give rise to a classical Hall effect. Therefore, the Hall
effect yields the correct concentration of carriers between the barriers, but the Hall mobility
is greatly reduced due to the barriers. In such a case, the semiclassical formulae do not yield
the correct mean free path between the barriers. The same might be true with grain boundary
barriers. Because of the above-mentioned structural similarities, Kamiya’s model should a priori
also be considered for Ge1Sb2Te4. However, several strong arguments against this model can be
derived from the data presented above:
It has been demonstrated that the change of sign of the temperature coefficient of resistivity
coincides with the point where kFλ= 1. It will be shown in the next chapter that this correlation
is fulfilled for all phase-change materials examined in this work. This can not be explained by
Kamiya’s model, since it would imply that λ was calculated improperly from the Hall data.
Another argument why pictures which explain the observations by distinguishing between-
barrier from over-the-barrier transport can not consistently explain the observations in Ge1Sb2Te4
is the decent agreement between optically and electrically measured conductivity. This is a
strong indication that grain-size effects do not play a dominant role, as they should not affect
electrons when excited at near infrared frequencies. Moreover, impedance spectroscopy mea-
surements performed by P. Jost did not confirm the frequency dependence of resistivity reported
by Prokhorov et al. [Jos13]. The reason for this discrepancy remains unclear. Since also the Hall
effect data are very different (they measure nH = 3×1018 cm−3 at lowest annealing temperature)
it seems plausible that differences in the sample preparation play a role.
Another disadvantage of the grain-size picture is that is does not explain why the effect is
absent in films of other compositions (GeTe, Ge3Sn1Te4 and others) prepared by the same
methods.
As for the explanation based on changes in the band structure and shifts of the Fermi level
with respect to the band edge causing a nondegenerate-degenerate transition: In this picture, the
Hall effect should yield the correct values and the semiclassical equations should be valid both
on the degenerate as well as on the non-degenerate side. But then, the high and almost constant
values of the Hall carrier concentration are incompatible with such a large shift of the Fermi
energy. Assuming a four-fold degenerate parabolic band with an effective mass of m∗ = 0.4me , a
Fermi energy at the band edge EF = 0 would cause not more than 2×1019 cm−3 carriers at 300 K,
instead of ∼ 1×1020 cm−3 from the experimental data. The validity of standard semiconductor
physics (i.e. applicability of the semiclassical transport model) can be generally ruled out for
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the low-annealed samples: They inevitably yield values of λ which become smaller than the
interatomic spacing, which is inconsistent with the assumption of the semiclassical model. The
same is can be said about valued of kFλ smaller than unity. The fact that the assumption of the
applicability of the semiclassical model leads to conclusions in contradiction to its applicability
implies that this very assumption has to be wrong.
The contradiction to the STS and some PES measurements are likely caused by surface effects
– either due to compositional changes caused by surface cleaning or surface reconstruction.
Ionized-impurity scattering can also be ruled out as the main cause for the negative TCR:
Firstly, we are still dealing with a degenerate semiconductor in which IIS is expected to be
temperature-independent. Secondly, it is unphysical to obtain a mean free path smaller than
the interatomic spacing, and can not be resolved by this explanatory approach.
If disappearance of covalently-bonded fragments in a resonantly-bonded environment would
lead to the observed annealing effects, changes in the optical parameters characterizing reso-
nance bonding (such as ²∞ [SKW+08]) should be observed, which is not the case [Jos13].
By contrast, our explanation employing disorder-induced localization is compatible with
the large trend in mobility and explains that the most obvious change in transport properties
occurs when kFλ= 1. It predicts that for higher amount of disorder, the Drude model fails and
therefore will yield unphysical numbers. It allows for a metal-to-insulator (Anderson) transition
and can explain why variable-range hopping is observed at low temperatures in low-annealed
samples. It is also possible to understand why Ge1Sb2Te4 with its p-bonding and its random
lattice-site occupation is especially prone to such effects.
It is compelling to compare our findings to other systems where the observations are similar at
first glance. One of these systems is that of highly disordered metals and has been investigated by
Mooij [Moo73]. He found that highly disordered metals will at some point show a negative TCR,
and that the TCR is correlated to the resistivity at room temperature. This correlation, called
the Mooij rule can be seen in Figure 5.13a. The attempt to fit our data into that scheme clearly
fails (Figure 5.13b): According to the Mooij rule, the TCR changes its sign around ρ ≈ 150µΩcm,
while we observe the sign change around σmin from equation (5.7), i.e. at about ρmax =σ−1min ≈
2−3mΩcm. It should be noted that the Mooij rule has been developed for "standard" metals,
i.e. those with a carrier concentration of about one per atom. But even if a typical carrier
concentration of a metal, i.e. n ∼ 1× 1023 cm−3 enters equation (5.7), a ρmax ≈ 850µΩcm is
obtained (for M = 1), much different from 150µΩcm. Thus, simple rescaling of Mooij’s rule
also fails. It will be shown in the next chapter that the correlation between room-temperature
resistivity and its temperature coefficient shown by the orange data points in Figure 5.13b is
shared by many alloys other than Ge1Sb2Te4 and one might conclude that the mechanism
responsible for the change in α seems to be different in the two material classes (metals and
PCMs).
In addition to the failure of the Mooij rule, we have observed strong localization and thus, a
metal-insulator transition in Ge1Sb2Te4. This is in contrast to Mooij’s metals, which are never
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Figure 5.13.: Ge1Sb2Te4 and the Mooij rule. The Mooij rule for alloys of standard metals states
that the (room temperature) resistivity and its temperature coefficient are highly
correlated in the region proximity of the sign change. The latter takes place at
about ρ ∼ 150µΩcm (left). By contrast, the sign change in Ge1Sb2Te4 (right) takes
place at around 2−3mΩcm, which is maximum metallic resistivity calculated
according to equation (5.7). Adapted from [Moo73].
insulating. In fact, standard metals with ρ ≥ 300µΩcm are hardly found at all [Gan05].
A rich playground for the investigation of metal-insulator transitions has been the class of
doped semiconductors, such as phosphorous-doped silicon, but also doped compound (III-V
and II-VI) semiconductors. These materials (together with metal-atom-doped solid rare gases,
transition metal oxides/selenides and some organic materials) have been found to obey the
Mott criterion (2.72) (with a right hand side value of 0.26 instead of 0.25) as shown by Edwards
and Sienko [ES78] and depicted in Figure 5.14. Since we do not intentionally change the doping
in Ge1Sb2Te4 and observe that the carrier concentration is pretty robust, the applicability of the
same picture seems already questionable. Nevertheless, it may be tested: We observe a metal-
to-insulator transition in Ge1Sb2Te4 at annealing temperatures between 200 ◦C and 275 ◦C. The
corresponding carrier concentration is about ∼ 2×1020 cm−3 (depending on the exact point
where the MIT occurs, but definitely& 1.2×1020 cm−3). The Bohr radius of a donor/acceptor
state may be calculated employing an hydrogen-atom-like model
a∗B =
4pi²0²stħ2
m∗e2
(5.9)
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with an effective mass of m∗ = 0.4me and a static dielectric constant ²st of at least 98. This yields
a Bohr radius of 130Å. The corresponding data point is also depicted in Figure 5.14. Obviously,
the Mott criterion completely fails, and it has to be concluded that the MIT in Ge1Sb2Te4 is
completely different from that in doped semiconductors.
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Figure 5.14.: The Mott line. The data points from [ES78] are drawn as black squares. The data
point for the transition in Ge1Sb2Te4 is drawn in red. It obviously does not obey
the Mott law: the predicted critical carrier concentration is off by four orders of
magnitude. Figure taken from [SJV+11].
Since with correlation and disorder two mechanisms exist to drive an MIT, it is intriguing to
estimate the strength of correlation effects as well. At least for the long-range correlation (cf. last
paragraph of section 2.5.1, this can be easily done by calculating the characteristic Coulomb
energy between two carriers
EC = e
2
4pi²0²st
n1/3H , (5.10)
which yields 8.6 meV. The Fermi energy EF is of the order of 100 meV. Our Anderson metal-
insulator transition occurs when the Fermi level and the mobility edge coincide, so the latter is
of the same order. Hence, correlation effects are considered to be of minor relevance. A simple
schematic picture of the metal-insulator transition employing these energy scales is shown in
Figure 5.15. It should be emphasized that the smallness of correlation effects is a consequence
of the high dielectric constant.
In subsection 2.5.2, it has been claimed that not only Mott-type MITs, but also Anderson-type
MITs fulfill the Mott criterion. This is believed to be the reason for the universal success of the
Mott criterion in doped semiconductors. Obviously, this is not the case for Ge1Sb2Te4. The
reason for this discrepancy might be the conceptional difference between the MIT in Ge1Sb2Te4
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and the one in doped semiconductors: While in the latter, only the dopants are disordered, the
disordered vacancies in the former are part of the host crystal, which is therefore disordered on
its own. As a consequence the concentration of disordered vacancies is much higher than that
of free carriers.
Figure 5.15.: Energy-space representation of the metal-insulator transition in Ge1Sb2Te4.
The Coulomb energy EC as well as the Fermi energy merely change EF . For low
annealing temperatures, the high amount of disorder causes the mobility edge
Eµ to lie below the Fermi energy. Upon further annealing, disorder is reduced,
shifting the mobility edge towards the valence band edge. Eventually, it crosses
the Fermi energy and the insulator-metal transition takes place. At this point,
both Eµ and EF are of the order of 100 meV. The Coulomb energy is much smaller,
EC ∼ 10meV. Figure taken from [SJV+11].
I have argued that the assumption of changes in the band structure leading to the changes
in electrical properties is incompatible with our data. This becomes more obvious upon direct
comparison to a system where in fact changes in the atomic structure are accompanied by
changes in the band structure. Such a material is VO2, which undergoes a reversible structural
change from a monoclinic to a tetragonal symmetry at about 70 ◦C, accompanied by drastic
changes in the electrical properties. This transition (which is, since it occurs at finite temperature,
not an MIT in the stricter sense) can well be explained by a gap which opens up in the low-
temperature phase [ERR95].
The differences in the Hall effect data measured at that transition [RP73], shown in Figure 5.16,
to our data is obvious: In VO2, it is the Hall carrier concentration which changes tremendously
at the transition point, whereas in Ge1Sb2Te4, it is the Hall mobility which changes continuously.
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(a) (b)
Figure 5.16.: Hall effect data of VO2 at the transition. In contrast to Ge1Sb2Te4, it is the Hall
carrier concentration (a) and not the mobility (b), which changes the most. From
[RP73].
5.7. Summary and Outlook
In this chapter, it has been shown that there is a strong annealing effect in Ge1Sb2Te4 and that
samples annealed at low temperatures do not behave like ordinary degenerate semiconductors.
From the observations that
• FTIR and DC-conductivity measurements are in decent agreement
• neither the Hall carrier concentration nor the grain size reflect the changes in conductivity
• instead, the Hall mobility does
• the calculated mean free path is extremely small, especially much smaller than the grain
size
• the resistivity ratio rσ is also extremely small and changes strongly upon annealing
it has been concluded that neither non-degeneracy, nor grain-size effects are responsible, but
instead the high amount of disorder. Furthermore, I have proven that at least the samples
annealed at lowest temperatures are insulating, i.e. a metal-insulator transition (MIT) takes
place and hopping transport, with a crossover from Mott’s law to the one by Efros and Shklovskii
is observed.
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It has further been demonstrated that the observations in Ge1Sb2Te4, i.e. the annealing effect
and the MIT, are different from disordered standard metals as well as from doped group-IV
semiconductors.
Future studies on these materials are expected to contribute to a broader understanding of
disorder-driven metal-insulator transitions, and allow for the clarification of some still open
questions in that field. For instance, critical exponents in the vicinity of the MIT in Ge1Sb2Te4
may become a future research topic. A completely continuous and moreover reversible fine-
tuning around the transition may be achieved employing gated devices (field-effect transistors).
Ionic liquids [MMH07] may provide a suitable means for this approach. A different approach
for continuous fine-tuning is to use pressure as an additional control parameter by employing
pressure cells.
So far, we have not investigated how the disorder effects emerge when starting at the most
metallic (positive TCR) samples – some residual disorder is still expected to be present there
and should lead to quantum corrections. This topic will be addressed in the next chapter and
intensively studied in Chapter 7 and Appendix B.
Temperature-dependent Hall-effect and magnetoresistance measurements are expected to
further support the statements made in this chapter. Hence, such data will be studied in the
next chapter. Also, we have restricted ourselves to only one composition (Ge1Sb2Te4) so far. We
will look at other materials and universality aspects among them in the next chapter as well.
Besides the aspect of contributing to a solution of the remaining problems in disorder physics,
the annealing effect (and thus its understanding) is also highly relevant in terms of application:
It may be employed for multilevel-storage technologies and thus help to overcome the issues
posed to this concept by the drift phenomenon in the amorphous state. Furthermore, a high
resistivity in the crystalline phase, as it is observed in the highly disordered regime, is a desired
property in terms of power consumption, as the Joule heating during a reset pulse is focused on
the active region.
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CHAPTER 6
Disorder-Induced Localization in
Crystalline Phase-Change
Materials – Part II
In the previous chapter, strong evidence has been presented that disorder-induced localization
is at the basis of the annealing effect and the concomitant metal-insulator transition. However,
the discussion of the electrical data has so far been restricted to room-temperature Hall effect
and low-temperature conductivity data. Also, the study has been confined to a single compound
(Ge1Sb2Te4).
In the present chapter, I will go beyond these restrictions. Especially temperature-dependent
Hall-effect measurements and magnetoresistance data are expected to reveal more information
about the nature of the transport mechanism. First of all, it should be confirmed whether they fit
into the framework suggested in the last chapter. Thus, such data sets have been recorded and will
be presented in section 6.1. Some of these results will provide a bridge towards Chapter 7.
In section 6.2, I will relax the confinement to Ge1Sb2Te4. Most of the materials on the pseudo-
binary GST line (as well as some similar IV1V2VI4 alloys) have the same bonding and structure
properties and should be prone to disorder-induced localization effects as well. Thus, univer-
sality aspects, especially regarding the coincidence of kFλ= 1 and the TCR sign change will be
investigated. We will also see whether the crystalline phase (rocksalt or hexagonal) is relevant or
not.
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Figure 6.1.: Temperature-dependent Hall data on Ge1Sb2Te4. To provide an intuitive compar-
ison of the scales of the variations, all three plots have been chosen to display four
orders of magnitude of the respective quantity. It can be seen that both annealing
temperature and measurement temperature cause a much higher spread in Hall
mobility than in carrier concentration. Moreover, the slope of nH-vs-temperature
merely changes upon annealing. These observations are inconsistent with a picture
where only the relative position of the Fermi level changes the material from a
non-degenerate to a degenerate semiconductor.
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6.1.1. Temperature Dependence of the Hall Effect
Together with the low-temperature resistance measurements, temperature-dependent Hall-
effect measurements have been performed on the second sample series. The results are depicted
in Figure 6.1. If the insulating samples were insulating because of the Fermi level lying outside
the band, the Hall carrier concentration would be expected to be highly temperature dependent.
This is not the case, as can readily been seen from the data.
One might argue that even in the framework of an Anderson insulator it is surprising that the
room temperature Hall carrier density is this high, shows the correct sign and is even almost
temperature-independent: If the states around the Fermi energy were localized and the only
conduction mechanism was thermal excitation of carriers into the extended states, one would
expect a smaller and thermally activated concentration of carriers. But it should be kept in mind
that Anderson localization is a zero-temperature concept and a complex interplay of phonon-
induced delocalization, thermal excitation into extended states and hopping conductivity likely
takes place at elevated temperatures. Unfortunately, to the best of my knowledge no established
model for the Hall effect in Anderson insulators exists at present which takes all this phenomena
into account. Even the model by Villagonzalo [VRS99], which assumes a sharp mobility edge,
only describes conductivity and thermopower but not the Hall effect. Also, the data do not rule
out that at lowest temperatures in the insulating samples (where hopping is observed), the Hall
carrier concentration freezes out. In this range, the sample resistance is too high to perform
Hall-effect measurements.
Besides upon their impedance spectroscopy results, Prokhorov et al. base their statements
about grain barriers dominating the transport properties upon the temperature dependence of
Hall mobility: In the (very limited) temperature range from 291 K to 400 K, their data seem to fit
Seto’s model which states
µ= Lq
(
1
2pim∗kB T
)1/2
exp
(
−E bar
kB T
)
, (6.1)
where L is the grain size and E bar the barrier height, i.e. they follow a straight line when plotted
as ln(µHT 1/2) vs. reciprocal temperature. If our data from the broad temperature range between
2K and 300K is plotted in the same way (Figure 6.2), no such straight line is obtained.
6.1.2. Low-Temperature Resistivity in Metallic Samples
It has been stated above that samples with annealing temperatures of 300◦C and above dis-
play a positive temperature-coefficient of resistivity. While this is true at high and moderate
temperatures, a minimum in the resistance-vs-temperature curves occurs around 20K, below
which the resistance starts to increases again. Figure 6.3 shows the clear deviations from the
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Figure 6.2.: ln(µHT 1/2) as a function of reciprocal temperature for Ge1Sb2Te4. According to
Seto’s model for grain-barrier limited transport, the data should follow a straight
line. This is obviously not the case if the whole temperature range is taken into
account.
Bloch-Grüneisen law at low temperatures. This might be indicative of quantum corrections due
to weak localization and/or the Aharonov-Altshuler effect. Magnetoresistance measurements
should help to unravel the reasons for this behavior.
6.1.3. Magnetoresistance
Figure 6.4 shows the magnetoresistance curve obtained on the same sample at four different
temperatures. It can be seen that the magnetoresistance is positive – incompatible with the
simple weak-localization theory, which predicts a negative MR. The heavy elements however
may give rise to spin-orbit scattering, and thus causing weak antilocalization with the associated
positive MR. Since the dephasing length and hence the dimensionality of this sample at the given
temperatures is a priori unknown, fits to equations (2.20) (2D case) and (2.27) (3D case) have
been performed. In both cases, a prefactor α has been introduced as an additional fit parameter,
as it is done quite commonly (eg. in [BFCS86] where α values between 1.00 and 1.27 have been
obtained, or in the theoretical study of Minkov [MGG04], where α < 1 is used to extend the
range of applicability of the HLN theory towards stronger disorder). Spin-flip scattering as
well as quenching of superconductivity has been assumed to be negligible, β=BS = 0, and the
characteristic field Be of the elastic scattering rate has been fixed at 162 T, which is obtained
from the Hall data of the 300-°C-annealed sample of the original series via
Be = 3ħ
4eλ2
, (6.2)
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Figure 6.3.: Resistivity of the 300-°C-annealed sample as a function of temperature revealing
a minimum around 20K. Neglecting this upturn of resistivity at low temperatures,
the part of the curve between 20 K and 125 K may be fitted to a Bloch-Grüneisen
law. This fit, from which a Debye temperature θD = 163K is obtained, is shown as a
dashed curve. In Chapter 7, we will see that the deviations at low temperatures are
mainly caused by the Aronov-Altshuler effect.
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Figure 6.4.: Magnetoresistance of the 300-°C-annealed sample at 2, 5, 10 and 42 K together
with fits to weak (anti-)localization theory in three and two dimensions. The fit
parameters are listed in Table 6.1.
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which follows from equations (2.16) and (2.21). The fit was found to be rather insensitive to
this value, as long as Be is much larger than the maximum accessible field. Hence, only three
parameters α, Bφ and Bso have been fitted in each equation, and the results are listed in Table
6.1. The Bφ-values determined at 5 K correspond to a dephasing length of 252 nm (3D analysis)
or 101 nm (2D analysis). Hence the 80-nm-thick film is pretty much on the borderline between
2D and 3D nature. At 5 K, it should be considered neither truly 3D nor truly 2D. By contrast, the
values obtained at 2 K are 4µm (3D analysis) or 170 nm (2D analysis). Hence, at this temperature,
the sample lies more deeply in the two-dimensional limit and it is not surprising that the fit to
2D theory is much better than the one to 3D theory.
Nevertheless, the fact that dimensionality changes in this interesting temperature range ham-
pers any further systematical analysis. This is one of many reasons why for the comprehensive
study presented in Chapter 7, much thinner films will be used, which are clearly two-dimensional
over a broad temperature range.
Dephasing, hence Bφ, increase with increasing temperature due to inelastic processes. This
will reduce the positive quantum corrections to conductivity of weak antilicalization.1 This
implies an increase of resistivity with temperature. Hence, another mechanism must be re-
sponsible for the negative TCR at low temperatures. This might be the Aronov-Altshuler effect
(electron-electron interaction). In Chapter 7, this suspicion will be confirmed.
Table 6.1.: Parameters obtained from fitting magnetoresistance data of Ge1Sb2Te4 to 2D and
2D weak localization theories which regard spin-orbit scattering.
T
in K
Bϕ (3D)
in mT
BSO (3D)
in T
α (3D) Bϕ (2D)
in mT
BSO (2D)
in T
α (2D)
2 0.01 0.37 2.41 5.7 1.1 1.05
5 2.6 0.48 1.87 16.0 1.55 1.02
10 23.9 0.40 1.65 44.5 1.15 0.96
42 172.3 3.76 0.23 264 224.9 0.29
The explanation given above for the positive magnetoresistance relies on the sample being
in the weak disorder regime, where quantum corrections adequately describe the transport. If
the shape of the resistance-vs-temperature curves obtained in the insulating samples at low
temperatures is due to hopping transport, we should expect to see a significantly different
influence of magnetic fields in that regime. This is indeed the case, as Figure 6.5 clearly shows.
Not only is the shape of the curves very different, the magnetoresistance even changes its
sign and becomes negative – consistent with the mechanism proposed by Nguyen, Spivak and
Shklovskii (NSS) described in subsection 2.3.2.2.
The positive sign of magnetoresistance in the metallic samples and hence the sign change is a
consequence of the strong spin-orbit scattering. Therefore, strong spin-orbit scattering opens
up the possibility to use the magnetoresistance sign as an indicator of the dominating transport
1The weak-localization contribution, which is also present, will remain unchanged as long as Bφ <BSO.
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Figure 6.5.: Magnetoresistance data of samples of Ge1Sb2Te4 annealed at different tempera-
tures, measured at 5 K. The insulating sample annealed at 175 ◦C displays a negative
magnetoresistance, which is qualitatively in agreement with the NSS theory.
channel. While in similar works on indium oxide the spin-orbit scattering had to be artificially
increased by doping with gold atoms [SO89], phase-change materials intrinsically possess this
property. It turns out that especially the related compound Sn1Sb2Te4 provides a extraordinary
playground for such studies, as demonstrated in Appendix C.
6.2. Universality Aspects
High-temperature resistance measurements already present some indications of universality,
at least for the pseudo-binary line, as can be seen from Figure 6.6: Besides Ge1Sb2Te4, also
Ge1Sb4Te7, Ge2Sb2Te5 and Ge3Sb2Te6 are found to display an annealing effect. Moreover, the
resistance-vs-temperature curves from the various stoichiometries and annealing temperatures
do not intersect, and have the "critical" resistivity range of 2 to 3mΩcm in common at which
the temperature coefficient changes its sign.
It is worth to further investigate whether this aspect of universality also holds for the other
statements made about Ge1Sb2Te4. Therefore, the complete electrical measurement series
has been repeated for Ge1Sb4Te7 and Ge2Sb2Te5, representing the pseudo-binary line, and
Sn1Sb2Te4, which is isoelectronic to Ge1Sb2Te4 and reported by S. Jakobs [Jak12] to display a
pronounced annealing effect. The following questions are to be addressed:
• Is the change of σ due to the Hall mobility rather than the Hall carrier concentration and
does the latter not freeze out in all compounds?
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Figure 6.6.: Universality of the annealing effect as observed in high-temperature resistance
measurements. The curves measured on different compositions show the same
trends, do not intersect and the slopes change sign in a common resistivity window.
Figure taken from [SJV+11].
• Do the low-temperature resistivity data look the same as in Ge1Sb2Te4?
• Does the sign change of the temperature coefficient of resistivity always occur at rσ = 1?
• Will we observe insulating behavior and hopping transport in the other compounds as we
have in Ge1Sb2Te4?
• Do the other compounds also display a sign change in magnetoresistance?
The samples were of the types depicted in Figures 3.3d and 3.3c on glass substrates. The
annealing temperatures have again been chosen in steps of 25 K, starting slightly above the
respective crystallization temperatures.
The low-temperature resistance-vs-temperature curves are shown in Figure 6.7. In Appendix
A it is made clear which curves correspond to which annealing temperature. Also the complete
Hall measurement series and exemplary magnetoresistance curves can be found there.
The investigated materials show a common behavior. Especially the curves obtained for
the GST materials look very similar and rarely intersect, some exceptions being those which
are especially close to each other. The curves obtained for Sn1Sb2Te4 also show a qualitatively
similar trend but intersect with the GST curves. This can be regarded as a consequence of
the much higher carrier concentration of ∼ 5×1020 cm−3, which leads to a smaller minimum
metallic conductivity and hence smaller values of rσ at the same resistivity.
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Figure 6.7.: Low-temperature resistance of four different compounds measured as func-
tions of temperature. The curves obtained on GST compounds are very similar.
They merely intersect each other. The data on Sn1Sb2Te4 shows a qualitatively
similar behavior, but tends to have larger negative slopes for the same resistivity
values. Hence, these curves intersect those obtained for GST.
In all the materials investigated, the conductivity ratio rσ can be tuned by annealing from
rσ¿ 1 to rσ > 1. The temperature coefficient of resistivity (determined between 265 K and 275 K)
is correlated to rσ in an impressively universal manner, as can be seen from Figure 6.8, where
the results obtained on the original sample series of Ge1Sb2Te4 and GeTe have been included for
reference. Especially, in all four compounds, the sign change of the TCR occurs close to rσ = 1,
stressing the universality of the underlying reasons. Such a universality seems quite natural in
the framework of a disorder-induced breakdown of the Bloch-Drude theory. It would be far from
obvious if, for instance, grain barriers played the decisive role.
In Appendix A, it is demonstrated that hopping transport and the change of sign of magne-
toresistance could also be observed in the other compounds. Also, the changes in Hall mobility
are always larger than those in Hall carrier concentration.
The only – albeit from the experimentalist’s standpoint important – difference is that the
transition temperatures are shifted, as can be seen in Figure 6.9: In Sb2Te3-richer compounds,
the transition occurs at lower temperatures. It should be mentioned that the crystallization
temperatures show the same trend [Kle09]. Ge1Sb4Te7 is already partially crystalline as deposited
[Lan10], and Sn1Sb2Te4 is fully crystalline as deposited (cf. reference [Jak12] or Appendix A).
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Figure 6.8.: Temperature coefficient of resistivity α as function of the dimensionless con-
ductivity ratio rσ including data from the annealing series of the original study
(Siegrist 2011, [SJV+11]) as well as from the new Ge1Sb2Te4 series, the additional
annealing series on two other GST compounds and one on Sn1Sb2Te4. The data
obey a common relation between α and rσ.
6.2.1. Vicinity of Ge8Sb2Te11
The universality of the annealing effect must have its limits: In the beginning of this chapter,
it has already been mentioned that GeTe does not display such an effect, and the TCR in
the crystalline phase of GeTe is always positive. Hence, it should be possible to cross the
transition(s) by moving along the pseudo-binary line from Ge2Sb2Te5 to GeTe, but sticking to a
single annealing temperature. This approach would be orthogonal to the previous annealing
series on single compounds.
Naively, one might expect that when moving along the pseudo-binary line one approaches
a point where at the same time the annealing effect vanishes and the TCR becomes positive
even just beyond crystallization. The reality turns out to be more complex: As reported by Boyn
[Boy09] and Sittner [Sit11], the GeTe-rich compound Ge8Sb2Te11 displays no annealing effect,
but a negative TCR.
Hence, several questions occur about the compounds in the vicinity of Ge8Sb2Te11:
• At which stoichiometry between Ge3Sb2Te6 and Ge8Sb2Te11 does the annealing effect
vanish?
• Which of the stoichiometries with negative TCR are insulating?
• At which stoichiometry between Ge8Sb2Te11 and GeTe does the TCR change its sign?
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Figure 6.9.: The Ioffe-Regel parameter rσ as a function of annealing temperature for 4 dif-
ferent materials. By annealing, all materials can be transformed from rσ¿ 1 to
rσ > 1. For the pseudo-binary GST-materials, a clear trend towards lower transi-
tion temperature on the Sb2Te3-rich side can be seen. The transition in Sn1Sb2Te4
occurs at even lower temperatures. GeTe does not display an annealing effect.
• Does this transition fit into the schemes of universality just deducted from annealing
series on single compounds?
These questions have been addressed and largely answered in the Bachelor thesis of A. Poitz
[Poi12] which has been conducted in close cooperation with C. Poltorak [Pol12].
For this purpose, samples of the compositions Ge3Sb2Te6, Ge8Sb2Te11 and GeTe have been
prepared by sputter deposition from the stoichiometric targets, while six additional composi-
tions in between have been achieved by means of cosputter deposition, as suggested by Merkel-
bach [Mer12]: In this process, sputtering from two targets on different cathodes is done simulta-
neously while the sample holder is rotated. This way, and due to the thermal treatment (which
is necessary anyway to crystallize the material), homogeneous mixtures are obtained.
Specifically, to prepare films of (GeTe)ξ(Sb2Te3)1-ξ with 0.75 < ξ < 0.89, the Ge3Sb2Te6 and
Ge8Sb2Te11 targets have been used simulatenously. Because the sputter rate scales (almost
linearly) with power, three different compositions have been obtained by varying the power
ratio (for details, refer to references [Poi12] and [Pol12]), namely ξ = 0.81, ξ = 0.83 and ξ =
0.85. Analogously, compositions with ξ = 0.93, ξ = 0.95 and ξ = 0.96 have been prepared by
sputtering from the Ge8Sb2Te11 and GeTe targets. The stoichiometries GeTe, Ge8Sb2Te11 and
Ge3Sb2Te6 correspond to ξ= 1.00, ξ= 0.89 and ξ= 0.75, respectively. Rutherford backscattering
(RBS) measurements have confirmed the calculated stoichiometries except for a systematic Ge
excess [Jos13].
The first question about the existence of irreversible changes upon heating above the crystal-
lization temperature can be addressed by the simple means of measuring the sample resistance
during such a thermal treatment, as depicted in Figure 6.10. For the curves on the left, obtained
for samples with ξ≥ 0.93, the resistivity obtained upon heating slightly above the crystallization
temperature is almost the same as the one measured at the same temperature after further
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Figure 6.10.: Resistivity as a function of temperature for (GeTe)ξ(Sb2Te3)1-ξ (0.75≤ ξ≤ 1.00)
upon heating to 350 ◦C and subsequent cooling. The curves shown on the left do
not display an annealing effect, as seen from the good agreement between heating
and cooling curves after crystallization. The step-like features around 275 ◦C are
probably due to Ge segregation. For the curves on the right, a strong annealing
effect is observed. Redrawn, data from [Poi12].
heating and during subsequent cooling. The small step at about 275 ◦C seen in GeTe can again be
attributed to the crystallization of segregated germanium (see supplement of reference [SJV+11]).
Thus it can be stated that the annealing effect is absent in these samples. By contrast, samples
with ξ ≤ 0.89 show a pronounced irreversible change of resistance upon heating beyond the
crystallization temperature. As a quantitative empirical measure of the annealing effect, the
parameter γρ , defined as the ratio between the resistivity measured at 200 ◦C during the heating
ramp and the resistivity measured at the same temperature during the cooling ramp, has been
calculated for each curve. It is plotted as a function of ξ in Figure 6.11. It can be seen that
the annealing effect is absent in the most GeTe-rich compounds (ξ> 0.93) and continuously
increases towards Sb2Te3-richer samples.
The finding that Ge8Sb2Te11 (ξ= 0.89) shows an annealing effect partly contradicts the previ-
ously reported data of Boyn and Sittner. However, the previous findings about Ge8Sb2Te11 are
not consistent: While Boyn [Boy09] observes no changes upon annealing at all, the results of
Sittner [Sit11] suggest a small effect of about a factor of 2. In the present study, even different
samples from a single sputter run of Ge8Sb2Te11 are not consistent with each other regarding
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the magnitude of the annealing effect. I therefore suggest that Ge8Sb2Te11 marks the borderline
where the annealing effect stops, and this fact renders Ge8Sb2Te11 and its properties especially
sensitive towards tiny variations in the film preparation.
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Figure 6.11.: The empirical parameter γρ which describes the strength of the annealing ef-
fect as a function of stoichiometry for various (GeTe)ξ(Sb2Te3)1-ξ compounds.
γρ is defined as the ratio of the resistivities measured at 200 ◦C before and after
further heating up to 350 ◦C with 5 K/min heating rate and 30 min holding time.
Obviously, only samples with ξ ≤ 0.89 display a pronounced annealing effect.
The measurements have been taken on samples of type 3.3b on glass substrates.
Redrawn, data from [Poi12].
From Figure 6.10, it can be seen that all compositions crystallize approximately at the same
temperature, with slightly higher crystallization temperatures on the GeTe-rich side. An anneal-
ing temperature of 250 ◦C has been chosen for all remaining samples for the further analysis,
except for GeTe, where 275 ◦C has been chosen to ensure that the germanium segregation and
crystallization has been completed.
In Figure 6.12a, x-ray diffraction data are shown for samples annealed that way. The angle α
and the lattice constant a with respect to the rhombohedral unit cell have been extracted and
are displayed in Figure 6.12b. Towards the Sb2Te3-rich side, α approaches the value of 60 ◦ of
a cubic structure, while the rhombohedral distortion with α< 60◦ becomes stronger towards
GeTe. However, as can also be seen from the diffraction patterns, all the structural changes are
continuous. This is in contrast to an annealing series on a single GST compound, where the
disorder-induced electronic transitions are superimposed with the structural transition into the
hexagonal structure. The lattice constant a hardly displays any changes.
Next, to address the second and third question, temperature-dependent electrical transport
measurements down to 2K have been performed employing the PPMS on samples of the types
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Figure 6.12.: X-ray diffraction data for (GeTe)ξ(Sb2Te3)1-ξ (0.75≤ ξ≤ 1.00). All samples have
been annealed at 250◦C (GeTe: 275◦C). Left: Spectra measured in grazing-
incidence geometry. The indices are with respect to the cubic structure. Right:
Lattice parameters α and a with respect to the rhombohedral structure as ob-
tained from fitting. Almost no changes are observed in a and the changes in α are
rather smooth. Redrawn, data from [Poi12].
depicted in Figure 3.3d on glass substrates. The resistivities as functions of temperature are
depicted in Figure 6.13. The full data set including temperature-dependent Hall-effect data
can be found in Appendix A. From the resistance-vs-temperature curves, it can be seen that
only GeTe can be said to have a positive temperature coefficient of resistivity. The compounds
with ξ≤ 0.85 clearly have a negative TCR. In the four remaining samples, the sign of the slope
changes depending on measurement temperature. It should be emphasized that the positive
TCR in GeTe is not solely a consequence of the different annealing temperature, as it has been
seen in GeTe at lower annealing temperatures as well [SJV+11].
As to the second question, the necessary extrapolation to 0 K is shown in Figure 6.14. Samples
with ξ≤ 0.81 annealed at 250 ◦C are clearly insulating. By contrast, samples with larger ξ seem to
be metallic. Hence one can go from an insulator over the intermediate regime of metallic samples
with still negative TCR to the fully metallic (positive TCR) regime by varying the stoichiometry,
without any abrupt transitions in the crystallographic structure.
Regarding the fourth question, Figure 6.13 resembles GST curves in Figure 6.7 as both display
a clear correlation between the steepness of the curves and the corresponding (e.g. room-
temperature) resistance. A number closely related to σ is rσ. A transition from a negative
to a positive TCR has been observed in the four different annealing series as well as in the
stoichiometric series and it coincides with rσ exceeding 1.
This finding suggests to include this sample series into Figure 6.8. This way, Figure 6.15
122
6.2. Universality Aspects
100 101 102 103
10−4
10−3
10−2
10−1
100
101
T in K
ρ 
in
 Ω
 
cm
 
 
ξ=1.00
ξ=0.96
ξ=0.95
ξ=0.93
ξ=0.89
ξ=0.85
ξ=0.83
ξ=0.81
ξ=0.75
Figure 6.13.: Resistivity as a function of temperature for (GeTe)ξ(Sb2Te3)1-ξ (0.75≤ ξ≤ 1.00)
at low temperatures. All samples have been annealed at 250◦C (GeTe: 275◦C)
prior to the measurement in the PPMS. The curves resemble those e.g. of Figure
6.7, but are obtained in an "orthogonal" way: instead of performing an anneal-
ing series on a single compound, the stoichiometry has been varied while the
annealing temperature has been fixed. Redrawn, data from [Poi12].
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Figure 6.14.: Extrapolation of conductivity to 0 K for 0.75 ≤ ξ ≤ 0.85. The samples ξ = 0.75
and ξ = 0.81 are clearly insulating, samples with ξ ≥ 0.83 are probably metallic.
Redrawn, data from [Poi12].
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Figure 6.15.: Temperature coefficient of resistivity as function of the dimensionless
conductivity ratio rσ including the cosputter-deposited sample series of
(GeTe)ξ(Sb2Te3)1-ξ with 0.75< ξ< 0.89 (Poitz 2012).
is obtained; with one exception, the new data points fit nicely into the scheme. The outlier
is Ge8Sb2Te11. It has been mentioned above that the properties of this compound are rather
irreproducible. A closer analysis reveals that it is not the value of rσ (which is determined by
Hall-effect measurements), but that of α (which comes from resistance measurements only)
which does not follow the stoichiometric order. This can be seen from Figure 6.13, where the
curve corresponding to ξ= 0.89 intersects with the one corresponding to ξ= 0.93. It is possible
that the extraordinary sensitivity of this composition causes inhomogeneities along the sample.
Consequently, the resistivity obtained from the macroscopic resistance is not a meaningful
value.
6.3. Conclusions and Outlook
Temperature-dependent Hall-effect data confirm that the negative temperature coefficient of
resistivity in samples annealed at low temperatures is not due to a carrier freeze-out, but due to
a temperature-dependent Hall mobility. Quantitatively, the latter is not consistent with the Seto
model. Both findings corroborate the statements that neither nondegeneracy nor grain barriers
are responsible for the negative TCR.
It has been demonstrated that disorder-induced quantum corrections can be observed in the
most metallic samples. This regime will be investigated in detail in the next chapter.
Upon decrease of disorder, the temperature coefficient of resistivity at room temperature
turns negative when rσ = kFλ≈ 1. While there is strong evidence from extrapolations that such
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samples are still metallic in the zero-temperature limit, standard weak-localization theory is
expected to break down in this regime. At even higher disorder, the samples become insulating
and the magnetoresistance changes its sign. It is still an open question whether the latter exactly
coincides with the former and how the shape of the magnetoresistance curves on insulating
samples can be quantitatively understood. An answer to the first question should be possible by
extending the temperature range even further down to lower temperatures, e.g. with a dilution
refrigerator available as an extension to the PPMS, which can reach 50 mK. Some data which
further elucidate this issue are compiled in Appendix C.
The data obtained on other compounds and the fact that the same trends are observed
when moving along the stoichiometries from Ge3Sb2Te6 to GeTe confirm the universality of the
observations made on Ge1Sb2Te4. The crystallographic structure of all samples of this series is
rhombohedral.
For one thing, the universality corroborates the idea that the Bloch-Drude model breaks down
due to high disorder. For another thing, the multitude of ways of crossing the metal-to-insulator
transition opens up new opportunities to perform detailed studies about what happens at and
very close to the various transitions (MIT, MR sign change, TCR sign change, WL breakdown).
The fact that there is no second structural phase transition in the stoichiometric series makes
these samples especially suitable for such studies. The fact that the transitions temperatures
of Sn1Sb2Te4 are much lower makes it possible to induce the magnetoresistance sign change
by annealing at 400K, which can be achieved in the PPMS. This allows for a very close-meshed
analysis of this transition. In parts, such data sets have already been recorded and are presented
in Appendix C. In the future, the various transitions may also be investigated by means of
field-effect transistors.
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CHAPTER 7
Quantum Corrections in Weakly
Disordered Thin Films of
Crystalline Ge1Sb2Te4
In section 6.1 of the previous chapter, an upturn of resistivity which occurs at low temperature
in otherwise metallic samples has been presented. I have argued that this observation, together
with the positive magnetoresistance, can be understood in terms of weak antilocalization and
electron-electron interaction (Aronov-Altshuler effect). In the present chapter, this claim will be
further corroborated.
There are some reasons why this regime of quantum corrections deserves a more detailed study:
Firstly, the effects of disorder on electronic transport properties which eventually lead to strong
localization start with quantum corrections. A thorough understanding of the strongly localized
regime may therefore best be achieved by starting to understand the regime of weak disorder.
Future studies may then move towards stronger and stronger disorder.
Secondly, the change in the sign of magnetoresistance which seems to accompany the metal-
insulator transition is a very intriguing phenomenon, a complete explanation of which requires a
thorough understanding of the magnetoresistance on both sides, i.e. also on the metallic side.
Finally, a quantitative analysis of the magnetoresistance employing HLN theory is expected to
provide deep insight into the scattering mechanisms. Although the study will have to focus on low
temperatures, much of this information may well be extrapolated to higher, application-relevant
temperatures.
7.1. Choice of Film Thickness
Such a study is best performed on very thin films, which are two-dimensional in terms of
quantum corrections, for the following reasons:
127
Chapter 7: Weakly Disordered Thin Films of Ge1Sb2Te4
−2 −1.5 −1 −0.5 0 0.5 1 1.5 20
0.2
0.4
0.6
0.8
1
1.2
1.4
µ0 H in T
∆ 
R
(H
) / 
R(
H=
0) 
in 
%
 
 
7 nm (calculated, 2D theory)
100 nm (calculated, 3D theory)
100 nm (calculated, 2D theory)
Figure 7.1.: Theoretical magnetoresistance (no real data) in a two-dimensional 7-nm-thick
film compared to a 100-nm-thick film, calculated with Be = 40T, BSO = 1T, Bφ =
100mT, and no spin-flip scattering. Since the value chosen for Bφ corresponds
to a dephasing length Lφ of 40nm, 2D theory (equation (2.20)) has been used to
calculated the 7-nm case, while both 2D and 3D theory (equation (2.27)) have been
used to calculated the 100-nm case, with only minor differences. It can clearly be
seen how much stronger the effects are in thinner samples.
• As seen before, the two-dimensional case will almost inevitably occur at sufficiently low
temperatures. A change in dimensionality hampers a quantitative analysis, as inevitably
a region of undefined dimensionality occurs. At low temperatures, the effects are most
pronounced. Hence, this temperature range is especially interesting. Therefore, the two-
dimensional case should be sustained to temperatures as high as possible by choosing a
film thickness as small as reasonably achievable.
• The theory by Hikami, Larkin and Nagaoka (HLN) describing quantum corrections in two
dimensions is well established.
• Quantum corrections are much more pronounced in thin films due to the higher fraction
of self-intersecting diffusion paths. Especially, once the two-dimensional limit is reached,
the quantum correction to the sheet conductance does no longer depend on thickness,
while the overall film conductance (the uncorrected Drude value) still scales with thickness,
rendering the relative effects higher for thinner films. This is illustrated in Figure 7.1, where
the theoretically calculated magnetoresistance is drawn for two different thicknesses.
• Gated devices have been mentioned in the outlooks of the two previous chapters as a
promising candidate to reversibly fine-tune the transition(s). Due to the limited penetra-
tion depth of a field, such a device must be made of a very thin film. A study on non-gated
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thin films is expected to help paving the way towards the field-effect transistors.
For these reasons, a study on extremely thin (7.5 nm and 14 nm) films has been carried out in
close collaboration with Prof. A. Kapitulnik and N.P. Breznay at Stanford University. The results
of the study have been published in reference [BVP+12] and this publication will be summarized
in the following sections.
7.2. Sample Preparation and Characterization
The thin films have been sputter-deposited with the systems described in section 3.2. Silicon
substrates with 100-nm-thick thermal oxide layers have been used. The thickness has been
controlled by the sputtering time and the deposition rate known from thicker films. An in-situ
capping with (ZnS)80(SiO2)20 of about 6 nm thickness has been deposited on top. The film
thickness has been checked by X-ray reflectometry. The similar thicknesses of the GST and
capping layer hamper a precise determination of the two, and a thickness uncertainty of about
0.5 nm remains. Annealing of the flat film has been performed in the tube furnace. Patterning
of the films into devices of the type depicted in Figure 3.4a has been performed at Stanford
University by N.P. Breznay and me with the methods described in subsection 3.3.2, i.e. employing
photolithography and argon ion milling. Gold electrodes with an titanium adhesive layer have
been electron-beam evaporated.
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Figure 7.2.: Comparison of resistance-vs-temperature curves obtained for different film
thicknesses: The van der Pauw samples of 100-nm-thick films from reference
[SJV+11] measured in the custom-build setup, the devices made of 14-nm-thick
films measured with the "dipping probe" and the devices made from 7-nm-thick
films measured in the PPMS are compared and largely yield consistent results.
The thinner films, however, have a stronger tendency towards insulating behavior.
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A first characterization of the samples has been performed at room temperature by measuring
the resistances of all (typically 16) devices on a substrate in four-wire and two-wire mode. This
way, typical devices, which resemble each other in terms of their sheet resistance and yield
consistent values for both measurement modes, have been identified for each annealing temper-
ature. Next, the resistance of these devices has been measured as a function of temperature to
ensure comparability to the thicker films from previous studies. Figure 7.2 depicts the resistance-
vs-temperature curves for the two film thicknesses. Also included are the data from reference
[SJV+11] obtained on much thicker (100 nm) films. The data is compiled from measurements
employing the PPMS and measurements performed on a setup at Stanford University where the
sample is mounted on a probe which is dipped into a liquid-helium transport dewar ("dipping
probe").
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Figure 7.3.: Magnetoresistance at 5 K of some 7-nm-thin-film devices. As opposed to the
thicker-film series (Figure 6.5), even the sample annealed at 250 ◦C displays a
negative magnetoresistance – in line with the stronger insulating behavior in the
resistance-vs-temperature curve.
Some of the curves intersect others. Especially, the insulating curves obtained for the thin films
are somewhat steeper than those obtained for thicker films annealed at the same temperature.
For instance, the curve of the 7-nm-thick sample annealed at 250 ◦C (rσ ∼ 0.1) intersects with
that of the 225-°C-annealed (rσ ∼ 0.08) and even with that of the 200-°C-annealed (rσ ∼ 0.03)
100-nm-thick film. More precisely, while there is strong evidence that in the thicker film series,
some of the samples with negative TCR at room temperature are still metallic and the resistance
ratio between 5K and 300K takes on values of only 1.3 (250 ◦C), 4 (225 ◦C) or 10 (200 ◦C), the
250-°C-annealed sample of the 7-nm-series looks rather strongly insulating, with this ratio being
∼ 60 and the device resistances exceeding 1GΩ at 1 K. Magnetoresistance measurements on the
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7-nm-thick samples, depicted in Figure 7.3, add to the picture, as the MR curve obtained for
250 ◦C annealing temperature shows the negative sign which we have associated with hopping
transport. By contrast, even the 225-°C-annealed sample from the 100-nm series displays a
positive magnetoresistance, cf. Figure 6.5.
Nevertheless, we observe the same annealing effect in all three series and the room-temperature
resistance values are consistent in their order of magnitude. The fact that the thinner films have
a stronger tendency towards insulating behavior may be a direct consequence of their reduced
dimensionality and not, for instance, a consequence of a different composition or structure or
even macroscopically defective films.
Considering that the sample parameters (substrate, device pattern, film thickness) are very
different and that the samples have been prepared in different sputter and annealing runs (the
reproducibility of which is known to be poor due to a pronounced temperature profile in the
furnace [Lan10]), the differences between the three sample series are minor.
Especially, in all cases the sign of the slope changes between annealing temperatures of 250 ◦C
and 275 ◦C. Thus, the samples of the thin-films series are considered to be comparable to the
thicker ones.
Table 7.1.: Basic properties and classical transport parameters of the thin Ge1Sb2Te4 sam-
ples as determined from conductivity, Hall effect and magnetoresistance measure-
ments, employing the Drude formulae from section 5.3 and assuming M = 4 and
m∗ = 0.4me . The mean free path and the diffusion coefficient have been calculated
from the Hall data. Since no Hall-effect measurements have been performed on
samples 3 and 4, the Hall carrier concentrations have been assumed to be the same
and are written in brackets. Most transport properties have been determined for
300 K and 15 K. From [BVP+12], modified and extended.
Sample name Sample 1 Sample 2 Sample 3 Sample 4
Thickness in nm 7.5 7.5 14 7.0
Annealing temperature in °C 275 300 275 300
RS in kΩ 1.21/0.86 1.03/0.68 0.58/0.39 1.68/1.28
σ in 103 Scm−1 1.10/1.55 1.30/1.96 1.24/1.83 0.85/1.12
nH in 10
20 cm−3 1.5/1.9 1.4/2.2 (1.5)/(1.9) (1.4)/(2.2)
μH in cm
2V−1s−1 46/51 58/56 (52)/(60) (38)/(32)
μMR in cm
2V−1s−1 61 73 62 52
λ in nm† 3.1/3.8 3.9/4.3 (3.5)/(4.4) (2.5)/(2.5)
kFλ
† 3.2/4.2 3.9/5.1 (3.7)/(5.0) (2.6)/(2.9)
EF
† in eV 0.10/0.12 0.10/0.13 (0.10)/(0.12) (0.10)/(0.13)
N(EF)
† in 1021 eV−1cm−3 2.4 2.5 (2.4) (2.5)
Temperature of RS minimum 14 K 12 K 9 K 16 K
D in cm2s−1 3.1/4.1 3.8/4.9 (3.5)/4.8 (2.6)/2.8
† Calculated from Hall data
We now focus on four designated metallic samples: Sample 1 is a 7.5-nm thick sample
annealed at 275 ◦C, sample 2 is of the same thickness but annealed at 300 ◦C, while sample
3 is from the 14-nm series and has been annealed at 275 ◦C. Sample 4 is from a different 7-
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nm sample series and has been annealed at 300 ◦C. In contrast to the first three samples, the
complete preparation of sample 4 has been performed in Aachen, employing the HF etching
procedure described in subsection 3.3.2. This last sample, which is of the type depicted in
Figure 3.4b, has not been part of the analysis in reference [BVP+12], but is included here as a
demonstration of the successful implementation of the sample preparation process. The sample
parameters are summarized in Table 7.1.
The following measurements have been performed at the PPMS in Aachen (except for sample
3, which has been measured at a PPMS at Stanford University) by N.P. Breznay and me. The data
analysis of samples 1-3 has largely been performed by N.P. Breznay (using Mathematica), while I
have performed a basically identical analysis for sample 4 (using Matlab).
7.3. Sample Dimensionality
The dimensionality of the samples of 7.5 and 14nm thickness depends on the respective physical
phenomenon:
• The mean free path being 4 nm, the diffusive motion of the characters still takes place in
three-dimensions, i.e. d = 2 in equation (2.16). This is true however only for magnetic
fields smaller than 3 T, which is where the magnetic length reaches 7.5 nm.
• The phonon wavelength at 10 K can be estimated from the sound velocity of vs ≈ 3000m/s
[LCL+06] to be about ħvs/(kB T )≈ 2nm. Hence, phonons are still three-dimensional at
10 K and above. This will become important when considering the electron-phonon-
scattering contribution to dephasing.
• With a carrier concentration of about 2×1020 cm−3, the average distance between two
carriers is ∼ 2nm. Thus, the films are three-dimensional as far as the density of states and
strong localization are concerned.
• Having reduced the film thickness by more than a factor of 10 compared to the studies of
the previous chapters, we would expect that the limiting temperature above which the
dephasing length is shorter than the film thickness increases by a similar factor (depending
on the temperature dependence of the inelastic scattering mechanism). The analysis
below will in fact demonstrate that the films may be considered two-dimensional at
temperatures up to about 50 K.
• In terms of electron-electron interaction (Aronov-Altshuler effect), the relevant length
scale is given by the thermal diffusion length LT =
√
Dħ
2pikB T
. With a diffusion coefficient
of about 4cm2/s (see analysis below), the 7.5 and 14 nm films are two-dimensional at
temperatures below 10 K and 3 K, respectively.
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7.4. Classical Transport Properties
7.4.1. Longitudinal Resistance
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Figure 7.4.: Resistance vs. temperature of the metallic two-dimensional films, together with
fits to the Bloch-Grüneisen law. The deviations at high temperature are attributed
to a nontrivial band structure. After [BVP+12], modified and extended.
In Figure 7.4, the resistances of the four samples are depicted as functions of temperature.
Large portions at intermediate temperatures can be fitted to a Bloch-Grüneisen law, which yields
a Debye temperature of θD ≈ 140K−150K, in fair agreement with the numbers found before
for thicker films. Deviations at higher temperatures might be attributed to a non-trivial band
structure, e.g. thermal excitation into bands of smaller effective masses. The residual resistance
at low temperature depends of course on annealing temperature and film thickness. The upturn
at lowest temperatures is also visible. The conductivities at 300 K and 15 K and the temperature
corresponding to the resistance minimum are listed in Table 7.1.
7.4.2. Hall Effect
Figure 7.5 depicts the temperature-dependent product of Hall coefficient and film thickness
|RH|/d = |Rxy/B | =
∣∣∣ 1nHde ∣∣∣, determined from linear fits to data of Rxy vs magnetic field B . Hall
carrier concentrations determined from these data at 300 K are of the order of (1−2)×1020 cm−3,
consistent with the values for thicker films, and are listed in Table 7.1. The Hall mobilities are
somewhat larger than those of the thicker films, but are still of the same order of magnitude.
Several parameters derived from these data are calculated under the same assumptions as in
the previous chapter, and the diffusion coefficient is calculated from equation (2.16). These
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Figure 7.5.: Hall resistance per magnetic field for samples 1 and 2 as functions of tempera-
ture. The derived Hall carrier concentrations are consistent with those of thicker
films. The increase of RH at high temperatures is attributed to a nontrivial band
structure. Modified, from [BVP+12].
numbers are also listed in Table 7.1.
Over a large temperature range, an increase of RH with increasing temperature (i.e. a decrease
of nH with increasing temperature) of about 50% per 300 K is observed. This phenomenon,
which is also present in thicker films (albeit to a much lesser extend of about 5% per 300 K) is
also considered to be a consequence of the nontrivial band structure, as it is too large to be
attributed to the Hall scattering factor.
7.4.3. Classical Magnetoresistance
While we expect large quantum-correction contributions to the magnetoresistance at low tem-
perature, the high-temperature magnetoresistance should be dominated by classical effects.
Figure 7.6 (left) shows magnetoresistance data for the first two samples at 100 K and 300 K. The
parabolic shape, in line with ∆ρ/ρ ≈ (ωcτ)2 is obvious and suggests a purely classical origin of
the MR. This is further confirmed by the fact that the curves coincide nicely when plotted as a
function of B/R(0), as predicted by Kohler’s rule.
From ∆ρ/ρ ≈ (ωcτ)2 =
(
µB
)2, the mobility may be estimated. The numbers are also listed in
Table 7.1. They are generally larger than the Hall mobility, but of the same order of magnitude.
The classical magnetoresistance, i.e. the positive parabolic contribution corresponding to this
mobility, has been subtracted from all low-temperature MR data in the further analysis.
7.5. Low-Temperature Longitudinal Resistance
The quantum corrections due to quantum-interference (weak localization and antilocalization,
equation (2.24)) and due to electron-electron interaction (Aronov-Altshuler effect, equation
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Figure 7.6.: Classical magnetoresistance at elevated temperatures in two 7-nm thick sam-
ples, characterized by the parabolic shape at both temperatures. Kohler-rule scaling
(right) confirms the classical nature of the effect. From [BVP+12].
(2.33)) will add up [LR85], such that the total temperature-dependent correction in zero field
reads
(δσ) tot = e
2
2pi2ħ
[
tαIVp+
(
1− 3
4
F˜σ
)]
ln
(
T
T0
)
. (7.1)
However, while in the presence of a sufficiently strong magnetic field, the self-interference (QI)
contributions vanish, the interelectron effects (EEI) are largely unaffected by a magnetic field.
Thus, if σ= const+A ln
(
T
T0
)
is measured without and with strong magnetic field, the prefactor A
is expected to change from A = tαIVp+
(
1− 34 F˜σ
)= AEEI+ AQI to A = 1− 34 F˜σ = AEEI, allowing us
to disentangle both effects. This is demonstrated exemplarily for sample 1 in Figure 7.7. Although
a kink is observed at lowest temperatures, the curves are largely consistent with the expected
∝ lnT behavior, equation (7.1), and the prefactor A can be determined unequivocally from the
slope on that scale. In the inset, A is depicted as a function of magnetic field (including data from
higher fields not shown in the main plot). The observed increase is just what is expected in the
case of weak antilocalization (t ≈−1/2). At high fields, where the self-interference contributions
are almost completely suppressed, the slope saturates, such that two salient values of A exist:
the zero-field value Atot = AEEI+ AQI and the saturation value AEEI. The difference between the
two should thus be the pure contribution from quantum interference effects.
These numbers are listed in Table 7.2. AQI is around −0.5, which is expected for strong spin-
orbit scattering (t =−1/2), electron-electron scattering as the dominant dephasing mechanism
(p = 1) and strong intervalley scattering (αIV = 1). The value of AEEI ∼ 1.2 is somewhat larger than
expected, since it yields a negative F˜σ. In the strong spin-orbit case, AEEI = 1 would have been
expected. The (small) deviation might be caused by additional, B-independent contributions to
135
Chapter 7: Weakly Disordered Thin Films of Ge1Sb2Te4
Figure 7.7.: (2D) Conductivity as a function of temperature in the absence and presence of
a magnetic field. The temperature-dependence is governed by quantum correc-
tions and predicted to be ∝ lnT , which is seen in the data. In the presence of
a magnetic field, quantum self-interference effects are suppressed and only the
Aronov-Altshuler effect causes quantum corrections. Hence the slope A is a func-
tion of magnetic field (inset). While the zero-field data haven been measured
continuously, the data at non-zero field have been extracted from field sweeps at
discrete temperatures. From [BVP+12].
Table 7.2.: Slopes ofσ vs ln T at zero and large magnetic field, allowing the disentanglement
of QI and EEI effects. From [BVP+12], extended by sample 4.
Parameter Sample 1 Sample 2 Sample 3 Sample 4
Atot 0.71 0.69 0.56 0.88
AEEI =1− 34 eFσ 1.22 1.18 1.15 1.32
AQI = tpαIV −0.51 −0.49 −0.59 −0.44
the lnT -behavior not considered here.
At temperatures below 1 K, deviations from the lnT behavior to a weaker temperature-
dependence are discernible in the zero-field curve, i.e. the resistance seems to start to saturate.
It must be emphasized that this is clearly not in agreement with the temperature-independent
contribution to dephasing which we will observe below: The latter would act on the (positive)
quantum-interference correction and not (or less) on the (negative) contribution of electron-
electron interaction, thus would result in a stronger T -dependence instead of a weaker one.
Hence we should also consider the possibility the apparent saturation is an artifact of an ill-
scaled temperature axis. In other words, one might suspect that the sample temperature is
different from the temperature measured by the sample-holder thermometer. Joule heating
could cause such a situation, but can be excluded since we have taken care of keeping the excita-
tion current low and perform the measurement in the ohmic region. But since at present, we
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have no physical explanation for a saturation either, we assume some other, unknown reason for
a thermal decoupling of the charge carriers from the thermometer. Hence we have re-calibrated
our temperature scale for the further analysis, in such a way that the lnT behavior is recovered.
7.6. Low-Temperature Hall Effect
Figure 7.8.: Analysis of the temperature-dependent Hall-effect data in the quantum-
correction regime. The relative change of the Hall coefficient is shown together
with the relative changes of longitudinal resistance at 0 T and 5 T. The value at the
minimum has been chosen as the reference Rmin. The quasi-continuous Hall-effect
data have been obtained by measuring Rxy continuously as function of temperature
at +9T and −9T. From [BVP+12].
From Figure 7.5, a minimum in the Hall resistance can be made out which fairly coincides
with that in the longitudinal resistance. This is expected since electron-electron-interference
effects contribute to the Hall resistance, as opposed to quantum-interference effects.
The Hall data may be analyzed in two ways: Considering that the Hall-effect data have been
obtained at high magnetic fields fields of ±9T, one may compare the Hall-effect data (black
circles in Figure 7.8) to the high-field longitudinal resistance data (blue markers). In this case,
QI effects are suppressed and only EEI effects have to be considered. The ratio between the
slopes equals 186/134≈ 1.4, not too far off the factor of 2, which would have been expected from
equation (2.36).
The other way of analyzing the data is to compare the zero-field longitudinal resistance with
the Hall data, ignoring that the Hall data might be (weakly) field-dependent. The ratio between
the slopes should be described by equation (2.37), which yields, using the data from Table 7.2, a
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ratio of 3.4. From the measurement, 186/75= 2.5 is obtained.
In both ways of analyzing, the temperature dependence of the Hall data turns out to be of
the correct order of magnitude, but slightly smaller than predicted. Similar deviations are seen
in other systems [BTD81, SMS+07]. In our case, they may also be a consequence of competing
effects which also cause a temperature dependence of RH. Such effects (e.g. due to a nontrivial
band structure) are obviously present at higher temperatures and might at low temperatures
superimpose on and seemingly reduce the EEI correction.
7.7. Magnetoresistance Analysis
7.7.1. Perpendicular Field
Figure 7.9.: Magnetoresistance data for samples 1 and 2 in perpendicular field orientation.
The curves corresponding to low temperatures display sharp cusps at small fields,
which is typical for quantum-interference effects. From [BVP+12].
The analysis above demonstrates that our initial presumption of electron-electron interaction
and weak antilocalization governing the low-temperature transport properties in thin, metallic
films of Ge1Sb2Te4 is most probably correct. We shall now proceed with a quantitative analysis of
the weak antilocalization features by analyzing magnetoresistance data according to the theory
of Hikami, Larkin and Nagaoka (HLN).
Typical magnetoresistance curves, with the field perpendicular to the film plane, are displayed
in Figure 7.9. The sharp cusp at small fields is a typical feature of quantum-interference-induced
magnetoresistance. Fitting of these curves will yield valuable information about scattering
channels. To comply with the theory, we now switch from treating relative magnetoresistance to
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treating absolute magnetoconductance.
Three different scattering time scales are relevant: the elastic scattering time, the spin-orbit
scattering time and the inelastic scattering time. Each of these time scales is linked to a char-
acteristic magnetic field via equations (2.21) in the way that short times are linked to large
magnetic fields. This way, the magnetic field can "explore" the mechanisms taking place on
the respective time scale. For a precise determination of the scattering rates, we shall focus on
magnetic fields of the corresponding range.
The shortest time scale however is the elastic scattering time of τ ∼ 10fs, according to the
Hall-effect analysis. The corresponding magnetic field Be is of the order of& 10T, larger than
the maximum achievable magnetic field in our PPMS. Therefore, this time scale may not be
explored by the magnetic field. Hence, we deduce τ (and Be ) from Hall-effect data only.
7.7.1.1. Low Field
Figure 7.10.: Low-field magnetoconductance data in perpendicular field orientation for
sample 3, together with fits to the HLN theory (black lines). The curves are offset
vertically. The inset shows how the curves collapse to a single one when plotted
against magnetic field normalized by the respective Bφ determined from fitting.
From [BVP+12].
By contrast, the longest relevant time is the one associated to dephasing by inelastic scattering.
This is best determined by fits to a region of small magnetic fields, which is where equation
(2.23) is valid. Therefore, in addition to the full-field-range measurements, additional data sets
have been recorded at low fields with extremely slow sweep rates. First, the part where the
magnetoconductance is parabolic is determined heuristically. The data from this region are
then fitted to equation (2.22), which has the same number of parameters as (2.23), but a larger
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range of validity. We assume the strong spin-orbit-scattering case t =−1/2, in accordance with
our preliminary results from above. This leaves us Bφ as the only free fitting parameter. Data
and fits are depicted in Figure 7.10.
Since ∆σ in equation (2.22) depends only on the ratio B/Bφ, a universal curve is obtained
when plotted against this ratio (inset of Figure 7.10).
The obtained fit parameters will be discussed later. Before, we shall proceed extracting the
strength of spin-orbit scattering.
7.7.1.2. Intermediate Field
Figure 7.11.: Full-field magnetoconductance data for sample 1 with HLN fits (black lines) in
perpendicular field orientation at several (low) temperatures. From [BVP+12].
The spin-orbit scattering time should be smaller than the inelastic, but larger than the elastic
scattering time. Therefore, the corresponding characteristic field BSO will be larger than Bφ. So
the low-field data from above will be useless here (which is obvious, since it could be fitted to
equation (2.22), which does not even include BSO), but the full-field sweeps should reveal BSO if
fitted to the full HLN formula (2.20).
For this purpose, Be has been fixed at the value determined from Hall-effect measurements.
Although Be enters the full HLN equation, the fits are rather insensitive to this value. Bφ has
been fixed at the value determined from the low-field fits. Spin-flip scattering has been assumed
to be negligible. Thus, only BSO and an additionally introduced prefactor α (cf. section 6.1) are
the only fit parameters left.
The full fits are shown in Figure 7.11. They describe the data well up to ∼ 4T. At higher
fields, the predicted increase in conductance upon further increase of the field is not observed.
Instead, the differential magnetoconductance dσ/dB continues to be negative. This deviation is
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considered to be a consequence of the breakdown of the diffusion approximation at magnetic
fields approaching Be , and, additionally, the breakdown of the 2-dimensional approximation
when the magnetic length becomes smaller than the film thickness. An influence of EEI-related
(spin-splitting) effects seems unlikely because spin-orbit scattering is strong and the inequality
gµB H Àħτ−1SO is not fulfilled (cf. subsection 2.2.2).
7.7.2. Parallel Field
Figure 7.12.: Magnetoconductance data for sample 1 in parallel field orientation at several
temperatures. Comparison to Figure 7.11 demonstrates the anisotropy and
thereby the orbital character of the underlying effects. Also shown are fits to
the theoretical predictions by Altshuler, Aronov and Rosenbaum (black lines).
From [BVP+12].
For sample 1, the magnetoresistance data obtained at perpendicular field orientation (with
respect to the film plane) have been complemented by data with parallel field orientation (Figure
7.12), employing the PPMS sample rotator. This allows us to check whether the magnetoresis-
tance is isotropic or not. Comparing the shapes and magnitudes of the parallel-field and the
perpendicular-field data, it is evident that the magnetoresistance is highly anisotropic. This is
expected for weak antilocalization or generally for effects related to the orbital motion of the
electron (as opposed to spin-related effects).
Fitting the data to equation (2.26), with both BSO and Bφ as fit parameters, works impressively
well. Thus, the parallel field data do not only provide a check for consistency, but add another
prove that (isotropic) spin-splitting effects are not responsible for the deviations at high fields
seen in perpendicular field orientation.
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7.8. Scattering Mechanisms
We will now study the characteristic magnetic fields determined from the various fits.
7.8.1. Spin-Orbit Scattering
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Figure 7.13.: Spin-orbit-scattering fields obtained for all four samples are largely
temperature-independent, as expected. For sample 1, the parallel-field
analysis yields a higher field than the perpendicular-field analysis. Modified and
extended, from [BVP+12].
In Figure 7.13, the spin-orbit-scattering-characteristic fields are depicted for all four samples,
as extracted from the full-field perpendicular magnetoresistance data, and, in case of sample 1,
also from the parallel-field data. They are of the order of ∼ 1T, which, employing the diffusion
coefficient determined below, corresponds to spin-orbit scattering rates of ∼ 5×1012 s−1. On
the one hand, these values are large in an absolute sense, e.g. when compared to data on InSb
with about ∼ 1×1011 s−1 [KH09]. However, this might just be a consequence of the generally
high elastic scattering rate: According to equation (2.19),
τ−1SO
τ−1 ∼ (αFSZ )4, both rates are directly
proportional to each other. This is also the case for the Elliot-Yafet mechanism [Ell54] of spin-
orbit scattering, where a single scattering potential can cause elastic scattering events with or
without spin-flip, with respective probabilities [Har10]. This is a consequence of the admixture
of opposing spins in the Bloch states due to spin-orbit interaction [KH09]. Hence it is more
intriguing to look at the relative strength of spin-orbit scattering, i.e. the ratio of the spin-orbit
and the elastic scattering rates, τSO−1 /τ
−1
e = BSO/Be : Even this ratio BSO/Be ∼ 0.8T/20T= 0.04
(for sample 1) seems large: The average atomic number of Ge1Sb2Te4 is Z¯ = 49, and predicts
a ratio of 0.016. This finding should be taken with a grain of salt, since the two characteristic
fields have been determined by different methods. Nevertheless, it is worth mentioning that a
reasonable agreement with the Elliott-Yafet theory is found, which predicts [KH09]
τ−1SO
τ−1
=αEY
(
EF
EG
)2
, (7.2)
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with αEY being related to the band gap EG and the spin-orbit splitting ∆ of the valence band by
αEY = 32
27
γ2
(
1−γ/2
1−γ/3
)2
, γ= ∆
∆+EG
. (7.3)
This mechanism is of importance when EG is small and ∆ is large. Assuming EG ∼ 0.4eV [Jos09]
and EF = 0.13eV [SJV+11] as well as αEY = 0.36 (corresponds to∆≈ 0.7eV, cf. the value of 0.78eV
found for GeTe in reference [RJ87]) yields a ratio of 0.04 for Ge1Sb2Te4.
7.8.2. Inelastic Scattering
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Figure 7.14.: Dephasing fields obtained for all four samples. The change in slope marks the
onset of electron-phonon-scattering-induced dephasing. Modified and extended,
from [BVP+12].
In Figure 7.14, the characteristic field for dephasing is drawn as a function of temperature. The
change from a gentle to a steeper slope with increasing temperature is expected, since electron-
electron scattering (dominant at low temperatures) should scale with T , while electron-phonon
scattering (coming into play at higher T ) scales with a higher power of T .
7.8.2.1. Electron-Electron Scattering
According to equations (2.30) and (2.31), at 10K both electron-electron-scattering- and electron-
phonon-scattering-induced dephasing are of the order of ∼ 1×1011 s−1 for a sample of RS ∼
1kΩ, a Debye temperature of θD ∼ 150K and λep ∼ 0.1 (estimated from the Bloch-Grüneisen
fit). Electron-electron dephasing, which scales with the smaller power of temperature, is thus
expected to dominate below 10K. This is consistent with p = 1 in the above analysis of the
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resistance-vs-temperature data with and without magnetic field.
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Figure 7.15.: Dephasing rates obtained for samples 1, 2, 3 and 4 from the fitted characteristic
field Bφ and the diffusion constant calculated from the comparison to AAK theory.
For clarity, the curves corresponding to samples 2, 3 and 4 are multiplied by factors
of 10, 100 and 1000, respectively. Modified and extended, from [BVP+12].
It can be seen from the perpendicular-field data in Figure 7.14 and Table 7.1, that Bφ increases
with increasing RS. This is in line with the theories by Aronov, Altshuler and Khmelnitski (AAK,
equation (2.30)) which predict τ−1φ,ee ∝RS. In addition, D−1 also scales linearly with RS (Einstein
relation) as long as samples of same thickness and carrier concentration are compared, such that
Bφ∝R2S . In fact, if the samples of identical thickness, sample 1 and sample 2, are compared, a
good scaling of Bφ with R2S is confirmed. We therefore assume the AAK theory to be exactly valid,
and use it to calculate the diffusion coefficient from the last equation in (2.21), where D is the
only unknown parameter when τφ,ee can be calculated and Bφ has been measured. From this,
we can translate the values for Bφ into dephasing rates τ−1φ = 4eDħ Bφ, which are plotted in Figure
7.15. The obtained numbers are listed in Table 7.3. We may also deduce the density of states at
the Fermi level from this value of D by employing the Einstein relation (2.17). These numbers
are also listed in the table. They are in fair agreement to those calculated from equation (2.16),
but the nevertheless undeniable deviations may be taken as a hint that the single-parabolic
band picture is overly simplistic.
7.8.2.2. Electron-Phonon Scattering and Other Dephasing Mechanisms
At temperatures above 10 K, electron-phonon scattering becomes the dominant dephasing
mechanism. Due to the multitude of different theories describing this mechanism and the
different power laws they predict, we have instead fitted the data to an empirical equation with
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four parameters,
τ−1φ (T )= τ−1φ (0)+CeeT +CepT x , (7.4)
which considers a temperature-independent contribution τ−1φ (0), the electron-electron scatter-
ing linear in T, and electron-phonon scattering with a power law with an open exponent x. The
fit parameters are listed in Table 7.3.
A non-vanishing constant term τ−1φ (0) has been obtained for all samples except sample 3,
albeit the aforementioned temperature correction has been employed. This indicates that a
dephasing mechanism with no or only weak dependence on temperature is indeed present and
is not an artifact of insufficient cooling. Such a dephasing mechanism has been suggested to be
due to spin-flip scattering or intrinsic two-level-noise [IFS99] as well as extrinsic effects [LLZ03].
Table 7.3.: Transport properties for all four samples deduced from fitting the magnetoresis-
tance data. The diffusion coefficient DAAK determined from AAK theory can be
compared to the numbers D tr obtained from the Hall-effect data assuming a single
parabolic band. The density of states at the Fermi energy N (EF ) is calculated from
DAAK employing the Einstein relation. The characteristic field for elastic scatter-
ing, Be , has been determined from Hall-effect data, while the spin-orbit-scattering
characteristic fields B⊥SO and B
∥
SO have been obtained from magnetoresistance data
in perpendicular and parallel field orientation. The corresponding scattering time
τSO has been calculated employing DAAK, as has the dephasing rate which has been
fitted by the 4-parameter empirical model of equation (7.4). Table from [BVP+12],
modified and extended.
Parameter Sample 1 Sample 2 Sample 3 Sample 4
Dtr in cm
2/s 4.1 4.9 4.8 2.8
DAAK in cm
2/s 7.0 10.1 11.1 6.6
N(EF) in 10
21 eV−1cm−3† 1.4 1.2 1.0 1.1
Be in T* 20.0 12.6 11.1 32.3
B⊥SO in T
‡ 0.8 0.7 1.9 1.2
B∥SO in T
‡ 2.6
τSO in 10
−13 s 2.9 2.36 0.76 2.1
τ−1ϕ (0) in 10
9 s−1 2.7 4.8 0 1.2
Cee in 1010 s−1/K 1.18 1.01 0.70 1.52
Cep in 107 s−1/K 5.9 17.3 10.5 4.7
 2.78 2.56 2.78 2.93
† Calculated from DAAK employing the Einstein relation.
* From Hall-effect data.
‡ From magnetoresistance data.
7.9. Conclusions and Outlook
This study on ultra-thin films has demonstrated that even in the samples annealed at tempera-
tures of 275 ◦C and above, electron-electron interaction causes an upturn of the resistance at
low temperatures. This enhancement of the electron-electron interaction is due to the diffusive
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motion of the carriers caused by disorder. Thus, this finding does not contradict the statements
made in the previous chapters about disorder – and not correlation – being responsible for the
metal-insulator transition.
Besides electron-electron interaction, weak antilocalization is present at low temperatures.
The investigation of magnetoresistance curves has enabled us to determine the high spin-orbit
scattering rate, which is in line with the theory of the Elliot-Yafet mechanism.
From analyzing the magnetoresistance data measured at very low fields, the dephasing rate
has been obtained as a function of temperature. At least three different contributions to dephas-
ing have been made out: Electron-phonon scattering takes place at high temperatures above
10 K. At lower temperatures, electron-electron scattering dominates and the AAK theory is able
to describe the trends on temperature and disorder. At lowest temperatures, an unidentified
third mechanism with a weaker temperature dependence comes into play.
Some open questions remain, such as:
Is there a more direct proof of the change in the density of states due to the Aronov-Altshuler
effect? Measurements on tunnel junctions would be a candidate.
Why is BSO anisotropic?
What is the reason for the kink at low temperatures in the σ-vs-lnT curves that has been ob-
served before the temperature has been rescaled? Will a saturation occur in the zero-temperature
limit? Measurements at even lower temperatures are expected to elucidate these points. One
may raise the question whether a saturation is actually allowed by scaling theory, which states
that a two-dimensional sample is always insulating. This statement is restricted to samples
which are large enough, but this prerequisite is definitely fulfilled: The lateral sample dimensions
are of the order of 100µm, while equation (2.90) yields (with λ∼ 4nm and kFλ∼ 3) ξ∼ 200nm.
There are some more back doors: Correlation effects may permit metallic behavior, as in the
silicon MOSFETs, but correlation is rather weak in Ge1Sb2Te4. However, the strong spin-orbit
scattering may play a similar role. It causes changes to the "universal" β(g ) curves of scaling
theory. In fact, with kFλ ∼ 6 and the extracted elastic and spin-orbit scattering times, the in-
equality (2.91), τ¿ τSO ¿ τexp(2kFλ), is fulfilled. A second way out is the fact that the 2D
nature of 7-nm-thick thick films of Ge1Sb2Te4 in terms of strong localization is dubious, as
already discussed in section 7.3. If the samples are indeed metallic, a metal-insulator transition
takes place in the thin-film series as well. In this case, it will be promising to fine-tune the
metal-insulator transition by means of gating.
What is the origin of the low-temperature dephasing mechanism τ−1φ (0)? Is it really temperature-
independent or just weakly temperature-dependent? Extending the lower temperature limit is
expected to elucidate this issue as well.
What happens upon increase of disorder? This question includes the expected breakdown
of standard weak-(anti-)localization theory and the crossover to strong localization. This is
especially exciting since a crossover from weak antilocalization to strong localization should
be observed. Some efforts to deal with this point have already been made. First results and
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especially the challenges that occur are described in Appendix B.
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APPENDIX A
Universality of the Annealing
Effect
On the following pages, data analogous to those presented in Chapters 5 and 6 are presented
for all sample series, i.e. the second series of Ge1Sb2Te4 samples, the series on Ge1Sb4Te7 and
Ge2Sb2Te5, the cosputter-deposited sample series and the series on Sn1Sb2Te4.
For each series, the temperature-resistance curves (analogously to Figure 5.5) and some
exemplary magnetoresistance curves (analogously to Figure 6.5) will be shown, as well as a Table
of the transport parameters (analogously to Table 5.1) determined from room-temperature Hall
measurements (in the calculation, m∗ = 0.4me and M = 4 has been assumed) and temperature-
dependent Hall-effect data (analogously to Figure 6.1) .
In the case of Ge2Sb2Te5, hopping fits (analogously to Figures 5.9 and 5.10) will be presented
as well.
The similarities to Ge1Sb2Te4 are evident, further corroborating the universality of the state-
ments made in Chapter 5 and section 6.1.
Since Sn1Sb2Te4 does not belong to the GST class, some differences are expected and observed:
The carrier concentration in the most metallic sample is higher by a factor of 2 compared
to Ge1Sb2Te4. Moreover, the Hall carrier concentration increases towards smaller annealing
temperatures, while it decreased in Ge1Sb2Te4. Besides that, the films are crystalline as deposited
and transition temperature are generally lower than in typical GST compounds. Hence, structural
aspects of Sn1Sb2Te4, and the special opportunities arising from that low transition temperatures
are additionally discussed.
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A.1. Ge1Sb2Te4 (Second Sample Series)
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Figure A.1.: Resistance vs temperature of Ge1Sb2Te4 (2nd sample series). The resistivity
range ρmax corresponding to the range of measured Hall carrier concentrations is
shaded in grey.
Most of the results on this sample series have already been discussed in Chapter 6 (see Figures
6.1 and 6.5). In order to complete the data set, resistance-vs-temperature data (Figure A.1) and
the transport parameters (Table A.1) are provided here.
Table A.1.: Transport parameters of Ge1Sb2Te4 (2nd sample series).
Annealing temperature 175◦C 200◦C 225◦C 250◦C 275◦C 300◦C
σ in Scm−1 6.4 25 54.2 271 427 557
nH in 10
20 cm−3 0.9 1.4 1.5 1.9 2.1 2.3
μH in cm
2V−1s−1 0.4 1.1 2.2 8.9 12.6 14.9
kF in 10
7 cm−1 0.87 1.02 1.04 1.12 1.16 1.2
λ in Å 0.25 0.74 1.52 6.58 9.61 11.8
rσ = kFλ 0.022 0.075 0.158 0.736 1.12 1.41
α = 1/R
∆R/∆T at RT in ppm/K −6961 −3418 −2375 −324 6 457
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Figure A.2.: Resistance vs temperature and exemplary magnetoresistance curves measured
at 5 K on Ge1Sb4Te7.
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Table A.2.: Transport parameters of Ge1Sb4Te7.
Annealing temperature 150◦C 175◦C 200◦C 225◦C 250◦C 275◦C
σ in Scm−1 6.4 24.8 73.4 216 688 805
nH in 10
20 cm−3 0.4 0.8 1.2 1.7 1.9 2
μH in cm
2V−1s−1 0.9 2 3.9 8 22.3 25.4
kF in 10
7 cm−1 0.68 0.84 0.95 1.08 1.13 1.14
λ in Å 0.42 1.08 2.47 5.67 16.5 19
rσ = kFλ 0.029 0.09 0.235 0.61 1.86 2.15
α = 1/R
∆R/∆T at RT in ppm/K −6142 −2793 −1608 −629 535 717
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Figure A.3.: Temperature-dependent Hall data of Ge1Sb4Te7..
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Figure A.4.: Resistance vs temperature and exemplary magnetoresistance curves measured
at 5 K on Ge2Sb2Te5.
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Table A.3.: Transport parameters of Ge2Sb2Te5.
Annealing temperature 200◦C 225◦C 250◦C 275◦C 300◦C 325◦C
σ in Scm−1 11.5 23.2 39.1 64 207 456
nH in 10
20 cm−3 1.2 1.5 1.7 1.7 2.3 2.5
μH in cm
2V−1s−1 0.6 0.9 1.5 2.3 5.5 11.5
kF in 10
7 cm−1 0.96 1.04 1.07 1.09 1.2 1.22
λ in Å 0.38 0.65 1.03 1.65 4.35 9.24
rσ = kFλ 0.036 0.068 0.111 0.179 0.524 1.13
α = 1/R
∆R/∆T at RT in ppm/K −6183 −4282 −3076 −2424 −535 381
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Figure A.5.: Temperature-dependent Hall data of Ge2Sb2Te5..
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A.3.1. Hopping in Ge2Sb2Te5
Some of the insulating Ge2Sb2Te5-samples have been measured down to 0.4K employing the
He-3 insert of the PPMS. Hopping transport could be observed just as it has been in Ge1Sb2Te4,
including the crossover from Mott-variable-range hopping to Efros-Shklovskii hopping.
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Figure A.6.: Hopping conduction in insulating Ge2Sb2Te5. The Mott-variable-range-hopping
law (top) works well at intermediate temperatures, whereas at lower temperatures,
Efros-Shklovskii hopping (bottom) yields the better fits.
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Table A.4.: Hopping fit parameters for insulating Ge2Sb2Te5. Assuming m∗ = 0.4me and M =
4, the fit parameters obtained for the sample annealed at 175 ◦C yield a localization
length of ξ ≈ 3nm and a crossover temperature to Efros-Shklovskii hopping of
Tx ≈ 6K.
Sample Fit range
(Mott)
TM
in K
ρ0,Mott
in mΩcm
Fit range
(ES)
TES
in K
ρ0,ES
in mΩcm
175 ◦C 4 K – 8 K 5369 181 0 K – 2 K 51.6 0.96
200 ◦C 4 K – 8 K 29.3 49 0 K – 2 K 20.3 0.24
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ν
χ2
(ν)
/χ2
(ν=
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Figure A.7.: Quality of exponential fits with different exponents for Ge2Sb2Te5 annealed at
175 ◦C.
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Figure A.8.: Resistance vs temperature and exemplary magnetoresistance curves measured
at 2 K on the (GeTe)ξ(Sb2Te3)1-ξ series.
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Table A.5.: Transport parameters of the (GeTe)ξ(Sb2Te3)1-ξ series.
GeTe content ξ 0.75 0.81 0.83 0.85
Annealing temperature 250◦C 250◦C 250◦C 250◦C
σDC in Scm
−1 16.1 21.3 36.9 40.3
σFTIR in Scm
−1 110 139 148 165
nH in 10
20 cm−3 1.0 0.8 0.7 0.5
nme
m∗ in 10
20 cm−3 >3.5 >7.0 >8.8 >9.8
μH in cm
2V−1s−1 1.1 1.7 3.1 5.2
τ in fs <1.1 <0.7 <0.6 <0.6
m∗/me <0.28 <0.11 <0.08 <0.051
kF in 10
7 cm−1 0.89 0.83 0.82 0.71
EF in eV >0.11 >0.23 >0.32 >0.38
λ in Å 0.62 0.95 1.67 2.42
rσ = kFλ 0.05 0.08 0.14 0.17
α = 1/R
∆R/∆T at RT in ppm/K −5805 −5452 −3914 −2794
GeTe content ξ 0.89 0.93 0.95 0.96 1.00
Annealing temperature 250◦C 250◦C 250◦C 250◦C 275◦C
σDC in Scm
−1 116 176 260 448 2340
σFTIR in Scm
−1 177 237 315 549 1520
nH in 10
20 cm−3 1.2 0.8 1.0 1.5 5.1
nme
m∗ in 10
20 cm−3 6.3 7.0 5.6 8.5 21.6
μH in cm
2V−1s−1 6.1 14.5 16.3 18.8 28.6
τ in fs 1.0 1.2 2.0 2.3 2.5
m∗/me 0.19 0.11 0.18 0.28 0.24
kF in 10
7 cm−1 0.95 0.82 0.9 1.03 1.56
EF in eV 0.18 0.22 0.17 0.14 0.39
λ in Å 3.86 7.87 9.67 12.8 29.4
rσ = kFλ 0.37 0.65 0.87 1.32 4.57
α = 1/R
∆R/∆T at RT in ppm/K 206 −1165 −606 3 803
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Figure A.9.: Temperature-dependent Hall data of the the (GeTe)ξ(Sb2Te3)1-ξ series.
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A.5. Sn1Sb2Te4
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Figure A.10.: Resistance vs temperature and exemplary magnetoresistance curves mea-
sured at 5 K on Sn1Sb2Te4.
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Table A.6.: Transport parameters of Sn1Sb2Te4 depending on annealing temperature.
Annealing temperature 150◦C 175◦C 200◦C 225◦C 250◦C
σ in Scm−1 60.3 83.9 153 511 1060
nH in 10
20 cm−3 4.8 4.9 4 3.5 3.8
μH in cm
2V−1s−1 0.8 1.1 2.4 9 17.3
kF in 10
7 cm−1 1.52 1.54 1.43 1.38 1.42
λ in Å 0.79 1.08 2.25 8.17 16.1
rσ = kFλ 0.12 0.166 0.323 1.13 2.28
α = 1/R
∆R/∆T at RT in ppm/K −2633 −1353 −1067 479 1233
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Figure A.11.: Temperature-dependent Hall data of Sn1Sb2Te4.
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A.5.1. Structure
20 30 40 50 60 70 80
as dep.
150 °C
250 °C
2θ in °
co
u
n
t r
at
e 
in
 a
.u
.
Figure A.12.: Diffraction patterns obtained for Sn1Sb2Te4 as deposited and annealed at 150 °C
and 250 °C. This materials is fully crystalline as deposited with a rocksalt-type
structure. The same structure is still seen after annealing at 150 °C. Only annealing
at higher temperature invokes the second crystallization towards a hexagonal
phase.
All transitions temperatures are much smaller than in the GST materials. As can be seen from
Figure A.12, the samples are fully crystalline as deposited, displaying a rocksalt structure. This
is in agreement with ref. [Jak12], who also reports a transition towards a hexagonal structure
setting in at annealing temperatures of about 200 ◦C.
In Appendix C, the small transitions temperatures are exploited for a closer investigation of
the magnetoresistance sign change.
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APPENDIX B
Increase of Disorder in Thin-Film
Samples
At the end of Chapter 7, I have raised the question "what happens upon increase of disorder",
beginning with the least-disordered films and moving via the breakdown of standard weak-
localization theory towards the regime of strong localization.
In this appendix, some first results on films with increasing disorder are presented. However,
challenges due to insufficient sample homogeneity have been encountered and will be described
here, too.
To investigate the breakdown of standard WL theory upon increasing disorder, we shall look
at samples with sheet resistances between those corresponding to annealing temperatures of
250 ◦C and 275 ◦C, i.e. 28.7kΩ and 1.3kΩ at room temperature. In the following, I will present
some first results and discuss the challenges that occur.
Several devices have been prepared with room-temperature sheet-resistance values in this
range, which are listed in Table B.1. Their low-temperature conductivity is depicted in the usual
scheme in Figure B.1. A clear trend is that upon increase of disorder/resistance, the resistance
minimum shifts to higher temperatures. Starting from sample 7, a resistance minimum is no
longer observed: the temperature coefficient of resistance is negative in the whole measurement
range, i.e. at least up to 300 K.
In the preparation of these sample, the first challenge has been that the drop in resistance is
quite sharp as a function of our control parameter, the annealing temperature. This issue can be
seen from the fact that a large drop occurs upon changing the annealing temperature only from
250 K to 275 K.
This makes it hard to aim at a target resistance just by choosing the annealing temperature.
To solve this first challenge, a sophisticated procedure has been developed: A sample, already
completely patterned but so far annealed at a relatively low temperature, is heated further on
a copper block in vacuum. The device resistance is measured simultaneously. Each heating
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Table B.1.: List of samples situated between annealing temperatures of 250 ◦C and 275 ◦C.
While the films and the furnace annealing has been performed in Aachen, the patter-
ing of some devices has been performed at Stanford University. Some of the devices
have been post-heated after patterning until the desired sheet resistance has been
reached. All samples up to sample 8 qualitatively show the features of weak antilo-
calization and electron-electron interaction. With increasing room-temperature
resistance, the parameter rσ = kFλ decreases. At the same time, gradients in device
properties develop. They can be detected by comparing the two halves of each
device. Samples 9 and 10 seem to be strongly insulating. Alias sample names are
given for internal use in the 1st Institute of Physics at RWTH Aachen University.
Sample Sample 1 Sample 4 Sample 5 Sample 6
Alias 275C IonImpl-a_C04 265C_g 260CM_C03
Patterning Stanford Aachen Stanford Aachen
RS at 300 K in kΩ 1.3 1.7 2.0 3.0
rσ 4.2 2.9 2.1 1.3
T(R=Rmin) 14 16 15 50
Conductivity gradient no evidence† no evidence† no evidence† 0.1% at 100 K,
7% at 0.5 K
R∝ lnT? yes* yes* yes* yes
Sample Sample 7 Sample 8 Sample 9 Sample 10
Alias 260CM_B03 255C_a 175C_f 250C
Patterning Aachen Stanford‡ Stanford‡ Stanford
RS at 300 K in kΩ 4.8 6.6 7.8 28.7
rσ 0.8 0.1
T(R=Rmin) n/a n/a n/a n/a
Conductivity gradient 8% at 100 K,
28% at 0.5 K
22% at 100 K,
100% at 0.5 K
unknown no evidence†
R∝ lnT? yes no~ no• no•
† Several Hall-bar devices on a single substrate do not show substantial difference in their
properties and, since the spacing between the devices is much larger than the active area of
a single device, it is concluded that differences along the latter are negligible.
‡ After patterning, this device has been post-annealed on a copper-block heater while monitor-
ing the resistance until the desired resistance was reached.
* Deviations occur at lowest temperature (.1K).
~ Possible saturation of resistance at low temperatures.
• Sample is insulating.
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Figure B.1.: Conductivity change as a function of temperature for weakly-localized samples
with increasing disorder. The former temperature recalibration has been lifted
(i.e. thermometer temperatures are plotted). For clarity, the curves have been offset
vertically by (from top to bottom): −6.9 (Sample 8), −15.7 , −33.1, −59.8, −70.9,
103.6 and −130.4 (Sample 2).
ramp is interrupted as soon as a calculated critical value is reached. As long as the room
temperature resistance afterwards is not the desired one, a new loop (with possibly adjusted
holding temperature) is started. Sample 8 has been subject to this procedure and the desired
sheet resistance of 6.6kΩ has been obtained.
However, a second issue has become evident next: While before, only differences between the
various devices on one substrate have been detected, sample 9 (type depicted in Figure 3.4b)
has obtained an inner property gradient. This has been demonstrated by comparing the two
halves of the devices, employing not only the outermost voltage taps but also those in the middle
(which are actually designated for Hall measurements). It turned out that the two halves have
sheet resistances of 6.0kΩ and 7.1kΩ, respectively. Moreover, the relative differences between
the two devices was found to be highly temperature-dependent, reaching about 100% at 0.5K. It
has to be concluded that the difference is not of geometric origin, but stems from a gradient in
the film properties. This gradient is probably caused by the temperature profile of the heater.
A disordered material will always be inhomogeneous. This is not a problem as long as
the sample size exceeds the correlation length. But here we are dealing with a gradient of
the control parameter (annealing temperature) which causes inhomogeneities on the length
scale of the sample size. In this case, the sheet resistance averaged over the whole device and
the conductivity calculated hereof lose their physical meaning. Of course, the half-devices
cannot be considered homogeneous either, so just using them instead does not solve the
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Figure B.2.: Dephasing rate as a function of temperature for samples in the WL regime with
increasing disorder.
issue. To give a simple example how such inhomogeneities may look like and why this poses a
problem: It is imaginable that large parts of the Hall bar’s active area are insulating, while a small
channel, connected in parallel, is metallic. In such a case, saturation of resistance towards low
temperatures, as e.g. seen in sample 8 of Figure B.1, will appear as an artifact of such a gradient
and is not a physical property of the material. As can be seen from Table B.1, the issue of device
inhomogeneities increases with increasing disorder (measured by the sheet resistance), until
the entirely insulating state is recovered.
Possible ways to overcome the issue are to improve the homogeneity of the temperature
profile during annealing, e.g. by embedding the sample in a copper block. Also, the vicinity of
structural phase transitions might exacerbate the issue. Hence it might be beneficial to fall back
on other compounds, e.g. by moving along the pseudo-binary line or investigating the Sn-Sb-Te
system instead.
Nevertheless, sample 6 suffers only weakly from the issue and large parts of the weak localiza-
tion analysis have been extended to all samples up to this one. As can be seen from Figure B.1,
all these samples obey the ∆∝ lnT similarly well, with consistent slopes. This is still the case for
sample 7, but no longer for sample 8 (as already mentioned, this might be a consequence of the
inhomogeneity). Samples 9 and 10 are clearly insulating, i.e. strongly localized, and therefore
not regarded.
The obtained dephasing rates are depicted in Figure B.2. The high-temperature electron-
phonon part merely changes. The rates measured at low temperatures increase with increasing
sample resistance – but this is nothing but a natural consequence of the basic assumption
underlying the calculation, namely the exact validity of AAK theory, which predicts τ−1φ,ee ∝RSD .
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Figure B.3.: Conductivity versus diffusion coefficient as calculated from the dephasing mag-
netic field under the assumption of AAK theory. The deviation from a straight line
through the origin may be caused by changes in N (EF ), or the breakdown of AAK
or standard weak-localization theory
Nonetheless, it is insightful to take a look at the values of the diffusion coefficient assumed to
make the Bφ data fit the AAK theory. They are depicted in Figure B.3 as a function of conductivity.
A clear correlation is expected from the Einstein relation and is in fact observed. However, it
is also evident that the data points do not form a straight line through the origin. Instead, the
conductivity decreases faster than the diffusion coefficient. The question whether this is a
consequence of changes of N (EF ), of deviations from AAK theory or even of the progressive
failure of standard weak-localization theory may be the topic of future studies.
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APPENDIX C
Magnetoresistance Sign Change
In section 6.1, I have shown a change in sign of the magnetoresistance. There is evidence that this
sign change coincides with the transition between strong and weak localization. This suspicion
is further corroborated by the fact that in the ultra-thin films, both transitions are shifted to
higher annealing temperatures, see Figure 7.3.
Hence, the magnetoresistance sign change deserves a closer look. In this appendix, both the
origin of the negative magnetoresistance in presumably insulating samples, for which the NSS
effect (see sec. 2.3.2.2) is a good candidate, and the question about the coincidence with the
MIT will be elucidated with further data. They do not yet allow for a final answer, but some
preliminary conclusions can be drawn.
In the first section of this appendix, a study of the magnetoresistance sign change in Sn1Sb2Te4
is presented. In the second section, some data obtained on the (weak-localization-wise) two-
dimensional films are presented and discussed.
C.1. Measurements on Sn1Sb2Te4
The fact that the transition temperature in Sn1Sb2Te4 are so small that they can be achieved in
the PPMS allows to perform an ultra-fine step-annealing series on a single sample, including
measurements of resistance vs. temperature (Figure C.1a) and magnetoresistance measure-
ments (Figure C.1b). This measurement series has been performed on a sample of the type
depicted in 3.3c on a sapphire substrate. While the typical holding time of 30 minutes at the
maximum temperature of the PPMS of 402 K was not sufficient to invoke the full sign change of
magnetoresistance at 2 K in the limit of lowest fields, additional annealing steps with increasing
holding time have been employed and eventually caused the magnetoresistance to change its
sign.
From the data, it can be seen that at intermediate annealing temperatures, the curvature is
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Figure C.1.: Resistance-vs-temperature and magnetoresistance data for the small-step cy-
cling series on Sn1Sb2Te4.
XXII
C.1. Measurements on Sn1Sb2Te4
1 2 5 10 20
Temperature in K
0 1 2 3 4 50
2
4
6
8
10
T1/2 in K1/2
σ
 
in
 S
/c
m
 
 
asdep
340K (30 min)
360K
365K
370K
375K
380K
385K
390K
395K
400K
402K (1 hour)
402K (+2 hours)
402K (+4 hours)
(a) Conductivity extrapolation
−0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
µ0 H in T
∆ 
R
(H
) / 
R(
H=
0) 
in 
%
 
 
385K (30 minutes)
390K
395K
400K
402K (1 hour)
402K (+2 hours)
402K (+4 hours)
(b) Low-field Magnetoresistance at 2 K
Figure C.2.: Conductivity extrapolation and low-field magnetoresistance data for the small-
step cycling series on Sn1Sb2Te4.
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not constant and inflections points exist instead. Consequently, fits to equations which only
employ a second order polynomial in field, e.g. analogously to those described in ref. [PH91],
are not successful. Even if the fit is restricted to small fields far below the inflection point, the
so-obtained fit parameters (not shown here) do not obey the predicted temperature dependence.
Nevertheless, we should check whether the magnetoresistance sign change coincides with the
metal-insulator transition. For this purpose, we have to find out after which annealing step the
sample becomes metallic (in the zero-temperature limit; all curves obviously display a negative
TCR). This is done by the usual linear extrapolation on a σ-vs-
p
T scale, depicted in Figure C.2a.
Not all curves have been measured with the Helium-3 insert, and the kink suggests that it would
be desirable to go down to even lower temperatures, but for the time being we conclude that the
last annealing step for 4 hours at 402K makes the sample metallic.
Concerning the magnetoresistance curves, we have to keep in mind that some of them do not
show an unequivocal sign. Hence, we shall focus on the zero-field limit by performing low-field
sweeps. The results are depicted in Figure C.2b. After the last annealing step, we indeed obtain a
purely positive magnetoresistance. However, this has already been the case one annealing step
before.
Nevertheless, it would be too early to conclude from this discrepancy that the two transitions
(MR sign change and MIT) do not coincide. For a profound answer, the magnetoresistance
should be measured in the zero-temperature limit. Future lower-temperature measurements
are expected to further elucidate this point.
C.2. Measurements on Ge1Sb2Te4 Thin Films
In Figure C.3, magnetoresistance curves measured at 5 K and 10 K are shown for samples 1
(nomenclature as in Appendix B) and 10. While sample 1 is in the regime of weak localization,
sample 10 is clearly insulating. Consequently, it makes sense that a negative magnetoresistance
is observed.
Employing the PPMS sample rotator, the measurement has been performed in parallel-field
orientation as well. It can nicely be seen that the anisotropy of the negative MR in sample 10 is
much less pronounced than the anisotropy of the positive MR in sample 1. The fact that there
still is an anisotropy suggests that the origin is not spin-related. But the sample behaves as if it
was "almost" three-dimensional. In other words, the relevant length scale for the effect seems to
be smaller, but not much smaller, than the film thickness. In terms of our suspicion that the NSS
effect is responsibly, it seems well possible that the hopping length r¯ fulfills this criterion.
For sample 9, I have even observed that the magnetoresistance in parallel field orienta-
tion, measured at 25 K, is larger than in perpendicular field orientation. In this sample, the
perpendicular-field magnetoresistance changes its sign – it becomes positive above 50 K. By
contrast, the parallel-field magnetoresistance stays negative. It has been confirmed that this
anisotropy has nothing to do with the angle between current flow and magnetic field. It is only
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Figure C.3.: The anisotropy of the negative magnetoresistance in highly disordered samples
is less pronounced than the anisotropy of the positive magnetoresistance in less
disordered samples.
due to the orientation between field and sample surface. This observation suggests that two
competing magnetoresistance mechanisms are present there, one associated with a negative
sign and (almost) no anisotropy, and one with a positive sign which is strongly anisotropic.
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