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Los sistemas de potencia cada vez cobran más importancia en el desarrollo económico de 
un país. Por otra parte, el suministro ininterrumpido en el flujo de energía, aunado al constante 
aumento en la calidad y la demanda de la misma, hacen necesario la implementación de estrate-
gias de control cada vez más eficientes y sofisticadas. 
En esta tesis se presentó un estudio sobre el modelado de un generador síncrono conec-
tado a un bus infinito. Un estudio basado en la técnica de la variedad integral, hizó posible 
encontrar y justificar el uso de un modelo reducido, el cual es utilizado para fines de diseño de 
controladores y observadores. El diseño de un algoritmo de control basado en técnicas de con-
trol no lineal, se aplicó para controlar el ángulo del rotor de una máquina síncrona, el cual está 
relacionado con el voltaje de terminales. 
Sin embargo, no todas las variables de los diferentes procesos son medibles, y para poder 
implementar el algoritmo de control es necesario hacer una estimación de estas variables. Por 
lo tanto, en esta tesis se presentan técnicas ya desarrolladas basadas en alta ganancia y modos 
deslizantes, y de esta última se hizo una extensión tanto para el caso de una entrada y una salida 
como par el caso multivariable, la cual constituye el resultado principal de este trabajo. A partir, 
de estas técnicas de estimación de las variables que son necesarias para poder implementar el 
algoritmo de control, se presentó mediante simulación, un análisis comparativo del desempeño 
de estas cuando los algoritmos son aplicados al modelo matemático del generador síncrono. 
viii 
Los temas antes mencionados han sido tratados para sistemas con una sola unidad gene-
radora de energía por algunos investigadores. Sin embargo, en este estudio se extendieron estos 
resultados al caso multimáquinas, es decir, cuando muchas máquinas están interconectadas, y 
se desea que estas mantengan sincronía entre sí. Los algoritmos presentados en el desarrollo 
de esta tesis y aplicados ahora a este tipo de sistemas multivariable, mostraron un desempeño 
similar al caso de un solo generador. 
Notación 
J"J Producto 
G Pertenece a 
^ No pertenece a 
V Para toda 
Implica 
—> Tiende a 
||-||¡ Norma l de-
| • | Valor absoluto de • 
{ , ) Producto interno 
A Matriz 
AT Traspuesta de la matriz A 
A - 1 Inversa de la matriz A 
E Conjunto de los números reales 
R n Espacio vectorial de dimensión n con componentes reales 
jgmxm Espacio vectorial de las matrices de dimensión nxm con componentes reales 
sup supremo, máxima cota superior 
max máximo 
C0 0 Conjunto de funciones continuamente diferenciables 
Lfh Derivada de Lie (ver apéndice C) 
[/, g} Corchete de Lie (ver apéndice C) 
x Derivada completa de x con respecto al tiempo 
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5.2 Parámetros Para el Sistema de Potencia Multimáquina. 
Capítulo 1 
Introducción 
1.1 Generalidades 
La energía eléctrica es de primordial importancia en el desarrollo de un país, y para ello se 
requiere la coordinación y optimización de todos los procesos involucrados en la generación, 
transmisión y distribución de la energía eléctrica. Sin embargo, es necesario considerar otras 
características o criterios que están relacionados con el desempeño de la red eléctrica así como 
de los elementos conectados a esta, por ejemplo: la calidad de la energía, la confiabilidad, los 
costos de producción y operación, la seguridad del sistema y del medio ambiente. 
Por otra parte, tomando en cuenta la creciente demanda de energía eléctrica en nuestro 
país, y la necesidad de sistemas de generación eficientes y capaces de operar bajo diferentes 
tipos de perturbaciones, tales como: la presencia de fallas, o de las condiciones cambiantes de 
la red eléctrica, por mencionar algunas; es necesario diseñar estrategias de control que permitan 
la operación del sistema eléctrico bajo estas condiciones de manera adecuada. 
La red eléctrica está compuesta de diversos elementos tales como los generadores, líneas 
de transmisión, transformadores, subestaciones, entre otros. Los generadores síncronos son 
los encargados de la producción de la energía, los cuales transforman la energía de una fuente 
primaria en energía eléctrica. Un adecuado control de los generadores permite, por un lado, 
optimizar las fuentes de energía primaria y por el otro proporcionar un suministro de energía 
eléctrica a la red bajo los criterios establecidos. 
Por lo tanto, una estrategia de control adecuada para los generadores síncronos permitirá 
un mejor desempeño de su funcionamiento ante las diversas perturbaciones que actúen sobre el 
sistema, además de poder obterner una respuesta transitoria adecuada, lo cual se refleja en un 
ahorro sustancial de recursos y un incremento en la calidad del suministro eléctrico. 
1.2 Antecedentes 
Una de las estategias frecuentemente utilizadas para el control de generadores es el control 
de excitación. Mediante esta técnica de control se mejora el rendimiento y la estabilidad ante 
grandes perturbaciones del generador. Además, esta técnica resulta ser eficiente y económica. 
Por otra parte, el control de excitación del tipo PID ha sido ampliamente utilizado en los sis-
temas de potencia y ha tenido buenos resultados en la práctica. Sin embargo, los avances tec-
nológicos efectuados recientemente han permitido el desarrollo y la implementación de esque-
mas de control de excitación basados en la teoría de control moderna, y estos han demostrado 
tener un excelente desempeño, con respecto a las técnicas de control convencionales. 
Tradicionalmente, el diseño de los controladores PID para los sistemas de excitación se 
basa generalmente en una aproximación lineal del modelo del sistema alrededor de un punto 
de operación. Sin embargo, los modelos que representan el comportamiento dinámico de los 
sistemas de potencia resultan ser no lineales. Aunque, las estrategias de control basadas en mo-
delos linealizados resultan eficientes, estos son solamente válidos en pequeñas regiones alrede-
dor del punto de operación. Estas estrategias no resultan adecuadas debido a la presencia de 
grandes perturbaciones y a los efectos de las no linealidades del sistema que no han sido con-
sideradas en el diseño del controlador. Debido a lo anterior, nuevas estrategias en el diseño de 
controladores de excitación han sido desarrolladas basadas en las técnicas de la teoría de sis-
temas no lineales, las cuales permiten superar estos inconvenientes. 
La aplicación de leyes de control obtenidas a partir de diferentes enfoques resulta difícil 
de realizar, ya que para ello se requiere de la información de todas las variables involucradas 
en el control, las cuales no todas son medibles por diversas razones. Recientemente, se ha 
tratado de solucionar este problema mediante el desarrollo de algoritmos para la estimación de 
las variables no medibles. A estos algoritmos de estimación se les conoce como observadores 
de estado. Trabajos relacionados con estos algoritmos han sido tratados para sistemas de una 
sola máquina conectada a un bus infinito. Sin embargo, este tipo de trabajos son sólo un caso 
particular de estudio, en general, los sistemas de potencia están formados por la interconección 
de muchas máquinas, siendo este un tópico de estudio que se pretende realizar en este trabajo. 
1.3 Organización de la Tesis 
El contenido de esta tesis está conformado de la siguiente manera. El modelado matemático 
que describe el comportamiento dinámico de un generador síncrono es presentado en el capítulo 
2. Además, con el fin de diseñar una estrategia de control la cual está basada en las propiedades 
estructurales del sistema, y que a su vez combine simplicidad y un buen desempeño, se con-
sidera un estudio basado en la técnica de la variedad integral cuya finalidad es simplificar 
la estructura del modelo matemático. En el capítulo 3, se presenta una estrategia de control 
basada en retroalimentación estática del estado, obtenida a partir del modelo reducido del gene-
rador síncrono, la cual es aplicada al modelo original de 5t0 orden. De esta forma se muestra 
que la técnica basada en el método de la variedad integral resulta adecuada en la simplificación 
de modelos y obtención de leyes de control. 
Sin embargo, en muchos casos la ley de control diseñada no puede ser llevada a la prác-
tica debido a la incapacidad de poder medir todas las componentes del vector de estado. Por 
tal motivo, en el capítulo 4 se presentan diferentes algoritmos para la estimación de las compo-
nentes del vector de estado, lo cual permitirá aplicar la ley de control diseñada. Los algoritmos 
de estimación que serán tratados en este capítulo están basados en las técnicas de alta ganancia 
y modos deslizantes. 
En el capítulo 5, se hace una extensión al caso multivariable de los resultados obtenidos 
en los capítulos 3 y 4 para el caso SISO. Basándose en un modelo matemático que representa 
un sistema multimáquina, se diseñan algoritmos de control y estimación. Resultados en simu-
lación son presentados para mostrar el desempeño de los algoritmos propuestos. Finalmente 
se presentan conclusiones del trabajo desarrollado y recomendaciones para trabajos futuros en 
base a los resultados obtenidos. 
Capítulo 2 
Modelado Matemático 
2.1 Introducción 
En los sistemas de potencia, los generadores síncronos desempeñan un papel muy impor-
tante, ya que son los responsables de suministrar la energía eléctrica requerida en función de la 
demanda, además de contribuir a mantener la estabilidad de la red eléctrica. Más aún, cuando 
varios generadores están conectados a la red, se desea que estos se mantengan en sincronía 
para garantizar la estabilidad de la misma. Por lo tanto, un conocimiento del comportamiento 
dinámico del generador síncrono, así como de la topología de la red eléctrica, permiten satis-
facer los criterios para alcanzar la estabilidad de esta. 
En este capítulo, se presenta la descripción del modelo matemático completo para un ge-
nerador síncrono, el cual originalmente es descrito por 7 ecuaciones diferenciales, que repre-
sentan los efectos mecánicos y eléctricos del mismo. 
El modelado y análisis de máquinas síncronas ha sido siempre un desafío. El problema 
fue objeto de intenso trabajo durante las décadas de los años 20's y 30's, e investigaciones 
posteriores pueden encontrarse en [18, 39, 50]. El estudio y aplicación de máquinas síncronas 
ha sido tema de análisis en [1, 20]. Sin embargo, el diseño de controladores para este tipo 
de máquinas eléctricas resulta complejo y algunas veces difícil de obtener. En general, para 
diseñar una estrategia de control se hace uso de modelos matemáticos. Con el fin de simplificar 
el diseño del control, consideraciones teóricas y prácticas sobre la estructura de los modelos 
exactos, los cuales son más detallados y de orden superior, son realizadas. 
En este trabajo, mediante la técnica de la variedad integral se obtendrá un modelo matemá-
tico reducido para el generador síncrono. A partir de este modelo reducido, el diseño de una ley 
de control más simple será obtenida y aplicada al modelo completo. Resultados en simulación 
serán presentados, donde se muestra la eficiencia de este tipo de reducción. 
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Figura 2.1 Circuitos del Rotor y Estator Para una Máquina Síncrona. 
La notación utilizada en la Fig. 2.1 es como sigue: a, b, c: devanados de fase en el es-
tator , / : devanado de campo, d : circuito de amortiguamiento en el eje directo, q: circuito de 
amortiguamiento en el eje de cuadratura, 9 : ángulo por el cual el eje directo está adelante del 
devanado de la fase a, en rad., ur : velocidad angular del rotor, en rad/s.. 
2.2 Descripción Matemática de una Máquina Síncrona 
Análisis Eléctrico 
En está sección se presenta el modelo que describe el comportamiento eléctrico de una 
máquina síncrona. 
A continuación se introducen las consideraciones bajo las cuales se deduce el modelo 
1) Los devanados del estator están senosoidalmente distribuidos a lo largo del entrehierro, tal 
que los efectos mutuos de este con el rotor están relacionados. 
2) Las ranuras en el estator no causan una variación apreciable en las inductancias del rotor con 
relación a la posición de este último. 
3) La histéresis magnética es despreciable. 
4) Los efectos de saturación magnética son despreciables. 
Se hace notar que las consideraciones 1, 2 y 3, permiten la simplificación de la mode-
lización del proceso. Dicha modelización describe un comportamiento similar al del proceso, 
dentro de una región de funcionamiento. La consideración 4 se toma en cuenta para simplificar 
el estudio, ya que al considerarla, podemos efectuar el acoplamiento de los circuitos del rotor, 
estator o ambos, de manera lineal, lo cual hace posible la aplicación del principio de superposi-
ción. Sin embargo, para otros estudios, como el de las oscilaciones armónicas, los efectos de 
saturación magnética son importantes ( ver [34]). 
Por lo tanto, en este estudio se asume que las corrientes de flujo satisfacen relaciones li-
neales. Aunque, en general, el modelo que describe el comportamiento dinámico de la máquina 
síncrona será no lineal. 
La Fig. 2.1 muestra los componentes involucrados en el análisis de la máquina síncrona. 
Los circuitos del estator están formados por los devanados de armadura para las tres fases que 
suministran la corriente alterna. Los circuitos del rotor se componen de los devanados de amor-
tiguamiento y de campo. A su vez, el devanado de campo está conectado a una fuente de co-
rriente directa. Puesto que los circuitos de amortiguamiento no son eléctricamente indepen-
dientes, para estudiar los efectos de estos se pueden utilizar diferentes esquemas que represen-
ten dichos efectos. Sin embargo, si lo que se desea es analizar las características de la máquina 
síncrona, a partir del estator y las terminales del rotor, entonces el número de esquemas que se 
pueden utilizar se reduce. 
Por otra parte, el tipo de rotor, su construcción y el rango de frecuencia influyen en la 
determinación del número de esquemas para el modelado del comportamiento del rotor. 
En general, para realizar estudios de estabilidad, es suficiente representar con un esquema 
eléctrico cada eje del rotor. En base a lo anterior, en la Fig. 2.1, se muestra el esquema fre-
cuentemente utilizado para el modelado de rotor. 
De la Fig. 2.1, se define 6 como el ángulo entre el eje directo en el rotor y el devanado de 
la fase a, medido en sentido contrario a las manecillas del reloj (dirección de rotación). Puesto 
que el rotor está girando con respecto al estator, el ángulo 6 está relacionado con la velocidad 
angular del rotor ur y el tiempo t de la siguiente manera 
2.2.1 Ecuaciones en el Circuito del Estator 
De la Fig. 2.1 se pueden determinar las ecuaciones de voltaje en el circuito del estator para 
las fases a, b y c. Haciendo uso de la ley de Faraday para un voltaje inducido en una bobina 
(ver apéndice A), se tiene que 1 
cuyas unidades son: para el voltaje volts, viebers para los flujos, ohms para la resistencia y 
amperes para las corrientes. 
Observación 2.1 Más adelante se utilizará la notación en por unidad (p.u) para el estudio 
del modelo [34], 
De acuerdo con la ley de Faraday, todas las inductancias asociadas con los flujos (1/>0, i¡)b 
y ipc) están en función de la posición del rotor y por lo tanto, en función del tiempo. 
2.2.2 Ecuaciones del Circuito del Rotor 
De manera similar a la deducción de las ecuaciones de voltaje para el circuito del estator, 
es posible también obtener las ecuaciones que describen los voltajes para el circuito del rotor. 
Nuevamente, haciendo uso de la ley de Faraday, se obtiene 
6 = urt. (2.1) 
ea = Í>a -Ra¿a 
eb = tpb ~Rsib 
ec = ipc —Rsic 
(2.2) 
(2.3) 
(2.4) 
ef = Tpf +Rfif (2.5) 
1 R s : Resistencia de armadura (s — estator). 
O = Í > D + R D i n (2.6) 
O = i ; Q + R Q i Q . (2.7) 
Como se puede observar, los circuitos del rotor permanecen constantes debido a la estruc-
tura cilindrica del estator. Por lo tanto, las inductancias propias de los circuitos del rotor y las 
inductancias mutuas entre cada uno de estos circuitos, no dependen de la posición del rotor. 
Sólo las inductancias mutuas entre el rotor y el estator varían periódicamente con respecto al 
ángulo 9. 
2.2.3 Transformación a los Ejes dq 
Las ecuaciones (2.2 — 2.4) asociadas a los circuitos del estator, junto con la ecuaciones 
(2.5 — 2.7) asociadas a los circuitos del rotor, describen en conjunto el desempeño eléctrico de 
una máquina síncrona. Sin embargo, estas ecuaciones contienen términos inductivos asociados 
a los flujos, los cuales varían con relación al ángulo 9, el cual a su vez varía con respecto al 
tiempo. Esto representa una dificultad para la solución de problemas en un sistema eléctrico de 
potencia. Una forma mucho más simple de analizar este problema, es mediante una transfor-
mación apropiada de las variables del estator. 
De la Fig. 2.1 se puede observar, que podemos obtener expresiones para las corrientes en el 
eje directo y de cuadratura, id e zq, respectivamente, en función del ángulo 9, el cual relaciona 
el desplazamiento entre el eje directo y el eje de la fase a. Recordando que las fases a, b y c 
están separadas 120° grados entre sí, se obtienen las siguientes expresiones. 
ÍA = \ + ^ c o s - +¿ c cos - " y ^ (2-8) 
iq = —^ (¿„sení? + ibsen [9 — ~ ] + ícsen [9 — ) ) . (2.9) 
Puesto que se tienen solo dos ecuaciones que describen las corrientes en los ejes d y q, 
es necesario una tercera componente para completar la transformación, de modo que las co-
rrientes de las fases (a, b y c) se tranformen en tres nuevas variables que representan las co-
rrientes d,q y 0. Puesto que las corrientes i¿ e iq producen un campo magnético idéntico al 
producido por las corrientes de fase {ia,ibSic)> en consecuencia, la tercera componente no 
debe producir un campo magnético en el entrehierro. Por lo tanto, esta tercera componente 
será definida como la corriente cero ¿o, asociada con las componentes simétricas, la cual está 
definada como 
1 . . , 
o^ = g Uo + n + ^cj • 
Puesto que bajo condiciones de balance se tiene que ia + % + ic = 0, por lo tanto ¿o = 0. 
La transformación que expresa las corrientes de las fases a, b y c en términos de las co-
rrientes dqQ puede ser presentada de la siguiente forma 
4 t t \ \ 
^ eos 6 eos (o — — eos tf — 
1 
V 2 
2-7T 
—sen0 —sen 19 —sen \ 8 — — 
3 
47T (2.10) 
La transformación anterior también puede ser utilizada para transformar los flujos y los 
voltajes en el estator en componentes dqO. 
2.2.4 Ecuaciones de Voltaje en el Estator en Componentes dqO 
Aplicando la transformación dqO (2.10) se pueden obtener expresiones equivalentes para 
los voltajes de fase, en términos de las componentes de la transformación. Consideremos para 
ello la ecuación (2.2) 
A partir de (2.10) y las expresiones para voltajes y flujos en términos de las componentes dqO, 
se tiene que 
eQ = ed eos (9) — e?sen (0) + eo 
ia = id eos (9) — ¿5sen (0) -+- io 
k 1 = (j>d - i p q 0 ) eos (9) - e j sen (9) + . 
Entonces, remplazando las ecuaciones anteriores en (2.2), se tiene 
ed eos (9) - e3sen (l9) + e0 = eos (0) - +tpd sen {9) + i/>0 
-Rs (id c.os (9) - iqsen (6>) + i 0 ) . 
Igualando términos asociados con la misma función trigonométrica, resulta que 
ej = $d-ij>qe-Rsid (2.11) 
e, = -Rsiq (2.12) 
eo = iPq ~Rsio• (2.13) 
Este procedimiento se puede efectuar no importando que voltaje de fase se considere, las 
expresiones obtenidas serán las mismas (2.11 — 2.13). 
Por otra parte, 9 es el ángulo entre el eje de la fase a y el eje directo, como se muestra en la 
Fig. 2.1. Puesto que 9 en las ecuaciones (2.11 — 2.13) representa la velocidad angular u¡r del 
rotor (2.1), para un sistema trabajando a una frecuencia de 60 Hz bajo condiciones de estado 
estable, resulta que 9= tor = u = 27r60 = 377 rad/s.. 
• • 
Además, bajo condiciones de estado estable, y ipq son iguales a cero. Existen muchas 
condiciones de operacion en estado transitorio, donde los términos anteriores pueden ser des-
preciados de las ecuaciones para los voltajes en el estator, sin causar errores significativos. Sin 
embargo, en otras situaciones podría ser importante considerar su efecto [34]. 
2.2.5 Potencia y Torque Eléctrico 
La potencia de salida instantánea en las tres fases del estator está dada por 
P = ea¿a + ebk + ecic. 
Expresando los voltajes y corrientes de fase en términos de la transformación dqO, se tiene 
3 
P = - (edid + eqiq + 2eoto) • 
Bajo las condiciones de operación balanceada, eo = íq = 0. Entonces la expresión para la 
potencia resulta de la forma 
p = 2 (edid + eqiq) . 
El torque electromecánico, puede ser determinado a partir de las consideraciones básicas 
de las fuerzas que actúan sobre los conductores, como el producto de las corrientes y los flujos. 
De manera similar, una expresión para la potencia transferida a través del entrehierro se puede 
obtener. 
Ahora, utilizando las ecuaciones (2.11 — 2.13) para expresar los voltajes en términos de 
los flujos y las corrientes, y remplazando uj como la velocidad del rotor en vez de 9, se tiene 
P = \ ^ ^d + Í q ^ + ^ d Í q ~ ^ ^ W ^ + Rs^J • 
Por otra parte, el torque eléctrico en el entrehierro se obtiene dividiendo la potencia trans-
ferida a través del entrehierro por la velocidad síncrona de la máquina2 en rad/s, esto es 
3 / s UJ 
Te = ~ W q - ^ d ) — 
¿ Wo 
y expresando la ecuación anterior en p.u., se tiene 
Te = ijjdiq-ijqid. (2.14) 
Finalmente, el comportamiento dinámico de la parte eléctrica para la máquina síncrona 
está descrito por 
fid = V»d - Rsid 
eq = Vg - Rsiq 
ef = ijjf+Rfif (2.15) 
a 
o = Í>D +RdÍD 
0 = ipQ +RqÍq 
donde [34] (ver apéndice B) 
ipd = ~Léd + Lafif + LaDlD 
ipq = -Lqiq + LaQÍQ 
3 
ipf - L f f i f + LaDiD - -Lafid (2.16) 
3 
?Pd = + LkDiD — -LaDid 
3 
TJJQ = LkQlQ - -LaQÍq 
2u>o • velocidad s íncrona de la m á q u i n a 
Las ecuaciones que describen el desempeño dinámico de la parte eléctrica de la máquina 
síncrona, en términos de los componentes dq, que se resumen en (2.15) y la ecuación del torque 
(2.14), nos permitirán hacer un análisis de las propiedades dinámicas de la máquina síncrona. 
Estas ecuaciones son usualmente referidas como ecuaciones de Park, en honor de R. H. Park 
quien desarrolló los conceptos sobre los cuales están basadas [44]. La transformación dqO dada 
por la ecuación (2.10) es conocida como la transformación de Park. 
Análisis Mecánico 
Las ecuaciones que permiten efectuar el análisis de estabilidad de un sistema de potencia, 
son las ecuaciones de inercia rotacional que describen el efecto de un desbalance entre el torque 
electromagnético y el torque mecánico de máquinas individuales. A fin de realizar el análisis 
de estabilidad, a continuación se presentan estas ecuaciones en por unidad (p.u.), y además, 
se definen los parámetros que son usados para representar las características mecánicas de la 
máquina síncrona. 
2.2.6 Ecuación de Balanceo 
Cuando existe un desbalance entre los torques mecánico Tm y eléctrico Tt que actúan sobre 
el rotor, el torque neto Ta que causa una aceleración (o desaceleración) está dado por 
Ta — Tm Te. 
donde Tm y Te son constantes positivas. 
La inercia combinada del generador y el primo motor es acelerada por un desbalance en 
los torques. Por lo tanto, la ecuación de movimiento está representada por 
= Te (2.17) 
donde 
J : momento de inercia combinado del generador y la turbina en Kg • m2. 
LO : velocidad angular del rotor en rad/s. 
La ecuación de movimiento (2.17) puede ser normalizada en términos de la constante de 
inercia H en por unidad (p.u) y con esto obtenemos 
2 H j t ( ü ) = T m ~ T e 
donde los términos con barra están en por unidad y ló = — . Por lo tanto, de la ecuación 
wo 
anterior, finalmente se tiene 
2 H * — — 
— uj=--Tm-Te. (2.18) ÜJ0 
Por otra parte, dado que 5 es la posición angular del rotor en rad/s. con respecto a una 
referencia de rotación síncrona y definiendo ¿o = <5(0) como su valor en t = 0, entonces se tiene 
<5 = ut — ujQt + <5o, 
cuya derivada con respecto al tiempo está dada por 
6 = v - t J o (2.19) 
Por lo tanto, el modelo matemático con el cual efectuaremos el análisis de estabilidad para 
la máquina síncrona está representado por las ecuaciones que describen el desempeño mecánico 
(2.18 — 2.19), así como por las ecuaciones para el rendimiento eléctrico (2.15). 
2.3 Representación de la Máquina Síncrona para estudios de 
Estabilidad 
En esta sección se realizará un estudio de estabilidad de la máquina síncrona a partir de 
las ecuaciones (2.15,2.18 y 2.19) que describen su desempeño dinámico. Sin embargo, para 
redes eléctricas que contienen un número grande de generadores, estas ecuaciones no pueden 
utilizarse para el estudio de estabilidad de sistemas debido al alto grado de complej idad que estas 
presentan. Ahora, para superar esta dificultad, se utilizarán técnicas basadas en la Variedad 
Integral, para realizar las simplificaciones requeridas que permitan realizar dicho análisis. 
La simplificación que se considerará en este trabajo, consiste en despreciar el efecto de 
los flujos de amortiguamiento, lo que a su vez permitirá obtener un modelo que contenga solo 
aquellas variables de interés, y que, a su vez, describa un comportamiento similar al del modelo 
completo. Además, esto reduce el esfuerzo de computo que se requiere cuando se consideran 
modelos multimáquinas. Por lo tanto, al despreciar los flujos de amortiguamiento, los voltajes 
en el estator e¿ y eq permanecen sin cambios, mientras que el resto de las ecuaciones quedan 
de la siguiente forma , los flujos están dados por 
En las ecuaciones anteriores, todos los parámetros y las variables, con excepción del tiempo, 
están dados en por unidad. 
Antes de efectuar la reducción del modelo para el generador síncrono, se introducen las 
siguientes variables expresadas en términos de las ecuaciones (2.20 — 2.21), y las cuales son 
frecuentemente utilizadas en la literatura 
i¡>d = —Ldid + Ladifd 
ipq = —Lqiq 
Ipf = —Ladid + L f f i f 
(2.20) 
y el voltaje en el rotor 
(2.21) 
e„ = V eos ó 
(2.22) 
= ^ Ld-L'd = ^ ed = Vs en«5. 
(2.23) 
Ahora, considerando la ecuación para el voltage en el eje directo (2.11) 
-1pd -Mpq - Raid, 
Utilizando la ecuación (2.20), para determinar i¿ e i¡, resulta 
. _ Ladj)f — ipdLf 
ld ~ LdLff - Lld 
_ _ Ldipf - Ladipd 
f L d l f f - L2ad 
expresando id en términos de las nuevas variables 
. EJr-jh ld = — Y ' — Ld 
donde se considero que Lf w Lf f . Entonces, remplazando la ecuación anterior en la ecuación 
para el voltaje en el eje directo (2.11), resulta que 
f E'n - ipd\ 
?Pd= VsenS + üjipq + Rs 9 L, j - (2.24) 
De manera similar, para la ecuación de voltaje en el circuito del rotor (2.5) tenemos 
ef =i¡jf +Rfif 
donde if en términos de las nuevas variables está dado por 
Ldipf - Ladipd 
V = L f f L ' d 
Remplazando la ecuación anterior en la ecuación del voltaje para el rotor, multiplicando 
por ——, y expresando esta en términos de las nuevas variables (2.22), se tiene que 
L f f 
Lad Rf Lad Rf 
~f ^f ~ -j—B-ef-~j—Ladlf L f f L f f Kf Líf 
E'q = T^r (Ef - Ladif) 
do 
7—i Lad , Ld L d 
= E s - —tf-FT + T-jT^d-L f f Ld L f f L d 
Finalmente, resulta 
Tdo É'= + + Ef. (2.25) Ld Ld 
Por otro lado, para la ecuación mecánica que involucra tanto el torque mecánico como el 
torque eléctrico, tenemos (2.18) 
M ur= Tm - Te 
donde 
M = —; Te = ipdiq — ipqid 
Además, para el torque eléctrico, se tiene 
T -1 e 
Remplazando el torque eléctrico Te en la ecuación mecánica, se obtiene 
(2.26) 
Como la ecuación mecánica que describe la dinámica del ángulo del rotor no se modifica 
con estas consideraciones. Entonces, el sistema de ecuaciones que se empleará para el análisis 
de estabilidad de máquinas síncronas es3 
En la siguiente sección, se presenta la metodología para obtener una reducción a partir del 
modelo anterior (2.27), la cual está basada en la técnica conocida como la variedad integral. 
2.4 Variedad Integral 
Los métodos que se utilizan para el análisis de sistemas no lineales pueden ser clasificados 
básicamente en dos grupos: geométricos [11, 25] y singularmente perturbados [27, 28]. Por otra 
U) — LJQ 
(2.27) 
3 Aquí expresamos las inductancias por su correspondiente reactancia en p.u. [34] 
parte, el concepto de variedad integral, el cual es definido a partir de la combinación de las 
dos metodologías anteriores, es una generalización de la noción de subespacios invariantes en 
sistemas lineales. En esta sección, se empleará el concepto de la variedad como una herramienta 
para reducir el orden de un modelo matemático y efectuar la separación de las dinámicas de un 
sistema no lineal. 
El término variedad se refiere a una relación funcional entre las variables que definen 
la dinámica de un sistema. En otros casos, está definida como una superficie en un espacio 
multidimensional, la cual es una expresión que describe la relación de una variable, en términos 
de otras variables o de los parámetros propios del sistema [48]. 
Por otro lado, una variedad integral proporciona una solución a una o más ecuaciones 
diferenciales en térmimos de otras ecuaciones diferenciales acopladas. Por ejemplo, conside-
remos el caso de un sistema dinámico, del cual sólo nos interesan las respuestas de algunas 
variables en particular (no todos los estados). Si se logra encontrar una expresión que describa 
el comportamiento de las variables que no son de nuestro interés, en términos de aquellas que 
nos interesan, y se remplazan estas en las ecuaciones diferenciales, entonces se obtendrá un 
modelo de orden reducido. 
Por lo tanto, como se puede observar, el objetivo básico del método de la variedad integral, 
es incluir los efectos de todas las variables del sistema en las ecuaciones que describen el com-
portamiento de las variables de interés. 
Sin embargo, al efectuar esta simplificación o reducción de modelo, las condiciones ini-
ciales de las variables eliminadas y expresadas ahora en términos de las variables de interés 
están restringidas a permanecer sobre la variedad [28, 49]. 
2.4.1 Preliminares Matemáticos 
Ahora, se presentará la clase de sistemas no lineales conocida como sistemas singularmente 
perturbados [2], la cual está representada de la siguiente manera 
dx 
— = f{x,z,u,t,£) a;(0)=a:o (2.28) 
e— = g{x,z,u,t,£) z(o) = z0 (2.29) 
donde e es un parámetro positivo pequeño, x e IR", representa la dinámica lenta del sistema, 
z e R m , es la dinámica rápida y u G R res el control. 
A partir de (2.28) y (2.29), se desea analizar la dinámica de x independientemente de la 
dinámica de 2. Sin embargo, es necesario determinar la dinámica de z en términos de x, de tal 
forma que permita, posteriormente ser remplazada en (2.28). Una variedad integral se puede 
obtener haciendo e = 0 en la dinámica para 2 (2.29), la cual estará descrita por un conjunto de 
ecuaciones algebraicas de la forma 
0 = g{x,z,ÜX0). (2.30) 
Aplicando el teorema de la función implícita [25], se puede obtener una solución para 2 en 
términos de x, u y t, como sigue (asumiendo que existe una solución aislada de (2.30)) 
z = <j>{x,ü,t) (2.31) 
Finalmente, remplazando esta solución algebraica en la ecuación para la dinámica de x 
(2.28) obtenemos una reducción en nuestro modelo, expresado por 
c — = f(x,(p{x,'ü,t) ,ñ, t, 0) 3(0) = x0 (2.32) 
donde la barra indica que las cantidades asociadas pertenecen a un sistema singularmente per-
turbado tomando e = 0. 
Además, si a partir de la solución de la ecuación (2.30), 2 es un punto de equilibrio 
asintoticamente estable de (2.29), y si la condición initial ZQ pertenece al dominio de atrac-
ción [29], entonces existe un intervalo de tiempo inicial pequeño, durante el cual 2 se aproxima 
a 2. El hacer e = 0, resulta equivalente a que la velocidad de z sea infinitamente grande, y el 
transitorio de 2 instantáneo. Por otro lado, si los valores propios de — evaluados a lo largo de 
dx 
x(t) ,2 (t) y ñ (t), tienen parte real negativa, entonces la parte rápida de 2 denotada por 2, la 
cual representa la desviación de 2 a 2, puede ser aproximada uniformemente por 
dz 
— = f{x0,Z0 + Z ( T ) ,U0it0,0) 2(0) = 20 - 20 (2.33) 
donde z0 = z (¿o)? — ^ (ío)> y r = -—— es una variable que representa una nueva escala 
de tiempo, durante la cual el estado z exhibe variaciones rápidas. 
Información adicional sobre los sistemas singularmente perturbados se pueden ver en [30], 
y casos especiales de esta técnica aplicada a sistemas eléctricos de potencia en [31, 54]. 
Finalmente, cabe mencionar que el método de perturbaciones singulares presenta dos im-
portantes limitantes: i) se requiere un muy buen conocimiento de los parámetros del sistema, 
ii) es aplicable sólo si algunos de estos parámetros son suficientemente pequeños para deter-
minar el valor de e (ver [49]). 
Por lo tanto, al utilizar el método de la variedad integral se obtiene un modelo reducido 
el cual resulta tener un comportamiento equivalente al original, sólo si las condiciones iniciales 
inician y permanecen dentro de esta. Si las condiciones iniciales no inician dentro de la va-
riedad, se introducirá un error que provocará grandes diferencias en la dinámica del sistema 
reducido que no corresponden a la dinámica real. Para eliminar este error es necesario calcular 
las dinámicas fuera de la variedad, y esto se puede lograr introduciendo variables que forcen a 
las trayectorias a entrar y permanecer en esta, es decir, sea 
7] = z ~ z (2.34) 
cuya dinámica está dada por 
dri diz 
y su condición inicial por 
r) (0) = zQ -Z(X0>e). 
Puesto que la dinámica fuera de la variedad normalmente es difícil de calcular, debido a 
que requiere del conocimiento de la variable lenta a:. En una primera aproximación, la dinámica 
de la nueva variable que obliga a las trayectorias del sistema a entrar y permanecer dentro de 
la variedad (2.35), se puede obtener utilizando x igual a su condición inicial, la cual se consi-
dera constante en este caso. Esta aproximación resulta ser razonablemente buena, puesto que 
las dinámicas fuera de la variedad decaerían (si son estables) antes que x cambie significativa-
mente. En la Fig. 2.2 se muestran las dinámicas sobre la variedad integral y fuera de ella. 
Si z = z (2, s) inicia fuera de la superficie, entonces esta decaerá rápidamente hacia ella, 
si es estable, como se observa en la línea continua. La línea punteada representa la trayectoria 
de z si las dinámicas fuera de la variedad son despreciadas y donde las condiciones iniciales de 
2 son seleccionadas de tal forma que inicien dentro de la superficie. 
Figura 2.2 Dinámicas Fuera de la Variedad. 
Además, se puede mostrar que se introduce un error de "orden e" en la respuesta de la 
variable lenta x, si z es estable, donde ¿o es una aproximación para z, y se han despreciado 
las dinámicas fuera de la variedad. Si se desea más precisión, entonces una aproximación de z 
es dada por ~ZQ + donde se mantendrá un error de "orden s", si las dinámicas fuera de la 
variedad son despreciadas. 
Para reducir el error a un "orden £2", es necesario incluir ~¿\ y aproximar la nueva variable 
r¡ al orden e2. Esto puede hacerse aproximando las dinámicas fuera de la variedad como 
dr¡ _ dz0 S~dt ~ 9^Xo,ri + zo + £zi) ~ £-fof{xo,ri + zo) 
con 
T] (0) = z0 - z0 ( X 0 ) - £zI (so) 
y ZQ, ZI, evaluados en x = a;0. 
Aunque en general, es muy difícil encontrar una variedad integral, hay algunos casos es-
peciales en los cuales ~z en (2.31) puede encontrarse exacta o aproximadamente para cualquier 
grado de precisión. Ilustraremos esto a continuación mediante la reducción del modelo de una 
máquina síncrona conectada a un bus infinito. 
2.5 Generador Síncrono 
Considere una máquina síncrona conectada a una representación Thevenin de un bus in-
finito a través de una línea de transmisión con una resistencia Re y una reactancia Xe como se 
muestra en la Fig. 2.3. 
Vt R. L V/0° 
Generador 
Síncrono V y ' 
Bus 
Infinito 
Figura 2.3 Generador Síncrono Conectado a un Bus Infinito. 
El modelo matemático que describe la dinámica de la máquina síncrona conectada a un 
bus infinito (2.27) es el siguiente [3] 
6= u) — uo (2.36) 
M £ = T m + Q - - ^ + (2.37) 
Tdo E>= ±E'q + ^ + E f (2.38) 
- ~ 1 > d + ^ q + + V si* (í) (2.39) Uo Xd ÍÜQ Xd 
— 4>= -—ipd + ^ q + Veos [6) (2.40) 
OJQ LO 0 Xq H 
donde OJ0 = 2-7r60 rad/seg. es la velocidad síncrona y M = 2H/u>o, H es la constante de iner-
cia. EF es el voltaje de campo, y representa la variable de control, V es el voltaje en terminales 
el cual se mantiene constante, en este estudio V = 1 p.u.. La resistencia de armadura Rs y las 
reactancias Xd, X'd y Xq incluyen los efectos externos de Re y Xe. 
Las variables mecánicas que describen el ángulo del rotor y la velocidad síncrona son 6 y 
LO, respectivamente. 
4>d Y ^ Pq representan las variables eléctricas que describen el voltaje transitorio en el 
eje de cuadratura, el flujo en el eje directo y el flujo en el eje de cuadratura, respectivamente. 
Ahora, suponga que las variables de interés son 6, u> y E'. Entonces, el objetivo es reducir 
el orden del modelo, y encontrar expresiones apropiadas que describan el comportamiento de las 
variables que se deben eliminar (ípd y i/'g) en función de las variables de interés (ó, u y Eq). En 
términos matemáticos, este problema puede ser formulado como la búsqueda de una variedad 
en la cual se pueda establecer la relación entre -I¡J¿, tpq y 6, cu, E'q. 
Así, podemos obtener un modelo de tercer orden (modelo reducido), despreciando los 
transitorios del estator en el modelo de quinto orden (2.36 — 2.40) (modelo original), es decir, 
haciendo la parte izquierda de las ecuaciones (2.39) y (2.40) iguales a cero y aproximando ui 
con la velocidad síncrona UQ, de todo esto obtenemos4 
Si las condiciones iniciales de 6, u>, y E'q satisfacen (2.41) y (2.42), entonces la respuesta 
de 4>d y tpq satisfará (2.41) y (2.42) para todo tiempo, y se pueden eliminar estos del resto de 
las ecuaciones. Si lo anterior se satisface, entonces las ecuaciones (2.41) y (2.42) son llamadas 
variedades integrales exactas para 4'd y H'q-
Finalmente, si (2.41) y (2.42) se mantienen para todo tiempo, entonces el sistema de orden 
reducido queda expresado de la siguiente manera 
tpd = ^cos(<5) 
Tpq = — Vsin(¿>) 
(2.41) 
(2.42) 
4 E n este análisis consideramos R* = 0 
6= w — a) o (2 .43) 
Mu=Tm-^E'qmi{6) 
d 
(2.44) 
7/ p / = ^ p/ . V (xd - X'd) 
do q q ' COS 6 + E f (2.45) 
La existencia de variedades integrales exactas como tales son raras en los modelos dinámi-
cos de sistemas no lineales. La variedad integral es un tipo de solución general de un subcon-
junto de ecuaciones diferenciales. No es la solución completa, puesto que la variedad integral 
depende de las condiciones iniciales de las variables de interés. Sin embargo, la estructura de 
la máquina síncrona permite encontrar una variedad integral [28]. 
En esta sección se presentan los resultados obtenidos mediante simulación para el modelo 
matemático del generador síncrono desarrollado en este capítulo. El objetivo que se pretende 
alcanzar es mostrar los resultados que se obtienen al aplicar la técnica de la variedad integral 
a la máquina síncrona y comparar el modelo original con el reducido. 
Las simulaciones presentadas muestran el comportamiento de las variables del generador 
síncrono para un sistema de quinto orden (2.36 — 2.40) , contra las variables que se obtuvieron 
para el modelo reducido (2.43 — 2.45). De estas simulaciones podemos concluir, que la téc-
nica de la variedad integral resulta adecuada en la reducción de modelos matemáticos para 
máquinas eléctricas, ya que el comportamiento dinámico de las variables en el modelo original 
y en el modelo reducido son muy similares (Figs. 2.4 - 2.8). 
Hasta el momento no se ha deseñado ninguna ley de control, por lo que en las simulaciones 
efectuadas se ha introducido un control, el cual es Ef el voltaje de campo, igual a una constante. 
Por otra parte, las condiciones iniciales utilizadas en las simulaciones, fueron las sigui-
entes: 6 (0) = 0.73, lü (0) = 376.9, E'q (0) = 0.8, ipd (0) = 0.7452, i¡>q (0) = 0.6669 y los 
valores de los parámetros del generador síncrono se muestran en la tabla 2.1 
2.6 Resultados de Simulación 
labia 2.1 Parámetros del Generador Síncrono. 
Xd X, T' Ldo H T 1 m M 
p.u p.u p.u seg seg p.u rad/seg^ rad/seg 
1 0.2 0.6 2.653 0.1326 1 7.034xl0~3 377.9 
Figura 2.4 Angulo del Rotor. 
Figura 2.5 \èlocidad Síncrona. 
Figura 2.6 Voltaje Transitorio en el Eje de Cuadratura. 
Figura 2.7 Flujo en el Eje Directo. 
Figura 2.8 Flujo en el Eje de Cuadratura. 
2.7 Conclusiones 
En este capítulo se presentó la modelización de la máquina síncrona conectada a un bus 
infinito. Un modelo de quinto orden, que describe el comportamiento de esta, fue obtenido. 
Mediante el método de la varidedad integral, un modelo reducido fue desarrollado, el cual 
permitirá sintetizar leyes de control más simples. 
Capítulo 3 
Control Mediante Retroalimentación de Estado 
3.1 Introducción 
Un sistema de potencia está compuesto de un conjunto de unidades generadoras de poten-
cia interconectadas, líneas de transmisión y cargas. Este sistema necesita proporcionar un flujo 
de potencia ininterrumpido a partir de las unidades generadoras hacia las cargas. El flujo de po-
tencia está constituido de dos componentes: la potencia activa y la potencia reactiva. La poten-
cia activa está principalmente determinada por la frecuencia rotacional del generador, mientras 
que la potencia reactiva depende del voltaje en terminales. 
Una unidad generadora de potencia está compuesta de una máquina síncrona configurada 
como un generador, una turbina que suministra la potencia mecánica de entrada al rotor y de un 
excitador que proporciona la corriente directa al devanado de campo. Una configuración más 
detallada para este tipo de sistemas se ilustra en la Fig. 3.1 [47]. 
Un sistema de control mecánico en la forma de un gobernador-turbina es usado para man-
tener la velocidad rotacional deseada y asegurar que el generador pueda proporcionar la poten-
cia activa demandada. El tiempo de respuesta asociado con este sistema de control es nominal-
mente del orden de los 10 segundos [34]. 
El nivel de voltaje en terminales es típicamente regulado por la manipulación del voltaje 
de campo aplicado al generador por medio de un excitador. Controladores de excitación de 
alta ganancia son comunmente usados para proporcionar una regulación adecuada del voltaje 
de referencia en terminales, produciendo una respuesta rápida, la cual es de alrededor de 0.1 
segundos o menos [34]. Este tipo de control asegura que el flujo de potencia reactiva sea el 
adecuado. 
Debido a la diferencia en las constantes de tiempo de los subsistemas mecánico y eléctrico, 
resulta adecuado controlar cada subsistema por separado. 
Existen en general dos tipos de control para el generador síncrono, uno para controlar el 
voltaje, mediante un control de excitación y el otro para controlar la frecuencia, y esto se logra 
con un sistema estabilizador de potencia (PSS). 
En este trabajo sólo se considerará el control de voltaje mediante un sistema de excitación. 
Para ello se presenta el método de diseño de controladores basado en linealización por retroali-
mentación de estado, obtenido a partir del modelo de orden reducido presentado en el capítulo 
anterior, pero los cuales serán aplicados al modelo original el cual estará representado por un 
modelo de quinto orden. 
Finalmente, resultados de simulación son presentados mostrando la efectividad del la ley 
de control implementada en el modelo matemático del generador síncrono. 
3.2 Control de Excitación 
La función del controlador de excitación, como se mencionó antes, es asegurar una ade-
cuada regulación del voltaje de referencia. Sin embargo, otras características del sistema im-
ponen restricciones adicionales a los requerimientos de su diseño. Por ejemplo, un sistema 
funcionando bajo condiciones normales de operación está sujeto a numerosas fluctuaciones en 
la demanda de potencia debido al desbalance en las cargas, resultado de la instalación de más 
cargas o al intercambio de las mismas. Estas perturbaciones son el resultado de la presencia de 
una componente de baja frecuencia (de 0.2 a 2.5 Hz) en la potencia producida por diferentes 
máquinas o grupos de máquinas que responden al efecto de estas perturbaciones en diferentes 
tiempos. Esto limita la capacidad de las líneas de transmisión para transferir la potencia activa, 
y estas perturbaciones pueden llevar a la inestabilidad [5]. Si una máquina síncrona controlada 
logra estabilizar al sistema bajo estas condiciones de operación, se dice que proporciona esta-
bilidad dinámica (para profundizar en este tipo de estabilidad vease [34]). 
Además de las perturbaciones que se presentan continuamente cuando las máquinas ope-
ran en sus respectivos puntos de operación, un sistema de potencia está sujeto a variaciones 
causadas por el mal funcionamiento del equipo, tales como pérdida de unidades generadoras 
o fallas en las líneas de transmisión. Si una máquina síncrona controlada logra estabilizar al 
sistema después que la perturbación ha sido removida, se dice entonces que proporciona esta-
bilidad transitoria. 
i 6 
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Figura 3.1 Unidad Generadora de Potencia. 
Finalmente, hoy en día las redes eléctricas están creciendo estructuralmente y las inter-
conecciones entre estas son cada vez más complejas, además de operar en muchos casos cerca 
de su capacidad máxima. Por otra parte, los sistemas de potencia no pueden conocer de ante-
mano cuando ocurrirá un cambio en la demanda de potencia reactiva y/o pérdida de estabilidad 
en el voltaje, lo cual puede llevar a serios problemas como un colapso en el voltaje. Puesto que 
Transductor 
de Voltaje 
la generación de potencia reactiva está esencialmente controlada a través del sistema de exci-
tación del generador, tiene sentido pensar que el desarrollo de un mejor control de excitación 
podría jugar un papel muy importante y significativo en el manejo de los problemas de estabili-
dad y colapsos de voltaje. 
En casos como los anteriores, el control de excitación de alta ganada ha demostrado ser un 
medio efectivo de proporcionar estabilidad transitoria, debido a que puede incrementar rápida-
mente la excitación, suministrando así la falta de potencia adicional al sistema. Sin embargo, 
una acción de control rápida puede tener un efecto desestabilizador sobre el sistema. La res-
puesta rápida del controlador puede crear oscilaciones persistentes de baja frecuencia sobre el 
ángulo del rotor, las cuales pueden interactuar con otras máquinas del sistema de potencia pro-
duciendo inestabilidad dinámica. 
La solución convencional consiste en diseñar por separado un sistema estabilizador que 
esté incorporado al control de excitación, el cual permitirá moderar la señal de control. El 
estabilizador es diseñado usando un modelo linealizado en un punto de operación nominal, y el 
compensador resultante proporciona un buen manejo de las oscilaciones del sistema que operan 
alrededor de dicho punto de operación. Como resultado de esto, tal técnica de diseño tiene 
límites en la aplicación para máquinas síncronas que se desempeñan en un amplio rango de 
condiciones de operación. Investigaciones recientes se han enfocado en el desarrollo de leyes 
de control compensatorias a través de la modulación del control de excitación, pero con un 
enfoque hacia el tratamiento de las no linealidades del sistema y bajo condiciones de operación 
cambiantes [8, 10, 56]. 
3.3 Esquema de Control por Retroalimentación Linealizante 
Existen muchos objetivos de control los cuales requieren del uso de retroalimentación 
apropiada. Dependiendo del objetivo en el diseño del control, existen también muchas for-
mulaciones del problema de control. Los objetivos de control comunmente considerados son: 
control de estabilización, seguimiento y rechazo o atenuación de perturbaciones (o combina-
ciones de estos). En cada problema podemos tener un diseño de control que depende del estado, 
asumiendo que todas las variables del vector de estado pueden ser medidas, o un control de-
pendiente exclusivamente del vector con componentes de salida. En un problema de control 
típico existen objetivos adicionales en el diseño, por ejemplo, ciertos requerimientos sobre la 
respuesta transitoria o restricciones sobre la acción de control. Estos aspectos pudieran estar en 
conflicto, y entonces el diseñador tiene que buscar un compromiso entre ellos. 
La teoría de control basada en la geometría diferencial proporciona herramientas muy 
poderosas, las cuales han sido recientemente usadas para el diseño de controladores de exci-
tación y estabilización. La técnica por retroalimentación de estado puede ser aplicada una vez 
que el modelo del sistema dinámico sea transformado en otra representación de espacio de es-
tados (o forma canónica) por medio de una transformación de coordenadas no lineal [25]. Una 
entrada auxiliar de control es seleccionada de tal manera que el modelo del sistema se trans-
forme en uno parcial o completamente lineal. Existen dos técnicas: linealización entrada-estado 
y linealización entrada-salida. 
Si el valor del control al tiempo t depende sólo del estado £ y de la referencia de entrada 
auxiliar v al mismo instante de tiempo, el control se denomina control por retroalimentación 
estática del estado (o sin memoria). Por otro lado, si el control es a su vez la salida de un 
sistema dinámico, dependiente de a: y la entrada de referencia auxiliar v, decimos entonces que 
el control implementado está basado en retroalimentación dinámica del estado. 
Definición 3.1 [41] Una retroalimentación estática de estado para un sistema dinámico no 
lineal 
x = f(x)+g(x)u x e M C E n , u C IR (3.1) 
y = h(x) y C K (3.2) 
es un mapeo 
u = cx(x) +¡3{x)v (3.3) 
donde a , : M —> E son mapeos suaves, (3 [x) ^ 0, 
y v representa un vector de las nuevas variables de control. 
Si v = 0, entonces la ley de control se denomina retroalimentación estrictamente estática 
de estado. 
Definición 3.2 [41] Una retroalimentación estática de salida para el sistema (3.1) junto 
con la salida (3.2) es una relación defida como 
u = a{y)+P(y)v (3.4) 
donde a, 0 : IR —> R son mapeos suaves, 0 (y) ± O 
y v representa como en el caso de la retroalimentación de estado, un vector de las nuevas 
variables de control. 
Si v = O, entonces la ley de control se denomina retroalimentación estrictamente estática 
de salida. 
Nota 3.1 Puesto que la salida medible está definida como y = h(x) (3.2), se puede 
observar que la retroalimentación estática de salida (3.4) es un caso especial de la retroali-
mentación estática de estado (3.3), y por lo tanto, en este trabajo se considerará el caso más 
general, es decir la retroalimentación estática de estado. 
Nota 3.2 Puesto que a veces no es posible disponer de todos los estados, una ley de con-
trol basada en retroalimentación estática del estado no será posible implementar, para ello se 
requiere un observador (este aspecto será tratado más en detalle en el capítulo siguiente). En 
estos casos una retroalimentación estática de salida resulta más apropiada, sin embargo, como 
ya se mencionó este no es el caso general. Lo mismo puede decirse en los casos de un control 
basado en retroalimentación dinámica [41]. 
3.4 Transformación de Coordenadas 
El punto de partida en el análisis de sistemas con una sola entrada y una sola salida (SISO), 
es la noción de grado relativo del sistema, el cual está descrito de la siguiente manera. 
Definición 3.3 El sistema no lineal con una entrada y una salida (3.1 — 3.2) se dice que 
tiene grado relativo r en el punto x° si1 (vease apéndice C): 
i) LgL)h (x) = 0 Va: en una vecindad de x° y V k < r — 1 
l x ° representa el origen del sistema. 
ii) LgLrf~1h(x)^0. 
Note que puede haber puntos donde el grado relativo puede no estar definido. Esto ocurre, 
cuando la primera función de la secuencia 
Lgh (s), LgLfh (re),..., LgLkfh {x),... 
la cual no es idénticamente cero (en una vecindad de x°) tiene un cero exactamente en el punto 
x = x°. Sin embargo, el conjunto de puntos donde el grado relativo puede ser definido es un 
subconjunto denso y abierto U donde el sistema (3.1) está bien definido. 
Así, el grado relativo r es el número de veces que tenemos que derivar la salida y (£) 
con respecto al tiempo evaluada en t = t° (tiempo inicial), así hasta que aparezca de manera 
explícita la entrada u (t). 
Note también que si 
LgL)h (x) = 0 V a: en una vecidad de x° y V fc > 0 
es decir en cuyo caso el grado relativo no puede ser definido para algún punto alrededor de x°> 
entonces la salida del sistema no se ve afectada por la entrada para todo tiempo t muy próximo 
a t°. 
Estos cálculos sugieren que las funciones h (a:), L¡h (a:),..., L^h (x) tienen un signifi-
cado especial. De hecho, es posible mostrar que estas pueden ser definidas al menos parcial-
mente, como una transformación local de coordenadas alrededor de a;0, recordemos que x° es 
un punto donde LgLrf1h (x°) ^ 0. En base a lo anterior, se tiene la siguiente propiedad. 
Lema 3.1 Los vectores fila 
dh (x°), dLfh {x°),dLrflh {x°) 
son linealmente independientes. 
Para probar este lema, se introducirá otra propiedad, la cual es utilizada posteriormente y 
que además permitirá demostrar el resultado del lema anterior. 
Lema 3.2 Sea (p una función real y f,g campos vectoriales, todos definidos en un conjunto 
abierto U de Rn. Entonces, para alguna elección de s,k,r > 0, 
(dL'f<j> {x), adk+rg (x)> = ¿ ( - 1 ) 4 Uf* { d L f ^ {x), odjjp {x)) (3.5) 
»=o W 
Como consecuencia de lo anterior; las condiciones 
i)Lg<j>{x)= LgLf4>{x) = ... = LgL)<f>(x) = 0 \f x e U 
ii) Lg<p (x) = Ladfg{x)(¡) (x) = ... = Ladkg{:c)4> (s) = 0 V x e U 
son equivalentes. 
Prueba del lema 3.2 
Procederemos por inducción sobre r 
{dL)4> (x), adk+r+1g (x)) = {dLsf<¡> (x), [/, adfrg (x)] ) 
Recordando que 
L f ( v , g ) = {LfV>g) + (w, [/,#]) regla de Leibniz 
donde 
/ , g campos vectoriales 
ui campo covectorial 
entonces 
(w, [f,g]) = Lf {u,g) - (LfU, g) . 
Aplicando el resultado anterior se tiene 
(dL)<¡> (x), adkf+T+1g (x)) = Lf (dL)4> (a;) , adk+rg [x]) - (LfdLs}<j> [x), ad)+rg (x)) . 
Ahora, recordando que 
LfdX (a:) = dLfX (a;) 
lo cual en nuestro caso resulta 
LfdLsf<¡} (x) = dLfLsf4> (x) = dL3f+1<¡> [x). 
Finalmente, remplazando esta última expresión, obtenemos 
(dL)<P (x), ad)+T+lg (x)) = Lf (iÍL)4> (x) , adk+rg (x)) - (dL?l4> (x), adkf+Tg (x)) 
Ahora procedemos a probar el lema 3.1 
Prueba del lema 3.1 
A partir de la definición de grado relativo y haciendo uso del lema 3.2 para todo i, j tal 
que i + j < r ~ 2, se tiene que 
(dLPfh (a;) , ad^g (a;)) = 0 Va: alrededor de x° 
Además 
(<iL)h (x°), a,(Ffg {x°)) = (—l)1"-1-7 LgL^h (x°) ¿ 0 
para todo i, j tal que i + j = r — l 
Las condiciones anteriores muestran que la matriz 
(g{x°) adfg(x°) ••• ad^g (x°) ) = 
/ dh {x°) \ 
dLfh {x°) 
\ dLrflh{xn) ) 
0 ••• {dh(x°)iadrf-1g{x°)) \ 
: ' •. * 
(dL^hW^ix*)) * / 
r—1 
(3.6) 
tiene rango r, y por lo tanto, los vectores dh (a;0), dLfh (x°) , dVf h (z°) son lineal-
mente independientes. 
3.5 Linealización Mediante Retroalimentación de Estado 
En un sistema con una entrada y una salida, la estructura más conveniente para un control 
con retroalimentación de estado (vease def. 2.1) es una en la cual la variable de entrada u está 
dada por 
u = a (x) + (3 (a;) v (3.7) 
donde v es una entrada auxiliar (ver Fig. 3.2). De hecho, aplicando este control al sistema no 
lineal (3.1), se obtine un sistema en lazo cerrado caracterizado por la siguiente estructura 
^ = f(x)+g(x)a{x)+g(x)(3{x)v 
V = h{x) 
Las funciones a (x) y (5 (a:) que caracterizan el control (3.7) están definidas en un conjunto 
abierto apropiado de Mn. Además, se asume que f3 (a:) es diferente de cero para toda x en este 
conjunto. 
V a ( x ) + p ( x ) y x=f(x)+g(x) 
y = h{x) 
x 
Figura 3.2 Control Mediante Retroalimentación de Estado. 
Considere un sistema no lineal con grado relativo r = n, es decir exactamente igual al 
espacio de estados en el punto x = x°. En este caso el cambio de coordenadas requerido está 
dado por 
/ 0i W \ 
4>2 ( s ) 
§{x) = 
4>n-1 (a) 
\ ) 
/ h(x) \ 
Lfh (a:) 
Lnf2h {x) 
V LYlh{x) ; 
(3.8) 
es decir, por la función h (E) y sus n — 1 derivadas a lo largo del campo / (a;). Nótese que no 
se necesita de funciones adicionales para completar la transformación, ya que la tranformación 
lleva al sistema original a uno completamente lineal. Entonces, el sistema en las nuevas coor-
denadas 
Zi ~ & (x) = Llj~lh (x) ¿ = 1,2,..., n 
será descrito ahora por las ecuaciones en la forma 
zi= z2 
Z 3 
¿n—1— Zn 
2n= b (z) + a (z) u 
donde 2 sscolfo, z2-, zn). Recordando que z° = § (x°), para todo 2 en una vecindad de 2:0, 
la función a (z) es diferente de cero2. 
Suponga ahora que se elige la siguiente ley de control con retroalimentación de estado 
« = - l j ( - i W + t ) 
la cual existe y está bien definida en una vecindad de za. El sistema resultante en lazo cerrado 
con esta ley de control está gobernado por las siguientes ecuaciones 
Z\= z2 
Z2= 23 
; (3 .9) 
ZN—1 ZN 
ZN= V 
es decir, el sistema resultante es lineal y controlable. Así concluimos que cualquier sistema no 
lineal con grado relativo n en algún punto puede ser transformado a un sistema, el cual en 
una vecindad del punto z° = <í> (a;0), es lineal y controlable. Es importante subrayar que la 
transformación considerada está basada en las siguiente etapas de diseño 
i) Un cambio de coordenadas, definido localmente alrededor del punto x°. 
ii) Una retroalimentación de estado, también definida localmente alrededor del punto x°. 
Por otra parte, es fácil verificar que las dos etapas utilizadas para obtener el sistema en 
forma lineal pueden ser intercambiadas. Podemos primero usar una retroalimentación de es-
tado, y entonces cambiar las coordenadas en el espacio de estados, y el resultado es el mismo 
[25]. La retroalimentación necesaria para este propósito es exactamente la misma retroali-
mentación ya mostrada anteriormente, pero ahora expresada en coordenadas originales (re), es 
decir como 
Comparando esto con las expresiones a (z) y b (z) dadas anteriormente, una realización de 
esta retroalimentación, expresada en términos de las funciones / (x), g (x) y h (x) las cuales 
caracterizan el sistema original, tiene la forma 
2 z ° representa el origen del sistema en las nuevas coordenadas 
Un cálculo inmediato muestra que esta retroalimentación de estado, además del cambio 
de coordenadas utilizado, resulta ser el mismo sistema (3.9) lineal y controlable anteriormente 
obtenido. 
Nota 3.3 Cuando el grado relativo no es igual a n, la dimensión del sistema, es necesario 
encontrar una función A (a:) tal que las siguientes relaciones se satisfagan 
LgX (x) = LgLfX (x) = ...= LgLnf2X (x) = 0 Va; (3.11) 
LgLnflX{xa)¿ 0 (3.12) 
de modo que sea posible encontran un conjunto de funciones que sean linealmente indepen-
dientes y califiquen como un cambio de coordenadas. La solución de un sistema de ecuaciones 
diferenciales parciales (3.11), en la cual la incógnita X (a;) es diferenciada n — 1 veces, junto 
con la condición (3.12) la cual se escoge como la solución trivial (i.e. X (s) = 0) permiten 
encontrar estas funciones. Sin embargo, a partir del lema 3.2, este sistema es equivalente a un 
sistema de ecuaciones diferenciales parciales de primer orden. De hecho, este lema muestra 
que las ecuaciones (3.11) son equivalentes a 
Lg X (x) = Lad}9 X (x) = ...= Ladr,g X (x) = 0 (3.13) 
Además, la condición no trivial (3.12) es equivalente a 
A ^ - y M ^ o (3.14) 
La existencia de una función que satisface estas relaciones es una consecuencia del teo-
rema de Frobenius [25], como se mostrará en la prueba del teorema siguiente. 
Teorema 3.1 Considere el sistema no lineal (3.1). El problema de linealización exacta en 
el espacio de estados se puede solucionar alrededor del punto x°, es decir; existe una función 
de salida X (x) para la cual el sistema tiene grado relativo n en x°, si y sólo si las siguientes 
condiciones se satisfacen 
1) La matriz ( g (x°) adfg{x°) ... adnf2g (x°) ad^g (x°) ) es de rango n. 
2) La distribución D = s p a n { g (x°) adfg{x°) ... adnf2 g (x°) } es involutiva alrededor 
de x°. 
Prueba 
Suponga que efectivamente existe una función A (x) que satisface las condiciones (3.13) 
y (3.14) mencionadas en la nota anterior. Entonces, de la prueba del Lema 3.1, y en particular 
de la no singularidad de la matriz (3.6), deducimos que los n vectores 
g(x°) adfg (x°) ... a<Tf~2g (x°) atifxg (x°) 
son linealmente independientes. Esto prueba la necesidad de 1). Si 1) se satisface, entonces la 
distribución D es no singular y (n — 1) dimensional alrededor de x°. Por lo tanto, la ecuación 
(3.13) puede ser reescrita como 
dX (¡c) ( g (x°) adfg {x°) ... adnf2g {x°) ) = 0 
Así decimos que la diferencial dX (x) es una base 1-dimensional de la codistribución DL 
alrededor de x°. Así, por el teorema de Frobenius, la distribución D es involutiva, y esto prueba 
la necesidad de 2). 
Condicion de suficiencia. 
Si 1) se cumple, la distribución D es no singular y (n — 1) dimensional alrededor de x°. 
Si también 2) se satisface, sabemos por el teorema de Frobenius, que existe una función real 
A (x), definida en una vecindad U de x° cuya diferencial dX (x) genera es decir resuelve 
la ecuación diferencial parcial (3.13). Más aún, dX (x) satisface también (3.14), puesto que de 
otra manera dX (x) sería aniquilado por un conjunto de n vectores linealmente independientes, 
lo cual nos lleva a una contradicción. 
3.6 Aplicación al Modelo del Generador Síncrono 
3.6.1 Propiedades Estructurales 
Ahora, a partir de la def. 3.3 se determinará el grado relativo para el modelo reducido del 
generador síncrono (2.43 — 2.45), considerando como la salida del sistema h (a:) = 8, entonces 
tenemos 
Lgh{x) = 0 
Lfh (x) -- u> — us 
LgLfh {x) = 0 
L2fh (x) = ra i — rri2E'qs&n8 — m,3sen2<5 
LgL2fh(x) = — ra2ra,6sen¿> 
Por lo que el grado relativo r del sistema resulta ser 3. 
Puesto que el grado relativo del sistema es 3, y a partir de la ecuación (3.8) la transforma-
ción de coordenadas que permite linealizar al sistema está dada por 
( h{x) \ (6 
z = T (x) = Lfh (x) = u - us 
L2fh (x) J y mi — m2-É^sen<5 — m3sen25 
Ahora, se verificará si las condiciones del teorema 3.1 pemiten la implementación de una 
ley de control basada en retroalimentación de estado para el modelo del generador síncrono, y 
la función A (x) es la salida del sistema h (x) = 8. 
Por lo tanto, para la condición 1) tenemos 
/ O 0 — rri2m6sen<5 \ 
rango I 0 7712^6sen¿ m2mQ [(w — ujá) (eos <5) + m4Sen<5] j = 3 
\ ra6 m 4m 6 m%m6 I 
Nota 2 A El generador síncrono no tiene sus puntos de equilibrio en el origen, por lo tanto, 
es necesario efectuar un cambio de coordenadas y trasladar este punto de equilibrio al origen. 
Nótese, que existen ciertos puntos de operación para los cuales la matriz anterior pudiera 
perder rango, y en consecuencia el sistema no puede ser linealizado por retroalimentración de 
estado. 
Por otra parte, para la condición 2) resulta que 
[g,adfg] = 0 
entonces la matriz 
0 0 0 
0 m2m6sen<5 0 
772.6 77147716 0 
tiene rango 2. Por lo tanto, la distribución D = span{#, adfg] es involutiva. 
3.6.2 Ley de control. 
En base a los resultados de la sección 3.5, la ley de control basada en retroalimentación de 
estado esta dada por 
-L)h{x) + v 
Ef = LgL2fh{x) 
donde 
LZfh (a) = — (miE'q eos 6 + 2 m 3 eos 26) (ui — u>6) + m2senó (m^Eg — 773 .5 eos 6) 
Al remplazar las expresiones anteriores en la ley de control, tenemos 
^ (m2E'q eos 6 + 2m3 eos 26) (u — ws) — m2sen¿> — m 5 eos 6) + v 
^ —77227716 señó 
(3 .15 ) 
donde v es un control auxiliar dado por 
(Lifh(x)-y%) 
y los coeficientes c[s se eligen tal que el polinomio 
s n + c ^ s " " 1 + cn_2sn~2 + . . . + cía + co 
sea Hurwitz, yref es la salida de referencia deseada. 
3.7 Resultados de Simulación 
En esta sección, se presentan los resultados de simulación para el modelo matemático del 
generador síncrono presentado en el capítulo 2 (Fig. 2.3). Basados tanto en el modelo com-
pleto como el reducido, presentamos una comparación de estos modelos, la cual como se podrá 
observar en las simulaciones, son idénticas. Para ello una ley de control basada en retroali-
mentación estática del estado será aplicada a ambos. Además, se muestra también que efecti-
vamente el diseño de la ley de control a partir del modelo reducido funciona satisfactoriamente 
para el sistema completo en lazo cerrado. 
Se puede observar de las simulaciones presentadas, que la ley de control obtenida y apli-
cada al modelo completo del generador síncrono, efectivamente estabiliza al sistema y además 
lleva al ángulo del rotor a la referencia deseada, la cual para este análisis es yref = 0.73 
rad. (elegida arbitrariamente). Las condiciones iniciales y los valores de los parámetros de 
la máquina síncrona empleados para estas simulaciones, son los mismos que se utilizaron para 
el análisis en lazo abierto efectuado en el capítulo 2 (vease sección 2.6), y las ganancias del 
controlador fueron las siguientes: cq = 350, C\ = 155 y c2 = 22. 
Figura 3.3 Angulo del Rotor. 
Figura 3.4 "Velocidad Síncrona. 
Figura 3.5 Voltaje Transitorio en el Eje de Cuadratura. 
Figura 3.6 Flujo en el Eje Directo. 
Figura 3.7 Flujo en el Eje de Cuadratura. 
Figura 3.8 Ley de Control Mediante Retroalimentación de Estado. 
Capítulo 4 
Estimación del Estado 
4.1 Introducción 
Existen diferentes técnicas para el control de un sistema eléctrico, las cuales se basan prin-
cipalmente en la Linealización y en Sistemas de Estructura Variable, y además resultan ser 
robustas. Sin embargo, para llevar a cabo la implementación de estos esquemas de control, fre-
cuentemente se asume que el vector de estados es conocido, lo cual generalmente no es posible, 
debibo a condiciones físicas y/o económicas. Por lo tanto, para poder implementer estas leyes 
de control resulta necesario estimar el vector de estado. La estimación de los estados se ob-
tiene a partir de las mediciones de la salida y de la entrada del sistema original. El sistema que 
permite realizar tal estimación se llama observador. 
El problema del diseño de observadores está completamente resuelto para los sistemas li-
neales invariantes en el tiempo, mientras que en el caso no lineal, no existe una teoría general. 
Para tratar este problema, se han empleado diferentes técnicas tales como: Lyapunov, linea-
lización, diferenciación numérica, métodos algebraicos y geométricos [9, 14, 22, 33, 35, 36]. 
La teoría de sistemas de estructura variable (VSS) y su asociación con los regímenes 
deslizantes ha sido tema de estudios detallados durante los pasados 30 años, principalmente por 
investigadores rusos y/o relacionados con esta escuela. Una parte importante de interés reciente 
en este tipo de esquemas de control, es la posibilidad de usar la tecnología de los microproce-
sadores para el control en línea de los sistemas dinámicos, y un amplio rango de aplicaciones 
de la teoría ya desarrollada. 
La técnica basada en modos deslizantes, consiste en conmutar la acción de control en-
tre dos valores extremos, forzando a las trayectorias del sistema a mantenerse sobre la su-
perficie deseada [4], la cual es llamada superficie deslizante. La elección de esta superficie 
está frecuentemente relacionada con algún problema de estabilidad. Entonces, en el régimen 
deslizante, la dinámica del sistema es reducida por el número de componentes que definen la 
superficie deslizante. Note que los regímenes deslizantes no están afectados por las perturba-
ciones, si estas satisfacen las bien conocidas condiciones de "matching" (en el caso lineal, vease 
[17], para el caso no lineal, vease [51] mediante la técnica de geometría diferencial). Estas ca-
racterísticas de la técnica basada en modos deslizantes, hacen atractiva su utilización también, 
en el diseño de observadores para estimar los componentes del vector de estado, y entonces 
poder implementar alguna ley de control, la cual puede basarse también en esta técnica. 
La principal razón para el uso de la técnica basada en modos deslizantes es la robustez, la 
cual permite reducir el efecto de las perturbaciones [16]. Estrategias discontinuas pueden ser 
aplicadas para el diseño tanto de un controlador como de un observador. Puesto que para los 
sistemas no lineales en general, el principio de separación no se cumple, es muy importante 
diseñar adecuadamente el controlador y el observador para un sistema, a fin de garantizar la 
estabilidad en lazo cerrado. 
La clase de sistemas que se considerará en este trabajo, y en los cuales se aplica la técnica 
de modos deslizantes, son aquellos sistemas dinámicos gobernados por un número finito de 
ecuaciones diferenciales y lineales en el control. 
El objetivo en este capítulo es presentar diferentes técnicas que puedan ser utlizadas para 
diseñar un observador. Además, un estudio de los diferentes observadores considerados será 
presentado, utilizando para esto el modelo completo del generador síncrono. 
Para llevar a cabo esta comparación, se toma en cuenta su desempeño y la robustez ante 
perturbaciones, errores al modelar y la facilidad en la implementación del observador. Las 
técnicas utilizadas para la implementación de los observadores son: alta ganancia y modos 
deslizantes. 
Basandose en la propiedad de observabilidad [25] de un sistema, es posible determi-
nar relaciones explícitas que permitan determinar el vector de estado del sistema a partir del 
conocimiento de la salida y la entrada aplicada al mismo durante un intervalo de tiempo. Medi-
ante un sistema dinámico auxiliar llamado observador es posible proporcionar esta estimación 
del vector de estado. 
Así tenemos las siguientes definiciones 
Definición 4.1 El sistema dinámico 
y- í X= f {x, u) V r G t " 
¿-^NL ' \ y = h{x) 
se dice localmente observable en una vecindad UQ c mn del origen, si 
rango {dh, d L f h , d U f x h ) = n, V x £ U0 (4.1) 
Además si (4.1) se mantiene para todo x <e R n decimos que el sistema es observable. 
Para la definición de Lfh, L2hy..., vease el apéndice C. 
Definición 4.2 Se llama observador del sistema dinámico 
( x= f{x,u) v ^ e r 
¿-^NL ' \ y = h(x) 
a un sistema dinámico auxiliar cuyas entradas están constituidas por las entradas y salidas del 
sistema a observar y cuya salida es el estado estimado. 
. J z=f(x,u,y) 
z—tobs 1 x = h(u,y,z) 
tal que ¡|e|| = — ¡r|| 0 cuando t —» oo. 
(4.2) 
v u Sistema 
Swt 
u 
Figura 4.1 Esquema de Control Basado en un Observador. 
4.2 Observador de Alta Ganancia 
Considere el siguiente sistema no lineal con una sola salida 
x= F [y) x + G (x, u) 
y = Cx 
donde x e M", u € U C Rm, ¡ / é I , y 
/ 0 h(y) ••• 0 \ Í 9\{xi,u) \ 
92 {xi,x2,u) 
(4.3) 
0 0 
V 0 0 
fn—l(y) 
o / 
( 1 0 ••• 0 ) 
G {x,u) 
\ gn (x,u) J 
Hipótesis: 
HG1).- Existe una cíase de controles admisibles acotados u e U c mm, un conjunto 
K c irn que contiene al origen y dos constantes positivas ex. y (3 taies que para cada u € U y 
para cada salida y asociada a uy aun estado inicial x (0) € K se tiene 
HG2).- Las funciones fi,i = 1,2,..., n — 1, son de clase Cr, con respecto a sus argumen-
tos. 
HG3).- Las funciones <?¿, i = 1,2, . . . , n — 1, son globalmente Lipschitz con respecto a x y 
uniformemente en U. 
Considere la siguiente matriz simétrica definida positiva S, la cual es solución única de la 
ecuación algebraica de Lyapunov 
0 < a < |/j (s,y)\ < /?, i = 1,2, ...,n — 1 
es + ATS + SA = CTC (4.4) 
donde 
/ O 1 0 ••• 0 \ 
0 0 1 ••• o 
A = 
0 0 0 ••• 1 
V 0 0 0 ••• 0 / 
Sea T (y) la siguiente matriz diagonal definida como 
r (y) = diag ( l , f , (y),..., J ] ^ 1 U (y)) 
Ahora podemos establecer el siguiente resultado. 
Teorema 4.1 Suponga que el sistema (4.3) satisface las hipótesis HG1, HG2 y HG3. 
Entonces existe un 90 > 0 tal que V Q > 6oé, Vu £ U\ V x (0) e K y V x (0) eW el siguiente 
sistema 
: {£= F (y) x+ G (s, u) - S^G7 (Cx - y) 
con S = P (y) ,ST (y), S solución de la ecuación algebraica de Lyapunov (4.4) , es un obser-
vador exponencial para (4.3). Además, la dinámica de este observador puede hacerse arbi-
trariamente rápida. 
Prueba 
Sea y una salida asociada a la condición inicial x (0) € K y u € U. Por la hipótesis H1 
T (y) es invertible. Multiplicando ambos lados de (4.4) por T (y), tenemos 
dT (y) sr (y) + T (y) ATSV (y) + T (y) SAT (y) = T (y) CTCV (y) 
Es fácil verificar que 
CT{y) = G 
r (y)-1 Arfo) = F(y) 
y por lo tanto se tiene 
sr (y) sr (y) + F (y)T r (y) sv (y) + r (y) sr (y) F (Y) = GTC 
Recordando que S = T{y) SV (y), se obtiene 
OS -f F ( y f S + SF (y) = CTC 
Por otro lado, considere el error de estimación como e = x — x, y su dinámica dada por 
• x 
e = x — x 
= F(y)x + G (x, u) - S~lCT (Cx-y)-F{y)x-G (x, u) 
= F (Y) (x-X)+G (X, U)-G (X, U) - S~lCTC (X - x) 
Entonces, resulta que 
e= (^F(y)-S~1CTC^je + E 
donde 
H = G {x, u) — G (x, u). 
Sea A la matriz diagonal 
A = diag ( 1 i , ^ , . . . , — ^ ) n dimensión del sistema 
\ 9 9 8 J 
Un cálculo directo permite demostrar que 
5 = i A ^ A 
donde Si es solución de la ecuación (4.4) con 9 = 1. 
Definiendo el siguiente cambio de variable 
£ = r ( y ) A e , 
la dinámica de e está dada por 
E = F(y)Ae + r (y)Ae 
= r(y)A((F(y)-5"1CTc)e + H) + f (y) Ae 
= [r (Y) A r (Y)"1 ^ r (y) - r (Y) A r {y)-1 s^v (y)~l c T c ] A- 1 
+ r (y) A H + f (y) A A _ 1 r (y)^1 e 
= (AAA" 1 - A9A^S^A^V {y)'1 CtCA~1T (y)'1) e 
+V(y)A3+T(y)V(yy1e 
Ademas, se puede verificar que 
AAA-1 = 0A 
entonces, al remplazar la expresión anterior, se tiene que 
s = (AAA~1-9S¡;1A-1T(y)~1CfrCA-1T(y)-1)e 
+r( ¡ / ) A S + f ( y ) T ( y r 1 E 
También es posible verificar que las siguientes relaciones se satisfacen 
A _ 1 r ( y y l cT = cT c a ^ v (yy1 = c 
Por lo tanto 
1=-. (eA - esycTc) 6 + r (y) AH+ r fe) r fo)"1 e 
obteniendose que 
*= 0 (A - S^CTC) e + T(y) A H + f (y) V ( y ) " 1 £ 
Considere ahora la siguiente función de Lyapunov 
V {£) = eTSle. 
Entonces, derivando con respecto al tiempo 
y (e) = f S±£ + eTS1 E= 2eTS1 £ 
= [o ( A - s r ^ c ) e]T S l £ + ¿fSi [0 (A - SrlCTC) e] 
+2eTS1 [ r (y) A H + r (y) T " 1 (y)e 
= 6£t ( A t - CTCS^T) SlE + eeTsl (A - s 1 - 1 c T c ) e 
+2eTS1 r (y) AS+ r fo) R-1 (y)e 
d£T (ATSl - CTC + SiA - CTC) £ + 2£TS l r {y) A ~ + f (y) r _ 1 (y) £ 
= -e£Tsl£-e£1'C1'C£ + 2£lsl 
T/-iT, R(Y) AE+RFE) T~1{y)£ 
Tomando la norma de los términos apropiados 
v (e) = -ev (e) - 6 ||Ce|| + 2 | |S l £ | | | | r || A3| | + 2 | |S l £ | | | |f (y) T"1 (y) 
Teniendo presente además que 
n l 
^ E Í9i u ) - 9i 
Í=11? 
n 1 
< E ^ N 
<IVFCG||AE|| 
donde ko es la constante de Lipschitz más grande de G y e¿ — (^í? 0,..., 0) 
1020130099 
Entonces 
donde 
y definiendo 
II AS| | < Nkc ||Ae|| = NkG Hr"1 (y) T (y) Ae|| 
<Nka\\T-i (y)| | | |£ | | 
< NkGó llell 
Sup {r-1 (y)} 
t>0,z€K 
A 1 = sup (R(y)} 
t>0,zsK 
x2= Sup í r t ^ r - 1 ^ ) ) 
t>0,z€K 
como consecuencia se tiene 
V (e) < ~ev (s) + 2\1NkGó H ^ H ||e|| + 2A2 | |S l £ | | ||e| 
o en forma más compacta 
V(e) < - ^ ( e ) + (2A!ÍVW + 2A2)| |5ie | | |H| 
< ~[9~ {2\1NkG6 + 2\2)]V(e) 
Seleccionando 
$ — (2Ai NkG5 + 2A2) > M> 0 
se obtiene 
V{é)=V (£0) e - ^ í o ) 
lo cual expresado en términos de e resulta 
||e|| = Me"" ' ' - '0 1 
siendo M una constante que depende ||£0|| . 
4.3 Observador Basado en Modos Deslizantes 
4.3.1 Variedad Deslizante 
Una superficie o variedad, en el espacio de estados de un sistema dinámico, representa 
las relaciones entre las variables de estado que describen el comportamiento de un sistema. 
Si un sistema es forzado a restringir su evolución sobre una superficie dada, estas relaciones 
determinan un comportamiento dinámico que está definido por los parámetros de diseño y 
las ecuaciones que definen dicha superficie. Como consecuencia de esto, se obtienen nuevas 
propiedades para las trayectorias controladas, las cuales no están presentes en el sistema ori-
ginal. Para llevar estas trayectorias a un punto sobre la variedad, y más aún, para mantener 
la evolución de las trayectorias restringidas a la variedad, una técnica de control que lleva 
cualquier trayectoria hacia la variedad y la mantiene sobre de ella para todo tiempo posterior es 
la basada en modos deslizantes. Más precisamente, mediante una acción de control que con-
muta y que depende de la posición con respecto a la superficie se dirige a las trayectorias hacia 
la misma. Esta acción de control origina que la trayectoria sufra de transitorios de alta fre-
cuencia alrededor de la superficie definidos como "chattering o comportamiento de modos 
deslizantes. 
Entonces, la superficie sobre la cual evoluciona el sistema es referida como variedad 
deslizante o superficie de conmutación. Por regla general, la dinámica controlada puede ser 
idealmente restringida a la superficie mientras se adopten todos los aspectos geométricos nece-
sarios [51]. 
4.3.2 Definición de Movimiento Deslizante 
Considere un sistema dinámico no lineal 
(4.5) 
donde £ G Q, un conjunto abierto de IRn; la función de control u : R n —> R y es posiblemente 
de carácter discontinuo; y / , g son campos vectoriales suaves definidos sobre O con g (£) ^ 0, 
V £ e H. Sea s una función suave s : —• R, con su gradiente sobre íl diferente de cero. 
Entonces, el conjunto 
define localmente una sub-variedad regular (n — 1) dimensional en U, llamada por lo tanto 
variedad deslizante o superficie de conmutación. 
A partir del signo de la superficie de conmutación s (£), una ley de control del tipo modos 
deslizantes se define de la siguiente forma 
' u+ (f) for s (£) > 0 
U = { (O ^ (£) (4.6) 
^ vr ( 0 for s (£) < 0 
Las leyes de control por retroalimentación u + (£) y u~ (£) son funciones suaves de y 
sin pérdida de generalidad, se asume que satisfacen u+ (£) > u~ (£) sobre fl que representa el 
conjunto controles admisibles. 
Suponga que al aplicar la ley de control (4.6), las trayectorias del sistema (4.5) alcanzan 
Iocalmente la superficie conmutación $, y una vez que están en ella, su movimiento queda 
restringido a la vecindad de S. Podemos decir que el régimen deslizante existe sobre S cuando 
lim L(f+gu+)S < 0 lim L(f+gu-\s > 0 
s—• + 0 U ' a - > - 0 y ' 
es decir la razón de cambio de s (£) medida a lo largo del campo controlado, es tal que la 
trayectoria del sistema no permanece sobre la superficie sino que cruza de un lado a otro de 
esta, dependiendo de la acción de la ley de control (4.6). 
Ahora, sea ds la correspondiente forma uno para el gradiente de s (£), y recordando la 
relación funcional entre el producto escalar de vectores ( , ) y la derivada de Lie. La condición 
anterior se puede escribir de manera equivalente a 
lim (ds, f + gu+) < 0 lim (ds, f + gu~) > 0 
s — * + 0 v ' s—»—0 ' 
lo cual muestra que sobre S, las proyecciones de los campos vectoriales controlados / + gu+ 
y f + gu~ sobre el gradiente a s son opuestos en signo, y por lo tanto, los campos controlados 
apuntan hacia la superficie S (Fig. 4.2). 
Esta idea es aplicada al diseño de observadores, donde nuestra superficie de conmutación 
estará determinada por el error de estimación. El objetivo de este diseño es restringir las trayec-
torias del error de estimación a la variedad y mantenerlas ahí para todo tiempo posterior, lo cual 
contribuirá a una adecuada estimación del vector de estado. 
f+g<í 
S(S)=0 
S > 0 
S < 0 
f+ gu-
Figura 4.2 Régimen Deslizante sobre una Superficie de Conmutación. 
Ahora consideremos la clase general de sistemas no lineales descritos con anterioridad 
(4.5), y suponga que existe una transformación de coordenadas tal que al sistema (4.5) es posi-
ble llevarlo a la siguiente forma triangular 
¿1= +01 (Zi) 
E NL X i~= xi+1 +g{ {xu...,xt) (4.7) 
Xn= f{x)+9 (z) U 
L y = x i 
donde / , p y ¿ = 1,..., n — 1, son funciones C00 , Además, considere las siguientes hipótesis 
Ll).- Sea i e 1, ...,n — 1. Existe un conjunto Q* c W y una constante estrictamente 
positiva X\ tal que 
donde 
|gi (xi, ...,Xj) - gz (yi, ...,yì)\ < X\ ||xi - yx, - y{|| 
V(xi, ...,x<,yi, ...,yi) e x Qi 
n—1 
= xW1-1-' i = 1,2...,n — 1. 
i=i 
L2).- Sea (x, í j e í l x f i . Existe un A0 £ y un 6 tales que 
| | / ( x ) - f{x) + {g(x)-g(x))u\\ < A0 + 7i \\x - x\\ Vt > 0. 
Teorema 4.2 Considere el sistema en forma triangular (4.7) y que las hipótesis L1 y L2 
se satisfacen. Entonces el siguiente sistema [4] 
X\= % + 0i (#i) - fcisign - ^i) 
Y^-t- : i + %i)-kisign{xi-xi) /obs 
xn= f(x)+g (x) u - knsign (xi - Xi) 
es un observador de estado para (4.7). Además, definiendo el error de estimación como 
e = x — x 
obtenemos el siguiente sistema dinámico 
' é i = e2 - /c1sign(e1) 
(4.8) 
et= el+i + gl - gì (xa, ...,xz) - Ansigli (ei) (4.9) 
f ( x ) - f (x) + [g (£) - g (x)] u - knsign (ei) 
el cual es asintoticamente estable. 
Prueba 
Nuestra meta primeramente es mostrar que Xi — x\ = 0, í > 0. Con este propósito se 
selecciona la siguiente función candidata de Lyapunov 
cuya derivada con respecto al tiempo está dada por 
• • 
V I = EI EI 
= e\ (e2 - fcisign(ei)) 
= e:e2 - kieisign(ei) 
= exe2 — h |ei | . 
Recordando además la siguiente desigualdad 
\a + b\ < |a| + |6| 
se obtiene como resultado 
Vi< | e i | ( - fc i + |e2|) 
Ahora, si seleccionamos ki de tal forma que la siguiente desigualdad se cumpla 
* 1 > W m a x t > o 
y tal que xi (0) = X\ (0), entonces se tendrá 
e1= ei = 0 t > 0 
obteniendose finalmente (para una expliación más detallada de sign(e)e<? vease apéndice D) 
62 s i g n ( e i ) - = k l 
Por lo tanto, reescribiendo el sistema (4.9) se tiene 
• < 
e 1 = 0 
e2= e3 + í?2 (xi,x2) -92 {xi,x2) -
e¿= +g{ {xu...,xt) - & (x1, ...,xt) - f*e2 
e«= / ( £ ) " / (a:) + Í9 {x) ~ 9 0*0] u ~ fees 
es decir 
E, 
ei= 0 
e= Ae + 
donde 
( 92 - 92 \ 
9i ~ 9i 
V Af + Agu ) 
/ 1 0 
Ì1 
- I a 0 1 
0 o h 
\ ~kt 0 0 
donde las fc¿, i = 2,..., r? 
que el polinomio 
0 \ 
0 
1 
o y 
9i ~~ 9i , 9i= 9z 
representan las ganancias del observador, y se seleccionan de tal forma 
sea Hurwitz, y de modo que todas sus raices sean distintas. En este caso A puede ser dia-
gonalizada usando una matriz B, tal que r¡ = Bey A = BAB~l. Ahora considere la función 
candidata de Lyapunov V = rjTPr] donde P es solución de la ecuación de Lyapunov 
PA + ÁTP = -Q ( 4 . 1 1 ) 
para alguna matriz Q > 0. 
Por lo tanto 
V= -T]TQr] + 2r¡TPB 
( 92 - 92 \ 
9i ~9i 
\ A / + Agu J 
Aplicando la norma de manera apropiada obtenemos la siguiente desigualdad 
V= ~r)TQrl + 2 ||r/|| A m a x ( P ) ||P|| || ( — 92 ... 9r-gí ... Af + Agu ) 
Sea el conjunto 
Ai = m a x ( A 0 , 7 1 ) ||P|| • | ¡ B _ 1 | | 
esto nos lleva a 
V = - (Am in ( Q ) - 2 v / í r ^ l A m a x ( P ) A i ) ||í?||2 + 2 A m a x ( P ) ||P|| A0 
y a partir de esta desigualdad se debe garantizar que 
es decir 
Amin ( Q ) ~ 2y /n - l A m a x ( P ) Ai > 0 
X / ^inin (Q) 
2 y / n - l A m a x ( P ) 
Por otra parte, de [26], es conocido que la relación es máxima cuando 0 = 1. Por 
lo tanto, de aquí en adelante, consideraremos Q = I. Más aún, para asegurar que 
Xi < — - / = = -
- 2y/ñ — l A m a x ( P ) 
seleccionaremos las ganancias i = 2,3,..., n tales que 
min { |oj |} 
Ai S — / — 
y/n - 1 
donde aj j = 1,2,..., n — 1 denota las raices del polinomio (4.10). 
En realidad cuando todas estas raices son distintas, se sabe que 
Amax (-P) < —: n—íT-2min {|Q¡j|} • 
Luego, bajo estos argumentos se deduce que V< 0 cuando 
1131 > C 
donde 
c = 2Amax (P) A0 
1 - 2 ^ ^ ^ I A m a x (P) Ai 
Esto significa que e converge a la esfera 
| g l | < U Q ( 
1 V ^ m i n ( P ) 
Por lo tanto, dado cualquier C > y j ^ f p j C existe un tiempo finito T tal que para todo 
t, > T, se tiene 
l|e|| < C* 
Note ahora que podemos obtener también la siguiente desigualdad 
"WOT1 P(O,LH• 
Entonces, las condiciones iniciales &2 (0) (0) , ...,en (0) se podrán seleccionar de tal 
manera que la siguiente desigualdad se cumpla 
F ( 0 ) | | < 2 r ( n ) (4.12) 
donde r (Q) denota el radio de la esfera más grande contenida en O. 
Finalmente, a manera de resumen, si las hipótesis L1 y L2 se satisfacen, y seleccionando 
i) Las ganancias ki} i = 2,3,..., n — 1 tal que: 
min{ |a j |} 
A l - — / i y/71 — 1 
donde j = 1,2,..., n — 1 son todas reales y distintas. 
ü) Las condiciones iniciales e (0) tal que (4.12) sea satisfecha. 
iii) La ganancia kx tal que 
Amin (P) 
Entonces e (t) tiende a 0, V í > 0 y e(t) converge a la esfera 
después de un tiempo finito T. 
Ahora, considere el caso especial cuando para la clase de sistemas no lineales descritos 
por (4.5) existe una transformación de coordenadas tal que este sistema puede ser llevado a la 
siguiente forma triangular 
v 
Xi= X2 
i— 2-i+l 
XN= F (XYU) 
L y = xi 
(4.13) 
Entonces, el siguiente sistema es un observador basado en modos deslizantes para (4.13) 
5?i= x2 — fcisign (xi — Xi) 
V : 'obs X{= — fcjSÍgn(xi - Xi) 
(4.14) 
_ xn= f (x, u) - knsign ( í i - X!) 
La dinámica del error de estimación (e = x — x) está dada por 
e 1 = = e 2 - fcisign ( e j 
E: { ¿ i - e i + i - fc¿sign (ei) P.Trrtr ' 
en=-. A / ( - ) - / c n s i g n ( e i ) 
(4.15) 
donde 
Ahora, consideremos las siguientes hipótesis. 
L3).- En lugar de la hipótesis L2 dada para el teorema anterior; ahora asumimos que 
g (•) = A / (-)lei=o es globalmente Lipschitz es su primer argumento , i. e. \g (z)| < k ||x|| . 
L4).- Sea Pn la nth columna de la matriz P solución de la ecuación de Lyapunov (4.11), 
entonces la siguiente desigualdad se cumple 
Teorema 4.3 Considere el sistema (4.13) y asumiendo que L3 y L4 se satisfacen. En-
tonces, para las condiciones iniciales (x (0), x (0)), el sistema (4.14) es un observador para 
(4.13), y el estado estimado x converge hacia el estado x asintoticamente. 
Prueba (bosquejo). Considere la siguiente función de Lyapunov 
cuya derivada con respecto al tiempo está dada por 
• • 
Vi = ei e1 
= (e2 - fcisign(ei)) 
= e\t2 — k\ |ei| 
< | e i | ( N - A : i ) 
Si seleccionamos k\ de tal forma que1 
fci > le2|max t>tci ( 4 . 1 6 ) 
Si (4.16) se satisface y del hecho de que x\ (0) = x\ (0) entonces se asegura la convergen-
cia en tiempo finito (¿cl) , es decir 
e\~ e\ = 0 t > tCl 
1tí¡ denota un t iempo de convergencia inicial 
lo cual implica que 
sign (ei)e3 = Y t>tCl 
Así para t > tci, la dinámica del error (4.15) adquiere la forma 
&!= 0 
• h 
&i= ei+i — -T-e2 ki 
i = 2,..., n — 1 
en= A / (•) — ~T~e2 
f\jÁ 
Esto es, de modo equivalente 
de 
— = Ae 
dt 
/ 0 \ 
0 
V A / ( • ) / 
donde e = (e2, ..•, en)T. Sea V = e7Fe, donde P es solución de (4.11), cuya derivada está 
dada por 
/ 0 \ 
0 
V= erATPe -h ¿rpAe + 2^P 
V A / ( • ) } 
Entonces, a partir de la hipótesis L3, resulta que 
v < -m2+2\\m\pj(\A¡(-)\) 
< - I|e1|2 + 2k llêll2 llPnll 
= _ ||e||2 + 2trP 
/ 0 \ 
0 
V g{e) ! 
< — (1 - 2k ||Pn||) ||e]| 
donde g (e) < k \\e\\, y P n es la nth columna de la matriz P . Finalmente, de L4, se tiene que 
V< 0 
Esto asegura que e decrece hacia cero. 
Ahora presentamos una variante de la técnica basada en modos deslizantes, la cual consti-
tuye el resultado principal de este capítulo. 
Teorema 4.4 Considere el siguiente sistema no lineal 
Xi- xi+i + gi (xi,x2, ...,Xi,u) i = 1, ...,n - 1 
T , : 
xn— gn (xi, x2, •••> xn, u) 
V y = x i 
(4.17) 
donde gi (xj., x2, •••, u) es continuamente diferenciable con respecto a X{ y Lipschitz, y tal 
que gi(xi, x 2 , . . . , 0 ) = 0, para cualquier i € {1,2,...,n}. La entrada u está acotada. 
Entonces, el siguiente sistema es un observador basado en modos deslizantes para (4.17) 
Q SM 
Xi= xi+i +gi (xi,x2> ...,Xi,u) + fcíSign (x¿ - xt) i = 1, ...,n - 1 
Xn= 9n (xi,x2,...yxn,u) + fcnsign (xn ~ xn) 
donde 
XL = Xi 
Xi = x, + ^_isign(x,_i - £í_i) , 2 < i < n . 
Sea el error de estimación definido como e = x — x, cuya dinámica está dada por 
ei= e2 + gi (xuu) - gi (xi,u) - kisign(x1 - xi) 
e2= e3 + <72 [xi,x2,u) - 92 {xi,x2,u) - fciSÍgn(x2 - x2) 
&SM • < (4.18) 
en-i= en + gn-i(x\,x2, ...,xn_i,u) - g ( x x , x 2 , 
-fc¿sign -xn-i) 
en= gn (xi,x2, . . . ,xn ,u) - gn (xi,x2 , . . . ,x„,u) - fcnsign(xn - xn) 
En particular; la convergencia del error de observación puede ser arbitrariamente pe-
queña, con una selección adecuada de la matriz K [7]. 
Prueba 
Puesto que la entrada u está acotada, el estado x no escapa a infinito en tiempo finito. 
Como consecuencia de esto, también el error de estimación de estado permanece acotado en 
tiempo finito. 
Considere la primera ecuación del sistema del error de estimación (5.17) (cuando i = 1) 
" i = e2 +51 (xuu) -gi (xuu) - fc¿sign(£i - í i ) 
Por otro lado, sea 
= =i4 
Entonces, derivando con respecto al tiempo y al remplazar las expresiones adecuadas, te-
nemos 
Vi = ei {e2 + gi (%i,u) - gl (xi,u) - fcisign (xx - xx)) 
= ei (e2 + Li |ei| - fcisign(ei)) 
< |ex| (|e2| + Li | | — |&i|). 
Si seleccionamos ki de tal forma que la siguiente desigualdad se satisfaga 
Ifci I > Ifiol + Li leí I I i\ ^ l^lmax 1 1 I ilmax 
entonces, resulta que 
Vi<0 . 
Más aún, si después de un tiempo ti , el error de estimación permanece igual a cero (es 
decir ei = 0 (éx= 0)), se tiene que 
fcisign (reí - x-C)cq = e2 
y por consecuencia 
x2 ~ x2 + kisign (ei) = x2 + e2 — x2 + x2 ~ x2 
= X2. 
De modo que ahora la dinámica del error de estimación es igual a 
e 1 = 0 
e2= e3 + g2 (xux2,u) - g2 (xx ,x2,u) - /CjSÍgn(x2 - x2) 
e s M : » • 
e n-1= en + gn-1 • xn—\: tí) - gn-i ( í i , í 2 , . . . ,xn_i ,u) 
- fc¿sign(2:n_i - í n _ i ) 
Cn= gn(xi,x2,...,xn,u) - gn (xi,»2> •••}xnyu) - fcnsign ( í n - xn). 
Ahora, consideremos el caso cuando i = 2, con la función de Lyapunov 
Si la condición kx > |e2 |max + |ei|max se mantiene para t > íi , tenemos que e\ = 0 y 
£2 — A;1sign(éi) = 0, por lo tanto obtenemos 
V¿ = e2 (e3 + 0 1 (x1,x2,u) - (xi,x2,u) - k2sign(x2 - x2)) 
= e2 (e3 + Li |ci| + ¿ 2 |e2| - /c2sign(e2)) 
= e2 (e3 + L2 \ e2\ - k2sign(e2)) 
< \e2\(\e3\+L2\e2\-\k2\). 
Consecuentemente e2 tiende hacia cero en tiempo finito t2 > ti si 
N > M m a x + L 2 M m a x 
Entonces, se obtiene 
V2< 0. 
Más aún, si después de un tiempo t2, el error de estimación permanece igual a cero, es 
decir, ahora e2 = 0 (e2= 0), se tiene que 
fc2sign {x2 ~X2)eq = c3. 
Entonces, resulta 
x3 = + k2sign (e2) = x3 + e3 = + x3 - x3 
= x3. 
Además, de V2 se nota que el error de estimación es estrictamente decreciente durante el 
período de tiempo [í1} í2]. Esto implica que la condición sobre k\ se cumple después de t\ si se 
cumple antes de t\. Más aún, como la entrada permanece acotada durante el período de tiempo 
[0, t2], y de la estructura de la dinámica del error de estimación e también permanece acotado, 
como consecuencia x también permanece acotado. 
Ahora, analicemos el caso para i = n. 
Al tiempo tn-1 y durante este tiempo = Q, j < n. Así la dinámica del error de estimación 
está dada por 
©sm : < 
e i = O 
e 2 = 0 
é n - i = O 
e«= 9n {x1,x2,...,xn,u) - gn {xux2, ...txn,u) - fcnsign(a;ri - xn). 
Usando la siguiente función de Lyapunov 
n , -.2 
V n 2 
i = l 
puesto que e3 = 0, para toda j < n, se obtiene que 
Vn Cn ^-n 
= en (Ln |e„| — &„sign(en)) 
< \en\ [Ln |en| - \kn\]. 
Finalmente, si seleccionamos kn de tal forma que la siguiente desigualdad se cumpla 
\en\ < 
| kn 
Tr 
(4.19) 
entonces, se tiene 
0. 
Por lo tanto en tiende a cero en tiempo finito tn > £n_i, para cualquier kn tal que (4.19) se 
satisfaga, si todas las condiciones sobre k3 para j < n son satisfechas después de t n _i , donde 
las k'-a están dadas por 
s11 + k ^ ' 1 + • • • + k2s + ^ (4.20) 
de tal forma que (4.20) sea Hurwitz. 
Por lo tanto, la dinámica del error de estimación permanece acotada 
4.4 Resultados de simulación 
En esta sección, se presentan los resultados de simulación para el modelo reducido del ge-
nerador síncrono (2.43 — 2.45) mostrado en el capítulo 2. La ley de control utilizada para efec-
tuar estas simulaciones, está basada en la técnica de linealización por retroalimentación de es-
tado (3.15) , desarrollada en el capítulo 3 y obtenida a partir del modelo reducido pero aplicada 
al modelo completo. Esta ley de control es implementada en base a los estimados de los difer-
entes esquemas de observadores considerados en esta parte, primeramente bajo condiciones 
normales de operación (Figs. 4.3 — 4.5). Posteriormente, una perturbación es introducida mod-
ificando el par mecánico Tm, para mostrar la robustez de los algoritmos aquí implementados 
(Figs. 4.6 — 4.8). Finalmente, se presenta el desempeño obtenido cuando existe ruido a la sal-
ida (Figs. 4.9 — 4.II)2 . Un cálculo directo permite verificar, de acuerdo con la Def. 4.1, que el 
modelo reducido del generador síncrono satisface la propiedad de observabilidad. 
O 0 . 2 O.* 0 . 6 0 . 6 1 1 .2 1.4 
Figura 4.3 Angulo del Rotor y sus Estimados. 
Figura 4.4 \felocidad Síncrona y sus Estimados. 
1 - Señal Real. 
2 - Observador Alta Ganancia. 
3 - Observador Modos Deslizantes. 
4 - Observador Propuesto. 
Figura 4.5 Voltaje Transitorio en el Eje de Cuadratura y sus Estimados. 
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Figura 4.6 Angulo del Rotor y sus Estimados con Variación en los Parámetros. 
-3 ,4 
Figura 4.7 \felocidad Síncrona y sus Estimados con Variación en los Parámetros. 
Figura 4.8 Voltaje Transitorio en el Eje de Cuadratura y sus Estimados con Variación en los 
Parámetros. 
Figura 4.9 Estimados del Angulo del Rotor con Ruido a la Salida. 
Figura 4.10 Estimados de la Velocidad Síncrona con Ruido a la Salida. 
Figura 4.11 Estimados del Voltaje Transitorio en el Eje de Cuadratura con Ruido a la Salida. 
En las Figs. 4.3 — 4.5 se muestra la respuesta del sistema, bajo la acción de la ley de control 
(3.15) obtenida en el capítulo 3, e implementada en base a los estimados de los diferentes 
observadores, bajo condiciones normales de operación. Como se puede observar de estas, el 
comportamiento de los observadores basados en la técnicas de modos deslizantes son muy 
similares. 
En las Figs. 4.6 — 4.8 una perturbación ha sido introducida al sistema, donde el par 
mecánico Tm ha sido modificado de un valor inicial de Tm = 1 a Tm = 0.9 durante el intervalo 
de tiempo de 2-2.1 segundos. 
Cuando al sistema se le introduce una señal de ruido a la salida, una diferencia notable 
se observa (Figs. 4.9 — 4.11). En particular, el observador de alta ganancia presenta una am-
plificación del ruido en los diferentes estimados. El observador propuesto en el Teorema 4.4 
presenta un rendimiento ligeramente mejor al efectuado por el observador basado también en 
modos delizantes del Teorema 4.2. 
Capítulo 5 
Sistema Multimáquina 
5.1 Introducción 
El estudio de estabilidad de generadores síncronos en sistemas de potencia puede ser di-
vidido en dos partes: estabilidad transitoria y estabilidad dinámica, las cuales en ambos casos 
son afectadas por las perturbaciones que actúan sobre el sistema, y las cuales además pueden 
ser clasificadas en grandes o pequeñas (ver [42]). La estabilidad dinámica tiene que ver con el 
comportamiento dinámico del sistema en respuesta a perturbaciones pequeñas, mientras que la 
estabilidad transitoria está relacionada con la capacidad del sistema para responder a grandes 
perturbaciones y que se presentan repentinamente. El diseño de controladores de excitación es 
una de las principales técnicas para mejorar el desempeño dinámico y la estabilidad del sistema 
ante grandes perturbaciones. Como resultado de esto, un gran número de investigadores han 
conducido sus esfuerzos en esta dirección durante la década pasada. 
En los últimos años, muchas investigaciones se han enfocado al mejoramiento de la esta-
bilidad dinámica de los sistemas de potencia. Y si bien actualmente reguladores de alta ganacia 
en el voltaje y sistemas de excitación de alta velocidad pueden ser utilizados para mejorar la 
estabilidad transitoria, mediante el incremento del torque de la máquina, los efectos de estos 
sobre el amortiguamiento en el torque son muy pequeños o incluso perjudiciales, provocando 
inestabilidad dinámica [15, 43]. Entonces, el estabilizador del sistema de potencia es utilizado 
para proporcionar un amortiguamiento al torque de la máquina síncrona mediante una señal de 
estabilización adicional al controlador de excitación. 
Además, las redes eléctricas están siendo incrementadas en gran manera, es decir, sus líneas 
de transmisión están siendo forzadas a operar a altos niveles de transmisión, debido a razones 
económicas y/o ambientales. Por lo que estrategias de control que interactúen con todas estas 
características cada vez son más difíciles de implementar. 
Anteriormente, diferentes teorías de control, tales como la teoría de control clásica [15], 
control óptimo [6], el control de estructura variable [12, 23, 24] y la teoría de control adap-
table [13, 21, 55], han sido utilizadas para diseñar estabilizadores de sistemas de potencia con 
alto rendimiento. Los estabilizadores basados en las técnicas anteriores, han desempeñado y 
continúan desempeñando un papel muy importante en el incremento de la estabilidad dinámica 
de los sistemas de potencia. Un aspecto muy común de estos estabilizadores es el uso de mod-
elos matemáticos linealizados para el diseño del control. Sin embargo, los sistemas de potencia 
actuales son siempre no lineales. 
La linealización alrededor de un punto de equilibrio es un procedimiento frecuentemente 
utilizado en sistemas de potencia para poder tener un modelo matemático adecuado. Pero, 
puesto que, el modelo lineal es solo un aproximado del modelo real, este tipo de controladores 
tiene un desempeño limitado cuando las condiciones de operación cambian. Aunque el control 
adaptable tiene la capacidad de efectuar un cambio en las condiciones de operación del sistema, 
el uso apropiado de la técnica de identificación es otro problema difícil de resolver [40]. 
Por lo anterior, los resultados que se pueden obtener con modelos linealizados no resultan 
adecuados cuando las condiciones de operación cambian repentinamente. Por lo tanto, si la 
estabilidad transitoria o el rendimiento del sistema son una cuestión importante para el análisis, 
es necesario considerar entonces un modelo de sistema no lineal. Así, una ley de control basada 
en un modelo no lineal del sistema de potencia, resultará más efectiva para un un amplio rango 
de pequeñas perturbaciones presentes en el sistema. 
Trabajos sobre estabilización mediante control no lineal para sistemas de potencia han sido 
realizados (ver por ejemplo [37, 46]). En [37], se diseñó un control utilizando la técnica de linea-
lización por retro al ¡mentación, sin embargo, esta ley de control requiere de una información 
global del vector de estados y un conocimiento exacto del sistema de potencia. Por otra parte, 
en [46] el estudio se enfocó en el desarrollo de un control robusto descentralizado que estabilize 
al sistema de potencia ante perturbaciones presentes en algún lugar, mediante la introducción 
de un diseño no lineal. 
En este capítulo, retomamos la estrategia de control desarrollada en [37], para el caso mul-
tivariable. El problema de estimación del vector de estado, que permitirá implementar la ley de 
control multivariable propuesta, será una extensión al caso multivariable del observador pro-
puesto en el capítulo anterior mediante la técnica de modos deslizantes. Finalmente, resultados 
de simulación son presentados cuando el esquema de control basado en el observador modos 
deslizantes es aplicado a un modelo matemático de un sistema multimáquina. 
5.2 Modelo Matemático 
Iniciemos la descripción del modelo matemático de un sistema multimáquinas con la ecuación 
que describe el comportamiento de la dinámica del rotor para una máquina (2.19) 
6 = 9t — uot. 
Derivando con respecto al tiempo, tenemos 
• • 
$ = ST -OJQ 
— 10 — OJQ. 
Entonces, para n máquinas resulta que la dinámica del ángulo del rotor está dada por 
6t = LOi-uj0, i = l,...,n. (5.1) 
Por otra parte, del análisis para una sola máquina la ecuación de balanceo (2.18) está dada 
por 
?H • • 
— 6 = Pm-Pe. wo • 
Sin embargo, para, compensar el efecto de amortiguamiento, se introduce un término adi-
D • 
cional — <5 en la ecuación de balanceo, obteniendose 
u 0 
OH •• D • 
— ó f-ó=Prn-Pe. 
Expresando la ecuación anterior en términos de la velocidad síncrona, resulta 
2 H . D , , n iO H (W - Wu) = Pm - Pe COQ UJ o 
= — {-D{u>-Uo) + U>o(Pm- Pe))> lti 
donde 
Pm representa la potencia mecánica. 
Pe es la potencia eléctrica producida por la máquina. 
Finalmente, para n máquinas resulta que 
= o77~ (~Di ~ ^o) + ^o [Pmi ~ PeJ) i - 1, n. (5.2) 2 ti i 
Ahora, para obtener la ecuación que describe el comportamiento eléctrico del sistema mul-
timáquinas, recordemos las siguientes definiciones dadas también para el análisis de una sola 
máquina (2.22) 
Efq = Eq = Ladif Ef = ^ e , T>0 = ígt. (5.3) 
L f f Rj Hf 
Entonces, derivando la primera de las definiciones anteriores, se tiene 
Lgd 
' f f 
E,= ^ ^ • 
Recordando además que 
tf)f= e¡ - R f i f , 
la ecuación dinámica para el voltaje transitorio en el eje de cuadratura resulta de la forma 
Eq= J~ (e, - R f i f ) -L f f 
L f f Ahora, multiplicando ambos lados de la ecuación anterior por — s e tiene que 
Rf 
Lff •' Lad . Eq= f ~ Ladlf1 
de donde resulta 
• ' 
Tdo Eq= Ef - Eq. 
Finalmente, la ecuación eléctrica para el sistema multimáquinas está dada por 
E q = ^ r { E h ~ E q i ) ¿ = l , . . . ,n . (5.4) 
A partir de las relaciones de voltajes y flujos para una sola máquina (2.15,2.20) 
e¿ = ipd ~ Rsid 
eQ = $q - RsÍq 
Tpd = -Ldid 4- Ladif 
Ipq = --¿Vg V»/ = ~Ladid + L f f i f , 
se desea encontrar la relación entre el voltaje en el eje de cuadratura y su transitorio. 
• • 
Si en estado estable los flujos permanecen constantes, es decir ipd=ipq= 0. Además, al 
considerar que Rs = 0, entonces el voltaje eq será dado por 
eq = ipdoj 
= —Ldíüid + Laduif, 
lo cual, de acuerdo con las definiciones anteriores (5.3), resulta que 
eq = -Xdid + Eq. (5.5) 
Por otro lado se tiene 
eg = ipdLü 
= -Ldioid + LadoJÍf 
= —Ldíüid + Laduj ^ — 1 
L f f J L f f 
= ~X>did + E'q, 
por lo que eq ahora está expresado como 
eq = -X'did + E'q. (5.6) 
Igualando las ecuaciones (5.5) y (5.6) para el voltaje eq, se tiene 
eg = -Xdid + Eq = -X'did + E'q. 
Finalmente, Eq está dado por 
Eq = {Xd-X'd)id + E'q. (5.7) 
Ahora, se procede a determinar las expresiones para la potencia eléctrica Pe y el voltaje en 
el eje de cuadratura Eq. 
Por definición, la potencia eléctrica está dada por 
Pe = Re [(E'ql5) r] 
donde 
I* = Y*E'q\ 
Y* = G — jB, 
I* es el conjugado de la corriente. 
y* es la admitancia compleja conjugada, G la conductancia y B 
la susceptancia. 
E'* es el conjugado del voltaje interno transitorio en el eje de cuadratura. 
Al remplazar las expresiones anteriores, la potencia eléctrica para un sistema multimáquinas 
queda determinada por 
Pei = R e[E'qXS¿*] 
= R 
= Re 
= Re 
n 
EtqiY,(Giá-jBij)E'g.¿6i-6j 
3=1 J 
E'qi\(Gil-jBii)E'qi+ ¿ (Gij — jBij) E'q.Z6i — t^ 1 
l ) 
= E'q?Gü + Re 
ti 
de la bien conocida relación 
~ ^ = KK (cos & - + ¿sen - « ) • 
Para la potencia eléctrica, resulta que 
Pei " E'jGti + Re 
n 
£ (Gij - (eos (ó, - «y + .?sen (ó, - ¿y) 
n 
= E ^ ^ - ( ^ c o s ^ - ^ J + ^ s e n ^ - ó , ) ) . 
Sin embargo, debido a que en general las reactancias en las redes eléctricas son inductivas, es 
común en la práctica considerar las conductancias iguales a cero, i.e. G^ = 0 para todo i,j. 
Finalmente, en base a la consideración anterior se obtiene 
u 
- E'q¡ E E'q.Bl3 sen (6t ~ Sj). 
3=1, 
(5.8) 
Ahora, se procede al desarrollo de la expresión para describir el voltaj e en el ej e de cuadratura, 
que como se mostró anteriormente, está determinado por (5.7) 
Eq = (Xd-X!á)Id + E'q 
donde 
l¿ — YE'q, Id es la corriente en el eje directo, 
Por lo tanto, para la corriente en el eje directo, se tiene 
h t = Irn 
Lj=I 
y puesto que 
Yij ^ í j > ^ ^ 3•> 
Id, = Im 
- Im 
E'qi(Gtí+jBii)¿6ii- ¿ (Gl3 + jB,,) E^XS^ 
E'qi (Gu + jBü) - J2 % + {eos (%) + jsen (Sl3)) 
3=1,^3 
= E'qiBu — E E'% ((?¿jsen + Bij eos (<5y)), 
donde ¿^ = — ój. 
Partiendo de la consideración de que todas las conductancias son iguales a cero (Gij = 0), 
se tiene que 
n 
Idi = E'qiBa — J2 E'qiBtJcos{6t-63). 
Por lo que el voltaje en el eje de cuadratura para un sistema multimáquinas está dado por 
Eq = E'qi + (Xdi - X'd¡) (E'qiBü - ¿ E'qBÍ3 eos (Si - ¿> A (5.9) 
V J=IMJ J 
Además 
Qei = -E'^ ¿ Eq.jBij COS (6.t — Sj) (5.10) 
hi = E E'^smiS.-S,), 
las cuales pueden ser deducidas como se hizo para Pei e Id i . 
A manera de resumen el modelo matemático para un sistema multimáquinas está descrito 
por (5.1,5.2 y 5.4) [53] 
Si <¿>o 
II 
£ 
^ 
(-Di (ui-uo)+üj0(Pmi-Pe¡)) 
• ' 1 
T" (Efi - Eqi), 
donde (5.8,5.9 y 5.10) 
n 
Pe, = E'qi E^BijSQn (5z — (5/) 
j=i 
n 
Eqi - E'qi - (xdi - x'di) E'qjBv cos - 83) 
n 
Q* = Y , E'q]BZJ cos (6,-6,) 
n 
/gi - Y1 E'^Bi-jStn (6i - 6:¡). 
5.3 Control 
Considere la siguiente clase de sistemas no lineales, la cual está compuesta de la inter-
conección de ra subsistemas descrita por 
• m 
/ (s) + £ 9i ( x ) ui 
y = h(x) 
donde x € IRn es el vector de estado, u € ]Rm representa el vector de control, y 6 Mm es el 
vector de salida, y los elementos del vector / y la matriz g son funciones suaves en todos sus 
argumentos. 
Ahora, para el diseño de la ley de control basada en retroalimentación de estado, intro-
duciremos primero algunas definiciones y resultados los cuales nos permitirán el diseño de esta 
ley de control multivariable [25]. 
Definición 5.1: Un sistema no lineal multivariable de la forma (5.11) tiene grado relativo 
{ri, r2,..., rm} en el punto x° si: 
Lg.Ljhi {x) = 0 
V ¿ < j < m,para k < — 1, V 1 < ¿ < m, y V x en una vecindad de x°. 
íi) La matriz 
a (x) = 
f LgiLr/~%(x 
LgiLj h2 ( x 
.. L^Lj-'h.ix) \ 
• • L9mLJ-lh2{x) 
T jrm-1 \ L9lLf hm(x) ... LgmL
rf lhm{x) ) 
a (x) € timxm. ^ ) (5.12) 
llamada matriz desacoplante, es no singular en x = x°. 
Nota 5.1 Normalmente, el grado relativo total (rd) del sistema (5.11) está dado por 
rd = r-i + r2 + . . . -I- rm. 
Sin embargo, como en este trabajo solo consideramos subsistemas de iguales dimensiones (i.e. 
r = ri = r2 = ... = rm). Por lo tanto, el grado relativo en este caso está dado por 
rd = r • m 
5.3.1 Transformación de Coordenadas 
Ahora, para el diseño tanto de la ley de control como para el observador, que se desarrollará 
más adelante, considere el siguiente cambio de coordenadas para el sistema (5.11) dado por 
= 2 = cól(zuz2,...,zr) z £ R", ^ € Rw 
donde 
zi = col [hi,h2,...,hm) 
z2 = col ( L f h u L f h 2 , • • •, Lfhm) 
zT = col (LTflhi,LTflh2,...,Lrflhm) 
Usando, el cambio de coordenadas antes descrito, obtenemos el siguiente sistema transfor-
mado en términos de las nuevas coordenadas y con una representación de r bloques en la forma 
donde 
Or 
¿2 
2 = 
A = 
B (z, u) = 
z= Az + B(z,u) 
V = zi 
í Zjm~(m— 1) ^ 
Zjm~ (m—2) 
\ Zr / 
l mxm ¿mxm ^mxm 
Omxm Omxm ^mxm 
\ Zjm J 
Orn y m • . . Ojyi 
0 m 
3 = 1 ,2, . . . , r 
^mxm ^mxm 0 m X m 
\ Omxm 0mxm Omxm 
0 o . . . o \ 
o o . . . o 
ím V m — 
mxm 
Omxm / 
( i o 
0 1 
o o . . . o / 
\ 
I I ' / \ L 
Omxl 
o \ 
o 
V o o . . . 1 J 
/ Omxl
Omxl 
V br (z,u) } 
nnxl Omxl — 
O 
Voy 
(5 .13 ) 
bT{z,u) = b(z) + a (z) u b{x)=co\(Lyh1{x)iL^h2(x),...,Lrfh7n(x))(5.U) 
Nota 5.2 A partir de la transformación de coordenadas z = y de o (x) y 6 (x), es 
posible obtener las expresiones para a [z] y b (z). 
Para la clase de sistemas no lineales descritos en la forma (5.13), se desea construir una 
ley de control desacoplante linealizante. Sin embargo, en muchas situaciones debido a que, 
como se mencionó antes, el vector de estado no está completamente disponible, se hace difícil 
la implementación de la ley de control diseñada. Por lo tanto, para resolver este problema se 
propone el diseño de un observador basado en la técnica de modos deslizantes, para estimar 
los estados no medibles del sistema, e implementar la ley de control diseñada en base a estos 
estimados. Este tema será tratado en la siguiente sección. 
5.3.2 Diseño de la ley de Control 
Ahora introduciremos el siguiente resultado que permite el diseño de la ley de control. 
Lema 5.1 Suponga que la matriz g(x) evaluada en x° descrita por el sistema multi-
variable (5.11), es de rango ra. Entonces, el problema de linealización exacta en el espacio 
de estados se puede resolver si y sólo si existe una vecindad U de x° y m funciones reales 
h\ ( x ) , h m (x), definidas sobre U, tales que el sistema 
x = f(x)+g{x)u 
V = h(x) 
tenga grado relativo {n , . . . , rm} en x° y rx + r2 + ... + rm = n. 
A . 
A partir del lema anterior que permite el diseño de un controlador, se tiene el siguiente 
teorema el cual determina la estructura de este. 
Teorema 5.1 (Linealización por retro alimentación para sistemas multi variable). Si la ma-
triz desacoplante a(x) (5.12) es no singular, entonces la siguiente ley de control por retroali-
mentación de estado 
b(x) + a(x)u = v (5.15) 
hace que el sistema en lazo cerrado sea entrada-salida desacoplado y estable. 
Por otra parte, la entrada de control auxiliar v puede ser seleccionada como 
v = -Füf3(zl-yref) (5.16) 
donde yref es un vector de referencia deseado, y la matriz de ganancias para el controlador 
está dada por 
Qp ~ diag (j3mImxm, 0m 1/mxm-.-i/3/mxm) 
con 0 como una constante positiva y F un vector fila tal que la matriz (A — BF) sea Hurwitz. 
Prueba 
Combinando el sistema (5.13) con la siguiente ley de control (vease 5.15) 
u = a~1(x) {&(:c) - FÜp (zi - yref)} 
el sistema en lazo cerrado resultante, en las nuevas coordenadas 2 = está dado por 
(A - BFÜ&) {h - Vref) 
Ahora, definiendo el error de seguimiento como £ = (zi - yref), su dinámica está dada 
por 
(A -BFÜ^e. 
Tomando el siguiente cambio de coordenadas ? = ü^e, el sistema anterior para el error de 
seguimiento puede ser reescrito como 
= (QpAüp1 - ÜpBF) c 
= /3{A-BF)<; 
donde fyAfiJ1 = ¡3A y tipB = 0B. 
Ahora, para el análisis de estabilidad, considere la siguiente función de Lyapunov 
V ( ç ) = ç T P ç = | k l l p 
donde P es solución de la ecuación de Lyapunov 
(A - BFf P + P(A — BF) = —Q 
entonces 
IkWlIp < l k ( 0 ) | | ^ e - ^ 
IK" (£)llp < I k W i ^ e - f * 
< wsmU"** 
donde 
Esto termina la demostración 
5.4 Estimación del Estado 
Como se mencionó en el capítulo 4, la principal razón para el uso de la técnica basada en 
modos deslizantes es la robust.es, la cual permite reducir los efectos de las perturbaciones sobre 
el sistema [45]. Por esta razón, aplicaremos tal técnica al caso multivariable. 
Teorema 5.2. Considere la clase de sistemas no lineales descritos por (5.13). Asumiendo 
que la última componente del vector br (z, u) es continuamente diferenciable con respecto a z, 
y br (z, 0) — O, para toda entrada u acotada. Entonces, el siguiente sistema 
Q SM 
z3= üj+i + /íjSIGN (zj - Zj^J 
zr— br (z, u) + .KrSIGN (zr — Zj 
es un observador basado en modos deslizantes para (5.13), donde 
z-l = z i; 
% = % + i^_ aSIGN f^i—i ~ , 2 < i < r ; 
K j £ R + 
SIGN (Ij) = 
( SÍg11 fem-fm-l)) \ 
sign ( z j m _ ( m _ 2 ) 
\ sign (zjm) 
Más aún, el error de estimación definido como e — z — z, cuya dinámica está dada por 
ex=e2 - KiSIGN ízx-zi 
e 2 = e3 - iC2SIGN (Z2 - z2 
GSM : < (5.17) 
er-.i— eT — /^.iSIGN — zr-i 
er= br (z, u) — br (z, u) — /CrSIGN ('zr — 
permanece acotado, con una elección apropiada de las ganancias K'¿s (vease [7]). 
Prueba 
Puesto que la entrada u está acotada, el estado z no escapa a infinito en tiempo finito. Por 
lo tanto, el error de estimación permanece acotado. 
Iniciemos el análisis con la primera ecuación del sistema del error de estimación (5.17). 
Para i = 1, se tiene que 
§ i= é2 - KI SIGN (ZÍ -
donde él, e2 G IRmxl 
Considere la siguiente función de Lyapunov 
Vi = 
Derivando con respecto al tiempo, y remplazando las expresiones adecuadas se sigue que 
• <r * 
Vi = e f e ! 
- e j (é2 — K\SIGN (éi)). (5.18) 
De la definición de norma 1 para vectores [32] n n 
\\x\\ = E = l^ fcl = 
k=i fc=i 
entonces, V\ resulta ser 
Vi= ej~e2 - Ki ||éi[] 
Por otro lado, recordando una de las definiciones de producto interno 
{x,y)=yTx, (5.19) 
lo cual es nuestro caso resulta ser 
e\e2 = (e2 ,ei) . 
Además, de la desigualdad de Cauchy-Schwartz que relaciona el producto interno y la 
norma [38] 
(x,y) < ||x|| • \\y\\. (5.20) 
Entonces, aplicando las resultados anteriores, se tiene que 
(e2,ei) < ||é2|| • ||ei|| . 
En base a lo anterior y recordando que las normas son equivalentes en espacios de dimensión 
finita [26, 32]. Entonces, tenemos 
< (||e2|| — Ki) ||ei|[. 
Por lo tanto, si seleccionamos K\ tal que la siguiente desigualdad se satisfaga 
K\ > | | e 2 | | • 
Finalmente, se obtiene 
Vi< 0. 
Entonces, si después de un tiempo íi , el error de estimación permanece igual a cero (i. e. 
ex = 0 (ei= 0)), se tiene que 
A'iSIGN (zi - i i ) = é 2 , 
por lo tanto 
22 = z2 + Ai SIGN (ei) = z2 + e2 = z2 + z2 — z2 
= z2. 
Finalmente, el error de estimación hasta este punto está dado por 
0 
Í 2 - é 3 - A 2 S I G N ( z 2 - z 2 
esM • * 
er-\— e r — A r_iSIGN (^zT-i — 
er= br (z, u) — br (z, u ) — A rSIGN (zr — z, 
Ahora considere el caso para i = 2, con la siguiente función candidata de Lyapunov 
r 1 rp 1 -Ti 
y2=2ei e i + 2 e 2 6 2 ' 
Si la condición K\ > ||é2|| se satisface para todo t > ti, entonces se tiene que e\ = 0 y 
e.2 - KiSign(ei) = 0. Por lo tanto, derivando la anterior función de Lyapunov con respecto al 
tiempo, se obtiene 
V2 = el2 e 2 
= é U e 3 - K 2 SIGN(é2)). 
Nuevamente haciendo uso de las propiedades de la norma (5.19 y 5.20), tenemos que 
V2< (||e3|| — K2) ||e2|| -
Consecuentemente, e2 se irá a cero en un tiempo finito ¿2 > h si K 2 > Ile3||> lo que a su 
vez resulta en 
Más aún, si despues del tiempo í2, el error de estimación permanece igual a cero (i. e. 
ahora e2 = 0 (é2= 0)), se obtiene que 
Entonces, usando la expresión anterior resulta 
Z3 = z3 + K2SlGN{e2) = zz + e3 = z3 + zz-% 
= ¿3-
m 
A partir de V2, se puede apreciar que el error de estimación es estrictamente decreciente 
durante el periodo de tiempo [ti, í2]. Esto implica que la condición sobre Kx se satisface despues 
de ti si se satisface antes de ¿i. Más aún, puesto que la entrada permanece acotada durante el 
periodo de tiempo [0, t2], y de la estructura de la dinámica del error de estimación, e permanece 
acotado, y como consecuencia z también. 
Ahora analicemos el caso para i = r. 
Al tiempo £n_i y durante este tiempo = 0, j = 1,2,..., r — 1. Así la dinámica del error 
de estimación está dada por 
tfoSIGN \Z2~Z2) = e 3 . eq 
/ 
esM : s 
V 
Usando la siguiente función de Lyapunov 
r 0T7 
y puesto que = 0, V j = 1,2,..., r — 1, se tiene que 
= ej (br {z, u) - br ( f , u ) - i^SIGN (e r)) 
= e?{Ler-KT SIGN(er)) 
= LeTrer-KTelSIGN (er) 
< L ||er||2 — Kr ||er|| 
< (L ||er|| — Kr) ||ér||. 
Finalmente, seleccionando Kr tal que la siguiente desigualdad se satisfaga 
h e j < ^ (5 .21) 
Entonces, se tiene que 
y r < o 
Por lo tanto, ér tenderá hacia cero en tiempo finito tn > tn_ 1} para cualquier Kr tal que 
(5.21) sea satisfecha y si todas las condiciones sobre Kj para j < r son satisfechas despues de 
ín_i. 
Las K'jS son seleccionadas de tal forma que las condiciones impuestas sobre ellas se sa-
tisfagan y tal el siguiente polinomio 
SR + K R S T - 1 + . . . + K2S + K Í 
sea Hurwitz 
Por lo tanto, la dinámica del error de estimación permanece acotada. 
• 
Nota 5.3 La estabilidad del sistema en lazo cerrado usando el esquema de un controlador 
basado en un observador de estado no es considerado en este trabajo. Es un problema abierto. 
5.5 Resultados de Simulación 
En un modelo matemático para un sistema de potencia multimáquinas clásico, la red eléc-
trica es reducida a una representación de bus interno. Los generadores son representados como 
voltajes conectados a las reactancias transitorias del eje directo. Los ángulos de los voltajes 
cuando estos están expresados en notación fasorial, coinciden con los ángulos mecánicos de 
rotación síncrona. El sistema de potencia multimáquimas considerado en este estudio está for-
mado por 3 generadores conectados como se muestra en la Fig. 5.1, donde el generador # 3 
es usado como una referencia de bus infinito (i.e. E'q = const = 1/0°) (para más detalles so-
bre esta configuración vease [53]). Las ecuaciones matemáticas que describen el desempeño 
dinámico de este sistema de potencia para cada máquina con su respectivo control de excitación 
Efi,i = 1,2; están dadas por (ver sección 5.2) 
Xi = x3 
x2 = Xi 
x3 = 7^r[~Eix3 + uj0(pmi-pei)] ¿Mi 
X4 = ^[-D2x4+u)Q{Pm2-Pe2)} 
¿5 = 1d1 
xQ = — (Eft - Eq2) 
Id2 
d o n d e 
x\ = ¿i, = ¿2, £3 = wi, x4 = u2, x5 = Eqi, x6 = E'Q2 
Pei = x5 [x-6S12sen(a;i - x2) + B13sen(£i)] 
Pe2 = x6 [x5B21sen(x2 - x^ -h B23sen(x2)] 
Eq1 = X5 - (Xdl - X ^ J (X6B12 eos (xi - x2) + B1Z eos (a;i)) 
EQ2 = x6- (X& ~ X'dJ [X5B2I eos (x2 ~ xi) + fí23 eos (a;2)] 
QEI = [a:6Bi2 eos (xi - x2) + fíi3 eos (2^)] 
QE2 = -XQ [X5B2 1 e o s ( x 2 - a? i ) + B23 e o s ( x 2 ) ] 
/9l = x6Bi2sen{xi - x2) + Bi^sen(xi) 
IQ.¿ = X5B2isen (x2 - XI) + B23sen(:c2) 
Nota 5.4. Las susceptancias son obtenidas a partir de las reactancias entre líneas, i.e, 
BIJ = — . Además, B%] — B]L. A ij 
Un cálculo sencillo muestra que el sistema multimáquinas anterior, el cual está compuesto 
de tres máquinas, satisface las condiciones i) y ii) de la def. 5.1, donde y\ = x\ y y2 = x-¿ 
representan las salidas medibles del sistema y los grados relativos asociados a estas salidas son 
= 3 y r2 — 3. Por la tanto, el grado relativo total del sistema es n = 6. Entonces, la 
transformación de coordenadas para el sistema está definida por 
/ X\ 
x2 -
£4 — UQ 
-DiX5+a'Q (Pmi - Pei) 
z = 
( zx \ 
¿2 
£3 
\ -6 / 
= Síx) = 
í h 
h2 
Lfhi 
Lfhi 
L í h l 
\ L f h 2 / 
\ 
2H, 
•D2xQ + íüo e2, 
\ 2Ho 
Ahora, a partir del lema 5.1 y el teorema 5.1, la ley de control por retroalimentación de 
estado está dada por 
Ef = u = íp (x) + (p (x) v 
donde íp (x) y ip (x) están descritos como 
íp (a;) = —a~ l (x) b (x) ¡p (x) = a - 1 (x) 
a(x)y b (x) están definidos como en (5.12 y 5.14), lo cual para el sistema multimáquinas que 
estamos estudiando resultan ser de la forma 
LgíL)h2 Lg2L)h2 ) bW ~ { Z>2 ) • 
Finalmente, el controlador en las nuevas coordenadas está dado por 
v = mx)-yref), 
donde 
ü/3 = diag (/33/2X2,/32/2X2,^2X2) , 
Vref es un vector de las salidas de referencia deseadas y los términos del vector b (x) están dados 
por 
- 2 M - A S 3 + W0 (Pm i - P e J ) L3fhi = juJo^Qe! + UJ0XAX5X6Bí2 eos (xi - x2) + 2 Hi 
IqiEqi u0x5B12Eg2sm{x1 - x2) 1 
TL + T' I ' 1 "'•di ±d2 
L3fh2 = \^0QX3X^,XQB2\ eos (xi - x2) 4- UJgXaQB2 + 
-D2{-D2X4+UJ0 (Pm2-PeJ) 
iü0X(iEqi B2i sin (xi - x2) wq Iq2EQ2\ ,nu 
m, + — 7 f , \ i2h2. 
2 H2 
Tabla 5.2 Parámetros Para el Sistema de Potencia Multimáquina. 
x d i x<¿2 xrf2 x n x T 2 X 1 2 x 1 3 x 2 3 
p.u p.u p.u p.u p.u p.u p.u p.u p.u 
1 .863 2 . 3 6 0 . 2 5 7 0 . 3 1 9 0 . 1 2 9 0.11 0 .55 0 .53 0 .6 
P m l P m 2 T ' M i T ' ld2 h : h 2 d i d 2 
p.u p.u seg seg seg seg p.u p.u rad/seg 
1 1 6 . 9 7 .96 4 5.1 5 3 3 7 6 . 9 9 
Finalmente, las condiciones iniciales utilizadas para esta simulación fueron las siguientes 
S1 (0) = 1.0608, 62 (0) = 1.0583, wi (0) - 376.9, (0) = 376.9, E'qi (0) = 1 y E'q2 (0) = 
l.Las ganancias para el controlador fueron k\ = 22, fc2 = 155, k3 = 350 y (3 = 2. Las 
ganancias del observador fueron del doble del valor que las del controlador. Las referencias a 
seguir fueron las condiciones iniciales originales, i. e, yTef^ = 8\ (0) y yTef2 = 82 (0). 
Figura 5.1 Sistema de Potencia Multimáquinas. 
Máquina. 
Figura 5.5 Control de la Máquina # 2 con Incertidumbre en los Parámetros de la Máquina # 1. 
En las Figs1. (5.2 y 5.3) se muestran las respuestas de los ángulos del rotor siguiendo una 
referencia deseada cuando la ley de control obtenida para el sistema multimáquinas, es imple-
mentada en base a los estimados obtenidos a partir del observador. De las mismas Figs. se puede 
observar que los transitorios no presentan grandes sobrepasos. Aunque estos se pueden ate-
nuar, disminuyendo las ganancias que se utilizan para el controlador, esto es consecuencia del 
tipo de controlador utilizado. 
Por otro lado, se presentan las respuestas para el ángulo del rotor, cuando varían los pará-
metros del sistema. En este caso variamos el par mecánico de la máquina # 1 Pmi de 1 a 0.6 
p.u. durante el tiempo de 1.8 a 1.9 segs. (Figs. (5.4 y 5.5)). Un hecho interesante fue, que al 
modificar el par mecánico de la máquina # 1, su efecto influye principalmente sobre si misma. 
Sin embargo, también se aprecio la influencia de este cambio en la máquina # 2, lo cual es 
debido a la interconección que existe entre las máquinas, pero este cambio se reflejo de manera 
menos significativa (Fig. 5.5). 
Resultados similares a los que se presentan para el ángulo del rotor se obtienen para las 
otras dos variables del sistema, la velocidad síncrona oJi y el voltaje transitorio en el eje de 
cuadratura E' (i = 1 ,2) . 
1 ] Señal real. 
2 Estimado. 
Capítulo 6 
Conclusiones 
6.1 Contribuciones de esta Tesis 
En esta tesis, se presentó un estudio sobre el comportamiento dinámico de un generador 
síncrono. Un modelo de quinto orden fue obtenido y utilizado para representar las caraterísticas 
de la máquina síncrona. Mediante la técnica de la variedad integral un modelo reducido de 
orden 3 fue deducido para fines de diseño de controladores y observadores. 
Las simulaciones presentadas en el capítulo 2 (sin la implementación de alguna ley de con-
trol) mostraron que esta técnica de reducción de modelos, aplicadas en este estudio al generador 
síncrono, resultó eficiente, pues el comportamiento del sistema original y el reducido fue muy 
similar. Lo mismo puede decirse cuando una ley de control es aplicada a ambos sistemas, como 
se puede observar de las simulaciones presentadas en el capítulo 3. 
Con el fin de estabilizar al sistema de potencia en presencia de perturbaciones y efectuar el 
seguimiento de una señal de referencia deseada, una ley de control basada en retroalimentación 
de estado fue desarrollada a partir del modelo reducido del generador síncrono. Sin embargo, 
para poder implementar este algoritmo se requiere de toda la información del vector de estado. 
Con el propósito de resolver este inconveniente, se desarrollaron en esta tesis, diferentes algo-
ritmos para la estimación del estado, los cuales proveen un estimado de las variables no medi-
bles que permite la implementación de la ley de control. Las técnicas utilizadas en este estudio 
fueron alta ganada y la basada en modos deslizantes. Además, se demostró la convergencia de 
dichos observadores dándose condiciones suficientes para ello. Utilizando estos estimados, la 
ley de control diseñada fue aplicada al modelo matemático del generador síncrono, obtenién-
dose resultados satisfactorios. 
El análisis efuectuado mediante estas técnicas de estimación del estado, reflejo que la 
técnica de alta ganancia resulta adecuada cuando lo que se quiere es un tiempo de convergencia 
rápido, aunque los sobrepasos que se presentan en estado transitorio debido a esto son ma-
yores a medida que el tiempo de convergencia se acorta. Además cuando se presentan ruidos 
y/o incertidumbres en los parámetros, estos se ven amplificados en proporción a la ganancia 
seleccionada, por lo que una ganancia grande amplificará los ruidos y/o incertidumbres y puede 
ocasionar la perdidad de estabilidad. 
Por otro lado, los observadores basados en la técnica de modos deslizantes resultaron más 
robustos ante el tipo de fenómenos antes mencionados, y las ganancias requeridas para una 
convergencia adecuada de los estimados no son tan grandes, lo que resulta atractivo al tiempo 
de su implementación. Sin embargo, un inconveniente asociado a este tipo de esquemas es el 
fenómeno denominado chattering (comportamiento de modos deslizantes) [51]. 
Finalmente, se hizo una extensión de las técnicas de control y estimación desarrolladas para 
sistemas con una entrada y una salida al caso multivariable de sistemas no lineales en forma 
triangular. Por otra parte, se consideró el modelo matemático de un sistema multimáquinas 
con una representación de bus infinito. Además, se presentó una breve explicación del modelo 
matemático para esta clase de sistemas y los parámetros involucrados en la descripción de es-
tos. Resultados en simulación fueron presentados cuando el esquema de control y observación 
propuesto es aplicado al modelo multimáquina, y estos mostraron un comportamiento muy sim-
ilar al obtenido para el caso de una sola máquina, tanto en el control, la estimación del estado 
y la estabilidad del sistema. 
6.2 Trabajos Futuros 
El problema de control y estimación para el caso de un solo generador es un problema que 
ya ha sido tratado por algunos investigadores y para el cual se tienen importantes resultados. 
Resultaría más adecuado estudiar el caso multivarible, al cual pertenecen los sistemas eléctri-
cos de potencia. Sin embargo, los modelos resultantes no son fáciles de clasificar ya que no 
tiene una estructura definida. Otro tipo de estrategias, como por ejemplo, aquellas que están 
basadas en funciones de energía, pueden ser consideradas para el diseño de controladores y ob-
servadores, siendo este un tema de reciente estudio. 
Aunque en esta tesis se hizo una extensión para esta clase de sistemas, el análisis para sis-
temas no lineales multivariables generales requiere de un estudio detallado de las propiedades 
estructurales como la controlabilidad y la observabilidad. Además, en estos sistemas es fre-
cuente encontrar diferentes tipos de perturbaciones las cuales pueden alterar la estabilidad del 
sistema completo. Por lo tanto, se require del desarrollo de algoritmos de control y estimación 
más robustos que puedan implementarse en esta clase sistemas. Este es un tema abierto, que 
ciertamente constituye un reto a resolver, y en el cual ya están trabajando algunos investagadores 
alrededor del mundo. 
APENDICE A 
Ley de Faraday 
Apéndice A 
Ley de Faraday 
Considere el circuito de la Fig. A. 1, compuesto de una bobina conectada a una fuente de 
voltaje. La bobina tiene N vueltas y una resistencia r. Se asume además que se satisface una 
relación lineal entre el flujo magnético y el voltaje. De acuerdo a la ley de Faraday, el voltaje 
inducido et está dado por 
~ dt 
donde \jj es el valor instantáneo del flujo en el instante de tiempo t. El voltaje en terminales 
está entonces determinado por la expresión 
d4 
Figura A.l Circuito Magnético Excitado. 
Además, el flujo puede ser expresado en términos de la inductancia L del circuito como 
sigue 
íp = Li 
Finalmente, el voltaje en terminales a través del inductor, en términos de la corriente que 
fluye en el circuito en lugar del flujo magnético, queda expresado por 
APENDICE B 
Lista de Símbolos para el Generador Síncrono 
Apéndice B 
Lista de Símbolos para el Generador Síncrono 
6: Angulo del generador en rad. 
u>: "\felocidad del generador en rad/seg. 
E'q: Voltaje transitorio en el eje de cuadratura en p.u. 
ipd: Flujo en el eje directo en p.u. 
ipq: Flujo en el eje de cuadratura en p.u. 
(jjs' Wocidad síncrona 27t60 rad/seg. 
H: Constante de inercia en seg. 
T¿0: Constante de tiempo transitoria en el eje de cuadratura en seg. 
R: Resistencia de armadura en p.u. 
X¿. Reactancia del eje directo en p.u. 
Xq: Reactancia del eje de cuadratura en p.u. 
X'd: Reactancia transitoria en el eje directo en p.u. 
V: Voltaje en terminales en p.u. 
iíy¡Voltaje de campo en p.u. 
Tm: Par mecánico en p.u. 
V: Voltaje en terminales en p.u. 
LfD '• Inductancia entre el devanado de campo y el devanado del eje directo en henrios. 
Wi ¿aDi LaQ : Inductancias mutuas entre los devanados del rotor y el estator en henrios. 
L; = Laf coa 0, laD = LaJJ eos 0, laQ = LaQ eos (d + = -Lagsení1. 
L f f y L^D, LkQ : Inductancias propias de los circuitos del rotor en henrios. 
APENDICE C 
Geometría Diferencial 
Apéndice C 
Geometría Diferencial 
Sea X un conjunto abierto de 
Una función vectorial / : X --» Rn es llamada un campo vectorial sobre IR". Suponga 
además que / tiene derivadas parciales continuas de cualquier orden, es decir / e C°° ( X ) , 
entonces se dice que / es un campo vectorial suave sobre X. 
El campo vectorial / puede ser representado por el vector n-dimensional 
fi(x) 
Í2(X) 
l f n ( x ) J 
El Jacobiano de / lo denotaremos como V/ y está representado por la matriz de n x n 
d f i (x) dh (x) dh (x) 
dx i dx i dXn 
dh (x) dh (x) dfiix) 
dx i dx 2 dxn 
dfn (x) dfn{x) dfn(x) 
Sean f,g : X 
dxx dx2 
campos vectoriales suaves y h : X 
dxn 
i una función escalar suave. El 
gradiente de h está representado por el vector fila de dimensión 1 x n 
Vh(x) = 
dh (x) 
dx 
dh dh_ 
dx\ dx2 
dh 
dxn 
= dh 
La derivada de Lie de h con respecto a / es una función escalar definida por 
Lfh (x) = Vh,(x) • f (x) = 
dh (x) 
dx 
dh (x) dh (x) dh (x) 
dx i dx2 dxn 
Es posible también tener la misma operación en forma repetida 
T R K \ d(Lfh(x)) LgLfh (x) = -fa-V 
/ i W 
Í2(X) 
. fn \x) \ 
y h {x) derivada k veces a lo largo del campo / , resulta en Lk}h (a;) donde 
con L'jh(x) — h(x) 
(/X 
El corchete de Lie de / y g es un campo vectorial denotado por adfg y definido por 
[f,g] = a d f g ^ V g - f - V f - g 
en el caso de operación repetida k veces de g con el mismo campo vectorial / , es decir 
[/,[/,•..,[/.<?]]] 
podemos definir 
ad)g{x)= [/, ad)~lg (3)] 
con ad^g (x) = g (3) 
Sean{/X, / 2 , . . . , fm} un conjunto de campos vectoriales suaves sobre X. Se dice que estos 
son linealmente independientes si para x € X, { f i (x) , f2(x),..., fm (a;)} son linealmente 
independientes. Este conjunto se dice involutivo si existen funciones escalares c^j^ : X 
tal que 
m 
adf9 = $>¿,*A 6 í1'2' - •• 
k=l 
Este conjunto se dice completamente integrable si para cada x e X, existe una vecindad 
U de x y funciones escalares suaves hi,h2,..., hn-rn definidas sobre U las cuales satisfacen 
el sistema de ecuaciones diferenciales parciales 
Vhi • fi = 0 1 < i < n - m, 1 < j < m 
sobre U y para el cual 
{V/í-Xyh2t • • •, V/i„ J 
son linealmente independientes en U. 
Un campo vectorial suave 4> • X —»lRn cuya inversa existe y es suave es llamado un difeo-
morfismo. 
APENDICE D 
Control Equivalente 
Apéndice D 
Control Equivalente 
Sin perdida de generalidad, cuando las trayectorias del sistema se encuentran por encima 
de la variedad podemos decir que una acción de control u+ es requerida para forzar a las trayec-
torias a regresar a la variedad (y el valor de la función signo en este caso en +1). Por el con-
trario, cuando las trayectorias se encuentran por debajo de la variedad, el control necesario es 
u ' (y el valor de la función signo en este caso es —1) (ver Fig. 4.2). 
Sin embargo, cuando las trayectorias del sistema están sobre la variedad la función signo es 
igual a cero, lo que a simple vista nos indicaría que no se requiere de alguna acción de control, si 
no más bien, que la dinámica propia del sistema haría que las trayectorias permanecieran sobre 
la variedad. Lo cual no es cierto, pues lo más seguro es que la dinámica misma del sistema haga 
que las trayectorias salgan de la variedad, aquí es donde entra el concepto de control equivalente, 
el cual bajo ciertas condiciones de control continuo restringe la dinámica de las trayectorias a 
permanecer en la variedad [52]. 
Desde el punto de vista geométrico, el método del control equivalente implica remplazar 
el control discontinuo (4.6) definido sobre la variedad deslizante, por un control continuo, el 
cual mantiene las trayectorias del sistema sobre la variedad. 
Está característica del control equivalente (el ser de naturaleza continua) hace que el análi-
sis de estabilidad basado en funciones de Lyapunov sea más sencillo que si se trabajara con 
funciones discontinuas [19]. 
APENDICE E 
Lista de Símbolos para un Sistema Multimáquina 
Apéndice E 
Lista de Símbolos para un Sistema Multimáquina 
8i: Angulo del ¿-ésimo generador, en rad. 
u>i: "Velocidad del i-ésimo generador, en rad/seg. 
Pmi : Potencia mecánica de entrada para el z-ésimo generador en p.u. 
UQ : Velocidad síncrona del z-ésimo generador en rad/seg UJQ = 27t/o 
DÍ : Constante de amortiguamiento para el í-ésimo generador en p.u. 
Hi: Constante de inercia para el z-ésimo generador en seg. 
E'qi: Voltaje transitorio en el eje de cuadratura para el z-ésimo generador en p.u. 
Eqi: Voltaje en el eje de cuadratura para el z-ésimo generador en p.u. 
Efi : Voltaje en el devanado de excitación para el z-ésimo generador en p.u. 
Xdi: Reactancia del eje directo para el z-ésimo generador en p.u. 
x'Ai: Reactancia transitoria del eje directo para el t-ésimo generador en p.u. 
Qei : Potencia reactiva para el z-ésimo generador en p.u. 
Iqi: Corriente en el eje de cuadratura para el z-ésimo generador en p.u. 
xn : Reactancia del transformador para el i-ésimo generador en p.u. 
X{j : Reactancia en la línea de transmisión entre el generador i y el generador j en p.u. 
Gij : Conductancia entre el generador i y el generador j en p.u. 
Bij : Susceptancia entre el generador i y el generador j en p.u. 
Tdi: Constante de tiempo transitoria de corto circuito en el eje directo para el z-ésimo 
generador en seg. 
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