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Анализируются  характеристики  производительности  алгоритмов  корреляционного  анализа,  реализованных  в  библиотеках 
Python. 
 
В качестве предмета исследования выбран корреляционный анализ. Исследования и решение 




Рисунок 1 – Схема алгоритма выполнения проекта 
 
Для исследования выбраны два вида корреляционных зависимостей [1]: 
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Основной задачей явилось установление различий в эффективности работы алгоритмов. Это 
осуществлялось путем тестирования алгоритмов на наборах информационных данных. Последние 
отличаются как по размерам, так и по структуре. На этапе эксперимента предполагается, что все 
информационные данные, используемые для тестов эффективности, уже обработаны и не имеют 
структурных ошибок, таких как отсутствие значений, значения неверного формата и т.д. 
Как известно [2], процесс бенчмаркинга собирает и анализирует информационные данные по 
характеристикам производительности. Рекомендатор содержит пять вложенных статистических 
моделей измерения производительности. Они прогнозируют объем компьютерных ресурсов, 
требуемых каждым алгоритмом. Это позволяет пользователям рекомендатора изменять размеры и 
вес набора информационных данных по пяти показателям производительности, учитывая бизнес- 
требования. Программа рекомендатор генерирует оценку для каждого из алгоритмов. 
В настоящем исследовании рассмотрены вопросы актуальности анализа эффективности 
алгоритмов  машинного  обучения,  используемых  для  задач  бизнеса  и  промышленности. 
Представлена методология выполнения поставленных в проекте задач, описаны результаты 
выполнения проекта. Подробно описаны этапы настройки необходимой среды и начальные тестовые 
данные выбранных алгоритмов корреляционного анализа [3]. 
Автор благодарит Б. Зибицкера, профессора Чикагского университета (США), за оказание 
технической помощи и консультаций при выполнении работы. 
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