We propose a new hybrid recommender system that combines some advantages of collaborative and content-based recommender systems. While it uses ratings data of all users, as do collaborative recommender systems, it is also able to recommend new items and provide an explanation of its recommendations, as do content-based systems. We propose a new hybrid recommender system that combines some advantages of collaborative and content-based recommender systems. While it uses ratings data of all users, as do collaborative recommender systems, it is also able to recommend new items and provide an explanation of its recommendations, as do content-based systems. Our approach is based on the idea that there are communities of users that find the same characteristics important to like or dislike a product. This model is an extension of the probabilistic latent semantic model for collaborative filtering with ideas based on clusterwise linear regression. On a movie data set, we show that the model is competitive to other recommenders and can be used to explain the recommendations to the users.
INTRODUCTION
Nowadays, a lot of electronic commerce companies assist their customers online in buying their product using recommender systems [Resnick and Varian 1997] . In general, two different types of these systems can be identified.
A large group of recommender systems, so-called collaborative filtering systems [Goldberg et al. 1992] , recommend items based on similar preferences between users. When customers (henceforth called users) A and B liked the same products (henceforth called items) in the past, collaborative systems assume that a good item to recommend to A would be an item that user B appreciated, but which A is unfamiliar with. Often, this idea is incorporated in the collaborative filtering method by modelling communities of users having similar taste. A popular collaborative filtering algorithm with a strong probabilistic foundation that uses this idea is the probabilistic latent semantic analysis model for collaborative filtering (pLSA-CF) [Hofmann 2004] . A disadvantage of these collaborative type recommender systems is that they neglect item characteristics, such as genre and keywords for a movie, when making recommendations, whereas these may carry useful information. Another disadvantage is that handling new items is difficult, since new items have not been appreciated by anyone yet. This is called the 'cold start item problem'.
In contrast, content-based recommender systems [Pazzani and Billsus 2007] , use only characteristics of the items to provide a recommendation, and recommend items that are similar, based on these characteristics, to items that the user liked in the past. The advantage that this approach has over collaborative methods, is that it is also able to recommend items that are not yet rated by any user, since item characteristics are known upfront. A disadvantage is that such systems only use earlier ratings from the active user when providing a recommendation, whereas ratings by other users are discarded. (The active user is the user receiving the recommendations.)
To combine some of the strengths of both approaches, hybrid recommender systems have emerged [Burke 2002 ], which integrate collaborative and content-based techniques. Section 2 discusses these systems in more detail. In this paper, we introduce a new hybrid recommendation approach which exploits the idea that communities of users exist which find the same item characteristics important to like or dislike a product.
The basis of our method is pLSA-CF [Hofmann 2004 ] mentioned above. pLSA-CF attempts to find 'hidden' user communities that rate items similarly. For each community, pLSA-CF estimates expectations of the ratings for all items. For a specific user, the expected rating for an item is computed as a weighted average over the community ratings for that item. The weighting coefficients, which are also estimated, express to what degree a user belongs to each community. We will briefly describe the pLSA-CF model in Section 3.1 below.
We extend pLSA-CF by conditioning the expected ratings on item characteristics. This is achieved using a separate linear regression function that models the relationship between item characteristics and ratings for each user community. For each user, an individual regression function can then be constructed by taking a weighted average over the the community regression functions. This idea borrows from, but is not identical to so-called clusterwise linear regression (CLR) [DeSarbo and Cron 1988] . We discuss CLR and our extension to pLSA-CF in Sections 3.2 and 3.3 below.
Our model, which we call the latent class regression recommender system (LCR-RS), is evaluated on a movie recommendation data set. This data set was constructed by combining two well-known databases: The Netflix database 1 , which contains user ratings of movies, and the IMDb database 2 , which contains movie characteristics. We compare prediction performance of our model with a set of standard models and pLSA-CF.
There are a number of potential advantages that our method has over pLSA-CF: (1) Since the regression coefficients are shared among items, it contains far fewer parameters, making it less susceptible to overfitting; (2) The regression coefficients add to the interpretability since they can help in explaining why the system thinks that items are highly/poorly rated; (3) Since items are recommended based on characteristics, our method does not suffer from the cold-start item problem.
The remainder of the paper is organized as follows. In the next section, we discuss recommender systems with an emphasis on hybrid recommendation approaches. Section 3 describes pLSA-CF, CLR, and LCR-RS. In Section 4, we describe the movie data that is used in the experiments that are shown in Section 5. Finally,
we draw conclusions and give directions for future research in Section 6.
RECOMMENDER SYSTEMS
As mentioned in the introduction, there exist three types of recommender systems [Prasad 2003; Adomavicius and Tuzhilin 2005] : Collaborative filtering (CF) [Goldberg et al. 1992] , content-based [Pazzani and Billsus 2007] , and hybrid systems [Burke 2002 ], combining these latter two approaches. Breese et al. [1998] and Adomavicius and Tuzhilin [2005] make a distinction between two types of collaborative filtering systems. The first type are the memorybased recommenders, which use the entire user-item ratings matrix each time recommendations are computed. Often, these methods compute similarities between users based on their rating behavior and then apply some nearest neighbor approach to provide recommendations, an idea first applied in the GroupLens system [Resnick et al. 1994] . Similarity between items based on the ratings they received can also be used. This technique is called item-based CF [Sarwar et al. 2001] and is applied at e.g., Amazon.com [Linden et al. 2003 ]. Model-based systems on the other hand, fit a model which provides the recommendations. The ratings matrix is only used during model fitting, not during deployment. Popular modelbased collaborative recommenders include EigenTaste [Goldberg et al. 2001] , latent Dirichlet allocation [Blei et al. 2003 ], and probabilistic latent semantic analysis for collaborative filtering [Hofmann 2004] , which is the basis of our algorithm.
Content-based recommenders make recommendations based on the characteristics of items that the user has liked in the past. Also in this kind of systems, which originate from information retrieval, nearest neighbor methods have been very popular. When the items at hand are text documents, the term frequencyinverse document frequency is often used to construct the characteristics vector of the items [Adomavicius and Tuzhilin 2005] . Besides the nearest neighbor method, Pazzani and Billsus [1997] show that also other classifiers as naive Bayes, decision trees, and neural networks can be used as content-based recommender systems.
Hybrid recommender systems combine content-based and collaborative filtering methods. Adomavicius and Tuzhilin [2005] made a distinction between four types of hybrid combinations of content-based and collaborative filtering systems.
The most basic hybrid recommender systems combine two separate recommender systems, a content-based and a collaborative filtering system. The final recommendation is then based on a linear combination [Claypool et al. 1999] or a voting scheme [Pazzani 1999 ]. Also, a quality metric can be used to select the best prediction of the systems as is done by, for instance, Billsus and Pazzani [2000] and Tran and Cohen [2000] .
Another type of hybrid recommenders includes content-based characteristics to collaborative filtering methods. A way in which this can be done, is, for instance, by augmenting the vector of user ratings with additional ratings, that are computed using a content-based method as is done by Melville et al. [2002] . Similar approaches were taken by Balabanović and Shoham [1997] , Good et al. [1999] , and Pazzani [1999] . Soboroff and Nicholas [1999] took the opposite approach by adding collaborative characteristics, using latent semantic indexing [Deerwester et al. 1990] , to a content-based recommender system. 4 · M. Kagie et. al Finally, there is a group of hybrid recommender systems in which content-based and collaborative filtering are combined into one model. This has be done, for example, using rule-based classifiers [Basu et al. 1998 ] or Bayesian mixed-effect regression models [Condliff et al. 1999; Ansari et al. 2000] . Popescul et al. [2001] and Schein et al. [2002] integrated item characteristics (words contained in a document) in the original probabilistic latent semantic analysis model for binary targets (observed -not observed) [Hofmann 1999; 2001] .
In our method, which we discuss in detail in Section 3.3, we integrate both methods in a different way. Where in collaborative filtering systems similar users are determined by similar rating patterns, we define similar users as users who find the same characteristics of an item important and, thus, incorporate content-based information in the model. Since our approach is an extension of the probabilistic latent semantic analysis model for collaborative filtering (pLSA-CF) [Hofmann 2004 ], we first discuss this model in Section 3.1.
Explanations in Recommender Systems
Although providing good recommendations to users is essential for a recommender system, users are more likely to accept the recommendations of the system, when it gives a good explanation why it gives certain recommendations [Herlocker et al. 2000] . In an overview of explanation strategies in recommender systems, Tintarev and Masthoff [2007] distinguish seven aims for explanations in recommender systems. In our approach, we will focus on the aim of transparency, that is, explaining why a certain recommendation is given by the system, an approach which is, for example, taken by McSherry [2005] . In a small user study, Sinha and Swearingen [2002] showed that users liked transparent recommender systems over nontransparent ones. In Section 3.3, we show how our system can be used to provide transparency on how it provides its recommendations.
MODELS
This section describes the latent class regression recommender system (LCR-RS). Before describing LCR-RS itself, we first describe the models it is built on: the pLSA-CF model for collaborative filtering and the CLR model for clusterwise regression.
Probabilistic Latent Semantic Analysis for Collaborative Filtering
pLSA-CF, introduced in [Hofmann 2004 ], models unobserved (latent) classes of users which give similar ratings to items. To discuss this model more formally we introduce some notation. Consider a set of items Y = {y 1 , . . . , y n }, a set of users U = {u 1 , . . . , u m }, and a set of numerical ratings V. A typical collaborative data set contains N entries u, y, v , that is, ratings v of a certain item y by a certain user u. However, this set of entries is not complete, since by far not all items are rated by each user.
pLSA-CF assumes that there is also a set Z = {z 1 , . . . , z K } of latent classes of users with similar preferences. This dependency structure is depicted in Figure 1 . Intuitively, these classes can be interpreted as communities of users with similar preferences. (An example could be the 'Trekkies', interested in science fiction.) Since these classes are unobserved we do not know to which class a user belongs. However, we do know that the fact that a user belongs to a certain class influences his ratings. Although class memberships are unobserved, we can still estimate class membership probabilities using the EM algorithm [Dempster et al. 1977] , as we will see shortly.
First, consider the joint probability density function, including the hidden variable z P (u, v, y, z) = P (u)P (y)P (z|u)P (v|z, y)
( 1) and the marginal density, obtained by summing over all possible values of z
P (u) and P (y) are constants, depending on the number of votes by from user u and for item y. They will be discarded henceforth. P (z|u) denotes the class membership probabilities for user u. For each k, P (z k |u) represents the probability that user u will behave according to class z k when making a vote. P (z k |u) is just a scalar and K k=1 P (z k |u) = 1. In the pLSA-CF model, P (v|z k , y) is taken to be Gaussian
(3) This Gaussian distribution, with a class/item specific mean and standard-deviation, specifies the distribution of votes given that a user votes for item y and behaves according to class z k . In total there are K × (m + 2n) parameters in the model. These parameters are collectively denoted θ.
The joint density thus becomes
where I() denotes the indicator function returning 1 if its argument is true, 0 otherwise. The marginal density (for the observed data) is
Although this seems similar to a Gaussian mixture model, there is an important
The mixture proportions are user-dependent. A GMM lacks this dependency, as can be seen from Figure 1 . Based on the observed data, the log-likelihood is
This function should be optimized with respect to the parameters θ. Unfortunately, this is difficult because of the summation inside the logarithm. Consider instead the complete data log-likelihood
This function is fairly easy to optimize, because the logarithm appears inside the summation. Unfortunately, the z are unobserved, so direct optimization of this likelihood is impossible since the values of the indicator function are unknown. We can, however, compute the expected value of the indicator function for each k, given certain values for the parameters θ and observation u, v, y . This would then amount to the posterior probability that u, v, y was generated by class k given the parameters θ. This is done in the expectation step of the EM-algorithm, where we estimate
These expectations can now be plugged into Equation (7) giving the expected likelihood
This function is then minimized w.r.t. θ in the minimization step of the EM algorithm. This leads to the following update equations for the user-specific mixing weights P (z k |u) [Hofmann 2004 ]
and for µ k,y and σ k,y
These updated estimates for P (z k |u), µ k,y , and σ k,y are then plugged into Equation (8) and the process continues until convergence, i.e., until the expected loglikelihood (9) does not increase anymore. It can be shown (see e.g., [Bishop 2006] ) that this end-point is also a local optimum of the observed data likelihood (6).
Including Item Characteristics in pLSA for Collaborative Filtering
Notice that Equation (10) cannot be applied when a user has not cast any votes yet. This can easily be overcome by e.g., adding a term a/K to the numerator and adding a term a to the denominator, for a suitable integer a. This corresponds to assigning equal prior class probabilities to users. The larger a, the slower the actual class probabilities for a user will be learned from ratings data. Alternatively, the constants can be constructed such that prior class membership probabilities for new users match average observed class membership probabilities probabilities over the users with sufficient votes. This would solve the cold start user problem.
After the model has been trained, we can simply predict a new rating as
A drawback of the pLSA-CF model is that, like all CF methods, it is unable to predict ratings for items not rated by any user in the system. Therefore, we extend the pLSA-CF model using item characteristics to solve this cold-start item problem.
The pLSA-CF model is summarized in Algorithm 1.
Algorithm 1 pLSA-CF algorithm
Compute P (z k |u) using (10). end for for all y, z k do
Compute µy,z k using (11).
Compute σy,z k using (12). end for
Clusterwise Linear Regression
Often, we can represent a certain item by a vector x y containing a set of characteristics (such as keywords and genres in the case of movies). A simple way to build a content-based recommender system, is to estimate a linear regression model. When we specify v u as the set of ratings of user u and matrix X u as the matrix containing the characteristic vectors of the items rated by user u, we can estimate user specific regression weights by
A rating for an item unrated by user u then can simply be predicted by
Using this simple content-based method we could easily predict ratings for items that have not been rated yet, since we only need the characteristics of the new item. Moreover, it would also be possible to explain why certain recommendations are given using the regression weights. Clearly, these two properties make the regression approach worth considering.
Constructing user-specific regressions may be problematic since we need at least a substantial number of ratings from a user if we want to estimate this user's regression coefficients. As an alternative, one could 'pool' all ratings generated by all user for all items, and estimate a 'population-regression' with this pooled data set. Such a single model is likely to perform poorly, since people have varying preferences.
Hence, an intermediate solution would be not to specify a regression for each user separately or for the total population at once, but to create regression models for different groups of users having similar preferences. We will discuss such a method below in Subsection 3.3. First we discuss method called clusterwise linear regression (CLR) proposed by DeSarbo and Cron [1988] . This method, although not directly suitable for the recommendation problem, forms the basis for the method in Subsection 3.3.
CLR and its extensions are very popular in various areas of marketing, such as conjoint analysis [DeSarbo et al. 1992; Vriens et al. 1996] and estimating marketing mix elasticities [Ramaswamy et al. 1993] . Especially the connection between conjoint analysis and item recommendation is very clear. In conjoint analysis subjects rate potential products which are described by a limited set of product characteristics. Then a model is estimated that explains which product characteristics are important to make a product popular. When a model based on CLR is used, one can differentiate between market segments. Besides in marketing, models based on CLR were also successfully applied in other fields of business research as accounting [Larcker and Richardson 2004] , finance [Pennings and Garcia 2004] , and strategic management [DeSarbo et al. 2005] . But also in other research disciplines as psychology [Kriegler and Zimprich 2006] and climate research [Camargo et al. 2007 ], CLR has been used.
In the original CLR the dependent variable (in our case the rating variable v) is modeled as a mix of K conditional univariate densities with cluster-specific regression coefficients and standard deviations
CLR is optimized using the EM-algorithm [Dempster et al. 1977 ].
In the E-step we estimate the posterior probabilities for each vote v that this vote belongs to class Including Item Characteristics in pLSA for Collaborative Filtering
where y denotes the item that vote v concerned. Next, in the M-step, we compute the cluster-weights λ k
Here, the summation is over all item/vote pairs in the dataset. In the rest of the Mstep, we estimate the cluster-specific regression weights b k and variances σ 2 k using weighted least squares (WLS). Following Ramaswamy et al. [1993] , the estimate for b k is given by
and matrix X contains the characteristics for each item y of all item/value pairs y, v and vector v contains the corresponding rating. Following DeSarbo and Cron [1988] , the estimate for σ
Although CLR provides us with a way to model cluster-specific regression coefficients, it has some shortcomings due to which it cannot be directly used for our problem: Contrary to the pLSA-CF model, the class memberships do not depend on the user. Thus, latent classes in this model lack a clear interpretation in terms of user communities. In fact, CLR is an extension of a Gaussian mixture model, which also lacks that ability (see Figure 1) . Although we can compute these user communities in CLR afterwards, the model is not optimized for these user communities. Therefore, we integrate the idea of cluster-specific regression coefficients in the pLSA-CF framework with its user specific mixing weights.
Latent Class Regression Recommender System
As mentioned above our method, which we call the latent class regression recommender system (LCR-RS), integrates the idea of CLR into the pLSA-CF framework. Informally, this implies the following changes w.r.t. pLSA-CF: we replace item means µ y,k for each latent class z k by one vector of regression coefficients b k . Also, the item-specific standard deviations σ y,k for each class z k are replaced by one class-specific standard deviation σ z k . Hence, the number of parameters becomes independent of the number of items. When there are many items, this could lead to a substantial reduction.
Therefore, we adapt the Gaussian density function (3) to
where x y is a vector containing the characteristics of item y. Again, the model is 10 · M. Kagie et. al fitted with EM. The E-step then becomes
In the M-step, we first compute new values for the user specific mixture weights P (z k |u). Because of the dependence on u, this is done using Equation (10) from the pLSA-CF model. Here, the difference w.r.t. CLR becomes clear, where general cluster weights were computed using Equation (18), rather than user-specific ones.
In the remainder of the M-step we compute new values for the regression coefficients b k , and the standard deviations σ k . The b k are computed using WLS
where diag(P (z|u, y, v, θ old )) is a diagonal matrix containing probabilities P (z|u, y, v, θ old ) for all entries u, y, v , v contains the ratings v of all entries, and X contains for all entries the characteristics of the corresponding item y. Finally, we estimate σ k for each latent class
After convergence, we can use the model to predict the rating for a certain item y by user u
Notice that we can also use this equation to predict ratings for items that have not yet been rated by any user as long as we have the characteristics of this item. Also, the computation of a rating is very fast, that is, of order O(Kp), where K is the number of classes and p the number of characteristics. As mentioned in the introduction, LCR-RS can also easily be used to explain the recommendations. This can be done by creating the personal regression vector b u in the following way
Then, using the product characteristics vector x y of a highly rated product, the coefficients of the regression vector can be multiplied by the values of the characteristics. The product is then an identifier of how important that characteristic was in the recommendation. Note that when all characteristics are binary, that is have a value of 0 or 1, this multiplication is not necessary and one only has to sort the coefficients of the characteristics with a value of 1. In the same way, we can also provide insights in the user communities. Finally, note that the number of parameters in the LCR-RS model is K × (m + p + 1). (p denotes the number of characteristics in the x vector.) When there are many items, this is typically much smaller than the number of parameters in the pLSA-CF model, since the regression weights and the variances within each latent class are shared among all items rather than being item-specific. Thus, the LCR-RS model is likely to be less prone to overfitting.
Algorithm 2 LCR-RS algorithm
procedure LCR RS(entries u, y, v ,X,K) Initialization for all u do Generate random P (z k |u) such that k P (z k |u) = 1. end for for all y, z k do Generate random b k . Generate random σ k . end for Set err = ∞.
EM-loop repeat prevErr = err . for all u, y, v , k do Compute P (z k |u, y, v) using (22). end for for all u, z k do Compute P (z k |u) using (10). end for for all y, z k do Compute b k using (23).
Compute σ k using (24). end for Compute err = −E[L c (θ)] using (9). until prevErr − err < end procedure
DATA
We evaluate our new algorithm on a data set concerning movie ratings. Since there is no publicly available data set containing both movie ratings and movie characteristics, we combine two publicly available data sets for this purpose.
The first data set we use is the Netflix data set. Netflix 3 is an online company that provides a DVD movie rental service. To provide their customers with personalized DVD recommendations, their web site makes use of a recommender system called Cinematch. Currently, Netflix has organized a contest, the Netflix Prize 4 , to challenge the public to improve the prediction accuracy of Cinematch with ten percent. For this contest a data set was made available containing over 100 million movie ratings on a 5 point scale.
The Netflix data set does not contain characteristics about the movies except the title and the year of release. Therefore, we combined it with the IMDb data set. The Internet Movie Database (IMDb) 5 is a web site that contains information about 12 · M. Kagie et. al approximately 900,000 titles (movies, TV series, etc.). It offers information such as plots, keywords that describe a title, genre classification, and participating actors and actresses. The IMDb database is available for download from the website. When we combined both data sets and only include ratings corresponding to a movie also described in the IMDb data set, we were left with approximately 80 million ratings by about 480,000 users of 9,620 movies. Since it is practically impossible to work and experiment with such a large data set, we use a subset of these data in our evaluation.
To construct this reduced data set, first users with more than 50 ratings were selected. Next a random sample of .25% was taken from the selected users. The ratings of these sampled users form the foundation of the reduced data set. As characteristics of the movies we used dummy variables for each genre and for the 100 most often used keywords. This results in a data set of 191,059 ratings by 741 users of 6,305 movies. On average the users have rated 258 movies and a movie is on average rated by 30 users. The 6,302 movies have on average 2.50 genres and 28.2 keywords (of the 100) connected to them. We provide more statistics on the item characteristics in Table I . The table shows both the number and percentage of occurrence both per rating in the data set and per item in the data set. One should especially note that there are several genres, such as Adult, Reality-TV, and News, which have only a very small number of ratings and items connected to them. Therefore, results for these genres may be unreliable and regression coefficients may be insignificant.
EXPERIMENTS & RESULTS
In this section, we first describe the experiment setup used to evaluate the LCR-RS. Then, we discuss the findings of these experiments and, finally, we give an interpretation of the parameters of the LCR-RS model and discuss how these can be used to explain the recommendation to the user.
Experiment Setup
To evaluate the performance of the LCR-RS, we compared the prediction performance of LCR-RS to several other recommendation methods on the data described in the previous section.
The first method we compared with is a simple baseline method, which was also used in Hofmann [2004] . The prediction for an item u, y is simply the mean rating for item y in the training data.
We also used a simple memory-based collaborative and three simple contentbased recommendation methods as comparison. The collaborative method is the Pearson correlation method. And as content-based methods we use two approaches based on linear regression. The first approach uses a single linear regression model on the complete data set and provides the same predictions for all users. The second approach fits a linear regression model for each user, only using the items rated by this user as input. For users that do not have rated enough items to be able to train a linear regression model, the global linear regression model is used for prediction. Finally, we also tested a Nearest Neighbor algorithm [Cover and Hart 1967] using the Hamming distance as distance measure. We report the results of using 10 neighbors, since this lead to the best results. Table I . Item Characteristics of the data set. The final benchmark model we use is the original pLSA-CF model of Hofmann [2004] . Since the LCR-RS model uses a lot less parameters (informally, the LCR-RS model estimates the µ y,z for each latent class z by a linear function), we do not expect the LCR-RS model to improve the predictions of pLSA-CF. However, LCR-RS has the advantage that it can also predict ratings for new items.
We compare the models using the data described in the previous section. We divide the data in a training and test set by randomly selecting 10% of the rated items per user (with a minimum of 1) and adding these to the test set. All other data are used in the training set. Both pLSA-CF and LCR-RS also need a validation set to stop the algorithm. This validation set is extracted from the training set in the same way as the test set was extracted from the complete data set. We repeat this approach in total 20 times with different random seeds. As measure for prediction error, we use the mean absolute error
where N * is the size of the test set andṽ i is the predicted rating and v i the given rating. Besides as measure for the prediction error, the MAE is also used as measure on the validation set for stopping the pLSA-CF and LCR-RS algorithms.
Both in the pLSA-CF and LCR-RS algorithm the number of classes K is set to 40. Hofmann [2004] suggests to use this value in the pLSA-CF algorithm and because of the similarity between both algorithms we think this will also be a good value to use in the LCR-RS. Furthermore, also similar to Hofmann's approach [Hofmann 2004 ], we fit both models on ratings v standardized by subtracting the mean user rating and dividing by the user specific standard deviation
This standard deviation is smoothed in the following way suggested by Hofmann [2004] 
where µ u is the user specific mean,σ 2 the overall standard deviation, and N u is the number of ratings done by the user.
Following Hofmann [2004] , we also implemented tempered EM [Hofmann 2001 ] in pLSA-CF in which Equation (8) is replaced by
where β is a tempering parameter used for regularization and, therefore, avoiding overfitting when set to a value < 1. In our experiments, setting β to .95 lead to the best results for pLSA-CF. Unfortunately, using tempered EM did not lead to improved results for LCR-RS.
Including Item Characteristics in pLSA for Collaborative Filtering · 15 Table II shows the test MAE's (averaged over 20 runs) for the different recommendation methods. As can be seen 4 out of 6 methods have a higher accuracy than the baseline method. Only the two content based methods based on linear regression perform worse. Also, the third pure content based method, the nearest neighbor method performs not that good, only improving the baseline by six percent. On the other hand, the collaborative methods were able to improve the accuracy compared to the baseline by 15%. Although pLSA-CF performed somewhat better, the difference with the Pearson correlation is very small. The error made by LCR-RS is much smaller than the error made by the content-based methods, although it is somewhat higher than the error of the collaborative methods as we expected. It is remarkable that, although linear regression itself seems to be a poor performing content-based model, it works well in our framework. When comparing LCR-RS to the collaborative methods, LCR-RS only performs 3% worse than these methods. However, only LCR-RS has the ability to provide recommendations of new items.
Experiment Results

Model Interpretation
An extra advantage of the LCR-RS is that it provides an explanation of the recommendations given. Furthermore, the model can be used to get a better insight in the user communities. For each latent class, which can be seen as some user community, the LCR-RS model contains a class specific regression vector, indicating which characteristics have a high positive or negative effect on the predicted rating. Table III shows the regression coefficients for two classes of our model for the 10 most occurring genres and keywords. As can be seen in this example, movie preferences can differ a lot among user communities. For example, for these two classes one can see that users belonging to class 15 consider it to be quite positive that a movie belongs to the science fiction or fantasy genre, while people in class 14 do not seem to prefer these movies. However, sometimes interpretation can still be quite complicated, since some characteristics are correlated which each other. For instance, the genre romance and the keyword love, will occur quite a lot together. When looking at the regression coefficients for both classes for these characteristics, we see that the one has a negative coefficient for love and a positive one for romance, where for the other class it is opposite. Therefore, it is quite difficult to see which community would like these kind of movies more. When one wants to overcome this problem of correlated characteristics one could use feature selection or extraction methods. However, although this may increase the usefulness of the explanations, it might also reduce prediction performance.
To gain somewhat more insight in the user communities in class 14 and 15 of the model, we have estimated ratings for all movies in the data based on the regression coefficients of these classes and ordered the recommendations based on these predicted ratings. In Table IV , we show the recommendation rank for ten well-known movies for both classes. We see that the order is often in line with the results shown in Table III , such as the higher ranks for the Sci-Fi movie 'The Matrix' and action movie 'Die Hard' in class 15. However, sometimes movies get a very high or low rating due to a not that common characteristic not shown in Table III . This might for instance be the case for the movie 'Reservoir Dogs' in class 14. The same regression coefficients that were shown for the user communities can be computed for individual users using Equation (26). We computed these individual regression coefficients for a random user, namely user 369. For this user, the most important positive and negative characteristics are listed in Table V . As can be seen, the model expects that the user would like to see news, short movies, and documentaries, while he would not like adult, horror, and science-fiction movies.
These kind of regression coefficients can be used for explanation in, for example, the following way. Top recommendation for this user is the movie 'Schindler's List'. With respect to this movie, we can determine which characteristics have the most influence on this rating, that is, we look for characteristics that have a value of 1 for this movie and then look at the highest coefficients for these characteristics. These coefficients for the five most important positive and negative characteristics that determine the rating for user 369 for the movie 'Schindler's List' are shown in Table VI. Note that the most important positive characteristics have a far more higher coefficient than the negative ones, since this is a movie that the user is expected to like. Based on these coefficients a recommender system should be able to provide an explanation of the recommendation made, that should look something like We think you would like the movie Schindler's List, because it has a famous score and is considered to be a blockbuster. Also, the movie is about History, redemption, and it belongs to the Drama genre. However, there are also some things that you may not like about the movie. The movie contains sex and female nudity. Also, the movie contains premarital sex, a rescue, and bloody scenes.
As we said earlier, we think that the explanations of the system might be improved by using some feature selection or extraction method. Not only will such a 18 · M. Kagie et. al method eliminate correlating characteristics, also characteristics that do not occur a lot and are therefore insignificant might be excluded. As can be seen in Table V , some of these characteristics now have high coefficients in the model, while these are probably highly unreliable due to the limited number of positive examples they are based on.
CONCLUSIONS
In this paper, we presented a new hybrid recommendation approach. This approach is based on the idea that there are communities of users that find the same characteristics important to like or dislike a product. To construct this model, which we call the latent-class regression recommender system (LCR-RS), we extended Hofmann's probabilistic latent semantic analysis model for collaborative filtering (pLSA-CF) [Hofmann 2001 ]. This extension is based on clusterwise regression [DeSarbo and Cron 1988] and leads to a model containing community specific regression vectors. Advantages of this model are that it is able to recommend new items and provides a framework to explains its recommendations, while it is also able to use the ratings of all users.
We applied this approach on a data set containing movie ratings and movie characteristics (genres and keywords). On these data, prediction performance of LCR-RS was slightly worse than collaborative methods, such as Pearson correlation and pLSA-CF, but better than content-based methods. Although performance of LCR-RS is somewhat worse than the collaborative methods, this method has in favour that it can recommend new items and provides a way to explain its recommendations, which was also illustrated for the movie data.
We see some directions to future research based on the experiments with the pLSA-CF algorithm. For example, we expect that explanations of the LCR-RS might be improved using feature extraction or selection methods excluding correlated and insignificant characteristics. This can maybe done by integrating stepwise regression methods or lasso regression [Tibshirani 1996] . Also, the LCR-RS model might be adapted to model other type of user evaluations such as a binary 'like -don't like' evaluation. This can be done using generalized linear models [McCullagh and Nelder 1989] , such as logistic or probit regression, in combination with latent classes [Wedel and DeSarbo 1995] .
