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In this paper we address the issue of designing optimal fuzzy interfaces, which are fundamental
components of a fuzzy inference system. Due to the diﬀerent roles of input and output interfaces,
optimality conditions are analyzed separately for the two types of interface. We prove that input
interfaces are optimal when based on a particular class of fuzzy sets called ‘‘bi-monotonic’’, provided
that mild conditions hold. The class of bi-monotonic fuzzy sets covers a broad range of fuzzy sets
shapes, including convex fuzzy sets, so that the provided theoretical results can be applied to several
fuzzy models. Such theoretical results are not applicable to output interfaces, for which a diﬀerent
optimality criterion is proposed. Such criterion leads to the deﬁnition of an optimality degree that
measures the quality of a fuzzy output interface. Illustrative examples are presented to highlight
the features of the proposed optimality degree in assessing the quality of output interfaces.
 2005 Elsevier Inc. All rights reserved.
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degree1. Introduction
Fuzzy inference systems are regarded as modeling structures with well-deﬁned func-
tional blocks of input and output interfaces along with a processing module that carries
out all the computation at the linguistic level. The essential role of the input interface is
to convert the information coming from the environment in an internal format acceptable0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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cedure to transform information coming from the processing module into the form accept-
able by the modeling environment. The information transformation from the external to
the internal representation and vice versa can be carried out through matching procedures
employing a family of referential fuzzy sets that model linguistic terms. Speciﬁcally, for
fuzzy systems interacting with a numerical environment, the input interface provides a
mapping from numerical data into a structure of membership values, while the output
interface transforms such structures into numerical quantities. Although the roles of the
input and output interfaces are quite diﬀerent, both of them share the same framework
as being based on a family of referential fuzzy sets.
Since the quality and usefulness of the overall fuzzy system is heavily inﬂuenced by the
performance of its input and output interfaces, a careful design of such functional blocks is
important. To this aim, several criteria have been proposed in order to guarantee well-
designed interfaces in terms of two main factors: the semantic integrity of the linguistic
terms and the precise representation of data [5,8,14,15].
The semantic integrity enables humans to assess the meaning of the linguistic terms
represented by the referential fuzzy sets. The semantic requirement is usually formalized
by a set of properties that should be considered in the design of the fuzzy sets involved
in the input and output interfaces. Examples of such formal properties are normality, cov-
erage (completeness), natural zero positioning, distinguishability, justiﬁable number of ele-
ments, etc. [8].
On the other hand, precise representation of data corresponds to the conservation of
information in the conversion process from numerical to linguistic format of information.
Informally speaking, precise representation of data in input interfaces refers to the reali-
zation of a one-to-one mapping of the external information into its internal representa-
tion. This is a fundamental property of input interfaces, since their main role is to
assure an eﬃcient interaction between the modeling environment and the processing
module that carries out all the computations at the linguistic level [15]. Without a precise
representation of data, it is not reasonable to expect that the external information could be
uniquely speciﬁed by its linguistic representation, i.e., it is not possible to assure that the
processing module operates on a legitimate representation of the external information.
Similarly to input interfaces, precise representation of data in output interfaces is a neces-
sary condition to assure a meaningful correspondence between the information coming
from the processing module and the ﬁnal numerical output. In this sense, precise represen-
tation improves the understanding of the systems behavior, thus preserving the overall
readability of the fuzzy system [6].
The design of fuzzy interfaces with precise representation of data is especially useful for
dealing with numerous data analysis problems, where the modeling environment generates
numerical data as well as calls for numerical results to be returned by the fuzzy system. As
pointed out in [5], the application of this type of interfaces in areas such as fuzzy modeling,
fuzzy control and fuzzy system analysis, is of particular interest. As an example, in
dynamic fuzzy systems (based on static fuzzy systems with numeric feedback) precise rep-
resentation of data allows error-free conversion that does not hamper the systems behav-
ior. Furthermore, output interfaces designed for error-free reconstruction play a central
role in the internal veriﬁcation of fuzzy models, where optimization of the model is based
on the error between the results of the processing module and the linguistic reconstruction
of the output target (for further details, see [15]).
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equivalence criterion’’ [14], also named ‘‘anti-fuzzy-aliasing condition’’ [6] or ‘‘error-free
reconstruction’’ [12]. The information equivalence criterion simply states that, in order to
have a precise representation of data, the functional representation of the input (resp.
output) interface must be invertible in the mathematical sense. An interface that satisﬁes
the information equivalence criterion is also called ‘‘optimal interface’’.1 Using optimal
interfaces, it can be proved that each external datum has its own internal representation,
and referential fuzzy sets cover the entire universe of discourse [6,7].
Optimality of fuzzy interfaces has been theoretically analyzed for fuzzy systems deﬁned
by triangular membership functions and center of gravity as defuzziﬁcation method
[12,14], but less attention has been paid to fuzzy sets of diﬀerent shapes, such as trapezoi-
dal, Gaussian, bell-shaped, etc. Nevertheless, some authors are skeptical about the real
eﬀectiveness of triangular fuzzy sets in solving modeling problems (see, e.g., [9]).
Conversely, convex fuzzy sets are regarded as a promising class of fuzzy sets to guarantee
interface optimality [5]. Hence, the issue of optimality of interfaces based on diﬀerent
shapes of fuzzy sets should be addressed.
In this paper, we prove that optimality of input interfaces can be guaranteed for a wide
class of fuzzy sets, provided that mild conditions are satisﬁed. In particular, after the
deﬁnition of two main classes of fuzzy sets, namely ‘‘strictly bi-monotonic’’ fuzzy sets
and ‘‘loosely bi-monotonic’’ fuzzy sets, two theorems are proved. The ﬁrst theorem states
that optimal interfaces are always guaranteed for strictly bi-monotonic fuzzy sets (e.g.,
Gaussian fuzzy sets), provided that weak conditions hold. The second theorem states that
optimality is guaranteed for loosely bi-monotonic fuzzy sets (e.g., triangular and convex
fuzzy sets in general) if stronger conditions hold. The theorems provide suﬃcient optimal-
ity conditions for a wide class of fuzzy sets, including convex fuzzy sets, so that their
results can be useful in a broad range of fuzzy modeling contexts.
Such theoretical results, derived for input interfaces, are not applicable to output inter-
faces. Indeed, while input interfaces are usually implemented by a matching mechanism
that derives membership values from numerical values, output interfaces are generally
deﬁned by an aggregation operation that can easily hamper the optimality condition.
Nevertheless, the information equivalence criterion should be taken into account in the
design of output interfaces, since it is important for the overall readability of the fuzzy
system. For such reason, we propose a diﬀerent optimality criterion, that leads to the
deﬁnition of an optimality degree which measures the quality of a fuzzy output interface.
According to such criterion, diﬀerent output interfaces can be compared and their quality
ranked on the basis of their optimality degrees.
The paper is organized as follows. Section 2 provides a formal description of input and
output interfaces. In Section 3, the optimality of input interfaces is addressed: the class of
bi-monotonic fuzzy sets is deﬁned and two theorems on optimality conditions for
bi-monotonic fuzzy sets are proved. In Section 4, the optimality of output interfaces is
discussed, and the proposed optimality degree is introduced. Also, illustrative examples
are presented to show how the deﬁned optimality degree can be conveniently used to high-1 It should be stressed that the term ‘‘optimal’’ is here referred to the interfaces employed in a fuzzy model, and
not to the fuzzy model itself, whose optimality could be deﬁned in terms of universal approximation, speed, etc.
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conclusions are drawn.
2. Fuzzy interfaces
A fuzzy inference system (FIS) is typically composed of three main functional blocks
(Fig. 1), namely the input and the output interface communicating between the modeling
environment, and the processing module dedicated to fuzzy computations. In the follow-
ing, we brieﬂy describe the role of each functional block along with the basic terminology.
The role of the input interface (I-Interface) is to transform the data about a certain
application from the usual numerical level into the linguistic level. In other words, an
I-Interface provides a fuzzy discretization of external data by means of a family of Kx
reference fuzzy sets. For nx-dimensional data of domain X  Rnx , a multi-dimensional
I-Interface can be formalized as follows:
I : X  Rnx ! ½0; 1Kx ð1Þ
such that:
8x 2 X : IðxÞ ¼ ½AiðxÞi¼1;2;...;Kx ð2Þ
where Ai(x) is the membership degree of the ith referential fuzzy set. It should be remarked
that the deﬁnition of an I-Interface can be extended to deal with fuzzy inputs, as remarked
in [14], but in such case it is impossible to perfectly reconstruct inputs from their linguistic
representations [16].
A multi-dimensional I-Interface is often composed of several one-dimensional I-Inter-
faces, each of them deﬁned over a single input dimension. In such a case, the multi-dimen-
sional I-Interface is deﬁned as follows:
8x 2 X  Rnx : IðxÞ ¼ ½IðjÞðxjÞj¼1;2;...nx ð3Þ
being x ¼ ½x1; x2; . . . ; xnx  and IðjÞ the jth one-dimensional I-Interface which is in the form:
IðjÞ : X ðjÞ  R! ½0; 1KðjÞx ; j ¼ 1; 2; . . . nx ð4Þ
The outcome of the I-Interface is transformed into a structure of output membership
degrees by the processing module, which is dedicated to all computations at linguistic
level. From a functional point of view, the processing module can be formalized as follows:
P : ½0; 1Kx ! ½0; 1Ky ð5Þ
The processing module can be implemented in several forms, including fuzzy relational
calculus, fuzzy regression models and fuzzy neural networks [13].Fig. 1. Functional blocks of a fuzzy inference system.
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produced by the processing module into a form acceptable by the modeling environment,
which often calls for numerical values. Hence, such transformation completes a mapping
from the linguistic to the numerical level. From a functional point of view, the O-Interface
can be formalized as:
O : ½0; 1Ky ! Rny ð6Þ
For simplicity, we assume ny = 1, i.e., the O-Interface provides only a one-dimensional
numerical value. The extension to multi-dimensional outputs is straightforward by consid-
ering ny O-Interfaces independently.
Generally, an O-Interface is characterized by a family of referential fuzzy sets and the
ﬁnal numerical output is calculated by means of a defuzziﬁcation algorithm, which
operates by aggregating membership degrees coming from the processing module.
Depending on the FIS type, the O-Interface can be very simple or quite complex.
In Takagi–Sugeno FIS with rules of the following type:
IF x is AðrÞ THEN y ¼ wðrÞ ð7Þ
the O-Interface is deﬁned as a weighted average formula:
OTSðpyÞ ¼
PKy
r¼1p
ðrÞ
y 
 wðrÞPKy
r¼1p
ðrÞ
y
ð8Þ
being py ¼ ½pð1Þy ; pð2Þy ; . . . ; pðKy Þy  the vector of membership degrees provided by the process-
ing module, with pðrÞy ¼ AðrÞðxÞ.
In a Mamdani FIS with rules of the following type:
IF x is AðrÞ THEN y is BðrÞ ð9Þ
the O-Interface derives, for each rule, a new fuzzy set as follows:
BðrÞðyÞ ¼ BðrÞðyÞ  pðrÞy ð10Þ
being  a t-norm like the minimum or the product operator. Then, all such fuzzy sets are
aggregated to form a unique fuzzy set:
B ¼
[Ky
r¼1
BðrÞ ð11Þ
where the union operation can be computed by means of a t-conorm, like the maximum or
the probabilistic sum. Finally the aggregate fuzzy set B is reduced to a single numerical
value ~y according to a defuzziﬁcation method, like the following (for a review of defuzz-
iﬁcation methods, see [10]):
centroid : ~y ¼
R
R
BðyÞ 
 y 
 dyR
R
BðyÞ 
 dy ð12Þ
bisector : ~y s.t.
Z ~y
1
BðyÞdy ¼
Z þ1
~y
BðyÞdy ð13Þ
mean of maximaðMOMÞ : ~y ¼
P
w2Mw
jM j ð14Þ
lowest of maximaðLOMÞ : ~y ¼ inf M ð15Þ
sup of maximaðSOMÞ : ~y ¼ supM ð16Þ
being M :¼ argmaxy2RBðyÞ.
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above defuzziﬁcation formulas.3. Optimality of input interfaces
The idea behind the concept of optimal I-Interfaces is the equivalence between external
information and its internal representation. In other words, optimal I-Interfaces ideally
provide zero conversion error when the values of a given numerical variable are trans-
formed from the external to the internal representation.
Based on such idea, we formally deﬁne the optimality condition as the property of injec-
tivity of the mapping realized by the I-Interfaces:optðI;XÞ () 9I1 s.t. 8x 2 X : I1ðIðxÞÞ ¼ x ð17ÞIt is easy to verify that this optimality condition is met on a multi-dimensional I-Interface—
deﬁned in (3)—when all its composing one-dimensional I-Interfaces are optimal.
It should be remarked that this deﬁnition is slightly diﬀerent from those found in liter-
ature to characterize optimality (see, e.g., [4,5,7,8,12]). Indeed, other authors provide a
deﬁnition of optimality that involves a given couple of input and output interfaces, e.g.,
I-Interfaces with triangular fuzzy sets and centroid implementing the O-Interface. Con-
versely, the deﬁnition provided in (17) does not specify any O-Interface, but involves only
the I-Interface of a fuzzy system. In this way, the proposed optimality condition is veriﬁed
for a wider class of I-Interfaces that provide a precise representation of data.
In the design of an I-Interface, the above deﬁned optimality condition can be easily
guaranteed if the referential fuzzy sets are properly chosen. Here, a family of fuzzy sets
which guarantee optimality condition is characterized. This family embraces two classes
of fuzzy sets, called bi-monotonic, that cover most types of fuzzy sets, including convex
fuzzy sets. In the following, after the deﬁnition of the two classes of bi-monotonic fuzzy
sets, namely strictly bi-monotonic fuzzy sets and loosely bi-monotonic fuzzy sets, two the-
orems about optimality condition are formulated and proved.3.1. Bi-monotonic fuzzy sets
Deﬁnition 1 (Bi-monotonic fuzzy sets). A one-dimensional fuzzy set A deﬁned over the
universe of discourse X  R is strictly bi-monotonic if there exists a prototype p 2 X (i.e.,
A(p) = 1) such that the restrictions of the membership function A :X! [0, 1] to the sub-
domains XL = X \ ]1,p] and XR = X \ [p,+1[ are strictly monotonic. The fuzzy set A
is (loosely) bi-monotonic if such restrictions are loosely monotonic. Of course, strictly bi-
monotonic fuzzy sets are also loosely bi-monotonic. We will call the two above mentioned
restrictions as AL (left restriction) and AR (right restriction).Lemma 2. If A is (strictly/loosely) bi-monotonic, then the complement of A (i.e., AðxÞ ¼
1 AðxÞ) is bi-monotonic.
Lemma 3. If A is strictly bi-monotonic, then "p 2 [0,1] : jA1(p)j 6 2, where A1(p)
= {x 2 X jA(x) = p}.
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q(A) :A1(p) = ;. Let p be a prototype of A. If p 2 q(A), let:
A1L ðpÞ ¼ fx 2 X\ 1; p j AðxÞ ¼ pg ð18Þ
A1R ðpÞ ¼ fx 2 X \ ½p;þ1½j AðxÞ ¼ pg ð19Þ
Then jA1L ðpÞj 6 1 because if 9x1; x2 s.t. x1 < x2 ^ x1 2 A1L ðpÞ ^ x2 2 A1L ðpÞ, then $x1,x2
s.t. x1 < x2 ^ AL(x1) = AL(x2) that is, the left restriction AL would not be strictly mono-
tonic. The same is true for AR. As a consequence, A
1ðpÞ ¼ A1L ðpÞ [ A1R ðpÞ ) jA1ðpÞj
6 jA1L ðpÞj þ jA1R ðpÞj 6 2. h
Corollary 4. If p is a prototype of A, then jA1(A(p))j = 1.
Proof. Note that p 2 A1L ðAðpÞÞ ^ p 2 A1R ðAðpÞÞ. If, ad absurdum, $q s.t. p5 q ^ q 2
A1(A(p)), then q 2 A1L ðAðpÞÞ _ q 2 A1R ðAðpÞÞ, that is, jA1L ðAðpÞÞj > 1 _ jA1R ðAðpÞÞj > 1.
This is absurd. hCorollary 5. The support of a strictly bi-monotonic fuzzy set A defined over X is X  O,
where O is a set with at most two elements, and can be eventually empty.Lemma 6. Convex one-dimensional fuzzy sets are loosely bi-monotonic.Proof. Let A be a convex fuzzy set and p 2 argmaxx2XAðxÞ. Consider two points x1,x2 2 X
such that x1 < x2 < p and their respective membership degrees a1 = A(x1), a2 = A(x2).
Because of convexity of A, the respective strict a-cuts ([A]a = {x 2 X jA(x) > a}) are inter-
vals such that ½Aa1  ½Aa2 , hence a1 6 a2. As a consequence, the restriction AL is loosely
monotonic. Similarly, AR is loosely monotonic, so A is loosely bi-monotonic. hCorollary 7. Gaussian membership functions (and their complements) are strictly bi-mono-
tonic. Triangular and trapezoidal membership functions (with their complements) are loosely
bi-monotonic but, in general, not strictly bi-monotonic.3.2. Optimality conditions
Two suﬃcient conditions of optimality are provided, for I-Interfaces based on the two
classes of bi-monotonic fuzzy sets (strictly and loosely). Such conditions are fulﬁlled if
some mild constraints are satisﬁed.
Theorem 8. Let U = {A1,A2, . . . ,An} be a family of one-dimensional strictly bi-monotonic
fuzzy sets, with respective distinct prototypes p1 < p2 < 
 
 
 < pn such that "x 2 X $pi,
pj s.t. pi 6 x 6 pj. Then, the corresponding I-Interface IðxÞ ¼ ðA1ðxÞ;A2ðxÞ; . . . ;AnðxÞÞ is
optimal.Proof. Let x 2 X and IðxÞ ¼ ðp1; p2; . . . ; pnÞ. Let pi, pj be the values of (p1,p2, . . . ,pn)
corresponding to two fuzzy sets Ai, Aj 2 U with prototypes pi, pj such that pi 6 x 6 pj.
Then, A1i ðpiÞ \ A1j ðpjÞ ¼ fxg. Indeed, suppose, ad absurdum, that A1i ðpiÞ \ A1j ðpjÞ ¼
fy; zg, with y < z (note that x = y _ x = z, since x will always belongs to the intersection
by construction of the deﬁned sets). By Lemma 2, we have y 2 A1iL ðpiÞ ^ z 2 A1iR ðpiÞ
and, symmetrically, y 2 A1jL ðpjÞ ^ z 2 A1jR ðpjÞ. As a consequence, the prototypes pi, pj
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fuzzy sets are sufﬁcient to uniquely determine the original input value x, provided that x is
included between the corresponding prototypes, the function:
Nðp1; p2; . . . ; pnÞ ¼ x () A11 ðp1Þ \ A1n ðpnÞ ¼ fxg ð20Þ
is the inverse function of I, which is hence optimal. h
The assumption that all the prototypes of the fuzzy sets in an I-Interface must be sorted
is not particularly limiting, as most fuzzy models are designed so that this constraint is
implicitly veriﬁed. Furthermore, such required ordering is violated only when two or more
prototypes coincide. In this situation, optimality could be still veriﬁed (apart from excep-
tional cases) with ad-hoc analysis. However, such problematic conditions have not been
considered here because they seldom happen in real-world modeling contexts.
Theorem 9. Let U = {A1,A2, . . . ,An} be a family of one-dimensional loosely bi-monotonic
fuzzy sets, such that
8A 2 U 8x 2 X 9B 2 U s.t. jA1ðAðxÞÞ \ B1ðBðxÞÞj ¼ 1
with respective distinct prototypes p1 < p2 < 
 
 
 < pn such that "x 2 X $pi, pj s.t. pi 6 x 6 pj.
Then, the associated I-Interface I is optimal.Proof. The proof is similar to the previous theorem, where the condition
A1i ðpiÞ \ A1j ðpjÞ ¼ fxg is true by hypothesis. h
The theorems here proved guarantee optimality of I-Interfaces provided that mild con-
ditions hold. As shown, while for strictly bi-monotonic fuzzy sets such constraints are easy
to satisfy, for loosely bi-monotonic fuzzy sets the constraints are more stringent and re-
quire careful design.
For strictly bi-monotonic fuzzy sets (like Gaussian fuzzy sets), optimality of I-Interfaces
can be easily guaranteed if the prototypes of fuzzy sets are distinct, with the leftmost and
rightmost prototypes coinciding with minimum and maximum values of the universe of dis-
course. Moreover, if two fuzzy sets share the same prototype (e.g., one fuzzy set is the subset
of the other) only one can be retained for the deﬁnition of the I-Interface, thus preserving
optimality. Finally, it is noteworthy that the derivation of the inverse function of the I-Inter-
face requires—at least theoretically—only the two fuzzy sets corresponding to the leftmost
and the rightmost prototypes. Such derivation is independent on the shape of the interme-
diate fuzzy sets. As a consequence, interface optimality can be easily veriﬁed when strictly
bi-monotonic fuzzy sets are used.
For loosely bi-monotonic fuzzy sets, including all convex fuzzy sets in general, interface
optimality is guaranteed provided that a stronger condition holds. In particular, it is
required that for each fuzzy set there exists another fuzzy set which eliminates any possible
ambiguity when an input is given. While such condition always holds for strictly bi-mono-
tonic fuzzy sets, it can be violated for fuzzy sets with plateaux (i.e., areas where member-
ship value is constant), like triangular or trapezoidal fuzzy sets (see Fig. 2 for an example).
As a consequence, this condition implies a careful design of the I-Interface, since it can be
easily violated for particular choices of fuzzy sets parameters. Moreover, in data-driven
design of fuzzy systems, the involved learning algorithms must be constrained so as to
not violate the optimality conditions. Since such constraints may aﬀect the accuracy of
Ambiguity areas
Fig. 2. A fuzzy interface with ambiguity areas.
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modeling scenarios where accuracy is the primarily objective to achieve.
For multi-dimensional bi-monotonic fuzzy sets, interface optimality heavily depends on
interface optimality of one-dimensional projections. However, many techniques that auto-
matically generate I-Interfaces, like clustering methods, do not assure the fulﬁllment of
conditions that guarantee one-dimensional interface optimality. To overcome such draw-
back, interpretability-oriented clustering algorithms, like those in [11,1,2] can be eﬀectively
applied.
4. Optimality of output interfaces
Similarly to I-Interfaces, the optimality condition for an O-Interface is satisﬁed if the
interface is invertible, that is:
optðO; ½0; 1Ky Þ () 9O1 s.t. 8py 2 ½0; 1Ky : O1ðOðpyÞÞ ¼ py ð21Þ
Since the processing module usually does not provide all possible elements of ½0; 1Ky but
only a small subset, the optimality condition of an O-Interface can be conveniently rede-
ﬁned as:
opt0ðO;XÞ () 9O1 s.t. 8x : py ¼ PðIðxÞÞ ! O1ðOðpyÞÞ ¼ py ð22Þ
The last deﬁnition restricts optimality condition only for those values of py that can be
eﬀectively returned by the processing module. Even with such a restricted condition, how-
ever, interface optimality is hard to achieve apart from special cases [12]. This is essentially
due to the peculiar mapping carried out by an O-Interface, which transforms a highly
dimensional structure of membership degrees into one-dimensional numerical output.
Hence, even though error-free reconstruction cannot be generally achieved in O-Inter-
faces, the assessment of the information loss is useful in comparing diﬀerent O-Interfaces
that could be involved in the design of a fuzzy model.
4.1. Optimality degree
To deal with optimality of O-Interfaces, here we introduce a criterion of optimality for
O-Interfaces that extends the optimality condition (22) based on the information equiva-
lence criterion. Such new criterion leads to the deﬁnition of an ‘‘optimality degree’’ that
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optimality degree is a numerical measure that is maximized when the O-Interface is
optimal in the sense deﬁned in (22).
Given an O-Interface as in (6), a related I-Interface is considered:
O
 
: Rny ! ½0; 1Ky ð23Þ
The deﬁnition of O
 
depends on the form of O. As an example, for Mamdani FIS with rule
schema as in (9), O
 
is deﬁned as follows:
8y 2 Rny : O
 
ðyÞ ¼ ½BðrÞðyÞr¼1;2;...;Ky ð24Þ
Once the I-Interface O
 
has been derived, its optimality, as deﬁned in (17), can be checked.
If the related I-Interface O
 
is optimal, then we deﬁne O as reversely optimal.
Assuming that the O-Interface is reversely optimal, it is possible to evaluate a quality
index of the O-Interface as follows. When an input x is presented to the fuzzy model, a
structure of membership degrees py is computed by the processing module. The vector
py is further processed by the O-Interface O, which provides a numerical value y. Now
the related I-Interface O
 
is considered, and the structure of membership values
~py ¼ O
 
ðyÞ is compared with py (see Fig. 3). If py ¼ ~py , then the O-Interface is optimal.
Conversely, the more py is diﬀerent from ~py , the worse is the quality of O-Interface. Hence,
we formally deﬁne optimality degree as:
odðxÞ ¼ expðdðpy ; ~pyÞÞ ð25Þ
where d : ½0; 1Ky  ½0; 1Ky ! R is a distance measure (e.g., the Euclidean distance).
A value od(x)  1 means that the membership values provided by the processing
module can be reconstructed almost perfectly. Conversely, if od(x) 1, the reconstruction
carried out by the O-Interface is not error-free.
The optimal degree deﬁned in (25) is pointwise, so it can be integrated to provide a
global optimality degree deﬁned as follows:Fig. 3. Computation of optimality degrees.
138 C. Mencar et al. / Internat. J. Approx. Reason. 41 (2006) 128–145OD ¼
R
X odðxÞdxR
X dx
ð26Þ
provided that
R
X dx exists and is ﬁnite. The deﬁnitions of optimality degrees (both punc-
tual and global) do not depend on any speciﬁc implementation of the O-Interface, and
hence can be used to evaluate diﬀerent O-Interfaces that realize the transformation from
the linguistic form into the numerical representation in diﬀerent ways (i.e., with diﬀerent
defuzziﬁcation procedures).
Obviously, the optimality degrees are inﬂuenced by other factors, such as the choice of
the output fuzzy sets, the computations carried out by the processing module and the
I-interface employed in the fuzzy model. Hence, the optimality degrees can be regarded
as quality indices of the O-Interface within the fuzzy model under consideration.
4.2. Illustrative examples
In this section, two examples are considered to illustrate how the proposed optimality
degree can be used to evaluate the quality of O-Interfaces. The ﬁrst example highlights
how the optimality degree is related to the reconstruction error of an O-Interface, while
the second example relates the optimality degree with the overall performance of a fuzzy
model.
4.2.1. Identity mapping
First, a very simple Mamdani FIS has been designed to model the identity function, i.e.,
the function:
f ðxÞ ¼ xTable 1
Description of the FIS modeling the identity function
FIS type Mamdani
Conjunction Min
Implication Min
Aggregation Max
No. of inputs/outputs 1/1
No. of fuzzy sets per input/output 2/2
Plot of input/output fuzzy sets
No. of rules 2
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sets for the input interface, satisfying the optimality condition (17). The fuzzy sets for the
output interface are the same as for the input (see Table 1 for further details). As a0 0.2 0.4 0.6 0.8 10
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Fig. 4. The mapping realized by fuzzy models with diﬀerent defuzziﬁcation procedures.
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leading to the following simple rule base:
IF x is mf 1 THEN y is mf 1
IF x is mf 2 THEN y is mf 2
Observing the previous rule base, a linear behavior of the fuzzy model may be expected.
Indeed there is no additional information to imagine a diﬀerent behavior. Unfortunately,
the actual mapping realized by the fuzzy model is far from being linear, and mainly
depends on the defuzziﬁcation procedure chosen for generating the numerical output.
In Fig. 4, the mappings realized by ﬁve fuzzy models, which diﬀer only in the defuzziﬁca-
tion procedures, are illustrated. The actual behavior of each fuzzy model is graphically
compared with the ideal mapping expected by observing the rule base. As it can be seen,
all the actual mappings are polluted by spurious non-linearities, which hamper the com-
prehensibility of the models behavior.
Spurious non-linearities can be related to the sub-optimality of the O-Interfaces
employed in the fuzzy models. In Fig. 5, the optimality degrees for the considered fuzzy
models are illustrated, along with the global optimality degrees. By comparing the
optimality degree of each model and the corresponding mapping reported in Fig. 5, it is0 0.2 0.4 0.6 0.8 1
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Fig. 5. Optimality degrees for the fuzzy models with diﬀerent defuzziﬁcation procedures.
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regions where the actual mapping is closer to the ideal one.
The same considerations can be drawn if the number of fuzzy sets for the input and the
output is enlarged (provided that they are the same for the input and the output). In Fig. 6
the mapping realized by fuzzy models with centroid as defuzziﬁcation procedure, but with
diﬀerent number of fuzzy sets per input and output is reported, while in Fig. 7 the corre-
sponding optimality degrees are plotted. Obviously, for a higher number of fuzzy sets per
input the diﬀerence between the actual and ideal behavior becomes less evident, and the
optimality degree takes higher values.0 0.2 0.4 0.6 0.8 10
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titative measure of the distortion of the actual models mapping from the ideal one for-
mally represented by the rule base. As a consequence, the optimality degree (especially
the global optimality degree, as it provides a single numerical value) can be used to choose
the most suitable defuzziﬁcation procedure in a speciﬁc applicative context. Also, hybrid
defuzziﬁcation methods can be devised, which take into account the values of the optimal-
ity degree to select diﬀerent defuzziﬁcation procedures in diﬀerent domain ranges.
4.2.2. McKay–Glass time series
In this example, we are concerned with a fuzzy model acquired from data to solve a pre-
diction problem. Speciﬁcally, we take into account the McKay–Glass chaotic time-series,
deﬁned by the following diﬀerential equation:
dx
dt
¼ 0:2xðt  17Þ
1þ xðt  17Þ10  0:1xðtÞ ð27Þ
The problem requires the prediction of x(t + 6), when x(t  18), x(t  12), x(t  6) and
x(t) are given. For model identiﬁcation, we generate a dataset of 1000 samples for
t = 118, . . . , 1117, with the initial condition x(0) = 1.2. Successively, the dataset is split into
a training set with the ﬁrst 500 examples, and a test set with the remaining 500 points. To
C. Mencar et al. / Internat. J. Approx. Reason. 41 (2006) 128–145 143build the FIS on the basis of the available training set, the crisp double clustering
technique—proposed in [2,3]—has been used to derive both the fuzzy sets and the rule
base of the model. The technique is based on a fuzzy granulation procedure that buildsTable 2
Description of the FIS modeling the McKay–Glass time series
FIS type Mamdani
Conjunction Min
Implication Min
Aggregation Max
No. of inputs/outputs 4/1
No. of fuzzy sets per input/output 3/3
Graph of input/output fuzzy sets
No. of rules 3
Table 3
Global optimality degrees and mean squared errors for the data-designed FIS
Defuzz. method Optimality degree MSE (training) MSE (test)
Centroid 0.4823 0.0243 0.0180
Bisector 0.4608 0.0265 0.0198
MOM/LOM/SOM 0.3832 0.0692 0.0596
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generated fuzzy sets are Gaussian, thus ensuring the optimality of the I-Interface as well as
the reverse optimality of the O-Interface. Furthermore, the identiﬁcation technique does
not take into account any defuzziﬁcation procedure that can be used for fuzzy inference.
The description of the resulting Mamdani FIS is reported in Table 2.
As before, ﬁve diﬀerent fuzzy models have been considered, which diﬀer in the
employed defuzziﬁcation procedure. For each model, the global optimality degree for
the corresponding O-Interface has been evaluated. In addition, the performance of each
model has been assessed by evaluating the mean squared error (MSE) between the model
prediction and the desired output. In Table 3, the global optimality degree and the MSE
for both the training set and the test set are reported (the same results have been achieved
for the LOM, SOM and MOM defuzziﬁcation procedures).
It can be seen that diﬀerent accuracy values are attained by varying the defuzziﬁcation
procedures. Interestingly, a correlation is found between the values of global optimality
degrees and the mean squared errors on the training set and the test set. Speciﬁcally,
the lower is the global optimality degree, the lower are the mean squared errors of the
FIS. Furthermore, two models with similar global optimality degrees also exhibit similar
mean squared errors. In this sense, the optimality degree could be used as a tool to eval-
uate the impact of an O-Interfaces on the overall performance of a fuzzy model.5. Conclusions
In this paper, the issue of interface optimality has been addressed. After a formal spec-
iﬁcation of input and output interfaces, the optimality conditions have been deﬁned for
both types of interfaces on the basis of the information equivalence criterion.
For input interfaces, the optimality condition can be easily guaranteed if a proper
choice of reference fuzzy sets is made. In particular, if such fuzzy sets belong to the class
of strictly bi-monotonic fuzzy sets (like Gaussian fuzzy sets), optimality condition is easy
to guarantee, even when the fuzzy interface is designed by means of data driven methods.
On the other hand, input interfaces based on loosely bi-monotonic fuzzy sets (e.g., trian-
gular-shaped) should be designed carefully if the optimality condition must be met.
Conversely, since for output interfaces the optimality condition is hardly satisﬁed, a
measure has been proposed to evaluate the quality of output interfaces in terms of
information loss. This measure, called optimality degree, is deﬁned under a particular con-
dition, i.e., reverse optimality of the output interface, which is usually veriﬁed in most
Mamdani-type fuzzy models. The optimality degree has been deﬁned both punctually,
i.e., depending on the input data, and globally, as an overall estimate of the quality of
an output interface. Two examples have been considered to illustrate how the proposed
optimality degree can be used to evaluate the quality of output interfaces. The ﬁrst exam-
C. Mencar et al. / Internat. J. Approx. Reason. 41 (2006) 128–145 145ple highlighted how the optimality degree is related to the information loss of an output
interface, while the second example relates the optimality degree with the overall perfor-
mance of a fuzzy model.
The proposed optimality degree sheds light on new research directions that are aimed at
ﬁnding theoretical relationships between this measure and the performance of fuzzy mod-
els (e.g., in terms of accuracy). Furthermore, the optimality degree can be used as a basis
for devising new output interfaces that are speciﬁcally aimed at maximizing this measure.
Such studies are currently under investigation.
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