Recently, thermal Hall effect has been observed in the paramagnetic state of Volborthite, which consists of distorted Kagome layers with S = 1/2 local moments. Despite the appearance of a magnetic order below 1 K, the response to external magnetic field and unusual properties of the paramagnetic state above 1 K suggest possible realization of exotic quantum phases. Motivated by these discoveries, we investigate possible spin liquid phases with fermionic spinon excitations in a non-symmorphic version of the Kagome lattice, which belongs to the two-dimensional crystallographic group p2gg. This non-symmorphic structure is consistent with the spin model obtained in the density functional theory (DFT) calculation. Using projective symmetry group (PSG) analysis and fermionic parton mean field theory, we identify twelve distinct Z 2 spin liquid states, four of which are found to have correspondence in the eight Schwinger boson spin liquid states we classified earlier. We focus on the four fermionic states with bosonic counterpart and find that the spectrum of their corresponding root U(1) states feature spinon Fermi surfaces. The existence of spinon Fermi surface in candidate spin liquid states may offer a possible explanation of the finite thermal Hall conductivity observed in Volborthite.
I. INTRODUCTION
There has been tremendous effort to understand and detect signatures of quantum spin liquid phases in frustrated magnets. The most studied example is the Heisenberg model on the isotropic Kagome lattice, which may be approximately realized in Herbertsmithite, ZnCu 3 (OH) 6 Cl 2 , with small additional exchange interactions present. While a number of experiments on the Herbertsmithite show possible signatures of a spin liquid ground state, [1] [2] [3] definite confirmation still remains elusive. It is also important to demonstrate that the appearance of a spin liquid state is generic in this class of frustrated magnets and not confined to the perfectly isotropic Kagome lattice, as small distortions of the lattice or deviation from the Heisenberg model would naturally occur in many related materials. Hence it is useful to examine different materials with related lattice and magnetic structures.
Volborthite, Cu 3 V 2 O 7 (OH) 2 · 2H 2 O, is a prominent example that hosts a distorted version of the Kagome lattice. 4 Magnetic order arises below 1 K, which is highly suppressed compared to the Curie-Weiss temperature of 140 K. The phase diagram in an external magnetic field is highly complex, and the nature of the magnetic order below 1 K has not yet been fully understood. [5] [6] [7] [8] [9] Recently, the thermal Hall conductivity in Volborthite has been measured and shown to be finite in the paramagnetic state just above 1 K. 10 This is highly unusual as Volborthite is an insulator and any heat-carrying object should be a charge-neutral excitation, which would not experience the Lorentz force via external magnetic field. Such an anomalous response may be explained if the underlying ground state is a quantum spin liquid that supports fermionic spinons with a Fermi surface. It was proposed earlier that an emergent gauge field in such spin liquid phases induces a fictitious magnetic field that couples to the charge-neutral spinons, which will eventually lead to a finite thermal Hall conductivity. 11 In this work, motivated by the appearance of the finite thermal Hall conductivity, we investigate possible spin liquid phases with fermionic spinons in a distorted Kagome lattice appropriate for Volborthite. A microscopic spin model of Vol-borthite was obtained earlier from density functional theory (DFT) calculation, 12 which suggests that the Kagome layer can be thought of as frustrated J 1 − J 2 spin chains running parallel to each other and interacting through two different interchain couplings J and J . Analyzing the spatial symmetries of the distorted Kagome lattice described by the J 1 − J 2 − J − J model further reveals that it belongs to the non-symmorphic twodimensional crystallographic group p2gg. Non-symmorphic symmetries are interesting from the theoretical perspective because they can prevent the formation of trivial band insulator even though there is an even number of electrons per unit cell. The electron fillings at which a trivial band insulator is possible for each of the 230 space groups are tabulated in Ref. 13 . This is 4n for p2gg, but there are 6 electrons per unit cell in the Volborthite Kagome layer, which is not a multiple of 4. Therefore, the ground state of Volborthite should support either gapless excitations or topological order, by the Hastings-OshikawaLieb-Schultz-Mattis (HOLSM) theorem. 14 This suggests that the paramagnetic state of Volborthite cannot be a trivial state, and quantum spin liquid states with a finite excitation gap (topological order) or gapless spinon excitations are possible candidate ground states.
Previously, we studied possible quantum spin liquid phases with bosonic spinons [15] [16] [17] and the magnetic orders related to them in Ref. 18 . Energetic consideration suggests that a (q, 0) spiral order or a (π, π) spin density wave is likely to be the magnetic order observed below 1 K and can be obtained via the condensation of bosonic spinons in the spin liquid phases. In the current work, we use a different approach, fermionic parton mean field theory, [19] [20] [21] [22] to explore both gapped and gapless spin liquid states, in contrast to the bosonic theory, where only gapped spin liquids are stable. Here, we classify the fermionic spin liquid states in the non-symmorphic Kagome lattice through projective symmetry group (PSG) analysis. [19] [20] [21] We are particularly interested in finding out which fermionic states are connected to the bosonic states that give rise to the magnetic orders mentioned above.
We identify twelve distinct Z 2 spin liquid states that respect the space group of non-symmorphic Kagome lattice and time reversal symmetry, which we label by a number 1, . . . , 6 followed by a letter a or b. In addition, due to the presence of non-symmorphic symmetry, it is shown that only translationally invariant mean field states are allowed. We then explore the relation [23] [24] [25] [26] between the twelve fermionic states and the eight bosonic states classified in Ref. 18 using the idea of symmetry fractionalization 27, 28 and fusion rules. Solving the vison PSG, 29, 30 we find that the four fermionic states 3a, 3b, 4a and 4b have bosonic correspondence, i.e. each of them can be connected to one of the eight bosonic states. In particular, one of them (4b in our notation) is connected to the most energetically favorable bosonic spin liquid state which undergoes a phase transition to (q, 0) spiral order upon spinon condensation. None of the fermionic states is connected to another highly competing bosonic state, from which the (π, π) spin density wave arises.
We narrow down our investigation to the four fermionic states with bosonic counterparts and study their generic spectrum. We find that the spinon spectrum in the Z 2 spin liquid of 3a, 4a and 4b have Dirac point(s) while 3b is gapped. Given the discovery of thermal Hall effect in Volborthite, we also examine the corresponding root U(1) state of 3a, 3b, 4a and 4b (where the pairing amplitudes in the Z 2 spin liquid state are turned off). This is because thermal Hall effect can naturally occur in U(1) spin liquids with spinon Fermi surfaces, where the external magnetic field couples to the U(1) gauge field, which in turn exerts a Lorentz force on the spinons and produces a finite transverse thermal conductivity. 11 We find that the root U(1) spectrum of all four states features a spinon Fermi surface, which is consistent with the interpretation of the thermal conductivity experiment. Taken together, these root U(1) spin liquid states, especially the 4b state related to the (q, 0) spiral order, may be promising candidates for the paramagnetic phase of Volborthite above 1 K.
The rest of this paper is organized as follows. In Section II, we introduce the microscopic spin model and the lattice structure of Volborthite. In Section III, we outline the fermionic parton mean field theory. In Section IV, we review the essentials of PSG analysis and use it to search for possible fermionic spin liquid states and construct the mean field ansatzes. In Section V, we establish the mapping between bosonic and fermionic spin liquid states by solving the vison PSG. In Section VI, we analyze the generic mean field spectrum of the fermionic states that have bosonic counterparts. In Section VII, we discuss the relevance of our results to the thermal conductivity experiment on Volborthite.
II. LATTICE AND HAMILTONIAN
The crystal structure of Volborthite can be described by two distorted Kagome layers consisting of CuO 6 octahedra, separated by non-magnetic V 2 O 7 pillars and water molecules. 4 We thus analyze a single Kagome net, which has a S = 1/2 local moment of Cu 2+ ion at each site. A density functional theory (DFT) calculation 12 suggests that the Volborthite Kagome lattice can be viewed as frustrated J 1 − J 2 spin chains with two different interchain couplings J and J , as shown in FIG. 1 . The relative magnitude of the exchange interactions is given by J : J : J 1 : J 2 = 1 : −0.2 : −0.5 : 0.2, where negative (positive) sign indicates ferromagnetic (antiferromagnetic) interaction. The Heisenberg interaction between S = 1/2 local moments is given by
This microscopic spin model, which is dubbed the J 1 − J 2 − J − J model, defines a rectangular unit cell with six sublattices. The coordinate of any site can be written as (x, y, s), where x, y ∈ Z label the unit cell and s = 1, . . . , 6 indexes the sublattice. The chain sites have s = 1, 2, 4, 5, while the interstitial sites have s = 3, 6. Let us now inspect the spatial symmetries of the system. The most obvious ones are lattice translation in two independent directions, T x and T y . In addition, a rotation by π, or C 2 , also leaves the system invariant. Unlike the isotropic Kagome lattice, reflection symmetry is absent. However, a careful inspection reveals that there is a non-symmorphic glide symmetry h, which is a combination of reflection and half lattice translation. We henceforth refer to the Volborthite Kagome layer as non-symmorphic Kagome lattice, since it belongs to the non-symmorphic plane crystallographic group p2gg.
There exist (infinitely many) different choices of rotation center and glide axis. We fix the rotation center at the center of the (0, 0) unit cell. On the other hand, we choose as the glide axis the horizontal line connecting the sites (x, 0, 4) and (x, 0, 5) for all x. The entire space group of the nonsymmorphic Kagome lattice can be generated by rotation C 2 and glide h, as the lattice translations T x ≡ h 2 and T y ≡ (C 2 h) 2 are not independent. We nevertheless consider four spatial symmetries T x , T y , C 2 , h, which are shown in FIG. 2 , for convenience of the subsequent analysis. We also show how a generic site (x, y, s) changes under these symmetry transformations in Appendix A.
III. FERMIONIC PARTON MEAN FIELD THEORY
In this section, we outline the fermionic parton mean field approach [19] [20] [21] [22] for the generic Heisenberg Hamiltonian (1). We define creation (annihilation) operators f † iα ( f iα ) that create (annihilate) fermionic spinons with spin α ∈ {↑, ↓} at site i. Then, we write the spin operator at site i as
where σ = (σ x , σ y , σ z ) is the vector of Pauli matrices. The fermionic operators obey the anticommutation relations
Representing the spin operator as (2) in (1) enlarges the original Hilbert space. 19, 20 To obtain the physical spin state, we have to impose the following single occupancy constraint (i.e. one fermion per site),
where αβ is the antisymmetric tensor. At the mean field level, the constraint is replaced by its ground state expectation value 19
Next, we define the bond operatorŝ
where a = x, y, z.χ i j (∆ i j ) is known as singlet hopping (pairing) channel, whileÊ i j (D i j ) is known as triplet hopping (pairing) channel. The spin product can be expressed solely in terms of singlet or triplet channel as 22
As argued in Ref. 22 , due to the sign of ferromagnetic (antiferromagnetic) interaction, decomposition of spin product into singlet (triplet) terms is unstable within an auxiliary field decoupling scheme. Therefore, for ferromagnetic interaction J i j < 0 (antiferromagnetic interaction J i j > 0), we write the spin product as (7b) ((7a)), and then perform a mean field decoupling to obtain a Hamiltonian quadratic in f -operators. 31 With the constraint (4a) and (4b) enforced by introducing chemical potentials a l i ∈ R, l = 1, 2, 3, and some constant terms dropped, the mean field Hamiltonian reads
Extremizing the mean field energy with respect to the variational parameters yields the following self consistent equations
while the chemical potentials a l i are solved such that the constraints (5a) and (5b) are satisfied. In practice, the self consistent equations (9) are solved iteratively in momentum space.
IV. PROJECTIVE SYMMETRY GROUP ANALYSIS
We are interested in the symmetric spin liquid states in nonsymmorphic Kagome lattice. Using the method of projective symmetry group (PSG), [19] [20] [21] we can identify all possible spin liquid ansatzes that respect the relevant symmetries. The main idea is that the mean field ansatzes for distinct spin liquid states are invariant under symmetry transformations followed by different gauge transformations. Therefore, spin liquid states can be distinguished by these different gauge transformations. 19 In order to treat the spin-singlet and triplet terms on equal footing, we closely follow Ref. 21 and introduce
We can then express the mean field Hamiltonian (8) in the following form 21
where
with + sign for a = 0 and − sign for a = x, y, z. σ 0 is the 2 × 2 identity matrix and σ x,y,z are the Pauli matrices, while the ansatzes are given by
The second term in the square brackets in (12) is irrelevant for the PSG analysis so we can simply ignore it for the moment. Moreover, we introduce u a i j ≡ ±J i j U a i j /4 to simplify the notation.
We also write the constraint C explicitly in the Hamiltonian (11), which is often referred to as on-site term. It has the form
up to some multiplicative constant, which can be absorbed into the definition of chemical potentials a l i . An SU(2) spin rotation R = exp(iσ ·nθ/2) acts on Ψ i from the left by Ψ i −→ R † Ψ i . 21 We see from (12) that, while H 0 preserves global spin rotation symmetry of the original Heisenberg Hamiltonian (1), H x,y,z generically breaks it. We also observe that the mean field Hamiltonian (11) has the following SU(2) gauge redundancy
In (15a), we say that a gauge transformation G(i) ∈ SU(2) acts on Ψ i from the right. The matrixΨ i ≡ Ψ i G(i) contains the transformed fermionic operatorsf iα , which leave the representation (2) of spin invariant, satisfying the same anticommutation relations (3) and constraints (4a) and (4b) as f iα , so it describes the same fermionic object. Therefore, ansatzes which differ by a gauge transformation give rise to the same physical state. The presence of triplet terms in the mean field Hamiltonian breaks the global spin rotation symmetry. The remaining symmetries are the space group of non-symmorphic Kagome lattice and time reversal symmetry. Now, we are going to use the PSG to identify all possible spin liquid ansatzes that respect these symmetries.
Let X be a space group element. In general, there will be a site independent spin rotation R X ∈ SU(2) associated with X, such that X acts on Ψ i by 21
which changes the mean field Hamiltonian by
Let us first inspect the simplest case a = 0, in which R X σ 0 R † X = 1. We want the Hamiltonian to be invariant under the action of X. By the SU(2) gauge redundancy, this requires u 0 i j to be equal to u 0
up to a gauge transformation
This suggests that we can view the action of X and G X on u 0 i j as 21
while the compound operator G X X acts trivially on u 0 i j . The set of all G X X that leaves the ansatz invariant is defined as projective symmetry group (PSG). This definition includes X = T , the time reversal operator, whose action will be discussed later.
When a = x, y, z in (17), we have to take into account the effect of spin rotation associated with the space group element. We can map the SU(2) rotation to an SO(3) rotation on the Pauli matrices, 21
such that the triplet Hamiltonian changes by a=x,y,z
.
By SU(2) gauge redundancy, and the fact that
Notice that reflection is not a proper rotation and cannot be described by an SO(3) matrix. We can however generalize SO(3) to O(3) to include improper rotations. In particular, we will see that the action of glide, which is the combination of reflection and half translation, in spin space is described by an O(3) matrix with det = −1.
Consider now the antiunitary time reversal operator,
where iσ y operates on Ψ i from the left and K complex conjugates any number on the right. It acts on the Hamiltonian
(24) where in the third line we have introduced a gauge transformation iτ 2 , 19 and in the last line we have used σ y σ 0 * σ y = σ 0 , σ y u 0 * i j σ y = −u 0 i j , σ y σ a * σ y = −σ a , σ y u a * i j σ y = u a i j for a = x, y, z. 21 The Hamiltonian must be invariant under the action of T if the system has time reversal symmetry, which requires
for some G T (r) ∈ SU(2). Note that both σ a and τ a are identity (a = 0) or Pauli matrices (a = x, y, z or 1, 2, 3), but σ a denotes spin rotation while τ a denotes gauge transformation.
Suppose that G X X ∈ PSG. Applying a gauge transformation 20 A subgroup of PSG known as invariant gauge group (IGG) consists of elements of the form G I I where I is the identity element. It is the group of pure gauge transformation that leave the ansatz invariant. 19, 20 Typically, when both hopping and pairing terms are present in the mean field Hamiltonian, the IGG is just Z 2 = {−1, +1}.
A. Algebraic PSG
The algebraic relations among the symmetry operations (space group and time reversal) constrain the possible forms of the gauge transformations G X . In particular, the algebraic identities (A1) − (A10) impose a set of consistent conditions (B1) − (B13) on G X . These consistent conditions (or algebraic constraints) are the same for the singlet and triplet ansatzes, since there is no net spin rotation for symmetry operations that amount to identity. We do have to be careful not to neglect the effect of spin rotation when relating the triplet ansatzes by symmetry, which we will soon discuss. The PSG in which gauge transformation G X associated with symmetry X satisfies the algebraic constraints is known as algebraic PSG.
The final result of algebraic PSG is
and η h T , which arise from the algebraic constraints (B1) − (B13), result in various forms of g C 2 (s) and g h (s), which in turn give rise to twelve distinct Z 2 spin liquid states that respect the space group of non-symmorphic Kagome lattice and time reversal symmetry. Detailed derivation of the algebraic PSG can be found in Appendix B.
B. Mean Field Ansatz
There are four different exchange interactions in the spin model of Volborthite, as discussed in Section II. For Z 2 spin liquid states, both hopping and pairing channel are present for every exchange interaction. Each singlet channel contributes one mean field parameter, while each triplet channel contributes three mean field parameters, which correspond to its x, y, z components. Therefore, we have 16 independent mean field parameters, which we denote by χ, ∆, E , D , E 1 , D 1 , χ 2 and ∆ 2 , depending on which exchange couplings they are associated with. We also consider (for reasons that will be explained in Section VI) the root U(1) states, which are described by the Hamiltonian (8) without all the pairing terms. Therefore, the root U(1) states have 8 independent mean field parameters.
All these mean field parameters are complex-valued in general. However, through (25) and (26e), time reversal symmetry restricts the singlet parameters χ i j and ∆ i j to be real, and the triplet parameters E i j and D i j to be imaginary, for u a i j to be nonzero.
Symmetry-related singlet ansatzes u 0 i j are generated by (18), while triplet ansatzes u a i j by (22) . The matrix O X ∈ SO(3) in (20) that describes the spin rotation associated with space group element X (16) is trivial for translations X = T x , T y . For π-rotation and glide, we have
As in the bosonic PSG, 18 the gauge matrix (26a) and (26b) of lattice translations in fermionic PSG are trivial. To construct H MF , it is therefore sufficient to relate the mean field parameters by (18) or (22) in the (0, 0) unit cell, because the same set of relations hold in all other unit cells. In other words, the mean field ansatz does not go beyond the physical unit cell. We explained in Ref. 18 that this is a consequence of non-symmorphic symmetry. The proof, which involves only few steps of simple algebraic manipulation, will however be repeated here for completeness.
Consider the algebraic constraints (B5) and (B7), which originate from the spatial identities (A5) and (A7) respectively.
Abbreviating G X X asX, we havẽ
(28) rules that the mean field ansatz allowed by PSG can never go beyond the physical unit cell, as it would requirẽ T −1 xT −1 yTxTy = −1 should the contrary be true. The same argument holds for three other non-symmorphic plane crystallographic groups pg, p2mg and p4gm. In contrast, the algebraic PSG of isotropic Kagome lattice, where non-symmorphic symmetry is absent, allows certain spin liquid states to have mean field ansatz that enlarges the physical unit cell. 20 PSG analysis also requires that the on-site chemical potential
for consistency. 20 By translational invariance, the chemical potential can only have sublattice dependence, so we write u 0 ii ≡ Λ s , s = 1, . . . , 6. Through (29b) and (26e), time reversal symmetry restricts the chemical potential to be
for some µ s , ν s ∈ R. The remaining symmetries, C 2 and h, further imply that there can only be at most two independent µ s and ν s , so in general we have four chemical potentials.
We will be interested in the fermionic states 3a, 3b, 4a and 4b, which can be connected to Schwinger boson spin liquid states, as discussed in Section V. In these states, we find only one independent µ s and ν s , so the number of chemical potentials is reduced to two, which we argue as follows. Since G T (x, y, s) = iτ 2 , by (29b) we have see TABLE I ) for 3a, 3b, 4a and 4b, by (29a) we have
which implies Λ 3 = Λ 6 = 0. We can further use h to relate the chemical potentials at s = 1, 2, 4, 5, which for brevity we show the final result directly,
, for 3a and 3b;
, for 4a and 4b.
Therefore, there is only one independent µ s and ν s for the fermionic states 3a, 3b, 4a and 4b, which simplifies the calculation. 
labeled by a number 1, . . . , 6 followed by a when η C 2 T y = +1, or b when η C 2 T y = −1.
No.
V. MAPPING BETWEEN BOSONIC AND FERMIONIC SPIN LIQUID STATES
Lu et al. developed a framework to connect bosonic and fermionic spin liquid states on the isotropic Kagome lattice through vison PSG in Ref. 23 . Similar analysis has been carried out in square lattice, 24 rectangular lattice, 25 and breathing Kagome lattice. 26 We would like to do the same for nonsymmorphic Kagome lattice, to figure out the correspondence between the eight bosonic states and the twelve fermionic states resulting from PSG analysis in Ref. 18 and Section IV, respectively. The bosonic states (p 2 , p 3 , p 13 ) are labeled by three Z 2 variables. In particular, we would like to know the fermionic states that are connected to the most energetically favorable bosonic state (1, 0, 0) and the highly competing (1, 1, 0), from which a (q, 0) spiral order and a (π, π) spin density wave develop, respectively, upon spinon condensation.
The mapping is based on the idea of symmetry fractionalization and fusion rule, which we briefly explain below following Ref. 23 . Spinons and visons are collectively known as anyons. Any local excitation in a Z 2 spin liquid, which must be a bound state of two anyons of the same type, can only gain a trivial phase factor (+1) under symmetry operations that amount to identity. Therefore, the phase factor picked up by one anyon under these symmetry operations is quantized to be ±1. This is known as symmetry fractionalization, and the phase factor ±1 is known as symmetry quantum number. The three types of anyon, bosonic spinon b, fermionic spinon f and vison v, obey the following abelian fusion rule,
where 1 represents local excitations carrying integer spin. The fusion rule tells us that vison is a bound state of bosonic spinon and fermionic spinon, etc. Let X be a string of symmetry operations that amount to identity. Suppose that under the action of X, the phase gain of bosonic spinon, fermionic spinon and vison are φ b , φ f and φ v respectively. Then, by the fusion rule, they satisfy
where we have introduced the twist factor e φ t = ±1. When e φ t = +1 (e φ t = −1), the fusion rule is said to be trivial (nontrivial). Nontrivial fusion rule arises due to mutual semion 
satistics. In short, e iφ t = −1 when anyon of one type, say b, encircles anyon of another type, say v, under the action of X. The symmetry quantum numbers of bosonic and fermionic spinons are known from solving their respective algebraic PSG (see Ref. 18 and Appendix B). Therefore, the remaining ingredients required to complete the mapping between bosonic and fermionic spin liquid states are the vison PSG and the various twist factors, which we provide in Appendix C and D. The correspondence between bosonic spinon, fermionic spinon and vison PSG on the non-symmorphic Kagome lattice is shown in TABLE II, from which we can easily identify
This maps the bosonic state (p 2 , p 3 , p 13 ) = (1, 0, 0), which gives rise to (q, 0) spiral order, to the fermionic state 4b, (0, 1, 0) to 4a, (1, 0, 1) to 3b, and (0, 1, 1) to 3a. All other bosonic (fermionic) states do not have fermionic (bosonic) counterpart. For a given lattice, the number of fermion spin liquid states is usually greater than bosonic spin liquid states under PSG classification, which is true in both the isotropic Kagome lattice 16, 20 and the non-symmorphic Kagome lattice. 
VI. SPECTRUM OF Z 2 AND U(1) FERMIONIC STATES WITH BOSONIC CORRESPONDENCE
In Section V, we showed that only four out of twelve fermionic spin liquid states have bosonic correspondence. They are 3a, 3b, 4a and 4b, which are connected to the bosonic spin liquid states (0, 1, 1), (0, 1, 0), (1, 0, 1) and (1, 0, 0) respectively. We narrow down our investigation to these four fermionic states and study their generic mean field spectrum. We consider the Z 2 states as well as the corresponding root U(1) states, because thermal Hall effect, which is observed in Volborthite, 10 would arise in U(1) spin liquid with spinon Fermi surface. As argued in Ref. 11 and 32, when the mean field spin liquid state has U(1) gauge symmetry, the spinons are coupled to an emergent U(1) gauge field. When an external magnetic field is applied, a fictitious magnetic field is induced, which in turn leads to an effective Lorentz force for the spinons and the finite thermal Hall conductivity arises when the spinons form a Fermi surface.
Our result is summarized in TABLE III. We find that the root U(1) states of 3a, 3b, 4a and 4b all feature Fermi surfaces. Hence these U(1) spin liquid states may be possible candidates for the paramagnetic phase of Volborthite and provide an explanation of the finite thermal Hall conductivity seen above 1 K. We find that the spinon energy bands of these U(1) states are doubly degenerate. For the Z 2 spin liquids, we find that 3a, 4a and 4b have Dirac point(s) while 3b has a gapped spectrum. Here, the spinon energy bands of 3a and 4a are doubly degenerate, while those of 3b and 4b are non-degenerate. We plot the dispersion immediately above and below the Fermi level in the root U(1) and Z 2 states in FIG. 3 and 4 , respectively.
VII. DISCUSSION
In this work, we focus on the paramagnetic state of Volborthite above the magnetic ordering temperature T ≈ 1 K, where a recent experiment 10 reveals finite thermal Hall conductivity. Given that the magnetic ordering temperature is much smaller than the Curie-Weiss temperature of 140 K, 4 we take the point of view that the paramagnetic state right above 1 K may be better considered as a finite temperature version of a proximate paramagnetic quantum state, which may be obtained by suppressing the magnetic order at zero temperature. Hence we are interested in possible quantum (paramagnetic) ground states that are closely related to the magnetic order below 1 K and exhibit finite thermal Hall conductivity.
We notice that the microscopic spin model derived from DFT 12 suggests non-symmorphic symmetry of the underlying lattice structure, which is described by the plane group p2gg and can be regarded as a distorted version of the Kagome lattice. As explained in the main text, this non-symmorphic Kagome lattice has six sites per unit cell with one electron per site in the insulating phase. According to a recent work 13 on the extension of the HOLSM theorem, a trivial band insulator is possible in this lattice only when the electron filling is 4n, where n ∈ N. Hence any state without broken symmetry in this system must be either topologically ordered (with gapped excitations) or gapless. 14 Since Volborthite is an insulator, this means any (non-symmetry-breaking) paramagnetic quantum ground state must be nontrivial.
In this context, we investigate possible quantum spin liquid states in the non-symmorphic Kagome lattice. These states are nontrivial paramagnetic quantum ground states potentially relevant to Volborthite. In our previous study, 18 we identified a (q, 0) spiral order and a (π, π) spin density wave as the most promising magnetically ordered states for the magnetic order seen below 1 K in Volborthite. These magnetically ordered states can be obtained from Z 2 spin liquid phases with bosonic spinons, via condensation of the spinons. We showed that there exist eight possible bosonic spin liquid states and two of them are related to the (q, 0) spiral order and the (π, π) spin density wave respectively.
While the bosonic spin liquid states mentioned above are closely related to the magnetic orders, these states are necessarily gapped (topologically ordered) and cannot naturally explain the finite thermal Hall conductivity. Hence, in the current work, we study quantum spin liquid states with fermionic spinons, which allow both gapped and gapless excitation spectra. We find that there are twelve distinct Z 2 fermionic spin liquid states. Only four of the twelve Z 2 fermionic states are connected to four of the eight Z 2 bosonic spin liquid states. Interestingly, the bosonic spin liquid state (which is called (1, 0, 0) in the main text) closely related to the (q, 0) spiral order corresponds to a fermionic spin liquid state (which is called 4b in the main text), while the bosonic state closely related to the (π, π) spin density wave order does not have a fermionic counterpart. Moreover, all of the root U(1) spin liquid states (where the pairing amplitudes vanish) obtained from the four Z 2 fermionic spin liquid states mentioned above possess Fermi surfaces.
Combining all the information and considering the consistency between different descriptions, we may conclude that the magnetic order below 1 K in Volborthite is most likely to be the (q, 0) spiral order and the most promising spin liquid state that explains the thermal Hall effect above 1 K is the U(1) fermionic spin liquid state with a Fermi surface, which is related to the (q, 0) spiral order via the mapping between fermionic and bosonic spin liquid states. The direct confirmation of this conclusion would come from future neutron scattering studies of the excitation spectrum below and above 1 K.
In the current work, we do not consider the relative energetics of candidate fermionic spin liquid phases, which would require careful examination of projected variational wavefunctions. This would be an excellent topic of future study.
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Appendix A: Space Group and Algebraic Identities of Non-symmorphic Kagome Lattice
We list below the action of spatial symmetries, T x , T y , C 2 and h, on a site (x, y, s) in the non-symmorphic Kagome lattice.
Inspecting how T x , T y , C 2 and h commute with each other leads to the algebraic identities
In addition, time reversal commutes with all the space group elements,
(A1) − (A10) constrain the possible form of gauge matrices
where g X (s) ≡ G X (0, 0, s). Plugging (B14) into (B2), we find
(B6) and (B7) leads to
Applying (B5) to i = (x, y, 4) and (x, y, 5) yields
which implies η hT x = +1. Moreover, we must have η 12 = +1, since R.H.S. of (B19) or (B20) is coordinate independent. Applying (B5) to sites with different sublattice index, we find
Applying (B8) to i = (x, y, s) for all s, using (B15) to eliminate
(4), using (B21),
, we find six relations
Rearranging terms in (B26) and (B29), we find that they are equal, which implies η hT y = η C 2 T y . Similarly, (B24) and (B25) are related by hermitian conjugation, which implies η C 2 T x = η C 2 T y . (B27) and (B28) then provide no new information. In summary, there are only four relevant conditions without involving time reversal symmetry
Next, we consider time reversal symmetry. (B10) and (B11) leads to
With (B34), applying (B13) on i = (x, y, s) for s = 3 and 6 yields
Through (B22), we see that (B35) and (B36) are related by hermitian conjugation, which implies η T x T = +1. Qualitatively different solutions exist for η T = ±1. For η T = +1, G T (i) = ±τ 0 by (B9). From (25) , the mean field ansatzes satisfy
For any three sites i, j, k which form a triangle on the non-symmorphic Kagome lattice, any choice of G T (i), G T ( j), G T (k) that satisfies G T (r) = ±τ 0 will render at least one side of the triangle having u a i j = 0. This is not a relevant physical solution since it changes the lattice structure, and we will simply ignore it and specialize to the case η T = −1. (B9) then implies G T (i) = ia i · τ , where a i is a real threecomponent vector of unit length and τ is the vector of Pauli matrices. We can perform a sublattice dependent gauge transformation W s ∈ SU(2) such that g T (s) −→ W s g T (s)W † s = iτ 2 , without affecting previous gauge fixing.
We can further show that η T y T = +1. Applying (B12) to i = (x, y, s) for s = 3 and 6 leads to
3) and g C 2 (6) must have the forms e iθτ 2 and ie iφτ 2 τ 3 , such that (B31) cannot be satisfied. Therefore, we must have η T y T = +1, which implies G T (i) = iτ 2 everywhere. Now we proceed to solve the equations (B30) − (B33), plus
on a case by case basis. First, note that we have the freedom to perform a sublattice dependent gauge transformation of the form W s = e iθ s τ 2 , without affecting previous gauge fixing. The gauge matrices transform as
B32) and (B33) give g C 2 (3) = g C 2 (6) = ±τ 0 , which further implies η C 2 T = +1 by (B39). Therefore, g C 2 (5) = e iθ 5 τ 2 and g C 2 (4) = e iθ 4 τ 2 . We perform gauge transformations W 5 = ±e −iθ 5 τ 2 and W 4 = ±e −iθ 4 τ 2 to fix g C 2 (s) = ±τ 0 for s = 3, 4, 5, 6, which can be further fixed to τ 0 by a global Z 2 gauge. Moreover, (B30) gives g h (4) = g h (2).
i. η h T = +1. (B40) gives g h (4) = g h (2) = e iφ 2 τ 2 and g h (6) = e iφ 6 τ 2 . Gauge transformations W 4 = W 2 = e −iφ 2 τ 2 and W 6 = e −iφ 6 τ 2 fix g h (s) = τ 0 for s = 2, 4, 6. (1) ii. η h T = −1. (B40) gives g h (4) = g h (2) = ie iφ 2 τ 2 τ 3 and g h (6) = ie iφ 6 τ 2 τ 3 . Gauge transformations W 4 = W 2 = e −iφ 2 τ 2 and W 6 = e −iφ 6 τ 2 fix g h (s) = iτ 3 for s = 2, 4, 6. (2) B.
and (B39) require that g C 2 (3) = ±iτ 2 and g C 2 (6) = ±iτ 2 . (B39) gives g C 2 (5) = e iθ 5 τ 2 and g C 2 (4) = e iθ 4 τ 2 . Say g C 2 (3) = ±iτ 2 , gauge transformations W 5 = ±e −iθ 5 τ 2 and W 4 = ±e −iθ 4 τ 2 fix g C 2 (5) = g C 2 (4) = ±τ 0 .
i. η h T = +1. (B30) and (B40) give g h (4) = −g h (2) = e iφ 2 τ 2 and g h (6) = e iφ 6 τ 2 . Gauge transformations W 4 = W 2 = e −iφ 2 τ 2 and W 6 = e −iφ 6 τ 2 fix g h (4) = −g h (2) = g h (6) = τ 0 . (B31) then forces g C 2 (3) = −g C 2 (6). We fix g C 2 (3) = −g C 2 (6) = iτ 2 and g C 2 (5) = g C 2 (4) = τ 0 by and a global Z 2 gauge. (3) ii. η h T = −1. (B30) and (B40) give g h (4) = −g h (2) = ie iφ 2 τ 2 τ 3 and g h (6) = ie iφ 6 τ 2 τ 3 . Gauge transformations W 4 = W 2 = e −iφ 2 τ 2 and
Gauge transformations W 3 = e −iφ 3 τ 2 /2 , W 6 = e −iφ 6 τ 2 /2 , W 5 = e −iφ 5 τ 2 and W 4 = e −iφ 4 τ 2 fix g C 2 (s) = iτ 3 for s = 3, 4, 5, 6.
We can further fix g h (4) = −g h (2) = iτ 3 and g h (6) = iτ 1 by a global Z 2 gauge. (6)
We would like to comment on these solutions. First, only g C 2 (s) for s = 3, 4, 5, 6 and g h (s) for s = 2, 4, 6 are explicitly shown here. The remaining gauge matrices can be related through (B15) and (B21) − (B23). Second, we only consider the overall sign of the product η C 2 η C 2 T y but not the individual components. One of them, say η C 2 T y , can be ±1, which doubles the number of solutions to 12. η C 2 T y determines the sign of g h (1), g C 2 (1) and g C 2 (2). Finally, we can perform a gauge transformation on the solutions (3), (4), (5) and (6), such that the gauge matrices g C 2 (s) and g h (s) appear more symmetric. For (3) and (4), we apply the gauge transformations W 4 = W 5 = iτ 2 . For (5) and (6), we apply the gauge transformation W 6 = −iτ 2 . The final result is shown in TABLE I. 
which is the Hamiltonian of FFIM on the dual lattice. Following Ref. 29 , we solve (C6) for the vison dispersion with soft spin approximation, in which σ z i = ±1 is replaced by a continuous variable φ i ∈ R. We also neglect the second term in (C6) as our symmetry consideration are restricted to time independent and static configurations. Therefore, (C6) becomes
Non-Symmorphic Dice Lattice
Non-symmorphic Kagome lattice can be constructed from isotropic Kagome lattice by replacing the nearest neighbour bonds of the latter with three different bonds. Since the mapping from QDM to FFIM need not preserve the microscopic interactions, we can forget about the spin model suggested by DFT calculation for the moment, and view the nonsymmorphic Kagome lattice as consisting of three generically inequivalent links. Its dual lattice, the non-symmorphic dice lattice, is constructed by connecting the center of triangular and hexagonal plaquettes across these links, as shown in FIG. 6a. As a result, non-symmorphic dice lattice also has three generically inequivalent links, six sites per unit cell (FIG. 6b) , and the same space group as non-symmorphic Kagome lattice. Elementary plaquettes on the non-symmorphic dice lattice are the different rhombi (FIG. 6b) . We must now choose a combination of λ i j = ±1 such that Gauss law constraint is satisfied. It turns out that the gauge introduced in Ref. 29 is a convenient choice, which we adapt to our system as depicted in FIG. 7a . This particular gauge choice enlarges the unit cell such that the original dice lattice effectively becomes a honeycomb lattice with twelve sites per unit cell. Primitive vectors u and v duplicate the unit cell in two independent directions (FIG. 7b) , so that the coordinates of any unit cell is R = mu + nv where m, n ∈ Z.
Consider the action of symmetry transformations of nonsymmorphic dice lattice on the effective honeycomb lattice. (FIG. 7a) , we have to multiply −1 to the vison field components that corresponds to sites indicated by empty circles.
fied by translations and glide respectively, while it is invariant under π-rotation and time reversal. To restore the original gauge choice, we have to multiply certain vison field components φ i by the factor −1 as indicated in FIG. 8a and b , which corresponds to a Z 2 gauge transformation. Such a combination of symmetry and gauge transformation that leaves the Hamiltonian (C7) invariant defines the vison PSG.
Next, we extract the matrix representation of vison PSG in the order parameter space that describes vison condensation. 30 The Hamiltonian (C7) in momentum space is obtained through 
where we label the wave vectors at which minimum occurs by q n , and the corresponding eigenvector by v n . These eigenvectors are chosen such that they form a complete orthonormal set, n v n v † n = 1. The vison PSG can be viewed as matrix operation on the order parameters as follows, 29, 30 G X X : φ a (R) −→ n ψ n v a n e iq n ·R G X (R , a )
where (R , a ) = X (R, a). O nm is the matrix representation of vison PSG that we want to determine. With the couplings J I , J II , J III chosen arbitrarily, we find only two critical modes at q 1 = q 2 = 0. The PSG matrices are then constructed from the corresponding eigenvectors v 1 and v 2 ,
which result in the symmetry fractionalizations
