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ABSTRACT
Peer-to-Peer (P2P) techniques for Video-on-Demand (VoD) have attracted a
lot of attention recently due to their high potential at improving the perfor-
mance of today’s multimedia systems. Evidently, P2P-based streaming systems
already serve thousands of videos to millions of users every day. These large-
scale systems are possible because client devices act not only as consumers but
also as providers when using P2P.
Nonetheless, current P2P VoD systems still suffer from a major limitation:
such systems try to provide the same video quality to all users even if they
have different devices with a wide spectrum of resources. We believe that it is
of essence that future P2P VoD systems are quality adaptive, meaning that differ-
ent devices may retrieve different video qualities based on available resources.
In this thesis, we develop quality adaptation concepts and algorithms essential
for improving the Quality of Service (QoS) of P2P VoD streaming systems.
We proceed towards our goal with four major steps.
1. We design a novel P2P VoD streaming system based on techniques and
architectures that help in reducing server resource utilization. This is achieved
using distributed peer and block management algorithms that use more infor-
mation about the neighboring peers, e.g. their bandwidth and playback state.
Based on a capacity model, we additionally develop prefetching and upload
strategies that help the system adapt to fluctuations in the number of peers
and their resources.
2. We develop concepts and mechanisms that enable the use of Scalable
Video Coding (SVC) in P2P VoD systems to achieve quality adaptation. Us-
ing SVC, we develop a two-stage quality adaptation algorithm that matches
the video quality with available local and system resources. Additionally, it
adapts to the heterogeneity of Internet devices by considering static and dy-
namic resources such as screen resolution, throughput, processing power, and
availability of video blocks. Extensive evaluations show the superiority of our
quality adaptation algorithm compared to classical approaches. Furthermore,
we show that shorter playback delays can be achieved in return for reducing
the video quality. In other words, we find that the session quality (start-up
delay, video stalls) and delivered SVC quality (layer switches, received layers)
exhibit a tradeoff.
3. We address quality adaptation at the system level and inside the networks
by investigating the potential of making networks media-aware, i.e., managing
resources according to the importance of different parts of the SVC video. Sub-
sequently, we develop a media-aware system based on routing elements that
allocate resources depending on the SVC video characteristics and video block
playback deadlines. Using extensive evaluations, we show that it is possible to
reduce playback delay by up to 52% during congestion while also alleviating
the side effects of congestion on user perceived quality.
4. Finally, we design mechanisms that use Quality of Experience (QoE) met-
rics in the P2P VoD system to enhance its performance. The decision of which
SVC quality to choose has so far been driven by QoS metrics, such as through-
put. In this thesis, we expand the classical selection algorithms to consider
the QoE of the different SVC qualities. The SVC video quality is assessed us-
ing objective techniques, which are highly scalable in comparison to subjective
methods. We show that by making peers favor certain SVC qualities with high
objective QoE, it is possible to enhance the performance of the entire system in
terms of session and video quality, while content providers are able to reduce
up to 60% of their server costs.
KURZFASSUNG
Peer-to-Peer (P2P)-Architekturen für Video-on-Demand (VoD)-Dienste erregen
seit geraumer Zeit großes Interesse auf Grund des von ihnen ausgehenden
Potentials zur Leistungssteigerung heutige Multimediasysteme. Schon heute
bedienen P2P-basierte Streamingsysteme Millionen von Benutzern mit tausen-
den von Videos. Diese Dimensionen werden möglich, da die Endgeräte der
Nutzer nicht nur als reine Konsumenten, sondern auch als aktive Anbieter der
zu verteilenden Inhalte auftreten.
Gleichwohl leiden heutige P2P-basierte VoD-Systeme unter einer bedeuten-
den Einschränkung: Sie versuchen, allen Benutzern die gleiche Videoqualität
bereitzustellen, auch wenn diese sehr heterogene Endgeräte mit einem breiten
Spektrum an Ressourcen nutzen. Diese mangelnde Anpassungsfähigkeit exis-
tierender P2P-basierter VoD-Systeme hat zur Folge, dass ressoucenschwache
Teilnehmer nicht in der Lage sind, am VoD System teilzunehmen oder ange-
forderte Videoinhalte wiederzugeben. Wir sind daher überzeugt, dass eine we-
sentliche Eigenschaft zukünftiger P2P-basierter VoD-Systeme in der Möglich-
keit zur Qualitätsanpassung liegt, so dass unterschiedliche Endgeräte auch un-
terschiedliche Videoqualitäten, jeweils passend zu ihren Ressourcen, empfan-
gen können. In dieser Arbeit entwickeln wir Konzepte und Algorithmen zur
Qualitätsadaption, welche wesentlich für die Verbesserung der Servicequalität
von P2P-basierten VoD-Systemen sind.
Wir nähern uns diesem Ziel in vier Schritten:
1. Zunächst entwerfen wir ein neuartiges P2P-basiertes VoD-Streamingsys-
tem, welches auf Techniken und Architekturen zur Reduktion von Serverres-
sourcen basiert. Dies wird durch die Verwendung von verteilten Peer- und
Block-Management-Algorithmen erreicht, welche mehr Informationen über be-
nachbarte Peers, wie bspw. deren Bandbreite und Abspielstatus, einbeziehen.
Zusätzlich entwickeln wir, aufbauend auf ein Kapazitätsmodell, Prefetching-
und Upload-Strategien, welche dem System helfen, sich an Schwankungen in
der Anzahl verbundener Peers und deren Ressourcen anzupassen.
2. Des Weiteren entwickeln wir Konzepte und Mechanismen zur Nutzung
von Scalable Video Coding (SVC) zur Realisierung von Qualitätsanpassungen
in Rahmen des entworfenen Systems. Mit Hilfe von SVC entwickeln wir einen
zweistufigen Algorithmus zur Anpassung der Videoqualität an verfügbare lo-
kale und systemweite Ressourcen. Zusätzlich sorgt dieser Algorithmus für ei-
ne Adaption an die Heterogenität von Endgeräten durch die Berücksichtigung
von statischen und dynamischen Ressourcen, wie der Bildschirmauflösung,
dem Datendurchsatz, der Berechnungskapazität sowie der Verfügbarkeit von
Videoblöcken. Ausgiebige Evaluationen zeigen die überlegenheit unseres Al-
gorithmus im Vergleich zu klassischen Ansätzen. Zudem zeigen wir, dass kür-
zere Abspielverzögerungen erreicht werden können, wenn im Gegenzug die
Videoqualität reduziert wird. So stellen wir fest, dass die Sitzungsqualität (in-
itiale Abspielverzögerung, Wiedergabeunterbrechungen) und die ausgeliefer-
te SVC-Qualität (Anpassung der Qualitätsstufe, empfangene Qualitätsstufe) in
gegenseitiger Abhängigkeit stehen.
3. Wir adressieren Qualitätsanpassungen sowohl auf Systemebene, als auch
innerhalb des Netzwerks. Hierzu analysieren wir, inwieweit das Netzwerk Ei-
genschaften der übertragenen Videoinhalte berücksichtigen kann, um Ressour-
cen anhand der Wichtigkeit einzelner Teile des SVC-Videos zu verwalten. Wir
entwickeln ein solches System unter Verwendung von Routern, welche Res-
sourcen in Abhängigkeit der Charakteristiken von SVC-Videos und der Dead-
line von Videoblöcken alloziert. Durch ausgiebige Evaluationen zeigen wir,
dass die Abspielverzögerung während Engpässen im System um bis zu 52%
reduziert und gleichzeitig Seiteneffekte auf die vom Benutzer wahrgenomme-
ne Qualität gelindert werden können.
4. Abschließend untersuchen wir den Einfluss der Benutzung von "Quality
of Experience"(QoE)-Metriken in dem entwickelten System. Hierbei erweitern
wir den klassischen Algorithmus zur Auswahl der Qualitätsstufen, so dass
er die vom Benutzer wahrgenommene Videoqualität ebenfalls berücksichtigt,.
Dabei wird die Videoqualität mit Hilfe von objektiven QoE-Metriken beurteilt,
sodass dieser Ansatz im Gegensatz zu subjektiven Methoden sehr gute Ska-
lierungseigenschaften aufweist. Wir zeigen, dass es durch die Bevorzugung
von Qualitätsstufen mit hoher objektiver QoE möglich ist, die Performanz des
Gesamtsystems in Bezug auf die Sitzungs- und Videoqualität zu verbessern,
während Inhalteanbieter gleichzeitig ihre Serverkosten um bis zu 60% redu-
zieren können.
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1
INTRODUCT ION
It is the age of Internet-based multimedia. People are increasingly using stream-
ing applications such as YouTube [7] and PPLive [76] to watch live and on-
demand content over the Internet. Several phenomena, especially social net-
working, have enriched the demand for Internet-based multimedia, where
users share and consume user-generated videos. This demand has led and
is still leading to an enormous growth of multimedia traffic on the Internet [1].
According to a study conducted by Cisco [6], multimedia in general and video
streaming in particular is said to constitute 90% of all Internet traffic, with a
high expectation of steady increase in the future.
A main development drive for streaming applications is the constant de-
mand for better video quality. Users are and will always expect to receive
higher and higher quality videos [40]. This is made possible by the steady in-
crease in available capacity of end user connections. The current state of the art
of last-mile connections - whether vDSL or fiber optics - allows users to watch
videos with bit rates reaching up to 100 Mbit/s. This rate is almost enough to
stream an ultra-high definition video, 16 times larger than the high definition
we know today.
In order to catch-up with this growth, various service architectures rang-
ing from client/server to distributed cloud approaches have been developed
and deployed. YouTube, Hulu, and Netflix are examples of client/server sys-
tems that have revolutionized the concept of Internet-based multimedia de-
livery. YouTube, for example, specializes in user-generated content, where it
is possible to watch a huge amount of videos generated by other users. The
other mentioned service providers extend the offered content to series and full-
length movies. Although client/server-based approaches provide, in general,
good performance with high availability rates, they inflict enormous costs, as
in the case of YouTube where the cost for providing this service is estimated to
be one million US dollars per day [40, 2]. These costs would increase drastically
if more videos were offered in higher qualities.
Much research has gone into investigating alternative architectures that can
alleviate the downsides of client/server systems. One promising architecture
is peer-assisted delivery that relies on a delicate balance between client/server
and Peer-to-Peer (P2P) techniques [88]. The application of the P2P paradigm
as an assistance for client/server approaches enables the use of end user de-
vices (called peers) to reduce costs and load on content servers. Additionally,
P2P offers desirable properties such as self-organization and resource scalabil-
ity [88, 46].
1
2 introduction
1.1 motivation
In this thesis, we focus on P2P1 Video-on-Demand (VoD) streaming, where
users can browse and request video content anywhere at any time. P2P VoD
systems are becoming more popular for commercial and non-commercial us-
age, since they have the reliability of servers and the scalability of P2P. Ad-
ditionally, it is possible to have only a limited amount of server resources
since peers assist the servers by uploading video data they have already down-
loaded. Thereby, P2P VoD allows for either a higher number of supported
peers, or a higher video bit rate than traditional VoD systems.
P2P VoD is becoming especially attractive for content providers due to the
increasing bandwidth requirements posed by high-quality video. It is believed
that servers alone cannot support such a service to millions of users in a cost-
efficient way [40]. Additionally, there have been extensive efforts to standardize
the use of P2P techniques for multimedia delivery. The Internet Engineering
Task Force (IETF) is working on a P2P Streaming Protocol (PPSP)2 to pave the
path towards standardized mechanisms for P2P live and on-demand streaming.
Nonetheless, P2P VoD systems still suffer from one major issue: these sys-
tems usually offer a single video quality to all clients; they are not adap-
tive. Users use heterogeneous devices that range from personal computers
to Internet-enabled television sets and mobile phones. These devices are het-
erogeneous not only in their display characteristics, but also in the type of
connections they have, where bandwidth, delay and reliability vary drastically.
Therefore, a static selection of video bit rates leads to major problems for the
users: on one hand, peers with weak resources are directly excluded from the
system while, on the other hand, those with strong resources cannot enjoy
better quality even though they have enough resources.
Therefore, there is a need to support the wide spectrum of resources within
the same video delivery system and enable quality adaptation, i.e., the ability
to actively change the received video quality based on the available resources
of a peer and of the network.
1.2 quality adaptation
In current systems, it is quite challenging for the content providers to decide
on a good target bit rate for video quality. While lower bit rates are usually
preferred in order to support a wider spectrum of end user devices, higher
bit rates are becoming increasingly popular. To address this issue, YouTube
re-encodes every video at different qualities to match the bit rate with the
demand of different devices. This, however, generates some issues. The first
is that no real-time adaptation is possible, i.e., the user devices cannot switch
the video quality on the fly in case of a sudden drop in resources. Second, if
YouTube were to use P2P, peers that are streaming different video qualities
would not be able to exchange video data with each other. A main question
1 For the sake of brevity, we use the term P2P instead of peer-assisted.
2 https://www.ietf.org/mailman/listinfo/ppsp. Accessed January 2012.
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arises: how can we build an architecture that, at the same time, enables quality
adaptation and support for different user devices?
Prominent approaches for quality adaptation are based on the idea of using
multi-layer video coding techniques so that video quality can be scaled ac-
cording to the needs of user devices. In this thesis, we make use of the state of
the art in multi-layer coding, namely Scalable Video Coding (SVC), to enable
quality adaptation in P2P VoD systems.
Our objective is to provide concepts and algorithms that address the prob-
lems of adaptation in a VoD system based on SVC. We proceed in three major
steps or building blocks, which are presented in Figure 1. This figure depicts
a simplified model of a P2P VoD system. The main entities in this model are:
users, end user devices (peers), and network elements (routers).
1 . quality adaptation using svc . This building block constitutes all the
algorithms and mechanisms that are required in order to adapt the video
quality to available resources as seen from the peers at the edge. These
algorithms work in a distributed manner and react to resource changes
at the edge of the network. Although those algorithms do not have global
knowledge but only a local view, they are essential in reacting to the
various changes in the network and the VoD system.
2 . media-aware networking . This building block constitutes adaptation
algorithms that can be applied to the core of the network in order to per-
form better resource allocation. This is essential in case sudden conges-
tion occurs in the network. We investigate the feasibility and advantages
of adding media-awareness to network elements, such as routers, in the
context of an SVC-based P2P VoD system.
3 . quality-of-experience-aware adaptation. This building block con-
siders the impact of the SVC video quality on user Quality of Experience
(QoE). Here, we make use of objective QoE estimation of SVC videos in
Router
Content delivery
servers
   Router Router
User
User
Peer
Peer
Peer
Peer
Quality Adaptation
Using SVC 1
Media-Aware 
Networking2
QoE-aware 
Quality Adaptation3
   
Figure 1: The building blocks to achieve quality adaptation in P2P VoD systems. The
system employs quality adaptation using SVC at the peers (edge), media-
aware networking in the network (core), and QoE-aware quality adaptation
(user).
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order to improve the performance. The QoE estimations are used to make
better decisions on which video quality to select, thereby enhancing per-
formance from the user point of view while improving the efficiency of
the streaming system.
1.3 research challenges
It is challenging to build quality adaptation mechanisms for P2P VoD that
consider the edge and core of the network while also using userQoE. Challenges
come not only due to the highly dynamic nature of P2P systems, but also
because such systems extend to different communication layers. We address
the following challenges.
1. The Need for Quality of Service (QoS). A main challenge is the demand for
QoS in VoD systems. Unlike classical file-sharing applications, videos in a
VoD system are played while being downloaded [45]. Therefore, if video
pieces are received after their deadline, playback is affected and user ex-
perience is degraded. In streaming systems that use reliable transport
protocols, such degradation is visible as a playback stop or stall. We con-
sider a solution that adds more flexibility and degrees of freedom to the
VoD system. We achieve this by using SVC, which enhances performance
even if resources are dynamic.
2. Limited and Dynamic Resources. Peers have limited upload capacities [4, 28].
This can be attributed to the fact that last-mile connections have an asym-
metric bandwidth characteristic. Evidently, the Internet was not designed
for P2P applications. Due to limited upload capacities, it is not possible
for a peer to utilize all of its download capacity when streaming from
only one peer. Therefore, a dynamic set of serving peers is required for
efficient video delivery, leading to a higher degree of dynamics in the
overall system.
3. Peer Heterogeneity. Peers are heterogeneous with various resources in terms
of bandwidth, screen resolution, and processing power [53]. Therefore,
accommodation of streaming bit rates for the entire system is necessary.
Differences in bandwidth can be static, caused by different link capacities,
as well as dynamic, induced by the network. Peer heterogeneity includes
both upload and download capacities, making the prediction of the video
quality that can be downloaded or uploaded complex to manage.
4. Sudden Network Congestion. Streaming systems may suffer from packet
loss or delay due to network congestion. It is challenging to ensure that
peers retain connectivity and cope with congestion in the network. It is es-
pecially noticeable that much of the Internet routing elements are media-
agnostic, i.e., do not explicitly distinguish multimedia traffic from other
traffic. Evidently, they were built with classical applications in mind, such
as web and email. When congestion occurs, it is challenging for the peers
at the edge to overcome their effects even with sophisticated adaptation
algorithms since their information about such events is limited.
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5. Quality Adaptation in P2P Systems. Quality adaptation mechanisms are
straightforward in case of centralized systems where video streams tra-
verse a well-known path between the server and the clients. In such sys-
tems, the important factors, such as bandwidth, can be accurately mea-
sured to some extent. However, this does not hold for P2P systems as
video data is retrieved over multiple connections simultaneously. There-
fore, allocated resources can change without warning and in a cascaded
manner so that multiple connected peers may undergo performance degra-
dations one after the other. This makes the design of quality adaptation
mechanisms for P2P VoD systems quite challenging. Such quality adap-
tation mechanisms have to adapt to various dynamic parameters all at
once, without having much information about the uploader peers, their
streamed quality, and download resources.
6. Performing Adequate Adaptation. Performing the right amount of quality
adaptation is challenging. On one hand, it is desired to stream the high-
est possible video quality. On the other hand, the video quality should
be stable without too many oscillations. It is quite challenging to find a
compromise between streaming high video qualities and a stable system
that does not make excessive use of quality adaptation.
7. Quality of Experience Considerations. Quality adaptation is based on chang-
ing the video quality depending on the available resources. Usually, only
information and parameters from lower-layer QoS are used in the deci-
sion process. The most prominent parameter in this context is the down-
load throughput. Although, many systems base the quality decision on
such pure QoS parameters, it is of essence to consider how the users per-
ceive the different video qualities. Integration of QoE metrics is quite
challenging due to the huge overhead such QoE estimation methods in-
flict. Many methods require costly data transmission or processing at the
user devices putting much strain on limited resources. We aim at integrat-
ing QoE information into our system without overloading the resources
of user devices and the network.
1.4 research goals
The goal of this thesis is to improve the video quality and playback perfor-
mance of P2P VoD systems by supporting the heterogeneity of Internet de-
vices. We use quality adaptation based on SVC and QoE metrics so that peers
can retrieve and watch videos on devices with heterogeneous resources within
a dynamic system. Quality adaptation is a general term that extends into dif-
ferent areas of the streaming system, starting from algorithms running at the
peers (edge) to those running the network (core). Quality adaptation mecha-
nisms should also be aware of how users perceive the SVC video and make
decisions based on QoE metrics.
Our objective can be decomposed into three main research goals.
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• The first goal is to develop quality adaptation mechanisms that improve
the performance of P2P VoD systems, addressing Challenges 1, 3, 5, and
6. We aim at improving performance by using SVC to match resources
to the video quality and reduce video playback delay. Thereby, we want
to show the superiority of the designed system in comparison to a non-
adaptive system, where a standard video codec is used. Additionally, we
want to understand the impact and tradeoffs that the adaptation speed
has on the overall system.
• The second goal is to investigate the impact of using media-aware network
management techniques on the system performance, addressing Chal-
lenges 2 and 4. Here, we ask the question: how much can performance be
improved if the routing elements become media-aware? New algorithms
are especially needed when congestion occurs in the network. It is inter-
esting in this context to compare a media-aware network with a classical
QoS-based one and evaluate the different opportunities a routing element
has in resource allocation.
• The third goal is to improve the performance from the user point of view
by using QoE estimations of SVC videos, addressing Challenges 5, 6, and 7.
We aim to take a light-weight approach where user devices do not waste
any bandwidth or processing power in estimating the QoE. Additionally,
we want to evaluate the impact of using QoE-aware adaptation on the
system performance and capacity.
1.5 outline
The rest of this thesis is structured as follows. In Chapter 2, background in-
formation required to understand the contributions of this thesis is presented.
Chapter 3 reports on other work related to the topic of this thesis. Here we clas-
sify earlier work according to four areas: adaptive P2P VoD, P2P video stream-
ing and SVC, media-aware networking, and objective QoE in video streaming.
We present other systems related to ours and show the major differences to
our approach. In Chapter 4, we introduce our basic system design. This chap-
ter gives an overview of the core functions upon which we build our main sys-
tem and mechanisms. Chapter 5 details the main contributions of this thesis.
This chapter is divided into three major sections. First, we present our qual-
ity adaptation algorithms that use SVC. Then, we discuss our media-aware
mechanisms that are used within the network to perform resource allocation
in case of congestion. Finally, we show how we utilize QoE metrics to improve
the performance for the users and content providers. In Chapter 6, we report
on the evaluation of our system. We first present the metrics used for evaluat-
ing our system, followed by details on our simulation setup, highlighting the
tools and configurations we have used. Last, we present the simulation results
as well as our analysis and main conclusions. Finally, Chapter 7 summarizes
this thesis, detailing our major contributions. We additionally discuss further
research points that can be addressed in future work.
2
BACKGROUND
In this chapter, we present the background on basic concepts required to un-
derstand the content presented in this thesis. We first provide an overview on
basics of multimedia delivery with focus on Peer-to-Peer (P2P) architectures,
namely prominent topologies and strategies. Subsequently, we detail aspects
related to video coding where we detail the Scalable Video Coding (SVC) stan-
dard, a building block of our system. Finally, we present the basics on Quality
of Experience (QoE) assessment and how objective QoE metrics can be used to
improve the performance of the system.
2.1 basics of multimedia delivery
Videos can be provided either in the download mode or in the streaming mode.
In the download mode, users can play the videos only after the whole file has
been downloaded. On the other hand, video streaming refers to playback of
the video file during the download process. Therefore, streaming allows for
lower waiting times, as playback can start as soon as the playback buffer is
full (typically some 7 seconds of video data). Therefore, streaming introduces
some timing requirements for the streaming system. Since video pieces - which
are small video transmission units - are required to arrive on time before their
playback deadline, the network architecture and mechanisms must be carefully
chosen in order to ensure that bandwidth, delay, and loss requirements are
fulfilled.
2.1.1 Live versus On-Demand Streaming
There are two kinds of multimedia streaming applications: live streaming and
Video-on-Demand (VoD) streaming [58]. Live streaming is well known from
television, where content is generated and sent to the viewers simultaneously.
In a VoD system, on the other hand, the freshness of the content is not im-
portant. Videos are pre-recorded and can be played by different viewers asyn-
chronously. Therefore, the video pieces in a VoD video can be distributed in
any order and even be pre-loaded and cached in the network. Further, users
can seek forward and backward, which again encourages some kind of pre-
caching mechanisms. These characteristics of VoD systems enable the possibil-
ity to design new architecture and mechanisms for enhancing performance as
provided in this thesis.
2.1.2 P2P Content Distribution
Many current video streaming systems are based on the client/server architec-
ture with servers providing the video content. However, such systems either
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provide low quality content, or introduce costs high enough to prevent deploy-
ment when trying to provide high quality. To shift load from servers and to
allow for reduced costs, streaming solutions based on P2P architectures have
been considered.
The focus of this thesis is on P2P systems as they provide advantageous
properties, such as self-organization and resource scalability. Other benefits
are distributed storage space, a large amount of resources for computation,
and redundancy of network paths. This all leads, with the adequate distributed
techniques, to an efficient and robust video delivery. High costs due to band-
width needs at the server are a major drawback of client-server architectures.
With an increased number of clients, the required bandwidth grows propor-
tionally, creating extreme costs for scalability [60]. Therefore, P2P techniques
aid the relaxation of bandwidth burdens placed on servers, as peers act both
as providers and consumers, making it possible to provide low cost video
streaming services [79].
Currently BitTorrent [24] is the de-facto P2P content distribution system. It is
mainly used for the distribution of content, such as large video files or software
updates. In BitTorrent, files are broken into pieces and as soon as one peer has
downloaded its first piece, it can start acting as a providing peer. When a new
peer joins a torrent, i.e., a content distribution overlay, it contacts the so-called
tracker to obtain a list of peers already in this overlay. As this subset of peers
is randomly chosen, it considers neither the heterogeneity of peers nor does
it apply any load-balancing mechanism. What makes the BitTorrent system
quite stable is the use of the rarest-first piece selection strategy. This means
peers would select pieces that are rare in their neighborhood, thereby making
those pieces better distributed. This strategy greatly enhances the performance
of BitTorrent systems as long as the order of pieces is not important, which is
the case for non-streaming applications.
2.2 peer-to-peer streaming
Since a large portion of the data exchanged over BitTorrent is video con-
tent, much attention started going into performing live and on-demand video
streaming based on this system. Here systems such as BiToS [96] and Oc-
toshape [3] work simply by modifying the piece selection algorithms and re-
placing the rarest-first strategy with an earliest-deadline strategy, so that pieces
required for playback are requested first.
Other researchers preferred building the streaming system from scratch
without any dependency on BitTorrent mechanisms. In the following subsec-
tions, we go over the most prominent topologies used for P2P video streaming.
After that, we present scheduling strategies used to ensure that video pieces
arrive on time at the receivers.
2.2.1 Streaming Topologies
A streaming topology, also called overlay topology, is defined as the set of
methods for interconnecting the different nodes for transmitting video data.
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In general, there are two types of overlay topologies for video streaming:
push-based multicast tree and pull-based mesh. In push-based solutions [60],
peers are structured in a tree topology with content providers positioned at
the top of the tree pushing video data down the tree towards the leaves. In
pull-based systems [96], a peer actively requests parts of the video from peers
that have already downloaded it thus forming a mesh topology. Mesh-based
topologies are characterized by lower overlay maintenance costs and higher
flexibility in piece selection.
Next, we provide an overview on both, highlighting their major advantages
and drawbacks. At the end we provide a short discussion on the topology we
use in our system and the arguments we base our choice on.
Single Tree Topologies
In a single tree topology, peers are arranged into a hierarchy as presented in
Figure 2. The streaming source, usually a server, is located at the top or root
of the tree, and video data is actively pushed towards the peers at the bottom
of the tree, also called leaf peers [60]. When peers join, they are inserted at a
specific tree level and their parent peers forward the video content to them.
Examples for the use of single tree streaming are Overcast [34] and ESM [23].
Server
Peer 1 Peer 2
Peer 3 Peer 4 Peer 5 Peer 6
Figure 2: A single tree topology.
Tree depth is defined as the number of levels the tree has. Therefore, the
smaller the tree depth, the lower is the delay for the leaf peers (those situated
at the bottom of the tree). To achieve a small tree depth, peers need to have
a large fan out degree, which specifies how many child peers each peer has.
Since a peer has only a limited upload capacity, its maximal fan out degree is
constrained.
issues of single tree topologies . While single tree topologies have
advantages such as simple design and low management overhead, there exist
several shortcomings. Single tree approaches are strongly affected by ungrace-
ful peer departures since after the departure of a peer all of its child peers
lose their connection to the video source, therefore, their media quality suffers
significantly. The higher in the tree a failing peer is located, the higher is the
degree of disruption.
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Another issue in tree topologies is that leaf nodes do not utilize their up-
load bandwidth, as they do not have any child peers. This leads to a reduced
efficiency, as the number of leaf peers can be rather high [57]. In [33], it is ex-
plained that system throughput is limited by the link with the lowest capacity
among all links on the path from the source to the leaf peers, which limits
system efficiency.
An additional issue of tree topologies comes from the assumption that peer
upload bandwidth is double the video bit rate, since a peer must typically
upload twice as much as it downloads (in this case when the fan out degree
is two). This is, however, contradicting with average link capacities, where
upload capacities are usually much smaller than download ones, rendering
classical tree topologies unusable in real life scenarios.
Evidently, there is a need for additional algorithms to overcome the effects of
sudden peer departure, also called churn, in single tree systems [33]. Therefore,
multi-tree topologies have been proposed.
Multi-tree Topologies
In multi-tree approaches, a stream is divided into several substreams at the
streaming server. For each substream, a subtree is created. A peer must join all
subtrees and receive all substreams in order to decode the video stream. The
power of this approach comes when each peer joins each subtree at a different
position. Figure 3 shows an example of how peers can be positioned within
the different subtrees. If a peer is in an inner node in a single tree, i.e., not
a leaf node and high in the tree, all of its upload bandwidth is thoroughly
utilized. In this case, the frequency of being placed as an inner node in a
multi-tree topology should depend on the available bandwidth [60]. Although
having multiple subtrees and the possibility to send video data in different
substreams over different paths, delivery paths usually remain static just like
in single tree approaches.
Server
Peer 2 Peer 3
Peer 4 Peer 5 Peer 6 Peer 7
Substream 1 Substream 2
Peer 1
Peer 5 Peer 6
Peer 1 Peer 2 Peer 3 Peer 4
Peer 7
Figure 3: Peers participating in a multi-tree topology. Here, each peer joins two sub-
trees.
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topology construction. Construction can be done either in a random-
ized or a deterministic manner. Using a randomized construction, a search for
nodes with spare bandwidth is started in each tree. Then one of the hit peers
is randomly chosen as parent peer for a child peer. For deterministic construc-
tion, each node is assigned to be an interior node in exactly one tree to shorten
the tree. Such an construction leads to increased tree diversity and, therefore,
more robustness.
As a summary, multi-trees are more resilient compared to single trees, and
the upload link capacity of peers is better utilized [59]. In addition, they give
rise to more interesting cross-layer techniques, such as media coding and For-
ward Error Correction (FEC).
Mesh Topologies
Mesh topologies, such as the one shown in Figure 4, enable massive parallel
content distribution among peers. They are based on self-organization of nodes
in a directed mesh and do not have a static topology [60]. Connections are
based on availability of content and bandwidth. While peers in a mesh have
more links and thus better connectivity, the mesh content delivery scheme,
which is known as swarming, is more complicated [33].
Figure 4: An example mesh topology.
To allow for mesh streaming, a video file is subdivided into many small
pieces typically ranging from 32 kB1 to 512 kB. However, piece sizes of several
megabytes have also been used especially for high definition content [104].
Every peer would request the pieces about to be played out from other peers
in its neighborhood. To find out which peer has which piece, so-called buffer
maps (bitmaps of available pieces) are periodically exchanged between the
peers in the same neighborhood.
Mesh topologies can be unstructured or structured. In unstructured meshes,
peers are connected to randomly chosen peers to provide more neighbors and
different delivery paths. This leads to robustness when failures occur, since
every piece can be obtained from other peers in a simple way [59]. Examples
1 kB: kilo Bytes
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of unstructured meshes are PRIME [63] and CoolStreaming [106]. In structured
meshes, on the other hand, peers are typically arranged into clusters, with the
majority of links being established within the same cluster. The peers, which
connect the different clusters can be considered as super peers and should
have good bandwidth and availability characteristics [33].
The main disadvantage of mesh-based topologies is the overhead that comes
from the periodical exchange of buffer-maps and status messages among the
peers. These messages can become rather large especially with long or high
definition videos. Decreasing the number of pieces relaxes this overhead, how-
ever, at the cost of more dependence on peers that a certain piece has been
requested from since a piece then can become rather large.
The advantages of mesh-based approaches are low costs and simple mainte-
nance of the network structure. Compared to tree-based systems, these topolo-
gies are more resilient regarding the topology in the presence of node failures
and departures, as the probability of more paths being available is higher [46].
In [64], Magharei et. al discuss that paths from the source to individual peers
are more stable than in tree based schemes and that a peer’s degree of stability
increases the longer it remains in the overlay.
the choice of mesh topologies . When compared to tree-based ap-
proaches, mesh topologies have been shown to be superior in terms of per-
formance as well as their applicability to real applications [64]. Therefore, we
have decided to use mesh topologies for our system.
Next, we provide an overview over scheduling algorithms in multi-source
streaming systems. Scheduling algorithms in general are used in all topologies
and are the core of P2P streaming applications.
2.2.2 Scheduling Algorithms
Scheduling algorithms are used to determine which video pieces should be
transmitted or retransmitted and at what time these transmissions should be
carried out. The scheduling decisions also include dropping of pieces if their
transmission is not possible due to restricted resources. The aim is to maximize
the quality of the video stream without wasting network resources. A good
scheduling algorithm would help not only in reducing end-to-end delay but
also in achieving more robustness and adaptation to system dynamics.
Figure 5 shows an abstract representation of scheduling algorithms running
at a peer forwarding video packets. This peer is also called intermediate peer.
The scheduling algorithm uses rate-distortion information when deciding on
which video pieces to drop. Rate-distortion information is a quantification of
the amount of distortion inflicted on the video if a piece were to be lost.
Structure and transmission characteristics (e.g., available bandwidth at the
different links) of the network should also be considered. During scheduling,
not only the packet transmission order has to be determined, but also a priori-
tization among a peer’s descendants should be considered. This prioritization
is essential especially when using tree topologies as the receiver peers would
be affected in case of piece loss or delay. Furthermore, successive transmissions
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Intermediate Peer
X X
Packet Drop
Figure 5: Based on distortion information, (intermediate) peers can make rate-
distortion optimized scheduling decisions for incoming pieces.
can be spaced to avoid congestion at bottleneck links as well as to limit delay of
control packets. Scheduling algorithms are crucial for achieving a good qual-
ity of service due to the strict timing requirements of streaming applications.
Moreover, peers are heterogeneous with variable available resources. One peer
in a network might have a high amount of available bandwidth and, therefore,
is able to receive all video pieces in time, resulting in high media quality. Si-
multaneously another peer in the same network can have only small amount
of available bandwidth and thus the scheduler has to determine which video
pieces are the most significant to ensure that the video can be watched at a
certain quality level.
In the next section, we provide a review on prominent multi-layer video
coding techniques. We first present a classification of such codecs while elab-
orating on two major approaches: multiple description coding and scalable
video coding.
2.3 multi-layer video coding
Video data is currently being stored in a digital form thanks to a wide range of
software known as video codecs. These codecs encode/decode video data with
the objective of providing good video quality along with a reduced amount
of data that has to be stored and transmitted. Therefore, the objective is to
provide a compression scheme that achieves a tradeoff between the quality of
the video and the quantity of data representing it, i.e., maximum compression
ratio. AVC/H.264 [43] and VP8 [86] are some examples of commonly used
video codecs.
The Internet is gradually being used for video streaming. However, the Inter-
net was never built with such applications in mind. Problems such as transmis-
sion errors, packet loss, and congestion hinder efficient and reliable streaming
systems. What makes things worse is that much of currently used video codecs
are single-layered, e.g., AVC/H.264. Although those codecs provide high com-
pression rates, they are generally not suitable for dynamic environments. Ad-
ditionally, users are accessing such streaming systems with heterogeneous de-
vices ranging from powerful machines to mobile devices, thereby stressing the
need for more adaptive video codecs.
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To address those issues, multi-layer video codecs were developed. They are
based on the idea of encoding a video in such a way that different quality can
be retrieved from the same global stream. Additionally, even if some part of
the video gets lost on the way to the receiver, playback does not have to stop.
2.3.1 Classification
In this section, prominent multi-layer video coding techniques are presented.
The main objective of multi-layer coding is to add the ability to scale the video
stream according to available resources. We have established a classification
of the different video coding techniques. This classification is presented in
Figure 6.
Video 
Source
Video 
Compression
Layered Coding
SVC
LVC
FEC
Description Coding
FEC-MDC
MDC
Figure 6: Classification of different possibilities a video encoder can use to generate
different types of video structures. These can be generally classified as either
layered or description coding.
Raw video data is usually too large to be sent over normal networks, there-
fore, it is necessary to compress it by exploiting the high redundancy of video
frames. For this purpose, video compression can be used to generate either
layered or description-based video streams.
Layered Video Coding (LVC), on the one hand, is a term used to describe
a large set of coding schemes that organize video data into layers. In LVC, a
video stream is structured into hierarchical layers, where the so-called base
layer represents the minimal amount of data required in order to decode the
video stream. To decode a certain layer, all layers below it have to be available.
A prominent example of layered video coding is the Scalable Video Coding
(SVC) standard [83]. SVC is presented in Subsection 2.3.3.
Description coding, on the other hand, is based on encoding video data into
descriptions that do not depend on each other. The more descriptions are re-
ceived; the better is the video quality. Most prominent examples of description
coding are Multiple Description Coding (MDC) and description coding based
on Forward Error Correction (FEC-MDC) [87]. FEC-MDC is generated by FEC-
encoding layered video streams. MDC and FEC-MDC are presented next.
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2.3.2 Multiple Description Coding
Multiple Description Coding (MDC) [87] works by creating several indepen-
dent so-called descriptions from a video stream. Each description is a video
segment that contributes a certain amount to the video quality and can be
decoded independently. The more descriptions are received, the higher is the
received quality. As a simple example of how MDC works, consider the in-
dependent descriptions generated by dividing a video file into even and odd
frames. Alternatively, MDC can be realized by dividing video frames into inde-
pendent sub-pictures by choosing odd and even horizontal and vertical lines
of the picture, thus resulting in four descriptions.
MDC descriptions can then be distributed using mesh or tree topologies.
MDC works well when combined with multi-tree topologies since then it al-
lows for better resilience against erroneous transmissions and playback dis-
tortions [87, 18, 94]. An interesting variant of classical MDC is the so-called
FEC-MDC as presented in [87]. Similar to MDC, FEC-MDC has the same goal
of dividing the video file into multiple independent descriptions but with the
distinction of using layered video coding and Forward Error Correction (FEC).
The basic structure of an FEC-MDC coded video stream is depicted in Figure 7.
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Figure 7: By applying different protection levels to layered video packets, multiple
descriptions are created generating an FEC-MDC video stream.
The main advantage of this design in comparison to classical MDC is that it
can use a classical video encoding scheme and offer more resilience through
the use of FEC. As presented in [87], FEC-MDC starts by encoding the video
data using any classical video codec to compress the video stream to generate
a layered video streaming. Then, an unequal error protection is applied to the
different layers in such a way that correction strength, achieved through more
redundancy, depends on the importance of the layer. In comparison to MDC,
FEC-MDC requires a certain minimum number of descriptions to be available
before any useful video data can be decoded. This is because FEC requires a
minimum amount of available data so that it is able to decode the I-frames.
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FEC-MDC has a better resilience against packet loss due to its built-in error
control techniques and is flexible concerning the used video codec. However,
FEC-MDC can inflict high amount of overhead [87].
2.3.3 Scalable Video Coding
The H.264/Scalable Video Coding (SVC) is the official extension and amendment
of the state of the art H.264/MPEG-4 Advanced Video Coding (H.264/AVC) stan-
dard [43], which is widely used in the Internet for instance by video platforms
(e.g., YouTube). AVC is a single-layer codec, which means that different copies
of the same video streams have to be encoded to support different end user
devices. SVC constitutes the structures and algorithms that make it possible to
add scalability features to AVC and the H.264 standard.
In this section, we only scratch on the properties and architecture of SVC
required to understand the contribution of this thesis. For further information,
the reader is referred to [83, 84].
General Properties of SVC
The Scalable Video Coding (SVC) standard allows for scalability by defining
multi-dimensional quality layers. Thus, a video stream can be encoded into a
set of substreams or multiple layers each with different quality information.
The different layers can be retrieved from a single SVC encoded video file.
The lowest layer, called base layer, is always needed for decoding the video.
With additional layers, also called, enhancement layers, better video quality
is generated. SVC is based on three modalities or flavors of scalability: spatial
scalability, temporal scalability, and quality scalability. Quality scalability is also
called Signal-to-Noise Ratio (SNR) scalability; both terms will be used inter-
changeably throughout this thesis.
SVC enables not only streaming of different video qualities to heterogeneous
devices but also switching the video quality in real time. Therefore, SVC en-
ables the so-called quality adaptation to both local and network resources.
Next, we discuss the different scalability dimensions and how they are real-
ized.
The Dimensions of Scalability
The three dimensions of scalability of SVC are now shortly presented. For more
thorough information, the reader is referred to the original standard document
[43] and publications on the topic [43, 83, 84].
As mentioned above, SVC is an amendment to the state of the art H.264/AVC
standard, thereby, SVC incorporates all its core mechanisms with the distinc-
tion of supporting scalability. Before we can give information about SVC, some
basic understanding of H.264/AVC is required.
In AVC, there are three different frame types, also known from other promi-
nent video codecs, denoted by I-, P-, and B-frames. I-frames include whole
pictures and can be decoded independently from other frames of the video.
P-frames or prediction frames are frames that can be predicted from other
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frames using only incremental information. P-frames can only be used in con-
junction with previous frames. B-frames, on the other hand, can use incremen-
tal information from both past and future frames. The process of predicting
frames from past or future frames is known as motion compensation. Informa-
tion within the picture itself is also compressed based on fixed units known as
video blocks. Using the so-called intra-prediction, a frame can be reconstructed
by decoding blocks from other blocks within the same frame.
We now come to the different scalability dimensions SVC has to offer. These
are spatial, temporal, and quality scalability.
spatial scalability. Spatial scalability denotes the ability to change the
video resolution of the video. In Figure 8, we present an example of an SVC
video with three standard video resolutions, namely QCIF2, CIF3 and 4CIF.
When coding and decoding spatial layers, both motion-compensation predic-
tion and intra-prediction are used. Different layers are not independently en-
coded; their correlation is used in order to enhance the coding efficiency.
???? ??? ????
Figure 8: Spatial scalability with example resolutions: 4CIF (704×576 pixels), CIF
(352×288 pixels), and QCIF (176×144 pixels).
temporal scalability. Temporal scalability denotes the ability to change
the frame rate of the video. The frame rate is defined as the number of frames
that are displayed in one second.
AVC already had some basic support for temporal scalability. Therefore,
SVC simply added some specification on how it can be used in the context
of a scalable codec. Since I-frames can be decoded independently from other
frames, they constitute the base layer for the temporal dimension.
There are multiple possibilities for realizing the enhancement layer based
on different dependency structures of the I-, P-, and B-frames. An example
is depicted in Figure 9, in which P-frames depend only on I-frames, while B-
frames depend on both I- and P-frames. Within this design, it is possible to
first drop B-frames then P-frames to decrease temporal level and bandwidth
usage. Other complex dependency structures are also specified in [83].
quality scalability. Quality scalability, also known as SNR scalability,
enables changing the video quality of the individual frames. This is generally
realized by using the level of quantization applied to the individual frames.
2 Quarter Common Intermediate Format
3 Common Intermediate Format
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Figure 9: A simple possible frame pattern that would allow for temporal scalability
by first dropping all B-, then all P-frames. Arrows show the compulsory
dependencies of a frame.
The SVC standard defines three possible variants for this type of scalability.
The first is called Coarse Grain Scalability (CGS), which is realized similar to
spatial scalability where large quantization intervals are used. In this case,
the number of quality layers depends on the number of used quantization
levels. This kind of scalability has the disadvantage of low coding efficiency.
Additionally, the SVC quality layer can only be changed at pre-defined points
in the video stream. Further information about this issue is given in [83].
The second variant is called Medium Grain Scalability (MGS). It uses some
additional techniques to increase flexibility in the quality scalability dimen-
sion. Using MGS, it is possible to adjust the selected quality anywhere in the
video stream. Nonetheless, this comes at the cost of possible drifts in the video
decoding process.
The third and last variant is called Fine Grain Scalability (FGS). It gets rid of
the possibility of drifts in the decoding process. This is done by removing the
dependency of the motion compensation prediction on enhancement layers. In
this variant, the motion compensation depends only on the base layer frames.
The SVC Cube Model
The SVC cube model is a conceptual model usually used to visualize and
model SVC videos. It helps to understand the interdependency of different
quality levels of SVC.
In Figure 10, an example of an SVC video with three quality levels in each
scalability dimension is presented. For the spatial dimension, this SVC file
has three standard resolutions: namely CIF, SD, and HD. For the temporal
dimension, this file has the frame rates: 7 fps, 12 fps, and 24 fps. Finally, the
SVC file has three quality levels denoted by Q0, Q1, and Q2.
Each layer is represented by a sub-cube within the SVC cube and denoted by
a triplet (d,t,q). The sub-cube in the lower left corner represents the base layer
and is denoted by (0,0,0). This layer can be decoded independently from other
layers. When decoding a certain layer, all lower layers should be available. For
example, to decode the layer (1,1,0), the layers (0,0,0), (0,1,0), and (1,0,0) have
to be available. If any of these layers are missing, this layer is not decodable.
The sub-cube in the upper right corner is the highest quality layer with HD
resolution, 24 fps, and highest image quality. This layer requires all layers in
the SVC video so to be decoded.
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Figure 10: An example of the SVC cube model.
The Choice of Salable Video Coding
In general, the main difference between SVC (or a general LVC) and MDC
lies in the inter-dependency of SVC layers and MDC descriptions. Therefore,
MDC clearly has the advantage of having flexibility and independence from a
base layer, simplifying mechanisms for the network building process. Nonethe-
less, SVC approaches are the better choice for systems in which media-aware
scheduling is used in the network [19]. MDC additionally does not support a
fine-granular quality adaptation like SVC, where it is possible to change any-
thing from resolution to frame rate and frame quality. Therefore, we believe
that SVC is more suitable to support the heterogeneity of Internet devices.
2.4 quality of experience
It has long been a quest to find coding techniques that provide high compres-
sion ratios but still offer good video quality. Judging compression ratios and
measuring them is quite straightforward when compared to measuring the
video quality. The major challenge in this context is that humans, whose vi-
sual system is very complex, will be watching the video eventually. Evidently,
what makes things more complicated is that video compression affects various
video content differently. The artifacts due to compression on a slow motion
sequence are usually more difficult to detect than that those found in high mo-
tion sequences. Therefore, there is a need to measure and assess video quality,
especially when these videos are being streamed over the Internet.
Quality of Experience (QoE) is a general term used to describe and quantify
the quality of the video as experienced by a user. QoE of a video sequence can
depend on many factors including - but not limited to - human perception,
video content, user display, and user context.
Video quality assessment describes methods and techniques required to
measure QoE. QoE assessment, in general, has been always linked to user
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studies, where a video sequence is shown to a number of users who are then
asked for their opinion. Evidently, much effort has gone into standardization
of video quality assessment with focus on how to conduct user studies and
common pitfalls in such methods. Such QoE assessment is well-known as sub-
jective QoE, where the subjective opinion of the user on the video sequence
is of interest. Nonetheless, QoE is not limited to subjective assessment, as we
present later, other approaches based on an automated derivation of quality
aspects are possible. This class of methods is known as objective QoE.
Next, we elaborate on both subjective and objective QoE.
2.4.1 Subjective Metrics
The area of subjective QoE is quite large including aspects from many fields
of study. In this section, we just give a brief overview about this topic. As
explained above, subjective QoE is based on showing human subjects some
video sequences and ask them for their opinion.
Probably the most challenging of all in the field of user studies is: how can
one isolate the effects of many factors when assessing the video quality. For
example, how can we make sure that a person dislikes the video due to its low
video quality rather than him or her not liking the content?
Winkler [100, p. 48-50] has stated that factors affecting user experience can
even be related to user interests and expectations, quality of the screen, lighting
conditions, screen color properties, and sound characteristics. Any of these
factors can have an impact on the outcome of the user study. Therefore, usually
user studies involve multiple human subjects to rule out any individual effects.
The results of user studies are calculated in the form of Mean Opinion Score
(MOS).
In order to make subjective studies reproducible and consistent across differ-
ent experiments, several recommendations for the process of video assessment
have been proposed. These recommendations can be found in the ITU recom-
mendations document BT.500-11 [42] and P.910 [41].
The main limitation of subjective QoE studies is that conducting such exper-
iments is very time consuming and expensive. Although some tens of human
subjects are enough to get meaningful results in subjective QoE [68], setting
up the experiments is very resource consuming.
2.4.2 Objective Metrics
Subjective video assessment methods are probably the best methods currently
available to measure QoE, but they are not enough. One major issue with this
method is that the results hold only for the video content that was shown to
the subjects. Nowadays, millions of videos are being streamed every day, with
thousands of videos being added regularly. So more flexible methods, which
can be automated and executed quickly are needed. This is possible using
objective QoE assessment methods.
Objective QoE methods aim at deriving quality ratings in an automated man-
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such objective methods involves rather intensive subjective tests, these meth-
ods already hold much knowledge collected throughout many user studies
[68].
Although objective methods are not considered able to exactly match with
subjective methods [100, p.70], they do offer new opportunities and application
areas especially for Internet-based streaming applications.
Next, we present the most prominent objective QoE assessment methods.
Pixel-based Metrics
Probably the most simple method, pixel-based metrics evaluate the quality of
a video by comparing it with a reference at the level of pixels. Well-known
methods include the Mean Squared Error (MSE) and the Peak Signal-to-Noise Ra-
tio (PSNR). Since these methods are quite simple, they have long been used in
the research community especially that nothing better was available. Nonethe-
less, many researchers agree that such methods suffer from many drawbacks.
For instance, all pixels within the picture are treated equally, which does not
fit the human visual system. Humans tend to focus on certain areas in the
video [101]. Recent studies have shown that such methods do not correlate
well with the human visual system [82].
Perception-based Metrics
Researchers knew that pixel-based metrics are limited as they cannot capture
and compare higher-level information and details within the video. Therefore,
better metrics have been proposed. Here we mention the Structural Similar-
ity (SSIM) index [98], which builds upon the idea that the human visual sys-
tem works by extracting structures from an image. The SSIM index works by
extracting structures from frames within the video sequence and comparing
them to those extracted from the reference video. The more the structures of
the sequence under test are similar to those of the reference; the better is the
video quality.
Reference versus Non-Reference Metrics
Objective QoE metrics can be classified into two categories depending on their
use of a reference video sequence. These are: no-reference, reduced-reference,
and full-reference [101, 29].
No-reference metrics only use the received video sequence to estimate the
video quality. Reduced-reference methods use additionally some characteris-
tics and features extracted from the original video sequence. Full-reference
metrics require the complete original video sequence so that it can be com-
pared with the received sequence. The three different approaches would fit
in specific scenarios and applications. Since full-reference metrics require the
availability of the original video sequence, their use has been limited to video
quality estimations in the lab. Therefore, reduced-reference and even no-reference
approaches are used when the video quality has to be estimated in a running
application.
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Video Quality Metric (VQM)
The Video Quality Metric (VQM) [77] is a reduced-reference objective QoE met-
ric that was proposed by the National Telecommunication and Information Admin-
istration (NTIA). The VQM is considered the state of the art in the area of
objective metrics since it has shown excellent properties by independent eval-
uation [95]. VQM is especially interesting for Internet applications as it can
be used for various applications with videos of different resolutions and prop-
erties [102]. The superiority in performance as well as its flexibility make the
VQM metric a better choice for a growing number of streaming applications
[22]. The good performance reported in [95] led the eventual standardization
of the VQM metric.
Nonetheless, the VQM metric still entails some costs, namely its high band-
width requirements for the required reference. According to [29], the reduced-
reference of VQM can be as large as 14% of the uncompressed video. Therefore,
using such a metric, it is not realistic to send the reduced-reference and process
the video quality at the edge.
In this thesis, we focus on using the VQM metric in a P2P VoD system. The
reference is not sent to the devices; rather it is merely used at the servers to
evaluate the video quality of different SVC layers. The VQM ratings are cal-
culated offline before the video is released. Therefore, no additional overhead
is incurred on the devices. The VQM metric helps in generating quality rat-
ings that would guide the peers in making a better choice on the SVC layer
to choose. Our approach and how we use the VQM metric are explained in
Subsection 5.3.7 of Chapter 5.
2.5 summary
This chapter has provided the background information required to under-
stand the contents of this thesis. We have first covered the basics of mul-
timedia delivery highlighting the differences between live and on-demand
streaming. Additionally, general aspects of P2P content distribution were pre-
sented. This brought us to discussions on P2P streaming mechanisms with
focus on streaming topologies and scheduling algorithms. Subsequently, we
have seen that video coding plays a major role in such streaming systems. Us-
ing advanced video codecs, adaptation mechanisms can be built. Prominent
approaches were presented, including the SVC and MDC video codecs. The
possibility to change the video quality brings new challenges, namely the cri-
teria used to choose the suitable video quality. In this thesis, we present ap-
proaches that use the estimated QoE to make a better choice on the video
quality. This chapter has discussed prominent approaches for estimating the
QoE with discussion on both subjective and objective methods.
In the next chapter, we present research work related to ours, classified ac-
cording to different areas, while highlighting the main differences to our sys-
tem.
3
RELATED WORK
This thesis aims at improving the video quality and playback performance of
Peer-to-Peer (P2P) Video-on-Demand (VoD) streaming systems by supporting
the heterogeneity of Internet devices through Scalable Video Coding (SVC).
Therefore, research work related to ours stretches out to various fields. For
clarity, we classify related work into four major fields: adaptive P2P VoD, P2P
video streaming and SVC, media-aware networking, and objective Quality of
Experience (QoE) in video streaming. Although each of these individual areas
has received extensive research efforts in the past decade, the research commu-
nity has barely scratched on the benefits while combining these approaches. In
this chapter, we present related work classified by the above-mentioned areas
while trying to focus on research that comes closest to ours.
3.1 adaptive p2p video-on-demand
In general, the research community has put substantial effort into investigating
adaptive P2P VoD [60]. This includes different aspects such as theoretical mod-
els [53], replication techniques [20], prefetching policies [40], network aware-
ness [38], and the impact of server allocation [79]. It was early recognized that
video coding techniques are crucial for a high streaming experience [11, 21].
Streaming video content poses special and usually strict requirements on
data transmission. Video files are usually large and require much more band-
width than audio files. As long as resources are guaranteed, data transmission
would proceed as expected. However, the Internet rarely offers guarantees,
thus performance is drastically affected upon resource scarcity. Classical ap-
proaches [60, 32] started of by being agnostic to the video codec, and researches
would resort to standard video codecs that exhibit the highest compression ra-
tios [60]. These codec-agnostic approaches are also known as single layer video
systems. Evidently, different parts for the video stream have different impacts
on the video if they were to go missing. For example, key video frames are re-
quired to decode other prediction video frames. Losing the key frames means
that data depending on it cannot be decoded.
Adaptation was a main drive for much research in the area of P2P streaming.
But before having the availability of advanced multi-layer codecs, researchers
had to resort to simply extracting information about the importance of dif-
ferent video blocks from the video itself. For example, in [32], Fortuna et al.
use the properties of single-layer video codecs to realize a pull-, mesh-based
P2P streaming system. This work applies a special piece scheduling algorithm
that uses priorities derived from the video blocks and the frames they con-
tain. Therefore, if a block is carrying prediction frames and resources are not
sufficient to send it, then the system scales and the additional frames are sim-
ply dropped. Although this is considered a basic kind of scalability, it was,
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nonetheless, an important step forward to more advanced adaptation tech-
niques.
As outlined above, it is essential in scenarios with resource heterogeneity
that multi-layer video coding techniques are used. This allows operating in
the presence of devices with varying characteristics, from desktop computers
to handhelds [26]. Furthermore, quality can be switched during playback to
adapt to changing network conditions and system load.
Early research on quality adaptation started by considering general multi-
layer codecs with focus on single dimension scalability [48, 62, 71, 58, 75, 81].
Therefore, these systems did make a clear distinction between temporal, spa-
tial, and SNR scalability. Rejaie et al. present PALS [81], a receiver driven P2P
video streaming system with quality-adaptive playback of layered video. Since
PALS and the other mentioned systems only considers single dimensional scal-
ability they cannot adapt to heterogeneous characteristics of peers with differ-
ent degrees of freedom. The other issue with these systems is that no specific
coding standard was used and the authors had to assume a certain bit rate
for the individual layers. We focus on using the original SVC implementation
to extract bit rates of real SVC videos so that more realistic models can be
evaluated.
3.2 p2p video streaming and svc
Motivated by the above outlined issues, the use of multi-layer codecs, such
SVC has received extensive investigations. It was evident for the research com-
munity that SVC provided more information about the structure of the video
structure for the streaming applications. Video blocks could then be easily
mapped to key or prediction frames and the implications of these blocks go-
ing missing could be better foreseen. Thereby, it was possible to assign prior-
ities to SVC video blocks based on, e.g. the level of distortion that would be
introduced if they go missing.
Live Streaming and SVC
Some systems address various challenges when combining SVC and P2P live
streaming that are related to a general streaming system. Here we name [13,
55, 70, 27], that handle issues such as insuring low video startup time and
providing a smooth and continuous video playback. Baccichet et al. [13] use
prioritization of packets and multicast trees to distribute SVC substreams with
a bound on the introduced delay. Lee et al. focus in [55] on challenges for
segment seeding and scheduling while deploying a live P2P streaming system
that uses SVC. In [71], Nguyen et al. present and analyze a streaming system
designed to incorporate network coding and SVC to facilitate deployment of
adaptation techniques in streaming systems. In addition to being focused on
live video streaming, a distinction between these pieces of work and ours is
that they do not consider the impact of using QoE metrics in their scheduling
algorithms.
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P2P VoD and SVC
Regarding P2P VoD systems that make use of SVC, several architectures have
been recently proposed. For instance, [70] proposes and evaluates a system
that aims at achieving quality adaptation and a smooth playback. However,
the authors do not investigate a real P2P system, but rather focus on a limited
local view (simple download of content from several peers). Mokhtarian et al.
present in [66] an analysis of P2P VoD systems with scalable video streams.
They provide analytical models that estimate the number of peers that can be
admitted into the system in case of flash crowds. Their results can be integrated
into our analysis to better match server and peer resources.
Proceeding within the area of how to combine SVC and P2P VoD streaming,
Cui et al. [26] presented a P2P VoD system that uses layered video coding to
address heterogeneity of the resources of peers in such systems. Furthermore,
Mokhtarian et al. [66] developed a model that estimates the maximum system
capacity of an SVC-based P2P streaming in case the peers are requesting and
retrieving a certain minimum video quality. In Section 6.2, we provide a similar
model that also considers that peers will request higher qualities and not only
the base layer.
Further pieces of work [103, 74] focused rather on the scheduling algorithms
trying to answer the questions such as when should a piece be transmitted and
how much resources it should get. In general, these works focus on metrics
that are relevant for the users and evaluate how to improve the performance
of the scheduling algorithms. We re-use some of the presented metrics and
extend them with others that reflect the QoE. This is achieved by objective
metrics that can be evaluated directly at the peers without any additional in-
teraction with any other entity in the system. Another approach introduced by
Oechsner et. al [74] is similar to ours. However, the authors investigate only
temporal scalability and evaluate the average played layers and stalling times.
This differs from our approach, since we additionally investigate the tradeoff
between SVC video quality and session quality.
In general, SVC allows adaptation to be performed at the receiving peers by
simply requesting parts of the stream that match their resources. Nonetheless,
the existence of more powerful peers enables approaches where those peers
can actively re-encode the video file to match resources of the receiving peers
as done in [44].
In contrast to the mentioned pieces of work, we present our P2P VoD system
with full support for quality adaptation using SVC. Therefore, we use three-
dimensional scalability as defined by the H.264/SVC standard [83] to adapt to
different peer resources and network conditions. Although the problem of P2P
VoD has been well investigated by the research community [60], the impact of
quality adaptation while using a full-fledged SVC design has not yet been
assessed.
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3.3 media-aware networking
Research on media awareness has been an active topic in the research commu-
nity for some time [36, 30]. The aim is to find efficient methods to achieve a
smooth and high quality playback by making routing elements perform media-
aware actions. Approaches related to ours can be broadly summarized as so-
lutions that utilize information on the importance of different media parts to
either enhance the quality or limit video distortion. This utilization can be
done either at the edge [47, 36] or at the core of the network [30]. Solutions
at the edge, on one hand, usually implement media awareness through over-
lay routing and media-aware scheduling. Further, there exist many solutions
that fall into the distortion-aware packet discard category [36, 108]. Upon con-
gestion, such methods would drop media packets according to the distortion
that would be inflicted on the video quality. Solutions in the core, on the other
hand, try to utilize Quality of Service (QoS) management capabilities available
at network routing elements. In [30], Fidler shows how Differentiated Services
(DiffServ) [73] can be used to improve system performance when using layered
video coding. Our solution differs since we systematically assess the priority
of SVC streams and show that this priority consists of temporal and quality as-
pects. We further take a new approach, namely using router virtualization, to
implement media awareness. We show that a simple media-aware network so-
lution for SVC-based streaming systems can greatly enhance the performance
of the system. Our system is a first attempt, within this area, at assessing the
impact of media awareness in P2P VoD streaming.
3.4 objective qoe in video streaming
The last area of research related to ours goes in the direction of using QoE in
the decision making process of video streaming applications. To the best of
our knowledge, our system is the first to use SVC QoE information in a P2P
VoD system. Evidently, none of the considered systems listed here actually use
P2P. Subsequently, the challenges that those pieces of work address are rather
different from ours. Nonetheless, we present some prominent examples that
are related. This section is divided into two parts: objective QoE assessment of
SVC videos and QoE metrics for quality adaptation.
Objective QoE Assessment of SVC Videos
The first part is related to video quality assessment and quantification of QoE.
QoE is typically a subjective measure of a certain system. QoE is quite complex
to assess as it is affected by various physical and psychological factors. The
way users experience a certain streaming application can be influenced by the
quality of the video itself, or how the users perceive it.
Probably the most prominent work that tries to assess the impact of the
scalability of SVC video on user perceived quality was presented by Zinner et
al. [113]. There, the impact of temporal and spatial adaptation on the perceived
video quality was examined. The authors, similar to us, used the flexible ob-
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jective QoE metrics to map SVC layers to perceived quality. This work makes
use of the state of the art in objective QoE metrics, namely the Video Quality
Metric (VQM). In this thesis, we use the derived results and combine them
with our quality adaptive P2P VoD system. The work provides quality ratings,
which we use when deciding the SVC layer to choose, as the amount of choices
can be rather high. Therefore, it is essential to take a decision that has the side
effect of improving the video quality.
Another work that evaluates the relation between SVC quality layer and
perceived quality was done by Lee et al. [54]. The main result of that work is
that content type and video bit rate have the highest impact on the perceived
video quality. Lee et al. come to the same conclusion as [113] concerning the
high impact of temporal adaptation on the perceived quality. They additionally
extend this conclusion to low bit rate video to state that for such videos, the
spatial adaptation has the highest impact on the video quality.
In addition to measuring the quality of different SVC layers, the impact of
switching layers is also an important factor. Work done by Zink et al. in [111]
aims at characterizing the impact of layer change frequency and the amplitude
of these changes on the user perceived quality using subjective tests. The main
result of that study is that the number of layer changes and amplitude should
be kept as small as possible. Nonetheless, the authors do not provide concrete
numbers as what would be good values for these factors. Therefore, we present
the performance of our system in metrics that reflect these factors.
Assessing video streaming quality is not limited to the actual video quality
but may extend to assessing the impact of startup and stalling times as done
in [37]. Although we do present metrics that quantify the startup time and
stalling time, we do not map this to perceived user quality as this highly de-
pends on the context [72]. We, therefore, stop at these metrics as our system
may be used in various commercial and non-commercial applications where
the impact of these factors may vary. For example, if a service is paid, then the
startup requirements may be much stricter than for a free service.
QoE Metrics for Quality Adaptation
The second part is related to using QoE metrics for quality adaptation. In the
work done in [112], the authors propose a framework for QoE management for
SVC video streaming systems. Motivated by their previous work on assessing
SVC video quality [113], Zinner et al. assess the impact of changing the video
resolution using SVC while having different frame up scaling methods. They
investigate having different levels of network congestion and video types and
measure the VQM ratings of the different algorithms. The authors come to the
main conclusion that to achieve better quality, the system is better off reducing
the video resolution to avoid more drastic distortions due to lost packets.
Furthermore, Zhai et al. [105] propose a client/server SVC-based video
streaming system with user devices having heterogeneous clients. The authors
aim at improving the perceived video quality in a wireless setting. Zhai et
al. rely on non-reference objective QoE metrics along with quality adaptation
methods in the context of live video streaming. The system works by continu-
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ously measuring the quality as perceived by the user, which is calculated from
various parameters of the video stream. Based on these estimations, the sys-
tem would decide on switching to another layer to maintain a certain quality
level. The main distinction to our work is that we consider a VoD scenario. The
subtle difference in this case is that we can more rely on pre-computed quality
ratings for the different video qualities and do not have to calculate this in
real time at the peers. Additionally, we focus on a reliable transport protocol,
which removes the problem of missing packets and possible artifacts in the
video stream.
Another client/server-based approach was presented by Kim et al. [51]. The
main distinction of this work is that the server has the task of deciding on the
quality level suitable for all the users. In our approach, the decision making
process is distributed and up to the individual peers.
Last, Menkovski et al. [65] presented an adaptation approach for P2P stream-
ing systems that aims at achieving acceptable video quality for the users. Meko-
viski determine acceptable video quality by continuously asking the users for
feedback. This makes such a system hard to deploy in real life, as users do
not like to be interrupted so often. This feedback is used along with other non-
QoE metrics to detect and avoid non-acceptable user experience. The main
difference to our work is that we use multi-layer video coding to allow for
on-the-fly adaptation even without user feedback. Nonetheless, the mentioned
work could be integrated into ours while expanding the granularity of qual-
ity assessment from binary (acceptable, non-acceptable) to more fine granular
parameters.
3.5 summary
In this chapter, we have presented the major pieces of work related to ours,
spanning multiple areas of research, namely: adaptive P2P VoD, P2P video
streaming and SVC, media-aware networking, and objective QoE in video
streaming. Although much work has been done in the individual research
areas, the combination of all of them has not been thoroughly investigated.
To the best of our knowledge, our work is the first that combines these areas
and builds the required quality adaptation mechanisms. When evaluating our
system, we will select prominent approaches and compare them against our
system.
In the next chapter, we provide the basic P2P VoD system design upon which
our quality adaptation mechanisms are built.
4
BAS IC SYSTEM DES IGN
In this chapter, we present our basic system design upon which we build the
quality adaptation algorithms. First, we present the Peer-to-Peer (P2P) Video-
on-Demand (VoD) system where we detail its architecture and the different
modules and entities. Then, we present the prefetching and upload strategies
we have developed in order to improve the efficiency of the VoD system.
In this thesis, we assume that users using the system are collaborating. This
means that a user does not intentionally prevent the VoD software from up-
loading video data to other peers. This can be enforced either using closed
source software or by providing incentives to the users. The issue of incen-
tives is a well-known problem in P2P systems and many solutions have been
proposed [49, 10, 56, 67, 40]. Our system can be used either as closed source
software or along with an incentive mechanism. This, nonetheless, goes be-
yond the scope of this thesis, since our focus is on quality adaptation in P2P
VoD.
4.1 p2p vod system
We now present the P2P Video-on-Demand (VoD) system highlighting its ar-
chitecture, systemmodules and entities, as well as peer and block management
algorithms.
4.1.1 System Architecture
The architecture of our P2P VoD system is depicted in Figure 11. Here we
make use of a P2P architecture in which servers and peers work together to
deliver the video content. Such architectures have shown to have the highest
applicability in realistic scenarios [40].
We design the P2P VoD system from scratch so that we avoid having a
performance penalty that would happen when using, for example, BitTorrent
and its block selection strategies. Therefore, we are able to focus on the quality
adaptation mechanisms
The components involved in the P2P VoD system are the tracker, content
delivery servers, and the peers. We assume that any two entities in the system
can communicate directly. All entities communicate using the Transmission
Control Protocol (TCP), similar to renowned VoD systems [7]. Therefore, we
do not have to handle connection establishment and packet loss. The topology
is based on a mesh, where we do not explicitly define the application-layer
connections between the different entities (See Subsection 2.2.1). These connec-
tions will be driven by offer and demand and do not have to be managed,
simplifying the design of the streaming topology.
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Tracker
Content delivery
servers
Peers
Figure 11: Basic P2P VoD architecture.
The tracker has the basic task of keeping track of all online peers, the video
currently being watched, and other information such as the video quality. The
streaming servers also inject the initial content and help to maintain QoS in
case that there are not enough peers to provide the video data.
A peer can be in two states, either downloader (leecher) or uploader (seeder).
The term downloader or leecher denotes the state when the main interest of the
peer is to download video data for playback. A downloader peer also uploads
data to other peers; however, it usually cannot provide video pieces further be-
yond its playback position since they are not available. The uploader or seeder
state, on the other hand, is reached once the peer has finished download and is
still uploading data to other peers. Streaming servers can also be regarded as
seeders with the distinction that they are more reliable and can provide more
resources.
We start by explaining the tracker design and then we go into the details of
the mechanisms running at the peers.
4.1.2 Tracker Design
The tracker keeps track, maintains, and manages a list of all peers active in
the VoD system. Its main role is to reply to requests asking for lists of peers
streaming the same content. Thereby, it enables the peers to connect to each
other and to perform the actual video data transfer.
For each peer, the tracker keeps track of the following information: IP ad-
dress, port number, streamed video quality, and playback state.
The tracker is especially essential when a peer joins the network. The newly
connected peer uses the tracker to bootstrap and to discover other peers. The
tracker is also occasionally used to get additional peers since provider peers
are not always online throughout the streaming session.
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The message sent from the peer to the tracker contains a list of connected
peers, dropped peers, current selected video quality, and information about
the playback state of the peer to keep the information at the tracker fresh.
These pieces of information are essential to help the tracker in making a better
decision on the returned peer list that considers the various factors.
The information on the currently selected video quality is used in refining
the returned peer list. Details concerning the algorithms behind this are ex-
plained in Subsection 5.1.2. Since the tracker has information on the playback
state of the peers, it makes sure that a server is returned to the peers that are
having difficulties in their playback. Thereby, it tries to reduce the time a peer
is in a stalling playback state. It is worth noting that the tracker also keeps track
of the servers and is aware of their status. This helps in giving the tracker a
chance in performing load balancing actions of system resources.
Peer Mechanisms
Figure 12 shows an overview on the set of algorithms and mechanisms run-
ning at the peers within the P2P VoD system. These algorithms are broadly
categorized as: block management, peer management, and video playback al-
gorithms. These algorithms are explained next.
Block ManagementPeer Management
- Sender-peer Ranking
- Peer Selection
- Connection Management
- Buffer Management
- Block Selection
- Task Dispatching
Video Playback
- Playback States
- Video Buffering
Figure 12: Algorithms and mechanisms running at the peers.
4.1.3 Peer Management
The term peer management denotes all the algorithms running at the peer
to maintain and manage the connected peers. This includes algorithms for
requesting peers from the tracker, connecting to other peers as well discon-
necting from them when they are no longer needed. These algorithms are
sender-peer ranking, peer selection, and connection management.
The connected peers are divided into two sets: the receiver-peer set and the
sender-peer set. Unless otherwise mentioned, the term local peer indicates the
peer at which the mentioned algorithms are executed. The receiver-peer set
comprises those peers to which the local peer uploads video blocks, whereas
the sender-peer set comprises the set of peers from which the local peer down-
loads video data. The main reason why we separate the connected peers into
the two sets is because download needs are not symmetric. For example, if
peer A wants to download some video block from peer B, it does not have to
be that peer A also wants to have a video block from peer B.
32 basic system design
The sender-peer set holds the contact information of the peers, which can po-
tentially provide video blocks to the local peer. This set is filled by periodically
querying the tracker for new peers.
The receiver-peer set holds the contact information of the peers to which
video blocks are being uploaded. While the sender-peer set does not need
to be actively filled, the receiver-peer set is automatically built through the
incoming connections from other peers. If the local peer is not uploading to
any other peer then this set is empty. Therefore, one main difference between
the two sets is, therefore, in the management approach. The sender-peer set
has to be actively managed while the receiver-set is built implicitly.
Sender-peer Ranking
The connected peers are not expected to provide video data indefinitely after
connecting to them. These peers might fail, get congested, or even leave the
system. Therefore, it is important to keep track of how much the peers are
contributing to the local peer. This is done using the so-called sender-peer rank-
ing algorithms. The main objective of this algorithm is to maintain connections
to peers that provide data the fastest while abandoning those peers that do
not. Here we define the peer rank as an integer number that reflects how well
a sender peer is contributing. We focus on considering peer contribution not
due to user decision to contribute or not but rather due video block availability
and upload speed.
To decide on whether a sender peer Psender is contributing or not and to
further upgrade its rank, the following pieces of information are relevant.
• The number of times the local peer was able to find a required video
block at Psender.
• The number of times the local peer was able to download video data from
Psender.
• The speed at which Psender was providing the requested video data.
The rank of the sender peer Psender is a positive number initialized with four
and is increased by one after a block has been successfully downloaded. The
rank will be decreased either when the sender peer rejects a download request,
a timeout has occurred, or when a video block necessary for playback is not
available at the sender peer.
When using these steps, it often happens that the peer rank reaches zero,
that is the minimum possible value. In this case, the peer is abandoned and is
not contacted again. If there are not enough peers in the sender peer set, the
tracker is eventually contacted for new contacts.
Peer Selection
Keeping track of the dynamic P2P VoD system requires that all peers regularly
update their list of possible neighbors in the overlay. This is performed by
regularly sending requests to the tracker to get new possible peers to connect
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to. To avoid receiving peers that have already been abandoned, the requesting
peers ships more information to the tracker to aid it with the selection process.
These pieces of information are:
• A filter-list containing the peers that have been abandoned in the more
recent peer selection process.
• A white-list containing all the peers that have a positive rank and that are
still in the active downloader set.
• The amount of new peers that are needed.
• The playback state of the peer, i.e., whether the video is playing or stalling.
Here it is worth noting that the downloader peer set can be quite dynamic
depending on many factors in the system. Therefore, the use of additional peer
selection mechanisms at the peer and the tracker are essential in optimizing
the topology of the streaming system so that good peers are contacted and bad
peers are dropped.
Connection Management
Matching demand with resources in P2P VoD is not a trivial task. One major
challenge is the dynamic nature of the P2P system that could create lots of
overhead in the connection management algorithms.
In our system, any two peers in the VoD system are connected over two
phases. The first phase, called pre-connection, is used to announce to the up-
loader peers about the potential requesting of video data. The local peer ex-
pects an acknowledgment about the readiness of the uploader peers to provide
video data.
A pre-connection is important as without it no video data can be requested.
Therefore, a peer Pi can download video blocks from peer Pj if and only if
the two peers have pre-connected. Thus, uploader peers can keep track of the
downloader peers that will potentially request video data.
In the next subsection, we take a closer look at the connection management
algorithms, namely, those running at the downloader side and at the uploader
side.
downloader side . When the local peer wants to download video data
from a certain peer, first it has to establish a connection with this peer, i.e. pre-
connect. Therefore, the local peer sends a connection request to the possible
uploader peer. The response to a connection request can be either positive or
negative. The positive response means that the other peer has acknowledged
the connection and is ready to provide video data. In case the response is
negative, this means that the other peer is overloaded and cannot provide any
video data. In this case, the peer is kept in the local database as a potential
uploader for later connection attempts. Additionally, the rank of the peer is
reduced so that too many failed connection attempts will eventually make the
local peer abandon this specific peer and search for new ones.
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uploader side . The major limitation of the system in terms of bandwidth
is eventually due to the limited upload capacity of the peers. Therefore, it is
important to limit the number of active upload connections so that the through-
put provided per connection is not too small to cause excessive timeouts and
playback delays. By limiting the number of active upload connections, it is fur-
ther possible to provide a guaranteed throughput for each peer and, therefore,
make the system more robust. An active upload connection is also called an
upload slot.
After a connection request has been received, the uploader peer checks
whether there is an empty upload slot. If this is the case, then the uploader
acknowledges the connection, assigns the upload slot, and serves the request.
In case there is no free upload slot, then the uploader peer has to decide on
either to refuse the request or to drop an ongoing less-important connection.
The importance or priority of a connection is reflected by how fast the re-
quested video block has to arrive before a playback stall would occur at the
downloader peer. We, therefore, derive the importance of an upload connec-
tion from the priority of the last requested video block.
Every time when a peer requests a video block from some other peer, it
includes the requested block number along with the difference between the last
buffered block and the current playback position. Since this difference reflects
how well this peer is doing in filling its playback buffer, it helps the uploader
on making better decisions on whether to reject or acknowledge a download
connection. The smaller the difference between the playback position and the
requested block, the more important it is for the downloader and, therefore,
the higher is the priority of the connection.
This priority comes into play once all the upload slots are occupied and a
new connection is being requested. In this case, the current upload connections
are sorted based on their priority. The connection with the least priority is
gracefully dropped (after completing any ongoing transfers) and the slot is
assigned to the more important connection. This design greatly helps in acting
quickly to urgent requests and in meeting some of the real-time requirements
of the streaming process, therefore, minimizing the chance of experiencing
playback stall and delays.
4.1.4 Block Management
The second part of algorithms running at the peers is related to block man-
agement. These algorithms have the task of keeping track and managing the
actual block transfers and their priorities. In general, these algorithms can be
divided into three major parts.
1. Buffer management algorithms keep track of the video buffer. The video
buffer is a sliding window that starts with the playback position and is
usually seven seconds long. The buffer maps to the video blocks that are
essential for continuous playback.
2. Block selection algorithms are responsible for calculating the priority and
selecting the blocks that should be downloaded next. Each block should
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be assigned a priority so that the uploader can better manage its connec-
tions.
3. Task dispatching algorithms are needed for requesting the required blocks.
The main objective of this part is to keep the uploader peers as busy as
possible to maximize the download utilization.
We now elaborate on the three parts of the block management algorithms.
Buffer Management
The buffer is essential, as it makes sure that video blocks coming immediately
after the playback position are given extra care during video playback. The
video buffer is a sliding window that always starts at the playback position
and extends to seven seconds of video data. As the playback position moves
forward after the successful playback of video blocks, the buffer is also shifted
forward. The video blocks within this buffer are requested with a high priority.
Should the buffer become drained, the video player will not find any video
data and playback will stop. Playback is only resumed after the whole buffer
is full again to avoid too frequent start-stop behavior. The basic structure of
the video buffer is illustrated in Figure 13.
Sliding buffer window
Playback position
Figure 13: The sliding buffer window.
Block Selection
The block selection algorithms are probably the heart of every P2P streaming
system. These algorithms are responsible for deciding on blocks to request
and their priorities. We follow a simple approach in which the block with the
highest priority is the first to be requested and vice versa.
At any point in time, all video blocks that are to be downloaded are divided
into two priority sets: the high-priority set and the low-priority set. This division
is depicted in Figure 14. The point behind this is to reflect the fact that blocks
close to the playback position should be treated differently than those at the
end of the video file. Therefore, different algorithms are used for the two sets.
In general, the algorithms used for the high-priority set act greedy and work
on a short-term objective so that to simply keep the buffer full. On the other
hand, the algorithms used for the low-priority set try to address the availability
of blocks and prefetch certain parts of the video, which are useful for other
peers.
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Figure 14: Two priority sets for downloading video blocks.
high-priority set. The high-priority set comprises blocks that lie after
the playback buffer. The main objective is to keep this set full. Since these
blocks are essential for continuous playback, they are downloaded with a high
priority. Within the high-priority set, the priority calculation follows a linear
approach in which the priority of the block at the beginning of the set gets the
highest priority while that at the end gets the lowest priority, similar to the
order in which the video player plays the video blocks.
low-priority set. The low-priority zone starts after the last block of the
high-priority set and ends at the end of the video file as shown in Figure 14.
The low priority blocks are downloaded only when the high-priority set is
full as not to intervene with a continuous video playback. Therefore, if a peer
would start downloading low-priority blocks, this would demonstrate that this
peer is enjoying good performance. Here, the low-priority selection algorithms
come into play to optimize the performance of other peers by prefetching
video blocks that they need. Details on this approach are explained in Sec-
tion 4.2.
Task Dispatching
The sequence diagram that illustrates the dispatch of download requests is
depicted in Figure 15. After a peer establishes download connections to other
peers, it starts requesting video blocks. However, one important point that has
to be considered by the download manager is not to request too many adjacent
blocks from the same peer. If this happens and this peer is congested or even
fails, the requesting peer will suffer from much stalling events that are difficult
to recover from. Therefore, blocks are request in a round robin manner such
that all blocks requested from the same peer are as far away from each other
as possible1.
4.1.5 Video Playback
The video player, in the classical sense, is the entity that decodes video con-
tent and displays it to the users. The video player is usually responsible for
1 Evidently, if all peers in the download-peer set have all required blocks. then the difference
between any two blocks requested from the same peer is exactly the total number of peers in
the download-peer set.
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Figure 15: The dispatching of download tasks.
other functionalities that assure continuous playback by communicating vari-
ous pieces of information with the underlying streaming protocols. Informa-
tion in the context of VoD includes mainly the playback status. Video playback
can be in three different states: idle, buffering, or playing. For simplicity, we
assume that the video file is being played sequentially from start till the end.
Playback States
The different states of the video player are depicted in Figure 16. It consists of
the following three states:
• Idle: indicates that there is no active video streaming taking place or play-
back has finished.
• Buffering: indicates that no playback is taking place due to lack of video
data to play. This phase can be reached either after a stalling happens or
after streaming is initiated.
• Playing: indicates that the player is continuously playing the video stream.
End of videoStart playback
Stalling
Buffer is full
Buffering Playing
Idle
Figure 16: The state diagram of the VoD video player.
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After the user initiates playback, typically by pressing play, the player switches
from the idle to the buffering state and the underlying streaming protocols are
started so that video data is requested. Once enough data has been down-
loaded and the buffer is full, the player starts playback and switches state
from buffering to playing. The time elapsed between the two states, i.e., the
time difference between when playback was initiated and the actual start is
called initial buffering or startup time. Startup time is unavoidable since it al-
ways takes time to fill the buffer with video data while using capacity-limited
connections.
After playback starts, the underlying streaming protocols work hard to sus-
tain a continuous stream of data so that the player can always play the next
video block at its deadline. If this happens, then the video player remains in
the playing state. If all data required for playback is available, the playback
position is shifted continuously with every round. In case a certain block is
missing or not completely downloaded, then the player changes from the play-
ing to the buffering state. This is known as stalling. Finally, when the playback
reaches the end of the video file, the player goes back to the idle state.
Video Buffering
Video playback and the underlying streaming protocols outline the general
basic functionalities of the P2P VoD mechanisms. In general, it is enough if the
download throughput is as large as the playback speed or video bit rate. Since
it is very difficult to assure such a property, the download buffer is essential
to absorb short-term fluctuations in the download throughput. In case stalling
does take place, then playback starts only after the buffer is full again so that
to avoid too frequent start-stop behavior of the video player.
4.2 prefetching and upload strategies
In this section, we present the prefetching and upload strategies used in our
P2P VoD system. Prefetching is a term used to describe the process of down-
loading video blocks, which are not immediately needed, i.e., within the low-
priority set. An upload strategy, on the other hand, denotes the scheduling
strategy used by the uploader peers. Both the prefetching and upload strate-
gies play a major role in the performance of the P2P VoD system.
Traditional prefetching strategies in VoD and Bit-torrent-like systems are
based on the so-called rarest-first strategy [24]. This strategy mainly considers
the rarity of a certain block in the local neighborhood. The less a block is
available in the local neighborhood, the more it is likely it will be prefetched.
This way it is ensured that the video file is distributed as much as possible
throughout the system to achieve high download rates and be immune to peer
churn. Nevertheless, a fundamental problem of the rarest-first strategy is that
it conflicts with the linear streaming requirement [12]. The video player expects
the blocks to be available one after the other and not according to the rarity in
the neighborhood.
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Therefore, we go one step ahead of the rarest-first strategy present the Soon-
Most-Needed (SMN) strategy that optimizes the block distribution based on
playback positions of other peers. Our goal is to improve the performance
of the system and use the SMN strategy as an alternative to the rarest-first
strategy.
4.2.1 System Model
Before we detail our approach, we now present our system model that investi-
gates the tradeoff between server capacity allocation and achievable playback
performance. The notations we use in the analysis are as follows:
• S: number of servers
• uS: server upload capacity
• U: number of uploaders that have the whole file
• D: number of downloaders having an incomplete file
• u,d: upload and download capacity of a peer
• r: video bit rate (r ￿ d)
• f: average peer prefetching factor
• g: average peer upload utilization
• dr = f · r: required download speed (r ￿ dr ￿ d)
• Bki : block with index i at peer k
• Btotal: total number of blocks
U is the number of uploaders that have the whole file, also called seeders.
D is the number of downloaders that have none or part of the file. Of course
a downloader also uploads blocks. Therefore, the main difference between an
uploader and a downloader is that the later might not always be able to fully
utilize its upload capacity due to lack of blocks useful for other peers. Thus,
we define the upload utilization factor g as the ratio of the average upload
speed of a peer to its upload capacity. For uploaders, this value is almost one.
Additionally, it is also close to one for downloaders in case of a system that
exhibits good block diversity. The prefetching factor f is the ratio of the average
download rate to the video bit rate. This parameter represents how fast a peer
should download the video file so that playback is sustainable.
The total offered system upload capacity is given by
utotal = D · u · g+U · u+ S · uS. (4.1)
The total download speed is limited by the system upload capacity, i.e.,
dtotal ￿ utotal, and the total download speed is given by dtotal = D · dr =
D · r · f. Thus we get:
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D ￿ Dmax =
U · u+ S · uS
f · r− g · u , where
u
r
<
f
g
. (4.2)
For a given number of uploaders, Equation 4.2 calculates the upper limit
Dmax of the total number of supported downloaders in relation to the prefetch-
ing and upload utilization factors. In addition, it gives rise to one of the trade-
offs we address in this part of the system: on one hand, having peers make
aggressive prefetching (high f) will lead to high upload utilization since it is
more probable that more peers need some prefetched blocks. However, this
happens at the cost of using up more system resources. On the other hand,
having too small f will lead to low upload utilization. In this thesis, we pro-
pose prefetching and upload strategies that, for minimal prefetching factor f,
have a sufficiently high value of upload utilization g.
4.2.2 Soon-Most-Needed Prefetching
The prefetching strategy proposed in this section aims at striking a balance
between achieving in-order block delivery and having better neighborhood
block distribution. The prefetching strategy here is intended as a low-priority
block selection algorithm as presented in Subsection 4.1.4.
In a classical P2P VoD system, different peers are not aware of the playback
positions and the high priority blocks required by neighboring peers and the
network. To overcome this problem, we propose the Soon-Most-Needed (SMN)
prefetching strategy. This strategy optimizes the block distribution in the neigh-
borhood by taking into account the playback positions of neighboring peers.
This information is used in such a way that peers actively vote for the blocks
they need as explained next.
In Figure 17, we present how voting is performed at a certain peer. Each peer
is allowed to vote for m blocks that are still missing from its video file every
T seconds, called the refresh interval. We suppose that voting is synchronous,
i.e., all votes are received at the same time.
Voting WindowPlayback position
m m-1 12...m-2
skpk
s k pk-
Figure 17: Voting procedure at peer k.
The vote values will be set in such a way to be decreasing with increasing
block number. In addition, voting at peer k starts at block sk, which is the first
block after the playback position not received yet. To allow for prioritized allo-
cation, these values are further scaled by the difference between the playback
position and the first block being voted. Therefore, peer k will vote for the
successive m blocks not received so far according to the equation:
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Vote(Bki ) = (m− i+ sk)/(i− pk) i = sk...sk +m
￿ (4.3)
where m ￿ is m with blocks already buffered within the voting window. After
each peer has cast its votes into the so-called SMN list, it sends this list to all
peers in its neighborhood. The SMN list is sent only to downloaders and not
to uploaders, since the uploaders have the whole video file and do not need
to prefetch any blocks. The votes are then collected and aggregated by the
downloader peer. Aggregation is then simply the adding up all votes for each
block, therefore
Vote(Bi) =
|L|￿
k=0
Vote(Bki ). (4.4)
All the downloaders are continuously discovering a list of blocks that are
available within their neighborhoods and generating an SMN list. The inter-
section of both lists is generated. The result is a list of the SMN scores of all
blocks that are available at neighboring peers. From this list, all blocks the local
peer already has downloaded are removed.
The next step before prefetching can start is taking into consideration local
availability of blocks. One block could be well distributed in the local neighbor-
hood while another one with an almost equal SMN score is very rare. In this
case, the rare block is selected. To accomplish this, the un-availability factor a
is introduced. It is calculated by:
a(Bi) = 1−
Replicas(Bi)
size of neighborhood
, (4.5)
which is high (close to one) when there are only a few replicas for a certain
block and low (close to zero) when there are many replicas. The SMN scores
are multiplied with the availability factor and then transferred into download
probabilities by normalization as follows:
Probability(Bi) =
Vote(Bi) · a(Bi)￿Btotal
j=0 Vote(Bj) · a(Bj)
. (4.6)
The downloader peer then chooses its prefetching blocks according to these
probabilities. If there is no peer in the neighborhood that has any prefetching
block, that is when
￿Btotal
j=0 Vote(Bj) · a(Bj) = 0, rarest-first is then used to
build up a strong distribution of blocks.
4.2.3 Upload Strategies
After each peer makes a decision on the next blocks to download, it sends a
request to its neighboring uploaders. In this case, a certain uploader would
continuously receive requests for different blocks and, therefore, has to make
a decision on which block(s) to upload. Since the requests have the distinction
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of being either high priority or low priority, this distinction should also be
considered while making the upload decision. Based on this design, all low
priority and high priority requests are put at the uploader in a high and low
priority set respectively. Now we present possible upload strategies that the
uploader can use for the different sets and how they can be combined.
high priority set. To optimize the local connections, an uploader can
simply order all high priority requests according to their priority, i.e., their
deadline. The closer the deadline of a certain block, the sooner it should be
uploaded. In case the deadline of a certain block cannot be met, a quick decline
message is sent to allow for fast request retry.
low priority set. In addition, an uploader is able to optimize the distri-
bution of useful blocks within its neighborhood. Therefore, the uploader can
favor low priority blocks according to the presented SMN prefetching strategy.
This is important when the system is either in deficit state or on the verge of
being overloaded and, therefore, should reorder priorities to have a more ro-
bust distribution of soon-most-needed blocks so that the peers can serve high
priority blocks in the near future.
upload bias probability. Since system resources can be in either sur-
plus or deficit, local and neighborhood-wide optimizations have to be com-
bined and balanced. To do this, we introduce the upload bias probability p
used when making an upload decision, which will address the tradeoff be-
tween optimizing performance of individual requestors and optimizing the
neighborhood. Therefore, a peer will decide on uploading a high priority block
with probability p and on uploading a prefetching block with probability 1−p.
System Load Adaptation
In a P2P VoD system, and for a given server capacity, performance is depen-
dent on the number of downloaders, which degrades drastically near the limit
Dmax =
U·u+S·uS
(f·r−g·u) as presented in Equation 4.2. One interesting question that
arises is: how to minimize performance degradation during flash crowds, and
how to prepare the system for this situation?
Our approach works as follows: the parameter p is the key to the balance
between high priority and soon-most-needed blocks. Therefore, we assign the
value p depending on the ratio of demand posed by the downloaders to the
supply provided by them. The higher this ratio, the less capable is the server
to serve high priority blocks. Thus, the uploaders and downloaders them-
selves should be more ready to serve such blocks. On the other hand, when
the demand is much less than the supply, then the server is able to serve
any required high priority request, and thus downloaders should focus on
building strong distribution of soon-most-needed blocks in preparation for a
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flash crowd. Therefore, and based on the system model presented in Subsec-
tion 4.2.1, we assign
p =
demand by downloaders
supply from downloaders
=
D · r · f−U · u− S · uS
D · u · g . (4.7)
It is worth noting that the above equation should saturate to one at the
system limit of supported peers (Dmax), after which only high priority blocks
are served by the whole network, and the system is almost in deficit. However,
when p < 1, the system elegantly adapts to the number of downloaders while
taking resources and system capacity into account. All required information to
calculate a new value of p is directly available at the tracker. For simplicity, the
tracker can use the average values of g and f. Finally, the tracker can send p
piggy-backed within other status messages that are regularly sent to the peers
without inflicting any additional overhead.
This concludes our prefetching and upload strategies suggested in this the-
sis. These strategies are not part of our major contributions. Therefore, they
are not the focus of our evaluation. Nonetheless, we provide some evaluation
results in Appendix A.3.
4.3 summary
This chapter has presented our basic system design, detailing the architecture
and the different entities in the P2P VoD system. The tracker, peers, and stream-
ing servers employ various algorithms and strategies in order to maintain the
VoD system. We have additionally presented the used prefetching and upload
strategies that aim at improving the system’s playback performance.
This chapter described only the basic system upon which the quality adap-
tation mechanisms and algorithms can be built. Next, we go into more details
and present the core contributions of this thesis.

5
QUAL ITY ADAPTAT ION IN P 2P V IDEO -ON-DEMAND
The combination of Scalable Video Coding (SVC) and Peer-to-Peer (P2P) Video-
on-Demand (VoD) gives great benefits but many challenges have to be ad-
dressed. This chapter describes the major contributions of this thesis in the
context of quality adaptation for P2P VoD system.
Quality adaptation is achieved over three steps, as explained in this chapter.
In Section 5.1, we present the SVC quality adaptation mechanisms executed
at the peers residing at the edge of the network. In Section 5.2, we present
how media awareness of routing elements can be used to perform quality
adaptation in the core of the network. Finally, in Section 5.3, we present how
using Quality of Experience (QoE) metrics in the quality adaptation algorithm
can make the VoD system more efficient.
5.1 quality adaptation using svc
We now present the quality adaptation algorithms developed in order to inte-
grate SVC in the basic P2P VoD system presented in Chapter 4. The quality
adaptation mechanisms are developed as follows: first, we analyze the SVC
video data structure and show how it can be used to enable efficient P2P piece
management. Then, we highlight the SVC-based peer selection algorithms run-
ning at the tracker and the peers. After that, block selection algorithms re-
quired to handle SVC videos are presented. This brings us to the two-stage
adaptation loop running at every peer in the VoD system. This adaptation loop
makes sure that the peers adapt the video quality to both static and dynamic
resources, thereby, addressing the problem of heterogeneity of the Internet.
5.1.1 Linearization of the SVC Cube
A video file is divided into many pieces each usually worth couple of seconds
of video playback. As elaborated in Section 2.3, video files encoded using the
SVC standard are organized in a three-dimensional cube. Therefore, each piece
contains all possible layer combinations and is divided into smaller sub-cubes
as shown in Figure 18. The more layers are available in any dimension, the
higher is the played quality of this video piece. The SVC sub-cubes are further
divided into P2P transmission blocks. A block will be the smallest entity for
video discovery and transmission.
We have developed a specific data structure to keep the block selection al-
gorithms as simple as possible. The actual representation of the video file is
done using a single-dimensional array made up of all the blocks in the whole
SVC file. To achieve this, we have to linearize the SVC video model as follows.
We traverse the three dimensions of the SVC cube in well defined order and
store the sub-cubes one after the other in a single dimensional array as shown
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Figure 18: The linearization of the SVC cube-model for one video piece.
in Figure 18. Since the different SVC layers or sub-cubes have different sizes,
the number of video blocks required to store each sub-cube is different.
Suppose we have an SVC video file with two spatial, one temporal, and
three quality layers, then in total there are 2 × 1 × 3 = 6 video qualities or
layers. Each video quality can be described as a triplet:
(d, t,q) d ∈ {0, 1}, t ∈ {0},q ∈ {0, 1, 2} (5.1)
where d, t,q represent the quality level in the spatial, temporal, and quality
dimensions respectively.
If we traverse the video cube first in the quality, then in the temporal, and at
last in the spatial dimensions, then the linearization process traverses the SVC
cube following the block path:
(0, 0, 0)→ (0, 0, 1)→ (0, 0, 2)→ (1, 0, 0)→ (1, 0, 1)→ (1, 0, 2). (5.2)
The same operation is repeated for all pieces within the SVC video file while
concatenating all the blocks together into a single-dimensional array. This de-
sign, as shown in Figure 19, allows for more efficient implementation for the
access and management of the SVC video blocks.
Since the SVC video structure is layered, decoding a certain layer requires
that all layers below it are available. Therefore, we need to directly map from
SVC layers to their respective video blocks efficiently. To do this, we define two
lists for the whole SVC file. One list stores where a layer starts and another list
stores the number of blocks within this layer.
To keep track of which blocks belong to which layer when using the lin-
earized array, we perform mapping as follows. Assuming that each video piece
Layer
(0,0,1)
Layer
(0,0,2)
Layer
(1,0,0)
Layer
(0,0,0)
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(1,0,1)
Layer
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Base Layer Enhancement Layers
Figure 19: The linearized SVC cube model.
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contains n-blocks, each SVC layer is constructed from a certain number of
blocks out of the n blocks. We keep a Boolean array per SVC layer of length
n that indicates whether each block is part of this SVC layer or not. There is a
different Boolean array for each layer in the SVC video file. In order to find out
which blocks belong to a number of layers, we perform a simple OR function
over their respective Boolean arrays.
5.1.2 SVC-aware Tracker
The tracker design outlined in Subsection 4.1.2, does not explicitly consider
the actual quality the different peers are streaming. In this section, we describe
the additional algorithms integrated into the basic design that takes SVC into
consideration.
During peer discovery and selection, the selected video quality of each peer
must be taken into consideration. Since each peer in the VoD system has its
own SVC layers, not all peers registered at the tracker can support the same
video quality. Therefore, more information is needed at the tracker in order to
match the layer offer and demand. Thereby, the initial selected video quality of the
peer is included into the peer-discovery request. The tracker can then return only
those peers that can support the given video quality. The tracker further stores
this video quality in its local database for further peer discovery requests. Later
on, each peer would announce its current layer with each keep-alive message
sent to the tracker to keep the information there as fresh as possible.
The idea behind the modified peer selection algorithm is to have neighbor-
hood peers whose layer is possibly equal to or higher than that of the request-
ing peer. Therefore, it is more probable that any of the contacted peers can
potentially provide any block needed by the downloading peer. If the number
of returned peers is too small, which might happen for peers streaming very
high quality, and if the requesting peer does not yet have a server in its peer
set, the tracker returns one to it so that its playback is sustained.
5.1.3 SVC-based Block Selection
Block selection, at the peers, has the main role of assigning each block a certain
priority as explained in Subsection 4.1.4. In addition, it is sometimes required
to skip some blocks to allow for continuous playback. We follow the idea of
dividing the remaining video data into two sets according to the priority: high-
priority video blocks and low-priority video blocks [60]. The partition of these
two priority sets is similar to that of a general video streaming system (namely
using the buffering window as high-priority zone and the rest of the video as
low-priority zone as explained in Subsection 4.1.4).
When using SVC as a video codec, we consider additional parameters when
calculating the download priority of a block. Specifically, we consider not only
its position in the temporal domain, but also its quality level in the SVC cube.
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High-Priority Zone
The download priority of each block in the high-priority zone is determined
by considering two factors: the distance to the current playback position and
its quality level in the SVC model. These two priorities are denoted by the
temporal priority PT and quality priority PQ.
The temporal priority generally expresses how soon a certain video block is
needed. Video blocks, which are closer to the current playback position, have a
higher temporal priority than others. Suppose a certain peer, with the playback
position Bplay is requesting a block with index Bi. The temporal priority of
this block depends on its distance to the playback position (Bi − Bplay). This
value is, therefore, higher when the requested block is closer to the playback
position. We normalize this value by the size of the high priority set HPsize to
get the temporal priority
PT = 1− (Bi −Bplay)/HPsize. (5.3)
Based on Equation 5.3, the block found immediately at the playback position
gets the highest priority of one; while those blocks at the end of the high
priority set have the lowest priority of zero.
The quality priority, on the other hand, reflects the importance of the SVC en-
hancement layers. Using it, lower layers for the video stream are given higher
priority. For example, without the base layer, the video cannot be decoded.
Therefore, the base layer is given the highest priority. The quality priority is
calculated as:
PQ = 1−
(Wdd+Wtt+Wqq)
Wddtotal +Wtttotal +Wqqtotal
(5.4)
where d, t, and q denote the spatial, temporal and quality layers respectively,
and dtotal, ttotal, and qtotal denote the total number of spatial, temporal
and quality layers respectively (see Section 5.1). Wd, Wt, and Wq are used
to weight the different scalability dimensions, with Wd +Wt +Wq = 1. This
equation leads to a decrease in the priority with an increased quality level
in any dimension. Therefore, it gives the base layer with (d, t,q) = (0, 0, 0)
the highest priority one, while the highest layer gets the lowest priority zero.
Using the coefficients Wt, Wd and Wq, the speed of the priority decrease rate
in any dimension of the SVC model can be controlled. For example, if we
want to prioritize the temporal dimension, we would choose a higher value
for the temporal weight Wt. In this thesis, we rather focus on an unbiased
weighting in which Wt, Wd and Wq are equal. An analysis of the impact of
these parameters is not the focus of this thesis.
Finally, by combining the temporal priority PT (Equation 5.3) and SVC pri-
ority PQ (Equation 5.4), a block Bi is assigned a final priority as follows:
Priority(Bi) = APT +BPQ. (5.5)
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In Equation 5.5, the temporal and SVC priorities are added together with
the weights A and B so that a balance between temporal urgency and SVC
quality is ensured. Therefore, if we are interested in fetching more base layers,
then A is chosen higher than B. If we are interested in fetching more enhance-
ment layers, then B is chosen higher than an A. We again choose an unbiased
prioritization and choose A and B to be equal.
Low-Priority Zone
For the low-priority zone, we use an algorithm that favors prefetching blocks
that will soon be needed by neighboring peers. Prefetching is started once the
high priority set is full. Therefore, only peers with excess resources would actu-
ally perform the following strategies. Full details about the designed prefetch-
ing algorithms were presented in Section 4.2, we now give an overview for
completeness.
The peer sends a request to all the peers in its upload neighborhood query-
ing for votes on their most wanted blocks. On receiving such a request, each
peer places its votes starting from the first non-received block. Those votes are
decreasing with increasing block number. The peer then sums up the votes
for each block and then sorts those blocks according to their vote values, i.e.,
importance. The block with the highest vote, which is not yet available at the
peer, will be prefetched and made available to the neighboring peers. The peer
filters out those blocks that do not belong to its initially selected video qual-
ity. The last step ensures that the selected blocks for prefetching should also
be possibly playable by the peer itself, so that unnecessary downloads can be
avoided.
5.1.4 The Quality Adaptation Loop
In this section, we present our SVC-based quality adaptation algorithms. We
first start by detailing the quality adaptation loop running at every peer in the
network. Then we elaborate on the main building blocks of this loop.
Figure 20 depicts the basic architecture of the quality adaptation loop.
Quality adaptation is achieved by adjusting quality according to the differ-
ent peer resources and network dynamics. It is performed by two modules: the
Initial Quality Adaptation (IQA) and the Progressive Quality Adaptation (PQA).
Both modules form the algorithms that match the layers with resources avail-
able at the peer. On the one hand, the IQA is used for determining the highest
possible layer that a peer can retrieve and play, and is performed at session
start. On the other hand, the PQA is performed periodically to adjust the layer
according to the dynamic changes of the network environment. It is worth
mentioning that progressive in this context is related to the progressive play-
back position with which quality adaptation is performed.
After the playback is initiated, static peer resources have to be evaluated.
These include: screen resolution, available bandwidth, and processing power.
Based on this information, the IQA is executed to make a decision on the
feasible video quality. Accordingly, peer selection and block selection are per-
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Figure 20: The quality adaptation loop.
formed following algorithms already explained in Subsection 4.1.4 and Sub-
section 5.1.3. Peers are selected in such a way that they are able to provide the
selected video quality. After the neighboring peers have been contacted and
upload slots have been assigned, block selection is done.
When the buffer has been filled with blocks matching the IQA-selected video
quality, playback is started and the player switches from the idle to the playing
state. Now adaptation to the dynamics of the system is performed. Thereby,
real time resources are evaluated and the PQA is executed. To ensure contin-
uous playback, the PQA is performed periodically, and if required, it would
increase or decrease the selected video quality accordingly.
The PQA is used throughout the streaming session until playback is finished.
However, it is still possible to start over and re-evaluate the IQA in case the
peer undergoes a major resource change. For example, this happens when the
video player is resized or when the access network is changed. In this case
the streamable video resolution or bit rate changes. Subsequently, the IQA is
re-evaluated and the steps explained above are repeated as indicated by the
dashed line in Figure 20.
Next, we give more details on the quality adaptation modules and their role
in the VoD system.
5.1.5 Initial Quality Adaptation
Initial Quality Adaptation (IQA) is invoked at the beginning of the streaming
session or when the peer undergoes a major resource change. It is designed in
such a way that each peer can determine its highest SVC video quality before
starting to download the SVC video. The architecture of the IQA is depicted
in Figure 21.
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Figure 21: The Initial Quality Adaptation (IQA).
The basic idea behind the IQA is to compare the requirements of each layer
of the video stream with the local resources1 of the peer so that the layers that
are not supported are left out of the retrieval process. The subtle property of
the IQA, is that it has to make a decision on the quality level without having
any information about effective throughput and system dynamics. Evidently,
many systems face this challenge, since throughput measuring algorithms al-
ways require a certain startup time until they can provide reliable results.
According to the three dimensions of scalability in the SVC model, we have
identified the following relevant local resources of a peer: screen resolution,
bandwidth, and processing power. Subsequently, we have also designed the
IQA using three sub-modules where each one considers one of the local re-
sources as follows.
Spatial Adaptation
The resolution of the user’s display or video player determines the picture size
of the video to be downloaded. Therefore, the screen resolution will be used
to restrict the spatial quality-level of a video. If the resolution of the screen is
W ×H pixels, then all layers with a resolution larger than W ×H pixels are
filtered out.
Bit Rate Adaptation
The download bandwidth of a peer corresponds to the maximal bit rate of the
video stream it can receive. Therefore, bandwidth sets limits on the bit rates of
the streamable SVC layers. If the bandwidth of a certain peer is B Kbps, then all
layers with bit rates larger than B Kbps are filtered out. It is worth mentioning
that in this basic design we assume that each peer is streaming only one video.
However, the described algorithms can be expanded to consider streaming of
multiple videos at once. Additionally, we assume that the bit rate of each SVC
video quality can be accurately measured.
1 Local resources here mean hardware resources that do not change dynamically.
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Complexity Adaptation
Decoding SVC video requires more processing power compared to non-scalable
videos. Therefore, it is necessary to take processing requirements for decoding
SVC videos into consideration and to match it with available processing re-
sources. As a result, the video decoder is prevented from overloading weak
mobile devices.
One major challenge while performing complexity adaptation is the lack of
accurate models that capture the complexity of decoding SVC videos. Some
early work in this area was done by Zhan et. al [61]. In this work, the authors
provide insights in the context of estimating decoding complexity for SVC
videos. Nonetheless, their models cannot be directly used in our system as the
authors take many simplifying decisions. One major result of their study is
that spatial quality has the largest impact on the decoding complexity. There-
fore, we take a simple approach in which peers may decode only a certain
number of spatial layers depending on their processing resources. In the gen-
eral sense, the more processing power a user device is equipped with, the more
spatial layers it may decode. Subsequently, if the required processing power of
a certain peer is PP cycles/second, then all layers with complexity larger than
PP cycles/second are filtered out. Since no models exist to calculate reliable es-
timates for decoding complexity of SVC videos, this module would be useful
once such models exits.
It is worth mentioning that we assume a fixed processing power. Therefore,
the complexity adaptation is only part of the IQA and not the PQA. Nonethe-
less, one can still consider this parameter to reflect the power level of a mobile
device. Therefore, if the power level of a mobile device gets low, processing
intensive operations should be avoided. However, algorithms required to take
into account varying power level during video playback goes beyond the scope
of this thesis.
Using the three types of local resources the SVC layers that are not compati-
ble with local resources are filtered out. The IQA starts from an initial quality
set QS0 that contains all layer combinations. This set is passed through the
spatial, bit rate, and complexity adaptation sub-modules to generate the final
list QSIQA.
Final Decision
The final decision algorithm receives the QSIQA set from the IQA sub-modules.
It is then up to it to make a final decision on the layer to be fetched. Here,
we stick to a decision based on the layer with the highest bit rate in order
to maximize resource utilization. Later in Section 5.3, we make use of QoE
metrics in order to make a better final decision on which layer to choose.
5.1.6 Progressive Quality Adaptation
The Progressive Quality Adaptation (PQA) module is the dynamic part of the
quality adaptation loop. The PQA is invoked periodically during the video
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playback with configurable time intervals. Its main task is to adjust the selected
SVC layer according to the changing system resources so that potential stalls
can be avoided and a smooth playback is ensured. The architecture of the PQA
is depicted in Figure 22.
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Figure 22: The Progressive Quality Adaptation (PQA).
The PQA uses time varying information regarding the network status mea-
sured through the SVC layer availability and the active throughput to adapt to
changes. It starts with the IQA quality set QSIQA that contains all layer combi-
nations supported in terms of the static peer resources as explained above. This
set is processed by the different stages of the PQA to produce the QSPQA set
that contains layers fitting to available resources. The two adaptation stages of
the PQA form together the decision-making process, which are detailed next.
Net-status Adaptation
This part of the PQA keeps track of the block availability of all connected
peers. Its objective is to check whether the current layer can be supported by
the available blocks from current neighbors. Here support means that all the
blocks in the high priority or buffering window can be downloaded without
changing the currently connected peers. If this is not the case, then the SVC
layer of the peer will be decreased to avoid performance degradation until new
peers have been contacted. The adaptation process can be briefly described in
the following steps:
1. The peer uses the information of all available blocks at its connected peers
acquired through the so-called buffer-maps. Buffer-maps are periodically-
refreshed indices of available blocks and are exchanged between all con-
nected peers.
2. Then, the peer can calculate a neighborhood availability map for the
blocks in its high priority window.
3. The availability map is then compared with the current layer of the peer.
If the map covers all blocks to be downloaded for this layer in the high
priority window, the current layer will not be changed. Otherwise, the
layer will be reduced to the level that is covered by the availability map.
In addition, if the availability map contains additional blocks of a higher
layer, the PQA then switches up to this layer.
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Using the net-status adaptation, the SVC layer of a peer can be adapted
according to the real-time resources of its connected peers, so that the play-
back does not need to stop and wait for unavailable blocks. Consequently, the
number of stalls can be reduced during the playback.
Bit Rate Adaptation
This step of the PQA changes the SVC layer by using the active download
throughput. The goal of the bit rate adaptation is to predict possible buffer
under-runs due to slow block supply. Therefore, it adapts the SVC layer so
that the bit rate fits the dynamic throughput, thereby, avoiding potential stalls.
One major challenge for the bit rate adaptation is avoiding oscillations in the
selected video quality. Therefore, a main question arises: how can we absorb
short term fluctuations in the download throughput to avoid oscillating the
selected video quality? We do this as follows. The bit rate adaptation is not
executed with every PQA, rather it is only used when needed. This means
that the bit rate adaptation is used only when the peer is having excess or
deficit throughput.
Excess or deficit of throughput can be detected based on the buffering state,
which means how full the buffer is, since it reflects the recent throughput for
the current layer. Therefore, the buffering state is used as a trigger for the bit
rate adaptation as follows:
1. We measure how full the buffer is with video data for the current SVC
layer.
2. If this portion of the buffer is very low (e.g. less than 10%) or very high
(e.g. more than 80%) then the bit rate adaptation is used.
Similar to the IQA, bit rate adaptation works by setting limits on the bit
rates of the streamable SVC layers. If the throughput of a certain peer is T
Kbps, then all layers with bit rates larger than T Kbps are filtered out.
Final Decision
Similar to the IQA, the PQA final decision algorithm receives the QSPQA set
from the PQA sub-modules and then makes a final decision on the layer to be
fetched. We again stick to a decision based on the layer with the highest bit
rate in order to maximize resource utilization. Later in Section 5.3, we make
use of QoE metrics in order to make a better final decision on which layer to
choose.
Summary
In this section, we have developed the quality adaptation mechanisms required
for SVC-based VoD systems. Those mechanisms can adapt the video quality
to both static and dynamic peer and system resources.
Next, we go over the next major contribution of this thesis. We present the
media-aware networking techniques that investigate the benefits of advanced
routers in the context of SVC P2P video streaming.
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5.2 media-aware networking
In streaming applications, it is very important to have prioritized traffic man-
agement to achieve a good service quality. When classical non-QoS routers are
congested, they usually drop packets that might be more important than oth-
ers, i.e., in a media-agnostic fashion. The opposite, which is having the routing
element act in a media-aware manner is denote in this thesis by media aware-
ness. Future Internet networks should be able to better react to congestion of
multimedia traffic by being media-aware.
However, the questions remain, how can we add more intelligence to routers
for better congestion control? In addition, what is the impact of such tech-
niques in the context of SVC-based P2P VoD?
In this section, we investigate the possible benefits of conveying more in-
formation about the video priorities to the routing elements to achieve media
awareness. Major possible benefit of media awareness is the ability to perform
better traffic management. Additionally, more sophisticated application-layer
management algorithms are possible.
5.2.1 Enabling Media-aware Networking
Before detailing our approach, we first stress the need for including media
awareness rather than classical QoS techniques.
Using media awareness, it is possible to have QoS at the application layer,
therefore, enabling optimization in the direction of QoE-awareness. Addition-
ally, efficient and custom-made QoS solutions can be developed and used as
needed. For example, different media-aware routers and algorithms can be de-
ployed for live and on-demand streaming, since both use different techniques
for media awareness.
Building media-aware networks can be realized in various ways. We do not
want to delve into lengthy explanations on the possible architectures; rather
we just give an overview on possible realization opportunities.
One solution makes use of more flexible routers that can be built using vir-
tualization techniques. Router virtualization is based on the idea of running
multiple software routers on a single hardware router. The different software
routers can have different roles and be activated and even migrated on de-
mand. Recently, efficient implementations for router virtualization have been
proposed where full network speeds can be achieved by combining a fast for-
warding plane such OpenFlow2 along with software routers [17].
Another advantage of router virtualization is that it enables the gradual
development of media-aware solutions and protocols, which is not possible
with classical approaches. Additionally, a virtualized router does not have to
be running all the time as it can be executed only on-demand when congestion
occurs, exactly at the point when performance and perceived quality would
degrade.
Nonetheless, one can still argue that prominent QoS management techniques
such as Differentiated Services [73] can achieve similar goals. But the main
2 http://www.openflow.org
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issue there is that using the Type-of-Service bits, only limited priority infor-
mation can be communicated with the router. Additionally, QoS can only be
controlled by the network provider and not the content provider. Since the
latter has a better idea about its users’ access patterns, content popularity, and
the scheduling of its own traffic, a router virtualization solution enables the
implementation of more sophisticated management algorithms. Therefore, a
solution similar to the one presented in this thesis allows for homogenous
QoS handling of multimedia traffic across different networks. Additionally,
the content provider, based on some business model with the network oper-
ator, can deploy its own policies and algorithms to implement custom-made
media-aware solutions.
Router virtualization is one possibility for realizing media-aware network-
ing. Since the discussion on possible network architectures goes beyond the
scope of this thesis, we do not limit our solution to any. Therefore, we will re-
fer to the router performing media awareness simply by the media-aware router.
5.2.2 The Network Model
The network model and scenario used to evaluate the potentials of media
awareness in the context of SVC-based VoD are shown in Figure 23. There,
routers connect different subnets and forward data from and to several end
users. In a P2P streaming system, edge routers’ upload utilization will gener-
ally become higher, since data would be flowing from end users to the core
network [15]. This issue becomes especially evident when streaming video
content with high quality.
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Figure 23: Media-aware network scenario.
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5.2.3 Priority Calculation of SVC Blocks
Every SVC video block has certain temporal and SVC priorities, denoted by
PT and PQ respectively. The temporal priority, PT , generally expresses how
soon a certain video block is needed. Therefore, video blocks that are closer
to the playback position have a higher temporal priority. The SVC priority
PQ, on the other hand, expresses the importance of the SVC enhancement
layers. Therefore, the base layer is assigned a higher priority since without it
video decoding is not possible. Details on the two priorities were presented in
Subsection 5.1.3.
If a certain receiver peer pr is requesting blocks from sender peer ps, then
the temporal priority PT and the SVC priority PQ are included with every
request as calculated in Equation 5.3 and Equation 5.4 respectively. When the
sender peer decides to serve a certain requested block, the respective priorities
are reported along with the actual transmission. The priorities PT and PQ will
be used by the media-aware resource allocation algorithms as explained next.
5.2.4 Media-aware Resource Allocation
We now present our approach for achieving media awareness in an SVC-based
P2P streaming system. The goal here is not to present a complex prioritization
algorithm, but rather to assess the impact of simple media awareness in the
context of SVC-based streaming.
During congestion, the media-aware router is activated. It then prioritizes
and controls block transfers based on priority information that is reflected by
the temporal and quality dimensions outlined above.
The main task of the media-aware router is to prioritize block transfers. A
video block is a video part as defined by our SVC-based P2P streaming proto-
col. The size of a block usually ranges from 16 KB up to 2MB. The media-aware
router can retrieve the priority information for each block either using a sep-
arate communication channel or using deep packet inspection. To minimize
processing overhead, only a single decision has to be made for all packets be-
longing to the same block. This greatly enhances scalability of the application
layer processing algorithms. Figure 24 depicts the proposed architecture of the
media-aware router.
Active Connections
Media-aware Router
Temporal 
Priority (PT)
Quality 
Priority (PQ)
Resource Allocation
Algorithm
Temporal 
Weight (T)
Quality 
Weight (Q)
Video BlockPriority Calculation
Final 
Priority
(P)
Traffic 
Shapper
Figure 24: The media-aware router architecture for handling SVC video blocks within
a media-aware network.
58 quality adaptation in p2p video-on-demand
The media-aware router keeps a list of active transfers or connections that
represent the blocks currently being uploaded along with their priorities. When
there is a new incoming block, the router first retrieves the temporal (PT ) and
quality (PQ) priorities and adds this block to the list of outgoing transfers.
When the media-aware router is becoming overloaded, congestion control is
performed by using the priority algorithm to decide on how to allocate re-
sources. For the actual priority calculation, we use exponential compensation
to exaggerate the importance of blocks very close to the playback position
(PT = 1) or base layers (PQ = 1). Therefore, the media-aware router calculates
a single priority for each block transfer by combining the temporal and quality
aspects. This priority P is defined as:
P = T ePT +QePQ (5.6)
where T and Q denote the weights for the temporal and quality aspects respec-
tively, with T +Q = 1. Therefore, the priority P ranges between one (lowest)
and e (highest) according to Equation 5.6.
Once the final priority P is calculated, the resource allocation algorithm is
executed, which - based on the list of active connections - decides on how
to allocate resources. Accordingly, the traffic shaper for the router is used to
apply the decided allocation policy.
Summary
In this section, we have presented our media-aware network approach that
gives routing elements more information about the video data. We have de-
rived the required priority-estimating functions used by the routers in our
network to perform better resource allocation.
Next, we present the third and last major contribution of this thesis, which
is using objective QoE metrics in the quality adaptation algorithms.
5.3 qoe-aware quality adaptation
In this section, we develop QoE-aware quality adaptation mechanisms that
extend those presented in Section 5.1. Quality of Experience (QoE) estimation
of SVC videos can be used by the quality adaptation algorithms to achieve
better system performance. Therefore, the main motivation behind this section
is to expand the use of classical QoS metrics used for the quality decisions to
include other metrics that reflect how users perceive the different SVC video
qualities.
5.3.1 Approach Overview
In order to use information about the QoE within the quality adaptation algo-
rithms in the SVC-based VoD system, we devise an approach that is depicted
in Figure 25. There are two major steps in our system: the Quality Management
running at the server and the Layer Adaptation running at the peers.
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Figure 25: Approach for including objective QoE ratings into the quality adaptation
algorithms.
The Quality Management step running at a server, additional to the tracker
and content delivery servers, has the main task of calculating the QoE ratings
of the SVC video sequence. This is done by the Layer QoE Evaluation module.
This module calculates the QoE ratings for all possible video qualities, which
are provided to the peers. As input, it takes the SVC video sequence as well as
an Objective Quality Algorithm.
The Objective Quality Algorithm is used to calculate a single QoE rating of a
single video quality. Recently, the state of the art in objective quality estima-
tion is able to give very good objective estimates of the QoE that come close
to subjective tests (see Section 2.4). Although the actual objective quality algo-
rithm is derived from user studies, we do not directly make use of user studies
in our system. By executing the objective quality algorithm on each possible
video quality of the SVC video file, the layer QoE evaluation module generates
n ratings for an SVC file with n video qualities (similar to the examples listed
in Appendix A.4). For each SVC file that is offered by the system, respective
QoE ratings have to be calculated.
The Layer Adaptation module comprises the adaptation algorithms as intro-
duced in Section 5.1. These algorithms have the task of deciding on a certain
SVC layer given the resources available at the peer. Therefore, these algorithms
provide a decision on which blocks to request from other peers given the differ-
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ent resources. The standard adaptation algorithms do not use any information
concerning the QoE when deciding on which layer to choose.
The QoE ratings are used by the peers to make certain adaptation strategies.
The adaptation strategies, as we explain next, address possible opportunities
and limitations when deciding on the SVC layer to choose. Since each SVC
file has different QoE ratings, the adaptation strategy itself is not static; rather,
it is different for each video file. One major research question we address in
this thesis is: given a certain adaptation strategy derived from the QoE ratings,
what is the impact and reaction of the system to this strategy.
In our system, the QoE ratings are used by the peers in order to select SVC
layers that have the maximum ratings and, thereby, the best video quality. Sec-
ond, the ratings themselves are again used in the performance evaluation of
the system. The subtle difference between both is that the first makes a rec-
ommendation on which layer to choose while the second checks how these
recommendations were being sustained by the peer. The main reason why the
chosen layers cannot be sustained can be related to the highly dynamical na-
ture of the P2P network where resources are not guaranteed. Nonetheless, as
we later show, choosing SVC layers based on QoE metrics helps in making P2P
resources more reliable.
In the next sections, we elaborate on the quality management and the layer
adaptation modules.
5.3.2 Quality Management
So that the peers can take QoE ratings of the SVC video into account, they
have to be estimated, derived, and sent to the peers. This is done by the Quality
Management part of the system running at the server. The details behind this
part are given next.
Deriving the QoE Ratings
The QoE ratings are derived using the objective quality algorithm for all possible
SVC layer combinations. Although subjective user studies can be performed
to estimate the QoE ratings for all SVC layer combinations, this is not feasible
as it is not possible to perform user studies for every single offered video con-
tent. Therefore, we believe that more subtle methods, i.e., objective methods,
which can work completely human free, are more viable for such applications.
It is worth mentioning that the actual development of objective metrics in-
volves insights gained through studying the human visual system. Therefore,
objective QoE methods make it possible to automate the quality management
process. This is essential especially for future streaming applications where a
huge amount of video content would be offered to the users.
In the general sense, our system is able to work with any objective quality
algorithm for deriving the QoE ratings. We just specify some formal require-
ments on the values of the QoE rating. They should be positive numbers and
range between zero and one. We assume that zero represents the best quality
while one represents the worst quality as done in [113]. Considering two SVC
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layers having R1 and R2 as QoE ratings, if R1 < R2, then we assume that Layer
1 has a better quality than Layer 2.
QoE Ratings Offline Calculation at the Server
Since all the peers require having the QoE ratings and since calculating these
ratings are processing intensive, the server entity has the task to calculate and
manage these ratings. Therefore, the content provider would calculate the QoE
ratings for each video file it is offering to its customers. Since we focus on a
VoD scenario, this is feasible by simply preprocessing the video file before its
release. The QoE ratings are subsequently distributed to all the peers, either
by the tracker or the streaming server. The ratings can also be enhanced by
dividing the video file into smaller scenes. Nonetheless, in this thesis we stick
to a single set of QoE ratings for each video file.
Advantages of Objective QoE
We now elaborate on why we choose to use objective QoE estimation methods.
• Automation of QoE Estimation. The main advantage of using objective QoE
is the possibility to automatically process, generate, and manage the QoE
ratings for a huge amount of video content. Additionally, it is possible to
evaluate the impact of different adaptation algorithms even using simu-
lative evaluation, which is not possible using subjective QoE metrics.
• No Need to Compute QoE Ratings at Peers. Since we do not use subjective
methods and additionally pre-computed the objective QoE ratings for all
possible SVC layers in advance, the peers do not need to invest their re-
sources in this task. In contrast to the work presented by Zhai et al [105],
no calculation is required at the peer to derive the QoE ratings. The main
limitation of the mentioned work is that the peers have to invest much
processing power in estimating the received video quality. Evidently, de-
riving objective QoE ratings is very processing intensive [77]. Since we
consider a scenario with heterogeneous devices and that respects limited
processing capacities, it is essential to minimize the processing footprint
of the quality adaptation algorithms. According to [105], the peers can
evaluate the quality rating only after they have switched to the target
layer. This solution, therefore, is not suitable for assessing the full poten-
tial of quality adaptation.
• No Need to Send a Reference Video. Our algorithm works simply by using
the sent QoE ratings of the SVC video file without any additional infor-
mation. The positive side effect of this is that no additional video refer-
ence (whether full or reduced) has to be transmitted to the peers, thereby,
preserving precious bandwidth for the actual video transmission. The
amount of data required for the reference data can be rather large. For
example, using the Video Quality Metric (VQM) with a reduced refer-
ence, the amount of overhead can reach up to 14% [29]. Therefore, only
the pre-computed ratings of the different SVC layers are sent to the peers
and not the huge reference data.
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5.3.3 QoE-aware Adaptation
In this section, we consider the quality adaptation mechanisms presented in
Section 5.1 while extending the classical QoS-based algorithms with ones that
consider the QoE. To extend these mechanisms with QoE-awareness, we use
the QoE ratings generated by the objective QoE algorithm. We extend both the
IQA and the PQA with the intelligence required to use the QoE ratings.
QoE-aware Initial Quality Adaptation
The QoE-aware Initial Quality Adaptation (IQA) is, similar to the IQA presented
in Subsection 5.1.5, executed at the beginning of the streaming session with
the distinction of using QoE ratings to decide on the final SVC layer.
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Figure 26: QoE-aware Initial Quality Adaptation.
As presented in Figure 26, the final decision on the layer chosen by the IQA
is based on the layer QoE estimations sent from the server. This means that given
the set of layers supported by the local resources, the final chosen layer is that
which has the highest QoE rating.
QoE-aware Progressive Quality
The QoE-aware Progressive Quality Adaptation (PQA) is again extended from
the classical PQA presented in Subsection 5.1.6. The PQA has the main task of
keeping track of active resources, such as throughput, and react to the changes
by increasing or decreasing the video quality. As depicted in Figure 27, the
QoE-aware PQA has an additional module called QoE Adaptation. This module
uses the QoE ratings calculated by the Layer QoE Evaluationmodule in order to
take the QoE into account while making the final decision. In the basic design,
this module would select the video quality with the highest QoE rating in
order to stream those layers that have the best impact on QoE.
Since the PQA is executed periodically, there is time between two executions
for the adaptation process. Motivated by the fact that too frequent layer vari-
ation can have an adverse effect on the QoE [111], we present mechanisms to
switch the layer smoothly. Therefore, we define two steps for the actual layer
adaptation. The first step is the Layer Decision while the second is the Layer
Switching.
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Figure 27: QoE-aware Progressive Quality Adaptation.
qoe adaptation. QoE Adaptation is performed over two steps, the layer
decision and layer switching. Both take the QoE ratings as input in order to
select layers with the highest ratings. Those ratings, as explained above, are
delivered by the server from the layer QoE evaluation module. The overall
logic and design for our two step adaptation as well as their input parameters
and outputs are visualized in Figure 28.
The QoE adaptation is performed as follows. The layer decision is executed
on the PQA list to select a new layer or what we call a target layer. The layer
switching step follows by defining a switching or adaptation path that starts
from the current layer and smoothly changes the quality to the target layer.
Layer Decision 
Execution 
Layer QoE 
Estimations 
Current Layer 
QS PQA 
Target Layer 
Adaptation 
Path 
Layer Switching 
QoE 
Adaptation 
Figure 28: Steps of the QoE-aware adaptation mechanism: Layer Decision and Layer
Switching.
Layer switching, as we present later, offers different possibilities on how
to switch from SVC layer A to layer B. One simple possibility is to directly
switch making a jump. Other possibilities include smoother switching in terms
of keeping the variation of QoE ratings or even the layer bit rates as low as
possible.
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In the following two sections, we go into the details on the Layer Decision
and the Layer Switching modules.
5.3.4 Layer Decision
The Layer Decision module has the main task of deciding on a layer that fulfills
a certain criterion. The main criterion of the layer decision is to maximize the
QoE ratings of the played out video. Therefore, this module, given several
SVC layer options, would choose the video quality that has the highest QoE
rating. For sake of comparability, we further evaluate three other alternatives.
These are the Simple Layer Decision, theMaximum Bandwidth Utilization, and the
Prioritized Dimensions. These different strategies are described in more details
in the following.
Simple Layer Decision (DSim)
This first strategy is the simplest layer decision strategy, which can be done.
This strategy was inspired by the related work presented by Oechsner et al.
[74]. In that work, the authors propose that layer selection follows a slow ramp
up strategy, in which the base layer is selected for 10 seconds, then adding
more layers along the way. Since the original approach does not involve any
quality adaptation, i.e., the selected video qualities are static and defined be-
fore streaming starts; we slightly modify the strategy by including PQA func-
tionalities to allow for a more fair comparison.
First, all peers still start by requesting the base layer to allow for fast startup
time. After that, the peers slowly start increasing the layer.
Layers are switched according to the following algorithm. When increasing
the SVC layer, the different scalability dimensions are increased in a round-
robin manner in the order spatial, temporal, and quality [74]. We always switch
up the layer with the lowest value. If one dimension reaches the limit set by
the PQA, it is no longer increased; rather, the other scalability dimensions
are changed. For switching down the layer, we use the reversed order for the
layers, i.e., quality, temporal, and spatial. In all cases, the selected video qualities
have to fit throughput-wise. This means that all selected video qualities have to
have a bit rate smaller than or equal to the peer’s active throughput, otherwise
much video stalling would occur.
It is worth noting that, this simple strategy, as described by Oechsner et al.
[74], does not take any QoE considerations in account when deciding on the
selected video quality.
Figure 29 illustrates an example for this mechanism. For simplicity of pre-
sentation, we assume an SVC file of only two dimensions. On the left side,
we show the adaptation decision when increasing the layer, while on the right
side we show the adaptation decision when reducing the layer.
Prioritized Dimensions (DPrio)
This strategy works by defining a certain pattern for the layer switching. This
strategy uses the QoE ratings not of individual layers but rather of whole scal-
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Figure 29: Examples for adaptation decisions using DSim.
ability dimensions. Therefore, it is required that we define the order or impor-
tance of the scalability dimensions. In [113], it has been shown that increasing
the layer in one SVC dimension has larger impact on the QoE in comparison
to other dimensions. That study concludes that it would be best for the QoE to
aim at maximizing first the temporal dimension and then the spatial dimension.
Since this strategy adapts only one dimension at a time, it is regarded as a
simple strategy that we use for sake of comparison.
The concrete adaptation works as follows. Given the layer from the pre-
vious quality adaptation, and while having enough resources, the quality is
increased in the dimension that has the highest impact on QoE. This is done
until a certain dimension has saturated, at which the second most important
dimension is increased and so on. It is worth noting that, the algorithm still
obeys the PQA in terms of only selecting layers that the peer can actually sus-
tain, whether in terms of bandwidth, screen resolution, or processing capacity,
as defined in the QSPQA set (see Subsection 5.1.6). Upon scarce resources, the
quality is decreased following exactly the opposite order. Therefore, first the
quality, then the spatial, and last the temporal dimension.
Figure 30 depicts an example while having an SVC video with four temporal,
four spatial, and one quality layers.
On the left hand side, we present the layer decision in case of a layer increase
from [1,0,0] to [2,2,0]. The dashed polygon indicates the newly supported lay-
ers as selected by the PQA. The actual algorithm is demonstrated using the
arrow that is directed from the layer marked with a circle (old layer) to the
layer marked with a cross (new layer). Following the general recommenda-
tion to first maximize the temporal dimension, this arrow first traverses the
temporal dimension until hitting the bounds set by the PQA and then starts
traversing the spatial dimension until it reaches its target layer.
On the right hand side, in Figure 30b, we show the process of reducing the
layer [3,3,0] to [0,1,0]. In this case, first the spatial, then the temporal levels are
decreased while searching for the layer that fits the new resources as indicated
by the dashed polygon.
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Figure 30: Examples for DPrio with dimension priorities temporal > spatial.
Although this strategy does not use QoE ratings of individual SVC layers,
it still does use the ratings of the dimensions, making this a rather simple
strategy. The newly selected video quality will be used for later adaptation as
a starting point.
Maximizing the Bandwidth Utilization (DBw)
This Layer Decision strategy has the goal to maximize the bandwidth utilization
at the peers and would choose the layer, out of those selected by the PQA,
that have the highest bit rate. Therefore, this strategy works simply by going
though the QSPQA set and choose the layer with the highest bit rate.
This strategy is QoS-based and has been widely used in most SVC-based P2P
streaming systems [13, 55, 70, 27, 66, 26, 103]. Therefore, using this strategy we
compare our QoE-aware algorithms with the related work in this area.
Maximizing QoE Ratings (DQoE)
The Layer Decision strategy constitutes the major contribution of this thesis
since it uses full knowledge about the QoE ratings of the different SVC layers
during quality adaptation.
Using the information provided by the Layer QoE Evaluation module, we get
a QoE rating for each SVC layer. Keeping in mind that a QoE rating ranges
between zero (best quality) and one (worst quality), we now illustrate how
such QoE ratings could look like. We present in Figure 31 an example based
on the Video Quality Metric (VQM). The ratings start off with zero for the
highest quality at the upper right most layer. The values decrease if we go in
any dimensions towards the base layer, which then has the lowest rating. As
mentioned above, those ratings are calculated at the server and sent to the peer
before streaming starts.
Coming back to the DQoE strategy, it works by simply selecting the layer
that maximizes this rating given the different constraints. The algorithm it-
erates over all layers with the dashed polygon, or PQA chosen layers, and
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Figure 31: Examples for DQoE. The numbers present the QoE ratings based on the
Video Quality Metric (VQM). The x and y axes represent the different SVC
layers.
chooses the layer that has the highest QoE rating and, therefore, the best video
quality.
5.3.5 Layer Switching
Since the time between two adaptation processes can be configured to span
several seconds or even minutes, switching from one layer to the other can be
done more smoothly by stretching the process over a longer time.
The Layer Switching module has the task of defining how to switch to a new
layer. In other words, given an old Layer A and a new Layer B, as calculated
by the layer decision module, the layer switching algorithms define the set of
layers that have to be passed when switching from A to B.
The main reason that motivates a smoother switch is the fact that the per-
ceived video quality can be negatively influenced by too frequent quality
switches [111]. Therefore, a stepwise adaptation makes it possible to have qual-
ity adaptation with smaller steps in between. To avoid having too much layer
variation, this mechanism, therefore, samples the adaptation path in order to
put a limit on the amount of steps until the target layer is reached. Therefore,
each video quality is sustained for a certain minimum time as suggested in
[72].
Now we present the different possibilities for the layer switching. These are
the Simple Layer Switching, the Prioritized Dimensions, theMinimized Variation in
Bandwidth, and theMinimized Variation in QoE Ratings. Later in this section, we
describe how the adaptation path is sampled in order to limit the amount of
adaptation steps.
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Simple Layer Switching (SSim)
The simplest way to switch between two layers is to perform a direct jump.
This strategy is developed for the sake of comparison. Given the layer decision
derived from the previous step, this switching algorithm will not choose any
intermediate steps and will directly jump in a single step to the layer selected
by the preceding Layer Decision algorithm.
Prioritized Dimensions (SPrio)
The Prioritized Dimensions switching strategy is based on a similar idea to that
presented in the prioritized dimensions Layer Decision (see Figure 5.3.4). Ac-
cordingly, the layer is switched in steps following a path in each dimension
and starting with the dimension that has the highest impact on the QoE.
Again here we do not consider the concrete QoE ratings of individual layers
but those of individual dimensions. This strategy is simplistic in the sense that
it does not take into account the QoE ratings or the bit rate of the individual
layers traversed during the switching. Besides having multiple steps, theDPrio
switching works similar to the SPrio selection strategy. The typical procedures
of layer increase and decrease are depicted in Figure 32 at the left and right
hand sides respectively. Starting with the left hand side, a layer increase works
by incrementally switching following the dimensions that has a larger impact
on QoE, in this case starting with the temporal dimension. The steps are incre-
mented until we reach the boundary set the PQA. Then, we start increasing
the layer in the second dimension in terms of impact on QoE, in this case the
spatial dimension.
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Figure 32: Examples for SPrio with dimension priorities temporal > spatial.
The algorithm for switching down the layer follows the same concept but
using the reverse order of SVC dimensions. Therefore, we first start reducing
the spatial resolution and last the temporal dimension until the quality set
defined by the PQA is reached.
For ease of understanding, here we stick to a 2-dimensional SVC file, how-
ever, the explained strategy can still be applied to a 3-dimensional SVC file.
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As derived in [113], the three dimensions have the following order in terms
of their impact on the QoE: temporal - spatial - quality. Therefore, the adapta-
tion path for an increase from the base layer to say layer [3,2,2], would go
through the following adaptation steps: [0,0,0], [0,1,0], [0,2,0], [1,2,0], [2,2,0],
[3,2,0], [3,2,1], to [3,2,2]. The same path holds in case the layer is to be switched
down from [3,2,2] to [0,0,0] but with reversed order.
Minimized Variations (SBw and SQoE)
We now present two strategies for switching between two layers based on the
idea to have a smooth transition based on two metrics. These strategies are
the Minimized Variation in Bandwidth (SBw) and the Minimized Variation in QoE
Rating (SQoE). We present them together as they use the same approach to
minimize both the bandwidth and the QoE ratings variations.
Starting with SBw, this strategy uses the bandwidth variation as its mini-
mization metric. Therefore, the aim is to find a path from the old to the new
layer, which would inflict the least variation in terms of bandwidth utilization.
Traversing layers that have a smooth transition of bandwidth can be quite im-
portant especially in P2P systems where resources are scarce and having a
smooth layer switch is important.
Coming to the SQoE, this strategy uses the variation of QoE ratings of the
traversed layers as its minimization metric. Therefore, the goal is to find a path
from the old to the new layer that would go through the layers that have the
closest QoE ratings. By doing this, the user perceived quality of the video is
changing smoothly between the original and the target layers.
In order to implement both switching strategies we refer to graph theory
by generalizing the SVC cube into a graph. Using classical and extensively
researched algorithms from graph theory, we can have efficient solutions to
our problem of minimizing absolute bandwidth values or minimizing QoE
variation.
The above-described problem is related to the so called Single-Source Short-
est Paths problem. Prominent solutions to such problems are the well known
Bellman-Ford and Dijkstra algorithms [25]. We choose to use the Dijkstra algo-
rithm as it exhibits lower complexity and can be easily applied to our scenario
where the edges between the SVC layers (the variation of bandwidth or QoE
ratings) are positive numbers. As the Dijkstra algorithm has been extensively
described in literature (see [25]), we abstain from describing it here; interested
readers should refer to the literature.
In the following the old layer is used a source node while the target layer is
used as a drain or destination. We now explain the details on how the graph
is derived from he SVC cube.
deriving the graph from the svc cube . Before we can apply the
Dijkstra algorithm required for the SBw and SQoE algorithms, we need to first
derive a graph from the SVC cube. This is done as follows: each SVC layer in
the SVC cube is modeled as an individual node in a graph. Since adaptation is
only expected to happen within the PQA-selected video qualities set, i.e., with
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the QSPQA, only the nodes that are within this set are connected. Therefore,
we make sure that we reach only supported layers.
Edges are generated by connecting only adjacent nodes, since we consider
switching one video quality at a time. Figure 33 depicts an example of deriving
the graph from a 2-dimensional SVC video along with certain PQA-selected
video qualities (shown within the dashed polygon).
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Figure 33: The process of deriving the graph from the SVC cube. SVC layers are mod-
eled as nodes and are connected to their direct neighbors in the setQSPQA.
deriving the edge weights . We need to derive the actual weights of
the edges that connect the different nodes. This is the step that defines the
difference between the SBw and the SQoE switching strategies.
In the case of SBw, the edge weight is defined as the absolute value of the
difference between the bit rates of the SVC layers represented by the adjacent
nodes. In the case of SQoE, the weight is defined as the absolute value of the
difference between the QoE ratings of the SVC layers presented by the adjacent
nodes.
In Figure 34 we present an example on how the edge weights are derived.
The presented values can be either in Mbps in case the graph is for SBw switch-
ing, or in QoE ratings in case the graph is for SQoE switching.
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Figure 34: The process of defining the edges’ weights. The node labels show exam-
ple bit rates for the described SVC layers in Mbps. An edge weight is the
absolute difference between the two adjacent nodes’ bit rates.
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Minimizing the Variation
The actual calculation of the switching path is simply performed by applying
the Dijkstra algorithm on the calculated graph. Dijkstra will make sure the re-
trieved switching path minimizes the switching variation of either the bit rate
or the QoE ratings. An example derivation of the switching path is depicted
in Figure 35.
??PQA ??PQA ??PQA
Figure 35: The process of retrieving the adaptation path from the graph. The first step
is the application of the Dijkstra algorithm, followed by an interpretation
of the result as an adaptation path.
sampling the retrieved paths . Because the main objective of perform-
ing layer switching is to have a smooth transition between an old and a new
selected video quality, it is essential not to overwhelm the user with too many
layer variations on the way [111]. Therefore, it might not be that beneficial
to switch through all the layers along the switching path. Thus, we need to
sample the path to reduce the number of jumps.
Since the PQA mechanism is executed periodically every T seconds (called
adaptation interval), the switching from the old to the new layer should be
performed before the next PQA operation. Therefore, the length of the adap-
tation interval poses a limitation on the speed at which switching has to be
performed. The larger the adaptation interval, the slower the switching can be
performed and vice versa.
Nonetheless, it is important to define a minimum switching time between
two layers as to let the users notice a difference when the layer is being
switched. Although more specialized subjective tests have to be performed
to get a good view on how to choose this value, some studies [72] suggest to
use some two to three seconds as a minimal value for switching SVC layers.
Therefore, in our simulations we use a value of three seconds as the time
between two switches. Since the default value of the adaptation interval is
ten seconds, a switching path involves three adaptation steps by default. Un-
less stated otherwise, the sampling of the switching path is performed for all
strategies.
the sampling mechanism . The next step is to sample the path to define
the intermediate layers to go through. To do this, we define the time each layer
has to be sustained as Tsus in seconds, and the adaptation interval TPQA also
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in seconds. Since we do not want to have overlapping adaptation operations,
each operation has to end before the next adaptation is executed.
Given an adaptation path P, as the result of a previous Layer Switching pro-
cess, first the maximum number of adaptation steps Nmax is derived. Nmax
is calculated as ￿TPQA/Tsus￿. In case TPQA = 10 and Tsus = 3 seconds, Nmax
is 3 steps.
If the length of the calculated switching path P is smaller than Nmax, then
no sampling is performed. If the length of the calculated switching path P is
larger, then the sampling process chooses Nmax steps out of the path P. In the
later case, we define the step size for the adaptation swidth as size(P)/Nmax.
The index of the layer chosen out of the original path P of the i-th entry of the
sampled path is determined by: index(i) = ￿swidth ∗ i￿. The last element of
the sampled path is always chosen to be the last element of the path P in order
to meet the target layer set by the PQA.
5.3.6 Configuration of Strategies
We have presented how the Layer Selection and Layer Switching strategies can
use different strategies. In this thesis, we perform an extensive study on the
different combinations of the two mechanisms.
The combinations which we evaluate are shown in Table 1. Next, we describe
those combinations in more details.
Name Layer decision Layer switching QoE-aware
IQA
DSim SSim Simple layer decision Simple layer switching
DPrio SSim Prioritized dimensions Simple layer switching
DBw SSim Max. band. utilization Simple layer switching
DQoE SSim Max. QoE rating Simple layer switching X
DQoE SBw Max. QoE rating Min. band. variation Dijkstra X
DQoE SPrio Max. QoE rating Prioritized dimensions X
DQoE SQoE Max. QoE rating Min. QoE variation Dijkstra X
Table 1: Evaluated adaptation configurations.
DSim SSim - simple selection. This is a reference configuration, which
employs the simplest selection and switching strategies. As a reference, it al-
lows to better assess the benefits of our other strategies. The major related
work that uses a very similar approach was presented in [74]. Since this strat-
egy always starts by selecting the base layer, gradually increasing the layer, it
is expected to offer benefits in terms of fast startup time.
DPrio SSim - prioritized selection. The Prioritized Selection strategy
combines the prioritized dimensions layer selection with the simple layer switch-
ing strategy. Using this strategy, we evaluate the effectiveness of switching the
5.3 qoe-aware quality adaptation 73
layer according to predefined priorities of the SVC dimensions. As discussed
above and presented in [113], we assume a default SVC priority order as fol-
lows: temporal, spatial, and quality dimension.
DBw SSim - bandwidth selection. The Bandwidth Selection strategy
combines the bandwidth-based layer selection with the simple layer switch-
ing strategy. Using this strategy, we are able to evaluate how well the system
performs in case the peers try to simply maximize their download utilization.
This in general fits to most systems in the research field that can be classified
as QoS-based [13, 55, 70, 27, 66, 26, 103]. Therefore, those pieces of related
work are compared to our QoE-based adaptation algorithms.
DQoE SSim - qoe direct selection. The QoE Direct Selection strategy
combines the QoE-based layer selection with the simple layer switching strat-
egy. By aiming at selecting the layer that has the highest QoE rating, it is quite
natural that the overall video quality perceived by users will be better. Never-
theless, we also show how this affects the system and how it compares to the
other strategies.
DQoE SBw - qoe bandwidth switching . The QoE Bandwidth Switch-
ing strategy combines the QoE-based layer selection with a switching strat-
egy that minimizes the difference in bit rates of the intermediate layers while
switching quality. The switching, in this case, tries to minimize the variation
in bandwidth utilization over the intermediate steps. Since this is a QoE-based
switching strategy, we compare it to other QoE-aware strategies.
DQoE SPrio - qoe prioritized switching . The QoE Prioritized Switch-
ing strategy combines the QoE-based layer selection with a switching based
on prioritized dimensions. Here, the switching is performed in such a way
that more important SVC dimension are giving priority while switching to the
target layer.
DQoE SQoE - qoe dijkstra switching . Finally, the QoE Dijkstra Switch-
ing strategy combines both the QoE-aware selection and QoE switching mech-
anisms. This constitutes the main algorithms and techniques that include QoE
information into the adaptation algorithms in our streaming system.
5.3.7 Realization using the Video Quality Metric
Our approach is based on the idea of using objective quality algorithms and
metrics to estimate the QoE of SVC videos. Thereby, QoE ratings can be cal-
culated offline and without human intervention. We, therefore, use the state
of the art in objective QoE, namely the Video Quality Metric VQM [77] intro-
duced in Subsection 2.4.1.
The ratings generated by the VQM follow our requirements in terms of val-
ues, where those range between zero and one, where zero indicates best quality
with no visual impairments and one indicates worst video quality. This metric
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is considered to be state of the art as it was independently and extensively eval-
uated and shown to correlate with the human perception of video quality for
both TV-like video resolutions [95] as well as for high definition videos [102].
Summary
In this section, we have developed algorithms and mechanisms required to
integrate objective QoE metrics with the quality adaptation algorithms. The
information about the QoE is used in two steps. The first is to improve the
layer decision algorithms in order to choose SVC layers with high QoE ratings.
The second is in performing layer switching that would reduce the amount
of layer variation. Thereby, the use of QoE metrics should improve the overall
performance from the user point of view.
5.4 summary
In this chapter, we have presented the quality adaptation mechanisms consti-
tuting the major contributions of this thesis. We have shown that those mech-
anisms span to different parts of the system. They are required at the edge
where the peers, based on local view, are able to adapt the video quality ac-
cording to the available resources as presented in Section 5.1. Quality adapta-
tion extends as well to the routing elements in future networks. As presented
in Section 5.2, it is possible to reveal the priorities of SVC blocks to the routing
elements in order to make better resource allocation decisions. Finally, in Sec-
tion 5.3, we have presented how objective QoE metrics can be used in order
to improve the performance from the user point of view, thereby, completing
the quality adaptation mechanisms and algorithms required for future P2P VoD
systems.
In the next chapter, we perform an extensive simulative analysis of the de-
signed system and mechanisms. In our evaluation, we address various issues
ranging from parameter tweaking to demonstrating the superiority of the de-
signed system. We further provide insights on SVC-based quality adaptation
in P2P VoD system.
6
SYSTEM EVALUAT ION
So far, we have presented the quality adaptation mechanisms essential to ad-
dress the challenge of peer heterogeneity in P2P VoD systems. This chapter
presents the extensive evaluation we have performed in order to assess the
performance of the designed system and mechanisms.
The quality adaptation mechanisms described in this thesis were mainly
evaluated using the discrete, event-based simulator PeerfactSIM.KOM [90]. A
test bed evaluation was also performed, which is presented in Section 6.6.
We proceed by first presenting the used metrics which we have defined to
capture the performance of an SVC-based VoD system. Then, a model for sys-
tem capacity is derived that allows us to assess how well P2P helps in improv-
ing the performance of VoD systems. Subsequently, we present the evaluation
results and analysis for the three major contributions of this thesis, quality
adaptation based on SVC, media-aware networking, and QoE-aware quality
adaptation.
6.1 metrics
Before we can evaluate the performance of the VoD system and the impact
of quality adaptation, we first need to define relevant metrics that reflect the
key features of the P2P VoD system. It is worth noting that we use the reli-
able Transmission Control Protocol (TCP) for the data transmission, similar to
renowned VoD systems [7]. Therefore, we assume that playback is stopped if
no video data is available. Unlike many classical live streaming systems that
use unreliable transmission protocols, e.g., the User Datagram Protocol (UDP),
there will be no artifacts displayed to the user in case of packet loss. Since
many of the metrics defined for such systems mainly measure the level of dis-
tortion when packets are lost [82, 68], such metrics are not usable in the context
of a VoD system.
The metrics we use can be divided into two main categories: session quality
and SVC video quality metrics.
6.1.1 Session Quality
In this category, we consider the most important factors that affect the users’
watching experience from the playback delay point-of-view. They are:
• Startup delay. With this metric we measure how long the user waits for
the playback after streaming has been initiated. The startup delay for a
peer p is defined as
delayinit(p) = tvideoStart(p)− tbufferingStart(p), (6.1)
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where tbufferingStart(p) is the time when peer p starts with buffering the
video while tvideoStart(p) is the time the video playback starts. It is com-
monly agreed that having a shorter startup time is better for the user
experience.
• Stalling events per peer. This metric represents the total number of times
playback stopped, also known as stalling events. A stalling event is a
video freeze due to video pieces important for playback not arriving on
time causing an empty buffer. In our design, video frames and pieces
are not dropped, rather, playback is stopped until the missing pieces ar-
rive. User experience is degraded with more encountered playback stalls,
therefore, we aim at minimizing the number of such events.
• Average stalling duration. This metric represents the average duration of a
playback stall. We calculate this metric as follows:
stallingavg(p) =
￿
s∈Stallsp duration(s)
|Stallsp|
, (6.2)
where Stallsp is the set of all stalling events of peer p, and duration(s)
is the duration of a stalling event s. The startup time is not considered in
this metric. We assume that a shorter average stalling duration implies a
better user experience.
• Total playback delay per peer. For simplicity, sometimes we would like to
have one metric that summarizes the above-mentioned metrics for the
session quality. Therefore, we define the total playback delay as the sum
of the startup delay and all the stalling durations as follows:
stallingtotal(p) = delayinit(p) +
￿
s∈Stallsp
duration(s), (6.3)
with delayinit(p) being the startup delay, as defined above, Stallsp the set
of all stalling events of peer p, and duration(s) the duration of a stalling
event s.
We additionally represent this metric in relation to the total video length.
Therefore, we define the relative delay as the total playback delay normal-
ized by the video length as follows
relativedelay =
stallingtotal(p)
Timeplayback
. (6.4)
It is worth noting that we cannot place concrete statements on the best values
for the above-mentioned metrics for the session quality. In the optimal case, all
delays should be zero. This is, however, not possible in reality given the finite
capacities of the system. Therefore, we aim at minimizing all the delays to
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reasonable ranges. Concerning what could be good values; we do not place any
limitations as this highly depends on the context [72]. For example, someone
using the VoD system free of charge is more willing to wait longer for the
video to start. On the other hand, a user watching a football match of his
favorite team would be very annoyed by playback stalls. Concluding this point,
we can say that context-dependent user studies have to be performed in order
to map session quality to user QoE. Nonetheless, for a general context, we
assume that bringing those delays to reasonable-low ranges is an essential
step towards better video experience.
6.1.2 SVC Video Quality
Session quality metrics are not enough to capture the whole performance of
an SVC-based VoD system. What is needed to complete the set of metrics, are
what we call the SVC Video Quality metrics. This set of metrics captures the
performance from the SVC point of view. These metrics are:
• Number of layer changes during video playback. This metric represents the
number of layer changes encountered by a peer throughout the whole
streaming session. The point of this metric is to capture the effect the
Progressive Quality Adaptation (PQA) by counting the number of layer
changes.
A study done by Zink et al. in [110] has reported that having too frequent
layer changes might be more annoying for users than watching the video
at the lowest quality. Therefore, we measure the average number of SVC
layer changes as an indictor of SVC video quality. A smaller number of
layer changes along with a high SVC quality indicate a better VoD system.
In this case, the system is able to sustain high video quality to the peers
without having to continuously change it.
• Layer Change Amplitude. In addition to the number of SVC layer changes,
the amplitude of the layer change is important for the perceived quality
[111].
We define the layer change amplitude as the absolute difference between
the layers (over three dimensions) as follows:
amplitude(l1, l2) = |d1 − d2|+ |t1 − t2|+ |q1 − q2|, (6.5)
where l1 = (d1, t1,q1) and l2 = (d2, t2,q2) describe the old and new SVC
layers respectively. Each layer is represented through its spatial, temporal,
and SNR quality dimensions.
According to [111], it is reported that having a lower amplitude per layer
change makes the quality-adaptive system better accepted by users.
• Relative Received Layer. In addition, we consider how high the received
SVC layer is for each peer during the playback. Since each peer has dif-
ferent local resources and thus can retrieve only a certain range of SVC
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layers, we cannot directly use the absolute layers received by the peers to
compare their performance. Instead, we define the relative layer to assess
whether the peers are receiving the highest quality they can actually get
given their resources. The relative layer of each received video piece is
equal to the received layer divided by the initial SVC layer calculated by
the Initial Quality Adaptation (IQA), as follows:
qualityrel(d, t,q) =
d+ t+ q
Dinit + Tinit +Qinit
, (6.6)
where d, t,q are the received layers in spatial, temporal and SNR dimen-
sion respectively as chosen by the quality adaptation algorithms, while
Dinit, Tinit,Qinit are the initial SVC layers as chosen by the IQA.
Since the layer selected by the quality adaptation algorithms can never be
higher than that selected by the IQA (which is determined by physical
resources), the relative received layer calculated by Equation 6.6 falls into
the interval [0,1] for all peers. Using this metric, we can better compare
the received SVC layers for peers with different local resources. A higher
value of the relative received layer indicates that the peer is better able to
maintain the quality supported by local resources. Having a lower value,
on the other hand, means that although there are enough local resources,
the P2P network itself is not able to provide the highest layer to the peer.
This can be due to network congestion or weak server resources.
• VQM quality
The last metric in the SVC Video Quality category is the VQM quality. It
represents the quality of the SVC video as perceived by a user. The Video
Quality Metric (VQM) [77] is an objective metric that highly correlates
with subjective evaluation of the QoE (See Subsection 2.4.1).
Using the VQM metric and as explained in Subsection 2.4.1, each SVC
layer is mapped into a QoE rating or VQM value. For each peer we even-
tually calculate the average over all the layers played out throughout the
streaming session. The actual VQM values used in our evaluation were
derived from the work by Zinner et al. in [113]. This data is listed in
Appendix A.4.
The important aspect of using the VQM quality is the fact that one can
directly map it into a QoE value based on the Mean Opinion Score (MOS)
method [77, 113]. In Table 2, we present the mapping between the VQM
ratings and the respective subjective QoE. Using this metric, we aim at
evaluating how good the quality adaptation algorithms are in selecting
and maintaining the high VQM quality layers.
6.2 modeling system capacity
In order to simulate our system with reasonable values for the server capacity
for certain peer characteristics, we derive a model for system capacity for SVC-
based P2P VoD.
6.2 modeling system capacity 79
VQM MOS
< 0.2 5 (excellent)
￿ 0.2 & < 0.4 4 (good)
￿ 0.4 & < 0.6 3 (fair)
￿ 0.6 & < 0.8 2 (poor)
> 0.8 1 (bad)
Table 2: Mapping from the VQM rating to subjective QoE [77].
The system capacity in the case where all peers retrieve the same video
quality is easier to calculate. When SVC is used, on the other hand, things
get more complicated as the quality retrieved by the peers depends on many
parameters. Therefore, we aim at capturing the major influencing factors so
that to derive a model for the system capacity of an SVC VoD system. To
the best of our knowledge, this is the first model for system capacity in such
systems.
We now present the basic notations used by the model. This is an extension
of the model already presented in Subsection 4.2.1.
• S: number of servers
• uS: server upload capacity
• G = {g1,g2,g3}: the three sets of uploaders, where peers in the same set
have the same capacity. Three sets are assumed enough to capture most
common characteristics of today’s devices.
• Ug, g ∈ G: number of uploaders for each set that have the whole file
• Dg, g ∈ G: number of downloaders for each set having an incomplete file
• ug, g ∈ G: upload capacity of a single peer in a certain set
• dg, g ∈ G: download capacity of a single peer in a certain set
• rg, g ∈ G: bit rate for the initial SVC layer. This is the bit rate of the
layer selected by the IQA. It is assumed the same for all peers within the
same set since this quality is chosen according to the available resources.
The bit rate of the IQA-selected layer is smaller or equal to the download
capacity of the peers in each set (∀g ∈ G : rg ￿ dg).
• f: average peer prefetching factor (See Subsection 4.2.1)
• g: average peer upload utilization (See Subsection 4.2.1)
Therefore, we can calculate the following:
• The total number of uploaders and downloaders:
U =
￿
g∈G
Ug
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D =
￿
g∈G
Dg
• The average video bit rate retrieved by all peers:
r¯ =
￿
g∈G rg ·Dg￿
g∈GDg
• The average upload capacity of all peers in the system:
u¯ =
￿
g∈G ug · (Ug +Dg)￿
g∈G(Ug +Dg)
The total offered system upload throughput is
utotal = D · g · u¯+
￿
g∈G
Ug · ug + S · uS. (6.7)
Since the total required download throughput for all peers is D · f · r¯, then
D · f · r¯ = D · g · u¯+
￿
g∈G
Ug · ug + S · uS. (6.8)
Therefore, we can derive the required number of servers as follows:
S =
D · (f · r¯− g · u¯)−￿g∈GUg · ug
uS
. (6.9)
Restructuring this equation, and for a given number of servers, we can cal-
culate the minimum server capacity as:
uS =
D · (f · r¯− g · u¯)−￿g∈GUg · ug
S
. (6.10)
6.3 evaluating quality adaptation using svc
We now present the evaluation results for the first step of our quality adapta-
tion algorithms. This constitutes the quality adaptation using SVC presented in
Section 5.1.
Our evaluation goals in this section are: first, to evaluate the impact of qual-
ity adaptation on the performance in comparison to a non-adaptive VoD sys-
tem, i.e., a media-agnostic one. The second goal is to assess the impact of the
different quality adaptation algorithms, and how the IQA and PQA mecha-
nisms influence the performance. Finally, we investigate how having different
intervals of the progressive quality adaptation mechanism affects the perfor-
mance while aiming at identifying the major tradeoffs of the system.
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6.3.1 Simulation Setup
We now present the simulation setup and parameters used to evaluate the
quality adaptation mechanisms. These are the peer resources, the SVC file
properties, and the workload.
Peer Resources
Since our main goal of quality adaptation is to investigate how SVC can help
in addressing the challenge of peer heterogeneity, we consider three peer sets,
each having different resources. Peer resources are configured as shown in
Table 3. The three peer sets are referred to as slow, medium, and fast peers.
Slow, medium, and fast in this context refer to all resources: screen resolution,
upload bandwidth, and download bandwidth. The given peer resources help
us to assess the impact of heterogeneous resources in terms of bandwidth and
screen sizes.
Servers Clientsslow Clientsmedium Clientsfast
Number 4 30 30 30
Upload BW (Kbps) 6000 128 320 800
Download BW (Kbps) - 256 560 1200
Player resolution (Pixels) - 176× 144 352× 288 704× 576
Table 3: The used peer resources.
SVC File Properties
What makes our work distinct from the related work is the fact that we account
for the layer characteristics derived from the original SVC standard. Therefore,
it was important to have a good model for the used video file. For this end, we
have relied on deriving the SVC video characteristics from an SVC video file
encoded using the JSVM SVC Reference Software [80].
Table 4 gives an overview on the SVC video characteristics used for this sec-
tion. The SVC video has three spatial layers (d), four temporal layers (t), and
one SNR layer (q)1, with a total of 12 SVC layer combinations. From now on,
a layer combination will be simply called a layer. The two rightmost columns
represent both the partial bit rates of the individual layers as well as the to-
tal bit rate for the whole quality level. We have encoded the SVC file with
relatively low SNR quality in order to have low overall bit rates and achieve
scalable simulations. Later on for the test bed evaluation in Section 6.6, we use
higher bit rates for the SVC file.
1 We had to use just a single SNR layer and avoid using SNR scalability altogether since, at the
time of writing of this thesis, the JSVM encoding software [80] was unreliable when used with
SNR scalability.
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Layer SVC Level Picture size Frame rate Partial Bit Rate Total Bit Rate
Index (d,t,q) (Pixels) (fps) (Kbps) (Kbps)
0 0,0,0 176× 144 3.75 60 60
1 0,1,0 176× 144 7.5 30 90
2 0,2,0 176× 144 15 30 120
3 0,3,0 176× 144 30 30 150
4 1,0,0 352× 288 3.75 180 240
5 1,1,0 352× 288 7.5 90 330
6 1,2,0 352× 288 15 60 390
7 1,3,0 352× 288 30 60 450
8 2,0,0 352× 288 3.75 270 510
9 2,1,0 704× 576 7.5 150 660
10 2,2,0 704× 576 15 180 840
11 2,3,0 704× 576 30 160 1000
Table 4: SVC video structure with respective quality levels, partial bit rates, and total
bit rates.
Workload
The workload parameters used in our simulations are presented in Table 5.
The simulations are performed as follows.
We consider a typical P2P VoD scenario with 90 peers accessing the same
SVC video content. Such a number of peers for one video file has been shown
to be quite typical in VoD and BitTorrent systems [50]. The peers arrive based
on an exponential distribution, which reflects the behavior of P2P systems [97].
We make use of four content delivery servers, each with six Mbps upload ca-
pacity. The playback buffer is chosen to be seven seconds so that to ensure
a small startup time and acceptable playback delay. Each peer is allowed to
setup ten parallel download and 15 upload connections. The video is five min-
Parameter Value
Number of peers 90
Peer arrival pattern Exponential
Inter-arrival time 90 second
Playback buffer size 7 seconds
Maximum download connections 10
Maximum upload connections 15
Video length 5 minutes
Table 5: Used workload configuration.
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utes long, which is the average length of videos on the YouTube platform, the
mostly used VoD service worldwide.
To get an idea how this workload affects the overall peer arrival, we run a
simple simulation to measure the number of online peers and their states. In
particular we make a distinction between seeders, peers with running play-
back, and peers whose playback has finished.
In Figure 36, we show a graph depicting the evolution of the peers in the
system. There, we show the number of peers in three categories plotted against
the simulation time in seconds. Please note that this is only one simulation
run, which is just intended to better understand how a simulation proceeds.
All further simulations are repeated ten times to rule out any random effects
where we calculate 95th percentile confidence intervals.
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Figure 36: An example on the evolution of the peers in the system following the flash
crowd pattern.
Figure 36 depicts the so-called flash crowd behavior typically found in P2P
VoD systems. Subsequently, many peers tend to join the system within a short
time span causing a surge in the number of requests. Since P2P techniques are
especially beneficial in such flash crowd scenarios due to their resource scala-
bility features, we use this workload for the rest of our evaluations. Please note
that the number of seeders is never as high as the peers that finish playback.
The reason behind this is that peers that finish playback stay as seeders for a
random time ranging between zero and ten minutes.
6.3.2 Quality-Adaptative Versus Media-Agnostic VoD
In this first scenario, we evaluate how our proposed adaptation algorithms
improve the performance of the P2P VoD system. We simulate our streaming
system in three different cases: with no adaptation at all, i.e., all peers try
to continuously retrieve the highest quality possible as in any media-agnostic
system, with adaptation algorithms utilizing first only IQA and then with both
IQA and PQA.
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Figure 37: Quality-adaptive streaming using SVC versus streaming using a media-
agnostic system (no IQA, no PQA). The peers are divided into three groups
according to their resources (slow, medium, fast). For each group, the peers
are sorted according to the performance metric in the Y-axis.
The results for the session quality are presented in Figure 37. The left sub-
figure illustrates the average number of stalls while the right subfigure illus-
trates the average total playback delay for each peer in the network. The x-axis
refers to the peer IDs in the VoD network. For better comparability, we present
the per-peer results in an increasing order and further divide the results into
three groups according to the bandwidth capacities of the peers, starting from
slowest (on the left) to the fastest (on the right). The horizontal lines present
the average values for each group.
Looking at the session quality performance of the three groups when no
adaptation is used, we see strong variations in performance. Starting from left
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to right: the weak, medium, and strong peers, had an average of 43, 35, and
23 stalling events respectively. This performance gap is even more visible for
the total delay, where the maximum delay of 200 seconds reached. This is a
threshold we have set after which the peers would leave the system without
watching the whole video. What we see here is the natural effect of correlated
playback delay and resources usually evident in media-agnostic VoD systems.
This leads to excluding peers with weak resources, forcing them to leave the
system.
However, already with the addition of the IQA, the slow peers can take
part in the system and even have good performance. The slow, medium, and
fast peers had only 9, 14 and 15 stalling events respectively. The total delay
mounted to 25, 37, and 43 seconds for the three groups respectively.
Another interesting improvement gained when using the IQA, is the homo-
geneous performance for the three groups. We see that having fewer resources
does not affect the session quality, but rather only reduces the video quality.
Although the group with lower bandwidth can only receive low quality video,
it can, nevertheless, enjoy continuous playback.
IQA is essential to adapt the system to static resources, however it is not
enough, as it cannot predict system dynamics. As can be seen from the lowest
curves in Figure 37, the performance when using both IQA and PQA was
the best. Each peer, irrespective whether slow, medium, or fast, witnessed on
average two stalling events and had three seconds of total delay. The PQA,
therefore, helps in achieving better session quality and a performance that is
more homogeneous across heterogeneous peers.
6.3.3 Impact of the Adaptation Interval
From the previous evaluation, we see the need to have both initial and progres-
sive quality adaptation. For the PQA, the question arises: how often should it
be invoked? I.e., how often should each peer adapt to system variations? To
better understand the effects of this parameter and to understand the tradeoffs
regarding adaptation dynamics, we evaluate the system with different PQA or
adaptation intervals.
To assess the effect of having different adaptation intervals, we present in
Figure 38 a visualization of the received layers for the peers when having an
adaptation interval of five (Figure 38a) and 30 ( Figure 38b) seconds. For clarity,
we present only 20 peers per resource group. The peers are grouped according
to their resources, with strong peers in the bottom (ID range: 40-59), medium
peers in the middle (ID range: 20-39), and weak peers in the top (ID range:
1-20). Each line represents the retrieved video quality for one peer over the
whole video file (for different video pieces). A darker color indicates a higher
received layer. A pure white color indicates a playback stall due to missing
video data.
We can observe the effect of having different adaptation intervals on the
overall layer decision at the peers. Having a more frequent adaptation (left
figure) makes the peers perform more changes in their quality since we ob-
serve more color variations along single lines. This seems to indicate that we
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Figure 38: Visualization of the layer selection decision for different PQA intervals.
should have longer adaptation intervals. To better understand the effects, we
now perform a more thorough analysis of changing the adaptation interval.
6.3.4 Session Quality versus SVC Video Quality
After having an idea about the general impact of different adaptation inter-
vals, we now extend our analysis and simulate the system with the following
adaptation intervals: 5, 10, 20, 30, 45, 60, and 90 seconds. To better quantify the
effects of having those intervals, we present results using the metrics defined
in Section 6.1. Session quality performance (total playback delay) is presented
in Figure 39, while SVC video quality (layer changes, relative received layer) is
presented in Figure 40. To further assess the importance of having IQA, we run
two sets of simulations, one with only PQA (all peers start with highest video
quality) and one with full quality adaptation using both IQA and PQA. Both
sets of simulations are compared with media-agnostic streaming, i.e., when no
quality adaptation is performed.
Through the comparison of the session quality for the different adaptation
intervals, we can see that the more frequently PQA is invoked, the shorter is
the total playback delay (Figure 39). The reason for this is that with a larger
adaptation interval, the peers will be slower to react to system dynamics. Based
on this observation, we can conclude that the performance in terms of the
session quality decreases with a larger adaptation interval. Furthermore, when
the IQA is not used, the adaptation behavior is no longer predictable. In the
range of 5-45 seconds, the total relative delay is almost the same, and then it
strongly increases for higher values. This can be explained by the fact that in
P2P systems performance degradation at one peer is quickly propagated to
the whole network. Therefore, the IQA is necessary, since it adapts the quality
at all peers already from the beginning.
We have also investigated the received SVC video quality. What we desire
is a high relative layer level that changes as less as possible, since too frequent
layer changes tend to annoy users [110]. From Figure 40a we can see that as
the adaptation interval grows, the number of layer changes becomes smaller.
6.3 evaluating quality adaptation using svc 87
0 20 40 60 80 10010
0
101
102
103
PQA interval [s]
To
ta
l p
lay
ba
ck
 d
ela
y (
se
co
nd
s])
 
 
Media agnostic streaming
PQA only
IQA and PQA
Figure 39: Total playback delay with different adaptation intervals.
When the interval is infinitely large, the number of layer changes becomes
zero, since the layer selected by the IQA will be used throughout the streaming
session. On the other hand, Figure 40b shows that the average relative received
layer increases with a larger adaptation interval. The reason for this is that the
PQA decreases the layer level to avoid potential stalls during the playback
(which explains the better session quality). The more frequently the PQA is
invoked, the more layer drops it may cause. Consequently, the average layer
level throughout the playback will also decrease. From the results of Figure 40,
we can conclude that the SVC video quality for the peers is better with a larger
adaptation interval.
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Figure 40: SVC video quality with different adaptation intervals.
To summarize, the relation between session quality and SVC video quality
exhibits a tradeoff for the different adaptation intervals. Therefore, one has to
carefully address this tradeoff to achieve a compromise for the performance of
the two metrics when choosing the adaptation interval. Depending on which
aspect is more important for the users, the adaptation interval can be adjusted
accordingly to meet the given requirements. For this specific workload con-
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sidered here, we may say that an adaptation interval ranging between 10 and
20 seconds provides the best performance. This also gives us insights into the
level of dynamics in P2P systems, since a peer viewing the system from the
edge experiences the changes within some tens of seconds.
6.4 evaluation of media-aware networking
We now come to the evaluations of the second major contribution of this thesis,
the media-aware network system presented in Section 5.2.
We have two goals for this evaluation. The first is to assess the impact of
media-awareness in SVC-based VoD systems. Second, we evaluate the interde-
pendencies between adapting at the edge and adapting in the network using
the media-aware system.
6.4.1 Simulation Setup
We still use the simulation setup, SVC file properties, and workload presented
in Subsection 6.3.1. Here, we just need to provide the additional parameters
that are relevant for the media-aware network and system.
The peers are now distributed over four subnets, as depicted in Figure 41. All
traffic leaving a subnet goes through the router that performs media awareness
upon congestion.
The reference approaches, which we compare our approaches against, are a
media-agnostic network and a network that uses DiffServ. The media-agnostic
network applies classical congestion control and random packet dropping. As
for the DiffServ network, all packets of urgent blocks (within 7 seconds af-
ter the current playback position) are given a high priority service class. The
DiffServ router prioritizes those blocks based on a first-come first-serve policy.
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Figure 41: Media-aware network scenario (replotted for clarity).
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For calculating the priority according to Equation 5.6 we choose an un-
biased weighting: Wd = Wt = Wq = 0.333¯. To assess the impact of media
awareness as well as find the best router configuration we consider the follow-
ing scenario: after streaming starts and peers start joining, we leave the system
for 10 minutes to warm up. Then, we invoke an upload bottleneck of three
Mbps for ten minutes. This means that, during the ten minutes, the router can
only upload at three Mbps. Such a bottleneck can be due to limited resources
allocated for this specific video stream or to cross traffic. For comparison, we
run the system with media-agnostic and DiffServ routers, as explained above.
6.4.2 Impact of Media-awareness
In this experiment, we assess the impact of the media-aware network as well as
find the best configurations. We test the media-aware router for a bottleneck
of three Mbps and with different T and Q values, namely: T100, T70/Q30,
T50/Q50, T30/Q70, Q100. For this experiment, the PQA adaptation interval
was fixed to ten seconds, which represents a moderate value. We focus on the
performance during the bottleneck, as then performance degradation takes
place.
Session Quality.
We first present in Figure 42 the session quality during the ten minute bottle-
neck period. There we see the average number of stalls, average stall duration,
and the total stalling duration, all calculated per peer.
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Router Configuration
Av
er
ag
e 
nu
m
be
r o
f s
ta
lls
 
 
Media Agnostic
DiffServ
T=100%
T=70% Q=30%
T=50% Q=50%
T=30% Q=70%
Q=100%
(a) Average number of
stalls per peer
0
1
2
3
4
5
6
Router Configuration
Av
er
ag
e 
sta
ll d
ur
at
ion
 [s
]
 
 
Media Agnostic
DiffServ
T=100%
T=70% Q=30%
T=50% Q=50%
T=30% Q=70%
Q=100%
(b) Average stall dura-
tion
0
1
2
3
4
5
Router Configuration
Av
er
ag
e 
sta
llin
g 
tim
e 
[s]
 
 
Media Agnostic
DiffServ
T=100%
T=70% Q=30%
T=50% Q=50%
T=30% Q=70%
Q=100%
(c) Average total stall-
ing time per peer
0
0.5
1
1.5
Rout r Configuration
Av
er
ag
e 
nu
m
be
r o
f s
ta
lls
 
 
Media Agnostic
DiffServ
T=100%
T=7  30
T 5 % Q=50%
T=30% Q=70%
Q=100%
Figure 42: Session quality during the bottleneck.
Starting with Figure 42a and comparing the media-agnostic with the media-
aware system, we can see that the average number of stalling events per peer is
reduced from 1.15 down to 0.44. Although media awareness slightly increased
the duration of stalling events (Figure 42b), it reduced the total stalling dura-
tion during the bottleneck as depicted in Figure 42c. That is, the total stalling
duration is reduced from 4.6 down to 2.2 seconds per peer, resulting in 52%
less stalling. Although DiffServ performed better than a media-agnostic net-
work, it was still not able to compete with the media-aware solution.
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Examining the different configurations of the media-aware router, we can
see that the best results were achieved with T70/Q30, where there is just 2.2
seconds of total stalling during the bottleneck. This can be explained by the
fact that a larger T means that sooner needed video blocks, especially in the
buffer zone, are sent faster. It was still, nevertheless, important to include the
SVC quality dimension with Q = 0.3 to make sure that peers do not have to
wait long for SVC layers they have already requested.
Figure 43a and Figure 43b present the results as a Commutative Density
Function (CDF). These graphs show the ratio of peers that had a specific num-
ber of stalls or stalling time. For T70/Q30 the highest number of stalls for any
peer is 3. Furthermore, about 80% of the peers had either one or no stalls with
T70/Q30, whereas for the media-agnostic and DiffServ routers, those peers
had around 2 stalling events.
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Figure 43: CDF of session quality during the bottleneck.
Video Quality
Now we look at the video quality during the bottleneck. The results are pre-
sented in Figure 44. We see that the number of layer changes during the bot-
tleneck is affected by media awareness (Figure 44a), while the average relative
quality is minimally affected (Figure 44b).
We can see that peers had the most layer changes with the media-agnostic
and DiffServ routers. Evidently, those approaches have inflicted a larger num-
ber of stalls, which in turn caused the peers to adapt and reduce the requested
layer, therefore, performing more layer changes. We can conclude that having
media awareness leads to less quality changes because the peers are able to
receive the requested quality. Again, the media-aware router with T70/Q30
yielded the best performance.
Concluding this experiment, we can say that media awareness based on a
more weighted temporal priority (T70/Q30) has shown that video stalls and
quality switches occur less often. Based on relevant user studies [113, 110], our
approach, therefore, helps in enhancing the perceived video quality since the
video playback is smoother and has fewer quality switches.
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Figure 44: Video quality during the bottleneck.
6.4.3 Adaptation at the Edge versus in the Network
The second experiment deals with assessing the interdependencies between
the PQA or adaptation interval and media awareness during a bottleneck. We
check whether the adaptation interval depends on or affects the media-aware
solution. Thus, we vary the adaptation interval choosing the values: 5, 10, 20,
30, and 45 seconds. We restrict our evaluation to the DiffServ and media-aware
routers with T70/Q30.
Session Quality
Session quality with different adaptation intervals during the bottleneck and
for the whole simulation are presented in Figure 45.
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Figure 45: Session quality with different adaptation intervals.
We can see that the media-aware approach outperforms DiffServ. During the
bottleneck, the average stalling time could be drastically reduced for the differ-
ent adaptation intervals. Additionally, we see that for the DiffServ approach
during the bottleneck (Figure 45a), the relation between average stalling time
92 system evaluation
and adaptation interval is not predictable, which is the case once the media-
aware solution is in place. Therefore, media awareness is quite crucial espe-
cially in applications where the system provider would change the adaptation
interval during runtime, since this requires a more predictable relation.
Although the results for the total delay during the whole simulation (Fig-
ure 45b) do not show a huge performance gain, it is the performance during
the bottleneck that has the highest impact on the overall performance of the
system, and, therefore, is more relevant.
6.5 evaluating qoe-based quality adaptation
Now we present the evaluation of the third major contribution of the thesis.
These are the QoE-aware quality adaptation mechanisms presented in Sec-
tion 5.3.
The goals of our evaluation in this context are to investigate the impact of
using objective QoE metrics on the dynamics of the P2P network. We are in-
terested in assessing the impact of changing the server capacity on SVC video
quality and system performance. Subsequently, we investigate how the differ-
ent QoE-aware quality adaptation mechanisms compare in terms of perfor-
mance. Finally, we want to understand the impact of changing the adaptation
interval on the entire system.
6.5.1 Simulation Setup
The simulation setup used to evaluate the QoE-aware quality adaptation mech-
anisms is similar to that presented in Subsection 6.3.1. The main distinction is
that here we make use of SVC file data along with the VQM measurements
performed in [113]. Since the videos presented there, as we see later in this sec-
tion, have rather high bit rates, we had to adjust the peer resources. These are
presented next, followed by the SVC file properties. We use the same workload
as for the previous simulations as presented in Subsection 6.3.1.
Peer Resources
In Table 6, the used peer resources are shown. The system comprises one
tracker, 9 streaming servers, and 100 peers. The peers are divided according to
their resources into three groups: slow, medium, and fast peers.
Servers Clientsslow Clientsmedium Clientsfast
Number 9 20 50 30
Upload BW (Mbps) 25 0.5 3 8
Download BW (Mbps) - 2 8 16
Player resolution (Pixels) - 480x270 960x540 1216x684
Table 6: The used peer resources.
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SVC File Properties
In this evaluation, we use the three SVC video files presented in [113]. The
properties of these three files, namely: number of layers, resolution, frame rate,
and total bit rates are presented in Table 7. These values are again derived
from real SVC video sequences encoded using the reference implementation
JSVM [80]. The three video sequences are freely available2 and are denoted by
blue sky, crowd run, and park joy. The QoE ratings used in the simulations were
derived using the VQM metric, as detailed in [113]. The VQM ratings for the
three sequences are presented in Appendix A.4.
Layer SVC Level Dimension Frame Rate Total Bit Rate Total Bit Rate Total Bit Rate
Index (d,t,q) (Pixels) (fps) Blue Sky Crowd Run Park Joy
(KBps) (KBps) (KBps)
0 0,0,0 480x270 1.875 99.502 83.343 89.190
1 0,1,0 480x270 3.75 116.962 124.848 134.219
2 0,2,0 480x270 7.5 133.664 174.872 180.994
3 0,3,0 480x270 15 148.941 216.091 197.295
4 0,4,0 480x270 30 164.336 235.070 202.510
5 1,0,0 640x360 1.875 237.859 196.833 195.647
6 1,1,0 640x360 3.75 278.904 295.807 298.488
7 1,2,0 640x360 7.5 319.317 423.468 418.088
8 1,3,0 640x360 15 356.181 534.859 473.345
9 1,4,0 640x360 30 394.226 591.817 487.983
10 2,0,0 960x540 1.875 344.678 326.427 338.438
11 2,1,0 960x540 3.75 405.544 486.092 528.358
12 2,2,0 960x540 7.5 467.042 688.186 778.516
13 2,3,0 960x540 15 521.065 881.488 956.511
14 2,4,0 960x540 30 574.822 1,003.290 1,004.883
15 3,0,0 1216x684 1.875 483.708 508.360 568.799
16 3,1,0 1216x684 3.75 571.487 749.941 890.658
17 3,2,0 1216x684 7.5 662.858 1,046.318 1,328.312
18 3,3,0 1216x684 15 742.194 1,333.625 1,703.705
19 3,4,0 1216x684 30 820.000 1,540.000 1,850.000
Table 7: The properties of the three SVC videos: blue sky, crowd run, and park joy. Note
that 1 Kilo Byte per second (KBps) = 8 Kilo bits per second (Kbps).
Calculating Required Server Capacity
Server upload capacity is an important parameter for the provisioning of the
system. Before we can evaluate our system, we have to derive reasonable val-
ues for the server upload capacity uS based on the SVC video parameters and
peer upload capacities. To do this, we refer to the model derived in Section 6.2.
We want to calculate the required upload capacity in the worst case when
streaming the Crowd Run video. This implies that the 100 peers are all leech-
ers. Therefore, the number of uploaders U is zero while the total number of
2 http://media.xiph.org/video/derf/ [Accessed Jan. 2012]
94 system evaluation
downloaders D is 100. The number of servers S is the nine. The average up-
load capacity u¯ over the three peer sets is 4, 000 Kbps. To calculate the average
streamed bit rate r¯, we have to consider each peer set separately. Each peer, in
general, wants to saturate its download link but still stream SVC layers that
fit its resources. Therefore, in the worst case for the server, Clientsslow would
stream layer index four (total bit rate: 235.07 KBps), Clientsmedium would
stream layer index 13 (total bit rate: 881.488 KBps), and Clientsfast would
stream layer index 19 (total bit rate: 1, 540 KBps).
To calculate the average streamed bit rate, we resort to the average over all
peers calculated as
r¯ =
￿
g∈G rg ·Dg￿
g∈GDg
= 7, 626.864 Kbps.
Assuming a default peer prefetching factor f of 1.0 and an peer upload
utilization g of 0.8 and using Equation 6.10, the worst-case required capacity
uS of a single server is:
uS =
D · (f · r¯− g · u¯)−￿g∈GUg · ug
S
= 49, 187.38 Kbps. (6.11)
This server capacity is based on the assumption that there are no seeders in
the system and that all peers are streaming the highest possible quality their
resources can support. Therefore, we expect that the effective needed server
capacity to be lower than that. To calculate this needed capacity, we evaluate
the impact of different server capacities in the next section. Nonetheless, the
above calculation helps in stressing the benefit of using QoE-aware quality
adaptation mechanisms in a P2P VoD system since we later see that a server
upload capacity of only 25 Mbps is enough for sustaining good performance
for all the peers.
6.5.2 Impact of Server Resources
This first set of experiments deals with assessing the impact of changing server
resources on the system performance. The right provisioning of server capacity
is essential for content providers that want to provide good performance but
still keep costs low.
In Section 6.2, we have derived how server capacities should be provisioned
for the default system configuration. Those calculations are based on a worst-
case scenario, meaning that each peer is assumed to be getting its highest possi-
ble quality. Thereby, no peer needs to perform quality adaptation. Nonetheless,
the described model assumes a perfect interaction between the peers and ab-
stracts much of the system’s overhead. Because a content provider is interested
in using P2P technology in order to reduce hosting costs, we focus on investi-
gating a deficit scenario. In other words, server resources are intentionally set
lower to assess performance when quality adaptation is needed.
In this first scenario, we want to change the server capacity with two goals
in mind. The first is to investigate the impact of server provisioning on the
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performance. The second is to derive good values for the server capacity for
our further investigations; in particular concerning the adaptation algorithms.
Additionally, this would help content providers in understanding server pro-
visioning in applications where the quality streamed by the different peers
varies during playback.
For the evaluation, we vary the upload capacity of the servers from 4 Mbps
to 55Mbps, just below the upper limit of 61Mbps derived above. For this set of
simulations, we evaluate the session quality metrics: startup delay and average
total stalling time. For the SVC video quality, the average relative received
quality and the average played-out VQM quality are considered.
It is worth to remind the reader that the different mechanisms are named fol-
lowing the naming convention: DxSy, where D indicates the different quality
decision algorithms, and S indicates the different quality switching algorithms.
x and y are the different possibilities for both algorithms, as outlined in Sub-
section 5.3.6.
The results for this scenario are shown in Figure 46.
(a) Average startup delay (b) Average total stalling time
(c) Average relative received quality (d) Average played VQM quality
Figure 46: Comparison of the session and SVC video quality for changing system
capacities.
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Session Quality
Starting with the session quality, shown in the upper side of Figure 46, we ob-
serve that increasing the server capacity yields almost an exponential decrease
in the startup delay for theDBwSSim andDQoESQoE mechanisms. Only when
starting from a 25 Mbps server capacity is the startup time smaller than eight
seconds, a value commonly used as a target in Internet-based VoD systems
[107]. Our DQoESQoE QoE-aware mechanism shows a clear advantage (of
about one second) over the QoS-based DBwSSim mechanism.
Starting from the point of 25 Mbps server capacity, we observe a saturation
effect: adding more server capacity does not decrease the startup delay. This
can be attributed to the time the buffer needs to be filled where this time is
limited by the download speed of the peers and not by the server capacity.
TheDSimSSim, which works by always first requesting the base layer, shows
the fastest startup time of only two seconds. This can be explained by the fact
that the SVC base layer is rather small, enabling quite a fast buffer filling and
a faster startup of video playback. Additionally, the base layer is needed by all
peers, making it easier to find uploaders to provide the base layer blocks.
Moving on to the total stalling time, the DSimSSim mechanism does not
show any advantage over our QoE-aware adaptation mechanism. This can be
attributed to the frequent stalling events the DSimSSim is inflicting. We again
observe saturation in performance at a 25 Mbps server capacity. Starting from
this saturation point, our mechanism outperforms the DBwSSim mechanism
by 50%.
Video Quality
For the video quality, the results are depicted in the lower part in Figure 46.
For the SVC video quality the following observation can be made. We first
observe the intuitive effect of increasing server capacity, which enables the
peers to better maintain the initially selected layer, i.e., achieved near 100% of
the relative received quality. When a content provider is offering high server
upload capacity of 55Mbps, the relative received quality reaches 70% and 80%
for the DSimSSim and DBwSSim mechanisms respectively.
Evidently, our QoE-aware adaptation mechanism performs the best. It is
able to provide the peers with 90% of their initial layer starting from a 25
Mbps server capacity. Additionally, if the content provider provides only 15
Mbps capacity, the peers are still able to achieve an 80% relative received layer.
On average, and for the different server capacities, the QoE-aware strategy
performed 20% better than the QoS-based one.
From the content provider point of view, it is possible to save precious server
resources while using our mechanism. If a target average received layer is 80%,
server resources while using the DBwSSim mechanism have to be 35 Mbps.
When using our DQoESSim, only 15 Mbps of server capacity is required. In
other words, the content provider can save up to 60% of server capacity while
using our mechanism. This can be explained by the fact that since the peers
are favoring layers with higher VQM ratings, those layers are better replicated,
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making it easier for the peers to get video data from other peers instead from
the server.
We now go to the other metric that assesses the video quality, shown in
Figure 46d. We can observe that starting from a 15 Mbps server capacity our
DQoESQoE yields an average played VQM quality of 0.2. This maps to an
excellent perceived quality on the MOS scale. Evidently, the DQoESQoE outper-
forms the other strategies and was the only strategy that was able to reach the
excellent score on the MOS scale.
6.5.3 Comparing the QoE-aware Algorithms
We now come to the main evaluation scenario in which we compare the dif-
ferent adaptation mechanisms proposed in Section 5.3. All configurations de-
scribed in Subsection 5.3.6 are simulated using the configurations presented in
Subsection 6.5.1 and the video crowd run.
The simulated configurations in this experiment are: DSimSSim, DPrioSSim,
DBwSSim, DQoESSim, DQoESBw, DQoESPrio, and DQoESQoE. The results of
the simulations are presented in Figure 47, Figure 48, and Figure 49.
(a) Average total stalling time (b) Total number of stalling events
(c) Total number of layer changes
Figure 47: Comparison of the session and SVC video quality for different adaptation
variants.
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Regarding the session quality, the average total stalling time, presented in
Figure 47a, shows improvements when using our QoE-aware adaptation mech-
anisms in comparison to the standard QoS-based one (i.e.,DSimSSim). Accord-
ingly, our algorithms were able to keep the number of stalling events lower (see
Figure 47b). The frequent stalling events of the DSimSSim mechanism has, al-
though of very short startup time, created long total playback delays.
Regarding the video quality metrics, we observe that the DSimSSim mecha-
nism does not perform very well mainly because this mechanism is too slow
in its adaptation. As shown in Figure 47c, the DSimSSim mechanism had to
perform much more layer changes, 1800 changes for all peers, in comparison
to only 300 for the other mechanisms. These too frequent layer changes can
be explained by the fact that this mechanism changes quality in steps and not
according to the active resources.
(a) Total number of layer changes (b) Average Layer Change Amplitude
Figure 48: Layer change characteristics, including the total number of SVC layer
changes, and the average change amplitude.
We have seen that the DSimSSim mechanism, which is based on the step-
wise switching of video quality, was not able to provide good performance, as
the playback delay was too high. In order to better compare the other mecha-
nisms, we excluded this mechanism for the next set of graphs.
In Figure 48, we show the number of layer changes as well as the average
change amplitude. What we directly notice is that the DQoESSim mechanism
generates the least amount of layer changes. On the other hand, it also account
for the highest average change amplitude of about 2.5 layers. Therefore, us-
ing no switching mechanism would generate the highest jumps. This can be
reduced to just below 2 layers by using a layer switching algorithm.
We notice that the three switching algorithms, SBw, SPrio, and SQoE, do
not diverge from the performance point of view, they generated almost similar
results. Nonetheless, our intention to use layer switching in order to decrease
the amplitude of switching has been confirmed. The amplitude has been de-
creased on the expense of having a slightly higher number of layer changes.
Recall that according to the work in [111], one should keep the amplitude and
frequency of layer changes at a minimum. By applying our switching mecha-
nisms, the amplitude could be reduced at the cost of an increased number of
6.5 evaluating qoe-based quality adaptation 99
layer changes. This shows that there is a tradeoff between the frequency and
the amplitude of layer changes.
We now present the other SVC video quality metrics, the average relative
received quality and VQM ratings, in order to get a better understanding on
the performance of the quality adaptation mechanisms. These are shown in
Figure 49, where we present the results for each mechanism (left side) and
also results for each peer group (right side).
(a) Average relative received quality per peer (b) Average relative received quality per peer
group
(c) Average played VQM quality per peer (d) Average played VQM quality per peer group
Figure 49: Comparison of the SVC video quality for the different adaptation mecha-
nisms.
Starting with the average relative received quality, shown in Figure 49a and
Figure 49b, we observe the following. The non-QoE-aware mechanisms pro-
vide an average received quality of only 70%, while the QoE-aware mecha-
nisms reach about 90%. Second, for all mechanisms, the peers within the slow
group are able to attain almost the highest possible relative received quality in
comparison to the other groups. Keeping in mind that the calculation of the
relative received quality depends on the layer selected by the IQA, a higher ini-
tial quality yields, in general, a smaller relative quality (see SVC video quality
in Subsection 6.1.2). We notice the trend that the faster a peer is, the harder it
gets for it to reach the high quality. This can be explained by the less abundant
high quality blocks, where the fast peers have to resort to the server to get
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them. Another reason for this trend is that the IQA layer of the fast group has
a much higher bit rate than that of the slow group, which is difficult to sustain.
Going to the measured average VQM quality, shown in Figure 49c and Fig-
ure 49d, we get another view of the system.
First, we observe that the non-QoE-aware adaptation mechanisms generate
a significantly worse quality than our QoE-aware mechanisms, which show
an average VQM value of around 0.1 (with zero being the best quality over
a scale from zero to one). Therefore, our QoE-aware mechanisms are able to
provide a video with a better-estimated user perceived quality. Inspecting the
results per peer group, presented in Figure 49d, we see that for the non-QoE-
aware mechanisms, faster peers receive a worse estimated video quality than
the slow peers. However, when using the QoE-aware adaptation mechanisms,
the VQM is consistent and homogenous over the heterogeneous peers groups,
where all peers achieved an excellent video quality on the MOS scale.
6.5.4 Impact of the Adaptation Interval
Now we assess the impact of the adaptation interval on the QoE aware adap-
tation mechanisms. As we have presented in Subsection 6.3.3, the adaptation
interval is important especially for the frequency of layer changes.
Now we limit our evaluation to four different adaptation intervals: 10, 20, 30,
and 40 seconds. We compare the following algorithms: DSimSSim, DBwSSim,
and DQoESQoE.
In Figure 50, we show the selected metrics that represent the session and
video quality.
Starting with the average total stalling time, presented in Figure 50a, and the
total number of stalling events, presented in Figure 50b, we observe that the
total stalling time and number of stalling events increases with an increased
adaptation interval for the mechanism DBwSSim, and DQoESQoE. However,
for the DSimSSim mechanism, the same metrics decrease with an increased
adaptation interval. In order to explain this, we have a look at the number of
stalling events and see that those are decreasing for an increased adaptation
interval. This indicates a bad adaptation algorithm, since performance is im-
proving when it is not used. Since more adaptations, in the case of DSimSSim,
lead to more stalling events, much of the selected layers do not fit to the re-
sources of the peers or the network. Therefore, the peers are not able to sustain
those decisions and have to frequently switch the layers.
We now consider the SVC video quality metrics with focus on the average
relative received quality and the played VQM quality.
We observe that both the relative received quality and the VQM quality
degrade with an increased adaptation interval for the DSimSSim mechanism.
This in turn generates unacceptable ratings on the MOS scale. However, for
both DBwSSim and DBwSSim mechanisms, the performance is not affected by
the changed adaptation interval, where the two metrics are almost stable over
the different adaptation intervals. Comparing all strategies, we directly see that
our DQoESQoE mechanism substantially outperforms the other mechanisms
for both the relative received quality and the VQM quality.
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(a) Average total stalling time (b) Total number of stalling events
(c) Average relative received quality (d) Average played VQM quality
Figure 50: Comparison of session and SVC video quality for different adaptation in-
tervals.
6.5.5 Impact of SVC Video Bit Rate
This last set of graphs deals with the impact of the SVC video bit rate on
system performance. We use the three SVC video files, which were presented
in Subsection 6.5.1. These videos, named Blue Sky, Crowd Run, and Park Joy,
have the same number of spatial and temporal layers. However, they have
differing bit rates due to different video content and motion levels. Evaluating
the system with different video bit rates would greatly benefit VoD system
providers when provisioning their system since our analysis helps in better
understanding the interaction between video bit rates, quality adaptation, and
performance.
We again restrict our evaluations to the following mechanisms. DSimSSim,
DBwSSim, and DQoESQoE. The server capacity is fixed to 25 Mbps.
In Figure 51, the most important session and SVC video quality metrics are
presented.
Starting with Figure 51a, we observe that DSimSSim inflicts the lowest start
delay which is again attributed to the strategy to always stream the base layer
at the beginning of the streaming session. Although the different SVC video
files have different bit rates, the base layers almost are the same within the
range from 80 to 100 KBps (See Subsection 6.5.1). Therefore, the DSimSSim
102 system evaluation
????? ??? ????? ??? ????? ???
(a) Average startup delay
????? ??? ????? ??? ????? ???
(b) Average total stalling time
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(c) Average relative received quality (d) Average played VQM quality
Figure 51: Comparison of session and SVC video quality for SVC videos with different
bit rates.
the startup delay of this mechanism is constant over the different video bit
rates.
Regarding the other two mechanisms, we see that the startup time is in-
creasing with a higher bit rate video. This is because a higher bit rate video
directly translates into more data that has to be downloaded. The same is no-
ticed for the total stalling time (Figure 51b) Regarding the session quality, the
DQoESQoE mechanism again outperforms the other two for all video bit rates,
providing a total stalling time in the range of only six to ten seconds.
We now consider the SVC video quality depicted in Figure 51c and Fig-
ure 51d.
For the average relative received quality, both the DSimSSim and DBwSSim
mechanisms inflict a decrease in relative quality. DQoESQoE, however, starts
with a value of about 95%, falling to about 88% for the second, and rising
back to about 90% for the park joy video. Therefore, our algorithms are able to
offer consistent relative received quality. The same tendencies are observable
for the average VQM. Again our DQoESQoE mechanism was the only one able
to sustain an excellent video quality over the MOS scale for the different video
bit rates.
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6.6 prototype evaluation
We now present the evaluation of our system that we have performed in ad-
ditional to the simulations. These evaluations are based on a prototype of the
P2P VoD system along with the quality adaptation mechanisms. Other imple-
mentation issues that had to be addressed are detailed in Appendix A.2. The
prototype was evaluated using the German Lab test bed [5], which is presented
next. Later in this section, we present the major findings of our prototypical
evaluation.
6.6.1 The German-Lab Test Bed
For the evaluation, we used the German Lab (GLab) test bed, which is funded
by the Federal Ministry of Education and Research of Germany and was created
in 2008. This test bed, which is similar to PlanetLab, is based in Germany with
more than 150 homogenous physical nodes distributed over five major German
cities (Berlin, Darmstadt, Karlsruhe, Munich, Kaiserslautern, and Würzburg).
In order to control and orchestrate experiments over the GLab test bed, we
have developed a Central Monitoring and Control (CMC) software. The CMC,
is used to configure GLab nodes, configure experiments, display real time in-
formation, as well as to collect log data at the end of each experiment. Also,
the CMC initializes the peers, assigns them with resources, and makes them
join and leave the network.
6.6.2 Evaluation of Quality Adaptation
The goal of our evaluation is to analyze the feasibility and performance of
the quality adaptation mechanisms using SVC in a realistic environment. Ad-
ditionally, we want to compare the results with the simulation study. Perfor-
mance is expressed using the metrics presented in Section 6.1.
peer resources . Similar to the simulative evaluation, we consider three
peer sets with different resources. Peer resources are configured as shown in
Table 8.
Servers Clientsslow Clientsmedium Clientsfast
Number 1 5 5 5
Upload BW (Kbps) 12000 150 550 1175
Download BW (Kbps) - 300 2210 4700
Player resolution (Pixels) - 176× 144 352× 288 704× 576
Table 8: The used peer resources for the prototype evaluation.
svc file properties and workload. We use the same SVC file prop-
erties that were used for the simulations (see Table 4), but with higher overall
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video quality (see Table 11). This generates generally higher bit rates that fit
well with real video bit rates.
The workload parameters used in our prototype evaluation are the same as
those used for the simulation study (see Table 5) except for using 15 peers as
shown in Table 8.
Evaluation Results
We ran the prototype with the above mentioned configuration and workload
over the G-Lab test bed. We repeat each experiment five times to rule out
random effects, where 95th percentile confidence intervals are calculated.
In Figure 52 and Figure 53, we show the performance of the prototype in
terms of the most important metrics.
Starting from Figure 52a, where we show the average total stalling time per
peer for the different PQA intervals, we notice that the total stalling time starts
from 15 seconds and slowly increases to 24 seconds for PQA of 45 seconds.
Therefore, a larger PQA interval means that the system is slower in reacting to
changes in the network resulting in more frequent video stalling.
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Figure 52: Prototype performance in terms of average stalling time (left side) and av-
erage number of layer changes per peer (right side) for different PQA adap-
tation intervals.
In Figure 52b, we present the number of layer changes per peer over different
PQA intervals. This number is steadily decreasing from eight changes down to
around five changes. Therefore, using a larger PQA interval, less adaptations
are performed, leading to a lower number of layer changes.
In Figure 53, the average received quality is depicted for the different peer
groups, i.e., peers that were classified as slow, medium and fast. We again eval-
uate the systemwith different PQA intervals. We first notice the performance is
consistent over the different PQA intervals. Therefore, the system was success-
ful in sustaining high relative qualities to the different peers. We additionally
notice that while slow peers were able to get the full IQA layer (relative quality
almost one), fast peers achieved only around 0.7 of the IQA layer. This seems
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to indicate that high throughputs are difficult to sustain in real P2P networks.
Thereby, although fast peers had enough download resources, they were not
able to saturate their download capacity.
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Figure 53: Prototype performance in terms of relative received quality with different
PQA adaptation intervals. For each PQA value we show the performance
of slow, medium, and fast peers separately.
We conclude from the above evaluations that, in general, the prototype
performs as expected and provides good session and video qualities. It also
demonstrates the feasibility of combining SVC and P2P VoD systems, in which
peers with heterogeneous resources can co-exist in the same system and sus-
tain the required data rates.
Next, we want to evaluate how well did the prototype fit our simulative
evaluation.
Prototype Versus Simulation
We now assess how well the test bed study matches the simulation results.
Therefore, in Figure 54 we show the test bed results along with the simulation
results presented in Subsection 6.3.4. We restrict the presented metrics to the
total playback delay (left side) and the number of layer changes (right side).
Regarding the session quality, we first notice the slightly higher playback
delay of the prototype compared to the simulations. This can be attributed to
two factors. The first is the slightly more tight resources of the system since the
SVC file in consideration has a higher bit rate than that used for simulations.
The second is the use of real networks that include additional effects such as:
packet loss, delay, and communication overhead. Nonetheless, the same trend
can be observed. With an increased PQA interval, the playback delay increases
with the same rate.
Regarding the video quality presented through number of layer changes,
we observe that the prototype behaves quite similar to the simulative study.
With an increasing PQA interval, the number of layer changes decreases. Here
the slightly higher number of layer changes for the prototype is attributed to
the additional dynamics found in real system. Since the traffic of the G-Lab
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Figure 54: Performance of the quality adaptation mechanisms with different adapta-
tion intervals using both test bed and simulation studies.
test bed goes over real networks, the system reacts to fluctuations in resources
not found in simulations. Therefore, the system had to react more, thereby,
performing more layer changes.
We conclude that the prototype and simulative study exhibit similar trends,
thereby confirming the accuracy of our simulative evaluation.
6.7 summary
This chapter has provided an extensive simulative evaluation of our system
with respect to different scenarios and evaluation metrics. We now provide a
summary of the major achieved results.
In Section 6.3 we have evaluated our mechanisms for quality adaptation
using SVC. We have compared our SVC-based quality-adaptive VoD system
with one that does not use SVC. We were able to demonstrate the superiority
of our system where the slow peers were able to be part of the system and
retrieve the video, although with a lower video quality, but with much lower
playback delays. We have shown how both the IQA and PQA were essential in
achieving better session quality and more homogeneous performance across
heterogeneous peers. Additionally, we have assessed the impact of changing
the adaptation interval. We have seen that when the adaptation interval is
larger, the peers become slower in reacting to network changes, thereby session
quality degrades. On the other hand, the SVC video quality is improved, since
the peers try to maintain a high video quality. Evidently, we have seen that
those two metrics exhibit a tradeoff. Therefore, depending on the application
area and which aspect is more important for the users, the adaptation interval
can be adjusted accordingly to meet the given requirements.
In Section 6.4, we have evaluated our system for media-aware networking.
We have compared the media-aware network with both a standard media-
agnostic and a DiffServ networks. We were able to show that playback stalls
could be reduced by up to 52% during congestion. Regarding the best router
configuration, we have seen that a more weighted temporal priority (T70/Q30)
yielded the best performance. Further, we have evaluated the interdependen-
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cies between adapting at the edge and adapting in the network by using the
media-aware system. We varied the adaptation interval at the edge and mea-
sured the performance. We found out that the advantage of using a media-
aware network is consistent over the different adaptation intervals. Addition-
ally, the relation between playback delay and adaptation interval is more pre-
dictable when having a media-aware network. Therefore, media awareness
is quite crucial especially in applications where the system provider would
change the adaptation interval during runtime.
In Section 6.5, we have evaluated our QoE-aware quality adaptation mech-
anisms. We have first demonstrated that if all peers favor the high QoE-rated
SVC layers, those layers become better replicated. Thereby, the peers can better
help in offloading servers. In this case, we have demonstrated that the con-
tent provider can save up to 60% of server costs while using our mechanism.
Further, we have shown the superiority of the QoE-aware quality adaptation
mechanism, the DQoESQoE, which outperformed the other QoS-based strate-
gies and was able to provide an excellent score on the MOS scale. In this regard,
we have shown that a simple layer decision strategy based on choosing the base
layer and increasing slowly did not perform as good as the QoE-based strat-
egy. Subsequently, we evaluated the impact of QoE-based layer switching. The
simple switching strategy (DQoESSim) generated the least amount of layer
changes, but had the highest layer change amplitude. However, when using
our QoE-aware switching mechanism, lower change amplitudes were achieved
along with better overlay VQM quality. When varying the adaptation interval,
the DQoESQoE mechanism showed consistent results and outperformed the
other mechanisms for both relative received quality and VQM quality.
Finally, in Section 6.6, we have evaluated a prototype of the developed mech-
anisms using the German Lab test bed. We have seen that the prototype eval-
uations fit very well with our simulations. Additionally, we demonstrated the
feasibility of the presented quality adaptation mechanisms in real networks
and systems.

7
CONCLUS ION
In this thesis, we have explored the potential, performance, and impact of
quality adaptation using Scalable Video Coding (SVC) in Peer-to-Peer (P2P)
Video-on-Demand (VoD) systems. In this last chapter, we summarize this the-
sis, highlighting the contributions of each chapter. Subsequently, we present
the major contributions we have made in the context of a quality-adaptive
VoD system. We then finish this chapter by presenting possible directions for
future work.
7.1 thesis summary
The use of P2P technologies to support VoD systems is very appealing since
it enhances the capacity of the P2P network and, thus, either increases the
achievable bit rate or allows the system to support more peers simultaneously.
Nonetheless, existing P2P streaming systems suffer from major limitations
when it comes to supporting the wide spectrum of end user devices and het-
erogeneous network resources. This thesis addresses this issue by improving
the playback delay and video quality using quality adaptation mechanisms and
SVC that are aware of the Quality of Experience (QoE).
Chapter 1 "Introduction"motivated the need for using alternative delivery ar-
chitectures based on P2P techniques so that the cost for delivering multimedia
content can be reduced. It also highlighted the problem of peer heterogeneity,
and how quality adaptation is essential for such streaming systems. Further-
more, in Chapter 1, we presented our research goal, which is to improve video
quality and playback performance of P2P VoD systems by using SVC and sup-
porting peer heterogeneity.
Chapter 2 "Background" provided background information on major research
areas required to understand the content of this thesis. We have provided
an overview of the basics in multimedia delivery and how P2P can help in
reducing costs for content providers. In particular, we highlighted the ma-
jor pieces of information regarding P2P techniques, such as topologies and
scheduling algorithms. Since a major contribution of this thesis is QoE-aware
quality adaptation mechanisms, we provided information about prominent
multi-layer codecs and how video quality and QoE can be assessed and mea-
sured.
Chapter 3 "Related Work" detailed pieces of work related to ours. Those were
classified according to four categories: adaptive P2P VoD, P2P video stream-
ing and SVC, media-aware networking, and objective QoE in video streaming.
Different pieces of work in these four categories were presented, highlighting
the major differences from the system developed in this thesis.
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Chapter 4 "Basic System Design" presented the design of a P2P VoD system
upon which we built our quality adaptation mechanisms. In this regard, this
chapter detailed all algorithms and mechanisms we have developed in our
basic system design. Additionally, this chapter explained the prefetching and
upload strategies that helped to increase the benefit of using P2P techniques
in VoD systems.
Chapter 5 "Quality Adaptation in P2P Video-on-Demand" presented the ma-
jor contributions of this thesis. It was organized in three sections. The first
section, quality adaptation using SVC, presented our two-stage quality adap-
tation algorithm used to adapt the video quality to various static and dynamic
parameters of the peers and the system. This section additionally elaborated
on how SVC videos have to be handled in the context of a P2P system, thereby,
detailing various peer and block management techniques. The second section,
media-aware networking, presented our design for a network that takes into
account the priority of SVC videos when making resource allocation decisions.
Subsequently, we developed a possible router application architecture that can
better handle congestion by considering deadlines of video blocks and SVC
file characteristics. The third section, QoE-aware quality adaptation, detailed
a set of algorithms and techniques that extend QoS-based quality adaptation
mechanisms to also consider QoE characteristics of SVC videos. There, we
used a light-weight objective QoE metric, namely the Video Quality Metric
(VQM), which helped peers in making better choices as to which SVC quality
to choose. We divided the adaptation algorithms into two steps: layer deci-
sion and layer switching, where both use information about the QoE to have a
smoother adaptation achieving better performance with less server capacity.
Chapter 6 "System Evaluation" evaluated the devised quality adaptation mech-
anisms using an extensive simulation study. In four sections, we have demon-
strated the superiority of our system compared to the state of the art.
First, we have shown how our two-stage quality adaptation mechanism was
able to drastically reduce playback delay compared to a non-adaptive VoD
system. Peers with weak resources were thereby able to take part in the sys-
tem while all peers had homogenous performance in terms of playback delay
and continuous video playback. We have additionally identified an important
tradeoff in SVC-based P2P VoD systems: session quality (playback delay and
stalls) and SVC video quality (layer changes, received SVC layer) behave dif-
ferently when the adaptation interval is changed. Nonetheless, a value of 10
seconds provided good session and SVC video quality. This value is regarded
as an adaptation speed that fits well with the dynamics of P2P networks.
Second, using the developed media-aware solution, playback delay was re-
duced by 52% during congestion. In essence, we have seen that it is more
important for routers to prioritize video blocks near their deadline rather than
other blocks. The improved system performance was consistent over different
adaptation speeds of the peers, and, therefore, can be used in scenarios where
adaptation algorithms have to be adjusted by the system provider.
Third, our evaluations have shown that making the peers perform quality
adaptation based on objective QoE metrics allowed content providers to re-
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duce their bandwidth costs by up to 60%. Additionally, the developed mech-
anism provided the peers with better playback delays and SVC video quality
compared to earlier work. We have shown that an approach based on start-
ing always with the lowest quality and gradually increasing it [74] performs
poorly as it does not adapt well to available system resources.
Finally, the test bed evaluation of the prototype implementation of the qual-
ity adaptation mechanisms has demonstrated the accuracy of our simulation
models. Thereby, the same trends and tradeoffs were found for both prototype
and simulation studies regarding the session and SVC video quality.
7.2 contributions
We now detail the major contributions of our work in this thesis.
• The first major contribution is a set of Quality adaptation mechanisms that
leverages the power of SVC to improve the performance in terms of play-
back delay. The designed mechanisms have demonstrated that SVC is
essential in matching the video quality to peer and system resources. The
highest impact of using SVC was evident for the peers with weak re-
sources as they were able to take part in the system and have a playback
delay performance comparable to fast peers. We have shown the superi-
ority of the designed system in comparison to non-quality-adaptive sys-
tems, such as the case when MPEG4/AVC or similar video codec is used
[20, 38, 11, 75]. We have further identified major tradeoffs in the context of
SVC-based VoD system that have to be considered by system providers.
• The next major contribution is a group of Media-aware network manage-
ment techniques that make use of information about the video data to
improve system performance during network congestion. The designed
mechanisms do not cause any additional bandwidth costs. Rather, by sim-
ply using the priority of the transmitted blocks, better resource allocation
decisions are taken. We have seen that traditional methods [73] were not
able to provide the same performance as a full media-aware network that
understands and reacts to SVC video traffic. The proposed mechanisms
were able to reduce playback delay by 52% while showing a consistent
improvement with different adaptation intervals at the peers.
• Another major contribution of this thesis is a set of QoE-aware quality adap-
tationmechanisms that make use of QoE ratings of the different SVC qual-
ities to improve the performance perceived by the users. By making peers
favor getting SVC layers with high QoE-ratings, those layers become bet-
ter distributed and easier to find. This directly reduced the server traffic
by 60%, as the peers were able to satisfy their own demand without resort-
ing that often to the server to get video data. Additionally, performance
at the peers improved in terms of session quality and SVC video quality
compared to non-QoE adaptation mechanisms [13, 55, 70, 27, 66, 26, 103].
We use a light-weight objective QoE estimation method that does not re-
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quire any bandwidth and processing resources at the peers. This avoids
substantial overhead as reported in related work [105].
In addition to the contributions mentioned above, there are further findings
and insights that we have gained throughout our work. Thereby, the following
additional contributions were also made.
• A P2P VoD system that makes use of advanced prefetching and upload
strategies has been designed and presented in Section 4.1. Using those
mechanisms, peers with excess download bandwidth prefetch video pieces
that are useful for other peers. Playback stalls were reduced by 50% com-
pared to the state of the art used in other systems [96, 24]. Evaluation
results for those mechanisms are presented in Appendix A.3.
• A P2P VoD system capacity model was developed that considers the ma-
jor parameters in such systems while using both SVC (see Section 6.2)
and non-SVC videos (see Subsection 4.2.1). This model is capable of cal-
culating either the maximum number of supported peers or the required
server capacity for given network resources. Such a model is essential
for content providers to better provision their server resources, especially
when the number of active peers is fluctuating.
• We have performed an in-depth classification of multi-layer video coding
techniques (see Section 2.3). This classification helps to better understand
the differences between various techniques that aim at dividing a video
file into multiple layers that can be independently played.
• New metrics were developed that capture the performance of SVC-based
VoD systems. Typical systems restrict their analysis to the playback delay
and do not investigate other important metrics in the context of systems
where the video quality is changing. We have, therefore, devised SVC
video quality metrics that additionally take the SVC video performance
into account (see Section 6.1).
• A prototype of the SVC-based P2P VoD system has been implemented
(see Appendix A.2). The prototype employs the quality adaptation mech-
anisms explained in this thesis. Additionally, it encompasses the methods
used to parse SVC videos and the required mechanisms.
• The prototype has been extensively evaluated in the German-Lab test
bed [5]. We detailed the test bed and evaluation results in Section 6.6.
There, we showed that the results fit very well with our simulations. Ad-
ditionally, we demonstrated the feasibility of the presented quality adap-
tation mechanisms in real networks and systems.
7.3 outlook
This thesis has provided various contributions in the context of using SVC to
enable quality adaptation in P2P VoD systems. The problem of quality adapta-
tion stretches to different areas of the VoD system, where we have considered
required mechanisms at the edge, in the core, and in relation to user QoE.
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A P2P VoD system still relies on and interacts with many other system
aspects that range from adaptive server allocation [79], to locality-awareness
[16, 9], to incentive mechanisms [49, 10, 56], and to commercial considerations
[3, 8]. Therefore, there is much potential for future work to assess and evaluate
the impact and interactions of such mechanisms with the system designed in
this thesis.
Regarding adaptive server allocation, an interesting question arises as to
how can two major adaptation entities interact in one system. On one hand,
an adaptive server usually reacts to a resource deficit by assigning more server
resources. On the other hand, quality adaptation reacts to a resource deficit
by reducing the streamed video quality. More work has to be done in order to
investigate the complex interactions of these two adaptation techniques within
one system to design appropriate mechanisms.
Locality awareness is a major trend when it comes to P2P overlay applica-
tions. Various projects [89, 9, 85] have investigated mechanisms to keep P2P
traffic local within the same network. This is quite relevant to the media-aware
solution we presented in this thesis. Further work in this area can deal with
the tradeoff and performance of media awareness versus locality awareness.
Although this thesis assumed collaborative users in a closed system, the
devised mechanisms can, with slight modification, be used in an open system.
Here, SVC can be used to provide incentives for users to contribute resources.
For example, the system would provide only the lowest video quality to free
riders, i.e., users that do not contribute to others. The video quality may be
increased when the peers upload more data. Therefore, users would have a
concrete incentive to contribute to the system, since only then would they be
able to get the highest video quality.
Further, we have seen that if the content provider wants to use minimal
server resources, video stalling events are very probable. Here, more degrees
of freedom can be added to the system. For example, during long stalling
events, pre-loaded commercial spots could be displayed while the video is
loading. Such commercial spots could also be related to the video content,
creating a profitable platform for content providers.
7.4 final remarks
This thesis has identified and highlighted the need for using SVC in the context
of P2P VoD. Evidently, much of today’s VoD systems rely on single-layer video
codecs. Thereby, playback performance suffers greatly when peers with weak
resources use the system. This thesis has proposed novel quality adaptation
mechanisms using SVC that address the above-mentioned issue. While multi-
layer video coding techniques have been proposed by system designers, much
research regarding the required mechanisms that run in different areas in the
system was required.
After presenting the different contributions and insights of this thesis, we
are sure that the use of multi-layer video coding, such as SVC, is an important
step towards the future generation of quality-adaptive P2P VoD systems.
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A
APPENDIX
In this chapter, we provide further details that are part of the contributions
of this thesis. Thereby, we present how Scalable Video Coding (SVC) videos
are parsed to be used in a Peer-to-Peer (P2P) Video-on-Demand (VoD) sys-
tem. Subsequently, the prototypical implementation of our system is presented
highlighting the major challenges while implementing the VoD system beyond
simulations. Further, some additional simulations results regarding the devel-
oped prefetching and upload strategies are presented. Finally, we provide the
Video Quality Metric (VQM) data used for the Quality of Experience (QoE)-
aware quality adaptation mechanisms.
a.1 analyzing svc for p2p vod
Using SVC with a P2P VoD system is challenging, specifically, parsing SVC
videos to be used with P2P mechanisms. We now detail the methods and
approaches we took in order to make use of SVC and quality adaptation in the
P2P VoD prototype.
SVC provides a video with different qualities in one scalable bitstream. In
order for the peers to decide which video quality to choose, SVC metadata
information is needed. The metadata is extracted using the BitStreamExtractor
tool, which is part of the JSVM software [80]. The extracted metadata includes:
the number of layers, their bit rates, as well as the size of the different SVC
transmission units.
Each layer is marked with an ID that starts with zero for the base layer and
to n− 1 for the highest layer, given that there are n layers. Each quality in the
SVC file has a spatial layer with a spatialID, a temporal layer with a temporalID,
and a quality layer with a qualityID. Therefore, each layer is denoted by the
IDs of the three scalability dimensions as a tuple:
(spatialID, temporalID, qualityID). (A.1)
Each layer can have its own unique ID denoted by the layerID, defined as:
layerID = spatialID · (num. of quality layers) · (num. of temporal layers)
+ qualityID · (num. of temporal layers)
+ temporalID. (A.2)
Temporal scalability is simple since it merely divides the video file into video
frames. Since the temporalID for all spatial and quality layers within the same
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frame are the same, we define a simplified layer index for those layers. This is
denoted by the sqID, which is defined as:
sqID = spatialID · (num. of quality layers) + qualityID. (A.3)
Using Equation A.2 and Equation A.3, we can write the layerID as:
layerID = sqID · (num. of temporal layers) + temporalID. (A.4)
a.1.1 NAL Units, Frames, and SQ-Layers
The smallest entity of an SVC file (or any H.264/AVC video stream) is a Net-
work Abstraction Layer (NAL) unit [80]. There is usually one NAL unit for
each layer of each video frame. Additional information about the video for-
mat and layer dependencies are sent using so-called header NAL units. The
most important NAL unit types within SVC are depicted in Table 9.
ID NAL Unit Type Description
1 Non-IDR picture Base picture of a frame in the lowest quality
(sqID = 0)
5 IDR picture Same as above, but for a key picture (IDR frame)
6 SEI Supplemental enhancement information (header)
7 Seq parameter set Sequence parameter set (header)
8 Pic parameter set Picture parameter set (header)
14 Prefix NAL unit Information about dependencies between
the layers (header)
15 Subset seq parameter set Subset sequence parameter set (header)
20 Scalable extension Additional picture data of a frame for higher
spatial and quality layers (sqID > 0)
Table 9: Most important NAL unit types.
A video file is divided into many frames, each representing one image of
the video sequence. Each frame is identified with a certain temporalID. The
way temporal scalability is realized is important for the decoding and play-
back of the SVC video. Although three frames F1, F2, and F3 will be played
in that order, F2 might be a B-frame and, therefore, can only be decoded after
having received F1 and F3. Subsequently, the decoding order in this example is
F1, F3, and F2. The decoding order is important when selecting blocks for trans-
mission, as it plays a major role in the priority calculation for block selection
mechanisms.
Each frame contains picture data for each combination of spatial and quality
layers, which are represented by the sqID index. Figure 55 illustrates a single
frame with its spatial and quality layers (SQ-layers).
A frame always starts with a Supplemental Enhancement Information (SEI)
NAL unit, sequence parameter set, picture parameter set, and subset sequence
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spatialID:  0
qualityID:  0
spatialID:  1
qualityID:  0
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Figure 55: A single frame and its SQ-layers.
parameter set. These NAL units are standard H.264/AVC header NAL units.
They are preceded with a prefix NAL unit, which contains header information
for decoding the layers of the frame. All these header NAL units are part
of the base layer, which means they belong to sqID = 0 for each frame. The
payload picture data for the base layer is stored in a picture NAL unit, which
is either a non-IDR or an IDR picture. The difference between both is described
in Subsection A.1.2.
For proper playback of SVC files the base layer has to be available for each
IDR period. This means the lowest resolution (spatialID = 0) and lowest quan-
tization quality (qualityID = 0), or in other words: sqID = 0, for all frames have
to be available. The reason behind this is that this base layer constitutes the
H.264/AVC basic video stream, essential for playback1.
The prefix NAL unit along with the picture NAL units hold all the informa-
tion required to decode the base layer for a certain frame for sqID = 0.
All enhancement layers with sqID > 0 are stored in so-called scalable exten-
sion NAL units. There is one scalable extension for each enhancement layer
sqID.
Table 10 shows an example on the NAL units of the first five frames of an
SVC file with 3 spatial, 4 temporal, and 1 quality layers.
a.1.2 IDR Periods
An IDR period is defined as the set of frames which all have the same SQ-layer
level or quality. An IDR period always starts with an IDR frame, i.e., a key
frame that can be decoded independently. The rest of the frames within the
IDR period are mostly prediction frames that are generated based on predic-
tion information and are denoted as non-IDR frames. Nonetheless, other key
frames can be found in a single IDR period.
Figure 56 shows an example of three IDR periods of a video file. This file
has 49 frames per IDR, 24 frames per second frame rate, and, therefore, 2.042
seconds long IDR periods.
Choosing the correct size of an IDR period is quite challenging. On one
hand, having longer IDR periods increases the efficiency of the video coding
1 For the actual playback, we use a modified version of the MPlayer: http://www.mplayerhq.hu,
based on the open SVC decoder: http://sourceforge.net/projects/opensvcdecoder/.
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Frame NAL Unit ID NAL Unit Type layerID (s, t,q) temporalID sqID
0 6 SEI 0 (0,0,0) 0 0
0 7 Seq parameter set 0 (0,0,0) 0 0
0 15 Subset seq par set 0 (0,0,0) 0 0
0 15 Subset seq par set 0 (0,0,0) 0 0
0 8 Pic parameter set 0 (0,0,0) 0 0
0 8 Pic parameter set 0 (0,0,0) 0 0
0 8 Pic parameter set 0 (0,0,0) 0 0
0 14 Prefix NAL unit 0 (0,0,0) 0 0
0 5 IDR picture 0 (0,0,0) 0 0
0 20 Scalable extension 4 (1,0,0) 0 1
0 20 Scalable extension 8 (2,0,0) 0 2
1 14 Prefix NAL unit 0 (0,0,0) 0 0
1 1 Non-IDR picture 0 (0,0,0) 0 0
1 20 Scalable extension 4 (1,0,0) 0 1
1 20 Scalable extension 8 (2,0,0) 0 2
2 14 Prefix NAL unit 1 (0,1,0) 1 0
2 1 Non-IDR picture 1 (0,1,0) 1 0
2 20 Scalable extension 5 (1,1,0) 1 1
2 20 Scalable extension 9 (2,1,0) 1 2
3 14 Prefix NAL unit 2 (0,2,0) 2 0
3 1 Non-IDR picture 2 (0,2,0) 2 0
3 20 Scalable extension 6 (1,2,0) 2 1
3 20 Scalable extension 10 (2,2,0) 2 2
4 14 Prefix NAL unit 3 (0,3,0) 3 0
4 1 Non-IDR picture 3 (0,3,0) 3 0
4 20 Scalable extension 7 (1,3,0) 3 1
4 20 Scalable extension 11 (2,3,0) 3 2
Table 10: All NAL units of the first 5 frames of the video used for the prototype eval-
uation.
process [83]. On the other hand, one IDR is the basic unit for quality adapta-
tion since all frames within one IDR must be played with the same quality2.
Therefore, having a long IDR period increases coding efficiency but makes the
system slow in reacting to resource changes. Having a short IDR enables fast
quality adaptation, but suffers from low coding efficiency.
2 For example, if an IDR is available in sqID = 1 and temporalID = 2, all SQ-layer parts with
sqID ￿ 1 must be available of all frames with temporalID ￿ 2. Frames and SQ-layers with
sqID > 1 and temporalID > 2 are only stored to the video file on disk if whole IDR period is
available in the cache.
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Figure 56: Frames are merged together to IDR Periods.
While trying to address this tradeoff, we ask the question: how fast should
quality adaptation be performed? Motivated by the findings presented in [72],
which indicates that a too frequent layer change, i.e., faster than two seconds,
is not recommended, we decided to set the limit of the IDR period to two
seconds.
a.1.3 Packing NAL Units Into Blocks
P2P blocks are used for the actual transmission of the video data over the P2P
network. In P2P systems it is common to use blocks of fixed sizes. Therefore,
we need to pack multiple NAL units into fixed-sized blocks.
In order to maximize the filling of blocks, we need to put as much NAL units
as possible in a single block. Nonetheless, each block should only carry NAL
units of the same layer in order to make the whole block useful for any peer.
Therefore, multiple SQ-layer parts of a certain sqID of several frames with the
same temporal layer are packed together. In this way, we can assign a certain
layerID for each block, making it easier for the peers to map the block number
to an SVC layer.
Since we cannot perfectly pack NAL units into blocks, we try to maximize
the utilization of blocks. Therefore, NAL units are packed into blocks until
they cannot hold any other NAL units of the same layer. The only exception is
when a single NAL unit is larger than the block itself. In this case, those NAL
units will be packed into special large blocks.
In Table 11, we show the number of used P2P streaming blocks for each layer
for the SVC file used in the test best evaluation. As we notice, enhancement
layers of temporal layers, i.e., layers with index 1, 2, 3, 5, 6, 7, 9, 8, 10, and 11
can be packed into less blocks since they are quite small.
Additional information about the SVC file used for the testbed evaluation
presented in Section 6.6, namely: frames per IDR, number of IDR periods, and
IDR period length, are shown in Table 12.
a.2 prototype design and implementation
In this section, we present the prototype implementation of our system. This
section is divided into two parts. The first details the prototype implemen-
tation of the basic P2P VoD system described in Chapter 4. The second part
deals with using SVC and the required quality adaptation mechanisms and
their realization in the basic P2P VoD prototype as described in Chapter 5.
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Layer SVC Level Picture size Frame rate Total Bit Rate Number of P2P
Index (d,t,q) (Pixels) (fps) (Kbps) Blocks
0 (0,0,0) 176× 144 3.75 fps 167.78 kbps 55
1 (0,1,0) 176× 144 7.50 fps 197.73 kbps 10
2 (0,2,0) 176× 144 15.00 fps 218.81 kbps 7
3 (0,3,0) 176× 144 30.00 fps 237.91 kbps 7
4 (1,0,0) 352× 288 3.75 fps 984.39 kbps 300
5 (1,1,0) 352× 288 7.50 fps 1278.66 kbps 91
6 (1,2,0) 352× 288 15.00 fps 1545.65 kbps 80
7 (1,3,0) 352× 288 30.00 fps 1764.70 kbps 65
8 (2,0,0) 704× 576 3.75 fps 2332.70 kbps 560
9 (2,1,0) 704× 576 7.50 fps 2893,37 kbps 90
10 (2,2,0) 704× 576 15.00 fps 3349.10 kbps 62
11 (2,3,0) 704× 576 30.00 fps 3721.95 kbps 50
Table 11: SVC video structure with respective quality levels, total bit rates, and num-
ber of P2P blocks.
Parameter Value
Highest bit rate 3721.95 kbps
Block size 64 KB
Total number of blocks 1377
Max frames per second 30
Frames per IDR 50
Number of IDR Periods 200
IDR period length 1.67 seconds
Table 12: Additional information on the used SVC video file.
a.2.1 Basic P2P VoD Prototype
This section presents the design of the prototype of our P2P VoD system called
P2PStream.KOM. A screen shot of the streaming application is presented in
Figure 57.
For the sake of brevity, we restrict the descriptions in this section to the
more high-level algorithms and architecture. These are shown in Figure 58. The
algorithms are executed in the following order: joining the network, regular
state exchange, video search, peer discovery, connection establishment, initial
choking, block selection, choking and unchoking, and finally download and
playback.
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Figure 57: Screenshot of the P2PStream.KOM application during runtime.
Joining the Network
Joining the network is performed as soon as the user starts the P2PStream.KOM
application. The basic configuration used to initialize the streaming application
is retrieved from a configuration file.
It is important for the tracker to know the public IP of each peer, therefore,
the Session Traversal Utilities for NAT (STUN) protocol is used. The next step
is to prepare for receiving connections from other peers. Therefore, a Transmis-
sion Control Protocol (TCP) socket for incoming connections is opened. If the
default port of 1234 is blocked, then a random port is chosen. By combining
the IP address and the port number of the peer, a unique peer identifier is
created. This peer ID is used for all further communication with the tracker,
server, and other peers.
Joining the 
Network
Regular State 
Exchange
Video Search
Peer Discovery
Connection 
Establishment
Chocking and 
Unchocking
Block Selection
Initial Choking
Download and 
Playback
Figure 58: Algorithm workflow of the P2PStream.KOM prototype.
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The next step is to launch the Graphical User Interface (GUI) of the P2PStream.KOM
application. A connection to the tracker is established, and a list of locally
shared videos is announced. The streaming application scans within a specific
video directory for the videos shared at the peer.
To keep track of all received video blocks even after the streaming applica-
tion is restarted, an index file and properties file are maintained at each peer
for every video. The index file contains the block map, that keeps record of
all video blocks that haven been downloaded. The properties file, on the other
hand, contains the metadata of the video. This includes information on the
used video codec, for example whether single or multi-layer. Additionally, it
contains its length, resolution, and bit rate. If the index or property files do not
exist for a certain video, they are created.
The peer that is the first to share a certain video has to generate its metadata
so that other peers can correctly play the video. The metadata of a video is
created using the MediaInfo3 library for single-layer videos and using the Bit-
StreamExtractor tool [80] for SVC videos. Each video has a unique identifier
based on the MD5 checksum. Thereby, changing the file name does not lead
to a new video in the system.
Regular State Exchange
From the time a peer joins until it leaves, the peer will regularly, default every
5 seconds, report its status to the tracker. This is similar to other systems, e.g.
BitTorrent [24], where this is known as the keep-alive message. A peer status
message contains the following information.
• The peer’s identifier and address (IP and port).
• Its current status within the streaming system, whether it is a downloader
or uploader.
• Its maximum user set download and upload bandwidth capacities.
• Its current download and upload bandwidth utilization.
• Its current streaming state: the video being watched, playback position,
and download progress.
• How well are the playback buffer and high priority set are filled with
video data.
The tracker stores the data along with a timestamp so that to detect peers
that do not send status reports on time. Usually, all peers that do not report
fast enough to the tracker, will be removed from the database.
Based on the number of online peers, a dynamic upload bias probability
is calculated by the tracker. This probability, is used by the peers to balance
low and high priority requests (see Section 4.2). After a peer has joined the
network, the tracker directly assigns it to a server so that it can always have a
reliable data transmission.
3 www.mediainfo.sourceforge.net
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After the tracker has received the announce message, it proceeds by process-
ing the peer state and returns the following information:
• The address of the assigned server and an access permit.
• The new dynamic upload bias probability P.
Video Search
After the peer has connected and received the basic information from the
tracker, the next step is for the user to search for some video content. This
is done using a simple keyword search. Thereby, the search string entered by
the user is sent to the tracker as a part of a search message. The tracker runs a
search query on its local database and returns back a list of matches. The list
of hits contains additional metadata about the videos in order to help the peer
decide on the correct video file. This includes:
• Video name and ID
• Video duration in minutes
• Video bit rate
• Number of blocks
The GUI will then display the list of matches in the search results box. It is
worth mentioning that since we use the MD5 hash of the video files, announc-
ing the same file with different names does not lead to duplicates.
The next step takes place when the user selects one of the returned videos
and starts the streaming process. This will trigger the following steps in the
streaming application: peer discovery, connection establishment, initial chok-
ing, block selection, chocking and unchoking, and, finally, download and play-
back. These are explained next.
Peer Discovery
In order to find out which other peers are also streaming the same selected
video, a request message is sent to the tracker. This message contains the se-
lected video ID, where the tracker returns a list of 50 peers that are also stream-
ing the same video file. This list is randomized in the sense that it may contain
both downloader and uploader peers, as well as peers with an advanced play-
back position and others with a close playback position.
In order to perform better peer discovery, the peers can additionally be
sorted according to some criteria. For example, the tracker can perform load
balancing by sorting the peers by their current upload utilization. Thereby,
peers that are not uploading a lot are put on the top of the list and are pre-
ferred for selection.
Since some of the discovered peers may leave the system either gracefully
(playback finished) or ungracefully (hardware failures), the peer may request
new peers from the tracker so that video delivery is sustained.
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Connection Establishment
After the peer has discovered other peers streaming the same video, the re-
questing peer starts to establish connections to those peers. This is done until
the download connections limit has been reached. The point of having a certain
number of connections is that having too less leads to suboptimal utilization of
the download capacity, while having too many increases the chances of block
timeout as the capacity of each individual connection is too low. The default
used, and which has shown to exhibit the best results, is 10 connections. Such
a value has also been reported in [63].
When a downloader peer attempts to establish a connection to another up-
loader peer, a handshake protocol is used to have the ability to reject con-
nections as presented in Chapter 4. Connections are rejected in the case the
number of upload connections is reached.
As soon as the first connection has been established, the downloader peer re-
quests the properties or metadata file of the video file. Additionally, a dummy
file with the same size reported in the metadata is created. This file will be
filled progressively with the video data received from other peers.
For every uploader peer, the block map is requested. This block map, as ex-
plained in Chapter 4, contains a list of blocks already downloaded. The block
map of the connected uploader peers are updated regularly so that the infor-
mation available at the downloader peers is fresh.
Initial Choking
Since having too many simultaneous upload transmissions would lead to low
effective capacity for each individual connection, it is important to keep a limit
on the number of peers that download video data at once. Therefore, all con-
nected peers are constantly evaluated whether they are eligible to receive an
active upload connection. The initial connection does not directly mean that
the peer can download data. This is denoted by the initial choking, i.e., no
video data is sent from the uploader to the downloaded peer. As long as the
downloader peer is in the choked state, it regularly sends a list of needed
blocks and asks to be un-choked. Next we go over the block selection mecha-
nisms that determine the list of needed blocks.
Block Selection
Before we detail the block selection algorithms, we first present the video struc-
ture used in the prototype.
video structure . A video file is virtually divided into n blocks of a de-
fault size of 64 KB. Having fixed sized-blocks makes the block management
algorithms simpler. In Subsection A.1.3 we have presented how SVC NAL
units with variable sizes can be packed into the fixed-sized blocks.
As shown in Figure 59, all blocks of the video files are divided into four sets.
• Already played blocks are those that have already been played and are
located behind the playback position.
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Figure 59: Video file structure in P2PStream.KOM.
• The playback buffer blocks are those immediately starting at the playback
position and covering an equivalent of seven seconds of video. This play-
back buffer is used to absorb any short-term fluctuations in the download
throughput. Playback is stopped once the buffer is completely empty and
is only resumed once the buffer is full.
• The high priority set starts at the playback buffer and has a configurable
length. By default, it is twice as large as the playback buffer. The blocks
within this set are requested in sequence so that to match the need of the
video player.
• The low priority set constitutes the rest of the blocks that are not directly
important for playback. This set is used to prefetch video blocks that are
interesting for other peers in the system.
Block selection is performed every time the peer gets choked and un-choked
as follows:
• After the downloader peer is choked, the peer has to determine its needed
video blocks and announces them at the uploader. This information is
used by the uploader to re-evaluate whether it should unchoke the down-
loader peer or not.
• In case the peer gets unchoked, the peer has to determine the actual
blocks it wants to retrieve from the uploader. Since the block that was re-
ported in the previous choking round might have already been requested
from some other uploader, this step is essential to keep the uploader in-
formed concerning the required blocks.
For the actual block selection, the peer always selects from the high priority
set as long as it is not full. Otherwise, the peer would select blocks from the low
priority set. Details regarding the block selection algorithms were presented in
Section 4.1.
Choking and Unchoking
Every five seconds, the uploader peer has to reevaluate its choking decisions,
i.e., to which peers should the upload connections be assigned. Since the high
136 appendix
and low priority sets have different roles in the streaming process, both re-
quests are separately reported in the unchoking process. Within each set, high
and low priority unchoking requests are evaluated separately.
For the high priority blocks, the requests are sorted according to the play-
back deadline. This means that peers needing blocks closer to their playback
positions are unchoked first, thereby reducing the chance of having a stalled
playback.
For the low priority blocks, the blocks are sorted according to the Soon Most
Needed (SMN) score as calculated in Subsection 4.2.2. This means that blocks
that are more urgently needed in certain peer neighborhoods are uploaded
first.
Regular (i.e., non-server) peers serve high priority requests with a dynamic
probability, the so called upload bias probability P, which is computed at the
tracker as explained in Subsection 4.2.3.
The number of concurrent upload connections is calculated based on the
upload capacity of the peer. Therefore, the faster is a peer, the more simul-
taneous upload transmissions it can support. This mechanism helps in better
supporting the heterogeneous resources available in the P2P network.
Download and Playback
Once a peer receives an unchoke message from the uploader, the block selec-
tion algorithms is executed to determine the actual block to request, which is
sent to the uploader. After the block has been received and given that the peer
is still unchoked, further requests are sent the uploader. This is done until the
peer has finished downloading the whole video file or if the peer gets choked,
for example due to an advanced download progress compared to other peers.
When the buffer has been filled, playback is started. At this time the playback
monitor is executed so that to launch the video player. In case the buffer runs
low, playback is paused until the buffer is full.
a.2.2 Quality Adaptation and SVC Block Selection
Quality adaptation mechanisms are essential in matching the video quality
with available peer and system resources. We have extensively described our
quality adaptation algorithms in Subsection 5.1.4.
Based on the static peers resources, the Initial Quality Adaptation (IQA)
selects a target layer with which the download bandwidth is maximized. Ad-
ditionally, the Progressive Quality Adaptation (PQA) adapts to the real time
resources and changes the video quality according to available throughput.
Within the prototype configuration, it is possible to define a minimum and a
maximum layer for the three dimensions of scalability where it is possible for
the user to set a minLayer and a maxLayer. Thereby, the user may provide pref-
erences regarding the desired video quality. While the minLayer and maxLayer
are used as global limitations, the IQA and PQA take those constraints into
account while making the layer selections.
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Playback of the SVC video is started only of the playback buffer is full with
at least the layer selected by the PQA or the IQA in case the PQA has not been
made yet. If a NAL unit belonging to the selected layer is missing, playback is
paused.
Block Selection Order
The basic idea behind the order of the block selection in P2PStream.KOM is
shown in Figure 60.
Playback
position
High priority
set
Low priority
set
SVC Layer
PQA
IQA
Figure 60: Order of block requests based on SVC. High priority requests are deter-
mined by the PQA while the low priority ones are determined by the IQA.
For the high priority set, we perform a base-layer-first strategy with the
PQA-selected layer used as a target layer. This is done since the PQA reflects
real time resources, thereby, its selected layer reflects the streamable quality.
Additionally, the high priority set is requested, as shown in Figure 60, starting
with the base layer and gradually going up to higher layers. The goal of this
approach is to have the possibility to play the video as soon as possible. Fur-
ther, since the PQA may decrease the layer when available resources degrade,
this mechanism helps in minimizing the amount of useless layers in case the
PQA drops down the quality.
Regarding the low priority set, the IQA-selected layer is used as a target
layer. The reason behind this is that if a peer is able to download from the
low priority set, it indicates that it is enjoying a relatively good throughput.
Therefore, this peer should try to maximize the downloaded layer according
to the highest possible quality, i.e., the quality selected by the IQA. Since the
high priority set can have a rather large size, we do not perform a base-layer-
first selection strategy, as shown in Figure 60,
a.3 evaluation of the prefetching and upload strategies
In this section, we present additional evaluation results that compliment those
presented in Chapter 6. Subsequently, we focus on assessing the impact of the
prefetching and upload strategies presented in Section 4.2.
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In order to show the benefits of the proposed approach we conduct two
groups of experiments: (1) comparison of the rarest-first and SMN prefetching
strategies and (2) evaluation of the best upload bias probability p. In the follow-
ing, we make use of relatively long videos, such as television series or movies.
The content provider is interested in guaranteeing playback performance up
to a certain number of users depending on server capacity and content prop-
erties. It is also interested in maximizing revenues by minimizing traffic it is
serving.
We use a peer bandwidth model with uniform values for all peers with 1024
kbps download and 256 kbps upload link capacities, which are reported to
be the average speed of today’s Internet users [14]. The rest of the simulation
workload is configured according to Table 13.
Parameter Value
Video length 60 minutes
Video bit rate 512 kbps
Available servers 4
Server capacity (up) 4086 kbps
Peer capacity (up) 256 kbps
Peer capacity (down) 1024 kbps
Playback buffer size 7 seconds
Piece size 64 KB
Number of pieces 1800
Neigborhood size 16
Table 13: Simulation setup used to evaluate the prefetching and upload strategies.
The main scenario we use to evaluate our prefetching and upload algorithms
is based on a double flash crowd scenario, shown in Figure 61.
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Figure 61: The double flash crowd scenario.
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This scenario is based on the idea that people go home at 6pm, they would
start streaming some series or similar content creating a first flash crowd effect.
After some drop in active users, another flash crowd takes place at around 8pm
which is known as the primetime, where many users join the system to watch
the video content. In our simulation, 120 and 180 peers join the system during
the first and second flash crowds respectively, resulting in a total of 280 peers.
Both crowds follow an exponential distribution.
a.3.1 Soon-Most-Needed Prefetching
To have a fair comparison, piece selection of high priority pieces is based on
an in-order selection, while prefetching is based on either SMN or rarest-first.
The results of this comparison are shown in Figure 62, where Figure 62a shows
the number of stalling events for the whole simulation, and Figure 62b shows
average stalling duration for each stalling event.
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(a) Number of stalling events for all peers over the whole sim-
ulation run.
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(b) Average, minimum and maximum stalling duration per
stalling event.
Figure 62: Performance comparison of the different prefetching strategies.
We found that using SMN resulted in better performance than rarest-first,
which in turn performed better than deadline. Although the fact that deadline-
based prefetching performs the worst might be surprising at first, it can be ex-
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plained by the weak piece distribution this strategy inflicts. Such performance
was also reported in [40].
Comparing SMN and rarest-first, rarest-first generated 835 stalling events
while SMN generated only 353 (around 50% better performance). In addition,
the average duration of each stalling event is 45% shorter when using SMN.
The performance advantage for SMN can be explained by the fact that this
strategy prepares the system, already from the beginning, for flash crowds
by prefetching those pieces that will soon be needed by the neighborhood.
Therefore, peers already longer in the system have good piece distribution
in terms of how much those are needed. Hence, those peers would offload
servers by exchanging those pieces already prefetched, while servers can serve
new comers until they can start prefetching and support other peers.
a.3.2 Dynamic Upload Strategy
The second set of simulations aims at evaluating the proposed dynamic upload
strategy. We compare the adaptive strategy that controls the probability p (as
presented in Subsection 4.2.3) with static upload bias probability p ranging
from zero to one with 0.1 increments. The results are depicted in Figure 63.
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Figure 6.9: Evaluation of static vs. dynamic probability.
p Stalling Events Avg. Stalling Duration Avg. Startup Delay
p = 0 3,300 12.0s 6.9s
p = 0.1 1,221 9.7s 7.6s
p = 0.2 895 9.6s 7.9s
p = 0.3 1,332 9.4s 8.2s
p = 0.4 1,385 9.9s 8.4s
p = 0.5 797 9.2s 8.5s
p = 0.6 1,150 10.2s 8.8s
p = 0.7 329 9.6s 8.8s
p = 0.8 497 9.8s 8.7s
p = 0.9 568 9,7s 9.0s
p = 1 1,210 10,8s 9.1s
p = dyn 358 8,7s 7.1s
Table 6.3: Simulation results for different p values
QoE rating than the best static value. Additionally it has to be noted that when using different simulation
6.8 Upload Decision 43
(a) Average startup delay.
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Figure 6.9: Evaluation of static vs. dynamic probability.
p Stalling Events Avg. Stalling Duration Avg. Startup Delay
p = 0 3,300 12.0s 6.9s
p = 0.1 1,221 9.7s 7.6s
p = 0.2 895 9.6s 7.9s
p = 0.3 1,332 9.4s 8.2s
p = 0.4 1,385 9.9s 8.4s
p = 0.5 797 9.2s 8.5s
p = 0.6 1,150 10.2s 8.8s
p = 0.7 329 9.6s 8.8s
p = 0.8 497 9.8s 8.7s
p = 0.9 568 9,7s 9.0s
p = 1 1,210 10,8s 9.1s
p = dyn 358 8,7s 7.1s
Table 6.3: Simulation results for different p values
QoE rating than the best static value. Additionally it has to be noted that when using different simulation
6.8 Upload Decision 43
(b) Average stalling duration per stalling event.
Figure 63: Evaluation and impact of static and dynamic upload bias probability p on
system performance.
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As can be seen in Figure 63, session quality indicators (i.e., start-up delay,
and average stalling duration) show better performance when using our adap-
tive strategies.
a.4 vqm evaluations of test videos
Table 14, Table 15, and Table 16 detail the VQM ratings of the three SVC video
used for the simulative evaluation of the adaptation mechanisms presented in
Section 6.5. Details on how this data was derived are presented in [113].
Spatial Temporal SNR Data rate VQM
level (d) level (t) level (q) (Mbyte/s) rating
0 0 0 0.099502 0.7080
1 0 0 0.237859 0.6980
2 0 0 0.344678 0.6991
3 0 0 0.483708 0.7017
0 1 0 0.116962 0.5987
1 1 0 0.278904 0.5755
2 1 0 0.405544 0.5699
3 1 0 0.571487 0.5720
0 2 0 0.133664 0.4173
1 2 0 0.319317 0.3905
2 2 0 0.467042 0.3859
3 2 0 0.662858 0.3886
0 3 0 0.148941 0.2617
1 3 0 0.356181 0.2279
2 3 0 0.521065 0.2230
3 3 0 0.742194 0.2253
0 4 0 0.164336 0.0557
1 4 0 0.394226 0.0188
2 4 0 0.574822 0.0089
3 4 0 0.820000 0.0000
Table 14: The VQM ratings of the blue sky video.
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Spatial Temporal SNR Data rate VQM
level (d) level (t) level (q) (Mbyte/s) rating
0 0 0 0.083343 0.7838
1 0 0 0.196833 0.7635
2 0 0 0.326427 0.7580
3 0 0 0.508360 0.7605
0 1 0 0.124848 0.6141
1 1 0 0.295807 0.5816
2 1 0 0.486092 0.5734
3 1 0 0.749941 0.5762
0 2 0 0.174872 0.4276
1 2 0 0.423468 0.3874
2 2 0 0.688186 0.3803
3 2 0 1.046318 0.3846
0 3 0 0.216091 0.2345
1 3 0 0.534859 0.1730
2 3 0 0.881488 0.1635
3 3 0 1.333625 0.1676
0 4 0 0.235070 0.1170
1 4 0 0.591817 0.0318
2 4 0 1.003290 0.0123
3 4 0 1.540000 0.0000
Table 15: The VQM ratings of the crowd run video.
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Spatial Temporal SNR Data rate VQM
level (d) level (t) level (q) (Mbyte/s) rating
0 0 0 0.089190 0.7204
1 0 0 0.195647 0.6977
2 0 0 0.338438 0.6896
3 0 0 0.568799 0.6913
0 1 0 0.134219 0.5629
1 1 0 0.298488 0.5298
2 1 0 0.528358 0.5213
3 1 0 0.890658 0.5230
0 2 0 0.180994 0.4292
1 2 0 0.418088 0.3900
2 2 0 0.778516 0.3863
3 2 0 1.328312 0.3825
0 3 0 0.197295 0.2924
1 3 0 0.473345 0.2418
2 3 0 0.956511 0.2317
3 3 0 1.703705 0.2350
0 4 0 0.202510 0.1064
1 4 0 0.487983 0.0306
2 4 0 1.004883 0.0126
3 4 0 1.850000 0.0000
Table 16: The VQM ratings of the park joy video.
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