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Abstract
Suppose G is a ﬁnite abelian group and S = g1 · · · gl is a sequence of elements in
G. For any element g of G and A ⊆ Z\ {0}, let NA,g(S) denote the number of
subsequences T =
∏
i∈I gi of S such that
∑
i∈I aigi = g , where I ⊆ {1, . . . , l}
and ai ∈ A. The purpose of this paper is to investigate the lower bound for
NA,0(S). In particular, we prove that NA,0(S) ≥ 2|S|−DA(G)+1, where DA(G) is
the smallest positive integer l such that every sequence over G of length at least
l has a nonempty A-zero-sum subsequence. We also characterize the structures
of the extremal sequences for which the equality holds for some groups.
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1. Introduction
Suppose G is a ﬁnite abelian group and S is a sequence over G. The
enumeration of subsequences with certain prescribed properties is a classical
topic in Combinatorial Number Theory going back to Erdös, Ginzburg and
Ziv (see Erdös et al. [7], Geroldinger and Halter-Koch [14]) who proved that
2n − 1 is the smallest integer such that every sequence S over a cyclic group
Cn has a subsequence of length n with zero-sum. This raises the problem of
determining the smallest positive integer l such that every sequence S = g1 · · · gl
has a nonempty zero-sum subsequence. Such an integer l is called the Davenport
constant of G (see Davenport [6]), denoted by D(G), which is still unknown in
general.
There are diﬀerent ways to generalize or modify these problems introducing
weights. A particularly popular one introduced by Adhikari et al. [1], Adhikari
and Rath [2] is to ﬁx a certain set of weights A, a subset of the integers, and to
ask for the existence of a weighted subsequence with zero-sum, i.e.,
∑
i∈I aigi =
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20 for some nonempty subset I ⊂ {1, . . . , l} and ai ∈ A. The resulting constant is
then called the A-weighted Davenport constant and is denoted by DA(G). That
is, there is some speciﬁed set of admissible weights and one is free to use each
weight as often as desired. There are also investigation in the situation where the
multiplicities for each weight are prescribed, see, e.g., Gao and Geroldinger [11,
Section 9] for an overview; yet we do not consider this version of the problem.
For any g of G, let NA,g(S) (when A = {1} we write Ng(S)) denote the num-
ber of weighted subsequences T =
∏
i∈I gi of S = g1 · · · gl such that
∑
i∈I aigi =
g, where I ⊆ {1, . . . , l} is a nonempty subset and ai ∈ A. For A = {1}, in 1969,
Olson [20] proved that N0(S) ≥ 2|S|−D(G)+1 for every sequence S over G of
length |S| ≥ D(G). Subsequently, several authors Bialostocki and Lotspeich
[3], Cao and Sun [4], Füredi and Kleitman [8], Gao [9, 10], Gao and Geroldinger
[12], Gao and Peng [13], Grynkiewicz [15], Grynkiewicz et al. [16], Guichard
[17], Kisin [18] obtained a huge variety of results on the number of subsequences
with prescribed properties. Recently Chang et al. [5] found the lower bound of
Ng(S) for any arbitrary g.
In this paper, we determine a lower bound for NA,0(S), where A ⊆ Z \ {0}.
We also characterize the structures of the extremal sequences which attain the
lower bound for some groups. In the case A = {1, 2, . . . , n− 1} and n = exp(G)
we determine the best possible lower bound of NA,g(S) for an arbitrary g of G.
2. Notation and lower bound
We follow the conventions of Gao and Geroldinger [11] and Geroldinger
and Halter-Koch [14] for notation concerning sequences over an abelian group.
We present some notions and we ﬁx the notation concerning sequences over
an abelian group. Let N0 denote the set non-negative integers. For integers
a, b ∈ N0, we set [a, b] = {x ∈ N0 : a ≤ x ≤ b}. Throughout, all abelian groups
are written additively.
For a sequence
S =
m∏
i=1
gi =
∏
g∈G
gvg(S) ∈ F (G) ,
where F (G) is the free abelian monoid with basis G, a subsequence T |S is
written as T = gi1···gik , with {i1, . . . , ik} ⊆ [1,m]; we denote by IT the index
set {i1, . . . , ik} of T , and identify two subsequence S1 and S2 if Is1 = Is2 .
Let S1, . . . , Sr be r subsequences of S; we denote by gcd(S1, . . . , Sr), which
will represent simply by (S1, . . . , Sr), as the subsequence of S with set index
IS1 ∩ · · · ∩ ISr . We say two subsequence S1 and S2 are disjoint if (S1, S2) = λ,
where λ represents the empty sequence. If S1 and S2 are disjoint, then we
denote by S1S2 a subsequence with set index Is1 ∪ Is2 ; if S1|S2, we denote by
S2S
−1
1 the subsequence with set index Is2 \ Is1 . Moreover, we deﬁne
(i) |S| = m =
∑
g∈G vg (S) the length of S,
(ii) σa (S) =
∑m
i=1 aigi, with a = a1 · · ·am ∈ F(A), where F (A) is the free
abelian monoid with basis A.
3(iii)
∑
A (S) =
{∑
i∈I aigi : ∅ 6= I ⊆ [1,m] and ai ∈ A
}
.
According to the above deﬁnitions adopt the convention that σa (λ) = 0, for
any a ∈ F(A). For convenience, we deﬁne
∑•
A (S) =
∑
A (S) ∪ {0}.
The sequence S is called
(i) an A-zero-sum free sequence is 0 /∈
∑
A (S),
(ii) an A-zero-sum sequence if σa (S) = 0 for some a ∈ F(A).
(iii) a squarefree sequence if vg(S) ≤ 1, for all g ∈ G.
For an element g ∈ G, let
NA,g (S) =
∣∣∣∣∣
{
I ⊆ [1,m] :
∑
i∈I
aigi = g, ai ∈ A
}∣∣∣∣∣
denote the number of subsequences T of S with σa (T ) = g for some a ∈ F(A),
counting the multiplicity of T in S.
Theorem 1. If S is a sequence over a finite abelian group, then
NA,0 (S) ≥ 2
|S|−DA(G)+1,
where A ⊆ Z \ {0}.
Proof. We divide the proof in two cases.
1º Case 0|S.
We proceed by induction on |S| = m. Suppose m < DA(G), then λ|S with
σa (λ) = 0 and so NA,0 (S) ≥ 1.
Suppose m ≥ DA (G). By induction hypothesis we have NA,0
(
S0−1
)
≥
2m−DA(G). But, NA,0 (S) = 2NA,0
(
S0−1
)
≥ 2m−DA(G)+1.
2º Case 0 ∤ S.
As S′ = S0, it follows that NA,0 (S
′) ≥ 2|S|−DA(G)+2. But as NA,0 (S′) =
2NA,0 (S), then it follows that NA,0 (S) ≥ 2|S|−DA(G)+1.
The previous theorem generalizes Theorem 2 proved by Olson [20]. Some
important consequences of the previous theorem are given by the following
corollaries.
Corollary 2. Let A ⊆ Z \ {0}. If NA,0 (S) = 2|S|−DA(G)+1, then for all g ∈ G
we have g ∈
∑•
A (S) and NA,g (S) ≥ 2
|S|−DA(G)+1.
4Proof. Suppose that g /∈
∑•
A (S) for some g ∈ G, so as NA,0 (S) = 2
|S|−DA(G)+1
we must be NA,0 (S(−g)) = 2|S|−DA(G)+1 < 2|S|−DA(G)+2, a contradiction to
Theorem 1. Now, note that NA,g (S) = NA,0 (S (−g)) − NA,0 (S). By the
Theorem 1 and by hypothesis, we have
NA,g (S) ≥ 2
|S|−DA(G)+2 − 2|S|−DA(G)+1 = 2|S|−DA(G)+1.
Corollary 3. Let A = {−1, 1} and S ∈ F (G). If g|S, then NA,g (S) =
NA,0 (S) ≥ 2|S|−DA(G)+1.
Proof. We have three possibilities for g : g|T for all nonempty A-zero-sum sub-
sequences of S, g|T for some nonempty A-zero-sum subsequences of S or g not
appear in any A-zero-sum subsequences of S. In ﬁrst case σa
(
Tg−1
)
= g
for some a ∈ F(A), and therefore by Theorem 1 NA,g (S) = NA,0 (S) ≥
2|S|−DA(G)+1. In second case if g|T , then σa
(
Tg−1
)
= g for some a ∈ F(A),
and if g ∤ T , then σa (Tg) = g for some a ∈ F(A), and again by Theorem
1 NA,g (S) = NA,0 (S) ≥ 2|S|−DA(G)+1. In third case σa (Tg) = g for some
a ∈ F(A), and again by Theorem 1 NA,g (S) = NA,0 (S) ≥ 2|S|−DA(G)+1.
We remark that the lower bound in Theorem 1 and in Corollary 2 are the
best possible when A = [1, n − 1] and n = exp(G). For any g ∈ G and any
k ≥ DA(G) − 1, we construct the extremal sequence S over G of length k
with respect to g as follows: Take an A-zero-sum free sequence U over G with
|U | = DA(G)−1. By Corollary 2 we have that U contains a subsequence T such
that σa (T ) = g for some a ∈ F(A), and this T is unique with this property
otherwise U would not be A-zero-sum free. Thus for S = U0k−D(G)+1 we
have NA,g(S) = NA,0(S) = 2
k−D(G)+1. Chang et al. [5] presented an example
showing that the lower bound in Corollary 2 is the best possible for A = {1}.
3. The structures of extremal sequences with A = {−1, 1}
In this section, we study sequence S for which NA,0 (S) = 2
|S|−DA(G)+1
andA = {−1, 1}. Due to the proof of Theorem 1, it suﬃces to consider sequences
S such that 0 ∤ S. In the case that g|S, due to the Corollary 3 NA,g (S) =
NA,0 (S) = 2
|S|−DA(G)+1. For |S| ≥ DA (G)− 1, we deﬁne
E (S) =
{
g ∈ G : NA,g (S) = 2
|S|−DA(G)+1
}
.
The case A = {1} was studied by Chang et al. [5], so only the case A =
{−1, 1} is studied here. We start with some preliminaries results.
Lemma 4. Suppose S is a sequence over a finite abelian group G with 0 ∤ S
and 0 ∈ E (S). If va(S) ≥ 2 or if va(S) = 1 and v−a(S) = 1, then
E (S) ⊆ E
(
Sa−1
)
.
5Proof. Since NA,0 (S) = 2
|S|−DA(G)+1 and a|S, follows by Corollary 3 that
NA,a (S) = 2
|S|−DA(G)+1, i. e., a ∈ E (S) . By hypothesis va(S) ≥ 2, or va(S) =
1 and v−a(S) = 1, then ±a|Sa−1 and as NA,0
(
Sa−1
)
≥ 2|S|−DA(G) by Theorem
1, it follows by Corollary 3 thatNA,−a
(
Sa−1
)
= NA,a
(
Sa−1
)
≥ 2|S|−DA(G). On
the other hand, NA,0
(
Sa−1
)
+NA,a
(
Sa−1
)
= NA,0
(
Sa−1
)
+NA,−a
(
Sa−1
)
=
NA,0 (S) = 2
|S|−DA(G)+1 and soNA,0
(
Sa−1
)
= NA,−a
(
Sa−1
)
= NA,a
(
Sa−1
)
=
2|S|−DA(G). Hence, by Corollary 2, NA,g
(
Sa−1
)
≥ 2|S|−DA(G) for all g ∈
G. Now, for every h ∈ E (S), NA,h
(
Sa−1
)
+ NA,h−a
(
Sa−1
)
= NA,h (S) =
2|S|−DA(G)+1 and so NA,h
(
Sa−1
)
=NA,h−a
(
Sa−1
)
= 2|S|−DA(G), i. e., h ∈
E
(
Sa−1
)
. This proves E (S) ⊆ E
(
Sa−1
)
.
Proposition 5. Let S ∈ F (G) be a sequence such that 0 ∤ S and |S| ≥ DA(G)−
1. If vg (S) > 2 with o(g) 6= 2 (order of g different of two) for some g|S, then
NA,0(S) > 2
|S|−DA(G)+1.
Proof. We proceed by induction on |S|. If |S| = DA (G)−1 then NA,0(S) ≥ 2 >
1, since vg (S) > 2 for some g|S. If |S| = DA (G), then clearly NA,0(S) ≥ 4 > 2
(vg (S) > 2 ). We suppose |S| = DA(G) + 1 and vg (S) > 2. If vg (S) > 3,
then NA,0(S) ≥ 8 > 4 . Thus, we can suppose that vg (S) = 3 and in this case
S =
∏k
i=1 gi with k = DA(G) + 1, g1 = g2 = g3 in G and the U =
∏k
i=4 gi is
an A-zero-sum free, otherwise NA,0(S) ≥ 5 > 4. The sequences λ, g1g2, g1g3
and g2g3 are clearly A-zero-sum subsequences of S. We consider the sequence
S′ = (g1 + g2)
∏k
i=3 gi. It is clear that |S
′| = DA(G) and therefore there exists
an A-zero-sum subsequence of S′. Since o(g1) 6= 2 it follows that there exists
T |S an A-zero-sum subsequence diﬀerent of λ, g1g2, g1g3 and g2g3 and this
results in NA,0(S) ≥ 5 > 4 = 2
|S|−DA(G)+1. We proceed by induction on
|S| ≥ DA(G) + 1. By hypothesis vg1(S) ≥ 3 and thus we can apply the Lemma
4. If g1 ∈ E
(
Sg−11
)
, follows that NA,g1(Sg
−1
1 ) = 2
|S|−DA(G). By induction
hypothesis NA,0(Sg
−1
1 ) > 2
|S|−DA(G), then
NA,0(S) > 2
|S|−DA(G) + 2|S|−DA(G) = 2|S|−DA(G)+1,
since NA,0(S) = NA,0(Sg
−1
1 ) +NA,g1(Sg
−1
1 ). Now, if g1 /∈ E
(
Sg−11
)
, follows by
Lemma 4 that 0 /∈ E (S) and hence by Theorem 1
NA,0(S) > 2
|S|−DA(G)+1.
Fact 6. Let G be a finite abelian group such that |G| is odd. Let us consider
the set of elements of the group G, as the disjoint union {0} ∪G+ ∪G−, where
g ∈ G+iff −g ∈ G−. For all sequences of the form
S = (ǫ1g1) (ǫ2g2) . . . (ǫkgk) ,
with ǫi ∈ {−1, 1} = A, we have the same NA,0 (S) . Hence, we will consider
S = g1g2 . . . gk, with gi ∈ G+.
6Theorem 7. Let G be a finite abelian group such that |G| is odd. Let S ∈ F (G)
be a sequence such that 0 ∤ S and |S| ≥ DA(G) − 1. If NA,0(S) = 2|S|−DA(G)+1
and one of the two case holds
i) |S| = DA(G)− 1, then S is a squarfree sequence;
ii) |S| ≥ DA(G) and there not exists element of order 3 in G, then there exists
only one g|S such that vg(S) = 2 and for all the others h|S, h 6= g, we
have vh(S) = 1 or S is a squarfree sequence.
Proof. We suppose that S ∈ F (G+) is not a squarefree sequence, i. e., there
exists g|S such that vg(S) ≥ 2.
If |S| = DA(G) − 1, it is clear that NA,0(S) ≥ 2 > 1 = 2|S|−DA(G)+1.
If |S| = DA(G), by Proposition 5 we can suppose that vg(S) = 2 in this case
S =
∏k
i=1 gi (k = DA(G)) with g1 = g2 in G and gi 6= gj in G whenever i 6= j
and i 6= 1 (V =
∏k
i=3 gi is A-zero-sum free subsequence). The sequences λ and
g1g2 are A-zero-sum subsequences of S. We consider S
′ = gV , where g = g1+g2
or g = −g1 − g2(one of them belong to G+). Note that g 6= 0 because |G| is
odd. If NA,0 (S
′) > 1 then S has an A-zero-sum subsequence diﬀerent of the
previous. If NA,0 (S
′) = 1 then by Corollary 2, NA,±g2(S
′) ≥ 1. Let T2|S
′ be a
subsequence such that σa (T2) = ±g2 for some a ∈ F(A). If g ∤ T2, then S has
an A-zero-sum subsequence diﬀerent of the previous, otherwise T2 = gT3 where
T3|V and T3 is a subsequence such that σa (T3) = ±g2 for some a ∈ F(A).
Note that T3 6= λ because there not exists element of order 3 in G, otherwise
g = ±g2. Thus g2T3 is an A-zero-sum subsequence of S diﬀerent of the previous
and NA,0 (S) ≥ 3 > 2 = 2|S|−DA(G)+1.
Case |S| ≥ DA (G) + 1 we proceed by induction on |S| . If |S| = DA(G) + 1,
by Proposition 5 S has the form S = TU
∏k
i=2r+1 gi, where g
′
is are distinct,
k = DA(G) + 1, T =
∏r
i=1 gi and U =
∏2r
i=r+1 gi, with gs = gs+r and s ∈ [1, r].
If r ≥ 3 is clear that NA,0(S) > 2|S|−DA(G)+1. We can suppose r ≤ 2, i. e.,
S =
∏k
i=1 gi with g1 = g2 in G and the others g
′
is are distinct (V =
∏k
i=3 gi is
A-zero-sum free subsequence) or g1 = g3 and g2 = g4 in G and the others g
′
is
are distinct (V = g1g2
∏k
i=5 gi is A-zero-sum free subsequence).
Case 1. g1 = g2 in G and gi 6= gj in G whenever i 6= j and i 6= 1:
The sequences λ and g1g2 are A-zero-sum subsequences of S. The
sequences U1 = g1V and U2 = g2V have A-zero-sum subsequences
diﬀerent of λ, g1g2. Now deﬁne U3 = hV , where h = g1 + g2 or
h = −g1 − g2 (one of them belong to G+). Note that h 6= 0 because
|G| is odd and |U3| = DA(G). ThusNA,0(S) ≥ 5 > 4 = 2|S|−DA(G)+1.
Case 2. g1 = g3 and g2 = g4 in G and gi 6= gj in G whenever i 6= j and
i 6= 1, 2:
Take the sequence S′ = Sg−11 and note that |S
′| = DA (G), then by
previously discussed in this proof NA,0 (S
′) ≥ 3. As vg1(S) = 2 we
can apply the Lemma 4. If g1 ∈ E (S′), follows that NA,g1(S
′) = 2
7and
NA,0(S) ≥ 3 + 2 = 5 > 4 = 2
|S|−DA(G)+1,
since NA,0(S) = NA,0(S
′) + NA,g1(S
′). Now, if g1 /∈ E (S′), follows
by Lemma 4 that 0 /∈ E (S) and hence by Theorem 1
NA,0(S) > 2
|S|−DA(G)+1 = 4.
Now we suppose that any sequence T with |T | = DA (G) + l , l ≥ 1 and
vg(T ) ≥ 2 for some g|T satisfy NA,0 (T ) > 2l+1. Let S be a sequence such that
|S| = DA (G) + l + 1. If vg(S) > 2, then by Proposition 5 NA,0(S) > 2l+2 and
this proves the theorem. Thus we suppose S = TU
∏k
i=2r+1 gi, where g
′
is are
distinct, k = DA(G)+l+1, T =
∏r
i=1 gi and U =
∏2r
i=r+1 gi, with gs = gs+r and
s ∈ [1, r]. If r > l+2, then NA,0(S) ≥
(
r
0
)
+
(
r
1
)
+ · · ·+
(
r
r
)
= 2r > 2|S|−DA(G)+1.
We can suppose 1 ≤ r ≤ l + 2. If 2 ≤ r ≤ l + 2, then vg2(S
′) = 2, where
S′ = Sg−11 . By induction hypothesis NA,0 (S
′) > 2l+1. As vg1(S) ≥ 2 we can
apply the Lemma 4. If g1 ∈ E (S′), follows that NA,g1(S
′) = 2l+1. Then
NA,0(S) > 2
l+1 + 2l+1 = 2l+2,
since NA,0(S) = NA,0(S
′) +NA,g1(S
′). Now, if g1 /∈ E (S′), follows by Lemma
4 that 0 /∈ E (S) and hence by Theorem 1
NA,0(S) > 2
l+2.
Therefore we have only the possibility r = 1 and this proves the theorem.
Remark 8. Recall that G = Crp can be considered in a natural way as a vector
space over the ﬁeld with p elements. We also identify the elements of A =
[1, p− 1] with the non-zero elements of Fp in the natural way. Furthermore, we
recall that a sequence S = g1...gl over G has no A-zero-sum subsequence if and
only if {g1, ..., gl} is linearly independent, in particular
DA(C
r
p) = r + 1 (1)
Due to the Fact 6 it is clear that |S| ≤ |G
+|−1
2 and note too that the Theorem
7 does not hold when G is an elementary 2-group or elementary 3-group. For
this purpose we present the following examples. The third example shows that
if G has elements of order 3 yet it is possible to obtain a sequence satisfying the
thesis.
Example 9.
i) Consider G = Cr2 = 〈e1〉 ⊕ · · · ⊕ 〈er〉. For any m ≥ DA (G) − 1 = r, take
S = em−r+11
∏r
i=2 ei a sequence over G. It is easy to check that
NA,0(S) =
(
k
0
)
+
(
k
2
)
+ · · ·+
(
k
2⌊k/2⌋
)
= 2k−1,
where k = m− r + 1 = m−DA (G) + 2.
8ii) Consider G = Cr3 = 〈e1〉 ⊕ · · · ⊕ 〈er〉. Let S =
∏r
i=1 e
2
i be a sequence over
G, then
NA,0 (S) =
(
r
0
)
+
(
r
1
)
+ · · ·
(
r
r
)
= 2r = 2|S|−DA(G)+1.
iii) Consider G = C23 ⊕ C9 = 〈e1〉 ⊕ 〈e2〉 ⊕ 〈e3〉. Let S = e
2
1e2e3(2e3)(4e3) be
a sequence over G, then |S| = 6 = DA(G) (see Theorem 5.3 of Marchan
et al. [19]) and clearly
NA,0 (S) = 2 = 2
|S|−DA(G)+1.
In fact, with respect to G = Cr3 , we prove the following theoremmore general.
4. The structures of extremal sequences on the fully weighted
Davenport constant
Theorem 10. If S ∈ F
(
Crp
)
with 0 ∤ S, p a prime number odd and NA,0 (S) =
2|S|−DA(G)+1 with A = [1, p− 1], then r ≤ |S| ≤ 2r and there exists {g1, . . . , gr}
a base for Crp such that
S =
r∏
i=1
gi
k∏
j=1
hj (2)
where k ∈ [1, r] , hj =
∑
i∈Ij
aigi with ai ∈ A, Ij ⊂ [1, r] and I ′js are pairwise
disjoint (Ij = ∅ for all j implies that S =
∏r
i=1 gi ).
Proof. Let S be a sequence over Crp with 0 ∤ S and NA,0 (S) = 2
|S|−DA(G)+1.
Suppose that S have the form (2) we ﬁrst show that I ′is are pairwise disjoint.
If |S| = DA (G) − 1 = r (by (1)), then NA,0(S) = 1, Ij = ∅ for all j and
S =
∏r
i=1 gi. We suppose now that |S| = DA (G) then Ij 6= ∅ for only one j,
NA,0(S) = 2 and S =
∏r
i=1 gihj . Suppose S =
∏r
i=1 gi
∏k
j=1 hj with k ≥ 2
and Ik ∩ Ii 6= ∅ for some i ∈ [1, k − 1] where hk =
∑
i∈Ik
aigi with ai ∈ A.
We have
(
k
0
)
+
(
k
1
)
+ · · · +
(
k
k
)
= 2k = 2|S|−DA(G)+1 A-zero-sum subsequences
of S simply using the representations of the h′js and the sums in pairs, three
by three, etc. But, we note that the representations of the diﬀerence of the
h′js are equal the representations of the sums except in the case hk − hi, where
we got an A-zero-sum subsequence of S diﬀerent from all previous. Therefore,
NA,0 (S) > 2
|S|−DA(G)+1.
We observe that if k > r, then there exists Ij and Is with j 6= s such that
Ij ∩ Is 6= ∅. Therefore, NA,0 (S) > 2|S|−DA(G)+1.
Now we show by induction that there exists {g1, . . . , gr} a base for G = Crp
such that S have the form (2).
For |S| = r = DA (G)−1(by (1)), we have NA,0(S) = 1, i. e., S is an A-zero-
sum free sequence and there exists {g1, . . . , gr} a base such that (2) follows.
REFERENCES 9
Now suppose S is a sequence such that |S| ≥ r + 1. By Theorem 1 we
have NA,0 (S) ≥ 2|S|−DA(G)+1 = t + 1 and thus we can list at least the t A-
zero-sum subsequences of S, we say, λ, T1, . . . , Tt. Moreover, if we suppose
that there not exist U |S such that U =
∏r
i=1 gi where {g1, . . . , gr} is a base
of G = Crp , then we have two possibilities. The ﬁrst possibility is the index
sets ITi of Ti are embedded, i. e., IT1 ⊂ IT2 · · · ⊂ ITt and in this case there
exists g|S such that g|Ti for all i ∈ [1, t], but the sequence S′ = Sg−1 satisfy
|S′| ≥ r, therefore there exists T |S such that T is an A-zero-sum subsequence
diﬀerent from all previous. Therefore, NA,0 (S) > 2
|S|−DA(G)+1. The another
possibility is at least two index sets ITi are not embedded, we say, IT1 and
IT2 . In this case we get for the corresponding sequences a new A-zero-sum
subsequence of S, namely the sequence with index set I = IT1 ∪ IT2 \ IT1 ∩ IT2 ,
i. e., T1T2(T1, T2)
−1, diﬀerent from all previous using sum or diﬀerence. Again,
we have NA,0 (S) > 2
|S|−DA(G)+1.
Now, since NA,0 (S) = 2
|S|−DA(G)+1 ≥ 2 then S contains at least one
nonempty A-zero-sum subsequence T . Take an arbitrary term hk from T . It is
easy to check that NA,0
(
Sh−1k
)
= 2|S|−DA(G), follows by induction
hypothesis that Sh−1k =
∏r
i=1 gi
∏k−1
i=1 hi. Since hk =
∑
i∈Ik
aigi with ai ∈ A,
then S =
∏r
i=1 gi
∏k
i=1 hi.
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