The perturbations of the group inverse A # and oblique projection AA # of a square matrix A have been previously studied. Under certain assumptions on the matrix A and a perturbation matrix E, upper bounds for 
Introduction
Let A be an n × n complex matrix. The group inverse A # of a square matrix A is defined as the unique matrix satisfying
The group inverse of an invertible matrix is its regular inverse. The index of A, denoted by Ind(A), is defined as the smallest nonnegative integer k such that rank(A k ) = rank(A k+1 ). AA # is the projector which projects a vector on R(A) along N(A), i.e., 
Applications of group inverses (to the study of Markov chains, numerical analysis, etc.) abound in the literature [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [15] [16] [17] [18] . The continuity of the Drazin inverse, an extension of the group inverse, has been studied by Campbell and Meyer in [2] although they did not provide explicit bounds. Meyer showed in [11] that, under certain conditions, expressions for (A + E) # and (A + E)(A + E) # and bounds for their perturbation can be computed. Yimin has recently generalized these results in [19] . However, the general upper bounds do not explicitly cover some special cases: Case 1: A is invertible. Case 2: Ind(A) = 1 and E = EAA # = AA # E. Case 3: Ind(A) = 1, and either E = AA # E or E = EAA # . In the sequel, we set B = A + E such that Ind(B) = Ind(A) 1 and rank(B) = rank(A), where E is a perturbation matrix with the same dimension as A and rank(A) is the dimension of R(A). New general upper bounds for B # and BB # , which include the special cases in the literature, are derived in Section 2. In Section 3, we derive new general upper bounds for B # − A # / A # and BB # − AA # / AA # . These not only include the special cases but also improve upon the results of [19] . The upper bounds derived here is tight in general.
New general upper bounds for B # and BB
# Theorem 1. Let B = A + E such that Ind(B) = Ind(A) 1 and rank(B) = rank(A). If E is small enough such that A # E < 1, EA # < 1 and Y < 1,(2.
1)
where
then we have
and
3b)
Proof. It is easy to see from (2.1) that both I + A # E and I + Y are invertible. The main result in [19] states that if I + A # E is invertible, then
that Y can be rewritten as (2.2) and that
Similarly, applying the facts listed above, we have
which is easily factored as
The upper bound in (2.3a) then follows directly from (2.8).
We now discuss an upper bound for the oblique projection BB # . It is shown in [19] that
It follows from (1.3) that
The upper bound of (2.4) then follows directly from (2.10) and that completes the proof.
Theorem 1 covers all three special cases. In each case
Case 2. Ind(A) = 1 and [11, 16] )
Case 3(a). Ind(A) = 1 and (I − AA # )E = 0. If A # E < 1, then (2.8) and (2.10) becomes (cf. [11] )
Their upper bounds are given by
Case 3(b). Assume that Ind(A) = 1 and
The following corollary states how small E need to be in order to satisfy the restriction (2.1). Proof. Without loss of generality, we assume that Ind(A) = 1 since Ind(A) = 0 implies that A + E is nonsingular and Y = 0. It follows from (2.11) that A # E A # E < 1 and
Corollary 2. Suppose that B = A + E with Ind(A) 1 and rank(B) = rank(A). If
We next will show that Ind(A + E) = 1. Since Ind(A) = 1, there is a nonsingular matrix P such that
where D is a nonsingular matrix. Partition
where P 1 and Q H 1 have the same column dimensions of D. Let
As shown in [19, p. 35 ], D + F 11 is nonsingular and therefore, we have
where T and S are defined and expressed as (cf. [19] )
It follows that T S = Q 1 Y P 1 and
which implies that I + T S is nonsingular. It follows from (2.14) and [3, Corollary 7.7.5.] that
We complete the proof.
Notice that under condition (2.11) or equivalently, (2.13), the upper bound for 1/(1 − Y ) in (2.4) can be replaced by
We remark that Theorem 1 covers in Theorem 4.2 in [19] as a special case with a weaker condition. Let
The above two expressions gives the computable bounds of B # and BB # . 
New general bounds for

Theorem 3. Let B = A + E such that Ind(A) 1 and rank(B)= rank(A). If (2.11) holds, then
Proof. Let the right-hand side of (2.7) be denoted by t 1 + t 2 + t 3 + t 4 . Then
2)
It suffices to estimate t 1 − A # in order to estimate B # − A # . But
where Y is given in (2.2). Then
Combining (3.2)-(3.4), we have that
Simplifying the right-hand side, we obtain
The upper bound in (3.1) then follows directly from (3.6) and (2.4). This completes the proof.
The three special cases listed below are included in Theorem 3. In each case, [11, 16] )
Case 3(b). Assume that Ind(A) = 1 and E = EAA # . If A # E < 1, then
We remark that Theorem 3 induces to a sharper upper bound than in [19] . Let
An upper bound is recently given by Wei:
However, upper bounds in the special cases and the continuity of the group inverse do not follow from (3.10). On the other hand, it follows from (3.1) that
(3.11)
Inequalities (3.1) and (3.11) are sharper than (3.10) and the continuity of the group inverse follows directly from (3.1) or (3.11). That is (cf. 
The upper bound of
while our new upper bound in (3.1) is only + 2 2 + o( 2 ). However, the exact (A + E) # and (A + E)(A + E) # can be calculated as follows:
Therefore, the exact value of
This example illustrates that our new upper bound is much sharper than the original one in [19] and it gives the exact value up to the first order of E 2 = .
The following corollary shows that A A # is the condition number for the group inverse even in general case. 12) where
Corollary 5. Let B = A + E such that Ind(A) 1 and rank(B) = rank(A). Let
Proof. It follows from (2.2) that Y = O( E 2 ) for sufficiently small matrix E. Then by (3.6), the upper bound can be written as
The upper bound in (3.12) then follows. This completes the proof.
The condition number κ can be estimated as follows. Let the Schur decomposition of A is given by
where Q is a unitary matrix, the diagonal elements of B are non-zero and the diagonal elements of C are zeros. It follows from Ind(A) = 1 that C = 0 and
Then we have
An upper bound for BB # − AA # / AA # is developed in the remaining part of this paper. 
Proof. Denote the right-hand side of (2.10) by s 1 + s 2 + s 3 + s 4 , i.e., let
Then
Thus, by combining (3.14)-(3.16), we have a new form for BB # − AA # :
The upper bound in (3.13) then follows from this expression. This completes the proof.
Special cases included in Theorem 6 are checked as follows: Cases 2 and 3. Ind(A) = 1 and EAA # = E or E = AA # E. If A # E < 1, then 
(3.19)
Remark. Up to the first order of E , the upper bound of (3.19) is as half as the upper bound of (28) in [19] ,
It is easy to verify that, from the example above, the upper bound of (3.20) is 2 + o( ) but the new upper bound in (3.13) is only + o( ). Another special case of EAA # = AA # E is described by the following corollary of Theorems 1 and 3. 21) and
Proof. Let the Jordan form of A be denoted by
where C is nonsingular. Assume that
It follows from AA # E = EAA # and rank(B) = rank(A) that V = 0, S = 0 and T = 0. Therefore, E = EAA # = AA # E. The conclusion follows from case 2 in Section 2 and (3.8).
