We present a new spatio-temporal algorithm for speech enhancement using microphone arrays. Our technique involves the development of an iterative method for computing the generalized eigenvectors of the multichannel data as measured from the microphone array. Coefficient adaptation is performed using the spatio-temporal correlation coefficient sequences of the observed data. The technique avoids large matrix-vector multiplications; hence, the computation time and computational resource requirements are significantly smaller than those of competing methods. The technique is applicable to a wide variety of noise types, including stationary correlated noise and nonstationary speech-like (babble) background noise, without requiring any noise-dependent parameter settings.
INTRODUCTION
Signal-subspace-based algorithms [1] serve as an alternative to spectral-subtraction-based algorithms [2] for speech enhancement. One challenge with spectral subtraction as used for speech enhancement is the distortion imposed on the enhanced speech in the form of musical tone artifacts. Subspace techniques are based either on the singular value decomposition (SVD) or the eigenvalue decomposition (EVD) of second-order statistics of the observed noisy speech and/or any noise processes corrupting the speech. A key idea in subspace techniques is the decomposition of the noisy speech signal space into two mutually orthogonal subspaces: the signal-plus-noise subspace, and the noise-only subspace. Speech enhancement is performed by nulling signals within the noise subspace and enhancing signals within the signal-plus-noise subspace. This enhancement is possible because speech often fits a low-rank linear model; moreover, subspace-based methods tend to work best for uncorrelated additive white noise interference. While the low-rank linear model for speech is often accurate, the noise corrupting the speech is rarely uncorrelated in practical scenarios. As a result, subspace algorithms typically have lower performance in the presence of correlated noise interference.
Several subspace algorithms designed for single-channel speech enhancement with correlated noise interference have recently been proposed [3, 4, 5, 6] . These methods use a combination of voice activity detection, generalized SVD (GSVD) or generalized EVD (GEVD) processing, and/or spectral domain manipulations to enhance speech corrupted by noise. The techniques in [3, 4] assume that the eigenvectors of the noise are identical to the clean speech eigenvectors, an assumption which is true only for the white noise case. The techniques in [5, 6] integrate noise prewhitening within the algorithms and hence provide better speech enhancement in correlated noise scenarios.
Microphone-array-based signal processing techniques [7] have recently attracted much interest in the speech enhancement community due to their ability to combine beamforming [8] with the temporal processing of speech for more effective signal enhancement. A multi-microphone subspace algorithm based on the GSVD has been recently proposed in [9] and is an extension of the method in [5] . Computing the GSVD is non-trivial and requires specialized algorithms [10, 11] . Similarly, computing the GEVD also requires more work as compared to the EVD due to an integrated whitening procedure for the former method. Hence, extensions of the methods like [6] to the multi-microphone case are computationally expensive, particularly given the dimensional increases in the calculations due to multi-sensor data sets. For example, in an n-microphone system with an L-tap long filter per channel, the direct computation of the GEVD on an nL × nL correlation matrix can be difficult for even a few microphones and typical window sizes, such that most existing methods are practical only for short data processing windows (e.g. 20 to 80 samples long) that limit their overall effectiveness.
In this paper, we develop a new multi-microphone speech enhancement technique based on an iterative methodology to compute generalized eigenfilters for enhancing speech from spatio-temporal correlation coefficient sequences. The method requires measurements of the noise-only signal field as heard at the microphones and uses a clever time-domain filter update for performing joint diagonalization of the spatio-temporal correlation statistics of both the noisy speech and the background noise signals. The advantage of this technique is in its use of a single eigenfilter for representing an entire nL-dimensional signal subspace by time shifts of the corresponding filter impulse response. Our technique does not involve large matrix-vector multiplications or any matrix inversions and hence is computationally attractive for real-time processing. It also does not require a calibrated microphone array. Application of the method to microphone array data in a laboratory environment indicate that the procedure can achieve significant gains in signalto-interference ratios (SIRs) even in low SIR environments, without introducing musical tone artifacts in the enhanced speech.
SPATIO-TEMPORAL EIGENFILTERING
Let s(l) denote a clean speech source signal which is measured at the output of an n-microphone array in the presence of correlated noise v(l) at time instant l. The output of the j th microphone at time instant l can be written as
where {hjp} are the coefficients of the time-invariant acoustic impulse response between the speech source and the j th microphone. The xj(l) and vj(l) signals represent the filtered speech and the noise component at the output of the j th microphone, respectively. The additive noise vj (l) is assumed to be uncorrelated with the clean speech and has an unknown correlation structure. A vector model incorporating signals from all microphones can be written as
where
T , x(l), and v(l) are n-dimensional vectors corresponding to the observed signal, the clean speech signal and the noise signal at each microphone, respectively.
In this paper, we transform the speech enhancement problem into an equivalent iterative multichannel filtering task in which the multichannel filter output at iteration k is given by
where the (n × n) matrix sequence {Wp(k)}, 0 ≤ p ≤ L, contains the coefficients of the multichannel adaptive filter at iteration k.
For ease of notation, we constrain L to be even-valued. For speech enhancement, we adapt the {Wp(k)} sequence such that the total SIR of the multichannel signal outputs z k (l) are maximized. The problem of SIR maximization under correlated noise interference is closely related to calculation of the GEVD and is sometimes referred to as oriented principal component analysis (OPCA) [12] . OPCA solves for generalized eigenvectors that, when applied to the data, maximize signal variance and minimize the noise variance for any noise type. We express the total power in the elements of z k (l) as
where N is the length of the data sequence and tr{.} corresponds to the matrix trace. The sequence {Ry p } denotes the multichannel autocorrelation sequence of y(l) and is defined as
In the above equations, the filter {Wp(k)} is zero outside of the range 0 ≤ p ≤ L, and {Ry p } is constrained to be zero outside of the range |p| ≤ (L/2). By substituting (2) in (3), we obtain
Assuming that the speech and noise signals are uncorrelated with each other, the total output signal power can be written as
and {Rx p } and {Rv p } are the multichannel autocorrelation coefficient sequences of the speech and noise signals, respectively, at the sensors. In practice, {Rx p } and {Rv p } are not directly available; however, we assume that there exists speech silence periods whereby {Rv p } can be estimated from the sensors using data during these silence periods. Let the number of available noise sequence snapshots be Nv(<< N ), such that
As we also do not have access to {Rx p } to compute Px(k), we replace Px(k) by P (k) which is an estimate of the total speech signal power that depends on {Ry p }. Thus, we propose to find the coefficient sequence {Wp(k)} that maximizes the following metric:
The function J({Wp(k)}) is a spatio-temporal extension of the Rayleigh quotient [11] , such that the sequence {Wp(k)} that maximizes (10) corresponds to the generalized eigenfilters of the multichannel autocorrelation sequence pair ({Ry p }, {Rv p }). Hence, at the stationary point of (10), the sequence
where Λ and {Wp(k)} denote the generalized eigenvalues and eigenfilters of ({Ry p }, {Rv p }). In other words, the coefficient sequence {Wp(k)} simultaneously diagonalizes the sequences {Ry p } and {Rv p }. We now describe an algorithm that attempts to solve (11)- (12) in an iterative fashion.
AN ALGORITHM FOR SPATIO-TEMPORAL GENERALIZED EIGENVALUE DECOMPOSITION
The algorithm we propose for solving (11)- (12) is inspired by the family of adaptive algorithms presented in [13] and in fact can be viewed as a non-trivial extension of the adaptive EVD method of [13] to the space of multichannel filters. Our algorithm uses spatiotemporal correlation coefficient sequences of dimension (n × nL) in contrast to other techniques which require (nL × nL) autocorrelation matrices, thus making our techniques more computationallyattractive.
Define the following multichannel convolution operations involving the coefficient sequence {Wp(k)}:
In the above set of equations, H(·) is a windowing operation given by H(Rp) = hpRp, where hp, −L/2 ≤ p ≤ L/2 is a centered Bartlett window. This windowing operation was found to be necessary to ensure the validity of the estimated autocorrelation sequences and to allow the algorithm to converge to a stable stationary point. We define an update term of the form
where triu[G] denotes the strictly upper triangular part and tril [G] denotes the lower triangular part of the matrix G. The terms f2(k) and f1(k) are scaling factors used to adjust the average magnitude of {Gy p (k)} to match that of {Gv p (k)} and are defined as
where g y ijp (k) and g v ijp (k) are the elements of the matrix sequences {Gy p (k)} and {Gv p (k)}, respectively. Note that if (11)-(12) are satisfied, Gp(k) = δpI. Finally, we define a correction term for the coefficient updates as
The coefficient updates are then given by
are the scaling factors chosen to stabilize the algorithm and reduce the sensitivity of the update to the chosen step size μ, similar to the algorithm in [14] . Typically, step sizes in the range 0.35 ≤ μ ≤ 0.5 are chosen and appear to work well. It can be shown that a stationary point of (21) corresponds to the solution in (11)- (12), such that Gp = δpI. Extensive simulations indicate that this algorithm achieves this stationary point for typical data sets, and the convergence speed of the algorithm is similar to that of [14] . To illustrate this behavior, Fig. 1 shows plots of Gy p , Gv p , and Gp after 100 iterations of the algorithm operating on single-talker data taken from a three-microphone laboratory setup under babble noise conditions with an initial SIR of −10dB and L = 512. Each of the nine plots shows a g · ijp (100) for 1 ≤ j ≤ 3 and 0 ≤ p ≤ 512 such that the x-axis of each plot is n = 512j + p.
The last column of plots shows the entire Gp(100) sequence, indicating that Gp(100) ≈ δpI. Fig. 1 . The sequences Gy p , Gv p , and Gp obtained after 100 iterations of (21) as applied to three-microphone data; see text for explanation.
NUMERICAL EVALUATIONS
We now present experimental evaluations with the method proposed in this paper. Data for these experiments has been collected in the acoustic chamber within the Multimedia Systems Laboratory at SMU. The wall treatments for these experiments were chosen to obtain a reverberation time of 300 ms. The microphone array chosen for the experiments employs between two and four omnidirectional lapel microphones in an approximate linear array with a nominal 4cm spacing. The chosen setup employs three loudspeakers, one of which acts as the speech source and the other two act as noise sources. For the case in which the speech source is corrupted by a single noise source, the directions of arrival (DOA) of the speech source and the noise source are approximately −30 o and 30 o , respectively, from the array normal. For the case in which two noise sources are used, the DOAs of the noise sources are −30 o , 0 o , whereas the DOA of the speech source is 30 o . All sound sources are equidistant from the array and are located 1.25m away from the array. All measurements were made using 10s of data per channel at 48kHz sampling rate and were downsampled to an 8kHz sampling rate for processing.
For each data set, the first 3s contains only noise, whereas the last 7 seconds contains speech and noise. Thus, the initial 3s and last 7s of data can be used to estimate {Rv p }) and {Ry p }) for the proposed algorithm. The algorithm was allowed to run for 100 iterations in every case with μ = 0.5, after which the signal y1(l) was found to largely contain the speech source of interest. The total processing time with our MATLAB implementation in this setup varied from approximately 1.5 seconds for {n = 2, L = 256} to 25 seconds for {n = 4, L = 1024} on a 3.6GHz single-core Pentium PC. Since recorded speech was employed, least-squares methods were used to estimate the contributions of this speech signal before and after processing to determine initial SIRs and the SIR improvement obtained by the algorithm.
Extensive experiments were run to understand the algorithm's behavior under the following variations considered. For example, it provides over 20dB of SIR gain for an initial SIR of -10dB with babble noise interference for a 4-microphone array (see Table 2 ). This performance saturates when the initial SIR is high and when the filter length parameter L is large. 2. The algorithm performs the best under babble noise conditions. Since babble noise is non-stationary, our estimate of {Rv p }) is clearly not an exact match to the actual noise correlation statistics during the speech-plus-noise signal period. Thus, our algorithm is not highly sensitive to estimation errors in the noise correlation statistics. 3. There is a natural tradeoff between the number of microphones n and the filter length parameter L needed to achieve a given level of performance. For the same level of enhancement, a system with more microphones requires a smaller value of L.
In all cases, the enhanced speech was found to be free of any musical tones because of the inherent input-output linearity of our processing method.
CONCLUSIONS
This paper describes a novel method for multi-microphone speech enhancement that uses knowledge of the spatio-temporal characteristics of the noise field in an iterative procedure. The algorithm does not involve matrix inverses or large-scale matrix-vector multiplications, converges quickly, and requires little fine-tuning. Extensive numerical experiments under different scenarios show significant SIR gains for a broad range of initial SIR conditions, without introducing musical tone artifacts in the enhanced speech. The algorithm never diverged during any of our experiments. A theoretical analysis of the algorithms' convergence behavior is underway.
