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ABSTRACT
JOEL PEREIRA: On the Cohen-Macaulay Property of Quotients of Conical Algebras by
Monomial Ideals
(Under the direction of James N. Damon)
Conical algebra (or semigroup rings) k [C] are rings determined by exponent vectors lying in
a cone C. These rings are known to be Cohen- Macaulay. The question arises given an ideal I
generated by monomials, is the monomial algebra k [C]/I Cohen-Macaulay? Many authors have
obtained criteria for these quotient rings to be Cohen-Macaulay for several classes of monomial
algebras. One approach is to use the relation between depth(k [C]/I) and the projective dimen-
sion of k [C]/I.
In this thesis, we consider a general cone C  Rd  and a general monomial ideal I  R =
k [C]. We use a theorem of Grothendieck which relates the depth to the vanishing of the local
cohomology Hm(R/I). We use a cochain complex, the L-complex, to compute the local cohomol-
ogy in terms of H(L b R/I). Since L b R/I is multi-graded, we may compute H(L b R/I)m.
We then show the m-th local cohomology is isomorphic to the topological cohomology of a
polyhedral pair (Sm, Bm) dependent on m. We partition Rd into regions such that (Sm, Bm)
is constant for each m in each region. We then give necessary and sufficient conditions for R/I
to be Cohen-Macaulay.
We then apply the general result to various classes of monomial algebras and show how our
results agree with the previous work of other authors.
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CHAPTER 1
Introduction
In geometry, a question that naturally arises is the following: given a system of polynomial
equations fi(z) = 0, i = 1, 2,. . ., k on Cn, what is the structure of the set of solutions? One
would like that with each additional equation, the dimension of the solution set would decrease
by one, so that the solution set of the entire system, X, will have codimension k. In general,
this is not true. However, the condition that there is an algebraically defined number, k, which
equals the geometric codimension is a desirable property. An important concept in commu-
tative algebra (and algebraic geometry) was introduced to exactly capture this idea. It is the
notion that the associated coordinate ring of X has its depth equal to its dimension.
Macaulay [10] introduced ideas related to this notion of depth in the early 1900’s in his
study of rings with determinantal relations. Cohen [3] further refined this in the case of com-
plete local rings. Eventually this led to the notion of being Cohen-Macaulay, whose validity
and application (which now generally applies to modules) has been widely studied.
In this thesis, we will focus on a class of monomial algebras k [C]/I, which are quotients of
rings k [C] by an ideal I generated by monomials. Here k [C] is the conical algebra determined by
a positive rational cone C  Rd. Conditions that such algebras are Cohen-Macaulay have been
obtained in a number of special cases including: Stanley-Reisner rings [19] [23], which are quo-
tients of polynomial rings by radical monomial ideals, quotients of conical algebras by radical
monomial ideals considered by Miller [17], and quotients of polynomial rings by generic ideals
considered by Bayer-Peeva-Sturmfels [1]. These results were proven using different methods
including a variant of the Cˇech complex [2], the Zeeman double complex [17], and the Scarf
complex [1]. The latter two used the relation between depth and projective dimension to prove
their results.
In this thesis, we obtain a different criteria for being Cohen-Macaulay which combines a
result of Grothendieck [8] for computing depth in terms of the vanishing of algebraic local co-
homology Hm(R/I) and the use of the L-complex introduced by Goto and Watanabe [22] for
computing the local cohomology as H(L b R/I). This approach takes advantage of the fact
that LbR is multi-graded and so we may compute the cohomology at each multidegree m. We
do so by finding a natural polyhedral pair (Sm,Bm) in the cone C and a corresponding compact
polyhedral pair (Sm,Bm) in a transverse cross-section of C and prove in Theorem 4.7.1 that
the local cohomology H(L b R/I)m at multidegree m is isomorphic to the shifted topological
cohomology H˜(Sm,Bm)[1]. We prove that this polyhedral pair (Sm, Bm) can be decomposed
into a union of partial Star complexes of the minimal faces associated to m. Then, the topo-
logical properties of these partial Star complexes simplifies the computation of the cohomology.
Furthermore, we partition the vector space Rd into critical regions, where the pair (Sm,Bm)
is constant for m in each region. The critical regions consist of the essential regions for which
H˜(Sm,Bm)  0 and the inessential regions having trivial cohomology. There is a basic inessen-
tial region where Sm = H, and we classify the critical regions in its complement into five basic
types based on the properties of the minimal faces. Three types have a unique minimal face
and are distinguished by whether they intersect C, the negative cone -C, or are contained in the
complement (C Y -C) c. The other two types have multiple minimal faces. For each type, we
compute the corresponding topological cohomology H˜(Sm,Bm) and thus obtain a condition
on the vanishing of the local cohomology. These conditions yield Theorem 4.7.1 which char-
acterizes R/I being Cohen-Macaulay in terms of the vanishing of topological cohomology for
appropriate compact polyhedral pairs.
We proceed to apply the general theorem in Chapter 5 to radical monomial ideals I∆ in
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conical algebras k [C], where ∆ is the subcomplex of faces that do not contain the exponent vec-
tors for any monomial m, xm P I∆. The general conditions which characterizes k [C]/I∆ being
Cohen-Macaulay reduce in this case to the vanishing of topological cohomology of boundaries
of Star complexes in dimensions below the maximal dimension. This yields Theorem 5.2.1,
which gives an equivalent version of the result of Miller. For the case of polynomial rings, we
further establish a purity result which implies the Stanley-Reisner results that k [C]/I∆ being
Cohen-Macaulay is equivalent to the condition that the links of faces have vanishing cohomol-
ogy below the dimension of the link. Our results show that if R/I is Cohen-Macaulay, then
R/rad(I) is also Cohen-Macaulay.
Then, we apply the general theorem in Chapter 6 to monomial ideals I in polynomial rings
k [x1,x2,. . . ,xd]. In this case, C is the positive orthant in Rd. We show that every m has at
most one minimal face, so there are only three basic types of critical regions. Note in this
case a cross-section of C is a (d-1)-simplex. Since the cross-section is a simplex, the polyhedral
complex Bm is the join of a sphere and the partial link of the minimal face. We use this fact to
prove in Theorem 6.1.9 that the general conditions reduce to the vanishing of cohomology of
the partial links of faces. We then consider generic ideals in polynomial rings and we obtain an
upper bound on the depth which equals the value of the depth given by the results of Bayer,
Peeva, and Sturmfels [1]. However, we have not been able to show that the value for depth
obtained by our topological approach always agrees with that given by the Scarf complex.
Lastly in Chapter 7, we apply our general theorem to several cases not considered by the
earlier work. We consider the class of monomial algebras determined by a simplicial cone. We
show that the general conditions reduce to an analogue of the conditions for the monomial
ideals in polynomial rings. We then consider generic ideals in these simplicial conical algebras
and compute an upper bound for the depth. We also give an example of a general cone which
admits a type 5 region, since the cones we discuss up to this point do not allow such a region.
In Chapter 2, we recall the definition of the depth of a module and describe its basic
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properties including several fundamental motivating examples. We also describe several basic
consequences for Cohen-Macaulay rings and modules. In Chapter 3, we consider the conical
algebras k [C], their basic properties, and the monomial algebras k [C]/I obtained as quotients
of conical algebras by an ideal I generated by monomials. We briefly survey the results of
Stanley-Reisner, Bayer-Peeva-Sturmfels and Miller discussed above. Also, we recall both the
theorem of Grothendieck which computes depth from local cohomology and the L-complex of
Goto and Watanabe, which can be used to compute the depth of k [C]/I.
In Chapter 4, we develop the method described above to yield Theorem 4.7.1, giving topo-
logical criteria for k [C]/I to be Cohen-Macaulay. In Chapter 5, we consider the situation where
R/I is a monomial algebra where I is a radical, monomial ideal. We show that the results from
Chapter 4 can be used to deduce the known results of Stanley and Reisner, and of Miller. In
Chapter 6, we consider the case when R is the polynomial ring and I is a monomial ideal. In
the case generic ideal in the sense of [1], we show that one of the consequences of our main
result Theorem 6.1.9 of computing depth is an upper bound which equals the value of depth
obtained by Bayer, Peeva, and Sturmfels. Finally in Chapter 7, we consider a different class of
monomial algebras, monomial ideals in a ring corresponding to a simplical cone. We also give
an example of a general cone which admits a type 5 region, since the cones we discuss up to
this point do not allow such a region.
4
CHAPTER 2
Cohen-Macaulay Rings
In this chapter, we will recall several preliminary definitions and results concerning Cohen-
Macaulay rings. In Section 1, we present many definitions that will be used throughout the
thesis, chiefly the depth of an R-module M and the Cohen-Macaulay property. In Section 2, we
give several examples of Cohen-Macaulay rings, such as regular local rings and determinantal
rings. These examples are the classical examples studied by Cohen and Macaulay. Additionally,
we introduce the conical algebras, the main focus of this thesis. In Section 3, we recall several
properties of depth, namely the relationship between depth(M) and the projective dimension
pd(M) and the vanishing of certain Ext groups. In Section 4, we recall two additional methods
for computing the depth, the Koszul complex and local cohomology. Finally, in section 5, we
present some algebraic geometric consequences of a ring having the Cohen-Macaulay property.
2.1. Preliminary Definitions
We begin by recalling several basic definitions from commutative algebra. R shall be a
Noetherian ring and M a finitely generated R-module, unless otherwise noted.
Definition 2.1.1. x P R is M-regular if it is a nonzerodivisor of M, i.e., the map M xÝÑ M
is injective. A sequence x1, x2, . . . , xn P R is called a M-regular sequence (or an M-sequence)
if
(1) px1, . . . , xnqM  M, and
(2) For i=1,. . .,n, xi is a nonzerodivisor on M/(x1, . . . , xi1)M.
A maximal M-sequence x1, x2, . . . , xn is a M-sequence such that there exists no element x such
that no rearrangement of {x1, x2, . . . , xn,x} is a M-sequence.
Definition 2.1.2. If I is an ideal of R and M is a finitely generated R-module, then the
depth of I on M, denoted depth(I,M), is the length of a maximal M-sequence in I. If IM=M,
we define depth(I,M) = 8.
We shall refer to (R,m) as a graded ring if R is a positively graded algebra over k, a
algebraically closed field of characteristic 0, and m is the unique maximal homogeneous ideal
generated by the elements of positive degree. For all results we state for local rings, (R,mq,
there are analogous results for graded rings (R,m). Also, some of the results to be described are,
in fact, valid over algebraically closed fields of positive characteristic, but we shall not consider
them here.
Definition 2.1.3. The depth of M, denoted depth M, will refer to depth(m,M).
Since the action of x P R depends on x modulo ann(M), we will only consider ideals that
contain ann(M). We recall the following definition for an R-module M.
Definition 2.1.4. The dimension of M, dim M, is the supremum over the lengths n of
strictly ascending chains of prime ideals
p0  p1  . . .  pn,where pi P Supp(M).
We will only be concerned with the case where M is a finitely generated R-module, so that
one has Supp M = {p P Spec R| p  Ann(M) }. Then, dim M = dim (R/(Ann M)). We recall
the next definition for an R-module M.
Definition 2.1.5. Let (R,m) be a local ring or a graded ring with residue field k. An R-
module M is said to be a Cohen-Macaulay module if depth M = dim M. R is Cohen-Macaulay
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if it is a Cohen-Macaulay module over itself. More generally, for an arbitrary Noetherian ring
R, a module M is Cohen-Macaulay if Mm is a Cohen-Macaulay module over Rm for all maximal
ideals m of R.
Philosophically, we have two different measures of the extent of module M, one that is
very algebraic (depth) and the other which is more geometric in nature (dimension). The
Cohen-Macaulay property tells us when both these measures coincide.
2.2. Motivating Examples
We first give some examples of classes of rings to serve as a motivation for studying the
Cohen-Macaulay property. The first example, regular local rings, is easily seen to be Cohen-
Macaulay. The second class, determinantal rings, were originally considered by Macaulay [10].
It is his work which has led to the development of Cohen-Macaulay rings and modules we are
describing. Thirdly, we describe the conical algebras, which will be the main focus of this
thesis. Finally, we show that if R is Cohen-Macaulay, there a number of natural constructions
preserving the Cohen-Macaulay property.
Example 2.2.1. [Regular Local Rings] If R is a regular local ring, then by definition the
number of generators of the maximal ideal is equal to the dimension of R. If one has a regular
system of parameters, this sequence forms a R-sequence. Combining these two statements, we
conclude that regular local rings are Cohen-Macaulay.
Example 2.2.2. [Determinantal Rings] Let k [X] be the polynomial ring in the entries of
a mn matrix X of indeterminates. Let Ir 1 be the ideal generated by all (r+1)-minors of
X, 0 ¤ r ¤ rank(X)-1. Then Rr 1 = k [X]/ Ir 1 is called a determinantal ring of dimension
(m+n-r)r. Macaulay studied the case where X is the generic matrix, where each entry is a
distinct indeterminate.
For example, let
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X =


x1 x2 x3
x4 x5 x6


.
The ideal generated by the 2  2 minors of X is
I2 =   x1x5 - x2x4, x1x6 - x3x4, x2x6 - x3x4 ¡.
Macaulay proved that for r+1=min(m,n), the ideals Ir 1 have no embedded primes, i.e.,
they are unmixed [10]. In [6], Eagon and Northcott constructed a finite free resolution of
the ideals Ir 1 and proved that the Cohen-Macaulay property of these determinantal rings is
equivalent to the perfection of these ideals. Later, Eagon and Hochster proved that Rr 1 is
Cohen-Macaulay for general r, 0 ¤ r ¤ rank(X)-1 [15]. As an example of this more general
result, let
X =


x1 x
3
2 x3   x4
x3x4 x5 x
2
4


.
The ideal generated by the 2  2 minors of X is given by
I =   x1x5 - x32x3x4, x1x
2
4 - x
2
3x4 - x3x
2
4, x
3
2x
2
4 - x3x5 - x4x5 ¡
Then, R=k[x1,x2,x3,x4,x5]/I is Cohen-Macaulay.
Conical Algebras
Definition 2.2.3. A nonempty subset C of Rn is a cone if it is closed under linear combi-
nations with non-negative real coefficients. For S  Rn the set
R S = {
n¸
i1
aisi | ai P R , si P S}
is called the cone generated by S. C is rational if it is generated by elements in Qn. C is positive
if C lies in the positive orthant in Rn with vertex at the origin.
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Let C be a positive, rational cone in Rn. Let S be the semigroup of integer points in
the cone. Let k [C] be the vector space with k -basis the monomials xα = xα11 . . . x
αn
n where
α  pα1, . . . , αnq P S. α is called the exponent vector of m. We define multiplication by
xα1  xα2 = xα1 α2 . k [C] is called the conical algebra corresponding to C. k [C] is a positively
(multi-) graded ring, and m is the graded ideal generated by all monomials x c, for c P C z {0}.
The dimension of C is the dimension of the smallest vector space containing C. We have the
following theorem.
Theorem 2.2.4. (Hochster[13]) Let C be a positive, rational cone. Then k[C] is a Cohen-
Macaulay ring.
A important step in Hochster’s proof was to consider a cross section of C, which is a convex
polytope and use the shellability of convex polytopes. Danilov gives an alternate proof
([5], Theorem 3.4), using an algebraic resolution constructed from the faces and induction on
the dimension of the cones. Hochster uses the above result to show that given a diagonalizable
group D, i.e., direct products D = T  H where T is a torus and H is a finite Abelian group,
acting linearly on a polynomial ring R = k [x1,x2,. . . ,xn], the ring of invariants RD is isomorphic
to a Cohen-Macaulay ring [13]. In particular, when D = T, RT is a conical algebra. For a
further generalization, Hochster and Eagon showed that if G is a finite group whose order,
|G|, does not divide char k, and G acts linearly on a polynomial ring R, then RG is a Cohen-
Macaulay ring [15].
Conical algebras are the coordinate rings of affine toric varieties (which have natural torus
actions) and these are the geometric building blocks for global toroidal varieties. Monomial
ideals define torus invariant subvarieties.
Example 2.2.5 (Invariants of Linearly Reductive Groups). Macaulay showed that given
a finite group G acting on a polynomial ring R, the ring of invariants RG is Cohen-Macaulay
[10]. The results of Hochster for diagonalizable groups in [13] were extended by Hochster and
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Roberts [16]. They proved for G, a linear reductive group acting linearly on a polynomial
ring R = k [x1,x2,. . . ,xn], the ring of invariants RG is Cohen-Macaulay. Thus the result about
invariants of tori or finite groups above is a special case of these reductive groups. Examples
of linearly reductive groups are the classical Lie groups GL(n,C), SL(n,C), and O(n,C).
When one verifies that a module is Cohen-Macaulay, a natural question is how to construct
other Cohen-Macaulay modules. The next theorem deals with the case of Cohen-Macaulay
rings. Recall that for a prime ideal P, the height of P is the supremum of the length of chains of
prime ideals descending from P. More generally, the height of I is the minimum of the heights
of primes containing I.
Theorem 2.2.6. If R is a Cohen-Macaulay ring and x1,x2,. . . ,xn is an R-sequence and I =
(x1,x2,. . . ,xn) has height n, then R/I is Cohen-Macaulay.
2.3. Properties of Depth
In this section, we discuss several properties of the module M that relate depth(M) to
various invariants of the module. One is an inequality that always exist between the depth
and dimension of M. Another is the non-vanishing of certain Ext functors. The Auslander-
Buchsbaum formula relates depth to the length of the minimal free resolution of M. Collectively,
these properties give us different approaches to compute the depth of a module M.
Lemma 2.3.1. Let (R,m) be a local or graded ring and M a finitely generated R-module.
Then depth(M) ¤ dim M.
Proof. We shall use induction on the depth of M. If depth(M) = 0, then m consists of
zero-divisors. Therefore Mp = 0 for all prime ideals p. Thus dim M = 0. Now assume the
statement holds for depth(M)   n. Let x1, x2, . . . , xn be a maximal M-sequence. Since x1 is a
nonzerodivisor, it cannot be contained in any minimal prime of R, so dim M/(x1M)   dim M,
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as a R/(x1)-module. On the other hand, depth(M/x1M) is n-1, again as a R/  x1 ¡ module.
Thus, by induction we have the inequalities
n 1  depth(M/x1M) ¤ dim M/(x1)M ¤ dim M 1.(2.1)
We conclude n ¤ dim M. l
Next, we show that the depth can be computed homologically.
Lemma 2.3.2. Let M be a finitely generated R-module. For an ideal I  R with I + ann(M) 
R, depth(I,M) is the smallest integer ` such that Ext `(R/I,M)0.
Proof. First if I + ann(M) = R, then we could write s + t = 1 for some s P I and
t P ann(M). Then sM = sM + 0 = (s+t)M = M. So our hypothesis is a necessary condition to
have depth (I,M)   8. Again, we shall use induction on d = depth (I,M). If d = 0, we show
that Ext0(R/I,M) = Hom(R/I,M)  0. Since d = 0, I consists of zerodivisors. Then, there
exists an associated prime p of M that contains I. By definition p = Ann(m) for some m P M,
so there exists a monomorphism R/p Ñ M. Therefore we have a non-zero map R/I Ñ M, so
Hom(R/I,M)  0.
Now let d ¥ 1, and let x P I be a nonzerodivisor on M. We have IM/(x)M  M/(x)M, and
depth (I,M/(x)M) = d-1. Consider the long exact sequence for Ext(R/I, ) for the short exact
sequence
0ÑM xÝÑMÑM/(x)MÑ0
Since x annihilates R/I, it annihilates each Extj(R/I,M). Therefore Hom(R/I,M)=0 and we get
short exact sequences for all j ¥1
0 Ñ Ext j1pR{I,Mq Ñ Ext j1pR{I,M{pxqMq Ñ Ext jpR{I,Mq Ñ 0.(2.2)
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By induction Ext j(R/I,M/(x)M) = 0 for j   d-1 and is nonzero for j = d-1. Therefore it follows
from (2.2) that Ext j(R/I,M) = 0 for j   d, and nonzero for j = d. l
In particular we get the following corollary.
Corollary 2.3.3. Let (R,m) be a local or graded ring, with k the residue field. If M is a
nonzero, finitely generated R-module, then depth M = min{i | Ext i(k,M)  0}.
Another corollary is obtained from the the long exact sequence of Ext.
Corollary 2.3.4. If 0 Ñ M 1 Ñ M Ñ M 2 Ñ 0 is an exact sequence of non-zero finitely gen-
erated R-modules, then depth M ¥ min{depth M 1,depth M 2}. Also, if we have strict inequality,
then depth M 1 = depth M 2+1.
We next explain a third way to calculate depth. This method uses the minimal projective
resolution of the module and the Auslander-Buchsbaum formula.
Definition 2.3.5. The projective dimension, written pd M, of a R-module M is the mini-
mum of lengths of projective resolutions of M. The global dimension of R is the supremum of
the projective dimensions of all R-modules.
A ring with finite global dimension is a useful tool. It is known (see [7] Chap 19, Sect.2)
that a local ring has finite global dimension if and only if it is a regular local ring, which we
have seen is a Cohen-Macaulay ring. In order to exploit this fact, we present the following
formula which uses a connection between projective dimension with depth.
Theorem 2.3.6 (Auslander-Buchsbaum Formula). Let (R,m) be a local or graded ring. If
M is a finitely generated R-module of finite projective dimension, then
(2.3) pdM  depthR depthM.
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As a corollary we obtain that M is Cohen-Macaulay if and only if depth R - pd M = dim M.
This result allows one to calculate the depth of a module by finding its minimal free resolution.
Bayer, Sturmfels and Peeva use this technique to compute the depth of of generic monomial
ideals in a polynomial ring [1] (See Chap 3, Sec 1.2 below). Note that a polynomial ring is a
positively graded ring, so we can use a graded version of (2.3).
2.4. Methods for Computing Depth
In this section, we recall two additional methods for computing the depth of a R-module
M. One method is the Koszul complex. The Koszul complex is one of the main tools used to
compute the depth. Given an ideal I, the Koszul complex allows one to determine the maximum
length of a regular sequence in I. We provide a brief description here. For the second approach,
a theorem of Grothendieck can be applied to compute the depth from the local cohomology
Hm(M).
The Koszul Complex
A more thorough discussion can be found in Chapter 17 of [7]. Let N be an R-module and
x P N. We define the Koszul complex to be
K(x):0 Ñ R Ñ N Ñ ^2N . . .Ñ ^iN dxÝÑ ^i 1N. . .
where dx sends an element, m, of the exterior product to x ^ m. When N is a free module of
rank r, let ei, i=1,. . .,r be a basis for N. For x =
°
xiei P N, we will write K(x1,x2,. . . ,xr) instead
of K(x). In this case, let m =
¸
σ
mσeσ, where σ = {i1, . . .,it} is an increasing subsequence of
{1,. . .,r} and eσ = ei1^ei2 ^ . . .^eit . Then
dx(m) =
¸
σ
(xi mσ) ei ^ eσ.
We then have the following theorem ([7], Theorem 17.4).
Theorem 2.4.1. Let M be a finitely generated free R-module and  x1,x2,. . . ,xr ¡ = I  R.
If
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H j(M b K(x1,x2,. . . ,xr)) = 0 for j   d
while
H d(M b K(x1,x2,. . . ,xr))  0,
then every maximal M-sequence in I has length d.
It is straightforward to verify that Hj(K(x1,x2,. . . ,xj)) = R/(x1,x2,. . . ,xj). Therefore if x1,
x2,. . . , xj is an M-sequence, then H j(M b K(x1,x2,. . . ,xj)) = M/(x1, x2,. . . , xj)M.
If (x1,x2,. . . ,xj) is a regular sequence in R, then K(x1,x2,. . . ,xj) is a free resolution of
R/(x1,x2,. . . ,xj). Also, if N is a free finitely generated R-module, then the Koszul complex is
isomorphic to its own dual. Thus, we obtain
Hom(K(x1,x2,. . . ,xj), M)  M b K(x1,x2,. . . ,xj)
as complexes.
The homology of Hom(K(x1,x2,. . . ,xj), M) is Ext(R/(x1,x2,. . . ,xj), M). Therefore Theorem
2.4.1 coincides with Lemma 2.3.2. To illustrate this connection with an example, we shall show
that regular local rings have finite global dimension. We need the following lemma.
Lemma 2.4.2 ([7] Corollary 19.5). Let (R,m) be a local or graded ring. Let k be the residue
class field and M be a finitely generated nonzero R-module. Then, pd M is the smallest integer
i ¥ 0 for which Tori 1( k,M) = 0.
Proof. Tori 1(k,M) is defined as the (i+1) homology module of the tensor product of k
with a resolution of M. Let
F : 0ÑF` ÑFn1 . . .ÑF0ÑM
be a resolution of length `. Let i be the smallest integer that Tori 1(k,M) = 0. Clearly, we have
` ¥ pd M ¥ i. If the complex above is minimal, then the differentials of k b F are 0. Thus,
Tori 1(k,M) = k b Fi 1. This is 0 if and only if Fi 1 = 0. Thus, Fj = for j ¥ i+1. Therefore
pd M = i. l
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If R is a regular local ring of dimension n and (x1,x2,. . . ,xn) generates the maximal ideal of
R, then we see that the Koszul complex K(x1,x2,. . . ,xn) is a minimal free resolution of length
n of the residue class field k = R/(x1,x2,. . . ,xn). Thus, pd k = n for k viewed as an R-module.
Since the Tor functors can be computed by taking a minimal free resolution of k, Lemma 2.4.2
shows that for all finitely generated M, pd M ¤ pd k. Thus R has finite global dimension = n.
Local Cohomology
An additional method for computing depth using local cohomology will be most important
for us. We now recall background information on local cohomology which is excerpted from
Chapter 3.5 of [2]. Let (R,m) be a local ring or a graded ring, with a system of parameters
{x1,x2,. . . ,xn }. For an R-module M, let Γm(M) = {m P M | mkm = 0 for some k ¥ 0}. It is
a fact that Γmp q is a left exact functor and the corresponding right derived functors of Γmp q
are called the local cohomology functors and denoted by Him( ), i ¥ 0.
The importance of local cohomology for understanding depth and dimension of a module
results from the following theorem of Grothendieck.
Theorem 2.4.3 (Grothendieck [8]). Let M be an R-module with dimension = d and depth = `.
Then
a)H im(M)=0 for i   ` and for i ¡ d.
b)H im(M)0 for i = ` and i = d.
Hence, if M is a Cohen-Macaulay module, then ` = d and we see that there is only one
non-zero local cohomology module, namely Hdm(M).
2.5. Properties of Cohen-Macaulay rings and modules
We complete the chapter by summarizing several key properties of Cohen-Macaulay rings
and modules. They illustrate how broadly applicable the theory of Cohen-Macaulay rings is.
The first two properties deal with localizations and extensions.
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Property 2.5.1 ([7],Proposition 18.8). The Cohen-Macaulay condition is a local property;
that is M is a Cohen-Macaulay R-module if and only if Mp is Cohen-Macaulay for every prime
ideal p.
In general, under localization by a prime ideal p P supp(M), we have depth(I,M)¤ depth(Ip,Mp)
for any ideal I  p. However given an ideal I, there exists a maximal ideal m such that localizing
with respect to m gives equality [7]. As an example, if R is a regular ring, i.e., a ring whose
localizations are all regular local rings, then R is Cohen-Macaulay, by Example 2.2.1. We say
that R is a complete intersection if there is regular ring S and a regular sequence x1,x2,. . . ,xnP
S such that R  S/(x1,x2,. . . ,xn). As an example, if X is a 1  n matrix of rank 1, and I is the
ideal generated by the entries, then the determinantal ring k [X]/I is a complete intersection.
Indeed, complete intersections are determinantal rings of rank 1, for 1  n matrices. Further,
R is locally a complete intersection if Rm is a complete intersection for every maximal ideal m
of R. By Theorem 2.2.6 and Property 2.5.1, if R is locally a complete intersection, then R is
Cohen-Macaulay.
Property 2.5.2 ([7],Proposition 18.9). R is a Cohen-Macaulay ring if and only if
R[x1,x2,. . . ,xn] is Cohen-Macaulay as well.
Indeed, the proof of the forward direction uses the fact that the variables are nonzerodivisors
and the dimension increases by the number of variables. The other direction uses Property 2.5.1.
The next three properties discuss how varieties associated to Cohen-Macaulay rings must
behave geometrically. (See[7] Chap. 18, Sect. 2.)
Property 2.5.3. For a local Cohen-Macaulay ring R, any two maximal chains of prime
ideals have the same length and every associated prime is minimal.
Geometrically, 2.5.3 says if a variety X has the property that at some point p, OX,p is
Cohen-Macaulay, then p cannot lie on two different components of different dimensions.
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Property 2.5.4 (Hartshorne’s Connectedness Theorem). At a Cohen-Macaulay point, a
variety cannot be disconnected by removing a subvariety of codimension 2 or more.
For example, a variety that looks locally like two surfaces meeting at a point in four-space
cannot be Cohen-Macaulay.
We also have the following Unmixedness Theorem for Cohen-Macaulay rings, which was
the original starting point for Macaulay. Macaulay proved the result for polynomial rings and,
subsequently Cohen for regular local rings. This is the reason that the rings are given the
name “Cohen-Macaulay”. Eisenbud describes this result as “a pillar of algebraic geometry” [7].
Typically, one uses the unmixedness theorem to show that given set of polynomials generates
the homogeneous coordinate ring of a given projective variety.
Theorem 2.5.5. Let R be a ring. If I =(x1,x2,. . . ,xn) is an ideal generated by n elements
such that codim I = n, then all minimal primes of I have codimension n. If R is a Cohen-
Macaulay ring, then every associated prime of I is minimal over I.
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CHAPTER 3
Calculating Depth for Monomial Algebras
In the previous chapter we described a number of methods for computing depth of an
R-module M for a Noetherian ring R. In this chapter we will focus on monomial algebras,
which are quotients of a conical algebra R by a monomial ideal I. We will present three special
cases and give a survey of the results concerning when these quotients are Cohen-Macaulay.
In the case of a polynomial ring and a radical monomial ideal, Reisner [19] shows that the
homogeneous components of Hm(R/I) can be interpreted as the reduced cohomology of certain
subcomplexes of an associated simplicial complex ∆. In his proof of the upper bound theorem
for simplicial spheres, Stanley [23] showed that the Cohen-Macaulay property depends on the
topology of a geometric realization of ∆. For a more general conical algebra and a radical
monomial ideal, Miller [17] uses the Zeeman double complex to obtain a minimal resolution of
R/I. For a polynomial ring and a generic ideal, Bayer, Peeva, and Sturmfels [1] use the Scarf
complex to give a minimal resolution for R/I. Lastly, we describe an alternative approach for
computing depth using the L-complex, which was originally introduced in Goto and Wantanabe
[22] and presented in [2]. The L-complex can be used to compute the local cohomology for
modules over a conical algebra, and hence the depth by Grothendieck’s theorem. It is this
complex which will play a central role for the results obtained in this thesis.
3.1. Definition and Notation for Cones and Conical Algebras
In this section, we introduce the terminology concerning cones and conical algebras, the
class of rings that we will focus on. We begin with some definitions concerning cones.
Definition 3.1.1. A non-empty subset C of Rd is a cone if it is closed under linear com-
binations with non-negative coefficients in R. For some set S  Rd, the set
R S = {
n¸
i1
cisi, ci P R , si P S, n P N}
is the cone generated by S. Here R  = {x P R | x ¥ 0}.
If S is finite, we say the cone is finitely generated. We call C rational if it is generated by
a subset of Qd. A cone C is positive if 0 is the only vector v such that v,-v P C. Throughout
this chapter we will only discuss finitely generated positive rational cones which lie entirely in
positive orthant of Rd.
Another characterization of cones is in terms of polyhedra. C is a finitely generated cone if
there exists finitely many half-spaces
(3.1) H i  tv | pv,aiq ¥ 0u, ai P R
d, i  1, . . . , t,
such that C =
r£
i1
H i . Then, C is a rational cone if the ai P Qd.
Definition 3.1.2. H is a supporting hyperplane of C if H X C  H and C lies entirely in
one of the half-spaces defined by H.
Definition 3.1.3. For a supporting hyperplane H, H X C = F is a face of C. If F and G
are faces of C with G  F, then G is a subface of F.
By convention, we also regard H and C as (improper) faces. We let LC denote the face
lattice of non-empty faces of C ordered by inclusion. The dimension of a face F is the dimension
of  F¡, the linear span of F, that is the vector space spanned by all vectors in F. The dimension
of C is dim  C¡. Note that in general, for a given face F, there is not a unique supporting
hyperplane H such that H X C = F and C  H . We denote by H a minimal set of hyperplanes
which define C. Then, we can write
C =
£
HiPH
H i ,
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where H i is defined in (3.1).
Definition 3.1.4. H is a basic supporting hyperplane if H P H. Given F, let HF  H be
the set of basic supporting hyperplanes which also support F.
Let C be a positive rational cone in Rd. If α, β are integer points lying in C, then γ =
α + β is an integer point lying in C. So we construct a ring in the following way. Let xα =
xα11 . . .x
αd
d for all α P C X Z
d. Then we define xα  xβ = xα β = xγ .
Definition 3.1.5. Let k be an algebraically closed field. k[C], the conical algebra associated
with C, is the ring generated as a vector space by {x c | c P C X Zd}. I  k[C] is a monomial
ideal if I is generated by monomials. If I is a monomial ideal, then we call the quotient R/I a
monomial algebra.
We recall that by Theorem 2.2.4 showing that k [C] is a Cohen-Macaulay ring. A natural
question is if I is a monomial ideal, under what conditions is k [C]/I Cohen-Macaulay? k [C] is
a finitely generated algebra, thus is Noetherian. Thus, any monomial ideal I is generated by
a finite set of monomials. Suppose I =  xm1 , . . ., xmn¡ is a monomial ideal of R. Note that
 xmj ¡ is the k -vector space with basis consisting of
tx c | pc, aiq ¥ pmj , aiq for all Hi P Hu.
Let F be a face of C. We shall say that a monomial xα lies on a face F if the monomial’s
exponent vector, α, lies on F. Note that if an ideal I is generated by all monomials which lie
off of a face F, this monomial ideal is prime. Indeed, if both xα, xβ lie on F, then xαxβ = xα β
must also lie on F. So the monomials lying in a face F make up a multiplicatively closed set.
We will further discuss the algebraic properties of a monomial algebra, namely localizations of
R/I determined by faces of C, in Section 3.5.
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3.2. Stanley-Reisner Rings
In this section, we consider R = k [x1,x2,. . . ,xd], the conical algebra of the cone C, the
positive orthant in Rd. Given a radical monomial ideal I  R, we obtain a simplicial complex
∆ of faces of C, consisting of those faces not containing any monomial of I contained in their
interiors. We denote I = I∆. We present Stanley and Reisner’s criteria for the quotient R/I∆
to be Cohen-Macaulay. First, we recall several definitions about simplicial complexes.
Definition 3.2.1. An abstract simplicial complex δ on the vertex set V = {v1,v2, . . .,vn}
is a collection of subsets of V such that
1){vi} P δ for i = 1,. . .,n
2)F P δ whenever F  G P δ
Consider the transversal hyperplane T defined as the set of vectors v = (v1,. . ., vd) P Rd
such that
°d
i1vi = 1. T X C is the standard (d-1) simplex with the vertices corresponding to
the basis vectors ei. The standard (d-1)-simplex is an example of a simplicial complex. Note
any simplicial complex δ can be embedded as a subcomplex of some standard simplex. The
elements of δ are called faces and the dimension of a face f, denoted dim f, equals |f|-1. The
dimension of δ, written dim δ = max
fPδ
{dim f}. The maximal faces with respect to inclusion are
called facets. Note that a facet may have dimension less than dim δ.
Definition 3.2.2. A simplicial complex is said to be pure if all its facets have the same
dimension.
Definition 3.2.3. Let δ be a simplicial complex and f a subset of the vertex set. The
(closed) star of f is the set Stδ(f) = {g P δ | f Y g P δ} and the link of f is the set Lkδ(f) =
{g P δ | f Y g P δ, f X g = H}.
Remark 3.2.4. Note that Stδ(f) is a subcomplex of δ and that Lkδ(f) is a subcomplex of
Stδ(f).
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Suppose δ is a simplicial subcomplex of the standard (d-1)-simplex. Let ∆ = R δ, the cone
on δ, and let I∆  R be the ideal generated as a k -vector space by monomials whose exponent
lie off of ∆.
We observe that I∆ is radical. Suppose (x c)n = xnc P I∆. Thus nc R ∆. Hence the ray
{rc | r ¡ 0} does not intersect the cone ∆. In particular, c R ∆ and xc P I∆.
Conversely, any radical monomial ideal I has this form for an appropriate ∆. Since I is
finitely generated, let I =  xm1 , . . ., xmn¡. Suppose a generator xmj of I lies in int(F). Let
c P int(F). Then
(3.2) pc, aiq ¥ 0 for all Hi P H with equality when Hi P HF .
For every Hi P H, there exists a λi P Z  such that
(3.3) pλic, aiq ¥ pmj , aiq.
Let λ = max
HiPH
{λi}. Then (xc)λ P  xmj ¡  I, since I is radical. So we let
∆ = {F | no generator of I lies in F}
and I = I∆.
Definition 3.2.5. Suppose I∆ is a monomial radical ideal in k[x1,x2,. . . ,xd] with ∆ being
the subcomplex of faces not containing any generator of I∆. Then R/I∆ is a Stanley-Reisner
ring. If R/I∆ is a Cohen-Macaulay ring, then δ is said to be a Cohen-Macaulay (simplicial)
complex.
Stanley [23] and Reisner [19] provide the criterion for R/I∆ to be a Cohen-Macaulay ring.
To state them, we need one further definition.
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Definition 3.2.6. Suppose δ is an d-dimensional abstract simplicial complex on a vertex
set V. Let f = {vi1,. . .,vit} P δ. Let fˆ be the convex hull of {ei1,. . .,eit, 0}, where eij is the ij
basis vector in Rd 1. Then | δ | =
¤
f P δ
fˆ is called a geometric realization of δ.
For simplicity in the next theorems, we use the same notation to denote the geometric
realizations of the subcomplexes of δ. Reisner’s theorem uses a theorem of Hochster [14]
concerning the Hilbert series of the local cohomology modules of R/I∆. Stanley uses Reisner’s
theorem to show that the Cohen-Macaulay property of R/I∆ depends only on the topology of
| ∆ |.
Theorem 3.2.7 (Reisner). Let δ be a simplicial complex and k a field. δ is a Cohen-
Macaulay complex over k if and only if
H˜i(Lkδ(f)) = 0
for all f P δ (including f = {H} for which Lkδ({H}) = δ) and for all i   dim (Lkδ(f)).
Theorem 3.2.8 (Stanley). Let δ be a simplicial complex on a vertex set V. Suppose X =
| δ |. δ is a Cohen-Macaulay complex if and only if for all p P int(X),
H˜i (X, Xz{p}) = 0, for i   dim X.
Figure 3.1. In Example 3.2.9, we consider two abstract simplicial complexes
a) and b). Both complexes include the 2-simplices shown; thus they are two
dimensional. By Theorem 3.2.7, ∆1 in a) is not Cohen-Macaulay while ∆2 in b)
is.
Example 3.2.9. In Figure 3.1, there are two abstract simplicial complexes complexes of
dimension 2, which include all of the 2-simplices. We construct the Stanley-Reisner rings
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for each simplicial complex and apply Theorem 3.2.7 to determine if each quotient is Cohen-
Macaulay. In Fig. 3.1a), I∆1 =  x1x5, x1x4, x2x4, x2x5¡ and dim R/I∆1 = 3. From the figure,
one can see that the link of v3 consists of two disjoint one-dimensional faces. Thus H0(Lk(v3)) 
0 and R/I∆1 is not Cohen-Macaulay. By contrast Fig. 3.1b), I∆2 =  x1x4, x2x4, x2x5 ¡, but
again dim R/I∆2 = 3. The edges have vertices as links, so their links vacuously satisfy the
Reisner criterion. The vertices have as their links a simply-connected union of edges, so their
links satisfy the criterion also. Therefore, R/I∆2 is Cohen-Macaulay.
3.3. Radical Monomial Ideals in General Conical Algebras
If we replace the positive orthant by a more general positive rational cone C lying in Rd,
there are natural generalizations of the radical monomial ideals. We will let I∆ be the ideal
generated by monomials that lie off a given subcomplex ∆ of faces of C.
Miller [17] derives a condition that k [C]/I∆ is Cohen-Macaulay using the Zeeman double
complex. He shows that the Zeeman double complex is an irreducible resolution for k [C]-
modules and then shows that one of the spectral sequences arising from this double complex
gives a minimal irreducible resolution when k [C]/I∆ is Cohen-Macaulay.
Cohen-Macaulay Complexes
First, we generalize the notion of ∆ being Cohen-Macaulay.
Definition 3.3.1. Let ∆G = {F P ∆ | F  G}.
We now define C(∆G), the algebraic cochain complex on the faces of ∆G. Let  be an
incidence function on LC . (See Definition 3.5.3.) For F P ∆, let kF be a one dimensional vector
space indexed by F. We denote the basis vector of kF by eF . So
C(∆G) = 0 . . . C0 Ñ . . . Cd1 . . . Cd Ñ 0 Ñ . . .
where
C i =
à
F P ∆G
dim F = i
kF.
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Let dim F = `. The differential is defined
(3.4) B`peF q 
¸
K P ∆G
dim K = ` + 1
pK,F qeK .
Note that ∆G is not a subcomplex, since ∆G consists of only those faces which contain G.
Definition 3.3.2. The modules HG(∆) = H
(∆G) are called the local cohomology modules
of ∆ near G.
Remark 3.3.3. Miller states that C(∆G) is isomorphic to the shifted reduced cochain
complex C˜(link∆(G)) of the “link of G in ∆” without specifically defining the link for a
polyhedral complex.
Definition 3.3.4. The polyhedral complex ∆ is a Cohen-Macaulay complex if the local
cohomology near every face G P ∆ satisfies H iG(∆) = 0 for i   dim ∆.
To verify that R/I∆ is Cohen-Macaulay, Miller constructs a double complex that is an
irreducible resolution for R/I∆, using an idea of Danilov [5].
Irreducible Resolutions and the Zeeman Double Complex
Definition 3.3.5. An ideal I is irreducible if I cannot be expressed as the intersection of
two ideals properly containing it.
Definition 3.3.6. An irreducible resolution of a k[C]-module M is an exact sequence
0 Ñ M Ñ W 0 Ñ W 1 Ñ . . . where Wn =
µnà
j1
k[C]/Inj
such that each I ij is an irreducible ideal. Here the µi are the number of terms in each direct
sum. The resolution is minimal if all the µn are minimized, that is there exists no irreducible
resolution with fewer terms. The resolution is linear if W i is pure of Krull dimension dim(M) - i
for all i.
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For a face F of C, let kF be the 1-dimensional vector space spanned by F. For each face
F P ∆, let k [F] be the conical algebra for F, viewed as a quotient of k [C] and denote eF as the
generator of k [F]. Consider the k [C]-module D(∆) =
à
FG
kFb k [G] generated by
{F b eG | F, G P ∆ and F  G},
with k [C] acting on the second factor. The Zeeman double complex D(∆) is then defined so
that D(∆)pq is generated over k by
{F b eG | p = dim F and -q = dim G}.
Define the vertical differential B and the horizontal differential δ as
(3.5) B(eG) =
¸
dim G = dim G 1 + 1
(G,G1)eG1
and
(3.6) δ(F) =
¸
dim F 1 = dim F + 1
(-1)q(F1,F)F1,
where  is an incidence function on ∆. This gives us the diagram:
F b BeG
F b eG ÝÝÝÝÑ δF b eG
.
Recall the total complex of D(∆), totD(∆), is the complex whose ith term is
à
p qi
D(∆)pq
with differential B + (-1) qδ. The importance of this double complex is given by the following
result.
Theorem 3.3.7 (Theorem 3.4 of [17]). The total complex totD(∆) of the Zeeman double
complex D(∆) is an irreducible resolution of R.
Miller shows that for a fixed G, the horizontal cohomology gives the local cohomology of
∆ near G. totD(∆) is, in general, a non-minimal irreducible resolution of R/I∆, but if R/I∆ is
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Cohen-Macaulay, then the E 2-term of the spectral sequence for the horizontal filtration gives
a minimal resolution. Also, the spectral sequence obtained from the vertical filtration always
converges at E 1.
Definition 3.3.8. The Zn-graded Zeeman spectral sequence is the spectral sequence ZEpq
arising from the natural horizontal filtration of D(∆).
The following theorem (Theorem 4.2 of [17]) gives a characterization of the Cohen-Macaulay
property in terms of irreducible resolutions coming from D(∆).
Theorem 3.3.9 (Miller). The following statements are equivalent.
1.R/I∆ is Cohen-Macaulay.
2. The complex ZE 1 is a minimal linear irreducible resolution for R/I∆.
3. ∆ is a Cohen-Macaulay complex.
3.4. Non-Radical Monomial Ideals in Polynomial Rings
We return to the case of a polynomial ring but now consider ideals which are not necessarily
radical. Bayer, Peeva, and Sturmfels [1] identify a class of non-radical ideals which they call
generic ideals. For these ideals, they construct a minimal free resolution called the Scarf
resolution. Using an associated simplicial complex called the Scarf complex, they are able to
compute the depth.
The Taylor Complex and Taylor Resolution
Again, C is the positive orthant in Rd. So R = k [C] = k [x1,x2,. . . ,xd], the polynomial ring
in d variables. Let {xm1 ,xm2 ,. . .,xmn} be a minimal set of monomials generating I  R. For
each subset S  {1,. . .,n}, let xmS = lcm
sPS
{xms}. Define mH = x0 = 1. Let R(-mS) be the
graded free R-module with one generator eS in multidegree mS . The Taylor resolution of R/I
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is the module
à
St1,...,nu
R(-mS) with basis {eS} for S  {1,. . .,n} with differential
(3.7) d(eS) =
¸
sPS
(-1)s 1
xmS
xmSzs
eSzs.
So the Taylor resolution of R/I can be written as
0Ñ
à
dimSn1
R(-mS) Ñ
à
dimS 1n2
R(-mS 1)Ñ . . .ÑRÑR/IÑ0.
Additionally, given the standard (n-1)-simplex, we may define a labeled simplicial complex
∆ and a corresponding chain complex F∆ such that F∆ is the Taylor resolution. Let the vertices
vi of ∆ be labeled by mi, a minimal generator of I. Label each face F = {vi1 ,. . ., vis} of ∆ by
mF , where xmF = lcm
vij PF
{xmij }. The exponent vectors of the monomials define a Zd-grading
on the chain complex F∆ of ∆ over k [C]. We obtain this chain complex by making the usual
differential d homogeneous. For instance, let the label of v1 = x2y3 and the label of v2 = xz4.
Consider the edge e12. Then d(e12) = z4e1 - xy3e2. We say that the labeled simplex ∆ is the
Taylor complex.
Theorem 3.4.1 (Taylor [24]). The Taylor resolution is a free resolution for R/I.
Figure 3.2. For the generic ideal I =   x4y6z7,x5y7z3,x6y7z2 ¡ in Example
3.4.2, a) is the Taylor complex of I and b) is the Scarf complex of I. The label
for a face F is expressed as abc, where xmF = x
aybzc.
Example 3.4.2. Let I =   x4y6z7,x5y7z3,x6y7z2 ¡. The associated Taylor complex is
shown in Fig. 3.2a. In Figure 3.2b, we have the Scarf complex of I as described in the next
subsection. Note that by deleting the leftmost edge of the Taylor complex, the Scarf complex
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of I is formed. Note if a face F of the Taylor complex is deleted to form the Scarf complex,
then every face G containing F is also deleted.
The Scarf Complex and Scarf Resolution
The Taylor resolution is far from minimal, because in general there will be distinct subsets
K, L of {1, . . .,n} which have the same label. In other words, the Taylor complex will have
faces with the same least common multiple. We know that any free resolution is a direct sum
of the minimal resolution with trivial algebraic complexes. To obtain this minimal resolution,
Bayer, Peeva, and Sturmfels introduce the following genericity condition.
Definition 3.4.3. I is a generic monomial ideal if I =  xm1 ,xm2 ,. . .,xmn ¡ and no variable
has the same nonzero exponent for any two minimal generators.
To identify the terms of the minimal resolution, we will consider the Scarf Complex of I:
∆I :={K  {1,. . .,n}| mK  mJ for any J  {1,. . .,n}, J  K}.
Note that the Scarf complex defines a subcomplex of the Taylor complex. See Example
3.4.2 and Figure 3.2b. We call the resolution F∆I , defined by the Scarf Complex ∆I , the Scarf
resolution of R/I. The importance of the Scarf complex and the induced resolution is given in
the following theorem.
Theorem 3.4.4 (Bayer, Peeva, Sturmfels [1]). If I is generic, then F∆I is a minimal free
resolution of R/I.
If I is generic, then Theorem 3.4.4 allows the depth of R/I to be calculated using the
Auslander-Buchsbaum formula. However, Bayer, Peeva and Sturmfels prove a stronger result.
They find an irreducible primary decomposition for I and show that the depth of R/I can be
computed from the dimensions of these associated primes.
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Computing the Depth of R/I using the Scarf Complex
We enlarge the set of generators of I to include monomials, xDi ,1 ¤ i ¤ d, for sufficiently
large D, to form a new ideal I, which has n + d generators. For every facet F of ∆I , there is
a corresponding irreducible ideal
IF =  x
si
i | D ¡ si = degxi (mF )¡.
By the following theorem, one can construct the irreducible decomposition of I.
Theorem 3.4.5. A generic ideal I is the intersection of the irreducible ideals IF , where F
ranges through all facets of ∆I. This intersection is minimal.
One can now calculate the depth of I by using this minimal irreducible decomposition.
By the Auslander-Buchsbaum formula, the depth(R/I) = depth(R) - pd R/I. depth(R) =
k [x1,x2,. . . ,xd] is d. The projective dimension of R/I is the maximum of the dimensions of the
facets of ∆I , which, in general, is not a pure complex. However, every facet of ∆I extends to
a facet of ∆I , which is pure of dim d-1. Conversely every facet of ∆I contains a face of ∆I .
Thus, determining whether R/I is Cohen-Macaulay is equivalent to determining the dimensions
of these irreducible components. Note
dimpIF q  dimpR{IF q
 d - the number of variables of xmF whose exponents are less than D.
 | F X tn  1, . . . , n  du |, since F is pure of dim d-1(3.8)
The following theorem is Corollary 3.9 of [1].
Theorem 3.4.6 (Bayer,Peeva, Sturmfels). Let I be a generic ideal of R = k[x1,x2,. . . ,xd].
Let I be minimally generated by n monomials. Then
depth (R/I) = min
facets F of ∆I
tdim IF u.
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Proof. We have the following string of equalities.
depth R/I  n max
facets G of ∆I
tdim Gu
 min
facets G of ∆I
{n - dim G}
 min
facets F of ∆I
tn - | F X {1, . . ., n} |u, , where G extends to F
 min
facets F of ∆I
t| F X {n+1, . . ., n+d} |u, since dim G = n - 1
 min
facets F of ∆I
tdim IF u, by (3.8).
l
Figure 3.3. ∆Ifor the ideal I =  xy2z3, x3yz2, x2y3z¡ in Example 3.4.7.
Here, only the vertices are labeled.
Example 3.4.7. Let I =  xy2z3, x3yz2, x2y3z¡, which is generic. Then ∆I is the triangle
with vertices labeled {123},{312}, and {231}. Enlarging I to I, we see that ∆I shown in
Figure 3.3 is the triangulation of the 2-simplex. Since the 2-simplex F in the center does not
have a vertex on any coordinate axis, dim IF = 0. So depth (R/I) = 0.
3.5. Computing Local Cohomology using the L-complex
Recall from Section 2.4 that one can use local cohomology to compute the depth of a module.
In our case, the module will be a monomial algebra R/I where R is a d-dimensional conical
algebra. We note that if R/I has depth r when viewed as an R-module, it has depth r when
viewed as an (R/I)-module. In this section, we describe an algebraic complex that computes
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the local cohomology for R a conical algebra. The main advantage of this complex is that it
will be Zd-graded.
Computing Local Cohomology using the modified Cˇech Complex
We first introduce a complex whose cohomology gives us Hm(M). Let (R, m) be a Noetherian
local ring with x1,x2,. . . ,xn be a system of parameters. Let Rxi1xi2 ...xij denote the localization
of R with respect to the multiplicatively closed set {(xn1i1 xn2i2    x
nj
ij
), ni ¥ 0 for all i}. Define
the modified Cˇech complex :
C: 0 Ñ C0 Ñ C1 Ñ . . . Cn Ñ 0,
where C`=
à
1¤i1 i2 ...i`¤n
Rxi1xi2 ...xi` and C
0 = R.
The component of the differential d`: C` Ñ C` 1 mapping to Rxj1xj2 ...xj`xj` 1
d`|Rxkixk2 ...xk`
: Rxkixk2 ...xk` Ñ Rxj1xj2 ...xj`xj` 1
is defined by
=
$'''''&
'''''%
p1qs1  iprq, if tk1, k2, . . . , k`u  tj1, j2, . . . , jˆs, . . . , j` 1u
0, otherwise
,
where i is the inclusion map.
The following theorem allows one to compute the local cohomology using the above complex.
Theorem 3.5.1 ([2], Theorem 3.5.6). Let M be an R-module. Then
H im(M)  H
i(M b C) for i ¥ 0.
L-Complex
We now introduce the L-complex which generalizes the Cˇech complex to the case of a conical
algebra. This complex is due to a similar one constructed by Goto and Watanabe [22]. A more
thorough discussion is found in Section 6.2 of [2].
For the entire section, let C be a positive rational cone in Rd and k [C] be the associated
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conical algebra. Recall from Section 3.1, that the monomials which lie in a face F make up
a multiplicatively closed set S. For any face F of C, we let k [C]F = S1k [C], the localization
of k [C] by S. Furthermore, there is a natural Zd-grading on k [C]. We show that k [C]F is also
graded.
Proposition 3.5.2. RF , when viewed as the k-vector space, has as a basis {xm | (m,ai) ¥ 0
for all Hi P HF }.
Proof. RF = { xcxv , c P C, v P F} modulo the equivalence relation for localization. Let
xc
xv P RF and let m = c - v. Suppose there exits c
1 P C and v1 in F such that m = c - v =
c 1 - v 1. Then xm = x
c
xv =
xc
1
xv 1
. So we have
xcxv
1
 xc
1
xv  xc v
1
 xc
1 v
 xpm+vq v
1
 xpm v
1q v
 0.
Therefore, x
c
xv =
xc
1
xv 1
in RF . So there is a well-defined correspondence between elements x
c
xv of
RF and xm, where m = c - v.
Let m = c - v where c P C and v P F. Then (m,ai) = (c - v,ai) = (c,ai)¥ 0 for all Hi P
HF . Conversely, if (m,ai) ¥ 0 for all Hi P HF then there exists a v P F such that (m + v,ai) ¥
0 for all Hi P H. Therefore m + v = c P C. Thus m = c - v.
Suppose
¸
bi x
ci
xvi  0 in RF , bi P k. Without loss of generality, we can assume that ci - vi
are distinct. Let v1i =
¸
j i
vj . Let vˆ =
°
vi. Let c1i = ci + v
1
i. Note that the c
1
i are also distinct.
Multiplying each term in the sum by x
v1
xv1
gives
¸
bi x
ci v
1
i
xvˆ
=
¸
bi x
c1i
xvˆ
 0.
Therefore there exists a v1 P F such that xv
1
(
n¸
i1
bi xc
1
i) = 0. Since C is Zd-graded, this implies
that bi = 0 for all i. l
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Therefore, for any face F of C and any m, we have dimk(RF )m ¤ 1. By the above lemma
RF  k [x1,x11 ,. . .,xd,x
1
d ]. Thus RF inherits a Z
d-grading. Since IRF has an induced multi-
grading from RF , the quotient RF /IRF has an induced Zd-grading.
Definition of the L-complex
The following facts are taken from [11].
Definition 3.5.3. Let LC be the face lattice of the cone C. Then : LC  LC Ñ {0,1}
is an incidence function on LC if  satisfies the following:
1)(F,G)  0 if and only if G is a face of F;
2)(v,{0}) = 1 for all 1-dimensional faces v;
3)if e is a 2-dimensional face, and v1 and v2 are its one-dimensional subfaces, then
(e,v1) + (e,v2) = 0;
4)if F is an i-dimensional face and K is an (i + 2)-dimensional face with F  K, then
(K,G1)(G1,F)+(K,G2)(G2,F)=0
where G1 and G2 are the unique (i+1)-dimensional faces that are both faces of K and contain
F.
We can now define the L-complex associated with R = k [C] (See [2],Chapter 6.2):
L : 0 Ñ L0 Ñ L1 Ñ L2 Ñ . . .Ñ Ld Ñ0, where L i =
à
dim Fi
RF .
We note that L0 = Rp0q = R. To define the differentials, let F be a face of C such that dim F =
i. It suffices to define each restriction map B|RF : RF Ñ
à
dim G = i + 1
RG. For r P RF , we define
B|RF (r) =
¸
dim G = i + 1
F  G
(G,F)  iF,G(r),
where iF,G: RF Ñ RG is the natural inclusion map.
Note that the L-complex is an algebraic version of the augmented oriented cochain complex
of the faces of LC with orientation given by . Given a monomial xm, if B(xm)  0, then xm
34
is mapped to xm. Thus the differential preserves the grading and we consider the m-graded
local cohomology modules (L)m.
Example 3.5.4. Consider the positive orthant in Rd as a cone. Recall that for the Cˇech
complex, the components of Cn are of the form Rxi1 ...xin . We can view these localizations as
RF , where F is the face of the n-simplex spanned by eii ,. . .,ein , and 0. Thus, the L
 complex
is a generalization of C.
The following theorem states that the L-complex provides an alternate way to compute the
local cohomology.
Theorem 3.5.5 (([2], Theorem 6.2.5). Let C be a positive rational cone. For every k[C]-
module M and for all i ¥ 0, we have H im(M)  H
i(Lb M).
By Theorem 3.5.5, we can use the L complex to compute the local cohomology of M = R/I,
where R is a conical algebra corresponding to a rational positive cone C and I is a monomial
ideal. Then, L j b R/I =
à
dim Fj
RF /IRF . The differential is B b id|R{I , and is defined by
projection
B|RF {IRF (r) =
¸
dim G = dim F + 1
F  G
(G,F)  iF,G(r),
where iF,G:RF /IRF Ñ RG/IRG is the inclusion map. By Proposition 3.5.2, RF /IRF has a
multi-grading. Thus L bR R/I admits a Zd-grading, namely (L b R/I)m =
à
(RF /IRF )m
and the differential preserves the multi-grading. Thus, one can compute the local cohomology
for every multi-degree m. We then use Theorem 2.4.3 to compute the depth.
In the next chapter, we show that we may compute H((L b R/I)m) in terms of the topo-
logical cohomology of an associated polyhedral pair. This will allow us to compute depth(R/I)
in terms of topological cohomology.
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CHAPTER 4
Monomial Ideals in General Conical Algebras
In this chapter, we shall develop a method for computing the graded local cohomology of a
conical algebra of the form R/I, where R = k [C] and I is a monomial ideal at a multi-index m,
as the topological cohomology of a compact polyhedral pair (Sm, Bm) defined by m. We shall
call these rings monomial algebras. Furthermore, we decompose Rd into critical regions so that
for all m in a critical region, the pair (Sm, Bm) is constant. In section 1, we recall the theory of
polyhedral complexes, specifically the relative cochain complex of a polyhedral pair. In section
2, we establish the isomorphism between (L b R/I)m and the shifted relative polyhedral cochain
complex of (Sm, Bm). To identify the critical regions, we introduce in section 3 a collection
of projection maps and examine the image of C and I under these projections. In section 4,
for each critical region, we compute the compact polyhedral pair associated to the region. In
section 5, we determine the cohomology of this pair. This allows us to give bounds on the depth
in terms of the topology of the polyhedral pairs for each of the critical regions. Using these
bounds, we deduce necessary and sufficient conditions that k [C]/I is Cohen-Macaulay.
4.1. Polyhedral Complexes
In this section, we recall some definitions and results about polyhedral complexes. In the
case of a rational cone C, we recall the definition of a transversal cross-section. Some of the
definitions from Section 3.5 are repeated.
Definition 4.1.1. A convex polyhedron P is the intersection of a finite number of closed
half-spaces. A general finite polyhedron is a finite union of convex polyhedra.
Given H a hyperplane and aH a normal vector to H, we denote the positive half-space
determined by aH by
H   tv | pv, aHq ¥ 0u.
Then we may write P =
r
i1 H
 
i , where the normal vectors ai) = aHi point into P and the
H i are distinct. We also note that this intersection of half-spaces may not be minimal. Below,
we identify those hyperplanes which form a minimal representation of a convex polyhedron P.
Definition 4.1.2. Hj is a basic supporting hyperplane of a convex polyhedron P if
£
i j
H i  P
Definition 4.1.3. Let P be a convex polyhedron. A face F of P is the intersection of P and
a collection of basic supporting hyperplanes {Hi} of P. We let  F¡ denote the smallest affine
space containing F. The dimension of a face F is dim  F¡. G is a subface of F if G is a face
of P and G  F.
Remark 4.1.4. For us, the first important example of a convex polyhedron is a rational
positive convex cone C  Rd , where Rd  denotes all d-tuples whose coordinates are non-negative
real numbers.
We will next consider a special class of subcomplexes of convex polyhedra.
Definition 4.1.5. A finite set of faces S of a convex polyhedron will be called a polyhedral
complex if:
1) the intersection of any two faces in S is either empty or a subface of each, and
2) if F P S and G  F, then G P S.
If A is a polyhedral complex, and every face in A lies in S, A is a polyhedral subcomplex of S.
In particular, a convex polyhedron P is a polyhedral complex consisting of all its faces.
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Definition 4.1.6. A maximal face F of a polyhedral complex S is one which is not contained
in a larger face of S. Then, the polyhedral complex S is said to be pure if all the maximal faces
of S have the same dimension.
Definition 4.1.7. Let S be a polyhedral complex. For a face F P S, we define the star
complex of F to be StS(F) = {G P S | there exists K P S such that G, F  K}. The boundary of
the star complex of F is defined as BStS(F) = {G P StS(F) | F  G }. Also, the complementary
complex of F is defined to be CplS(F) = {G P S | F  G }.
We observe that StS(F), BStS(F), and CplS(F) are subcomplex of S, and that
CplS(F) Y StS(F) = S and CplS(F) X StS(F) = BStS(F). In [9], the star complex is called the
closed star of F, since it includes all subfaces of G  F. The (open) star of F is defined as all
faces strictly containing F.
Figure 4.1. For the cone C in Example 4.1.8 given by a), we have a represen-
tation of its boundary faces in b). For the polyhedral subcomplex S given in c),
BSt({v0}) is shown in d).
Example 4.1.8. Let C be a positive cone on a hexagon in R3 as in Figure 4.1 a). The
faces of the cone form a polyhedral complex. We represent P in Fig 4.1 b) as a hexagon by
labeling the vertices {v1,. . .,v6}. Then we create six triangles within the hexagon, all with a
common vertex v0. v0 represents the face {0}, while the triangles represent the maximal two
dimensional faces of C. Consider the polyhedral subcomplex S shown in Fig 4.1 c) consisting
of three 2-dimensional faces whose intersection is v0. Note StS(v0) = S. However, BStS(v0)
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(Fig 4.1 d) is not equal to the topological boundary of StS(v0). We remark that in this case
BStS(v0) = CplS(v0).
We next give a basic topological property of the star complexes StS(F).
Lemma 4.1.9. For a polyhedral complex S and any non-empty face F, StS(F) is contractible.
Proof. Let K1,. . .,Kr be maximal faces of StS(F). By definition, F 
r£
i1
Ki. Let x be a
point on F. Let si: Ki  [0,1] Ñ Ki be the straight-line homotopy given by
si(y,t) = (1-t)y + tx
Since each Ki is convex, the line segment lies entirely in Ki. If any two maximal faces Ki, Kj
intersect in a face G, the line segment also lies in G because all faces are convex. Individually
these are deformation retracts of each Ki onto x. Let r: StS(f)  [0,1] Ñ StS(f) be
r(y,t) = si(y,t) when y P Ki.
Since the si agree on any overlap, r is well-defined. Thus, r is a deformation retraction of StS(f)
onto {x}. l
Transversal Cross-Sections of Cones
Let C be a positive rational cone in Rd  as defined in Section 2.2. We consider a transversal
hyperplane to C. This is a hyperplane T which is transverse to every positive ray in Rd . Such
planes are defined by normal vectors whose coordinates are all positive. We shall call D =
C X T a transverse cross-section of C. Note that if G  F, then G X T  F X T. Then we have
a 1-to-1, order-preserving correspondence Θ between the faces of C and the faces of D, where
Θ(F) = F X T. We shall denote the face of a cross-section corresponding to F by f. We include
the empty face {H} as a face of D. So we set Θ({0}) = {H}. Note that the empty face {H}
is a subface for every face f of D.
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Remark 4.1.10. We wish to distinguish the empty face {H} of a polyhedron from the
empty complex H consisting of no faces. This distinction will be more evident when we discuss
the cohomology of polyhedral complexes.
The following lemma relates the transversal cross-section for two different transverse hyper-
planes.
Lemma 4.1.11. i)Suppose T, T 1 are transversal planes defining cross-sections of C with D =
T X C , and D 1 = T 1 X C. Then there exists a homeomorphism ψ:D Ñ D 1 which preserves
the face decomposition.
ii) Let S be a polyhedral subcomplex of C. Then S = S X T is a polyhedral subcomplex of D. If
S 1 = S X T 1, then ψ restricts to a face-preserving homeomorphism S Ñ S 1.
Proof. i)If T 2 is a plane through the origin parallel to T 1, then the central projection
from 0 onto T 1 pi : Rdz T 2 Ñ T 1 is a smooth map. Let x P f  D. Then there exists a ray
R x  F  C such that R x X D = x. Then, by transversality of T 1 to the R x, there exists
a unique point yx P F 1 X D 1 = f 1 such that yx = rx for some r P R . This defines a map ψ:
D Ñ D 1 where ψ(x) = yx. ψ = pi |D, so ψ is smooth.
By the same process, there is a smooth map φ: D 1 Ñ D mapping yx to x. Now φ  ψ =
idD and ψ  φ = idD 1 . Furthermore, ψ(f) = f 1.
ii)Let S be a polyhedral subcomplex of C. If F, F 1  S and F X F 1 = G, then g (possibly the
empty face) is a subface of both f and f 1. Also if G  F, then G X T  F X T. Thus S is
a polyhedral subcomplex of D. Since ψ preserves the faces of S, ψ maps S homeomorphically
onto S 1. l
Example 4.1.12. In Figure 4.2, C is a three-dimensional cone with basic supporting hy-
perplane H1, . . . H5. The cross-section of C is a pentagon. In Figure 4.2, we also show -C =
{v | -v P C}. Note that -C X C = 0, so C is a positive cone.
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Figure 4.2. A three dimensional cone C, with cross-section along with -C. The
basic supporting hyperplanes of C are labeled H1,. . . H5. See Example 4.1.12.
A cross-section D of C lies in the (d-1)-simplex T X Rd  and hence is bounded. A bounded
polyhedron is called a polytope. As a topological space, a polytope is compact. Hence, any
polyhedral subcomplex of any polytope is compact. We now connect the singular cohomology
of a compact polyhedral pair to the cohomology of the cochain complex for compact polyhedral
pairs.
4.2. Cochain Complexes for Polyhedral Complexes
In this section, we recall the cochain complex associated to a polyhedral complex. More
specifically, we define the relative cohomology of a polyhedral pair. We will recall the fact that
the polyhedral complexes are special cases of regular cell complexes to relate the (topological)
cohomology of the polyhedral pair to the cohomology of the cochain complex determined by
that pair.
Let LP be the face lattice of a polyhedral complex P, which is the set of faces of P ordered
by inclusion. Let  be an incidence function on LP . (See Definition 3.5.3.) We may then restrict
this to an incidence function for a polyhedral subcomplex S  P.
Remark 4.2.1. [Incidence Function on a Polytope] Given a polytope D, we may also define
an incidence function on the face lattice LD of D (which now includes the empty face {H}) by
replacing properties 2) and 3) of Definition 3.5.3 with the following:
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2)(v,H) = 1 for all vertices v ,
3)if e is a 1-dimensional face, and v1 and v2 are its vertices, then
(e,v1) + (e,v2) = 0.
If there is an incidence function  on the face lattice of a cone C, then  induces an incidence
function  1 on the face lattice of any transverse cross-section via the map Θ described in Section
4.1 by  1(f,f 1) = (F,F 1).
Remark 4.2.2. The incidence function for polytopes is equivalent to putting a consistent
orientation on the faces of D in the following way, as described in Theorem 7.2 of Chapter
IX of [11]. We use induction on the dimension of the faces. Given an edge e, there are two
unique vertices that satisfy condition 4. Without loss of generality, suppose that v1 satisfies
(e,v1) = 1. Assign an arrow to e such that the arrow is pointing away from v2 and toward
v1. Thus we have an orientation on all edges. Suppose f has dimension k, and there exists an
orientation on all faces having dimension less than k. If (f,f 1) = 1, then the orientations on f 1
is the induced orientation from f when we view f as a piecewise linear manifold with boundary.
If (f,f 1) = -1, then f and f 1 have opposite orientation, that is the induced orientation on f 1 from
f is the negative of the given orientation on f 1. In this way one can construct on orientation on
the k-dimensional faces of S by knowing the orientations of all 0,1,. . .,(k-1)-dimensional faces.
Using these incidence functions, we introduce chain and cochain complexes for polyhedral
subcomplexes of both convex polyhedral cones and polytopes.
Chain Complexes for a Polyhedral Cone
Let S be a d-dimensional polyhedral subcomplex of a polyhedral cone, and let  be an
incidence function on LS . Define the (non-augmented) chain complex to be
(4.1) C(S): 0 Ñ Cd(S) Ñ Cn1(S) Ñ . . . C0(S) Ñ 0
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where
(4.2) C`(S) =
à
F P S
dim F = `
kF.
where kF is the one-dimensional k -vector space corresponding to the face F. We abuse notation
and denote the generator by F, as well. The differential is given by B`: C`(S) Ñ C`1(S), where
(4.3) B`(F) =
¸
F 1FPS
dim F1 = `-1
(F,F1)F1.
Property 3 of Definition 3.5.3 implies that B2  B1 = 0, while Property 4 implies that B` 
B`1 = 0 for all ` ¡ 2.
Let A be a polyhedral subcomplex of S, with face sublattice LA  LS . Then, for every i ¥ 0,
Ci(A) =
à
G P A
dim G = i
kG is a vector subspace of Ci(S). Since A is a polyhedral subcomplex,  |LA is
an incidence function on LA. Thus B sends Ci(A) to Ci1(A), and B induces a homomorphism
on the quotient space Ci(S,A) = Ci(S)/Ci(A). If A is the empty complex, then C(S,A) =
C(S). These quotient spaces along with the differentials Bt form a chain complex called the
reduced chain complex of the pair (S,A):
(4.4) C(S,A): 0 Ñ Cd(S,A) Ñ Cn1(S,A) Ñ . . . C0(S,A) Ñ 0.
Define Ci(S, A) = (Ci(S, A)) to be the dual vector space of Ci(S, A). Let F be the dual
basis vector that is 1 on F and zero on the other faces. The set {F | F a face of S and dim F =
i} form a basis of C i(S). Likewise, the set {F | F a face of S, not a face of A and dim F =
i} form a basis of C i(S, A). The transpose of B, which we call δ, gives a map δr: Cr(S, A) Ñ
Cr 1(S, A) defined by
δr(F ) =
¸
FF 1PS
dim F1 = r+1
(F,F1)pF 1q,
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where F  is the image of F in C r(S,A).
By the definition of B, δr  δr 1 = 0. So we obtain the relative cochain complex of the pair
(S,A):
C˜(S,A): 0 Ñ C˜ 0(S,A) Ñ . . . C˜d1(S,A) Ñ C˜ d(S,A) Ñ 0.
Chain Complexes for Polytopes
Let S be a d-dimensional polyhedral subcomplex of a polytope, with incidence function
 on LS as defined in Remark 4.2.1. We may also define the augmented chain complex of a
polyhedral complex S as the complex:
(4.5) C˜(S): 0 Ñ C˜d(S) Ñ C˜d1(S) Ñ . . . C˜0(S) Ñ C˜1(S) Ñ 0
where C˜i(S) = Ci(S) as defined by (4.2) for i ¥ 0 and C˜1(S) = k{H}  k. The differential is
defined as in (4.3). Properties 2 and 3 imply that B`  B`1 = 0 for ` ¥ 1.
Similar to the polyhedral cone case, we define the relative chain complex for a compact
polyhedral pair (S,A). If A is the empty complex, C˜(S,A) = C˜(S). However if A is nonempty,
then C1(S) = C1(A) = k. So C1(S,A) = 0. Thus we have C˜(S,A) = C(S,A). Additionally,
we introduce a special case where we allow A to be the subcomplex consisting of only the empty
face {H}, as in Remark 4.1.10. Then C˜1(S,A) = 0 and for i ¥ 0, C˜ i(S,A) = C˜i(S). Therefore,
if A = {H}, C˜(S,A) = C(S).
For a polyhedral subcomplex of a polytope S and subcomplex A  S, we now define the
augmented relative cochain complex, denoted by C˜ with differential δ:
(4.6) C˜(S,A): 0 Ñ C˜1(S,A) Ñ C˜ 0(S,A) Ñ . . . C˜d1(S,A) Ñ C˜ d(S,A) Ñ 0
where as vector spaces,
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(4.7) C˜ `(S,A) =
à
F P S z A
dim F = `
k F¯ ,
Again we note that if A is empty, then C˜(S,A) = C˜(S). If A is non-empty, then C1(S,A) =
0. Therefore, if A is non-empty, C˜(S,A) = C(S,A). Also, in the special case where A = {H}
is the subcomplex consisting of the empty face, then C1(S,A) = 0, C i(S,A) = C i(S) for i ¥
0. Thus C˜(S,A) = C(S).
The faces of a polyhedral complex S endows S with a regular cell structure. The following
fundamental theorem in topology will play a crucial role in our work. (See [12], Chapter IX
Theorem 4.2. or [4], Chapter VII Theorem 5.1.)
Theorem 4.2.3. Let (S, A) be a compact polyhedral pair. Then the singular relative coho-
mology of the pair (S,A) with coefficients in k is isomorphic to the relative cohomology of the
polyhedral cochain complex of (S,A). In other words
(4.8) H˜pS,A; kq  HpC˜pS,Aqq.
Remark 4.2.4. For the special case where A = {H} is the subcomplex consisting of the
empty face, then (4.8) becomes H˜(S;k)  H(C(S,A)).
The proof given in [12] and [4] is for the case of homology. However, the case of cohomology
easily follows.
We are now in position to construct, for every multidegree m, a polyhedral pair whose
relative cohomology is isomorphic to the m-graded local cohomology of R/I.
4.3. Isomorphism between (L b R/I)m and C˜(Sm, Bm)[1]
In this section, we associate a polyhedral pair (Sm, Bm) and a corresponding compact
polyhedral pair (Sm, Bm) to each multidegree m. We first prove that for every multidegree m,
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there is a chain isomorphism between (L b R/I)m and C(Sm, Bm). Then using a transversal
cross-section of C, we obtain from (Sm, Bm) the compact pair (Sm, Bm) and prove a chain
isomorphism between C(Sm, Bm) and C˜(Sm, Bm)[1], which is the usual cochain complex
on the pair shifted by one. Since the latter pair is compact, by Theorem 4.2.3, we are able to
compute the local cohomology using topological methods.
For the remainder of the chapter, we have the following notation.
Let C be a positive, rational cone, with face lattice LC . Let R = k [C] be the vector space
spanned by {xm | m P Zd X C}. We call R the conical algebra of C. Let I =  xm1 , . . ., xmn¡
be a monomial ideal in R. Note that I is generated as a k -vector space by {xc | c P Cmi for
some i P {1,. . .,n}}, where Cmi = C + mi. Let ∆(I) be the polyhedral subcomplex consisting
of the faces F of C such that int(F) does not contain a generator of I. Let T be a transversal
hyperplane and let D = C X T be a cross-section of C. Finally, we let δ(I) denote the polyhedral
subcomplex of D corresponding to ∆(I).
Remark 4.3.1. If we consider I∆ = rad(I), then I∆ is the ideal generated by all monomials
lying off of every face in ∆(I). The conical algebra k [∆] = k [C]/I∆ is called a Stanley-Reisner
ring, which was introduced in Section 3.2 and will be considered in detail in Chapter 5.
Constructing the Polyhedral Pair
Definition 4.3.2. The set of faces F such that (RF /IRF )m  0 will be referred to as the
C-support of m and denoted C-supp(m).
For any m P Zd, we define the following polyhedral subcomplexes of the cone C
(4.9) Sm  {F P ∆(I) | F  G and (RG/IRG)m  0} and,
(4.10) Bm  {F P Sm | xm R RF }
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Recall by Proposition 3.5.2 that as a vector space RF is generated by monomials xm such that
(m, aH) ¥ 0 for all H P HF . Thus G P Bm if and only if (m,aH)   0 for some H P HG.
That these sets are polyhedral complexes follows from the next lemma.
Lemma 4.3.3. Let C be a rational positive cone. Suppose I is a monomial ideal of k[C] and
∆ = ∆(I).
a)Sm is a subcomplex of ∆.
b)Bm is a subcomplex of Sm.
Proof. a)Let F P Sm and F 1  F. By (4.9), there exists G P ∆ such that F  G and xm
is a non-zero element of RG/IRG. As F 1  F  G and ∆ is a subcomplex, then F 1 P ∆. Thus
F 1 P Sm.
b)Let F P Bm. Suppose F 1  F. By a) F 1 P Sm. Suppose F 1 R Bm. Then xm P RF 1 . Since
RF 1  RF , xm P RF . This contradicts the hypothesis that F P Bm. l
We next relate the polyhedral pair (Sm, Bm) to C-supp(m).
Lemma 4.3.4. a)C-supp(m) = Sm z Bm.
b)Sm is the smallest subcomplex of C that contains C-supp(m).
Proof. a)If F is in C-supp(m), then xm  0 P RF /IRF . Therefore, F P Sm. Since xm P
RF , F R Bm.
Conversely, suppose F P Sm z Bm. Then there exists G  F such that xm  0 P RG/IRG.
So, xm R IRG. Therefore, xm R IRF . Also F R Bm, so xm P RF . Hence, xm  0 P RF /IRF , so
F P C-supp(m).
b) It suffices to show that if F P Sm, then there exists G P C-supp(m) such that F  G.
However, by (4.9), such a G exists. l
This leads to the following definition.
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Definition 4.3.5. A collection of faces B is a semi-complex if B is the set difference of
two polyhedral complexes.
Remark 4.3.6. By Lemma 4.3.4 a), C-supp(m) is a semi-complex for every multidegree m.
Also, by Lemma 4.3.4 b) Sm is the closure of C-supp(m) in ∆. So we may write
Bm = Sm - {F | F P C-supp(m)}.
Since C-supp(m) is only a semi-complex, we do not have a polyhedral cochain complex
associated to it. To carry out the computations of the local cohomology modules, we first relate
the L-complex to the cochain complex C(Sm, Bm). However, (Sm, Bm) is not a compact
polyhedral pair. To construct a compact polyhedral complex we use a transversal cross-section
D of C. Recall the face-preserving correspondence Θ: LC Ñ LD. We further consider the
associated polyhedral pairs in a transversal cross-section of C, denoted (Sm, Bm), where Sm =
Θ(Sm) and Bm = Θ(Bm). We then relate the polyhedral cochain complex of (Sm, Bm) to
that of (Sm, Bm), where the incidence function on LD is derived from the incidence function
on LC . The relationship between the cochain complexes are given by the following theorem.
Theorem 4.3.7. Let C be a positive rational cone. Also, let R = k[C], and let I be a
monomial ideal in R. For m P Zd, there are isomorphisms of complexes.
(L b R/I)m  C(Sm, Bm)  C˜(Sm, Bm)[1].
We prove the first equivalence and the second equivalence in two separate propositions.
Recall from the statement after Proposition 3.5.2 that dimk (RF /IRF )m ¤ 1. Let eF is the
generator of the one-dimension vector space (RF /IRF )m if (RF /IRF )m is non-zero. For the
first equivalence, we define for every `
α` : pL` bR{Iqm Ñ C`pSm,Bmq
eF ÞÑ F¯ .(4.11)
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Let α = {α`}.
Proposition 4.3.8. α defines a cochain isomorphism.
(L b R/I)m  C(Sm, Bm).
Remark 4.3.9. We note that if Bm is empty, then, C(Sm, Bm) reduces to C(Sm).
Proof. Suppose dim F = `. (RF /IRF )m  k if and only if F P C-supp(m). The latter
statement is true if and only if F P SmzBm by Proposition 4.3.4. Hence, α maps the canonical
generator eF to the canonical generator F¯  of C `(Sm,Bm). Therefore, α defines an isomor-
phism of vector spaces for every `.
Second, we claim α is a cochain map. Let  be an incidence function on LC . We have shown
that  |LSm is an incidence function on LSm . So we use the same incidence function for the
two differentials. Let F be in C-supp(m) with dim F = `. Recall from Section 3.5 that the
differential of the L-complex is
B `L(eF ) =
¸
FF 1
dim F 1 = ` + 1
(F,F1)eF 1 .
However, when we consider the m-graded L-complex, the terms indexed by F such that
(RF 1/IRF 1)m = 0 are 0 and can be ignored. If F is in C-supp(m) and dim F = `, then,
α  B `LpeF q  α
  ¸
FF 1
dim F 1 = ` + 1
(RF 1 /IRF 1 )m  k
pF, F 1qeF 1


¸
FF 1
dim F 1 = ` + 1
F 1 P Sm z Bm
pF, F 1q ¯pF 1q
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On the other hand,
δ `  αpF q  δ `pF¯ q

¸
F 1
pF, F 1qp ¯pF 1qq mod C` 1 (Bm).

¸
FF 1
dim F 1 = ` + 1
F P Sm z Bm
pF, F 1qpF¯ q
Thus, α defines a cochain isomorphism. l
Suppose D is a transversal cross-section of C. Let Θ: LC Ñ LD be the isomorphism described
in Section 4.1. For the second equivalence in Theorem 4.3.7, we define for every `
Θˆ`: C`(Sm, Bm) Ñ C˜`1(Sm, Bm) = C˜`(Sm, Bm)[1]
F¯  ÞÑ f¯, where Θ(F) = f.(4.12)
Let Θˆ = {Θˆ`}.
Proposition 4.3.10. Θˆ defines a cochain isomorphism
C(Sm, Bm)  C˜(Sm, Bm)[1].
Remark 4.3.11. We note two special cases. If Bm is the empty complex, then Bm is
also the empty complex. So C˜(Sm, Bm) reduces to C˜(Sm). When Bm = {0}, then Bm =
{H}. So C1(Sm) = C1( Bm) = k and C1(Sm, Bm) = 0. Thus, if Bm = {0}, then
C˜(Sm, Bm) = C(Sm). For all other cases, {0}  Bm, so {H}  Bm. Then C˜1(Sm, Bm) =
0 and C˜(Sm, Bm) = C(Sm, Bm).
Proof. Θ maps bijectively the `-dimensional faces F of C to the (`-1)-dimensional faces
f of D. So if F¯  is non-zero in C`(Sm,Bm), then F P Smz Bm. Therefore, f P Smz Bm and
thus f¯ = Θˆ`(F¯ ) is non-zero in C˜p`1q(Sm, Bm). Hence Θˆ sends the canonical generators of
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C `(Sm, Bm) to the canonical generators of C`1(Sm,Bm) when ` ¡ 0. This together with the
above remark shows that Θˆ is a vector space isomorphism for all `.
Given an incidence function  on LSm , there is an induced incidence function  1 on LSm as
described in Remark 4.2.1. Let {δ `} be the differentials of C˜(Sm, Bm) defined by  1. We now
show Θˆ is a chain map. Let dim F = `.
δ`1  ΘˆpF¯ q  δ`1pf¯q

¸
ff 1
dim f 1`
 1pf, f 1qpf¯ 1qmod C` (Bm).
Secondly,
Θˆ  δ `pF q  Θˆ
  ¸
FF 1
dimF 1` 1
pF, F 1qpF¯ 1qmod C` 1 (Bm).


¸
ff 1
dim f 1`
pF, F 1qpf¯ 1qmod C` (Bm).

¸
ff 1
dim f 1`
 1pf, f 1qpf¯ 1qmod C` (Bm).
Then Θˆ is a chain isomorphism. l
4.4. Projection Maps and the Partial Star Complexes
In Section 4.5, we shall introduce the critical regions of Rd as those subsets of m P Zd so
that (Sm, Bm) is the same for a given critical region. As preparation, we introduce in this
section a collection of projection maps piF for a face F, and piF,G for faces F  G. With these
projections, we define two polyhedral subcomplexes, the partial Star complex and the boundary
of the partial Star complex. We show that Sm is the union of the partial star complexes for a
distinguished set of faces called the minimal faces. Furthermore, we show Bm is the union of
the boundaries of the partial star complexes for these minimal faces. Then, in Section 4.5, we
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associate to each critical region a unique representation of the polyhedral pair.
Let W be a linear subspace of Rd. WK will denote the orthogonal complement of W with
respect to the usual inner product on Rd.
Definition 4.4.1. Let F be a face of C. We define piF : Rd Ñ  F¡K as the orthogonal
projection along  F¡. Also for F  G, we let piF,G:  F¡K Ñ  G¡K be the orthogonal
projection map. Correspondingly, we let:
CF = piF (C), piF (I) = {piF (v) | v P
¤
Cmi}, and SF = CF z piF (I).
Remark 4.4.2. CF =  FK ¡

(
£
Hi P HF
H i ). So, CF is a polyhedron of dimension dim F
K.
Remark 4.4.3. piF (I) is a polyhedron, since piF (Cmi) is a convex polyhedron for every i.
In general piF (I) is not convex. SF is an example of a semi-polyhedron, that is, the set theoretic
difference of two polyhedrons. In general, the semi-polyhedrons are not convex, as the figure
and examples below illustrate.
Figure 4.3. See Example 4.4.4 for Stanley-Reisner ideals. The projection piF
where F is a codim 2 face perpendicular to the page. The shaded region is SF .
In this case, no integer points exist in SF X int(CF ).
a)F is a maximal face of ∆.
b)F  G and F is not a maximal face of ∆.
Example 4.4.4. [Stanley-Reisner ideals] In Figures 4.3 a) and b), the image of a projection
of a Stanley-Reisner ideal is shown. In a) F is a maximal face in ∆, while in b) F  G P
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∆. There are no integer points in the shaded region, since any such integer point m could be
translated by some element f of F into the interior of C. Thus, m + f P I. Thus, the only integer
points in SF are 0 in the case of a) or lie on piF (G) in the case of b).
Figure 4.4. See Example 4.4.5 for generic ideals in the sense of [1]. The pro-
jection piF where F is a codim 2 face perpendicular to the page. The horizontally
shaded region is SF The diagonally shaded region is
SF z
¤
F  G
pi1F,G(SG).
a)A polynomial ring with v an integer point.
b)A general cone where v 1 need not be an integer point
Example 4.4.5. [Generic ideals as in Section 3.4] In Figure 4.4 a) there are three ideal
generators of IRF where R is a polynomial ring. We note that in case a) for a polynomial
ring, there are integer points such as v in the shaded region. However, this need not be true in
general. In Figure 4.4 b), R is a general cone. Here again IRF has three generators. Depending
on the dot products of the ideal generators with the normal vectors of the planes in HF , there
need not be integer points in SF .
First, we present two useful properties concerning the projections piF (m).
Lemma 4.4.6. If piF (m) P CF , then for every G with F  G, piG(m) P CG.
Proof. piG(m) = piG,F (m)  piF (m) P piG,F (CF ) = CG. l
Lemma 4.4.7. If piG(m) R piG(I), then for every F with F  G, piF (m) R piF (I).
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Proof. Suppose not. Let F  G be faces such that piF (m) P piF (I). Then piG(m) =
piG,F  piF (m) P piG,F  piF (I) = piG(I), a contradiction. l
Combining Lemmas 4.4.6 and 4.4.7, we obtain the following proposition.
Proposition 4.4.8. Let F  G. Suppose piF (m) P CF and piG(m) R piG(I). Then for every
F 1, F  F 1  G, piF 1(m) P SF 1.
Proof. Let F 1 such that F  F 1  G. By Lemma 4.4.6, piF 1(m) P CF 1 . By Lemma 4.4.7,
piF 1(m) R piF 1(I). Thus, piF 1(m) P SF 1 . l
Now, we show that a non-zero m-graded component of RF /IRF is equivalent to a geometric
condition on piF (m). This will allow us to partition the vector space, grouping all multidegrees
with the same C-support together.
Lemma 4.4.9. piF (m) P SF if and only if xm is a non-zero element in RF /IRF .
Proof. First, piF (m) P CF if and only if (m,aH) ¥ 0 for all H P HF , which is true if and
only if xm P RF .
Next, suppose piF (m) P CF . Then, piF (m) P SF if and only if piF (m) R piF (Cmi) for any
i. This is true if and only if for every i, m  c + v, for c P Cmi X Zd and v P  F¡ X Zd.
However, any such v P  F¡ can be written v = v1 - v2, for some vj P F X Zd, so m  (c +
v2) - v1 for (c + v2) P Cmi and v1 P F X Zd. Thus, xm R IRF . l
For a given m P Zd, we partition the basic supporting hyperplanes of C into three sets:
H (m) = {H P H | (m,aH) ¡ 0},
H0(m) = {H P H | (m,aH) = 0},
H(m) = {H P H | (m,aH)   0}.
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In other words, for a given m, H (m) is the set of basic supporting hyperplanes H of C
such that C and m lie on the same open half-space determined by H. Similarly, H(m) is the
set of hyperplanes such that C and m lie on opposite open half-spaces.
Definition 4.4.10. For a monomial ideal I with a corresponding polyhedral subcomplex
∆(I) = ∆, F P ∆ is a minimal face of m if F is minimal among the set of faces G such that
piG(m) P SG.
Corollary 4.4.11. F is a minimal face for m if and only if piF (m) P SF and for all G 
F, piG(m) R CG.
Proof. If F is a minimal face, then piF (m) P SF . By Proposition 4.4.7, piG(m) R piG(I) for
all G, where G  F. So F is minimal if and only if for all G with G  F, piG(m) R SG. This is
true if and only if piG(m) R CG for all such G. l
Elementary Properties of Minimal Faces:
(i)For any possible minimal face F of m, HF  H (m) Y H0(m), since piF (m) is necessarily
an element of CF .
(ii)If {0} is a minimal face of m, then m P C. In particular, xm is a non-zero element of R/I.
(iii) There exists multidegrees m such that m has no minimal faces, such as in the case where
m lies on -F, where F R ∆.
Example 4.4.12 (Minimal Faces for Polynomial Rings). Let C = Rd . Then k [C] =
k [x1,x2,. . . ,xd]. Let I  k [C] be a monomial ideal with subcomplex ∆ = ∆(I). Let Hi be the
hyperplane with ei as its normal vector. Given m = (m1,. . ., md) P Zd, H (m) is the set of
hyperplanes {Hi}, such that mi is positive. Similarly, H(m) is the set of hyperplanes {Hi},
such that mi is negative and H0(m) is the set of hyperplanes such that mi is 0. Then there
is at most one minimal face of m, namely the face of ∆ defined by the vanishing of xi, where
mi ¥ 0.
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Figure 4.5. A two dimensional cone in Example 4.4.13 with I a monomial ideal
generated by xm1 and xm2 . The vi represent integer points. Here ∆ = {F, G,
0}
Example 4.4.13. In Figure 4.5, C is a two dimensional cone, with I =   xm1 , xm2 ¡.
Suppose the vi are integer points as pictured. v1 has F as a minimal face. v2 lies in the cone,
so its unique minimal face is = {0}. v3, on the other hand, lies in -C, and therefore, has no
minimal faces. v4 has {0} as a minimal face but piF (v4) R SF , and piG(v4) R SG.
Figure 4.6. A three dimensional cone in Example 4.4.14 whose cross-section is
a pentagon.
Example 4.4.14. In Figure 4.6, just as in Example 4.1.12, C is a three dimensional cone
whose cross-section is a pentagon. We denote the basic supporting hyperplanes by Hi and the
2-dimensional faces by Fi = C X Hi. We denote the one-dimensional faces by Fij = Fi X Fj ,
i   j. Let I be the ideal generated by all integer points in the interior of C. So R = k [C]/I∆ is
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a Stanley-Reisner ring, with ∆ = Bd(C).
Suppose m  0 lies in H1 X H4. Thus, any minimal face of m must be contained in H1 and
H4. The only face in the intersection is {0}. Since m  0, m lies outside of the cone. So the
set of minimal faces of m is {F1, F4,}.
Decomposing (Sm,Bm) using minimal faces
We have shown, that for any multidegree m, we can compute the m-th graded local coho-
mology by computing the topological cohomology of the compact polyhedral pair (Sm, Bm).
To determine this pair, we show that we can decompose (Sm, Bm) into a union of polyhedral
subcomplexes determined by the minimal faces of m.
Definition 4.4.15. Given a multidegree m and F P ∆, the m-partial Star complex of F in
∆, is
(4.13) mSt∆(F) = {G P ∆ | there exists K P ∆ such that F, G  K with piK(m) P SK}.
The boundary of the m-partial Star complex of F is
(4.14) Bd(mSt∆(F)) = {G P mSt∆(F) | HG X H(m)  H}.
For mSt∆(F) to be non-empty, F must be contained in a face G where G is in C-supp(m).
Since every such face G contains a minimal face of m, we can use the minimal faces to describe
all the partial Star complexes for a given m.
Lemma 4.4.16. a)If G  F and F P Sm, then mSt∆(F)  mSt∆(G).
b)Suppose F1,. . ., Fn are the minimal faces of a multidegree m. Then
(4.15)
¤
FP∆
mSt∆(F)=
n¤
i1
mSt∆(Fi).
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Proof. a)Let F 1 P mSt∆(F). Then there exists K P ∆ such that F 1, F  K with piK(m) P
SK . So, G  K. Therefore, F 1 P mSt∆(G).
b) The inclusion  is immediate. Conversely, suppose G P mSt∆(F). Then there exists K
containing F and G such that piK(m) P SK and so G P mSt∆(K). Then, there exists a minimal
face Fi  K; therefore, by part a), G P mSt∆(Fi). l
Example 4.4.17. Referring to Example 4.4.13 and Figure 4.5, we determine the m-partial
Star complex for various multidegrees. v1 has minimal face F. v1St∆(F) = {F,0}, since F is
a maximal face of ∆. Accordingly, Bd(v1St∆(F)) = {0}. Similarly, v2 has minimal face {0}
and v2St∆({0}) = {F, G, 0}, and Bd(v2St∆({0})) = H. v4 also has minimal face {0} and
v4St∆({0}) = {0}, and Bd(v4St∆({0})) = H. So two multidegrees can have the same minimal
face, but different m-partial Star complexes.
Example 4.4.18. Referring to Example 4.4.14 and Figure 4.6, let m P  H1¡ X  H4¡, with
m  0. The set of minimal faces for m is {F1, F4}. Then mSt∆(F1) is the subcomplex generated
by F1, and similarly mSt∆(F4) is the subcomplex generated by F4. Bd(mSt∆(F1)) = {F12,
F15,0} and Bd(mSt∆(F4)) = {F34, F45, 0}. For this example, we obtain similar results for every
multidegree m in the intersection of two basic supporting hyperplanes whose corresponding faces
only intersect at {0}.
We now show that we can compute the polyhedral pair (Sm, Bm) using the m-partial Star
complex and its boundary.
Proposition 4.4.19. Let C be a positive rational cone and let I be a monomial ideal in
k[C]. Let F be a face of ∆ = ∆(I). Then, for m P Zd, we have the following:
a)mSt∆(F)  Sm.
b)Bd(mSt∆(F))  Bm.
c)If mSt∆(F)  H, then mSt∆(F) is contractible.
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Proof. a) Suppose G P mSt∆(F). Then there exists K with F, G  K such that piK(m) P
SK . Thus, (RK/IRK)m  0, so K P Sm. Since G  K, G P Sm.
b)Suppose G P Bd(mSt∆(F)). By a) above, G P Sm. Also, H(m) X HG  H. Therefore,
xm R RG. Thus, G P Bm.
c) If mSt∆(F)  H, then F P mSt∆(F). Then the argument is analogous to Lemma 4.1.9.
mSt∆(F) is the closure of the faces K containing F such that piK(m) P SK . Then, for G P
mSt∆(F) there exits K P ∆ such that G  K and piK(m) P SK . So K P mSt∆(F) also. Suppose
K is a maximal face of mSt∆(F) containing G. Fix a point x P F. Since K is convex, there
exists a straight line homotopy from K to {x}. If two maximal faces intersect, they intersect
in a face G 1 containing F. Therefore, the homotopy is well-defined on the intersection. This
defines a strong deformation retract from mSt∆(F) to {x}. l
Proposition 4.4.20. Suppose F1, . . ., Fn, n ¥ 1, are the minimal faces of m. Then,
(4.16) Sm 
n¤
i1
mSt∆pFiq, and Bm 
n¤
i1
BdpmSt∆pFiqq.
Proof. Since the Fi are the minimal faces of m, we have by Lemma 4.4.16 a) and Propo-
sition 4.4.19 a),
n¤
i1
mSt∆pFiq 
¤
FP∆
mSt∆pF q  Sm.
Also, by b) of Proposition 4.4.19,
n¤
i1
mSt∆(Fi) Bm. It remains to show Sm 
n¤
i1
mSt∆(Fi)
and Bm 
n¤
i1
Bd(mSt∆(Fi)).
Let G P Sm. Then since Sm is the closure of C-supp(m), there exists a K P ∆ such that
G  K and xm is a non-zero element of RK/IRK . Thus, piK(m) P SK and G P mSt∆(K). Thus
there is a minimal face Fi so that G P mSt∆(Fi).
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Now, in addition, suppose G P Bm. Then, G P Sm. So there exists a minimal face Fi of
m such that G P mSt∆(Fi). Also, G P Bm implies that xm R RG. Hence, piG(m) R CG. Thus,
HG X H(m)  H. So, G P Bd(mSt∆(Fi)). l
4.5. Critical Regions
In the previous section, we showed that the m-graded local cohomology can be computed
using a polyhedral pair determined by the partial stars of the minimal faces of m. In this
section, we use the projection maps piF,G to partition Rd into critical regions so that in a given
region, all the multidegrees in that region determine the same polyhedral pair. Then, we may
reduce computations by associating the region to its polyhedral pair.
Definition 4.5.1. Let k[C]/I be a monomial ideal. Let  be an equivalence relation on
Zd where m  m 1 if and only if (Sm, Bm) = (Sm 1, Bm 1). An equivalence class under 
will be called a critical region. An essential region A is a critical region whose associated
compact polyhedral pair has non-trivial relative cohomology. A region whose associated compact
polyhedral pair has trivial relative cohomology is called non-essential.
By Theorem 4.3.7, if two integer points have the same associated polyhedral pair (Sm,Bm),
then the graded local cohomology modules are isomorphic. Equivalently, Smz Bm = C-
support(m) is the same for all m in a given critical region. Thus, the critical region completely
determines the minimal and maximal faces of Sm. We will abuse terminology by referring to
a geometric region A  Rd as a critical region when the integer points in A form an entire
equivalence class, and we will classify critical regions in terms of such geometric regions.
Classification of the Critical Regions
In this subsection, we will give a geometric classification of the critical regions. We begin
by identifying the critical region which contains a given m. Recall C-supp(m) = {F P ∆ |
60
(RF /IRF )m  0} and that (Sm, Bm) is determined by C-supp(m), by part a) of Lemma 4.3.4.
Then by Lemma 4.4.9, if F = C-supp(m), the region
(4.17) AF 
£
FPF
pi1F pSF qzp
¤
GRF
pi1G pSGqq.
contains exactly those m 1 such that C-supp(m 1) = C-supp(m). So every critical region has the
form AF where F = C-supp(m) for some m.
Using the above definition, we derive a necessary condition on m so that (L b R/I)m is
trivial.
Lemma 4.5.2. AH = Rd z
¤
FP∆
pi1F (SF ) is a critical region with Sm = H. Hence, for m P
AH, (L b R/I)m is the zero complex. Furthermore, -(C z ∆)  AH.
Proof. If piF (m) R SF for any F P ∆, then C-supp(m) is empty, and conversely (L b R/I)m
is the zero complex exactly when m P AH.
Now suppose m P -(C z ∆). We write -C =
£
HiPH
Hi where H

i = {v | (v, ai) ¤ 0}. Then,
(m, ai) ¤ 0 for Hi P H. Thus, H (m) = H. We claim m has no minimal faces and therefore,
by Proposition 4.4.20, Sm = H. Since m P -(C z ∆), then m P int(-F), for some F R ∆. So,
H 0(m) = HF . Hence, F is the only possible minimal face. Since F R ∆, SF = H. Thus, there
are no minimal faces of m and C-supp(m) = H. l
We shall refer to AH as the basic inessential region. By the previous lemma, we may restrict
our attention to decomposing (AH) c =
¤
FP∆
pi1F (SF ) into critical regions. To that end, we now
characterize a special set of the minimal faces.
Definition 4.5.3. If Fi is both a minimal face of m and a maximal element of Sm, we
refer to Fi as an isolated face of m.
Remark 4.5.4. By Lemma 4.4.7, F is an isolated minimal face of m if and only if F is a
minimal face and for all G with F  G, piG(m) P piG(I).
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This terminology is derived from the face lattice diagram of Smz Bm. See Figure 4.7. If Fi
is a minimal face of m, and a maximal element of Sm, then there are no edges connecting the
vertex depicting Fi. In other words, each isolated face is its own component in the diagram.
Note that the faces in Bm do not appear in this particular lattice diagram.
Figure 4.7. The face lattice for Sm z Bm. Each circle represents a face and
each edge denotes the inclusion of the lower face into the higher one. The lowest
row consists of the minimal faces of m. Note the two rightmost minimal faces
are isolated.
We present some additional facts about the m-partial Star complexes of the minimal faces
of m.
Lemma 4.5.5. If F is a minimal face of m, then
mSt∆(F) =
¤
G max in mSt∆(F)
G.
Proof. If G is maximal in mSt∆(F), then all the subfaces of G are also in mSt∆(F). Thus,
we have proven the () inclusion.
Let K P mSt∆(F). Then there exists a maximal face G of mSt∆(F) such that K  G. So,
we obtain the () inclusion. l
Lemma 4.5.6. If F1,. . ., F` are the non-isolated faces of m, then
¤`
i1
mSt∆(Fi) =
¤`
i1
p
¤
G max in mSt∆(Fi)
G).
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Proof. Given Fi, by Lemma 4.5.5, mSt∆(Fi) =
¤
G, max in mSt∆(Fi)
G. So, taking the union
over all non-isolated faces we obtain
¤`
i1
mSt∆(Fi) =
¤`
i1
p
¤
G, max in mSt∆(Fi)
G). l
Lemma 4.5.7. Suppose F, F 1 non-isolated faces of m. Let G1,. . .,G` be the maximal faces of
mSt∆(F), and G` 1,. . . Gn be the maximal faces of mSt∆(F 1). Then, mSt∆(F) X mSt∆(F 1) 
Bm if and only if Gi X Gj P Bm for 1¤i¤ ` and ` + 1 ¤ j ¤ n.
Proof. F P mSt∆(F) X mSt∆(F 1) if and only if, for some Gi, 1¤i¤ `, and some Gj , ` +
1 ¤ j ¤ n, F  Gi X Gj by Lemma 4.5.6. So, mSt∆(F) X mSt∆(F 1)  Bm if and only if Gi X
Gj P Bm for 1¤i¤ ` and ` + 1 ¤ j ¤ n. l
We now summarize the classification in the following list. We first categorize those multide-
grees that have a unique minimal face. For those critical regions with more than one minimal
face, we distinguish a special class which satisfy the following partition property for the corre-
sponding maximal faces.
Property 4.5.8 (Partition Property). Let A be a critical region such that there is a set
{F1,. . ., Fn}, with n ¥ 1, which forms the set of minimal faces for every m P A. Let S =
{G1,. . .,G`} be the set of non-isolated maximal faces of m. We say that A satisfies the partition
property if there exists a partition P = {Pi} of S satisfying the following three conditions:
(P1) For each Pj, (
£
GPPj
 G¡) is a non-zero vector space intersecting C only at {0} and there
exists a multidegree mPj P A X (
£
GPPj
 G¡).
(P2) For each Pj, Bm X (
¤
GPPj
G)  {0}.
(P3) For G P Pi and G 1 P Pj, for i  j, G X G 1 = K P Bm.
Remark 4.5.9. Condition (P3) implies that all the maximal faces of mSt∆(F) for some
non-isolated face F are contained in a unique Pi. If not, suppose F is a non-isolated face with
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G1 and G2 maximal faces of mSt∆(F). Further suppose, G1 P P1 and G2 P P2. Then, F 
K = G1 X G2, and thus F P Bm, a contradiction that F is a minimal face. Further, by Lemma
4.5.7, (P3) implies that if F1, F2 are non-isolated faces of m with F1  G1 P Pi and F2  G2 P
Pj , then for i  j, mSt∆(F1) X mSt∆(F1)  Bm.
Each critical region is classified into exactly one of the following types:
(1) A unique critical region A containing int(-F) for each F  {0} in ∆. For m P A, F
is the unique minimal face of m and C-supp(m) = {G P ∆ | F  G}. Thus, (Sm,
Bm) = (St∆(F), BSt∆(F)). By (4.17), A =
£
FGP∆
pi1G (SG).
(2) Critical regions A such that {0} is the unique minimal face. Then A is contained in
C. Furthermore, A is completely determined by the maximal faces of Sm,
A = C X p
£
F maximal in Sm
pi1F (maxSF )).
(See in Definition 4.5.12 below.) It may or may not be the case that there is F P ∆
such that int(F)  A. If it true, then for all m P A, St∆(F)  Sm.
(3) Critical regions A such that F  {0} is the unique minimal face and for any m P A,
Sm  St∆(F). In this case, A  (C Y -C) c.
(4) Critical regions A such that there is a set {F1,. . ., Fn}, with n ¡ 1, which forms the
set of minimal faces for every m P A and A satisfies Partition Property 4.5.8. Then,
A  (C Y -C) c.
(5) Critical regions A with more than one minimal face, but not satisfying Partition Prop-
erty 4.5.8.
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Remark 4.5.10. Property 4.5.8 satisfied by the critical regions of type 4 will allow us
to compute the topology of the polyhedral pair directly. By contrast, the structure of the
polyhedral pair for a critical region of type 5 depends more specifically on the monomial ideal
I. The proof of this fact will be given in the next section. We also note that there are critical
regions of type 2 that also satisfy the partition conditions, namely those where the unique
minimal face F has dimension greater than 1. So, for these critical region, we can also directly
compute the cohomology.
In Chapter 4, we will show that, due to the structure of the Stanley-Reisner ideals, there
are no critical regions of type 5. Also, we show that the critical regions of type 2, 3 and 4 are
inessential. By contrast, in Chapter 5, we will consider generic ideals in the sense of [1]. Then,
C is the positive octant, and m has at most one minimal face so only critical regions of type 1,
2, and 3 will occur.
We will prove that the list above is the complete classification in a series of lemmas,
one for each type of critical region. We begin with the first type. Let m be in a critical region
of type 1) with F the unique minimal face of m. We show that for all m 1 P int(-F), m 1 is in
the same critical region as m. For this critical region, we have the following description of the
polyhedral pair associated to the critical region containing m.
Lemma 4.5.11. Let m P -∆. Suppose F P ∆ is such that -F is the smallest face of -∆
containing m. Then, i) F is the unique minimal face of m. Furthermore, ii) C-supp(m) =
{G P ∆ | F  G},
Sm = mSt∆(F) = St∆(F) and Bm = Bd(mSt∆(F)) = BSt∆(F).
Finally, iii) the critical region A =
£
FGP∆
pi1G (SG) and A X -C = int(-F). Hence, the critical
regions intersecting -C z(AH Y {0}) are indexed by int(-F), F P ∆z {0}.
Proof. Again, we write -C =
£
HiPH
Hi where H

i = {v | (v, ai) ¤ 0}. Since m P -∆  -C,
H (m) = H. Since m P int(-F), we have H0(m) = HF . Therefore, all the minimal faces of m
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contain F. Also, piF (m) = 0 P SF since F P ∆; thus, F is the unique minimal face of m. Note
that if G  F, HG  HF . Since H(m) = H z HF , HG X H(m)  H and piG(m) R CG.
This implies C-supp(m)  {G P ∆ | F  G}.
For the reverse inclusion, if G contains F, then piG(m) = piF,G  piF (m) = 0. Thus, for such
a G P ∆, with F  G, piG(m) P SG. Hence G P C-supp(m). Therefore, Sm = mSt∆(F) =
St∆(F).
Additionally, by definition,
BdpmSt∆pF qq  {G P St∆(F) | HG X H(m)  H}.
 {G P St∆(F) | HG X (H z HF )  H}
 {G P St∆(F) | HG  HF }.
 {G P St∆(F) | F  G}  BSt∆pF q.(4.18)
Then, we may use (4.17), with F = C-supp(m) to construct A, giving the first statement
in iii). If F, F 1 are distinct faces of ∆, the critical region containing int(-F) is distinct from
the critical region containing int(-F 1), since the minimal faces are uniquely associated to the
critical region and they would be different by i). l
To characterize the critical regions of type 2), it will be important to determine the maximal
faces of Sm. The maximal faces will completely determine the critical regions in this case. We
use the following notation.
Notation 4.5.12. maxSG = SG z
¤
G  F
dim F = dim G + 1
pi1G,F (SF ).
Lemma 4.5.13. For any m, G is a maximal face of Sm if and only if piG(m) P maxSG.
Proof. (ùñ)Suppose G is a maximal face of Sm. Let F be a minimal face of m such
that G P mSt∆(F). Let dim G = `. Since G P Sm, there exists a K such that G, F  K and
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piK(m) = SK . Since G is maximal, K = G, and piG(m) P SG. So for any face F 1 with G 
F 1, piF 1(m) = piG,F 1  piG(m) R SF 1 . Thus, piG(m) R pi1G,F 1(SF 1) for any F
1 containing G, in
particular those F 1 of dim ` + 1. Therefore, piG(m) P maxSG.
(ðù)Suppose piG(m) P maxSG. We show that G is maximal in Sm. First, by (4.5.12),
piG(m) P SG. If G is not maximal, then there exists a maximal F 2 P Sm with G  F 2. As
F 2 is maximal, piF 2(m) P SF 2 . Then there exists a F 1 of dim ` + 1 such that G  F 1  F 2.
By Proposition 4.4.8, piF 1(m) P SF 1 . However, piF 1(m) =piF 1,G  piG(m) P SF 1 or piG(m) P
pi1F 1,G(SF 1), a contradiction. l
By Lemma 4.5.13, G is an isolated face if G is a minimal face of m and piG(m) P maxSG.
We are ready to classify the critical regions consisting of those m such that {0} is the
(unique) minimal face.
Lemma 4.5.14. Let A be a critical region containing m such that {0} is the (unique) minimal
face. Then A  C. Furthermore, Sm = C-supp(m) is a subcomplex of ∆. If F1,. . ., F` are the
maximal faces of C-supp(m), then (Sm, Bm) = (
n¤
i1
Fi, H) and
(4.19) A = C X p
£`
i1
pi1Fi (maxSFi)).
Proof. Let m P A. Since {0} is the minimal face, pit0u(m) = m P St0u = C z (

Cmi).
Thus, A  C. Since m P C, H(m) = H and thus, Bm = H. Therefore, Sm = C-supp(m)
is indeed a subcomplex of ∆. Since m P C, piF (m) P CF for all F P C. Lemma 4.5.13 implies
that if F is a maximal face of Sm, piF (m) P maxSF . Thus, by Proposition 4.4.8, piG(m) P SG
for all G P ∆ such that G  F. By Lemma 4.5.5,
Sm = mSt∆({0}) =
¤`
i1
Fi.
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So, since the maximal faces completely determine the critical region in this case, it is enough
that for all m P A, that piF (m) P maxSF . Thus,
A = C X p
£`
i1
pi1Fi (maxSFi)).
l
The next two corollary highlights certain critical regions inside C.
Corollary 4.5.15. Let F P ∆. Suppose A is a critical region containing int(F)  C. Then,
for any m P A, St∆(F)  Sm.
Proof. Let m P int(F). Then, piF (m) = 0 P  F¡K, and thus F P Sm. Suppose G P
St∆(F). Then there exists a face K P ∆ that contains both G and F. Since K is in ∆, and m P
F  K piK(m) = 0 P SK . Thus, K P Sm. Indeed, every face in ∆ containing F is an element
of Sm. Since mSt∆(0) is a subcomplex, St∆(F)  mSt∆({0}) = Sm. l
Corollary 4.5.16. A∆ =
£
G P ∆
pi1G (SG) is the critical region containing 0. Furthermore,
Sm = ∆ for all m P A∆.
Proof. For every F P ∆, piF (0) = 0 P SF . So, we have
0 P
£
G P ∆
pi1G (SG) = A∆.
Also, ∆ = C-supp(m) = Sm for all m in A∆. For such m, pit0u(m) = m = St0u  C. So A∆ 
C and {0} is the unique minimal face of m. By Lemma 4.5.14, A∆ is completely determined by
the maximal faces of ∆. We then use (4.19) to construct A∆. Note that since St0u = C z
¤
Cmi ,
£
G P ∆
pi1G (SG) already lies in C. l
We next consider the only other case where F  {0} is the unique minimal face of ∆.
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Lemma 4.5.17. Let A be a critical region such that for all m P A, F  {0} is the unique
minimal face of m and Sm  St∆(F). i) Then, A  (C Y -C) c. ii)Also,
(4.20) (Sm, Bm) = (mSt∆(F), Bd(mSt∆(F))).
iii) Furthermore, m P A=
£
FPSm
pi1F pSF qzp
¤
GPBm
pi1G pSGqq.
Proof. Since {0}  F and F is the minimal face for m P A, by Corollary 4.4.11 pit0u(m) =
m R Ct0u = C. So, A X C = H. Since -(C z ∆)  AH and F is the minimal face, if A X -C 
H, then int(-F)  A. However, by Lemma 4.5.11, Sm = St∆(F), a contradiction. So, A 
(C Y -C) c.
Secondly, we apply Theorem 4.3.7 and Proposition 4.4.20 to this case to obtain (4.20).
Thirdly, we use (4.17) to construct the critical region A. l
We summarize the properties of the critical region A where F is the unique minimal face
for all m P A.
Proposition 4.5.18. Let A be a critical region such that for all m P A, there is a unique
minimal face F.
a)Bm = H if and only if A X C  H. Thus, F = {0}.
b)Suppose F  {0}. Sm = St∆(F) if and only if int(-F)  A.
The only critical regions left to describe are those with multiple minimal faces.
Lemma 4.5.19. Suppose m has F1,. . . Fn as its minimal faces. Then
(Sm, Bm) = (
n¤
i1
mSt∆(Fi),
n¤
i1
Bd(mSt∆(Fi)))
and for m P A
A =
£
FPSm
pi1F pSF qzp
¤
GPBm
pi1G pSGqq.
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Proof. The first equation follows from Proposition 4.4.20. Thus, the expression for A
follows from (4.17). l
Now that we are able to identify the critical regions, our goal is to construct the polyhedral
pairs associated to each region and compute the relative cohomology of the pair.
4.6. Computing the Cohomology of the Associated Polyhedral Pairs
By partitioning Rd, we reduce the computation of the local cohomology to that for a single
multidegree m in each critical region. In the previous section, we were able to determine a
representative polyhedral pair (Sm, Bm)for each critical region. In this section, we determine,
for each critical region, the corresponding compact pair (Sm, Bm) and then compute the relative
cohomology of the compact pair. Once the cohomology of the compact pair is determined, we
will then be ready to compute the depth of R/I.
Critical Regions with a Unique Minimal Face
We first determine the cohomology of the polyhedral pair determined by a critical region
intersecting -∆.
Proposition 4.6.1. Let m lie in a critical region of type 1) with F  {0} as the unique
minimal face and f = Θ(F). Then
H(L b R/I)m  H(Stδ(f), BStδ(f))[1]  H˜ (BStδ(f))[2].
Proof. By Proposition 4.5.11, (Sm, Bm) = (St∆(F), BSt∆(F)). Therefore, by Theorem
4.3.7, we have
(4.21) (L b R/I)m  C˜ (St∆(F), BSt∆(F)) C˜ (Stδ(f), BStδ(f))[1].
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In this case, BSt∆(F)  {0} nor H. Hence C˜(Stδ(f), BStδ(f)) = C(Stδ(f), BStδ(f)). By
the long exact sequence in cohomology, we have
(4.22) . . .Ñ H q(Stδ(f), BStδ(f))Ñ H˜ q(Stδ(f))Ñ H˜ q(BStδ(f))Ñ H q 1(Stδ(f),BStδ(f))Ñ . . .
Stδ(f) is contractible by Lemma 4.1.9. So we obtain the isomorphisms,
Hq 1(Stδ(f), BStδ(f))  H˜ q(BStδ(f)).(4.23)
Therefore combining (4.21) and (4.23), we obtain
H((L b R/I)m)  H˜(BStδ(f))[2].
l
We now compute the cohomology of the polyhedral pairs corresponding to the critical
regions contained in C.
Proposition 4.6.2. Let m P C. Suppose F1,. . .,F` are the maximal faces of Sm. Then
H(L b R/I)m  H˜(
¤`
i1
fi)[1].
Proof. By Proposition 4.5.14, (Sm, Bm) = (
¤`
i1
(Fi), H). In this case, Bm = H. Then
C˜(Sm, Bm) = C˜(Sm). So, by Theorem 4.3.7, we obtain
H(L b R/I)m  H˜(
¤`
i1
Fi)  H˜(
¤`
i1
fi)[1].
l
Corollary 4.6.3. Suppose m P A∆ as in Corollary 4.5.16, then H˜(L b R/I)m  H˜ (δ)[1].
Proof. In this critical region, (Sm, Bm) = (∆, H), and we obtain the result by Theorem
4.3.7. l
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Next, we compute the cohomology for the polyhedral pairs corresponding to critical regions
of type 3).
Proposition 4.6.4. Let m lie in a critical region of type 3) with F  {0} as the unique
minimal face and f = Θ(F). Then
H(L b R/I)m  H(mStδ(f), Bd(mStδ(f)))[1]  H˜ (Bd(mStδ(f)))[2].
Proof. By (4.20) and Theorem 4.3.7, we deduce the first equivalence. We replace Stδ(f) by
mStδ(f) and BStδ(f) by Bd(mStδ(f)) in (4.22), and since mStδ(f) is contractible by Proposition
4.4.19 c), we conclude
(4.24) H(mStδ(f), Bd(mStδ(f)))[1]  H˜ (Bd(mStδ(f)))[2].
l
Critical Regions with Multiple Minimal Faces
We next determine the cohomology of the polyhedral pairs corresponding to critical regions
of types 4 and 5. We begin with properties of minimal and isolated faces.
Lemma 4.6.5. Suppose F is a minimal face of m and F 1 P Sm. Then, either F P mSt∆(F 1)
or F X mSt∆(F 1) P Bm.
Proof. Suppose F R mSt∆(F 1). Let F 2  F X mSt∆(F 1). Since F 2 P Sm, there exists
G  F 2 such that G P C-supp(m). Consider K = F X G. Then K P Sm, as K is a subface of
both F and G.
We claim K P Bm. Suppose not. Then HK = HF Y HG  H (m) Y H0(m) and piK(m) P
CK . However, K  F which is a minimal face. This contradicts Corollary 4.4.11. So we conclude
that K P Bm. l
Lemma 4.6.5 leads to a simple relation between the isolated faces and the partial Star
complexes of the other minimal faces of m.
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Lemma 4.6.6. Suppose F1 and F2 are distinct minimal faces of m, with F1 an isolated face.
Then mSt∆(F1) X mSt∆(F2) P Bm.
Proof. Since F1 is an isolated face, F1 R mSt∆(F2). Also, mSt∆(F1) = F1. Then, by
Lemma 4.6.5, mSt∆(F1) X mSt∆(F2) = F1 X mSt∆(F2) P Bm. l
We now move to the case of the critical regions of types 4 and 5. We will show that
we can use the exact sequence of a triple to compute the cohomology of the polyhedral pairs
corresponding to these critical regions. In the case of a region of type 4, we will be able to
compute the cohomology directly. We first present a necessary lemma. (See [4], Chapter 6,
Section 5, Property VI of Cellular Homology Theory.)
Lemma 4.6.7. If i:(K,L) ãÑ (K 1, L 1) is an inclusion of regular cell complexes, and KzL =K 1zL 1.
Then
i : H qpK 1, L 1;Gq  H qpK,L;Gq
for all q and all abelian groups G.
We use this form of excision in the following.
Proposition 4.6.8. Let m P A, a critical region of type 4 or 5. Suppose F1,. . ., Fn are
the minimal faces, with F1, . . ., F` the isolated faces. For i = 1,. . ., `, let f˚i = fi z Bd(fi). Let
Wm = Sm z (
§`
i1
f˚i). Then, for each q, we have the following exact sequence:
(4.25) 0 Ñ
à`
i1
H˜ qpfi, Bdpfiqq Ñ H˜
qpSm,Bmq Ñ H˜ qpWm,Bmq Ñ 0.
Proof. We consider the exact sequence of the triple (Sm, Wm, Bm).
(4.26) . . . δÝÑ H˜ qpSm, Wmq Ñ H˜ qpSm, Bmq Ñ H˜ qpWm, Bmq
δ
ÝÑ H˜q 1pSm, Wmq Ñ . . .
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First, consider the inclusion j: (
¤`
i1
fi,
¤`
i1
Bd(fi)) ãÑ (Sm, Wm). Note Sm z Wm =
§`
i1
f˚i =
¤`
i1
fiz
¤`
i1
Bd(fi). Then, by Lemma 4.6.7, we have the isomorphism
(4.27) j : H qpSm, Wmq

ÝÑ H qp
¤`
i1
fi,
¤`
i1
Bdpfiqq

ÝÑ
à`
i1
H˜ qpfi, Bdpfiqq.
Then, it is enough to show
δ: H˜ q(Wm, Bm) Ñ H˜q 1(Sm, Wm)
is the zero homomorphism.
As the coefficients are over the field k, by the universal coefficient theorem, it is enough to
show
B: Hq 1(Sm, Wm) Ñ H q(Wm, Bm)
is the zero homomorphism.
Again, by excision, j:
à`
i1
H˜ q 1(fi,Bd(fi)) Ñ H q(Sm, Wm) is an isomorphism. Thus it is
enough to show that B  j is the zero homomorphism.
For any i, B  j: H˜ q 1(fi,Bd(fi))ÑH q(Wm, Bm) is 0 if q+1  dim (fi) since H˜ q 1(fi,Bd(fi)) =
0. If q+1 = dim (fi), then the relative cycle given by [fi] generates H˜ q 1(fi,Bd(fi)). Then,
B j([fi]) is the relative cycle determined by [Bd fi] in H q(Wm, Bm). However, [Bd fi]  Bm,
so [Bd fi]  0. So, B j([fi]) = 0, and since i was arbitrary, B  j  0. Thus, we obtain (4.25).
l
In certain circumstances, we are able to show that Wm is a deformation retract onto Bm.
In those cases, we can compute H˜ q(Sm,Bm) by computing H˜ q(fi, Bd(fi)) and applying (4.25).
We use the following.
Lemma 4.6.9. If v R -C, then there exists a hyperplane T transversal to C containing v.
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Proof. Let {Fi, . . ., Fk} be the set of 1-dimensional faces of C. Let  Fi ¡ =  vi¡ for
some vector vi lying in C. A transversal hyperplane T contains v if and only if there exists a
vector a such that (v, a) = c ¡ 0 and (a, vi) ¡ 0 for all i. Then if λi = cpa, viq ¡ 0, then λivi
satisfies the hyperplane equation (x,a) = c. This hyperplane contains v and is transversal to
C.
Suppose there exists no transversal hyperplane of C containing v. Let A = {a | (a, vi) ¡
0 for all i}. Then (v, a)   0 for a P A. By continuity of the dot product, (v,a) ¤ 0 for all a P
A¯, the closure of A. Note that since vi lies in C, aj P A¯ where aj is the normal for the basic
supporting hyperplane Hj . So (v, aj) ¤ 0 for all Hj ; thus m P -C. l
Proposition 4.6.10. Let A be a critical region contained in (C Y -C) c which satisfies
Property 4.5.8. Let the minimal faces for A be F1,. . ., Fn, where F` 1,. . . Fn are the non-
isolated faces for all m P A. Then there exists a deformation retraction from Wm to Bm.
Proof. By Lemma 4.5.6, we write
¤
F, minimal face of m
FG
GPPi
mStδ(f) as
¤
GPPi
g. We will show that
for each part Pi in the partition P, there exists a deformation retract from
¤
GPPi
g onto
¤
GPPi
g X
Bm. We do this by using the visibility properties of multidegree mPj from (P1) of Partition
Property 4.5.8. Since the domains of these retracts intersect only on Bmby (P3), a deformation
retract from Wm onto Bm is well-defined.
We begin by considering one of the subsets Pi of P. Let G1,. . ., Gn be the set of faces in Pi
and let m = mPj .
By Lemma 4.6.9, there exists a transversal hyperplane T of C containing m with D the
resulting cross-section of C. Let G denote one of the Gi and let F be a non-isolated face contained
in G. Let x P g = Θ(G)  D. Consider the line segment [x,m] = φ(t) = (1 - t)x+tm, 0 ¤ t ¤ 1.
This line segment lies in  G¡ X T. Since x P D, (x,ai) ¥ 0 for all basic supporting hyperplanes
H i. For any basic supporting hyperplane H, let ψH(t) = (φ(t), aH), 0 ¤ t ¤ 1. Then, for
all H R H(m), ψH(t) ¥ 0 for t P [0,1], since both endpoints of the line segment lie on the
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same half-space determined by aH . On the other hand, for each H P H(m), ψH(0) ¥ 0 and
ψH(1)   0. Then, by the intermediate value theorem, there exists a tH , 0   tH   1, such that
i)fH(t) ¡ 0 for t   tH , ii)fH(tH) = 0, and iii) fH(t)   0 for t ¡ tH . Let t0 = min
HPHpm
{tH}.
Then φ(t0) = yx is visible from m. Let sg: g  [0,1] Ñ g be the straight-line homotopy
given by
sg(x,t) = (1-t)x + tyx.
Note that the points on sg(x,t) also lie on [x,m]. Since g is convex, the line segment [x,yx] is
contained in g. Note that all the points on [x,yx] get retracted to yx. See Figure 4.8.
Figure 4.8. a)The cone C. b)A cross-section of C containing m with the line
segment [x,m]. φ(ti) are the points of the line segment which lie on  Hi¡, i=
4,5.
Suppose φ(t0) lies in a face k. Then, k is visible to m. By (P2) of the Partition Property,
we choose k to be a proper face of δ. Note that k  g, because if g contained k, then g and f
would be visible from m, contradicting the assumption that Θ1(f) = F is a minimal face of
m. Since HK X H(m)  H, k P Bd(mStδ(f)).
Let g1, g2 be maximal faces of mStδ(f). Suppose g1 X g2 = k. Since mStδ(f) is a subcom-
plex, k P mStδ(f). Let x0 P k. Consider y1 = sg1(x0,1) and y2 = sg2(x0,1). Note that [x0,m]
and H(m) are independent of the maximal face chosen. Without loss of generality, let [x0, y1]
 [x0, y2]. By the preceding argument, t0 was the minimum value such that φ(t0) P D and
[φ(t0),m]  D. So y2 R D, a contradiction. So the two endpoints y1 and y2 are the same and
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the two homotopies agree on the intersection.
So we define a homotopy for each Pi: SPi :
¤
G P Pi
g  [0,1] Ñ
¤
G P Pi
g to be
SPi(x,t) = sg(x,t) when x P g, where g is a maximal face of mStδ(f).
Since the partition P satisfies (P3), this implies that the domains of SPi and SPj intersect
in Bm when i  j. Since (SPi)|Bm = id = (SPj )|Bm , we may define the retraction on Wm by
restricting to each Pi. See Figure 4.9. l
Figure 4.9. mStδ(f) with the line segments joining various points to m
Corollary 4.6.11. Let A be a critical region with minimal faces F1,. . ., Fn, where n ¥ 1,
and let {F1, . . ., F`} be the set of isolated faces. Suppose A is a critical region that satisfies the
Partition Property. Then, for all m P A,
H(L b R/I)m 
à`
i1
H˜ (fi, Bd(fi))[1].
Furthermore, if r = min
Fi isolated
{dim Fi}, then H i(L b R/I)m = 0 for i   r and H i(L b R/I)m 
0 for i = r.
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Proof. Using (4.25) and Proposition 4.6.10, we have
H˜pSm, Bmq 
à`
i1
H˜pfi, Bd(fi)q.
So by Theorem 4.3.7, H˜(L b R/I)m 
à`
i1
H˜ (fi, Bd(fi))[1].
Since each fj is homeomorphic to a ball, H(fj , Bd(fj)) = 0 for i   dim fj and is non-zero
for i = dim fj . With the shift, we have non-zero cohomology in degree (dim fj + 1) = dim Fj .
Therefore, if r is the minimum dimension among the Fi, then H i(L b R/I)m = 0 for i   r and
H i(L b R/I)m  0 for i = r. l
Remark 4.6.12. A critical region of type 4 satisfies the hypothesis of Corollary 4.6.11.
Additionally, if A is a type 3 critical region such that dim F ¡ 1 and A satisfies the Partition
Property, then A satisfies the hypothesis of Corollary 4.6.11 as well. In this case, since F is the
unique minimal face and non-isolated, H i(L b R/I)m = 0 for all i and for all m P A.
4.7. Cohen-Macaulay Criterion for Monomial Algebras
Now that we have computed the relative cohomology of the polyhedral pairs corresponding
to the critical regions, we can compute the depth of a monomial algebra R/I. In this section,
we give necessary and sufficient conditions for a monomial algebra R/I to be Cohen-Macaulay.
After the theorem, we prove some consequences of some of the conditions necessary for the
Cohen-Macaulay property.
We are now ready to present the main theorem of this thesis.
Theorem 4.7.1. Let C be a positive rational cone with corresponding conical algebra R.
Let I be a monomial ideal and ∆ = ∆(I) is a polyhedral subcomplex of dim n. R/I is Cohen-
Macaulay of dimension n if and only if
i)for every F  {0} P ∆, H˜ i(BStδ(f)) = 0 for i   n - 2,
ii)H˜ i(δ) = 0 for i   n-1,
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iii)for every m  0 P C, the maximal elements g1,. . . gk of Sm form a polyhedral subcomplex of
δ such that H˜ i(
k¤
j1
gj) = 0 for i   n-1,
iv)for every m P A, a type 3 critical region with unique minimal face F, H˜ i(Bd(mStδ(f))) = 0
for i   n - 2,
v)for m P A, a critical region of type 4 or type 5, every isolated face of A is n-dimensional, and
vi)for m P A, a critical region of type 5, H˜ i(Wm, Bm) = 0 for i   n-1, with Wm is defined in
Proposition 4.6.8.
Condition i) arises for the critical regions of type 1. Conditions ii) and iii) concern the
critical regions of type 2. We note that condition ii) is a special case of condition iii), but we
separate the cases to highlight the importance of δ.
Proof of Theorem 4.7.1. Since dim (R/I) = dim ∆ = n, R/I is Cohen-Macaulay if and
only if for every m P Zd, H i(L b R/I)m = 0 for i   n.
We consider each type of critical region.
First, suppose m is in a critical region of type 1. H i(L b R/I)m = 0 for i   n if and only
if H˜ i(BStδ(f)) = 0 for i   n - 2 by Proposition 4.6.1. This is condition i).
Secondly, suppose m lies in a critical region A of type 2. Then Bm = Bm = H. If 0 P A,
then A = A∆. In this case, Sm = ∆, and therefore Sm = δ. H i(L b R/I)m = 0 for i   n if
and only if H˜ i(δ) = 0 for i   n - 1 by Corollary 4.5.16. This is condition ii).
Now suppose m lies in a critical region A of type 2 such that A  A∆. Again, Bm = Bm =
H. Let G1, . . ., G` be the maximal faces of Sm. Thus Sm =
¤`
i1
Gi. By Proposition 4.6.2,
H i(L b R/I)m = 0 for i   n if and only if H˜ i(
¤`
i1
gi) = 0 for i   n - 1. This is condition iii).
Thirdly, suppose m lies in a critical region of type 3. H i(L b R/I)m = 0 for i   n if and
only if H˜ i(Bd(mStδ(f))) = 0 for i   n - 2, by Proposition 4.6.4. This is condition iv).
Suppose m lies in a critical region A of type 4 or type 5. By the exact sequence in Proposition
4.6.8, we have H˜ i(Sm, Bm) = 0 for i   n-1 if and only if a)H˜ i(fj , Bd(fj)) = 0 for all j and for
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i   n-1 and b) H˜ i(Wm, Bm) = 0 for i   n-1. Since H˜ i(fj , Bd(fj))  H˜ i1(S r) where S r is the
r-sphere with r = dim fj , H˜ i(fj , Bd(fj)) = 0 for i   n-1 if and only if r ¥ n-1. Since dim δ =
n-1, r = n-1 and thus dim Fj = n.
In the case of type 4, H˜ i(Wm, Bm) = 0 for all i by Proposition 4.6.10, so condition b) of
the previous paragraph is always satisfied. So, for this case, it suffices that all the isolated faces
are n-dimensional. This is condition v).
In the case of type 5, we need both conditions a) and b). This is condition v) and vi). l
We conclude with several propositions which relate the conditions in Theorem 4.7.1 to the
region maxSF .
Definition 4.7.2. A region A of Rd will be called integrally empty if A X Zd = H. We
denote this by writing A =Z H.
Proposition 4.7.3. Let F P ∆. Fix n P Z. If, for every critical region of type 3,
H˜ i(Bd(mStδ(f))) = 0 for i   n - 2, then
a)maxSF =Z H for all F with dim F   n, and
b)no m 1 P Zd has an isolated face of dimension less than n.
Proof. a)Suppose F P ∆ with dim F = r and maxSF Z H. Then, by Proposition 4.7.4,
there exists m which lies in a critical region of type 3 where F is the unique minimal face and is
isolated. So, H(L b R/I)m  H˜(Bd(mStδ(f)))[2]. In this case, Bd(mStδ(f)) = Bd(f)  Sr2,
a sphere of dimension r-2. Thus H˜ i(Bd(mStδ(f))) = 0 for i   r - 2 and H˜r 2(Bd(mStδ(f))) 
0. Therefore, by the hypothesis, dim F ¥ n. So maxSG =Z H for all G with dim G   n.
b) By Proposition 4.7.3a) and Proposition 4.7.4, G of dimension r   n cannot be an isolated
face for any m. Otherwise, maxSG Z H. l
Proposition 4.7.4. If piF (m) P maxSF for some F  {0}, then there exists a m 1 in a
critical region of type 3 such that F is the unique minimal face of m and F is isolated.
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Proof. Let v P Zd X F. Since v P C, (v, ai) ¥ 0 for all basic supporting hyperplanes Hi,
with equality for Hi P HF . For each Hi P HzHF , there exists λi P Z such that (m - λiv, ai)  
0. (Set λi = 0 if Hi P H(m).) Let λ = max {λi} and let m 1 = m - λv. Then, H(m 1) =
HzHF . If F  G, there is H P HGzHF such that H P H(m). So piG(m) R CG and thus, G R
C-supp(m 1). Hence, F is the only possible minimal face of m 1. Since (m 1, aj) = (m, aj) for
Hj P HF , piF (m 1) = piF (m) P maxSF . Thus, F is indeed a minimal face. Also, since piF (m 1) P
maxSF , F is a maximal face of Sm by Lemma 4.5.13. Therefore, F is an isolated face. l
Remark 4.7.5. If R/I is Cohen-Macaulay, then for all m P C z AH, Sm is a connected, pure
polyhedral complex of dimension n-1. Indeed, if g is a maximal face of Sm, then by Proposition
4.7.3, dim g = n-1. We get connectivity by the cohomology requirement of condition ii).
Remark 4.7.6. In the special cases considered by Stanley-Reisner, Miller, and Bayer-Peeva-
Sturmfels, we shall see that certain critical regions do not appear so several conditions are triv-
ially satisfied, and others will be equivalent to the conditions they give. For instance, conditions
i) and ii) together are equivalent to the Stanley-Reisner criteria for a radical monomial ideal.
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CHAPTER 5
Radical Monomial Ideals in General Conical Algebras
In this chapter, we apply the topological results from Chapter 4 to the case of radical
monomial ideals I∆ of conical algebras k [C]. In section 1, we apply our results from the previous
chapter to determine the critical regions. By doing so, we determine the polyhedral pair for
each critical region, and compute the cohomology of the associated compact polyhedral pair.
In particular, we show that in this case, the essential critical regions are A∆, the critical
region containing 0, and the critical regions of type 1, i.e. those critical regions determined by
int(F), for F P ∆z{0}. In section 2, we apply Theorem 4.3.7 to compute the depth of R/I∆ and
deduce necessary and sufficient conditions for R/I∆ to be Cohen-Macaulay (Theorem 5.2.1).
For general conical algebras, this yields an equivalent characterization to that obtained by Miller
[17]. Additionally, in the polynomial case, we relate BStδ(f) to Linkδ(f) and reformulate our
results in terms of the links of faces, deducing the Stanley-Reisner criterion. In Section 3, for
completeness, we include the derivation of results used in Section 2 involving the join of spaces
and their cohomology.
5.1. Critical Regions for Radical Monomial Ideals
We let C  Rd  be a positive, rational cone, with R = k [C] the corresponding conical algebra.
If ∆ is a subcomplex of faces of C, then as in Chapter 2, we let I∆ be the radical monomial
ideal generated by monomials whose exponent vectors lie in C z ∆. We begin by applying the
results of Section 4.5 to this class of monomial algebras. We first identify the critical regions of
Rd determined by the radical monomial ideal I∆. An important role is played by
  ∆ ¡ =
¤
FP∆
 F¡, where  F¡ is the linear span of F.
We show that the basic inessential region is the complement   ∆ ¡ c; hence the essential regions
are contained in   ∆ ¡. Then, we decompose   ∆ ¡ into -∆  -C, ∆  C, and   ∆ ¡ X
(C Y -C) c and apply the results of Sections 4.5 and 4.6 to determine a representative polyhedral
pair for each critical region and compute the reduced cohomology of the pair. We have already
shown that the critical regions of type 1 are indexed by {int(-F) | F P ∆z{0}}. Additionally, in
this case, we will show that every critical regions of type 2 is a union of interiors of faces F of
∆. Also, we will show that in this case, the critical regions of types 2 and 4 are inessential and
there are no critical regions of type 5.
The classification of critical regions is then given by the following proposition.
Proposition 5.1.1. Let R = k[C] the conical algebra associated to the positive rational
polyhedral convex cone C. Let I∆ be the radical monomial ideal generated by monomials that lie
off of a subcomplex ∆ of faces of C. Then the critical regions are classified as follows:
1)The basic inessential region AH =   ∆ ¡ c.
2)The critical region A∆ containing 0 consists of the face F0 =
£
G maximal in ∆
G.
3)The critical regions of type 1 are indexed by int(-F) for F P ∆.
4)A critical region A of type 2 is of the form
A = F z ΣpF q,
where F P ∆ satisfies the condition: if K P ∆ is such that St∆(K) = St∆(F), then K  F. Here
ΣpF q is the proper subcomplex of F consisting of subfaces G such that G lies in a maximal face
F 1 and F  F 1. Furthermore, every G P ∆ is contained in such an F.
5)Any critical region A contained in   ∆ ¡ X (C Y -C) c is of type 4 and has no isolated faces.
We will further apply the cohomology computations in Propositions 4.6.1, 4.6.2, and 4.6.10
to yield the following computations of local cohomology for these critical regions.
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Theorem 5.1.2. With the same hypothesis as Proposition 5.1.1, let D be a transversal
cross-section of C and δ  D be the subcomplex in D corresponding to ∆. Then the polyhedral
pairs corresponding to each critical region and the relative cohomology of these pairs are the
following:
a)If m P   ∆ ¡ c, (L b R/I∆)m is the zero complex.
b)For m P A∆, (L b R/I∆)m  C˜pδq[1]. Thus, H(L b R/I∆)m  H(δ)[1].
c)For m P int(-F)  -(∆z{0}), with f = Θ(F), then (L b R/I∆)m  C˜(Stδ(f),BStδ(f))[1].
Hence,
H(L b R/I∆)m  H(BSt(f))[2].
d)For m P int(F)  ∆z {0}, with f = Θ(F), then (L b R/I∆)m  C˜(Stδ(f))[1]. Hence,
H i(L b R/I∆)m = 0 for all i.
e)If m P  ∆¡ X (C Y -C) c, then Bm is a deformation retract of Sm. Hence, H i(L b R/I∆)m =
0 for all i.
Thus, the essential critical regions are of types 1 and 2.
We have summarized the decomposition in Table 1 below.
Critical Regions Polyhedral Pair H(L b R/I∆)m 
A∆ = F0 (∆,H) H˜(δ)[1]
int(-F), for F P ∆z F0 (Stδ(f),BStδ(f)) H(BStδ(f))[2]
int(F) (Stδ(f),H) Zero Complex
-(C z ∆) (δ,δ) Zero Complex
  ∆ ¡ c H,H Zero Complex
A    ∆ ¡ X (C Y -C) c (Sm,Bm) Zero Complex
Table 1. The Critical Regions of Rd; the polyhedral pair for a given m in a
critical region; the topological cohomology of the pair, which is isomorphic to
the local cohomology. Note that   ∆ ¡ X (C Y -C) c is a union of critical
regions.
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Figure 5.1. See Example 5.1.3. A cone C, -C, and the basic hyperplanes
supporting δ(shaded). The point mi lies in the critical region appearing in
the ith row of Table 1
Example 5.1.3. We use Figure 5.1 to show the location of the critical regions given in Table
1 for a given monomial algebra R/I∆. There are six points labeled m1 through m6, where mi
lies in the critical region described in the i-th row of Table 1. In Figure 5.1, C has a pentagon as
its cross-section. Let δ be the subcomplex whose maximal faces are the 2 two-dimensional faces
containing vertices v1, v2, and v5. The dotted regions denote portions of the basic supporting
hyperplane containing {v1,v5} and the hyperplane containing {v1,v2}. Note that -C is the
reflection of C through the hyperplane with normal vector v = (1,1,. . .,1).
Determining the Minimal Faces of m
We begin identifying the critical regions by first identifying the minimal faces of a multi-
degree m. We do this by showing that for faces F P ∆, SF has an especially simplified form.
Recall from Chapter 3, we have already identified the minimal faces for critical regions of type
1 or type 3.
Proposition 5.1.4. For F P ∆,
(5.1) SF 
¤
FGP∆
piF pGq.
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Hence, SF is the union of faces of the cone CF corresponding to faces G P ∆ with F  G.
Proof. By definition, SF = CF z piF (I∆). CF = piF (C) is a cone with basic supporting
hyperplanes piF (H) for H P HF . Also, piF (I∆) = int(CF ) Y (
¤
FG
GR∆
piF (G)). Thus
SF = CF z (int (CF ) Y
¤
FG
GR∆
piF (G)) =
¤
FGP∆
piF (G).
l
So, by Proposition 5.1.4,
C-supp(m) = {K P ∆ | piK(m) P CK and m P  G¡ for some G P ∆ with K  G}.
Thus F is a minimal face of m if F is minimal in the above set.
Using Proposition 5.1.4, we show that the basic inessential region AH has a simple form.
Corollary 5.1.5. Let C be a positive rational cone. Let I be a radical monomial ideal in
R = k[C]. Then AH =   ∆ ¡ c.
Proof. First, let m P   ∆ ¡ c. For F P ∆, piF (m) R piF (G) for any face G with F  G.
By, Proposition 5.1.4, piF (m) R SF for any F P ∆. Thus, C-supp(m) = H and so m P AH.
Conversely, let m P   ∆ ¡. Then, there exists F P ∆ such that m P  F¡. So, piF (m) =
0 P SF . Thus, C-supp(m)  H and so m R AH. l
Since AH =   ∆ ¡ c, we need only consider m P   ∆ ¡. To find the minimal faces, we
start with the face G P ∆ where m P  G¡ and there exists no K P ∆ such that m P  K¡ 
 G¡. We will show that all the minimal faces of m are contained in such a face G; more
precisely, F  G is a minimal face of m if F is minimal among the subfaces of G that are not
visible from m.
As an example, in the case of m P ∆, xm is a non-zero element of R/I∆, and thus {0} is
the unique minimal face. In the case of m P -∆, suppose F P ∆ such that m P int(-F). Since
H(m) = H z HF , m is visible to all faces G, F  G. Thus F is the unique minimal face of
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m. If m P (C Y -C) c, m need not have a unique minimal face; however, we will show that any
minimal face for such m is non-isolated.
We prove Proposition 5.1.1 and Theorem 5.1.2 in a series of lemmas, one for each type of
critical region. We first consider the critical regions of type 1.
Lemma 5.1.6. a)Let A be a critical region such that A X -C  H. Then A has one of the
following two forms.
i)A X -C = int(-F) for some F in ∆z{0}.
ii)A X -C = 0.
In case i), (Sm, Bm) = (St∆(F), BSt∆(F)).
In case ii), A = A∆ =
£
G maximal in ∆
G and (Sm, Bm) = (∆, H).
Proof. We first note that   ∆ ¡ X -C = -∆. By Proposition 4.5.11, if a critical region A
such that A X -C  H, then A X -C = int(-F) for some F P ∆ and F is the unique minimal
face of A. So, if F  {0}, then A is a critical region of type 1, F is the unique minimal face,
and int(-F)  A. By Proposition 4.5.11, (Sm, Bm) = (St∆(F), BSt∆(F)).
If instead F = {0}, then A X -C = 0. Then 0 P A and {0} is the minimal face of A.
Therefore, A = A∆, the critical region containing 0 as in Corollary 4.5.16. Also by Corollary
4.5.16, (Sm, Bm) = (∆, H). For any m P A and for any maximal face G of ∆, G P Sm.
Therefore, m P  G¡ by Proposition 5.1.4. So we obtain
A∆  C X
£
G maximal in ∆
  G ¡

£
G maximal in ∆
pC X  G¡q

£
G maximal in ∆
G.
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We let F0 =
£
G maximal in ∆
G. Conversely, suppose m P F0. Then, by Corollary 4.5.15,
St∆(F0)  Sm  ∆. Since every maximal face of ∆ contains F0, St∆(F0) = ∆. Since m P C,
Bm = H. Thus, (Sm, Bm) = (∆,H) for m P A∆. l
Lemma 5.1.7. a)Suppose A X -C = int(-F)  -(∆z{0}), with f = Θ(F), then, for all m P
A, (L b R/I∆)m  C˜(Stδ(f), BStδ(f))[1]. Hence,
H(L b R/I∆)m  H˜((BSt(f))[2].
b)For m P A∆, (L b R/I∆)m  C˜pδq[1]. Thus, H(L b R/I∆)m  H˜(δ)[1].
Proof. a) A is a critical region of type 1. Thus by Proposition 4.6.1, we have
H(L b R/I∆)m  H˜((BSt(f))[2].
b)By Corollary 4.5.16, A∆ has (∆, H) as its corresponding polyhedral pair. So by Theorem
4.3.7, we have
H(L b R/I∆)0  H˜(δ)[1].
l
Next, we consider the critical regions in ∆.
Lemma 5.1.8. Let A be a critical region of type 2. Then,
(5.2) A  F zΣpF q,
where F satisfies the following condition: if K P ∆ is such that St∆(K) = St∆(F), then K  F.
Here, Σ(F) is the proper subcomplex of F defined as
ΣpF q = {G  F | G  K a maximal face of ∆ and F K}.
Furthermore, every face G is contained in such an F. Then, for any m P ∆, (Sm, Bm) =
(St∆(F), H) where m P int(F). Hence, H(L b R/I)m = 0 for all m P C z F0.
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Proof. Let A be a critical region such that A X C  H. So, for all m P A, {0} is the
minimal face of m, and A  C. In this case,   ∆ ¡ X C = ∆. So, Cz∆ = AH X C. Therefore,
for m P Cz∆, H(L b R/I)m is the zero complex.
Suppose A  AH. Then A  ∆. For every m P ∆, there is a unique F such that m P
int(F). Since m P int(F), St∆(F)  Sm by Corollary 4.5.15.
Suppose G R St∆(F). Then, there exists no face K P ∆ containing both F and G. Therefore,
piG(m) R
¤
GKP∆
piG(K) = SG.
Thus, we have Sm = St∆(F). Since int(F)  C, Bm = H.
Thus A consists of those m P ∆ such that Sm = St∆(F). Suppose m 1 P int(K) for some K P
∆. By above, Sm 1 = St∆(K). For K to satisfy St∆(K) = St∆(F), K must be contained in the
same set of maximal faces of ∆ that contain F. So there is a unique face F 1 =
£
G maximal in ∆
FG
G
such that all faces K that satisfy St∆(F) = St∆(K) are contained in F 1. Therefore, A  F 1.
If a subface F 2 of F 1 is contained in a maximal face of ∆ not containing F, then St∆(F 2) 
St∆(F 1). The set of all such faces form a proper subcomplex ΣpF 1q of F 1. Therefore,
A = F 1zΣpF 1q.
Conversely, if m 2 P int(G) and St∆(G)  St∆(F), a similar argument shows that Sm 2 =
St∆(G). So m 2 R A. So there exists a unique critical region for every distinct Star complex of
∆. We further note that all subfaces F of F0 satisfy St∆(F) = ∆ and this case was considered
in Lemma 5.1.6 above.
Finally fix A, a critical region of type 2. Then, (Sm, Bm) = (St∆(F), H), for some F P
∆ and thus, (Sm, Bm) = (Stδ(f), H), where f = Θ(F). So, for all m P A, by Theorem 4.3.7,
(L b R/I∆)m  C˜(Stδ(f)). Consequently, H i(L b R/I∆)m = 0 for all i by Lemma 4.1.9. l
Next, we identify the polyhedral pairs corresponding to the critical regions in   ∆ ¡ X
(C Y -C) c. To do so, we need a few preliminary results concerning the isolated faces of any
multidegree m.
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Proposition 5.1.9. Let R = k[C] and I∆  R be a radical monomial ideal. Let m lie in
the critical region A. Then F is an isolated face of m if and only if F is a maximal face of ∆
and A X-C = int(-F).
Proof. (ùñ) Suppose F is an isolated face of m. In particular, F is a minimal face of
m, and thus, piF (m) P SF . By Proposition 5.1.4, there exists G P ∆ with F  G and m P
 G¡. Suppose F  G. Then piG(m) P piG( G¡) = 0 P SG and G P mSt∆(F). Then F is not an
isolated face, a contradiction. So m P  F¡. Since  F¡   G¡ for all faces G of C containing
F, no face G containing F can be in ∆. Therefore, F must be a maximal face of ∆. Again,
since F is minimal, any subface F 1 of F must satisfy piF 1(m) R CF 1 . So, F 1 is visible from m.
However, the only region of  F¡ from which all subfaces of F are visible is -F z {-G | G 
F} = int(-F).
(ðù)If m P int(-F), (Sm,Bm) = (St∆(F), BSt∆(F)) by Lemma 5.1.6. Therefore, C-supp(m) =
{G P ∆ | F  G}. So F is isolated if and only if F is a maximal face of ∆. l
Corollary 5.1.10. With the hypothesis of Proposition 5.1.9, m has at most one isolated
face.
Proof. If G is an isolated face, then by Proposition 5.1.9, m lies in the interior of -G. If
G 1  G is an isolated face of m, then m P int(-G) X int(-G 1) = H. l
Lemma 5.1.11. Let A be a critical region such that A X (C Y -C) = H. Then there exists
a deformation retraction of Sm to Bm. Thus H i(L b R/I∆)m = 0 for all i.
Proof. Since A X -C = H, there are no isolated faces of m. Given a maximal face
G P Sm, by Proposition 5.1.4, m P  G¡. Further, since m P  G¡ for G maximal in Sm,
£
G maximal in Sm
 G¡ is a non-zero vector space that contains m and intersects C only at {0}.
By Proposition 4.6.10, with the partition P consisting of one element, there is a deformation
retraction from Sm = Wm to Bm. l
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5.2. Cohen-Macaulay Conditions and Deducing the Stanley-Reisner criterion
Having determined the m-graded local cohomology for all m P Zd, we can compute the
depth of R/I∆, and obtain necessary and sufficient conditions in terms of the cohomology of δ
and BStδ(f) for f P δ so that R/I∆ is Cohen-Macaulay. In the case where C is the positive orthant
in Rd, so that R is a polynomial ring, we will further deduce the Stanley-Reisner criterion. For
a more general cone C, we obtain criteria equivalent to that of Miller. As a consequence of the
vanishing cohomology of BStδ(f) given in Theorem 5.2.1, we give an alternate proof that both
δ and ∆ are pure.
By Theorem 5.1.2, we are able to give necessary and sufficient conditions on ∆ (equivalently,
δ) that R/I∆ is Cohen-Macaulay.
Theorem 5.2.1. R/I∆ is Cohen-Macaulay if and only if 1)H˜ i(δ) = 0 for i   dim δ and
2)H˜ i(BStδ(f)) = 0 for all i   dim δ - 1 and for every f = H P δ.
Proof. R/I∆ is Cohen-Macaulay if and only if the local cohomology modules vanish for
i   dim (R/I∆) = dim ∆ . By Theorem 5.1.2, H i(L b R/I∆)m = 0 for all i if m R -∆.
For m = 0, by part a) in Theorem 5.1.2, H(L b R/I∆)0  H˜(δ)[1]. So H˜ i(δ)[1] = 0 for
i   dim ∆ if and only if H˜ i(δ) = 0 for i   dim ∆ - 1 = dim δ.
Second, for m P int(-F), by part b) of Theorem 5.1.2, H i(L b R/I∆)m  H˜ i(BStδ(f))[2] = 0
for all i. H˜ i(BStδ(f))[2] = 0 for i   dim ∆ for every non-empty f P δ if and only if H˜ i(BStδ(f)) =
0 for all i   dim ∆ - 2 = dim δ - 1. l
Remark 5.2.2. The second condition in Theorem 5.2.1 can be viewed as a condition on the
empty face of δ, since BStδ({H}) = δ.
Corollary 5.2.3. If I is a monomial ideal in R = k[C] such that R/I is Cohen-Macaulay,
then R/rad(I) is Cohen-Macaulay.
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Proof. Note that if ∆ = ∆(I), then rad(I) = I∆. By Theorem 4.7.1, if R/I is Cohen-
Macaulay, then condition i) and ii) of that theorem are satisfied. However, by Theorem 5.2.1,
these are exactly the conditions that ensure that R/I∆ is Cohen-Macaulay. l
The next lemma allows us to directly deduce a purity result for δ when R/I∆ is Cohen-
Macaulay. Once the purity of δ is proven, we then combine the two cohomology conditions of
Theorem 5.2.1 into one condition.
Lemma 5.2.4. Let δ be a simplicial complex. Suppose that for every f P δ, H˜ i(BStδ(f)) =
0 for i   dim BStδ(f) and H˜ i(δ) = 0 for i   dim δ. Then δ is pure.
Proof. It is enough to show that each component of δ is pure. Suppose dim δ ¡ 0 and is
not pure. Let δ1 be the subcomplex formed by all maximal faces h of δ with dim h = dim δ. Let
δ2 be the subcomplex formed by all maximal faces h such that dim h   dim δ. Since H˜ 0(δ) =
0, δ is connected. Hence, δ1 X δ2  H. Let f P δ1 X δ2 be a face of maximal dimension among
the faces g such that g = h X k, where h, k are maximal faces of δ, and h P δ1, k P δ2. Choose
k to be a maximal dimensional face of δ2 that contains f and let ` = dim k.
First suppose dim f   ` - 1. Then we claim BStδ(f) is disconnected, contradicting
H˜ 0(BStδ(f))) = 0. Indeed, if BStδ(f) were connected, let g P BStδ(f) X δ1 and g 1 = BStδ(f) X
δ2. Then there exists a sequence of faces gi P BStδ(f), i = 1,. . ., r such that gi X gi 1  H with
g1 = g and gr = g 1. Thus, there exists an index i such that gi P δ1 and gi 1 P δ2. Rename these
faces g, g 1. Since both g, g 1 P BStδ(f), there exists h, h 1 P Stδ(f) such that g  h, g 1  h 1. By
definition of Stδ(f), h X h 1  f and by hypothesis, h X h 1 X BStδ(f)  H. Therefore h X h 1 is
a face strictly containing f, contradicting the maximality of f. Therefore, H˜ 0(BStδ(f))  0, a
contradiction.
Hence, dim f = ` - 1. We will construct a (`-1)-cycle that cannot be a boundary in BStδ(f).
Therefore, H`1(BStδ(f))  0. Then, since the coefficients are in the field k, H`1(BStδ(f)) 
0, a contradiction. Consider a subface h 1 of h which contains f and has dimension `. Consider
92
the (`-1)-cycle
(5.3) σ  Bk Bh.
We orient k and h so Bk =
°
i0ki, where ki are the subfaces of k, Bh =
°
i0hi and k0 = h0 =
f. We can decompose this cycle into a sum of cycles σ1, and σ2 where σi consist of terms from
δi,
(5.4) σ1 
¸
i 0
ki, and σ2 
¸
i 0
hi.
Since `-1   dim BStδ(f), H`1(BStδ(f)) = 0. Therefore, this cycle is the boundary of an `-cycle.
So σ = Bτ , which we can write as
(5.5) τ  τ1   τ2,
with τi is a sum of terms of δi of dimension ` and are elements of BStδ(f). So
(5.6) Bτ  Bτ1   Bτ2  σ1   σ2.
However, since dim k = `, and k is a maximal dimensional face of Stδ(f) X δ2,
dim (BStδ(f) X δ2)   `. So τ2 = 0. This would imply that σ2 is a boundary in Bdδ2(f). However,
using (5.6), we have
Bτ1  σ1  σ2 P δ2 XBStδpfq.
Since the left hand side lies in δ1, we have
σ2 P δ1 X δ2 XBStδpfq  f.
So σ2 cannot be a boundary; consequently σ is not a boundary. l
93
Theorem 5.2.5. R/I∆ is Cohen-Macaulay if and only if for every f P δ, H˜ i(BStδ(f)) = 0
for all i   dim (BStδ(f)) and H˜ i(δ) = 0 for i   dim δ.
Proof. (ùñ) By Theorem 5.2.1, H˜ i(BStδ(f)) = 0 for i   dim δ - 1 and hence for i  
dim BStδ(f) for every f P δ. Again by Theorem 5.2.1, H˜ i(δ) = 0 for i   dim δ.
(ðù) By Lemma 5.2.4, δ is a pure complex. Fix any nonempty face f of δ. Note
dim BStδ(f) = max
g P BStδpfq
{dim g}.
Let H be a maximal face of ∆ containing F, so dim H = dim ∆. The faces of BH, the boundary
of H, are of dimension ∆ - 1. The intersection of these faces is {0}. Passing to the transversal
cross-section, the intersection of the corresponding faces is H. Thus there exists g  Bh such
that f  g. Then dim BStδ(f) = dim h - 1 = dim δ - 1.
In the case of f = {H}, dim BStδ(f) = δ. So, by Theorem 5.2.1, R/I is Cohen-Macaulay. l
Deducing the Stanley-Reisner Criterion
The Stanley-Reisner criterion (Theorem 3.2.7) is originally stated in terms of the links
of f for f P δ. We now relate the boundary of the Star complex of f with the link of f in
order to recover the Stanley-Reisner criterion. To deduce the Stanley-Reisner criterion, we use
the following proposition found in [4] Chapter V Section 2. For completeness, we prove the
proposition in Section 5.3.
Proposition 5.2.6. Let δ be a simplicial complex. For a face f P δ, Stδ(f)  f  Linkδ(f),
the join of f and Linkδ(f). Also, BStδ(f)  Bd(f)  Linkδ(f). Moreover, H `(Bd(f)  Linkδ(f)) 
H˜`j1(Linkδ(f)) for ` ¡ 0 and H 0(Bd(f)  Linkδ(f))  k, if dim Bd(f) ¥ 0.
We deduce Reisner’s criterion for a monomial algebra R/I∆ to be Cohen-Macaulay.
Theorem 5.2.7 (Reisner [19]). Let C the positive orthant of Rd. Let R = k[C] and ∆
be a subcomplex of faces. Let I∆ be the ideal generated by monomials whose exponent vectors
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lie outside of ∆. Then R/I∆ is Cohen-Macaulay if and only if H˜ i(Linkδ(f)) = 0 for all i  
dim Linkδ(f).
Proof. By Theorem 5.2.5, R/I∆ is Cohen-Macaulay if and only if for every f P δ,
H˜ i(BStδ(f)) = 0 for all i   dim (BStδ(f)). Suppose dim f = j + 1. By Proposition 5.2.6,
BStδ(f)  Bd(f)  Link(f), H `(Bd(f)  Linkδ(f))  H˜`j1(Linkδ(f)) for ` ¡ 0 and H 0(Bd(f) 
Linkδ(f))  k. Therefore, H˜ i(BStδ(f)) = 0 for all i   dim (BStδ(f)) if and only if
H˜ ij1(Linkδ(f)) = 0. Since BStδ(f) is a join of two simplicial complexes,
dim Linkδpfq  dim BStδpfq  dim Bdpfq  1
 dim BStδpfq  j  1.
So H˜ i(BStδ(f)) = 0 for all i   dim (BStδ(f)) if and only if H˜r(Linkδ(f)) = 0 for r  
dim Linkδ(f). l
Figure 5.2. See Example 5.2.8 a)The complex δ b)BSt(f)
Example 5.2.8. Let δ be the union of 2-simplices sharing one edge as in Figure 5.2a). We
shall label the faces by their vertices, so the common edge f ={24}. For vi, i R {2, 4}, BSt(v1)
is {24}. For i P {2, 4}, BSt(v1)= three edges joined at a common point. For any edge g  f,
BSt(g) is the unique vertex of the triangle containing g disjoint from g. BSt(f) consists of the
1-simplices with f removed. Thus δ is Cohen-Macaulay. A similar argument can be made to
show that any union of k-simplices with a (k-1)-face in common is Cohen-Macaulay.
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Example 5.2.9. Recall the figure used in Example 3.2.9 above. Let δ be the union of 2-
simplices with a vertex f = v3 in common. BSt(f) is disconnected, so δ is not Cohen-Macaulay.
A similar argument shows that any union of k-simplices having a j-dimensional face in common,
j   k-1, is not Cohen-Macaulay.
Figure 5.3. See Example 5.2.9. Cross-section of k [x,y,z,w]
Example 5.2.10. Let R = k [x,y,z,w], with cross-section T, as pictured in Fig. 5.3. Let δ be
the union of the four edges {v1, v3}, {v2, v3},{v2, v4}, and {v1, v4}. For any vertex v, BSt(v)
is the union of two points. However, the dimension of BSt(v)) is zero, so δ is Cohen-Macaulay.
Remark 5.2.11. In the proof of the pðù) direction of Theorem 5.2.1, a similar argument
can be made to show that if H˜ i(BStδ(f)) = 0 for all i   dim (BStδ(f)) and H˜ i(δ) = 0 for i  
dim δ, then the maximal faces of δ must intersect in a face of dim δ - 1. In the literature, this
requirement is referred to as a shelling of δ, or that δ is a shellable complex.
5.3. Relation between BStδ(f) and Linkδ(f)
We conclude this chapter by proving the results relating BStδ(f) and Linkδ(f) which were
used in Section 5.2. If S is a subcomplex of Stδ(f) such that every maximal face of S contains
f, then a similar argument proves that S is the join of f and a subcomplex of Linkδ(f). We will
use this fact in Chapter 5 to show that in the case of a monomial ideal in a polynomial ring,
mStδ(f) is the join of f and mLinkδ(f). We recall the definition of the join of two non-empty
spaces.
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Definition 5.3.1. Given two non-empty topological spaces X and Y, the join of X and
Y, denoted X  Y is the space obtained from X  I  Y by the identifications (x,1,y)  (x 1,1,y)
for all x, x 1 in X, and (x,0,y)  (x,0,y 1) for all y, y 1 in Y.
Equivalently, we can think of the join of two spaces as the union of all line segments [x,y] =
{(1-t)x + ty | 0 ¤ t ¤ 1}, x P X, y P Y. We will break up Proposition 5.2.6 into two parts, each
of which we prove separately.
Proposition 5.3.2. Let δ be a simplicial complex. For a face f P δ, Stδ(f) = f  Linkδ(f).
Moreover, Then BStδ(f)  Bd(f)  Link(f).
Proof. Let h be a maximal face containing f with vertices {v0,. . .,vn}. We may number
the vertices so that the vertices of f are {v0, . . ., vr}. Let gf (h) be the complimentary face of f
in h, that is, g is the simplex on the vertices {vr 1,. . .,vn}. Consider the join f  gf (h). It is the
convex hull of {v0,. . .,vn}. Note that f, h, and gh(f) are geometric simplices. We recall the fact
that for any geometric simplex S spanned by independent points v0,. . ., vn (meaning the vectors
v1 - v0,. . .,vn - v0 are linearly independent), every point x P S has a unique representation using
barycentric coordinates. That is x =
n¸
i0
aivi, where 0 ¤ ai ¤ 1 for all i and
n¸
i0
ai = 1. Note that
x lies in the face spanned by the vi where ai  0.
We define a map φh: f  I  gf (h) Ñ h. For x P f, y P g = gf (h), we represent x =
r¸
i0
aivi
and y =
n¸
kr 1
bkvk in the barycentric coordinates of f and g, respectively. Let φh(x,t,y) =
((1-t)a0,. . .,(1-t)ar,tbr 1,. . .,tbn). Since
r¸
i0
(1-t)ai  
n¸
kr 1
tbk  1-t
r¸
i0
ai   t
n¸
kr 1
bk
 1-t+t = 1,
φh(x,t,y) lies in h. Also, φh(x,0,y) =(a1,. . .,ar,0,. . .,0) = φh(x,0,y 1) for any y 1 P g. Similarly,
φh(x,1,y) = (0,. . .,0,br 1,. . .,bn) = φh(x 1,1,y) for any x 1 P f. Note that φh(x,I,y) = [x,y]. We
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also note that for k, a subface of f, φh(k,I,g) maps to the face whose vertices are the union of
the vertices of k and g. A similar statement is true for any subface of g. Since φh is an affine
map in each barycentric coordinate, φh is continuous on f  g.
Given a point z P int(h), we represent z =
r¸
i0
aivi +
n¸
kr 1
bkvk, where each sum is non-zero
and
r¸
i0
ai +
n¸
kr 1
bk = 1. Consider the point x =
r¸
i0
civi P f, where ci =
ai°r
j0 aj
and y =
n¸
kr 1
dkvk P g, where dk =
bk°n
`r 1 b`
. Let t =
n¸
`r 1
b`, so 1 - t =
r¸
j0
aj . Then z = φh(x,t,y).
Since the barycentric coordinates of z are unique, φh is injective and surjective. Since φh is a
bijective, continuous map from a compact space into a Hausdorff space, φh is a homeomorphism.
This can be done for every maximal face containing f.
Suppose h, h 1 are two maximal faces of Stδ(f) and suppose h X h 1 = g. Either g  f or g 
gh(f) X gh 1(f). In either case, the homeomorphisms φh, φh 1 agree on g. Let h1,. . ., hn be the
maximal faces of δ containing f. For each hj , let gj = gf (hj) be the face complimentary to f in
hj . Note that
n¤
j1
gj = Linkδ(f). Note
n¤
i1
hi 
n¤
i1
(f  gj)
 f 
n¤
i1
gj
 f  Linkδpfq.
Since Stδ(f) =
n¤
i1
hi, we define a homeomorphism φ: Stδ(f)Ñ f  Linkδ(f) where φ(x) =φh(x)
when x P h, a maximal face of δ containing f.
Since BStδ(f) is the set of faces in Stδ(f) that do not contain f, g P BStδ(f) if and only if
g = f1  f2, where f1 P Bd(f) and f2 P Linkδ(f). So the second statement is proved. l
By the following proposition, we may compute the cohomology of BStδ(f) by computing
the cohomology of Linkδ(f).
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Proposition 5.3.3. Let X be a non-empty topological space. Then H `(S j  X)  H˜`j1(X)
for ` ¡ 0 and H 0(S j  X)  k, for j ¥ 0.
Proof. We prove the result for homology. We obtain the second result since S j  X is
path connected. We use the Mayer-Vietoris sequence to compute the cohomology of the join.
Let
U1 = S j  [0,34q  X / ,
Likewise, let
U2 = S j  (14 ,1]  X / .
Then U1 and U2 are open and U1 Y U2 = S j  X and U1 X U2 = S j  (14 ,
3
4)  X, which is
homotopy equivalent to S j  X. Also, we use the straight-line homotopy defined by the straight
line from (s,t,x) to (s,0,x) to show that S j is a strong deformation retract of U1. By a similar
argument, we have that X is a strong deformation retract of U2.
Thus, the Mayer-Vietoris sequence gives
Ñ H`pS
j Xq
Φ`ÝÑ H`pS
jq `H`pXq
Ψ`ÝÑ H`pS
j Xq
Υ`ÝÑ H`1pS
j Xq Ñ(5.7)
We want to show that Φ` is surjective with kernel = Hj(Sj) b H`j(X)  H˜`j(X). Since
Φ` is surjective, it then follows from the exactness of (5.7) that ker(Ψ`) = H`(Sj) ` H`(X), thus
it is the zero map for every `. So Υ` is injective. Therefore H `(S j  X)  Im(Υ`)  Ker(Ψ`1)
 H˜`j1(X) for ` ¡ 0.
To see that the assertion is true, we first apply the K:unneth formula:
H`pS
j Xq  HjpS
jq bH`jpXq `H0pS
jq bH`pXq
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For j ¡ 0, we have
 HjpS
jq bH`jpXq ` kbH`pXq
 HjpS
jq bH`jpXq `H`pXq(5.8)
Now that we have decomposed H`(S j  X), we compute Φ` on each component.
Step 1: Φ` |H`pXq
For any point y P Sj , consider the inclusion {y}  X ãÑ Sj  X  Sj  {12}  X. By the
naturality of the K:unneth formula, we obtain:
H`pXq  H`ptyu Xq  H0ptyuq bH`pXq ãÑ H0pS
jq bH`pXq
Φ`ÝÑ H`pXq
This copy of Sj  X lies in U2 which deforms onto X. So the composition of the retraction and
the inclusion map is the identity. Thus Φ` |H`pXq is zero on the first factor and an isomorphism
on the second factor.
Similarly, for any point x P X, consider the inclusion S j  {x} ãÑ S j  X  S j  {12}  X.
This copy of S j  X lies in U1 which deforms onto S j . Again by the naturality of the K:unneth
formula, we obtain:
H`(S j)  H`(S j  {x})  H`(S j) b H0({x}) ãÑ H`(S j) b H0(X) ΦjÝÑ H`(S j).
Now we show for the various cases of l and j, we obtain the same kernel for Φ`.
Step 2: Φ` |HjpS jqbH`jpXq
Case 1: `  j, j ¡ 0
H`(S j) = 0, so H`(S j  X)  H`(X). Thus by Step 1 above, Φ` is surjective onto H`(X)
and the kernel  Hj(S j)b H`j(X)  H`j(X).
Case 2: `  j, j = 0
We have
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H`(S 0  X)  H0(S 0) b H`(X)
Φ`ÝÑ H`(S 0) ` H`(X).
Again Φ` is surjective onto H`(X) with kernel  H`(X)  H˜`(X).
Case 3: ` = j, j ¡ 0
By Step 1 we know that Φj |HjpXq: Hj(X) Ñ Hj(S
j) ` Hj(X) is the map u ÞÑ (0,u)
which is an isomorphism on the second factor. By a similar argument Φj |HjpS jqbH 0pXq Ñ
Hj(S j) ` Hj(X) is zero on the second factor and onto the first factor. Thus Ker(Φj) 
H j(S j) b H˜ 0(X)  H˜ 0(X).
So for l ¡ 0, Ker(Φ`q  H˜`j(X). l
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CHAPTER 6
Monomial Ideals in a Polynomial Ring
In this chapter, we apply the results of Chapter 3 to the case where C is the positive orthant
in Rd and I is a monomial ideal in R = k [C] = k [x1,x2,. . . ,xd]. In Section 1, we identify the
critical regions for this case. First, we show that every multidegree m has at most one minimal
face. Thus, the allowable critical regions are of type 1, 2, or 3. Also in this section, we give
the representative polyhedral pair for each region and compute the reduced cohomology. In
Theorem 6.1.9, we give necessary and sufficient conditions for R/I to be Cohen-Macaulay.
We then consider the consequences for the special case of a generic ideals as defined in
Chapter 2. Recall that in [1], the authors construct a simplicial complex ∆I , the Scarf complex
and relate it to the Cohen-Macaulay property of R/I, when I is generic. More precisely, the
maximal faces of ∆I determine lower bounds for the depth of R/I, with the depth equaling the
minimum of these lower bounds. In Section 2, we connect the results of Bayer, Peeva, Sturmfels
with our own by determining certain critical regions corresponding to the maximal faces of the
Scarf complex. These essential regions already determine upper bounds on the depth which
agrees with the value obtained by ∆I .
6.1. Critical Regions for Monomial Ideals in a Polynomial Ring
In this section, we use the results of Sections 4.5 and 4.6 to decompose Rd into critical
regions and compute the corresponding polyhedral pairs for the case of monomial ideals in
polynomial rings. Since C is the positive orthant, we first show that the projection map piF is
the usual projection from Rd onto a unique coordinate plane determined by the coordinates xi
which do not vanish on F. This fact allows us to show that for every m P Zd, there is at most
one minimal face F which is completely determined by the coordinates of m. Thus, the only
possible critical regions are of types 1, 2, and 3.
Let C = Rd . Then R = k [C] = k [x1,x2,. . . ,xd]. Let I  R be a monomial ideal. Suppose I =
 xmi ,. . .,xmn ¡ where {xmi} are a minimal set of generators. For a minimal generator xmj of
I, we let mj = (mj1,. . ., mjd). In the following, we shall first see that many of the computations
from Chapter 3 are simplified due to the structure of C. To determine the minimal faces of a
given multidegree m, we now give a description of SF for any F P ∆.
Determining the minimal faces
Let ei denote the i-th standard basis vector of Rd, which is the normal vector for Hi, the
coordinate hyperplane where xi = 0. As the Hi are the basic supporting hyperplanes of C, each
is perpendicular to every other basic supporting hyperplane. Also, for any face F of C, let F c
be the face C X  F¡K. If F is determined by the vanishing of xb for all b P B  {1,. . .,d}, then
HF = {Hb | b P B} and F c is determined by the vanishing of xb 1 for b 1 P B c, the complement
of B in {1, . . ., d}.
For simplicity, in this chapter, we will replace subsets of supporting hyperplanes with subsets
of coordinate indices. We denote iF to be the set of indices xi which vanish on F. So i P iF
if and only if Hi P HF . For m = (m1,. . .,md), let i (m) be the set of indices such that mi ¡
0. Then i P i (m) if and only if Hi P H (m). We similarly define i0(m) and i(m). Given a
multidegree m, we now use these sets of indices to define a unique face of C.
Definition 6.1.1. For any m P Zd, let
Fm = {x P Rd | xi = 0 for all i P i 0(m) Y i (m)}.
Note the coordinates for the subspace  Fm ¡ are xi for i P i(m).
Suppose F P ∆ and dim F = `. Then piF : Rd Ñ  F¡K  Rd` is the natural projection
map. In other words, for a multidegree m = (m1,. . ., md), (piF (m))j = mj if j P iF and 0
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otherwise. CF is the set of all non-negative vectors in  F¡K, so CF = F c for every face F. By
the following lemma, Fm plays a crucial role for us.
Lemma 6.1.2. For a multidegree m, either
a)m has a unique minimal face and it is Fm, or
b)m has no minimal faces, and thus m P AH.
In case b), piFm(m) P piFm(I).
Proof. If m has a minimal face, then C-supp(m)  H. Suppose G P C-supp(m). Then,
piG(m) P CG. This is true if and only if iG  i 0(m) Y i (m) = iFm . So, Fm  G and piFm(m) P
CFm . Second, since piG(m) R piG(I), if Fm  G, then piFm(m) R piFm(I), again by Lemma 4.4.7.
Thus, we have that if G P C-supp(m), then Fm  G and Fm P C-supp(m). Therefore, if
C-supp(m)  H, then Fm is the unique minimal face of m.
If C-supp(m) = H, then Fm R C-supp(m). Since piFm(m) P CFm , piFm(m) P piFm(I). l
We can determine whether piF (m) P piF (I). Recall Cmi = C + mi = {v P Rd  | mij ¤ vj
for all j P iF } and piF (I) =
¤
i
piF (Cmi). Then, by the definitions of the projections, piF (Cmi) =
{v P  F¡K | mij ¤ vj for all j P iF }. Therefore, we have the following.
Lemma 6.1.3. piF (m) P piF (I) if and only if there exists a minimal generator xmj of I such
that
mji ¤ mi for all i P iF .
Since the minimal face is the same for all m in a given critical region A, we will denote this
minimal face by FA. By Lemma 6.1.2 and the classification of critical regions, we deduce the
following.
Corollary 6.1.4. Let C be the positive octant in Rd. Let I be a monomial ideal in k[C].
Then Rd can be partitioned into the basic inessential region AH and critical regions of type 1,
2, and 3.
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For example, for m P C, we have {0} as the minimal face of m if and only if m R
¤
Cmi .
For m P -C, F P ∆ is the minimal face of m if and only if m P int(-F).
Using the results of Section 4.6 and Corollary 6.1.4, we deduce results about the possible
polyhedral pairs which arise in the case of monomial ideals in polynomial rings.
Proposition 6.1.5. Assume the same hypothesis as Proposition 6.1.4. Let D be a cross-
section of C and δ  D be the subcomplex in D corresponding to ∆. Then the polyhedral pairs
corresponding to each critical region and the relative cohomology of these pairs are the following:
a)Let A be a critical region of type 1 with unique minimal face F and let f = Θ(F). Then, for
all m P A, (L b R/I∆)m  C˜(Stδ(f),BStδ(f))[1]. Hence,
H(L b R/I∆)m  H˜((BSt(f))[2]).
b)For A be a critical region of type 2. Then, for all m P A, Fm = {0} and Bm = H. Let
F1,. . ., Fn be the maximal faces of Sm. Then Sm = mStδ({0}) =
n¤
i1
Fi. Hence,
H(L b R/I∆)m  H˜(
n¤
i1
fi)[1].
In particular, if m P A = A∆, the critical region containing 0, then
H(L b R/I∆)m  H˜(δ)[1].
c)Let A be a critical region of type 3 with unique minimal face F and let f = Θ(F). Then, for
all m P A, H(L b R/I∆)m  H˜(mStδ(f),Bd(mStδ(f)))[1]. Hence,
H(L b R/I∆)m  H˜(Bd(mSt(f)))[2].
Proof. a)Since A is a critical region of type 1, A contains int(-F) for some F P ∆ and F
is the unique minimal face. By Proposition 4.6.1, H(L b R/I∆)m  H((BSt(f))[2]).
b)Since A  C, FA = {0}. Further, i(m) = H and thus Bm = H. By Lemma 4.5.13, m P
maxSFi for i = 1,. . ., n. By Lemma 4.5.14, (Sm, Bm) = (
n¤
i1
Fi, H) and thus, (Sm, Bm) =
(
n¤
i1
fi, H). By Proposition 4.6.2, we obtain our isomorphism of cohomology groups. The last
statement is Corollary 4.6.3.
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c)We recall from Proposition 4.6.4 that since F is the unique minimal face, Sm = mStδ(f) is
contractible and we apply the long exact sequence in cohomology to obtain the isomorphism
H(L b R/I∆)m  H˜(mBSt(f))[2]. l
For the critical regions of type 2, we must determine H˜(mBSt(f))[2]. We next show the
partial boundary Bd(mStδ(f)) is the join of a sphere and the m-partial link of f in δ.
Definition 6.1.6. The subcomplex m-partial link of F in ∆ is the set
(6.1) mLink∆(F) = {G P mSt∆(F) | F X G = {0}}.
Note mLink∆(F)  Link∆(F). Let mLinkδ(f) = Θ(mLink∆(F)).
The following proposition is a consequence of Proposition 5.3.2 applied to the simplicial
complex mStδ(f). In this case, Linkδ(f) has been replaced by mLinkδ(f).
Proposition 6.1.7. Let F be the minimal face of m. Then mStδ(f) = f  mLinkδ(f), the
join of f and mLinkδ(f). Moreover, Bd(mStδ(f)) = Bd(f)  mLinkδ(f).
Using Proposition 6.1.7, we provide a lower bound for the non-vanishing of the reduced
cohomology of Bd(mStδ(f)) in the case when F is non-isolated. If F is isolated, then mStδ(f) =
f, and Bd(mStδ(f)) = Bd(f). So Bd(f) is not the join of Bd(f) and a non-empty space X.
However, we know that if F is isolated, the compact polyhedral pair is homeomorphic to the
relative pair of a disk of dim f and its boundary. In this case, the relative cohomology vanishes
up to dim f.
Corollary 6.1.8. For any m R C, let F be the minimal face of m and let F be non-isolated.
Suppose dim(F) = `. Then H(L b R/I)m  H˜(mLinkδ(f))[` + 1]. Hence, H i(L b R/I)m =
0 for i ¤ `.
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Proof. Since F is non-isolated, mLinkδ(f)  H and thus H˜ 1(mLinkδ(f)) = 0. By Propo-
sition 4.6.4 , H(L b R/I)m  H˜(Bd(mStδ(f))[2]. By Proposition 5.3.3,
H q(S j  X) 
$'''&
'''%
H˜qj1pXq if q ¥ j+1
0 if q ¤ j .
In this case, j = dim f - 1 = dim F - 2 = ` - 2, we have
H q(L b R/I)m  Hq2(Bd(mStδ(f)))  H˜qj3(mLinkδ(f))
 H˜q`1(mLinkδ(f)).
So, H(L b R/I)m  H˜(mLinkδ(f))[` + 1], so H i(L b R/I)m = 0 for i ¤ `. l
We now give necessary and sufficient conditions for R/I to be Cohen-Macaulay in the case
where I is a monomial ideal.
Theorem 6.1.9. Let C be the positive orthant in Rd. Let I  k[C] be a monomial ideal with
dim ∆(I) = n. Then R/I is Cohen-Macaulay of dimension n if and only if
i)for any m P A, a critical region of type 1 with F the unique minimal face, H˜ i(Linkδ(f)) = 0
for i   n - dim F - 1 = dim (Linkδ(f)),
ii)H˜ i(δ) = 0 for i   n-1,
iii)for any type 2 critical region A, let F1, . . ., F` be the maximal faces ofSm. Then, H˜ i(
¤`
i1
fi) =0
for i   n-1, and
iv)for any critical region A of type 3 with F the unique minimal face, H˜ i(mLinkδ(f)) = 0 for
i   dim(Linkδ(f)).
Remark 6.1.10. Note that conditions i and ii are exactly the conditions that imply R/rad(I)
is Cohen-Macaulay by Theorem 5.2.5. By Proposition 5.2.4, this implies that ∆ is pure of
dimension n.
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Remark 6.1.11. In case iv with F isolated, the condition is equivalent to dim F = n. Indeed,
H i(L b R/I)m  H i(f,Bd(f))[1]. So there is a non-trivial cohomology module when i = dim F.
So, H i(L b R/I)m = 0 for i   n if and only if dim F = n.
Proof. R/I is Cohen-Macaulay of dimension n if and only if H i(L b R/I)m = 0 for i   n
for all m P Zd. We consider this for all critical regions A  AH.
Let A be a critical region of type 1. We apply a) of Proposition 6.1.5. H i(L b R/I)m = 0
for i   n if and only if H˜ i(BStδ(f)) = 0 for i   n - 2. This is true if and only if H˜ i(Linkδ(f)) =
0 for i   n - dim F - 1 by Corollary 6.1.8. Since δ is pure of dimension n-1, Linkδ(f) is pure of
dimension n - dim F - 1. This is condition i).
Let A be a critical region of type 2 and we apply b) of Proposition 6.1.5. If 0 P A, then A =
A∆. So, H i(L b R/I)m = 0 for i   n if and only if H˜ i(δ) = 0 for i   n-1. This is condition ii).
If A  A∆, let F1,. . .,F` be the maximal faces of Sm. Then, Sm =
¤`
i1
fi. Since A  C,
Bm = H. Therefore, H i(L b R/I)m = 0 for i   n if and only if H˜ i(
¤`
i1
fi) = 0 for i   n-1. This
is condition iii).
Finally, suppose A is a critical region of type 3. If G is a maximal face of Sm, then there
exists m 1 such that G is an isolated face of m 1, again by Proposition 4.7.4. Thus, by Remark
6.1.11, G is n-dimensional. Again applying c) of Proposition 6.1.5, H i(L b R/I)m = 0 for i  
n if and only if H˜ i(Bd(mStδ(f))) = 0 for i   n - 2. This is true if and only if H˜ i(mLinkδ(f)) =
0 for i   r = n - dim F - 1, again by Corollary 6.1.8. Since every maximal face of Sm is
(n-1)-dimensional, mLinkδ(f) is pure of dimension r. This is condition iv. l
6.2. The Relation with the Bayer-Peeva-Sturmfels Criteria for Generic Ideals
This section serves to connect the preceding results in terms of critical regions with the
results of Bayer, Peeva, Sturmfels in the case of generic ideals. We show that using the critical
regions, we obtain an upper bound on the depth which equals the depth result obtained in [1].
On the other hand, the vanishing of the cohomology of the partial links given by condition iv)
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in Theorem 6.1.9 does not immediately follow from the results of Bayer, Peeva, Sturmfels. We
cannot yet resolve this gap in the two approaches.
To arrive at these partial results, we first recall some of the results from [1] concerning ∆I ,
the Scarf Complex of I. Second, we describe the faces of ∆I in terms of pairs {J,F}. Then,
using the maximal faces {J,F} of ∆I , we identify a critical sub-region E(J,F) of type 3 such
that the minimal face is F and is isolated. Then, we are able to deduce the same upper bound
on the depth as [1]. Finally, given F P ∆, we describe SF in terms of regions corresponding to
maximal faces of ∆I . This allows us to conclude that if maxSF Z H, there exists a maximal
face of ∆I of the form {J,F} and describe the possible maximal faces of Sm for any multide-
gree m.
We recall some facts from Section 3.4 about the Scarf Complex. Let I =  xm1 , . . ., xmn ¡
be a generic monomial ideal as in Definition 3.4.3. Recall this means that no two minimal gen-
erators of I have the same non-zero exponent for any variable xi. For a minimal generator xmi ,
mi = (mi1,mi2,. . .,mid). Given I, let I = I +  xM1 ,x
M
2 ,. . ., x
M
d ¡, where M is an integer larger
than the degree of any of the minimal generators of I. We number the additional generators of
I by xMi = x
mn i . If K  {1,. . .,n+d}, we let mK be the exponent vector of the least common
multiple of the generators indexed by K, that is xmK = lcm
kPK
{xmk}. We label every face K of
∆I with the exponent vector mK = (mK1,mK2,. . .,mKd). Now we form the labeled simplicial
complex ∆I as follows:
∆I :={K  {1,. . .,n+d} | mK  mJ for any J  {1,. . .,n+d}, J  K}.
Geometrically, we may view ∆I as a simplicial subcomplex on n+d vertices. We refer to
a face K of ∆I by the set of the vertices K contains.
Then, the two main results found in [1] which are relevant for us are the following.
Proposition 6.2.1 ([1], Corollary 5.5). ∆I is a pure simplicial complex of dimension d-1.
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Proposition 6.2.2 ([1], Corollary 3.9). Let I be a generic ideal of R = k[x1,x2,. . . ,xd]. Let
{xm1,. . ., xmn} be a minimal set of generators. Then
depth (R/I) = min
K maximal face of ∆I
| K X {n+1,. . ., n+d}|.
Relating Critical Regions to Maximal Faces of ∆I
By Proposition 6.2.2, the depth of R/I is determined by the maximal faces of ∆I . In this
subsection, we show that each maximal face K of ∆I corresponds to a region, the minimal par-
allelepiped. We then show there exists multidegrees m contained in the minimal parallelepiped
such that the m-th graded local cohomology vanishes up to the cohomological degree r = | K X
{n+1,. . ., n+d}| and H r(L b R/I)m  0. Thus, we will have an upper bound on the depth
that coincides with the depth determined by Proposition 6.2.2. To that end, we first rename
the faces of ∆I .
Let K be any face of ∆I , with exponent vector mK = (mK1,mK2,. . .,mKd). Let R = {i P
{n+1,. . .,n+d}| mKi = M}. Note that R  K. Let J = K z R, so J  {1,. . ., n}. Then, as a
simplex, K is the join of the simplices defined by R and J. Furthermore, let P = {r - n | r P R}
and Q = {1,. . .,d}z P. Then, the simplex determined by R lies in the coordinate subspace with
coordinates xp, p P P and the complementary coordinate subspace has coordinates xq, q P Q.
Finally, let F = C X span{ep | p P P}. For every face K of ∆I , we may denote K as {J,F}. If
we let mF = lcm
pPP
{xmn p} =
¹
pPP
xMp , then x
mK = lcm
jPJ
{xmj , xmF }.
Remark 6.2.3. Note that for each coordinate xq, q P Q, the basic supporting hyperplane
Hq with normal vector eq supports F.
We are ready to present the main result of this section.
Proposition 6.2.4. Let {J,F} be a maximal face of ∆I. Then, there exists a type 3 region
with F as an isolated face. Hence,
depth(R/I) ¤ min
tJ,F umaximal face in ∆I
{dim F}.
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We prove this main result by first presenting two useful properties of the ideal generators
which determine a face of ∆I .
Lemma 6.2.5. Let K = {J,F} be a face of ∆I.
a)For any j P J, piF (mj) R piF (Cmi) where i  j.
b)For every ideal generator xm` where ` R J, there exists a q P Q such that m`q ¡ mKq.
Proof. a)Let piF (mi) = m 1i and piF (mj) = m
1
j . Suppose that a) is false. Then, x
m 1i divides
xm
1
j . So, lcm
jPJ
{xmj ,xmF } = lcm
jPJYtiu
{xmj ,xmF }, which contradicts {J,F} P ∆I .
b)Suppose there exists xm` such that m`q ¤ mKq for all q P Q. Then, lcm
jPJ
{xmj ,xmF } =
lcm
jPJYt`u
{xmj ,xmF }, which again contradicts {J,F} P ∆I . l
The following two lemmas give properties concerning the maximal faces of ∆I , which are
ultimately the faces of ∆I that we are most interested in.
Lemma 6.2.6. Let K = {J,F} be a maximal face of ∆I. Then there exists a bijection
β:Q Ñ J defined by β(q) = j where j satisfies mKq = mjq.
Proof. First, we note that uniqueness of j follows from I being a generic ideal. Then, we
have
|J|  d - dim F
 d - |P|
 | Q |
To prove the bijection, we show β is injective from Q to J. Suppose β is not injective. Then
there is j P J such that there exists coordinates q1, q2 P Q such that β(q1) = β(q2) = j. Let
Q 1 = Q z{q1, q2}. For q P Q 1, pick jq = j 1 such that mKq = mj1q. Let J 1 = {j} Y {jq | q P Q 1}
and let K 1 = {J 1,F}. Then mK = mK 1 , a contradiction that {J,F} is a face of ∆I . l
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Lemma 6.2.7. Let K = {J,F} be a maximal face of ∆I, with mK = (mK1,mK2,. . .,mKd).
Then mKi ¡ 0 for all i = 1,. . .,d.
Proof. Suppose that for some i P Q (= {q | mKq   M}), mKi = 0. Therefore, mji = 0
for all j P J. For each of the |Q|-1 elements i 1, i 1  i, choose j P J such that β(i 1) = j, so mji 1 =
mKi 1 . Let Q 1 = Qz{i}. Since K is maximal, |Q| = |J| and β is a bijection by Lemma 6.2.6.
Let J 1 = β(Q 1), so there is a j 1 P Jz J 1. Therefore, mK = lcm
jPJ
{xmj , xmF } = lcm
jPJ 1
{xmj , xmF } =
mK 1 where K 1 = {J 1,F}. This contradicts that K P ∆I . l
Using the two lemmas above, we now construct a parallelepiped E(J,F), corresponding to
a maximal face {J,F} of ∆I , which intersects a critical region of type 3.
Let K = {J,F} be a maximal face of ∆I . Let i P Q; equivalently, i P iF . We define two
integers for i:
DJi = max
jPJ
{mji}, and dji = max
jPJ
{{mji}z DJi}.
Note that DJi = mKi ¡ 0 and dJi is the second largest i-th coordinate among the mj , j P J. If
|J| = 1, then we define dJi = 0.
Definition 6.2.8. Let {J,F} be a maximal face of ∆I. The region corresponding to
{J,F} is defined to be
(6.2) E(J,F) =   F ¡  p
¡
HiPHF
rdJi, DJiqq,
where the bounded parallelepiped lies in  F¡K. piF (E(J,F)) = p
¡
HiPHF
[dJi, DJi)) will be called
the minimal parallelepiped corresponding to {J,F}.
Remark 6.2.9. E(J,F) always contains integer points; indeed the region contains all m =
(m1,m2,. . .,md) with the property that for i P iF , mi = dJi.
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Figure 6.1. See Example 6.2.10. CF is a 2-dim cone with G1 as the vertical
face and G2 as the x-axis. Shown are the 4 minimal generators of a generic ideal
piF (I). Let J = {2,3}, J 1 = {1,2} and J 2 = {3,4}.
Example 6.2.10. In Figure 6.2, we have CF a two-dimensional cone. Also, we have four
minimal generators of the ideal I 1 = piF (I). Note that I 1 is also generic, since no minimal
generator has the same x or y coordinate as any other minimal generator. Let J = {2,3}, J 1 =
{1,2} and J 2 = {3,4}. The monomials xm2 and xm3 form a maximal face of ∆I of the form
{J,F}. We have also shown the minimal parallelepiped piF (E(J,F)). Similarly, there are two
other minimal parallelepipeds corresponding to the maximal faces {J 1,F} and {J 2,F}.
We now show the importance of E(J,F) by proving that the minimal parallelepiped piF (E(J,F))
is contained in maxSF .
Proposition 6.2.11. Suppose K = {J,F} is a maximal face of ∆I. If m P E(J,F), then
piF (m) P maxSF .
Proof. Let m = (m1,m2,. . ., md) P E(J,F). Then 0 ¤ dJi ¤ mi for every i P iF . Thus
piF (m) P CF . Suppose piF (m) R SF . Then, there exists a generator xmk such that piF (m) P
piF (Cmk). Thus, there exists k P {1,. . .,n} such that for i P iF ,
mki ¤ mi.
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However, this implies mtJ,F u = mtJYtku,F u, a contradiction of {J,F} being a face of ∆I .
Now let F  G with dim G = dim F + 1. Let i P iF z iG. Since {J,F} is a maximal face,
there exists a unique j P J such that β(i) = j. So we have
mji = DJi = mKi.
Since β is a bijection, mj`  mK` = DJ` for every ` P iG. Recall dJ` is the second largest `-th
coordinate among the mj 1 , j 1 P J. Thus,
mj` ¤ dJ` ¤ m`.
Therefore, xm P  xmj¡RG  IRG and piF (m) R pi1F,G(SGq. l
Remark 6.2.12. Recall by Lemma 4.5.13 that to show that F is a maximal face of Sm, it
is enough to show m P SF and that m R SG for those G such that dim G = dim F + 1.
By Proposition 4.7.4, we deduce the fact that there exists m whose corresponding polyhedral
pair has the first non-vanishing cohomology at dim F. Thus, using Theorem 6.1.9, we will have
an upper bound on the depth of R/I. We are ready to prove Proposition 6.2.4.
Proof of Proposition 6.2.4. Let dim F = r. If {J,F} is a maximal face of ∆I , then
maxSF Z H. By Proposition 4.7.4, there exists a critical region A of type 3 with F as the
unique minimal face and F is isolated. By Proposition 6.1.5c), for m P A, H i(L b R/I)m = 0
for i   r and H r(L b R/I)m  0. Therefore, depth (R/I) ¤ r. Taking the minimum over all
maximal faces of ∆I , we obtain an upper bound. l
At present, we are unable to show how the properties of the Scarf complex imply that
H˜(mLinkδ(f)) vanishes up to the upper bound for all m.
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CHAPTER 7
Applications to Different Classes of Monomial Algebras
In the previous two chapters, we applied our results to three classes of monomial algebras
that had been considered by other authors. In this chapter, we illustrate the application of the
main theorem to two different classes of monomial algebras which do not fit within the classes
we have previously discussed. We first present an example of a monomial algebra where a type
5 region exists and is essential. Note that none of the examples we have previously examined
had such a region. Secondly, we present the class of monomial algebras defined by simplicial
cones, that is, cones whose cross-sections are simplices. These cone are similar to the positive
orthant in that every multidegree m has at most one minimal face. Then, the Cohen-Macaulay
criteria for monomial ideals in the simplicial cones is an analogue of that for monomial ideals in
polynomial rings. The key difference in this case is the possible non-existence of integer points
in a geometrically defined critical region. We also develop an analogue of the Scarf complex
and use our results from Chapter 6 to give bounds on the depth in the case of generic ideals.
Finally, we present some questions for further study.
7.1. Example of a Monomial Algebras that Admits a Type 5 Region
In this section, we construct a monomial algebra which requires an essential type 5 region.
All the previous examples we have shown do not have type 5 regions.
Let C be a cone in R3 with five 1-dimensional faces generated v1 = (0,0,1), v2 = (5,0,9),
v3 = (4,5,0), v4 = (2,13,0), and v5 = (0,6,7). A cross-section D of C is an pentagon as shown in
Figure 7.1. We denote the basic supporting hyperplane that contains vi and vj where j = i + 1
by Hij and the hyperplane containing v1 and v5 will be denoted H51. Note H12, H34, and H51 are
the xz-, xy-, and yz-planes respectively. H23, with normal vector a23 = (-45,36,25), intersects
the xy-and the xz-plane, while H45, with normal vector a45 = (91,-14,12), intersects the xy-and
yz-planes. We will denote the 1-dimensional face generated by vi by Fi. The 2-dimensional
faces of C are spanned by vi and vi 1 for i ¤ 4 and the fifth is spanned by v1 and v5. We shall
denote the 2-dimensional face by Fij for j = i + 1 and F51.
Figure 7.1. A three dimensional cone C with its 2-dimensional faces labeled
with a cross-section shown. The three coordinate hyperplanes are also basic
supporting hyperplanes for C.
Let I  k [C] be the monomial ideal  xm1 , xm2 ¡ where xm1 = x 6y 39, and xm2 = x 7y 5z 7.
Note that m1 P F4. Then ∆(I) is the subcomplex whose maximal faces are F12, F23, and F51.
First, let us consider the type 1 regions. If F = F3 or F = F5, then BStδ(f) is a point. If
F = F1 or F = F2, then BStδ(f) is a two point set. In either case, BStδ(f) is 0-dimensional. If
G is any two-dimensional face of ∆, then BStδ(g) is empty. Also, corresponding to the critical
region A∆, H˜(δ) is trivial. Thus, conditions i and ii of Theorem 4.7.1 are satisfied and we
have proved that R/rad(I) is Cohen-Macaulay.
We now show that a type 5 region exists and is essential. Let m = (1,-1,5). Since the
y-coordinate is negative, we know that m R C. Also, since the x-coordinate is negative, we can
see that m R -C. Let G = F3 and consider the projection piG. The image of piG lies in the
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Figure 7.2. a)The image of piF3 with piF3(m). Note that piF3(m) P SF3 .
b)The image of piF5 with piF5(m). Here piF5(m) P SF5 as well as SF51 .
two-dimensional plane H defined by 4x+5y =0. Since we are using orthogonal projections, the
faces of CG are defined by the intersections H X H23 and H X H34. Note that the z-coordinate
of m is less than the z-coordinate of m2, and (m, a23)   (m1,a23). These two facts imply
piG(m) R piG(I). Hence, G = F3 is a minimal face. Figure 7.2a) shows the projection piF3 .
Similarly, we let K = F5 and consider the projection piK . Since the x-coordinate of m1 is
less than the x-coordinate of m2 and m1 lies on H45, piK(I) = piK(Cm1), the projection of the
cone C + m1. Also, H51 is the yz-plane, so we can see that the x-coordinate for m is less than
the x-coordinate of m1. Then, piK(m) R piK(I). Also, we can see that pi51(m) R pi51(I). Figure
7.2b) shows the projection piF5 .
Then C-supp(m) = {F3, F5, F51}. Thus, F3 and F5 are the minimal faces wit F5 a non-
isolated face. Let A be the critical region containing m. We see that Sm = {F1, F3, F5, F51}
and Bm = {F1}. To see that A is not of type 4, we note that there is only one non-isolated
maximal face F51. Since  F51 ¡ X C  {0}, A does not satisfy (P1) of Partition Property
4.5.8. Thus, A is a type 5 region. In this case, H˜0(Sm, Bm)  0. Thus, H 1(L b R/I)m  0
and R/I is not Cohen-Macaulay.
7.2. Simplicial Cones
In this section, we consider the conical algebras R defined by simplicial cones and monomial
ideals I in them. For such monomial algebras R/I, we show that for every m R AH, the basic
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inessential region, m has a unique minimal face. We deduce that just as for the polynomial
rings, these algebras have critical regions of type 1, 2, and 3. Then, in Theorem 7.2.4, we give
a criteria, analogous to Theorem 6.1.9, that R/I is Cohen-Macaulay.
We begin with defining the types of cones we will consider in this section.
Definition 7.2.1. C is a simplicial cone if its transversal cross-section D is a simplex. We
say C is simplicial if C is a simplicial cone.
Let R = k [C] and I  R be a monomial ideal. If C is simplicial, then ∆(I) is a simplicial
subcomplex of a simplex. The following lemma follows from this fact. This lemma is similar to
Lemma 6.1.2.
Lemma 7.2.2. Let R be a conical algebra corresponding to a simplicial cone. Let I be a
monomial ideal in R. Then, every m R AH has a unique minimal face.
Proof. Since C is simplicial, the intersection of any set of basic supporting hyperplanes
form a face of C. Pick m R AH and let
£
HPH 0pmqYH pmq
H = F. We show that F is the minimal
face of m.
Suppose G P C-supp(m). Then HG  H 0pmq YH pmq =HF . Thus F  G and piF (m) P
CF . Also, since F  G and piG(m) R piG(I), by Lemma 4.4.7, piF (m) R piF (I). Therefore, F P
C-supp(m) and is contained in every face of C-supp(m). Thus, F is the unique minimal face
of m. l
Definition 7.2.3. Given m, let Fm =
£
HPH 0pmqYH pmq
H.
Since in the case of simplicial cones, there is at most one minimal face, we deduce that the
only critical regions that arise are of types 1, 2, and 3. Since the cross-section D is a simplex,
we may use Corollary 6.1.8 to show that the boundary of the partial star complexes is the join
of Bd(f) with the mLinkδ(f). So, the Cohen-Macaulay criteria for R/I to be Cohen-Macaulay is
exactly the same as that for R/I, where R is a polynomial ring. Also as in the polynomial ring
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case, we obtain the fact that if C is simplicial and k [C]/I is Cohen-Macaulay, then k [C]/rad(I)
is also Cohen-Macaulay.
Theorem 7.2.4. Let R be a simplicial conical algebra of and I be a monomial ideal. Let
∆ = ∆(I). R/I is Cohen-Macaulay of dimension ∆ = n if and only if
1)for all f P δ, H˜ i(Linkδ(f)) = 0 for all i   dim Linkδ(f)
2)H˜ i(δ) = 0 for i   n-1,
3)for all m P C, H˜ i(
¤
gi)[1] = 0 for i   n, where the Gi are maximal faces of Sm, and
4)for all m P A, a critical region of type 3, and F the minimal face, H˜ i(mLinkδ(f)) = 0 for all
i   dim mLinkδ(f).
Formally, Theorem 7.2.4 is the same as for polynomial rings. However, there is a funda-
mental difference; the geometric critical regions as given earlier for types 2 and 3 may contain
no integral points. This is illustrated in the next two examples.
Figure 7.3. See Example 7.2.5. A two dimensional cone with I a monomial
ideal generated by xm1 = x 4y 6, xm2 = x 4y 5, xm1 = x 4y 4, and xm2 = x 4y 3.
There are no integer points inside the region bounded by the dotted line which
are not
¤
Cmi .
Example 7.2.5. In Figure 7.3, C is a cone in R2. Note that the cross-section D of C is
a 1-simplex, so every multidegree has a unique minimal face. ∆ is the boundary of C. So
D = δ. One face F is the x-axis while the other face G is the half-ray going through (1,6).
I has 4 generators which have the same x-coordinate. For the type 1 regions, the Linkδ(f) 
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Linkδ(g)  {p}, a point. The only type 2 region which does not correspond to a contractible
polyhedral complex is A∆. In this case, Sm = δ  {p1, p2}, the boundary of D. Since the
slope of G is 6, there are no integer points in the region bounded by the dotted line which
are not contained in one of the Cmi . This implies that there is no type 2 regions with Sm =
{0}. Therefore, H 0(L b R/I) = 0. Also, any type 3 region satisfies the Partition Property,
and thus is inessential. Thus H i(L b R/I)m = 0 for i   1. So, depth (R/I) = 1 and R/I is
Cohen-Macaulay.
If the shaded region contained an integer point m, then H0(L b R/I)m  0. Note the
difference in the next example.
Figure 7.4. See Example 7.2.6. The cone C is the same as in Example 7.2.5
with I 1 = I +  x 4y 7, x 4y 2, x 4y 1 ¡. Here (3,1) lies in the region bounded by
the dotted line
Example 7.2.6. On the other hand, if we add more generators to the ideal in Example
7.2.5, we can show R/I 1 is not Cohen-Macaulay. In Figure 7.4, we use the same cone C is the
cone in Example 7.2.5. However, we have added generators at (4,7), (4,2, and (4,1). In this
case, there is an integer point (3,1) inside the region bounded by the dotted line which is not
in any Cmi . Thus, (Sp3,1q, Bp3,1q) = ({0},H). Therefore, H 0(L b R/I 1)p3,1q  H˜1({H}) 
k  0.
The examples above can be generalized to higher dimensional cones in the following way.
Let C =
d£
i1
H i be a simplicial cone in Rd such that the cross-section is a d-simplex. Let ai be
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the normal vector of Hi pointing into C. Consider the translated cone m 1 + C, where m 1 is a
point in C such that m 1 P QdzZd and each edge of m 1 + C contains an integer point. Let ri =
(m 1, ai) and let I be the ideal generated by the set {xm | m P m 1 + C}. Thus, if any monomial
xv P R/I, then v lies in at least one strip defined by m 1, that is {v P Zd | 0 ¤ (v,ai)   ri}.
Any critical region A of type 2 such that A  A∆ lies in the intersection of such strips.
Let A be a critical region of type 2. Let K1,. . .,K` be the set of maximal faces such that m
lies in the strip corresponding to Ki for all m P A. Then A contains int(F) where F =
£`
i1
Ki.
Thus, these regions will be inessential by Corollary 4.5.15.
Let A be a critical region such that A  C and let F = Fm. Then, for every m P A, m +
s P C z(m 1 + C) for some s P F. Thus, piF (m) lies in the intersection of strips defined by
{v | 0 ¤ (v,ai)   ri where Hi supports F. Note that int(-F) lies in this intersection of strips.
Hence, int(-F)  A. So only the type 1 or type 2 regions occur. Thus it is enough to check
the cohomology of δ and the linkδ(f) for every f P δ. We note that this is similar to the radical
monomial ideals.
We now turn our attention to the special case of generic ideals I of conical algebras k [C]
where C is simplicial and develop some techniques on computing the depth.
7.3. Modified Scarf Complex
In this section, we introduce a class of ideals I in a simplicial conical algebra R generalizing
the generic ideals of Bayer, Peeva, Sturmfels. We modify the technique of [1] to determine
critical regions. In order to determine these regions, we first construct the normal map φˆ to
describe the integer points in terms of their dot products with each of the basic supporting
hyperplane, thus reducing the problem to a generic ideal in a polynomial ring. Then, using
least common denominators, we construct a simplicial complex akin to the Scarf complex. This
modified Scarf complex will be used to determine the minimal parallelepipeds. Finally, we
use linear programming to determine whether the pre-images of these parallelepipeds contain
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integer points, and thus give an upper bound on the depth.
In this section, C  Rd is a simplicial cone such that C =
£
HiPH
H i . Let ai be a normal
integer vector to Hi. Without loss of generality, we assume that there exists no v P Zd such
that ai = λv, λ P Z, λ ¡ 1.
Let R = k [C], and let I =  xm1 , . . ., xmn ¡ be a monomial ideal of R. Let cij = (mi,aj).
Definition 7.3.1. I is a generic ideal if any non-zero cij, there exists no ` such that cij =
c`j.
For this section, I will be a generic ideal.
The Normal Map
We denote the normal map of C by φˆ : Rd Ñ Rd where
φˆ(v) = vˆ = ((v,a1), . . ., (v,ad)).
We will denote the coordinates of vˆ by (vˆ1,. . .,vˆd). We also let φˆ(C) = Cˆ, φˆ(F) = Fˆ , and
φˆ(I) =
n¤
i1
φˆ(Cmi) = Iˆ. Note Cˆ is a positive orthant in Rd, so we denote iFˆ = {i | Hi P HF }.
Also, let piFˆ : R
n Ñ   Fˆ ¡K be the projection along Fˆ . Note that φˆ(Zd)  Zd. So φˆ induces
a map φ: k [x1,x2,. . . ,xd] Ñ k [y1,y2,. . . ,yd] where
xm ÞÑ ymˆ.
Lemma 7.3.2. xm P IRF if and only if there exists mk such that cki ¤ mˆi for all i P iFˆ .
Proof. xm P IRF if and only if there exists a v P F such that m + v P mk + C for some
k. This is true if and only if (m +v - mk, ai) ¥ 0 for all i P iFˆ . This is equivalent to
(m, ai) ¥ (mk, ai) (= cki).
l
Since I is a generic ideal in the sense of Definition 7.3.1, Iˆ is a generic monomial ideal in
k [Cˆ] = k [y1,y2,. . . ,yd]. In the next subsection, we construct a simplicial complex analogous to
the Scarf complex of Chapter 5 in order to compute bounds for the depth of R/I.
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The Modified Scarf Complex
Let M be an integer such that M " cij for all i, j. For a face F of C, we denote mˆF to be the
integer vector such that the i-th coordinate is 0 if i P iFˆ and M, otherwise. Let J  {1, . . ., n}.
Then we denote by mˆpJ,F q the integer vector such that ymˆpJ,F q = lcm
jPJ
{ymˆj , ymˆF }.
Definition 7.3.3. The modified Scarf Complex of I is the Scarf complex ∆Iˆ determined
by the generic ideal Iˆ in the polynomial ring k[y1,y2,. . . ,yd].
We state the main result from this section. This is an analogue to Proposition 6.2.4.
Proposition 7.3.4. Let C be a simplicial cone and I a generic ideal. Let ∆Iˆ be the modified
Scarf complex of I and let {J,Fˆ} be a maximal face. If φˆ1(E(J,Fˆ )) Z H, then there exists
m such that H i(L b R/I)m = 0 for i   dim F and H i(L b R/I)m  0 for i = dim F. Thus,
depth(R/I) ¤ min
tJ,Fˆ umaximal face in ∆Iˆ
φˆ1pEpJ,Fˆ qq ZH
{dim F}.
Many of the statements in Chapter 5 can be made in this setting, with appropriate modi-
fication. Just as in Chapter 5, we denote the faces ∆Iˆ by (J,Fˆ ).
Lemma 7.3.5. If (J,F) P ∆Iˆ , then for all j P J, x
mj R  xmk¡RF for k j.
Proof. Let (J,Fˆ ) P ∆Iˆ . Suppose there exists x
mk such that xmj P  xmk¡RF . This implies
cki ¤ cji for all i P iFˆ .
This implies that mˆpJ,Fˆ q = mˆpJYtku,F q, a contradiction. l
Indeed, if F is fixed, the set {(J,Fˆ )| (J,Fˆ ) P ∆Iˆ } is a simplicial complex. Thus, ∆Iˆ is a
disjoint union of subcomplexes as F varies.
We define Eˆ(J,Fˆ ) in a similar way as Chapter 5. Let {J,Fˆ} be a maximal face of ∆Iˆ . Let
i P iFˆ . We define two integers for i:
DJi = max
jPJ
{mji}, and dji = max
jPJ
{{mji}z DJi}.
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Note that DJi = mtJ,F ui ¡ 0 and dJi is the second largest i-th coordinate among the mj , j P J.
If |J| = 1, then we define dJi = 0.
Definition 7.3.6. Let {J,Fˆ} be a maximal face of ∆Iˆ . The region corresponding to {J,Fˆ}
is defined to be
(7.1) E(J,Fˆ )   Fˆ ¡ p
¡
iPiFˆ
rdJi, DJiqq,
where the bounded parallelepiped lies in   Fˆ ¡K. piFˆ (E(J,Fˆ )) = p
¡
iPiFˆ
[dJi, DJi)) will be called
the minimal parallelepiped corresponding to {J,F}.
Example 7.3.7. In Figure 7.5, we illustrate the regions corresponding to maximal faces of
∆Iˆ . Let F be a codimension 2 face in ∆. Our figure shows CF   F¡
K. We label 4 generators
of piF (I). In Figure 7.5a), we have highlighted the region φˆ1(E(J,Fˆ )), where J = {2,3}. This
is the preimage of the minimal parallelepiped corresponding to {J,Fˆ}. Similar regions can be
made for J 1 = {1,2} and J 2 = {3,4}.
Figure 7.5. See Example 7.3.7. Shown is FK, where F is a codim 2 face of ∆.
Preimages of the minimal parallelepipeds for the regions E(J 1,Fˆ ), E(J,Fˆ ), and
E(J 2,Fˆ ).
By a similar argument as in Chapter 5, we have the following.
Proposition 7.3.8. Suppose {J,Fˆ} is a maximal face of ∆Iˆ . If mˆ P E(J,Fˆ ), then piF (m) P
maxSF .
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If C is the positive octant, we know that the E(J,F) always contain integer points. So, we
compute the upper bound of the depth from the existence of an critical region corresponding
to E(J,F). This is not necessarily the case when we consider the simplicial cones because the
region may not contain any integer points. The next subsection shows that if C is simplicial,
then we can use linear programming to verify the existence of integer points in a given essential
region.
Finding Integer Points in the Essential Regions
Using results from Section 6.2, we showed that if a multidegree m maps via φˆ into maxSFˆ ,
then m projects via piF into maxSF . In this section, we use theorems for integer programming
to verify the existence of such multidegrees. First we restate our problem in terms of a matrix
equation, and ask if there are any integer solutions. Once an integer solution is found, we can
state an upper bound on the depth.
Definition 7.3.9. Let | HF | = m. AF is the m  d matrix whose rows are the normal
vectors ai, Hi P HF .
Let b lie in a some minimal parallelepiped. Consider the matrix equation
(7.2) AFx  b.
Lemma 7.3.10. If m is a solution to (7.2), then φˆ(m) P maxSFˆ .
Proof. Suppose m is a solution to (7.2). If ai P HF , then (m, ai) = bi. By the choice of
b, mˆ satisfies the conditions of maxSFˆ . l
The following is (12) of Chapter 4 in [20].
Theorem 7.3.11. Let A be a rational matrix of full row rank with m rows, and let b
be a rational column m-vector. Then Ax = b has an integer solution x if and only if each
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subdeterminant of the augmented matrix [A | b] of order m is an integral multiple of the greatest
common divisor (gcd) of the subdeterminants of the matrix A of order m.
In the case of the polynomial ring, the entries of AF are either 0 or 1. Therefore, the gcd
of the m-minors is 1. Thus AFx = b always has an integer solution. So once the existence of
a maximal face (J,F) is known, one can deduce that there is a integer point in E(J,F). Once,
we have found an integer solution, we may give an upper bound on the depth, thus proving
Proposition 7.3.4.
Proof of Proposition 7.3.4. Let F, AF , and b be as above. We first show that if AFx =
b has an integer solution, then depth R/I ¤ dim F. Let m 1 be an integer solution to AFx =
b. Then maxSF Z H. Thus, by Proposition 4.7.4, there exists m such that F is the unique
minimal face of m and F is isolated. We note that m is also a solution to AFx = b, since m =
m 1 + v for some v P F and AFv = 0. From our previous results, (L b R/I)m  C(f,Bd(f))[1],
whose first non-vanishing cohomology is at dim F. If we take the minimum over all maximal
faces of ∆Iˆ whose minimal parallelepipeds contain integer points, we obtain our upper bound.
l
Recall Examples 7.2.5 and 7.2.6. As we can see from Figures 7.3 and 7.4, respectively, these
two monomial algebras are generic. If we use the normal map and construct the modified Scarf
complexes for each ideal, we will form maximal faces that do not contain vertices corresponding
to the basic supporting hyperplanes. Therefore, the depth should be zero for the image ideals
under the normal map. However, we know that the monomial algebra represented in Figure
7.3 is Cohen-Macaulay, so the condition concerning the integer solution is necessary. Below are
two examples where we look for integer solutions to these matrix equations.
Example 7.3.12. Let C be the 2 dimensional cone with 3 basic supporting hyperplanes
whose normal vectors are a1 = (0,0,1), a2 = (12,2,-1), and a3 = (10,0,1). The three one
dimensional faces of C are of the form F1 = (0,1,0)t, F2(1,6,0)t 1, and F3(1,1,10)t 2, where t,
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t 1, and t 2 are nonnegative real numbers. Then HF1 = {H1, H2}, HF2 = {H1, H3}, and HF3 =
{H2, H3}.
Let I be the monomial ideal  x3y2z8, x4y5z5, x4y1z2 ¡. Then mˆ1 = (8,32,28), mˆ2 =
(5,45,35) and mˆ3 = (2,40,38). Let J = {1,2,3}. An maximal face of ∆Iˆ is (J,0). E(J,0) =
tpv1, v2, v3qu where
$''''''''&
''''''''%
5 ¤ v1   8
40 ¤ v2   45
35 ¤ v3   38
.
The various face matrices are as follows.
A0 


0 0 1
12 2 1
10 0 1
ﬁ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
The determinant of A0 (ie the 33 minor of A0) is -20. Thus the gcd is 20.
AF1 


0 0 1
12 2 1
ﬁ
ﬃﬃﬃﬃﬃﬂ
The gcd of the 22 minors of AF1 is 2.
AF2 


0 0 1
10 0 1
ﬁ
ﬃﬃﬃﬃﬃﬂ
127
The gcd of the 22 minors of AF2 is 10.
If b = (5,41,35), then all the 33 minors of [A0|b] are multiples of 20. Thus there exists a
multidegree m such that H0(L b R/I)m  0. For completeness, we may take m to be (4,3,5).
Figure 7.6. FˆK1 with the three minimal generators. Highlighted are the two
minimal parallelepipeds.
Example 7.3.13. We use the same cone as Example 7.3.12. In this case, however, we let I
be the monomial ideal  x4y2z8, x4y2z7, x4y2z6 ¡. Then mˆ1 = (8,44,32), mˆ2 = (7,45,33) and
mˆ3 = (6,46,34). Note that I is generic, even though each generator has the same degree of the x
and y variables. Let J = {1,2} and let J 1 = {2,3}. Then, there are critical regions corresponding
to the 2-tuples (J, F1), (J 1, F1), (J, F2) and (J 1, F2). Note that mˆpt3u,0q = mˆpJYJ 1,0q. Also, we
note that mˆpt3u,F3q = mˆpK,F3q where K  {1,2,3}.
So E(J,F1) =
tpv1, v2, v3q | 7 ¤ v1   8, 44 ¤ v2   45u
 tpv1, v2, v3q | v1  7, v2  44u
Similarly, E(J 1, F1) =
tpv1, v2, v3q | v1  6, v2  45u,
E(J, F2) =
tpv1, v2, v3q | v1  7, v3  32u,
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and E(J 1, F2) =
tpv1, v2, v3q | v1  6, v3  33u,
If we adjoin b = (6,45) to AF1 , then any non-zero minor will be odd. Since the gcd of
the minors of A is even, by Theorem 7.3.11, there is no integer point mapping into E(J,F1).
Similarly for E(J,F2). If we consider b = (6,44), all the minors of [A|b] are even. Thus, there
is an integer point in this region. If m = (4,-1,6), then, we have a multidegree whose first
non-vanishing cohomology is H 1. Thus depth R/I is one. See Figure 7.6.
7.4. Remaining Questions
Finally, we highlight some areas for future research which have arisen in this thesis.
We present the following conjecture about the generic ideals in a conical algebra corre-
sponding to a simplicial cone.
Conjecture 7.4.1. Let C be a simplicial cone and I a generic ideal. Let ∆Iˆ be the modified
Scarf complex of I. Then
depth(R/I) = min
tJ,Fˆ umaximal face in ∆Iˆ
φˆ1pEpJ,Fˆ qq ZH
{dim F}.
The key is to show that the cohomology of the partial links vanishes up to the desired value.
If we show that these cohomology modules vanish in the case of the polynomial ring, there may
be an analogue in the case of the more general simplicial cones.
Also, we would like to better understand the type 5 regions in the more general cases. These
regions are the only ones in which no topological simplification is apparent. If these regions
were better understood, we can fully understand Cohen-Macaulay monomial algebras without
the brute force computation of all the type 5 region cohomology modules.
Finally, we would like to extend our work to some classes of non-monomial ideals I. Here,
the quotient rings are no longer multi-graded. Our goal is to develop techniques to compute
topologically the local cohomology in this case.
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