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LONG TIME ASYMPTOTICS AND STABILITY FOR THE SINE-GORDON
EQUATION
GONG CHEN, JIAQI LIU, AND BINGYING LU
Abstract. In this paper, we study the long-time dynamics and stability properties of the
sine-Gordon equation
∂ttf − ∂xxf + sin f = 0, (x, t) ∈ R× R
+
.
Firstly, we use the nonlinear steepest descent for Riemann-Hilbert problems to compute the long-
time asymptotics of the solutions to the sine-Gordon equation whose initial condition belongs to
some weighted Sobolev spaces. Secondly, we study the asymptotic stability of the sine-Gordon
equation. It is known that the obstruction to the asymptotic stability of the sine-Gordon equa-
tion in the energy space is the existence of small breathers which is also closely related to the
emergence of wobbling kinks. Combining the long-time asymptotics and a refined approxima-
tion argument, we analyze the asymptotic stability properties of the sine-Gordon equation in
weighted energy spaces. Our stability analysis gives a criterion for the weight which is sharp up
to the endpoint so that the asymptotic stability holds.
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1. Introduction
1.1. General introduction. In this paper, we study the long-time asymptotics and soliton
stability properties of the 1 + 1 dimensional sine-Gordon (sG) equation,
∂ttf − ∂xxf + sin f = 0, (x, t) ∈ R× R+(1.1)
f(x, 0) = f0(x),(1.2)
ft(x, 0) = f1(x).(1.3)
in physical coordinates (x, t) ∈ R2 where f is a real-valued function. In this paper, we will use
the following vector notation
~f (t) = (f(x, t), ft(x, t))
and
~f (0) = (f0(x), f1(x)) .
The sine-Gordon equation is widely studied and used in differential geometry, the relativistic
field theory and soliton integrable systems. To mention a few, it arises as mechanical model for
coupled pendula in [5], in the theory of crystal dislocations in [30], superconducting Josephson
junctions in [58], vibrations of DNA molecules in [64], and quantum field theory in [15]. We
refer interested reader to monographs by Lamb [47], Dauxois and Peyrard [21], Cuevas-Marave,
Kevrekidis and Williams [17]. In particular, the sine-Gordon equation is a mechanical model
of a continuum of pendula parametrized by x that interact elastically with each other. In this
setting, f (x, t) denotes the angle of the pendulum located at point x at time t. Thus, it is also
natural to calculate sin(f) and cos(f) which we will use later on in our computations.
As a wave-type equation, the sine-Gordon equation (1.1) enjoys the conservation of energy
Esin (t) =
1
2
∫
R
|∂tf |2 + |∂xf |2 dx+
∫
(1− cos f) dx(1.4)
=
1
2
∫
R
|∂tf |2 + |∂xf |2 dx+ 2
∫
sin2
(
f
2
)
dx = Esin (0)
and the conservation of momentum
(1.5) P (t) =
1
2
∫
R
ft(x, t)fx(x, t) dx = P (0).
at least for the solution which is smooth enough. Thus, using the general theory of semilinear
wave equations, the natural Sobolev spaces to study the well-posedness of the sine-Gordon are
Hksin (R)×Hk−1 (R) :=
{
(f, ft) ∈
(
H˙k (R)×Hk−1
)
: sin
(
f
2
)
∈ L2 (R)
}
.
We refer the reader to de Laire-Gravejat [19] and Shatah-Struwe [60] for full details. Moreover,
solutions of (1.1) also satisfy several symmetries:
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1. Shifts in space and time: if ~f (x, t) is a solution then ~f (x+ x0, t+ t0) will also be a
solution.
2. Lorentz boosts: for each β ∈ (−1, 1) ,if ~f(x, t) = (f, ft) (x, t) is a solution then
(1.6) (f, ft)β := (f, ft) (γ (x− βt) , γ (t− βx))
with γ := 1√
1−β2 as the Lorentz factor is also a solution.
Moreover, the sine-Gordon equation is an integrable system in the sense that it is the compat-
ibility condition of a Lax pair. Detailed descriptions will be given in section 2 . In the seminal
work of Zakharov and Shabat [66], the authors developed powerful tools to study the initial value
problem for a family of integrable equations. Under this framework, the initial value problem
for the sine-Gordon equation in the characteristic coordinate is first done by Ablowitz, Kaup,
Newell and Segur [2] and independently by Takhatajan [61]. In 1975, the initial value problem
for the sine-Gordon equation in laboratory coordinates using the same methods is independently
studied by Kaup in [41], and by Zakharov, Takhtajan and Fadeev in [67].
One striking feature of the sine-Gordon equation is that its supports (topological) solitons like
breathers, kinks and antikinks ( [47]). The kink solution of the sine-Gordon equation is known
as
(1.7) Q(x) = 4 arctan ex
which is an exact solution connecting the final states 0 and 2π. Applying the Lorentz boost and
translation invariances, given any β ∈ (−1, 1) and phase shift x0 ∈ R, we can find a family of
kinks
(1.8) Q (x, t;β, x0) = 4 arctan e
γ(x−βt+x0), γ =
1√
1− β2 .
We also note that −Q (x, t;β, x0), the so-called anti-kink, is another exact solution of the sine-
Gordon equation. For v ∈ (−1, 1), γ = 1√
1−|v|2
, β ∈ (0, γ) and x1, x2 ∈ R, we can also construct
a family of breathers solution of the sine-Gordon equation:
(1.9) Bβ,v (x, t;x1, x2) := 4 arctan
(
β
a
cos (αy1)
cosh (βy2)
)
,
with
y1 := t− vx+ x1, y2 := x− vt+ x2, α =
√
γ2 − β2.
One dimensional kinks (1.8) are the simplest example of topological solitons, that is, non-spatially
localized special solutions, as opposed to the more standard solitons that are localized in space
like breathers (1.9).1 Indeed breathers, kinks and antikinks can be treated as building blocks for
more complicated nonlinear structures. These solitons do not decay in time (up to translations).
This is a notable consequence of the interaction between the nonlinearity and the dispersion
of the equation. Actually, there are many other types of nonlinear objects like the 2−kink,
kink-antikinki, wobbling kinks etc. These can be found in Alejo-Mun˜oz-Palacios [4] , Mun˜oz-
Palacios [55] and Tsuru-Wadati [63]. From the integrable feature of the sine-Gordon equation,
interactions between kinks, antikinks, breathers are elastic.2
In our current work, we combine methods from the inverse scattering transforms and classical
PDEs to analyze the dynamics of the sine-Gordon equation in certain Sobolev spaces. We first
1Actually, breathers are not so standard since it is periodic in time.
2We will use slightly different notations for kinks, antikinks, breathers later on to be more consistent with the
inverse scattering literature.
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systematically develop the mapping properties between the initial data and scattering data.
Then to obtain the long-time asymptotics, we perform the nonlinear steepest descent method
in the frame work of Deift and Zhou and its reformulation by Dieng and McLaughlin through
∂-derivatives. The second part of our work is devoted to the study of asymptotic stability. From
the results of long-time asymptotics, the full asymptotic stability is a byproduct. Then using a
refined approximation argument, we are able to study the asymptotic stability in the localized
energy space in the spirit of the work of Kowalczyk-Martel-Mun˜oz [44, 45] with perturbations
in weighted energy spaces. We give a criterion for the weight which is sharp up to the endpoint
to show the asymptotic stability.
1.2. Main results. In this subsection, in order to avoid overly introducing new notations and
definitions in this introductory section, we shall only formally state our main results. For the
precise versions of these theorems, see Section 9 and Section 10.
1.2.1. Functional spaces. Before stating our results, we first introduce the fuctional spaces. As
we discussed in the introduction, the natural Sobolev spaces to analyze the sine-Gordon equation
is given as for ~f = (f0, f1), k ∈ N
Hksin (R)×Hk−1 (R) :=
{
~f ∈ L1loc (R)× L1loc (R) : f0 ∈ H˙k (R) , f1 ∈ Hk−1 (R) sin
(
f0
2
)
∈ L2 (R)
}
.
In order to compute the precise behavior of the radiation, we also need to introduce the
weighted version of Sobolev spaces:
Hk,ssin (R) :=
{
f ∈ L1loc (R) : ∂jxf ∈ L2,s (R) , 1 ≤ j ≤ k, and sin (f/2) ∈ L2,s
}
,
Hk,s (R) :=
{
f ∈ L1loc (R) : ∂jxf ∈ L2,s (R) , 0 ≤ j ≤ k
}
,
and
L2,s (R) :=
{
f, 〈x〉 f =
(√
x2 + 1
)s
f ∈ L2 (R)
}
.
In this paper, we will consider the long-time dynamics and the asymptotic stability of the sine-
Gordon equation with initial data
(1.10) ~f(x, 0) = (f0(x), f1(x)) ∈ Hk,ssin (R)×Hk−1,s (R) , s >
1
2
.
First of all, we observe that f0 ∈ Hksin (R) implies that there exist integers ℓ+ and ℓ− such that
f0 → ℓ±(2π), x→ ±∞.
Without loss of generality, throughout this paper, we take ℓ− = 0 and ℓ+ = n for a fixed integer
n. By adding a fixed multiple of 2π to f1, we can obtain the general cases.
1.2.2. Soliton resolution. Our long-time asymptotics will also result in the verification of soliton
resolution conjecture for the sine-Gordon equation with generic data. This conjecture asserts,
roughly speaking, that any reasonable solution to such equations eventually resolves into a
superposition of a radiation component plus a finite number of “nonlinear bound states” or
“solitons”. Without using integrability, for instance, in the works of Duyckaerts-Kenig-Merle
[28] and Duyckaerts-Jia-Kenig-Merle [29] establish this conjecture for the energy critical wave
equation in high dimensions (along a sequence of time for the nonradial case). For integrable
systems, this resolution phenomenon is studied by Borghese-Jenkins-McLaughlin [8] for the
cubic NLS and by Jenkins-Liu-Perry-Sulem [39] for the derivative NLS and more recently by
Saalmann [56] for the massive Thirring model and Chen-Liu for [12] the mKdV equation.
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Theorem 1.1 (Soliton resolution). Given the generic initial data ~f (0) = (f0, f1) ∈ H2,ssin (R)×
H1,s (R) with s > 12 in the sense of Definition 2.6 and let f be the solution to the sine-Gordon
equation (1.1) obtained by solving Riemann-Hilbert problem 2.5. Then the solution f can be
written as the superposition of breathers, kinks, anti-kinks and the radiation. More precisely,
there exists two nonegative integers N1, N2, two sets of velocities
{vb,j}j=1,...N1 , {vk,j}j=1,...N2
two sets of parameters
{ǫj , 1 ≤ j ≤ N1 : ǫj ∈ {±1}} , {βj ∈ (0, γb,j) , 1 ≤ j ≤ N2}
and sets of paths
{xk,j(t), 1 ≤ j ≤ N1} , {xb,1,j (t) , xb,2,j (t) , 1 ≤ j ≤ N2}
(If Nℓ, ℓ = 1, 2 is 0 then the corresponding sets of velocities, parameters, will be empty sets)
such that using the notations (1.8) and (1.9), one can write
f =
N1∑
j=1
ǫjQ (x, t; vk,j, xk,j(t)) +
N2∑
j=1
Bβb,j ,vb,j (x, t;xb,1,j(t), xb,2,j(t))
+ fr(x, t)
where one can further decompose the radiation term as
fr(x, t) = L(x, t) + E(x, t)
as the leading order term and the error term. Moreover
|L (x, t)| . 1√
t
, |E (x, t)| . t− 34
where L has a logarithmic phase correction and the implicit constants in the error terms estimate
depend on the H2,s
sin
×H1,s norm of the initial data.
Remark 1.2. For the explict expressions of the radiation terms, see Theorem 9.1.
Remark 1.3. We point out that by the continuity of the scattering data, if
∥∥∥~f(0)∥∥∥
H2,ssin×H1,s
is
small enough, then ~f(0) is generic.
Remark 1.4. To illustrate why we need the weighted spaces, we consider the linear version of
the computations of the radiation. Reading off from the evolution of the scattering data, the
linear model is the following: ∫
e(k−
1
k )ix+(k+
1
k )itr (k) dk.
To obtain the asymptotics of the above integral, one can apply the standard stationary phase.
Taking x = 0 as the example, we obtain that∣∣∣∣∫ e(k+ 1k )itr (k) dk∣∣∣∣ . 1√tr (1) + 1t 34 (‖∂kr‖L2,s + ‖r‖H1) .
So we note that even in this simplified case we need ‖∂kr‖L2,s ‖r‖H1 to be finite in order to
obtain the asymptotic. By the Sobolev bijectivity, to ensure that ‖∂kr‖L2,s ‖r‖H1 are finite, it
requires that ~f(0) ∈ H2,ssin (R)×H1,s (R) .
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1.2.3. Asymptotic stability/instability. As a direct application of the resolution, we obtain the
full asymptotic stability of the sine-Gordon equation. To introduce the general reflectionless
n-soliton solutions to the sine-Gordon equation needs some technical terms. To keep this intro-
ductory section short, we illustrate the asymptotic stability results using kinks. For full details
and the asymptotic stability of multi-soliton solutions, see Section 9 and Section 10.
Corollary 1.5 (Full asymptotic stability of kinks). Consider the kink solution to the (1.1)
K(x, t) = Q
(
x, t; v0k, x
0
k
)
with some velocity vk ∈ (−1, 1) and shift x0k. Let s > 12 and suppose that∥∥∥~f (0)− (K(x, 0), ∂tK(x, 0))∥∥∥
H2,s
sin
(R)×H1,s(R)
≤ η
for some η small enough. Then there exist a new velocity vk ∈ (−1, 1) and a path xk(t) such
that ∣∣vk − v0k∣∣+ ∣∣xk(t)− x0k∣∣ . η
and for the solution f to the sine-Gordon equation (1.1) with intial data ~f(0) one can write
f = Q (x, t; vk, xk(t)) + fr
where we can further decompose the radiation term as
fr(x, t) = L(x, t) + E(x, t)
as the leading order term and the error term. Moreover
|L (x, t)| . 1√
t
, |E (x, t)| . t− 34
where L has a logarithmic phase correction.
Remark 1.6. For full details, see Corollary 9.4 in Section 9.2.
In the full asymptotic stability result above, we give a very precise description of the radiation
term. If we weaken this requirement and use the localized energy norm in the spirit of the work
of Kowalczyk-Martel-Mun˜oz [44, 45], then we can consider the perturbation in the weighted
energy space H1,s (R)× L2,s (R).
For given c ∈ (−1, 1) and L > 0 fixed, we define the localized energy norm for a vector
~f = (f1, f2) as∥∥∥~f∥∥∥2
E,c,L
:= ‖f1‖2L2(|x−ct|<L) + ‖∂xf1‖2L2(|x−ct|<L) + ‖f2‖2L2(|x−ct|<L) .(1.11)
Theorem 1.7 (Asymptotic stability of kinks). Consider the kink solution to the sine-Gordon
equation (1.1)
K(x, t) = Q
(
x, t; v0k, x
0
k
)
with some velocity vk ∈ (−1, 1) and shift x0k. Let s > 12 and suppose that∥∥∥~f (0)− (K(x, 0), ∂tK(x, 0))∥∥∥
H1,s
sin
(R)×L2,s(R)
≤ η
for some η small enough. Then there exist a new velocity vk ∈ (−1, 1) and a path xk(t) such
that ∣∣vk − v0k∣∣+ ∣∣xk(t)− x0k∣∣ . η
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and for the solution f to the sine-Gordon equation (1.1) with intial data ~f(0) one can write the
solution to (1.1) as
f = Q (x, t; vk, xk(t)) + fr
where the radiation satisfies
(1.12) lim
t→∞ ‖fr(t)‖E,c,L = 0.
In the final part of our paper, we show that the weight required in the theorem above is
almost optimal. By the explicit computations for the weighted energy norm of breathers, see
Section 10, we conclude the the failure of the asymptotic stability of the sine-Gordon equation
in H1,ssin × L2,s for 0 ≤ s < 1/2. Here by the instability, we mean that after the perturbation,
there are addional/new type of non-decay components appearing in the asympotics.
Proposition 1.8. Consider 0 ≤ s < 1/2 and 0 < β small, one has
‖Bβ,0(·, t, 0, 0)‖H1,s
sin
×L2,s ∼ β
1
2
−s.
In particular, this implies the failure of the asymptotic stability of the zero solution to the sine-
Gordon equation for initial perturbations in H1,s
sin
× L2,s for 0 ≤ s < 1/2.
Similar computations can be carried out for the difference between a wobbling kink and a
kink. Morally, a wobbling kink can be regarded as a nonlinear superposition of a breather and
a kink. For the formula of the wobbling kink and full details, see Subsubsection 10.3.2.
Proposition 1.9. The static kink solution Q(x, t; 0, 0) to the sine-Gordon equation (1.1) is not
asymptoticallly stable for initial perturbations in H1,s
sin
× L2,s for 0 ≤ s < 1/2. Since there exists
a family of wobbling kinks which can be as close as desired to the static kink in the topology of
H1,s
sin
× L2,s for 0 ≤ s < 1/2.
In general, for any given solution of the sine-Gordon equaiton, one can use the inverse scatter-
ing transform to add a breather in the orginal solution. Measured this process using H1,ssin ×L2,s
for 0 ≤ s < 1/2, this perturbation can be as small as desired provided β is small enough. There-
fore, the sine-Gordon equation is not asymptotically stable under initial perturbations in the
weighted energy space if 0 ≤ s < 12 .
1.3. Previous results and our work.
1.3.1. Long-time asymptotics. To study the long-time asymptotics for the sine-Gordon equation,
we first note that any solution to the sine-Gordon equation will not scatter to the associated
linear evolution, the free Klein-Gordon equation. Due the weakness of the nonlinearity, when no
solitons appear, the solution will decay at the same rate of linear solutions but its asymptotic
behavior differs from linear solutions by a logarithmic phase correction. To see this, we consider
small norm solutions. One can use the Taylor serious to expand sin(f) = f − f36 +O
(
f5
)
. Then
the leading order behavior of the solution is given as
ftt − fxx + f − f
3
6
= 0
which is the cubic Klein-Gordon equation. The main feature of the cubic nonlinearity is its
criticality with respect to scattering: linear solutions of the Klein-Gordon equation decay at
best like |t|−1/2 in L∞x , so that, when evaluating the nonlinearity on linear solutions, one see
that f3 ∼ |t|−1f ; the non-integrability of |t|−1 for t ≫ 1, in terms of the power of t results
in a “Coulomb”-type contribution of the nonlinear terms which makes the solution to exhibit
modified scattering as time goes to infinity. In order to compute the precise behavior of this
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radiation, it is natural to work on weighted spaces. For works on the cubic Klein-Gordon equation
in 1d, we refer to Delort [25], Lindblad-Soffer [50–52], Lindblad-Luhrmann-Soffer [53], Hayashi-
Naumkin [32–34], Sterbenz [57] and references therein. Overall, although PDE techniques do
not rely on integrability, to our best knowledge, certain smallness assumptions on the data are
required.
To deal with the large data problem, we make use of the integrability structure of the sine-
Gordon equation. Leading asymptotics for the long time behaviour of those types of integrable
equations is formally considered in Zakharov and Manakov [65] in 1976 using inverse scattering
transform method, and then by Its [37] in 1981 using the isomonodromy method. Deift and
Zhou in [22] developed the Riemmann–Hilbert method steepest descent method. Their work
laid down the foundation to first rigorously study the asymptotics for those integrable equations.
In Deift-Zhou [22], a key step in the nonlinear steepest descent method consists of deforming the
contour associated to the RHP in such a way that the phase function with oscillatory dependence
on parameters become exponential decay. In Cheng [13] and Cheng-Venakedis-Zhou [14], the
authors first used the Riemann–Hilbert approach to study the long time asymptotics of the sine-
Gordon equation with pure radiation. While [13] also considered the soliton cases, no detailed
derivation of formulas are given. Moreover in both of these works, the authors assumed the
initial condition to be in Schwartz space. Again assuming infinite degree of smoothness, Huang
and Lenells in [36] considered the sine-Gordon equation in a quarter plane for x ≥ 0, t ≥ 0.3
In [70], Xin Zhou developed a rigorous analysis of the direct and inverse scattering transform
of the AKNS system for a class of initial conditions belonging to the space H i,j(R). Here,
H i,j(R) denotes the completion of C∞0 (R) in the norm
‖u‖Hi,j(R) =
(∥∥(1 + |x|j)u∥∥2
2
+
∥∥∥u(i)∥∥∥2
2
)1/2
.
This analysis plays a fundamental role in relaxing the regularities of the initial data. In partic-
ular, among the most celebrated results concerning nonlinear Schro¨dinger equations, we point
out the work of Deift-Zhou [23] where they provide the asymptotics for the NLS in the weighted
space L2,1. Dieng and McLaughlin in [26] (see also an extended version [27]) developed a variant
of Deift-Zhou method. In their approach rational approximation of the reflection coefficient is
replaced by some non-analytic extension of the jump matrices off the real axis, which leads to
a ∂¯-problem to be solved in some regions of the complex plane. The new ∂¯-problem can be
reduced to an integral equation and is solvable through Neumann series. These ideas were orig-
inally implemented by Miller and McLaughlin [54] to the study the asymptotics of orthogonal
polynomials. This method has shown its robustness in its application to other integrable models.
Notably, for focussing NLS, derivative NLS, the mKdV equation they were successfully applied
to address the soliton resolution in [8], [39] and [12] respectively.
In this paper, after systematically establishing the Sobolev bijectivity, we apply the inverse
scattering transform/nonlinear steepest descent to study the long-time asymptotics of solution
to the sine-Gordon equation without smallness assumption on the initial data. We give a full
description of the long-time behavior of generic solutions (open and dense subset) in the weighted
Sobolev space H2,ssin (R)×H1,s (R) for s > 12 which is necessary to construct the Beals-Coifman
solution. Notice that our generic set includes all solutions which are small enough.
Finally, we would like to point out that Kamvissis, McLaughlin and Miller, generalized the
Deift–Zhou approach to study the semi-classical limit for the focusing Nonlinear Schro¨dinger
3Without symmetries assumptions, it is unclear how to extend the half-line setting to the full line.
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equation in [40]. For semi-classical limit results concerning the sine-Gordon equation, we mention
[10] by Buckingham and Miller as an example for the readers’ interest.
1.3.2. Stability of solitons and topological solitons. The literature on soliton stability is extensive
and without trying to be exhaustive, we refer to the survey Tao [62], the monograph Duxois-
Peyrard [21] and references therein. Regarding the study of the asymptotic stability of various
kink models in the full line, we refer the reader to recent work of Germain-Pusateri [31], Delort-
Masmoudi [24], Komech-Kopylova [42, 43] and references therein. In particular, regarding kink
solutions, the classical orbital stability was proven in Henry-Perez-Wreszinski [35]. In Mun˜oz-
Palacios [55], the authors analyzed the orbital stability of 2-soliton solutions for the sine-Gordon
equation. Kowalczyk-Martel-Mun˜oz [45] proved asymptotic stability locally in the energy space
for odd perturbations of the kink of the φ4 equation. Regarding the interaction among kinks and
antikinks, we refer Jendrej-Kowalczyk-Lawrie [38]. In the very recent work of Kowalczyk-Martel-
Mun˜oz-Van Den Bosch [46], the authors gave a sufficient condition for asymptotic stability of
kinks in general (1+1)-scalar field models.
While the mathematical theory on the stability (or instability) of solitons is very well-
developed in many models, this is not the case for topological solitons. As mentioned above, the
striking difference between solitons and topological solitons is that the latter are not spatially
localized. This makes the linear theory and perturbation analysis around topological solitons by
PDE techniques difficult compared to the analysis for the soliton. In the the current sine-Gordon
setting, our long-time asympotics in particular imply the full asymptotic stability of kinks, an-
tikinks, breathers and other nonlinear combination of them in the space H2,s (R)×H1,s (R) with
s > 12 in which we perform the steepest descent. Since the full asymptotic stability needs to
have the precise description of the radiation term, one might expect to work in weighted spaces.
On the other hand, from our discussion above, solutions of (1.1) have the conservation of the
energy and thus are globally well-defined in the energy space H1sin (R)×L2 (R). Therefore, it is
natural to consider the stability problem and dynamics of the sine-Gordon in H1sin (R)×L2 (R).
Note that one can replace sin (v) by v when v is small. So additionally, small perturbations of
a given solution in H1sin (R)×L2 (R) are essentially in H1 (R)×L2 (R) and vice-versa. Then by
the explicit formula of breathers (1.9), the energy norm of breathers can be arbitrarily small
as long as the parameter β is small enough. Clearly, this is the obstruction to the asymptotic
stability of the sine-Gordon equation in the energy space. Moreover, the existence of small
breathers is also closely related to the existence of the wobbling kink. Formally, wobbling kink
is the overlap of a single kink with a breather sharing the same velocity. In terms of the inverse
scattering transform, the eigenvalues which produce a wobbling kink consist of eigenvalue of
a kink and eigenvalues of a breather located on the same circle in the plane of the spectral
parameter. By direct computations in Kowalczyk-Martel-Mun˜oz [45] and our computations in
Section 10, the sine-Gordon kink is not asymptotically stable in the energy space. Therefore,
any result concerning the asymptotic stability of solutions to the sine-Gordon equation will
require ruling out this type of special solutions. In the work of Kowalczyk-Martel-Mun˜oz [44],
the authors considered the odd perturbation of the zero solution which rules out small breathers
in the energy space so that they can establish the asymptotic stability of the zero solution in the
localized energy norm. Regarding nontrivial nonlinear structures for the sine-Gordon equation,
we mention the recent work of Alejo-Mun˜oz-Palacios [4] where the authors identified a smooth
codimensional manifold in the energy space where the asymptotic stability of the sine-Gordon
kinks holds in the localized energy norm.
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In the present work, instead of appealing to parity properties of solutions, we add weights to
the energy space to detect small breathers which are the difference between a wobbling kink and
a kink. Then based on our long-time asymptotics, we use a refined approximation argument,
together with certain resolvent estimates and global Lipschitz estimates, to show asymptotic
stability of the sine-Gordon solution under perturbations in
(1.13) H1,ssin (R)× L2,s (R) := {(f0, f1) : sin(f0/2), f0,x, f1 ∈ L2,s(R)}.
with s > 12 . Here the error terms are measured in the localized enegy space in the spirit of the
work of Kowalczyk-Martel-Mun˜oz [44,45]. With the explicit computations in Section 10, we can
also conclude that when s < 1/2, the asymptotic stability fails due to the existence of small
breathers.
1.4. Some discussion. Next, we highlight certain features of this paper.
1. The first basic step to prepare the nonlinear steepest descent is to establish the Sobolve
bijecity. In the current sine-Gordon setting, the 1/z factor in the phase (2.32) introduces
extra difficulties in the analysis of direct and inverse scattering transform. In the NLS and
mKdV problems the regularities of the reflection coefficients implies by the weights of the
initial data like the standard Fourier duality between the physical and frequency spaces.
Here to obtain the regularity of the reflection coefficients, we do need the additional
smoothness of the initial data. Interestingly, the weighted estimate of the reflection
coeffcient is a byproduct of the H1 estimate of it. Moreovever the proof also gives the
existence of the limits limz→0 r(z)/z4. We need all of these to perform the ∂−steepest
descent. The point is that taking derivative with respect to z introduce extra singularity
from the phase. We overcome this difficulty by imposing some regularity and decay
condition on the initial data (2.5). As a direct consequence of estimates above, the
error terms in the long-time asymptotics need the smoothness of the initial data. It
is different from the cubic NLS problem and mKdV equations in Deift-Zhou [23] and
Chen-Liu [11,12] whose spectral problem is the standard AKNS system. We also point
out that due to the phase, it also introduces addtional regions needed to be taken care
of when we do the ∂ analysis.
2. To investigate stability in the weighed energy space (1.13), as we pointed out above,
to perform nonlinear steepest descent, for the sine-Gordon equation, it does require
the initial condition to have one more regularity than the energy space. Given initial
data in ~f(0) ∈ H1,ssin (R) × L2,s (R), one might still use a sequence of data in ~fn(0) ∈
H2,ssin (R) ×H1,s (R) to approximate the original data. But now the error terms are not
uniform any more and they depend on
∥∥∥~fn (0)∥∥∥
H2,ssin (R)×H1,s(R)
which go to ∞ as n→∞.
Therefore the corresponding the radiation term in the asymptotics of solution ~fn will
decay to 0 as t → ∞ with different rates. Moreover, when we perform the standard
PDEs approximation argument in Sobolev spaces, the convergence ~fn (t) → ~f (t) in
H1sin (R)× L2 (R) depends on time t or n. Therefore, one could not simply interchange
the order of limits to obtain the asymptotic behavior of ~f (t) from that of ~fn(t).
4It might be also interesting to connect this fact to the analysis of the Klein-Gordon equation using Fourier
transforms. Generally speaking, the reflection coefficient in the current setting is similar to the Fourier transform
in the PDEs analysis. Using the Fourier transform, if the solution vanishes at zero frequency, typically one can get
better dispersive estimates than usual case. in this direction, we refer Germain-Pusateri [31] for some discussions.
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To resolve this, our key observation is that the reason that the convergence ~fn (t) →
~f (t) in H1sin (R) × L2 (R) depends on time is the influence of solitons. Consider the
Lipschitz estimate:∥∥∥~fn(t)− ~f(t)∥∥∥
H1sin(R)×L2(R)
≤ A
∥∥∥~fn(0) − ~f(0)∥∥∥
H1sin(R)×L2(R)
.
The standard iteration using Duhamel formula will give a constant A(t) growing in t. The
growth of this constant is due to solitons. If ~fn and ~f support two solitons with different
speeds and close initial positions, then clearly the Lipschitz constant will grow in t or
depend on n. To overcome this, we choose a well-designed sequence. In this sequence,
each soliton in ~f will have a corresponding soliton in ~fn with the same speed. By
making use of the Beals-Coifman representation of solutions and appealing to the uniform
resolvent estimates developed in Section 10, we can get a global Lipschitz estimate with
constant independent of t . This gives us a uniform estimate in the approximation.
Therefore, now we can exchange the order of limits to obtain the asymptotic information
of ~f(t) from ~fn(t).
3 To give the intuition for the weights in the energy space, we first note that by a simple
Cauchy-Schwarz argument, L2,s ⊂ L1 for s > 12 . For the initial data in H1,s (R) ×
L2,s (R), the potentials in the AKNS system can produce nice Jost functions. Then by
the continuity of the Jost functions, one can expect that small perturbations in this
space will not produce small breathers, also see Zhou [69]. For s < 12 , by direct scaling
arguments, there exist arbitrarily small breathers. Our analysis give a criterion for the
weights to establish asymptotic stablity which is sharp to the endpoint s = 12 .
1.5. Notations. In this subection, we fix some notations used this paper.
1. Throughout this paper, we set
θ(z;x, t) =
1
4
((
z − 1
z
)
x+
(
z +
1
z
)
t
)
θ˜(z;x, t) =
1
4
((
z +
1
z
)
x+
(
z − 1
z
)
t
)
.
2. Let σ3 be the third Pauli matrix:
σ3 =
(
1 0
0 −1
)
and define the matrix operation
eadσ3
(
a b
c d
)
=
(
a e2b
e−2c d
)
.
3. Let A and B be 2× 2 matrices, then define the commutator by
[A,B] = AB −BA.
4. C± is the Cauchy projection:
(1.14) (C±f)(z) = lim
z→Σ±
1
2πi
∫
Σ
f(s)
s− z ds.
Here +(−) denotes taking limit from the positive (negative) side of the oriented contour.
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5. We define the Fourier transform as
(1.15) hˆ (ξ) = F [h] (ξ) = 1
2π
∫
R
e−ixξh (x) dx.
Notice that by the duality between the physical space and the Fourier space, if h ∈
L2,s (R) with s > 12 then
(1.16) h ∈ L1 (R) , hˆ ∈ Hs (R) .
Then by the trivial Sobolev embedding, hˆ (ξ) ∈ L∞.
6. For positive quantities a and b, we write a . b for a ≤ Cb where C is some prescribed
constant. Throughout, we use ut :=
∂
∂t
u, for the derivative in the time variable and
ux :=
∂
∂xu for the derivative in the space variable. These two way of denoting are used
interchangebly.
1.6. Organization of the paper. From Section 2 to Section 9, we set up the inverse scattering
formalism for the sine-Gordon equation and perform the nonlinear steepest descent to compute
the long-time asymptotics. In Section 10, we analyze the asymptotic stabilty of the sine-Gordon
equation in weighted energy spaces.
1.6.1. Outline of the nonlinear steepest descent. We give an outline of the derivation of the long-
time asymptotics. The major part of this paper is devoted to the study of the space-time region
|x/t| < 1 where the presence of solitary waves can be observed.
The first step (Section 2) is to introduce the direct and inverse scattering transform for the
sine-Gordon equation. The main purposes are
1 Characterize the scattering data related to the initial data given by (2.5);
2 Derive the solution to equation (1.1) from the associated Riemann-Hilbert problem.
This will provide the building blocks for the application of the nonlinear steepest descent method.
The second step (Section 3), is to conjugate the matrix m with a scalar function δ(z) which
solves the scalar model RHP Problem 3.1. This conjugation leads to a new RHP, Problem 3.3.
The purpose of this is to prepare for the lower/upper factorization of the jump matrix on the
part of the real axis between two stationary point and also reverse the triangularity of certain
residue conditions. This is needed in the contour deformation described in Section 4.
The third step ( Section 4) is a deformation of contour from R to a new contour Σ(2) (Figure
4). It is to guarantee that the phase factors in the jump matrix on R have the desired exponential
decay in time along the deformed contours. Inevitably this transformation will results in certain
non-analyticity in the sectors off the real axis which leads to a mixed ∂–RHP-problem, Problem
4.3.
The fourth step is a factorization of m(2) which is the solution to Problem 4.3 in the form
m(2) = m(3)mLC wheremLC is solution of a localized RHP, Problem 5.1, and m(3) a solution of ∂¯
problem, Problem 6.1. The term ”localized” means the reflection coefficient r(z) is fixed at ±z0
and 0 along the deformed contours. We then solve this localized RHP whose solution is given
by parabolic cylinder functions and a system of linear equations whose solution is a soliton. We
then combine these to solutions together to get the interaction between solitons and radiation.
The fifth step (Section 6) is the solution of the ∂-problem Problem 6.1 through solving an
integral equation. The integral operator has small L∞-norm at large t allowing the use of
Neumann series. The contribution of this ∂-problem is another higher order error term. We
mention that in the context of sine-Gordon equation, there is a singularity in the kernel of the
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integral equation. To deal with this singularity, we need the control over the reflection coefficient
r at the origin given by Proposition 2.4.
The sixth step (Section 7) is to group together all the previous transformations to derive the
long time asymptotics of the solution of the sine-Gordon equation in the region |x/t| < 1, using
the small-z behavior of the RHP solutions.
The seventh step is the study of region |x/t| > 1 in which the asymptotic formulas decay
rapidly in t.
2. Direct and inverse scattering
We recall that (1.1) is the compatibility condition for the following Lax pair:
(2.1) Ψx = AΨ
(2.2) Ψt = BΨ
where
A = − i
4
(
z − z−1 0
0 −z + z−1
)
+
i
4z
(
cos f − 1 sin f
sin f − cos f + 1
)
+
fx + ft
4
(
0 −1
1 0
)
,
B = − i
4
(
z + z−1 0
0 −z − z−1
)
− i
4z
(
cos f − 1 sin f
sin f − cos f + 1
)
+
fx + ft
4
(
0 −1
1 0
)
.
Now we rewrite (2.1) in the following form:
(2.3) Ψx = (−J(z) + U(x, z))Ψ
in which the matrix
J(z) =
i
4
(z − z−1)σ3
is perturbed by the matrix potential
U(x, z) =
 i4z (cos f − 1) i4z sin f − 14(fx + ft)i
4z
sin f +
1
4
(fx + ft)
i
4z
(1− cos f)
 .
To deal with z−1 near the origin, we apply the gauge transform [9, Appendix A] in to obtain a
new spectral problem
(2.4) Φx = (J(z) + V (x, z))Φ
where
V (x, z) =
 − iz4 (cos f − 1) − iz4 sin f + 14(fx − ft)iz
4
sin f − 1
4
(fx − ft) − iz
4
(1− cos f)
 .
By the explicit forms of potentials U and V , we will establish the long time asymptotics for the
initial data ~f(0) ∈ H2,1sin (R)×H1,1 (R). For explicity, we rewrite the function space5 as:
(2.5) I = {(f0, f1) : sin f0, 1− cos f0, f0,x, f0,xx, f1, f1,x ∈ L2,1(R)}.
5 Note that at the first glance, the weighted spaces (1.10) do not cover sin f ∈ L2,s and 1− cos f ∈ L2,s.
But in fact, by double-angle formulas, one has∫
〈x〉2s sin2
(
f
2
)
dx =
1
2
∫
〈x〉2s (1− cos f) dx
&
∫
〈x〉2s (1− cos f)2 dx
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It has been shown in [41] that if the initial condition belongs to the function space (2.5), equation
(2.3) admits bounded solutions for z ∈ R\{0}. There exist unique solutions Ψ± of (2.3) obeying
the the following space asymptotic conditions
lim
x→±∞Ψ
±(x, z)exJ(z) =
(
1 0
0 1
)
,
and there is a matrix S(z), the scattering matrix, with
(2.6) Ψ+(x, z) = Ψ−(x, z)S(z).
The matrix S(z) takes the form
(2.7) S(z) =
(
a(z) b˘(z)
b(z) a˘(z)
)
and the determinant relation gives
a(z)a˘(z)− b(z)b˘(z) = 1.
By uniqueness we have
(2.8) ψ±11(z) = ψ
±
22(z), ψ
±
12(z) = −ψ±21(z),
(2.9) ψ±11(z) = ψ
±
22(−z), ψ±12(z) = −ψ±21(−z).
This leads to the symmetry relation of the entries of S:
a˘(z) = a(z), b˘(z) = −b(z).(2.10)
On R, the determinant of T (z) is given by
|a(z)|2 + |b(z)|2 = 1.
Making the change of variable
Ψ = m±e−xJ(z)
the system (2.1) then becomes
(2.11) m±x =
[
J,m±
]
+ Um±.
The standard AKNS method starts with the following two Volterra integral equations for real
z:
(2.12) m±(x, z) = I +
∫ x
±∞
e(y−x) ad J(z)
[
U(y, z)m±(y, z)
]
dy.
and as a consequence
(2.13) S(z) = I +
∫
R
e−y ad J
[
U(y, z)m±(y, z)
]
dy
In [41] it has been shown that m+1 the first column of m
+ and m−2 the second column of m
−
has analytic extension to C−. Similarly m−1 the first column of m
− and m+2 the second column
and ∫
〈x〉2s sin2
(
f
2
)
dx =
1
2
∫
〈x〉2s (1− cos (f)) dx
&
∫
〈x〉2s (1− cos (f)) (1 + cos (f)) dx
&
∫
〈x〉2s sin2 (f) dx.
Therefore sin (f) , 1− cos (f) ∈ L2,s.
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of m+ has analytic extension to C+. it is also important to notice that the scattering matrix
(2.7) remain unchanged under the gauge transformation. So the scattering matrix (2.7) can be
extented to the entire R.
By the standard inverse scattering theory, we formulate the reflection coefficient:
(2.14) r(z) = −b(z)/a˘(z), z ∈ R.
Also from the symmetry conditions (2.8)-(2.9) we deduce that
(2.15) r(−z) = r(z).
2.0.1. Eigenvalues. Note that a˘(z) and a(z) has analytic continuation into the C+ and C− half
planes respectively. From (2.6) we deduce that
(2.16) a˘(z) = det
(
ψ−11(x, z) ψ
+
12(x, z)
ψ−21(x, z) ψ
+
22(x, z)
)
.
(2.17) a(z) = det
(
ψ+11(x, z) ψ
−
12(x, z)
ψ+21(x, z) ψ
−
22(x, z)
)
.
From (2.9)-(2.10) we read off directly that if a˘(zi) = 0 for some zi ∈ C+, then a˘(−zi) = 0 by
symmetry. Thus if a˘(zi) = 0, then either
(i) zi is purely imaginary;
or
(ii) −zi is also a zero a˘.
When r ≡ 0, Case (i) above corresponds to kinks/anti-kinks while Case (ii) introduces breathers.
Remark 2.1. It is proven in [6] that for n × n AKNS spectral problems there is an open and
dense subset U0 ⊂ L1(R) such that if the matrix potential belongs to U0 , then the zeros of a˘ (a)
are finite and simple and off the real axis. Later in Section 2.3 we are going to show that this
generic spectral property still holds for the system (2.1). We restrict the initial data to such set
in this paper.
Remark 2.2. In [69], the author gives a functional analytic proof of the following statement: if
in equation (2.12) the kernel U has
‖U(x, z)‖L1 < 1
then m has no eigenvalues. This rules out the possibility of breathers that have arbitrarily small
norm in the weighted space (2.5).
Suppose that a˘(zi) = 0 for some zi ∈ C+, i = 1, 2, ..., N , then we have the linear dependence
of the columns : [
ψ−11(x, zi)
ψ−21(x, zi)
]
= bi
[
ψ+12(x, zi)
ψ+22(x, zi)
]
(2.18)
[
m−11(x, zi)
m−21(x, zi)
]
= bi
[
m+12(x, zi)
m+22(x, zi)
]
e2ixzi .(2.19)
Remark 2.3. As the zeros of a˘ are of order one, a˘′(zi) 6= 0.
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Figure 2.1. Zeros of a˘ and a
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2.0.2. Inverse Problem. In this subsection we construct the Beals-Coifman solutions needed for
the RHP. We need to find certain piecewise analytic matrix functions. An obvious choice is
(2.20)
{
(m
(−)
1 ,m
(+)
2 ), Imz > 0
(m
(+)
1 ,m
(−)
2 ), Imz < 0.
We want the solution to the RHP normalized as x→ +∞, so we set
(2.21) M(x, z) =

(m
(−)
1 ,m
(+)
2 )
(
a˘−1 0
0 1
)
, Imz > 0
(m
(+)
1 ,m
(−)
2 )
(
1 0
0 a−1
)
, Imz < 0.
We assume a(z) 6= 0 for all z ∈ R and recall
(2.22) r(z) = − b(z)
a˘(z)
and by symmetry
b˘(z)
a(z)
= r(z).
Using the asymptotic condition of m± and (2.7), we conclude that for z ∈ R
(2.23a) lim
x→+∞(m
(−)
1 ,m
(+)
2 )
(
a˘−1 0
0 1
)
=
 1 0−e2xJ(z) b(z)
a˘(z)
1
 ,
(2.23b) lim
x→+∞(m
(+)
1 ,m
(−)
2 )
(
1 0
0 a−1
)
=
 1 −e−2xJ(z) b˘(z)a(z)
0 1
 .
Setting M±(x, z) = limǫ→0M(x, z ± iǫ), then M± satisfy the following jump condition on R:
M+(x, z) =M−(x, z)
(
1 + |r(z)|2 e−2xJ(z)r(z)
e2xJ(z)r(z) 1
)
.
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We now calculate the residue at the pole zi:
Resz=ziM+,1(x, z) =
1
a˘′(zi)
 m−11(x, zi) 0
m−21(x, zi) 0
(2.24)
=
e2xJ(zi)bi
a˘′(zi)
 m+12(x, zi) 0
m+22(x, zi) 0
 .
Similarly we can calculate the residues at the pole zi:
Resz=ziM−,2(x, z) = −
e−2xJ(zi)bi
a′(zi)
 0 m+11(x, zi)
0 m+21(x, zi)
 .(2.25)
If zi is not purely imaginary, we also have
Resz=−ziM+,1(x, z) =
1
a˘′(−zi)
 m−11(x,−zi) 0
m−21(x,−zi) 0
(2.26)
=
e2xJ(−zi)bi
a˘′(−zi)
 m+12(x,−zi) 0
m+22(x,−zi) 0

and
Resz=−ziM−,2(x, z) = −
e−2xJ(−zi)bi
a′(−zi)
 0 m+11(x,−zi)
0 m+21(x,−zi)
 .(2.27)
Using the symmetry reduction we have that a˘′(zi) = a′(zi) so we can define the norming constant
ci =
bi
a˘′(zi)
.
We will establish the following proposition which characterizes the map between the initial data
and the scattering data in Subsection 2.3 :
Proposition 2.4. If ~f(0) ∈ I where I is given in (2.5) then
1. r(z) ∈ H1,1(R);
2. limz→0 r(z)/z = 0.
The importance of this proposition is two-fold. Not only it plays an important role in the
reconstruction of the potential in Proposition 2.9 but also it is the key ingredient in obtaining
the error term in the long time asymptotics formula. We define our set of scattering data:
(2.28) S = {r(z), {zk , ck}N1k=1, {zj , cj}N2j=1} ⊂ H1(R)⊕ C2N1 ⊕ C2N2 .
Here zk = iζk for ζk > 0 while zj = ρje
iω with ρj > 0.
2.1. Inverse Problem. It is the standard direct scattering transform [13, section 2.4] that r(z),
cj and ck have linear time evolution:
(2.29) r(z, t) = e1/2(z+1/z)itr(z), cj(t) = e
1/2(z+1/z)itcj , ck(t) = e
1/2(z+1/z)itck.
The long time asymptotics of sG equation will be obtained through a sequence of transfor-
mations of the following RHP:
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Problem 2.5. For fixed x ∈ R and r(z) satisfying the two properties in Proposition 2.4 , find
a meromorphic matrix M(x, t; z) on C \R satisfying the following conditions:
(i) (Normalization) M(x, t; z)→ I +O(z−1) as z →∞.
(ii) (Jump relation) For each z ∈ R,M(x, t; z) has continuous non-tangential boundary value
M±(x, t; z) as z approaches R from C± and the following jump relation holds
M+(x, t; z) =M−(x, t; z)e−iθ(x,t;z) adσ3v(z)(2.30)
=M−(x, t; z)vθ(z)(2.31)
where
v(z) =
(
1 + |r(z)|2 r(z)
r(z) 1
)
and
(2.32) θ(x, t; z) =
1
4
((
z − 1
z
)
x
t
+
(
z +
1
z
))
t
(iii) (Residue condition) For k = 1, 2..., N1, M(x, t; z) has simple poles at each zk, zk with
(2.33) Reszi M = limz→zk
M
(
0 0
e2iθck 0
)
(2.34) Reszk M = limz→zk
M
(
0 −e−2iθck
0 0
)
.
For j = 1, 2, ..., N2, M(x, t; z) has simple poles at each ±zj ,±zj with
(2.35) Reszj M = limz→zj
M
(
0 0
e2iθcj 0
)
,
(2.36) Reszj M = lim
z→zj
M
(
0 −e−2iθcj
0 0
)
,
(2.37) Res−zj M = limz→−zj
M
(
0 e−2iθcj
0 0
)
,
(2.38) Res−zj M = lim
z→−zj
M
(
0 0
−e2iθcj 0
)
.
Definition 2.6. We say that the initial condition ~f0 is generic if
1. a˘(z) (a(z)) associate to ~f0 satisfies the simpleness and finiteness assumptions stated in
Remark 2.1.
2. For all {zk}N1k=1 and {zj}N2j=1 where zk = iζk and zj = ρjeωj ,
ρj 6= ζk, ρj1 6= ρj2
for all j, k. This will avoid the unstable structure in which kinks/breathers travel in the
same velocity.
Remark 2.7. We arrange eigenvalues {zk}N1k=1 and {zj}N2j=1 in the following way:
(1) For zk = iζk, ζk > 0, we have ζ1 < ζ2 < ... < ζk < ... < ζN1 .
(2) For aj > 0, we have
ρ1 < ρ2 < ... < ρj < ... < ρN2 .
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Figure 2.2. solitons and breathers
(anti) kink (•) Breather (• )
Remark 2.8. For each pole zk(zj) ∈ C+, let γk, (γj) be a circle centered at zk(zj) of sufficiently
small radius to be lie in the open upper half-plane and to be disjoint from all other circles. By
doing so we replace the residue conditions (2.33)-(2.38) of the Riemann-Hilbert problem with
Schwarz invariant jump conditions across closed contours (see Figure 2.3). The equivalence of
this new RHP on augmented contours with the original one is a well-established result (see [68]
Sec 6). The purpose of this replacement is to
(1) make use of the vanishing lemma from [68, Theorem 9.3] .
(2) Formulate the Beals-Coifman representation of the solution of (1.1).
We now rewrite the the jump conditions of Problem 2.5: M(x, z) is analytic in C \ Σ and has
continuous boundary values M± on Σ and M± satisfy
M+(x, t; z) =M−(x, t; z)e−iθ(x,t;z) adσ3v(z)
where
v(z) =
(
1 + |r(z)|2 r(z)
r(z) 1
)
, z ∈ R
and
v(z) =

 1 0ck
z − zk 1
 z ∈ γk,
 1 ckz − zk
0 1
 z ∈ γ∗k
20 GONG CHEN, JIAQI LIU, AND BINGYING LU
Figure 2.3. The Augmented Contour Σ
+
−
γj
γ∗j
−γ∗j
−γj
R
γk
γ∗k
Soliton (•) Breather (• )
and
v(z) =

 1 0cj
z − zj 1
 z ∈ γj,
 1 cjz − zj
0 1
 z ∈ γ∗j
 1 −cjz + zj
0 1
 z ∈ −γj,
 1 0−cj
z + zj
1
 z ∈ −γ∗j .
It is well-known that vθ admits triangular factorization:
vθ = (1− wθ−)−1(1 + wθ+).
We define
µ = m+(1− w−θ )−1 = m−(1 + w+θ )
then the solvability of the RHP above is equivalent to the solvability of the following Beals-
Coifman integral equation:
µ(z;x, t) = I + Cwθµ(z;x, t)(2.39)
= I + C+Σµw
−
θ + C
−
Σµw
+
θ
= I + C+
R
µw−θ + C
−
R
µw+θ
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+

∑N1
k=1
µ12(zk)cke
2iθ(zk)
z − zk −
∑N1
k=1
µ11(zk)cke
−2iθ(zk)
z − zk∑N1
k=1
µ22(zk)cke
2iθ(zk)
z − zk −
∑N1
k=1
µ21(zk)cke
−2iθ(zk)
z − zi

+

∑N2
j=1
µ12(zj)cie
2iθ(zj )
z − zj −
∑N2
j=1
µ11(zj)cje
−2iθ(zj)
z − zj∑N2
j=1
µ22(zj)cje
2iθ(zj)
z − zj −
∑N2
j=1
µ21(zj)cje
−2iθ(zj)
z − zj

+

−∑N2j=1 µ12(−zj)cje2iθ(−zj)z + zj ∑N2j=1 µ11(−zj)cje
−2iθ(−zj)
z + zj
−∑N2j=1 µ22(−zj)cje2iθ(−zj)z + zj ∑N2j=1 µ21(−zj)cje
−2iθ(−zj)
z + zj
 .
Proposition 2.9. Problem 2.5 has a unique solution and the solution m admits the following
expansion in z:
(2.40) m(z;x, t) = m0(x, t) +m1(z;x, t).
and the solution to equation (1.1) is obtained through
sin f = 2m21m22(2.41)
cos f = 1 + 2m12m21(2.42)
where
m0 =
(
m11 m12
m21 m22
)
Proof. The existence and uniqueness result is standard. By construction, we can see that
m(z;x, t) solves the equation (2.11) for z ∈ C \ {0}. To control the behavior of m(z;x, t)
near the origin, we invoke the singular integral representation of m(z;x, t):
m(z;x, t) = I +
1
2πi
∫
Σ
µ(w+θ + w
−
θ )
s− z ds
=
(
I +
1
2πi
∫
Σ
µ(w+θ + w
−
θ )
s
ds
)
+
(
1
2πi
∫
Σ
µ(w+θ +w
−
θ )
s− z ds−
1
2πi
∫
Σ
µ(w+θ + w
−
θ )
s
ds
)
= m0(x, t) +m1(z;x, t).
The integrals make sense by Proposition 2.4 and the fact that µ− I ∈ L2Σ. Following the same
procedure in [14, Theorem 4], we deduce that
m(z;x, t)x = z [J1,m0(x, t) +m1(z;x, t)] + z
−1 [J2,m0(x, t) +m1(z;x, t)]
= Q1 (m0(x, t) +m1(z;x, t)) + z
−1Q2 (m0(x, t) +m1(z;x, t))
If we multiply both side by z and assume
(2.43) lim
z→0
m1(z;x, t) = 0
and
(2.44) lim
z→0
zm(z;x, t)x = 0
we can establish
[J2,m0] +Q2 = 0
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from which (2.41) and (2.42) can be directly read off. The proof of (2.43) is a simple consequence
of the dominated convergence theorem. To see this, we let z = iσ where σ > 0, then
r(s)
s− z =
(s+ iσ)r(s)
s2 + σ2
≤
∣∣∣∣r(s)s
∣∣∣∣+ ∣∣∣∣ σr(s)s2 + σ2
∣∣∣∣
≤
∣∣∣∣r(s)s
∣∣∣∣+ ∣∣∣∣ σss2 + σ2
∣∣∣∣ ∣∣∣∣r(s)s
∣∣∣∣
≤ 3
2
∣∣∣∣r(s)s
∣∣∣∣ .
The last term is in L1 by Proposition 2.4. For (2.44), a direct computation gives:
zm(z;x, t)x =
1
2πi
∫
Σ
zµx(w
+
θ + w
−
θ )
s− z ds+
1
2πi
∫
Σ
zsµ(w+θ + w
−
θ )
s− z ds
− 1
2πi
∫
Σ
zµ(w+θ + w
−
θ )
s(s− z) ds.
The first two integral hold and have zero limit since µx ∈ L2Σ (see [48]) and r ∈ L2,1(R) by
Proposition 2.4. For the last integral, we notice that
1
2πi
∫
Σ
zµ(w+θ + w
−
θ )
s(s− z) ds =
1
2πi
(∫
Σ
µ(w+θ + w
−
θ )
s− z ds−
∫
Σ
µ(w+θ + w
−
θ )
s
ds
)
which again goes to zero by the dominated convergence argument above. 
2.2. Single kink/anti-kink and single breather solution. If we assume r ≡ 0 and a˘ has
exactly one simple zero at z = iζ, ζ > 0 and let c = ib be the norming constant. Notice that c
is purely imaginary and equation (1.1) admits the following single kink solution [13] :
(2.45a) cos f = 1 + 2m12m21 = 1− 2 b
2e4θ(iζ)(
ζ +
b2e4θ(iζ)
4ζ
)2
(2.45b) sin f = 2m21m22 =
2be2θ(iζ)
(
ζ − b
2e4θ(iζ)
4ζ
)
(
ζ +
b2e4θ(iζ)
4ζ
)2 .
If b < 0 we have the kink solution and b > 0 we have the anti-link solution.
If we assume r ≡ 0 and a˘ has exactly two simple zeros at z = ρeiω and −ρe−iω and let
c = ep+iq be the norming constant, then Equation (1.1) admits the following one-breather
solution [13, chapter 4] :
(2.46) f(x, t) = −4 arctan
(
1
2
e−K cos
(cosw
2
θ(ρ)− q − w
)
sech
(
sinw
2
θ˜(ρ)− p−K
))
with
e2K =
cot2 w
4
.
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and
θ˜(z;x, t) =
1
4
((
z +
1
z
)
x+
(
z − 1
z
)
t
)
From above we observe that kink/anti-kink has velocity vk = (1 − ζ2)/(1 + ζ2), breather has
velocity vb = (1− ρ2)/(1 + ρ2), Also notice that for z = ξ + iη
(2.47) Reiθ(z;x, t) = −
(
1 +
x
t
)
ηt+
(
1− x
t
) ηt
ξ2 + η2
If we fix the velocity vb = (1− ρ2)/(1 + ρ2) = x/t, then ξ2+ η2 = ρ2 implies that the circle pass
through the stationary points
(2.48) ± z0 = ±
√
t− x
x+ t
Conversely, if a(z) has zeros on the circle
ξ2 + η2 =
∣∣∣∣t− xt+ x
∣∣∣∣ ,
we expect breathers moving with velocity x/t.
Remark 2.10. In (2.47) if we choose x > t, then we have z0 purely imaginary. And there is no
kink/anti-kink and breathers in this region since vb, vk < 1. It is also clear that if we set
x/t = vbj = (1− ρ2j )/(1 + ρ2j),
then Reiθ(x, t; zj) = 0.
2.3. The reflection coefficient. In this subsection we prove Proposition 2.4. As it will become
clear later, the Sobolev bijectivity approach of [70] will give a unified way of proof. Because of
the factor 1/z in the spectral problem (2.3), we divided our approach into two cases:
2.3.1. Away from the origin. For z ∈ R \ [−1, 1], (2.12) is equivalent to the following integral
equations:
(2.49a) m+(x, z) = I +
∫ x
+∞
e(x−y) ad J
[
U(y, z)m+(y, z)
]
dy
(2.49b) m−(x, z) = I +
∫ x
−∞
e(x−y) ad J
[
U(y, z)m−(y, z)
]
dy
and consequently the scattering matrix S is given by:
(2.50) S(z) = I +
∫
R
e−y ad J
[
U(y, z)m+(y, z)
]
dy
We rewrite
S(z) = I +
∫
R
e−y ad JU(y)
(
m+(y, z)− I) dy + ∫
R
e−y ad JU(y)dy(2.51)
= I +
∫
R
e−y ad JU(y)
(
I −K+U
)−1 (
K+U I
)
dy +
∫
R
e−y ad JU(y)dy
= I + S1(z) + S2(z)(2.52)
with the integral operator K+U given by
(2.53) (K+U h)(x, z) =
∫ x
+∞
e(x−y) ad JU(y)h(y)dy
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Since there is the factor 1/z, we will assume that z ∈ R \ [−1, 1]. Indeed we will only work on
the interval (1,∞). We first show that S2(z) ∈ L2z(1,∞).
(2.54)
S2(z) =

∫
R
i
4z
(cos f − 1)dy ∫
R
e−iy(z/2−1/(2z))
[
i
4z
sin f − 1
4
(fx + ft)
]
dy∫
R
eiy(z/2−1/(2z))
[
i
4z
sin f +
1
4
(fx + ft)
]
dy
∫
R
i
4z
(− cos f + 1)dy

We only have to consider part of the off-diagonal entries without the 1/z factor:
(2.55)
∫
R
eiy(z/2−1/(2z))(fx + ft)dy.
Setting λ = z − 1/z, then for z ∈ (0,∞), λ ∈ (−∞,∞) we conclude that
(2.56) g(λ) =
∫
R
e(1/2)iyλ(fx(y) + ft(y))dy
belongs to L2λ(R). Then let f(z) = g(z − 1/z) = g(λ), we have
(2.57)
∫ ∞
1
|f(z)|2dz ≤
∫ ∞
0
|f(z)|2dz =
∫
R
|g(λ)|2
(
1
2
+
λ
2
√
λ2 + 4
)
dλ <∞.
For S1(z), we first study
(K+U I)(y, z) =
∫ y
+∞
e(y−w) ad JU(y)dw
(2.58)
= (K1,+U1 I)(y, z) + (K
2,+
U2
I)(y, z)
=

∫ y
+∞
i
4z
(cos f − 1)dy ∫ y+∞ e−i(y−w)(z/2−1/(2z)) [ i4z sin f
]
dy∫ y
+∞ e
i(y−w)(z/2−1/(2z))
[
i
4z
sin f
]
dy
∫ y
+∞
i
4z
(− cos f + 1)dy

+
 0
∫ y
+∞ e
−i(y−w)(z/2−1/(2z))
[
−1
4
(fx + ft)
]
dy∫ y
+∞ e
i(y−w)(z/2−1/(2z))
[
1
4
(fx + ft)
]
dy 0

Again we set λ = z − 1/z and we only have to study the terms without the 1/z factor:
(2.59) (K2,+U2 I)(y, z)21 =
∫ y
+∞
ei(y−w) (z/2−1/(2z))(fx(w) + ft(w))dw.
By the standard Fourier theory,∥∥∥(K2,+U2 I)(y, ·)21∥∥∥L∞y L2λ = supφ∈C∞0
‖φ‖
L2
λ
=1
∣∣∣∣∫
R
φ(λ)
(∫ y
+∞
e(1/2)i(y−w)λ(fx + ft)dw
)
dλ
∣∣∣∣(2.60)
. sup
φ∈C∞0
‖φ‖
L2
λ
=1
∫ +∞
y
|φˆ(w − y)| |fx(w) + ft(w)| dw
≤ ‖fx + ft‖L2y
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Also the standard Volterra theory gives the following operator norm:
(2.61)
∥∥∥(I −K+U )−1∥∥∥
L∞y L
2
λ
≤ e‖U‖L1y .
Thus
(2.62)
∥∥m+ − I∥∥
L∞y L
2
λ
=
∥∥∥(I −K+U )−1K+U I∥∥∥
L∞y L
2
λ
≤ e‖U‖L1y ‖U‖L2y .
An application of the Minkowski inequality implies S1 ∈ L2λ(R). This shows that
(2.63) S(z)− I ∈ L2z(R \ [−1, 1])
Using the scattering relation (2.6) and letting x = 0, we can write
∂
∂z
S(z) =
(
∂
∂z
m+(0, z)−1
)
m−(0, z) +m+(0, z)−1
∂
∂z
m−(0, z).
By the standard Volterra theory, ‖m±(x, λ)‖L∞x L∞z <∞. So we only need to show ∂m±(0, z)/∂z ∈
L2z((1,∞)). Indeed we only need estimates on m+(x, z) for x ≥ 0 and on m−(x, z) for x ≤ 0.
From (2.49a)-(2.49b) we compute
∂m±
∂z
=
∂
∂z
(K±U I) +
[
∂K±U
∂z
]
(m± − I) +K±U
(
∂m±
∂z
)
(2.64)
= H±1 (x, z) +H
±
2 (x, z) +K
±
U
(
∂m±
∂z
)
(2.65)
From the resolvent bound (2.62), we only need to show that H±1 ,H
±
2 ∈ L∞x L2z((1,∞)). We
only deal with the + sign. If we take the derivative of (2.58) with respect to z, we obtain the
following term with an 1/z factor. Notice that in this case (·) sin(·) /∈ L1. Denote
h+1 (x, z) =
∂
∂z
(∫ x
+∞
ei(x−y)(z/2−1/(2z))
[
i
4z
sin f
]
dy
)
=
∫ x
+∞
i
2
(x− y)ei(x−y)(z/2−1/(2z))
[
i
4z
sin f
]
dy
+
∫ x
+∞
i
2z2
(x− y)ei(x−y)(z/2−1/(2z))
[
i
4z
sin f
]
dy
−
∫ x
+∞
ei(x−y)(z/2−1/(2z))
[
i
4z2
sin f
]
dy
= h+1,1(x, z) + h
+
1,2(x, z) + h
+
1,3(x, z)
We will only show that h+1,1 ∈ L∞x L2z((1,∞)). The estimates on other terms in H+1 are similar,
Indeed, setting λ = z − 1/z∥∥∥h+1,1(x, λ)∥∥∥
L2λ
= sup
φ∈C∞0
‖φ‖L2=1
∣∣∣∣∫
R
φ(λ)
(∫ x
+∞
i
2
(x− y)ei(x−y)λ/2
[
i
4(λ+
√
λ2 + 4)
sin f(y)
]
dy
)
dλ
∣∣∣∣
. sup
φ∈C∞0
‖φ‖
L2=1
∫ +∞
x
∣∣∣∣∣F
[
φ(·)
4((·) +√(·)2 + 4)
]
(x− y)
∣∣∣∣∣ |x− y| |sin f(y)| dy
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. sup
φ∈C∞0
‖φ‖
L2=1
∫ +∞
x
∣∣∣∣∣F
[
φ(·)
4((·) +√(·)2 + 4)
]
(x− y)
∣∣∣∣∣ |y| |sin f(y)| dy
where we used the fact that |x − y| < |y| for 0 < x < y. Finally an application of Schwarz
inequality gives
(2.66)
∥∥∥h+1,1(x, λ)∥∥∥
L∞x L
2
λ
≤ ‖sin f‖L2,1
Using the same argument of (2.57), we show h+1,1(x, λ) ∈ L∞x L2z((1,∞)). For H+2 (x, z), note that
(2.67) H+2 (x, z) =
[
∂K+U
∂z
]
(m+ − I),
so that, by Minkowski inequality and Schwarz inequality∥∥H+2 (x, z)∥∥L∞x L2z((1,∞)) ≤
∥∥∥∥∂K+U∂z
∥∥∥∥
L∞z (1,∞))L2y
∥∥m+ − I∥∥
L2yL
2
z((1,∞)) .
To see ‖m+ − I‖L2yL2z((1,∞)) is finite, we write
(2.68)
∥∥m+ − I∥∥
L2yL
2
z((1,∞)) ≤
∥∥K+U I∥∥L2yL2z((1,∞)) + ∥∥K+U (m+ − I)∥∥L2yL2z((1,∞)) .
In (2.60) we have shown that∥∥K+U I(y, ·)∥∥L2
λ
≤
(∫ +∞
y
|U(w)|2dw
)1/2
Reversing the order of integration gives
(2.69)
∥∥K+U I∥∥L2yL2λ ≤
∫ +∞
0
∫ +∞
y
|U(w)|2dwdy =
∫ +∞
0
|w||U(w)|2dw <∞.
Finally, using Minkowskis integral inequality and(2.62) we can show that∥∥K+U (m+ − I)∥∥L2
λ
≤
(∫ +∞
y
|U(w)|dw
) ∥∥m+ − I∥∥
L∞y L
2
λ
≤
(∫ +∞
y
|U(w)|dw
)
e‖U‖L1 ‖U‖L2
We observe that by Minkowsky’s inequality,∥∥∥∥∫ +∞
y
|U(w)|dw
∥∥∥∥
L2y
=
(∫ +∞
0
(∫ +∞
y
|U(w)|dw
)2
dy
)1/2
=
(∫ +∞
0
(∫ +∞
1
y|U(yw)|dw
)2
dy
)1/2
≤
∫ +∞
1
(∫ +∞
0
|y|2|U(yw)|2dy
)1/2
dw
≤
∫ +∞
1
|w|−3/2
(∫ +∞
0
|wy|2|U(yw)|2dwy
)1/2
dw
. ‖U‖L2,1 ,
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so ∥∥K+U (m+ − I)∥∥L2yL2λ ≤ ‖U‖L2,1 e‖U‖L1 ‖U‖L2 .(2.70)
And we appeal to (2.57) to conclude that H+2 ∈ L∞x L2z((1,∞)). We establish inequality (2.67)
and conclude that
(2.71)
∂S(z)
∂z
∈ L2z(R \ [−1, 1]).
2.3.2. Near the origin. In this case, we work with the spectral problem (2.4). We replace the
potential U by V and rewrite
S(z) =
(
(−1)n+1 0
0 (−1)n+1
)
+
∫
R
e−y ad JV (y)
(
I −K+V
)−1 (
K+V (−I)n+1
)
dy +
∫
R
(−1)n+1e−y ad JV (y)dy
(2.72)
=
(
(−1)n+1 0
0 (−1)n+1
)
+ S1(z) + S2(z)
where z ∈ (−1, 0) ∪ (0, 1). Again for simplicity we only focus on the interval (0, 1).
We again make the change of variable λ = z − 1/z. For z ∈ (0, 1), we have λ ∈ (−∞, 0).
Following the same procedure as for the case |z| > 1, we can show that
S1(λ), S2(λ) ∈ L2λ((−∞, 0))
which is equivalent to
S1(z), S2(z) ∈ L2z((0, 1)).
We then want to show that
(2.73)
∂S(z)
∂z
∈ L2z((0, 1)).
Note that if we take derivative with in the z variable, the 1/z term in the phase will bring down
a 1/z2 factor. To begin with, we need the following change of variable:
z 7→ γ = 1
z
.
Suppose f(z) = g(γ) = g(1/γ). Simple calculation gives∫ 1
0
|f ′(z)|2dz =
∫ ∞
1
|g′(γ)|2γ2dγ
hence our goal is to show that
(2.74)
∂S(γ)
∂γ
∈ L2,1γ ((1,∞)).
Recall that
∂
∂γ
S(γ) =
(
∂
∂γ
m+(0, γ)−1
)
m−(0, γ) +m+(0, γ)−1
∂
∂γ
m−(0, γ).
Given the infinity bound on m±, we only show that
(2.75)
∂m+(0, γ)
∂γ
∈ L2,1γ ((1,∞)).
∂m+
∂γ
=
∂
∂γ
(K+V (−I)n+1) +
[
∂K+V
∂γ
]
(m+ − (−I)n+1) +K+V
(
∂m+
∂γ
)
(2.76)
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= H+1 (x, γ) +H
+
2 (x, γ) +K
+
V
(
∂m+
∂γ
)
.(2.77)
For brevity, we will only show the case when (−1)n+1 = 1. Notice that
(K+V I)(x, γ) =
∫ x
+∞
e(x−y) ad JV (y)dy
(2.78)
= (K1,+V I)(x, γ) + (K
2,+
V I)(x, z)
=

∫ x
+∞
i
4γ
(cos f − 1)dy ∫ y+∞ e−i(x−y)(1/(2γ)−γ/2) [ i4γ sin f
]
dy∫ x
+∞ e
i(x−y)(1/(2γ)−γ/2)
[
i
4γ
sin f
]
dy
∫ x
+∞
i
4γ
(− cos f + 1)dy

+
 0
∫ x
+∞ e
−i(x−y)(1/(2γ)−γ/2)
[
−1
4
(fx − ft)
]
dy∫ x
+∞ e
i(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
dy 0

We now show that
(2.79) γ
∂
∂γ
(K+V (−I)n+1) ∈ L2,1γ ((1,∞)).
We only work on the following term without the 1/γ factor. Notice that here we shall directly
work with the γ variable since the equivalence under the change of variable (1/γ − γ) 7→ λ has
no effect on various L2 norms by (2.57).
G(γ) =
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
dy.
Then
γ
∂G(γ)
∂γ
= −
∫ x
+∞
γ
i
2
(x− y)ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
dy(2.80)
−
∫ x
+∞
i
2γ
(x− y)ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
dy(2.81)
= G1(γ) +G2(γ)(2.82)
For G1 we rewrite
G1 = −
∫ x
+∞
d
[
ei(x−y))(1/(2γ)−γ/2)
]
dy
(x− y)
[
1
4
(fx − ft)
]
dy
+
∫ x
+∞
i
2γ
(x− y)ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
dy
so we conclude that
(2.83) γ
∂G(γ)
∂γ
=
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)
(
(x− y)
[
1
4
(fxx − ftx)
]
−
[
1
4
(fx − ft)
])
dy
belong to L2,1γ ((1,∞)) by (2.60) and this leads to (2.79). We now want to prove that
(2.84)
∥∥H+2 (x, γ)∥∥L∞x L2,1γ ((1,∞)) <∞
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where
H+2 (x, γ) =
∫ x
+∞
∂
[
e(x−y) ad JV (y)
]
∂γ
(m+ − I)dy
We are only going to work with the following term:
(2.85) F (γ) =
∫ x
+∞
γ
i
2
(x− y)ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
(m+ − I)dy
We perform integration by parts and Minkowsky and Cauchy-Schwarz inequality to find:
F (γ) =
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)(x− y)
[
1
4
(fxx − ftx)
]
(m+ − I)dy
−
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)
[
1
4
(fx − ft)
]
(m+ − I)dy
+
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)(x− y)
[
1
4
(fx − ft)
]
m+y dy
. ‖fxx + ftx‖L2,1
∥∥m+ − I∥∥
L2yL
2
γ
+ ‖fx − ft‖L2
∥∥m+ − I∥∥
L2yL
2
γ
+
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)(x− y)
[
1
4
(fx − ft)
]
m+y d.
Now we only have to bound the last integral. We are only dealing with the terms m+11x and
m+21x since the other two can be deduced from symmetry relation. Direct calculation gives:
m+11x(x, γ) =
1
4i
[
V11m
+
11 + V12m
+
21
]
We deduce
m+11x ∈ L2xL2γ((1,∞))
from the fact that V11 contains a 1/γ factor and inequality (2.68).
m+21x(x, γ) =
1
4i
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)
[
V21ym
+
11 + V21m
+
11y + V22ym
+
21
]
dy(2.86)
+
1
4i
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)V22m+21ydy(2.87)
= P (x, γ) +
1
4i
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)V22m+21ydy.(2.88)
Similar to that of (2.68), we have
(2.89)
∥∥m+21x∥∥L2xL2γ((1,∞)) ≤ ‖P (x, γ)‖L2xL2γ((1,∞)) + ∥∥∥K22m+21y∥∥∥L2xL2γ((1,∞)) .
where
[K22g] =
1
4i
∫ x
+∞
ei(x−y)(1/(2γ)−γ/2)
i
4γ
(1− cos f)g(y)dy.
Following the same procedure used to establish (2.69)-(2.70), we conclude that
m+21x ∈ L∞x L2γ((1,∞)).
and arrive at
F (γ) = . ‖fxx + ftx‖L2,1
∥∥m+ − I∥∥
L2yL
2
γ
+ ‖fx + ft‖L2
∥∥m+ − I∥∥
L2yL
2
γ
(2.90)
+ ‖fx + ft‖L2,1
∥∥m+x ∥∥L2yL2γ(2.91)
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which implies (2.84). The operator norm in (2.62) will lead to (2.74) hence (2.73). Combining
this with (2.63) and (2.71), we have now arrived at the following lemma:
Lemma 2.11. If f ∈ I where I is given in (2.5) then r(z) ∈ H1(R).
We now turn to part (2) of Proposition 2.4.
Lemma 2.12. If f ∈ I where I is given in (2.5) then limz→0 r(z)/z = 0.
Proof. We have already proven that
(2.92)
∂S(γ)
∂γ
∈ L2,1((−∞,−1) ∪ (1,∞)).
This in particular implies that
∂S(γ)
∂γ
∈ H1((−∞,−1) ∪ (1,∞)).
and by Sobolev embedding, H1 ⊂ C1/2 and this leads to the following limit:
lim
z→0+
S(z)− I = lim
γ→+∞S(γ)− I = 0
lim
z→0−
S(z)− I = lim
γ→−∞S(γ)− I = 0.
To see
(2.93) lim
z→0
r(z)
z
= lim
γ→∞ γr(γ) = 0,
we can just show that
γr(γ) ∈ H1((−∞,−1) ∪ (1,∞))
and since we already have (2.92), we only need
(2.94) γr(γ) ∈ L2((−∞,−1) ∪ (1,∞)).
We will work with
S21(γ) =
(∫
R
ey ad JV (y)
(
m+(y, z)− I) dy)
21
+
(∫
R
e−y ad JV (y)dy
)
21
(2.95)
= S121(γ) + S
2
21(γ).
and show that
(2.96) S121(γ) ∈ L2,1γ ((1,∞)).
γS121(γ) =
∫
R
γeiy(1/(2γ)−γ/2)
[
V21(y)(m
+
11(y)− 1) + V22(y)m+21(y)
]
dy
Again we only deal with the term without the 1/γ factor:∫
R
γeiy(1/(2γ)−γ/2)
[
V21(m
+
11 − 1)
]
dy = −2
∫
R
d
[
eiy(1/(2γ)−γ/2)
]
dy
[
V21(m
+
11 − 1)
]
dy
+
∫
R
i
γ
eiy(1/(2γ)−γ/2)
[
V21(m
+
11 − 1)
]
dy
= 2
∫
R
eiy(1/(2γ)−γ/2)
[
V21x(m
+
11 − 1)
]
dy
+
∫
R
eiy(1/(2γ)−γ/2)V21m+11ydy
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+
∫
R
i
γ
eiy(1/(2γ)−γ/2) [V21(m11 − 1)] dy.
Then by Minkowsky’s inequality∥∥γS211 (γ)∥∥L∞x L2 . ‖fx − ft‖L2,1 ∥∥m+11x∥∥L∞x L2γ((1,∞)) + ‖fxx − ftx‖L2,1 ∥∥m+11 − I∥∥L∞x L2γ((1,∞))
and the treatment of S221 is the standard Fourier theory. 
Lemma 2.13. If f ∈ I where I is given in (2.5) then r(z) ∈ L2,1(R).
Proof. Working with the off-diagonal entries of equation (2.51) and employing the same argu-
ment as that of (2.94). 
Combining the three lemmas above completes the proof of Proposition 2.4.
Remark 2.14. We point out that a byproduct of Proposition 2.4 is the generic property mentioned
in remark 2.1. Indeed the proofs required here are similar to those of [48, Section 4] as long as
we take care of the the behavior of a˘ and a near the origin. Since we have proven in particular
that
a˘− 1, a− 1 ∈ H1(R)
and
lim
z→0
a = lim
z→0
a˘ = ±1
where the ± depends on the boundary value of f at +∞. We can infer that a˘ and a are
bounded away from 0 near the origin. This will exclude the case that small perturbation of the
matrix potential in (2.3) leading to new eigenvalues/spectral singularities. So we conclude that
the space I in (2.5) has an open and dense subset G such that the generic properties listed in
remark (2.1) are satisfied. This is another way to rule out the appearance of breathers with
arbitrarily small norm in the sense of space (2.5).
Remark 2.15. By the time evolution of the scattering data (2.29), we have
d r(z, t)
dz
= − 1
2z2
ite1/2(z+1/z)itr(z) + e1/2(z+1/z)itr′(z).
Since ∫ 1
0
r(z)
z2
dz =
∫ ∞
1
r(γ)dγ <∞
we conclude that r(z, t) ∈ H1,1(R).
3. Conjugation
From this section onwards we will assume that the initial condition f of equation (1.1) belongs
to G described in remark 2.14. Having characterized the properties of the scattering data in
Proposition 2.4, we begin the calculation of the long time asymptotics. Along a characteristic
line x = vt for |v| < 1 we have the following signature table:
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Figure 3.1. signature table
z0−z0
Re(iθ) > 0
Re(iθ) < 0
Re(iθ) < 0
Re(iθ) > 0
kink/anti-kink (•) Breather (• )
In the figure above, we have chosen
vℓ =
x
t
=
1− ρ2ℓ
1 + ρ2ℓ
where {zj}N2j=1 ∋ zℓ = ρℓeiωℓ with 1 ≤ ℓ ≤ N2. Recall the following set:
(3.1) Bℓ = {zj , zk : ζk < ρℓ, ρj < ρℓ}.
and
(3.2) Zk = {zk}N1k=1, Zj = {zj}N2k=1, Z = Zj ∪ Zk.
Also define
(3.3) Υ = min{minz,z′∈Z |z − z′|, dist(Z,R)}.
We observe that for all zk, zj ∈ Bℓ,
Re(iθ(zk)) > 0, Re(iθ(zj)) > 0, Re(iθ(−zj)) > 0.
Then we introduce a new matrix-valued function
(3.4) m(1)(z;x, t) = m(z;x, t)δ(z)−σ3
where δ(z) solves the scalar RHP Problem 3.1 below:
Problem 3.1. Given ±z0 ∈ R and r ∈ H1(R), find a scalar function δ(z) = δ(z; z0), meromor-
phic for z ∈ C \ [−z0, z0] with the following properties:
(1) δ(z)→ 1 as z →∞,
(2) δ(z) has continuous boundary values δ±(z) = limε↓0 δ(z ± iε) for z ∈ (−z0, z0),
(3) δ± obey the jump relation
δ+(z) =
{
δ−(z)
(
1 + |r(z)|2
)
, z ∈ (−z0, z0),
δ−(z), z ∈ R \ (−z0, z0),
(4) δ(z) has simple pole at ±zk, zj ,−zj ∈ Bℓ.
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Lemma 3.2. Suppose r ∈ H1(R) and that κ(s) is given by
(3.5) κ = − 1
2π
log
(
1 + |r (z0)|2
)
,
Then
(i) Problem 3.1 has the unique solution
(3.6) δ(z) =
 ∏
zk∈Bℓ
z − zk
z − zk
 ∏
zj∈Bℓ
z − zj
z − zj
z + zj
z + zj
 eχ(z)
where κ is given by equation (3.5) and
(3.7) χ(z) =
1
2πi
∫ z0
−z0
log(1 + |r(s)|2)
s− z dζ
Moreover, we can rewrite
(3.8) eχ(z) =
(
z − z0
z + z0
)iκ
eχ˘(z)
with
χ˘(z) =
1
2πi
∫ z0
−z0
log
(
1 + |r(s)|2
1 + |r(z0)|2
)
ds
s− z
Here we have chosen the branch of the logarithm with −π < arg(z) < π.
(ii) For z ∈ C \ [−z0, z0]
δ(z) = (δ(z))−1
(iii) As z → 0 nontangentially,
δ(0) = (−1)l.
(iv) Along any ray of the form ±z0 + eiφR+ with 0 < φ < π or π < φ < 2π,∣∣∣∣∣δ(z) −
(
z − z0
z + z0
)iκ
δ0(±z0)
∣∣∣∣∣ ≤ Cr|z ∓ z0|1/2
where
δ0(±z0) =
 ∏
zk∈Bℓ
±z0 − zk
±z0 − zk
 ∏
zj∈Bℓ
±z0 − zj
±z0 − zj
±z0 + zj
±z0 + zj
 eχ˘(±z0)
and the implied constant depends on r through its H1(R)-norm and is independent of
±z0 ∈ R.
Proof. The proofs of (i)-(ii) are formal computation. For (iii), we use the fact that as z → 0
z − zk
z − zk =
zk
zk
= −1
z − zj
z − zj
z + zj
z + zj
=
−zj
−zj
zj
zj
= 1
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and lims→0 r(s)/s = 0 and the evenness of |r(z)|2 implies that
(3.9) χ(0) =
1
2πi
∫ z0
−z0
log(1 + |r(s)|2)
s
dζ = 0.
To establish (iv), we first note that ∣∣∣∣∣
(
z − z0
z + z0
)iκ∣∣∣∣∣ ≤ eπκ.
To bound the difference eχ(z) − eχ(±z0), notice that∣∣∣eχ(z) − eχ(±z0)∣∣∣ ≤ ∣∣∣eχ(±z0)∣∣∣ ∣∣∣eχ(z)−χ(±z0) − 1∣∣∣
.
∣∣∣∣∫ 1
0
d
ds
es(χ(z)−χ(±z0))ds
∣∣∣∣
. |z ∓ z0|1/2 sup
0≤s≤1
∣∣∣es(χ(z)−χ(±z0))∣∣∣
. |z ∓ z0|1/2
where the third inequality follows from [7, Lemma 23]. 
It is straightforward to check that if m(z;x, t) solves Problem 2.5, then the new matrix-valued
function m(1)(z;x, t) = m(z;x, t)δ(z)−σ3 is the solution to the following RHP.
Problem 3.3. Given
S = {r(z), {zk , ck}N1k=1, {zj , cj}N2j=1} ⊂ H1,1(R)⊕ C2N1 ⊕ C2N2
and the augmented contour Σ in Figure 3.2 and set
x
t
=
1− ρ2ℓ
1 + ρ2ℓ
where {zj}N2j=1 ∋ zℓ = ρℓeωℓ , find a matrix-valued functionm(1)(z;x, t) on C\Σ with the following
properties:
(1) m(1)(z;x, t)→ I as |z| → ∞,
(2) m(1)(z;x, t) is analytic for z ∈ C \Σ with continuous boundary values m(1)± (z;x, t).
(3) On R, the jump relation
m
(1)
+ (z;x, t) = m
(1)
− (z;x, t)e
−iθ adσ3v(1)(z)
holds, where
v(1)(z) = δ−(z)σ3v(z)δ+(z)−σ3 .
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The jump matrix e−iθ adσ3v(1) is factorized as
e−iθ adσ3v(1)(z) =


1 0
δ−2− r
1 + |r|2 e
2iθ 1

 1 δ
2
+r
1 + |r|2 e
−2iθ
0 1
 , z ∈ (−z0, z0),
 1 rδ2e−2iθ
0 1
 1 0
rδ−2e2iθ 1
 , z ∈ (−∞,−z0) ∪ (z0,∞).
(3.10)
(4) On
(⋃N1
k=1 γk
)
∪
(⋃N2
j=1 γj
)
, let δ(z) be the solution to Problem 3.1 we have the following
jump conditions m
(1)
+ (z;x, t) = m
(1)
− (z;x, t)e−iθ adσ3v(1)(z) where for zk ∈ Bℓ
e−iθ adσ3v(1)(z) =

 1 (1/δ)′(zk)−2ck(z − zk) e−2iθ
0 1
 z ∈ γk,
 1 0δ′(zk)−2
ck(z − zk)e
2iθ 1
 z ∈ γ∗k
and for zk ∈ {zk}N1k=1 \ Bℓ
e−iθ adσ3v(1)(z) =

 1 ckδ(zk)−2z − zj e2iθ
0 1
 z ∈ γk,
 1 0ckδ(zk)2
z − zk e
−2iθ 1
 z ∈ γ∗k
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and for zj ∈ Bℓ
e−iθ adσ3v(1)(z) =

 1 (1/δ)′(zj)−2cj(z − zj) e−2iθ
0 1
 z ∈ γj ,
 1 0δ′(zj)−2
cj(z − zj)e
2iθ 1
 z ∈ γ∗j
 1 0
−δ
′(−zj)−2
cj(z + zj)
e2iθ 1
 z ∈ −γj,
 1 −(1/δ)′(−zj)−2cj(z + zj) e−2iθ
0 1
 z ∈ −γ∗j
and for zj ∈ {zj}N2j=1 \ Bℓ
e−iθ adσ3v(1)(z) =

 1 0cjδ(zj)−2
z − zj e
2iθ 1
 z ∈ γj,
 1 cjδ(zj)2z − zj e−2iθ
0 1
 z ∈ γ∗j
 1 −cj δ(−zj)2z + zj e−2iθ
0 1
 z ∈ −γj,
 1 0−cj δ(−zj)−2e2iθ
z + zj
1
 z ∈ −γ∗j
Remark 3.4. We set
(3.11) Γ =
(
N1⋃
k=1
γk
)
∪
(
N1⋃
k=1
γ∗k
)
∪
N2⋃
j=1
±γj
 ∪
N2⋃
j=1
±γ∗j
 .
From the signature table Figure 3 and the triangularities of the jump matrices, we observe that
along the characteristic line x = vt where v = (1− ρ2ℓ)/(1 + ρ2ℓ), by choosing the radius of each
element of Γ small enough, we have for z ∈ Γ \ (±γℓ ∪ ±γ∗ℓ )
e−iθ adσ3v(1)(z) . e−ct, t→∞.
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Figure 3.2. The Augmented Contour Σ
+
−
γj
γ∗j
−γ∗j
−γj
R
γk
γ∗k
z0−z0
Re(iθ) > 0
Re(iθ) < 0
Re(iθ) < 0
Re(iθ) > 0
γℓ−γ∗ℓ
−γℓ γ∗ℓ
Kink/anti-kink (•) Breather (• )
For technical purpose which will become clear later, we want that the radius of each element of
Γ less than Υ/3 where Υ is given by (3.3). Also we make each element of Γ is invariant under
the Schwarz reflection.
4. Contour deformation
We now perform contour deformation on Problem 3.3, following the standard procedure out-
lined in [22] and also [8] in the presence of discreet spectrum. Since the phase function (2.32)
has two critical points at ±z0, our new contour is chosen to be
(4.1) Σ(2) = Σ1 ∪ Σ2 ∪ Σ3 ∪ Σ4 ∪ Σ5 ∪ Σ6 ∪ Σ7 ∪ Σ8
shown in Figure 4.1 (Also see [14, Figure 8]).
Figure 4.1. Deformation from R to Σ(2)
−z0 z0
Σ1Σ2
Σ3 Σ4
Σ+5
Σ+7
Σ−5
Σ−7
Σ−6
Σ−8
Σ+6
Σ+8
Ω1
Ω2
Ω3
Ω7
Ω8
Ω4
Ω9
Ω5
Ω6
Ω10
For technical reasons (see Remark 4.2), we define the following smooth cutoff function:
(4.2) ΞZ(z) =
{
1 dist(z,Z ∪ Z∗) ≤ Υ/3
0 dist(z,Z ∪ Z∗) > 2Υ/3
Here recall that Z is given by (3.2) and Υ is defined in (3.3). We now introduce another
matrix-valued function m(2):
m(2)(z) = m(1)(z)R(2)(z).
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Here R(2) will be chosen to remove the jump on the real axis and bring about new analytic
jump matrices with the desired exponential decay along the contour Σ(2). Straight forward
computation gives
m
(2)
+ = m
(1)
+ R(2)+
= m
(1)
−
(
e−iθ adσ3v(1)
)
R(2)+
= m
(2)
−
(
R(2)−
)−1 (
e−iθ ad σ3v(1)
)
R(2)+ .
We want to make sure that the following condition is satisfied
(R(2)− )−1
(
e−iθ adσ3v(1)
)
R(2)+ = I
where R(2)± are the boundary values of R(2)(z) as ± Im(z) ↓ 0. In this case the jump matrix
associated to m
(2)
± will be the identity matrix on R .
We can easily check that the function e2iθ is exponentially decreasing on Σ3 Σ4, Σ5, Σ6 and
increasing on Σ1, Σ2, Σ7, Σ8 while the reverse is true for e
−2iθ. Letting
(4.3) η(z;±z0) =
 ∏
zj∈Bℓ
±z0 − zk
±z0 − zk
 ∏
zj∈Bℓ
±z0 − zj
±z0 − zj
±z0 + zj
±z0 + zj
(z − z0
z + z0
)iκ
(4.4) η0(±z0) =
 ∏
zj∈Bℓ
±z0 − zk
±z0 − zk
 ∏
zj∈Bℓ
±z0 − zj
±z0 − zj
±z0 + zj
±z0 + zj

and we define R(2) as follows (Figure 4.2-4.3): the functions R1, R2, R3, R4, R5, R6, R7, R8
satisfy
R1(z) =
−r(z)δ(z)
−2 z ∈ (z0,∞)
−r(z0)e−2χ˘(z0)η(z; z0)−2(1− ΞZ) z ∈ Σ1,
(4.5)
R2(z) =
−r(z)δ(z)
−2 z ∈ (−∞,−z0)
−r(−z0)e−2χ˘(−z0)η(z;−z0)−2(1− ΞZ) z ∈ Σ2,
(4.6)
R3(z) =
−r(z)δ(z)
2 z ∈ (−∞,−z0)
−r(−z0)e2χ˘(−z0)η(z; z0)2(1− ΞZ) z ∈ Σ3,
(4.7)
R4(z) =
−r(z)δ(z)
2 z ∈ (z0,∞)
−r(z0)e2χ˘(z0)η(z; z0)2(1− ΞZ) z ∈ Σ4,
(4.8)
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Figure 4.2. The Matrix R(2) for Region I, near z0
z0
Ω3
Ω7
Ω1
Ω2
Ω8
Ω4
(
1 0
0 1
)
(
1 0
0 1
)
(
1 0
R1e
2iθ 1
)(
1 R6e
−2iθ
0 1
)
(
1 0
R8e
2iθ 1
) (
1 R4e
−2iθ
0 1
)
R5(z) =

δ2+(z)r(z)
1 + |r(z)|2 z ∈ (−z0, z0)
e2χ˘(−z0)η(z;−z0)2r(−z0)
1 + |r(−z0)|2 (1− ΞZ) z ∈ Σ
+
5
0 z ∈ Σ−5
(4.9)
R6(z) =

δ2+(z)r(z)
1 + |r(z)|2 z ∈ (−z0, z0)
e2χ˘(z0)η(z; z0)
2r(z0)
1 + |r(z0)|2 (1− ΞZ) z ∈ Σ
−
6
0 z ∈ Σ+6
(4.10)
R7(z) =

δ−2− (z)r(z)
1 + |r(z)|2 z ∈ (−z0, z0)
e−2χ˘(−z0)η(z;−z0)−2r(−z0)
1 + |r(−z0)|2 (1− ΞZ) z ∈ Σ
+
7
0 z ∈ Σ−7
(4.11)
R8(z) =

δ−2− (z)r(z)
1 + |r(z)|2 z ∈ (−z0, z0)
e−2χ˘(z0)η(z; z0)−2r(z0)
1 + |r(z0)|2 (1− ΞZ) z ∈ Σ
+
8
0 z ∈ Σ−8
(4.12)
Each Ri(z) in Ωi is constructed in such a way that the jump matrices on the contour and
∂Ri(z) enjoys the property of exponential decay as t → ∞. We formulate Problem 3.3 into a
40 GONG CHEN, JIAQI LIU, AND BINGYING LU
Figure 4.3. The Matrix R(2) for Region I, near −z0
−z0
Ω9
Ω5
Ω1
Ω2
Ω6
Ω10
(
1 0
0 1
)
(
1 0
0 1
)
(
1 R5e
−2iθ
0 1
)(
1 0
R2e
2iθ 1
)
(
1 R3e
−2iθ
0 1
) (
1 0
R7e
2iθ 1
)
mixed RHP-∂ problem. In the following sections we will separate this mixed problem into a
localized RHP and a pure ∂ problem whose long-time contribution to the asymptotics of f(x, t)
is of higher order than the leading term.
The following lemma ( [26, Proposition 2.1]) will be used in the error estimates of ∂¯-problem
in Section 6.
We first denote the entries that appear in (4.5)–(4.12) by
p1(z) = p2(z) = −r(z). p3(z) = p4(z) = −r(z),
p5(z) = p6(z) =
r(z)
1 + |r(z)|2 , p7(z) = p8(z) =
r(z)
1 + |r(z)|2 .
For technical purpose, we further split the regions Ω4, Ω5, Ω8 and Ω9 in Figure 4.4:
Figure 4.4. Split
−z0 z0
Σ+5
Σ+7
Σ−5
Σ−7
Σ−6
Σ−8
Σ+6
Σ+8
Ω+8
Ω+4
Ω+9
Ω+5
Ω−8
Ω−4
Ω−9
Ω−5
Lemma 4.1. Suppose r ∈ H1(R). There exist functions Ri on Ω3,Ω6,Ω7,Ω10 and Ω+4 ,Ω+5 ,Ω+8 ,Ω+9
satisfying (4.5)–(4.12), so that
|∂Ri(z)| . |p′i(Re(z))| + |z − ξ|−1/2 + ∂ (ΞZ(z)) ,
where ξ = ±z0. And for functions Ri on Ω−4 ,Ω+5 ,Ω+8 ,Ω+9 we have
|∂Ri(z)| . |p′i(Re(z))| + |z|−1/2 + ∂ (ΞZ(z)) .
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All the implied constants are uniform for r in a bounded subset of H1(R).
Proof. We first prove the lemma for R1. Define f1(z) on Ω3 by
f1(z) = p1(z0)e
−2χ(z0)η(z; z0)−2δ(z)2
and let
(4.13) R1(z) = (f1(z) + [p1(Re(z))− f1(z)]K(φ)) δ(z)−2(1− ΞZ)
where φ = arg(z − ξ) and K is a smooth function on (0, π/4) with
K(φ) =
{
1 z ∈ [0, π/24],
0 z ∈ [π/12, π/6]
It is easy to see that R1 as constructed has the boundary values (4.5). Writing z − z0 = ρeiφ,
we have
∂ =
1
2
(
∂
∂x
+ i
∂
∂y
)
=
1
2
eiφ
(
∂
∂ρ
+
i
ρ
∂
∂φ
)
.
We calculate
∂R1(z) =
(
1
2
p′1(Re z)K(φ) δ(z)−2 − [p1(Re z)− f1(z)] δ(z)−2
ieiφ
|z − ξ|K
′(φ)
)
× (1− ΞZ) e2iθ − (f1(z) + [p1(Re(z))− f1(z)]K(φ)) δ(z)−2∂ (ΞZ(z)) e2iθ.
Given that Ξ(z) is infinitely smooth and compactly supported, it follows from Lemma 3.2 (iv)
that ∣∣(∂R1) (z)∣∣ . [|p′1(Re z)|+ |z − ξ|−1/2 + ∂ (ΞZ(z))] |e2iθ|
where the implied constants depend on ‖r‖H1 and the smooth function K. We then move to
region Ω−8 . We set
f8(z) = p8(0)e
−2χ(0)η(z; 0)−2δ(z)2 = 0
and calculate
∂R8(z) = ∂
(
p8(Re(z))K(φ)δ(z)−2(1− ΞZ)
)
=
(
1
2
p′8(Re z)K(φ) δ(z)−2 − p8(Re z)δ(z)−2
ieiφ
|z| K
′(φ)
)
(1− ΞZ)
− p8(Re(z))K(φ)δ(z)−2∂ (ΞZ(z)) .
The estimates in the remaining regions are analogous. 
The unknown m(2) satisfies a mixed ∂-RHP. We first identify the jumps of m(2) along the
contour Σ(2). Recall that m(1) is analytic along the contour, the jumps are determined entirely
by R(2), see (4.5)–(4.12). Away from Σ(2), using the triangularity of R(2), we have that
(4.14) ∂m(2) = m(2)
(
R(2)
)−1
∂R(2) = m(2)∂R(2).
Remark 4.2. By construction of R(2) (see (4.5)-(4.12) and (4.13)) and the choice of the radius of
the circles in the set Γ (see Remark 3.4), the right multiplication of R(2) to m(1) will not change
the jump conditions on circles in the set Γ . Thus over circles in the set Γ, m(2) has the same
jump matrices as given by (4) of Problem 3.3.
Problem 4.3. Given r ∈ H1(R), find a matrix-valued function m(2)(z;x, t) on C \ R with the
following properties:
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(1) m(2)(z;x, t)→ I as z →∞ in C \ (Σ(2) ∪ Γ) ,
(2) m(2)(z;x, t) is continuous for z ∈ C\(Σ(2) ∪ Γ) with continuous boundary valuesm(2)± (z;x, t)
(where ± is defined by the orientation in Figure 4)
(3) The jump relationm
(2)
+ (z;x, t) = m
(2)
− (z;x, t)e−iθ adσ3v(2)(z) holds, where e−iθ adσ3v(2)(z)
is given in Figure 4.5-4.6 and part (4) of Problem 3.3.
(4) The equation
∂m(2) = m(2) ∂R(2)
holds in C \Σ(2), where
∂R(2) =

 0 0
(∂R1)e
2iθ 0
 , z ∈ Ω3
 0 (∂R5)e−2iθ
0 0
 , z ∈ Ω9
 0 0
(∂R2)e
2iθ 0
 , z ∈ Ω6
 0 (∂R6)e−2iθ
0 0
 , z ∈ Ω8
 0 (∂R3)e−2iθ
0 0
 , z ∈ Ω10
 0 0
(∂R7)e
2iθ 0
 , z ∈ Ω5
 0 (∂R4)e−2iθ
0 0
 , z ∈ Ω7
 0 0
(∂R8)e
2iθ 0
 , z ∈ Ω4
0 z ∈ Ω1 ∪Ω2
The following picture is an illustration of the jump matrices of RHP Problem 4.3. For brevity
we ignore the discrete scattering data.
Figure 4.5. Jump Matrices v(2) for m(2) near z0
z0
(
1 0
R1e
2iθ 1
)(
1 R6e
−2iθ
0 1
)
(
1 0
R8e
2iθ 1
) (
1 R4e
−2iθ
0 1
)
Σ1Σ6
Σ8 Σ4
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Figure 4.6. Jump Matrices v(2) for m(2) near −z0
−z0
(
1 R5e
−2iθ
0 1
)(
1 0
R2e
2iθ 1
)
(
1 R3e
−2iθ
0 1
) (
1 0
R7e
2iθ 1
)
Σ5Σ2
Σ3 Σ7
5. The Localized Riemann-Hilbert Problem
We perform the following factorization of m(2):
(5.1) m(2) = m(3)mLC.
Here we require that m(3) to be the solution of the pure ∂-problem, hence no jump, and mLC
solution of the localized RHP Problem 5.1 below with the jump matrix vLC = v(3). The current
section focuses on finding mLC.
Problem 5.1. Find a 2× 2 matrix-valued function mLC(z;x, t), analytic on C \ Σ(3), with the
following properties:
(1) mLC(z;x, t)→ I as |z| → ∞ in C \ (Σ(3) ∪ Γ), where I is the 2× 2 identity matrix,
(2) mLC(z;x, t) is analytic for z ∈ C \ (Σ(3) ∪ Γ) with continuous boundary values mLC± on
Σ(3) ∪ Γ,
(3) The jump relation mLC+ (z;x, t) = m
LC− (z;x, t)vLC(z) holds on Σ(3) ∪ Γ, where
vLC(z) = v(3)(z).
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Remark 5.2. Comparing the jump condition on Σ(2) and Σ(3), we note that the interpolation
defined through (4.13) introduces a new jump on Σ
(3)
9 with the jump matrix given by
(5.2) v9 =

I, z ∈ (−i(z0/2) tan(π/24), i(z0/2) tan(π/24))(
1 (R+5 −R−5 )e−2iθ
0 1
)
, z ∈ (i(z0/2) tan(π/24) − z0/2, iz0/(2√3)− z0/2)
(
1 (R−6 −R+6 )e−2iθ
0 1
)
, z ∈ (i(z0/2) tan(π/24) + z0/2, iz0/(2√3) + z0/2)
(
1 0
(R+7 −R−7 )e2iθ 1
)
z ∈ (−i(z0/2) tan(π/24) − z0/2,−iz0/(2√3)− z0/2)
(
1 0
(R−8 −R+8 )e2iθ 1
)
, z ∈ (−i(z0/2) tan(π/24) + z0/2,−iz0/(2√3) + z0/2)
Figure 5.1. Σ(3)
−z0 z0
Σ
(3)
1Σ
(3)
2
Σ
(3)
3 Σ
(3)
4
Σ
(3)
5
Σ
(3)
7
Σ
(3)
6
Σ
(3)
8
Σ
(3)
9 Σ
(3)
10
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Figure 5.2. Σ(3) ∪ Γ
−z0 z0
Σ
(3)
1Σ
(3)
2
Σ
(3)
3 Σ
(3)
4
Σ
(3)
5
Σ
(3)
7
Σ
(3)
6
Σ
(3)
8
Σ
(3)
9 Σ
(3)
10
For some fixed ε > 0, we define
Lε = {z : z = uz0eiπ/6, 0 ≤ u ≤ 1/
√
3}
∪ {z : z = uz0ei5π/6, 0 ≤ u ≤ 1/
√
3}
∪ {z : z = z0 + uz0eiπ/6, ε ≤ u < +∞}
∪ {z : z = −z0 + uz0e5iπ/6, ε ≤ u < +∞}
Σ′ =
(
Σ(3) \ (Lε ∪ L∗ε ∪ Σ(3)9 ∪ Σ(3)10 )
)
∪ (±γℓ) ∪ (±γ∗ℓ ) .
Figure 5.3. Σ′
−z0 z0
Re(iθ) > 0
Re(iθ) < 0
Re(iθ) < 0
Re(iθ) > 0
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Here Σ′ is the black portion of the contour Σ(3) ∪ Γ given in Figure 5.2. Now we decompose
w
(3)
θ = v
(3)
θ − I into two parts:
(5.3) w
(3)
θ = w
e + w′
where w′ = w(3)θ ↾Σ′ and w
e = w
(3)
θ ↾(Σ(3)∪Γ)\Σ′ .
Near ±z0, we write
Reiθ(z;x, t) =
1
2
(Imz)
(
1
1 + z20
)(
z20
(Rez)2 + (Imz)2
− 1
)
and set
(5.4) τ =
tz0
1 + z20
.
On Lε, away from ±z0, for i = 1, 2, 7, 8 we estimate:
(5.5)
∣∣∣Rie2iθ∣∣∣ ≤ Cre−kετ ,
Similarly, on L∗ε for j = 3, 4, 5, 6
(5.6)
∣∣∣Rje−2iθ∣∣∣ ≤ Cre−kετ .
Also notice that on Σ
(3)
9 and Σ
(3)
10 by the construction of K(φ) and v9, one obtains
(5.7) |v9 − I| . e−cτ .
Combining Remark 3.4 with the discussion above we conclude that
(5.8) |we| . e−cτ
Proposition 5.3. There exists a 2× 2 matrix E1(x, t; z) with
E1(x, t; z) = I +O
(
e−ct
)
,
such that
(5.9) mLC(x, t; z) = E1(x, t; z)m
LC
∗ (x, t; z)
where mLC∗ (x, t; z) solves the RHP with jump contour Σ′ given in Figure 5.3 and jump matrices
v′ = I + w′.
Proof. We will later show the existence of mLC∗ (x, t; z) and
∥∥mLC∗ (x, t; z)∥∥L∞ is finite. Assuming
this, it is easy to see that on (Σ(3) ∪ Γ) \ Σ′, E1 satisfies the following jump condition:
E1+ = E1−
(
mLC∗ (1 + w
e)
(
mLC∗
)−1)
.
Using (5.8) the conclusion follows from solving a small norm Riemann-Hilbert problem (see the
solution to Problem 5.11 for detail). 
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Figure 5.4. Σ′ = ΣA′ ∪ ΣB′ ∪±γℓ ∪ γ∗ℓ
−z0 z0
ΣA′ ΣB′
CB CA
γℓ−γ∗ℓ
−γℓ γ∗ℓ
5.1. Construction of parametrix. In this subsection we construct mLC∗ needed in the proof
of Proposition 5.3. To achieve this, we need the solutions of the following three exactly solvable
RHPs:
Problem 5.4. Find a matrix-valued functionm(br)(z;x, t) on C\Σ with the following properties:
(1) m(br)(z;x, t)→ I as |z| → ∞,
(2) m(br)(z;x, t) is analytic for z ∈ C \ (±γℓ ∪ ±γ∗ℓ ) with continuous boundary values
m
(br)
± (z;x, t).
(3) On ±γℓ ∪ ±γ∗ℓ , let δ(z) be the solution to Problem 3.1 and we have the following jump
conditions m
(br)
+ (z;x, t) = m
(br)
− (z;x, t)e−iθ adσ3v(br)(z) where
e−iθ ad σ3v(br)(z) =

 1 0cℓδ(zℓ)−2
z − zℓ e
2iθ 1
 z ∈ γℓ,
 1 cℓδ(zℓ)2z − zℓ e−2iθ
0 1
 z ∈ γ∗ℓ
 1 −cℓ δ(−zℓ)2z + zℓ e−2iθ
0 1
 z ∈ −γℓ,
 1 0−cℓ δ(−zℓ)−2e2iθ
z + zℓ
1
 z ∈ −γ∗ℓ .
Problem 5.5. Find a matrix-valued functionmA
′
(z;x, t) on C\Σ′A with the following properties:
(1) mA
′
(z;x, t)→ I as z →∞.
(2) mA
′
(z;x, t) is analytic for z ∈ C \Σ′A with continuous boundary values mA
′
± (z;x, t).
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(3) On Σ′A we have the following jump conditions
mA
′
+ (z;x, t) = m
A′
− (z;x, t)e
−iθ adσ3vA
′
(z)
where vA
′
= v(2) ↾Σ′A .
Problem 5.6. Find a matrix-valued functionmB
′
(z;x, t) on C\Σ′B with the following properties:
(1) mB
′
(z;x, t)→ I as z →∞.
(2) mB
′
(z;x, t) is analytic for z ∈ C \ Σ′B with continuous boundary values mB±(z;x, t).
(3) On Σ′B we have the following jump conditions
mB
′
+ (z;x, t) = m
B
−(z;x, t)e
−iθ adσ3vB
′
(z)
where vB = v(2) ↾Σ′
B
.
We first study the solution to Problem 5.4. Since this problem consists of only discrete data,
(2.39) reduces to a linear system. More explicitly, we have a closed system:
(
µ11(zl) µ12(zl)
µ21(zl) µ22(zl)
)
= I +

µ12(zl)clδ(zℓ)
−2e2iθ(zl)
zl − zl −
µ11(zl)clδ(zℓ)
2e−2iθ(zl)
zl − zl
µ22(zl)clδ(zℓ)
−2e2iθ(zl)
zl − zl −
µ21(zl)clδ(zℓ)
2e−2iθ(zl)
zl − zl

(5.10)
+

−µ12(−zl)clδ(−zℓ)
−2e2iθ(−zl)
zl + zl
µ11(−zl)clδ(−zℓ)2e−2iθ(−zj)
zl + zl
−µ22(−zl)clδ(−zℓ)
−2e2iθ(−zl)
zl + zl
µ21(−zl)clδ(−zℓ)2e−2iθ(−zl)
zl + zl
 ,
(
µ11(−zl) µ12(−zl)
µ21(−zl) µ22(−zl)
)
= I +

µ12(zl)clδ(zℓ)
−2e2iθ(zl)
−zl − zl −
µ11(zl)clδ(zℓ)
2e−2iθ(zl)
−zl − zl
µ22(zl)clδ(zℓ)
−2e2iθ(zl)
−zl − zl −
µ21(zl)clδ(zℓ)
2e−2iθ(zl)
−zl − zl

(5.11)
+

−µ12(−zl)clδ(−zℓ)
−2e2iθ(−zl)
−zl + zl
µ11(−zl)clδ(−zℓ)2e−2iθ(−zj)
−zl + zl
−µ22(−zl)clδ(−zℓ)
−2e2iθ(−zl)
−zl + zl
µ21(−zl)clδ(−zℓ)2e−2iθ(−zl)
−zl + zl
 .
Given that
δ(z) =
(
δ(z)
)−1
,
the Schwarz invariant condition of the jump matrices e−iθ adσ3v(br)(z) is satisfied and the solv-
ability of this linear system (5.10)-(5.11) follows. And we arrive at the following expressions:
(5.12) mbr(0) =
(
mbr11(0) m
br
12(0)
mbr21(0) m
br
22(0)
)
where
mbr11(0) = m
br
22(0)
SINE-GORDON EQUATION 49
=
(
1− |clδ(zℓ)
−2e2iθ(zl)|2
4zℓzℓ
− |clδ(zℓ)
−2e2iθ(zl)|2
(zℓ − zℓ)2
)2
−
(
clδ(zℓ)
−2e2iθ(zl)
2zℓ
+
clδ(zℓ)
2e−2iθ(zl)
2zℓ
)2
(
1− |clδ(zℓ)
−2e2iθ(zl)|2
4zℓzℓ
− |clδ(zℓ)
−2e2iθ(zl)|2
(zℓ − zℓ)2
)2
+
(
clδ(zℓ)
−2e2iθ(zl)
2zℓ
+
clδ(zℓ)
2e−2iθ(zl)
2zℓ
)2
mbr21(0) = −mbr12(0)
= −
2
(
clδ(zℓ)
−2e2iθ(zl)
2zℓ
+
clδ(zℓ)
2e−2iθ(zl)
2zℓ
)(
1− |clδ(zℓ)
−2e2iθ(zl)|2
4zℓzℓ
− |clδ(zℓ)
−2e2iθ(zl)|2
(zℓ − zℓ)2
)
(
1− |clδ(zℓ)
−2e2iθ(zl)|2
4zℓzℓ
− |clδ(zℓ)
−2e2iθ(zl)|2
(zℓ − zℓ)2
)2
+
(
clδ(zℓ)
−2e2iθ(zl)
2zℓ
+
clδ(zℓ)
2e−2iθ(zl)
2zℓ
)2 .
Recall that
zℓ = ρℓe
iωℓ = ξℓ + iηℓ
We split θ(x, t; zn) into real and imaginary parts,
θ(x, t; zℓ) = θR(x, t; zℓ) + iθI(x, t; zℓ),
with θR(x, t; ξℓ, ηℓ) = −1
4
[(
ηℓ +
ηℓ
ξ2ℓ + η
2
ℓ
)
x+
(
ηℓ − ηℓ
ξ2ℓ + η
2
ℓ
)
t
]
,
θI(x, t; ξℓ, ηℓ) =
1
4
[(
ξℓ +
ξℓ
ξ2ℓ + η
2
ℓ
)
x+
(
ξℓ − ξℓ
ξ2ℓ + η
2
ℓ
)
t
]
.
(5.13)
Therefore,
1− |clδ(zℓ)
−2e2iθ(zl)|2
4zℓzℓ
− |clδ(zℓ)
−2e2iθ(zl)|2
(zℓ − zℓ)2 = e
2θR
(
e−2θR +
ξ2ℓ |clδ(zℓ)−2|2e2θR
4η2ℓ (ξ
2
ℓ + η
2
ℓ )
)
=
ξℓ|clδ(zℓ)−2|e2θR
2ηℓ
√
ξ2ℓ + η
2
ℓ
2 cosh
2θR(x, t; ξℓ, ηℓ) + log
 ξℓ|clδ(zℓ)−2|
2ηℓ
√
ξ2ℓ + η
2
ℓ

clδ(zℓ)
−2e2iθ(zl)
2zℓ
+
clδ(zℓ)
2e−2iθ(zl)
2zℓ
=
|clδ(zℓ)−2|e2θR
2
√
ξ2ℓ + η
2
ℓ
2 cos
(
2θI(x, t; ξℓ, ηℓ) + arg
(
clδ(zℓ)
−2)− arctan(ηℓ
ξℓ
))
(5.14)
Finally,
cos(u) =1−
8
η2ℓ
ξ2ℓ
sech [2θR(x, t; zℓ) + hℓ]
2 cos [2θI(x, t; zℓ) + αℓ]
2
(
1 +
η2ℓ
ξ2
ℓ
sech [2θR(x, t; zn) + hℓ]
2 cos [2θI(x, t; zℓ) + αℓ]
2
)2 ,(5.15)
sin(u) =− 4ηℓ
ξℓ
sech [2θR(x, t; zℓ) + hℓ] cos [2θI(x, t; zℓ) + αℓ](5.16)
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×
(
1− η
2
ℓ
ξ2ℓ
sech [2θR(x, t; zℓ) + hℓ]
2 cos [2θI(x, t; zℓ) + αℓ]
2
)
(
1 +
η2ℓ
ξ2ℓ
sech [2θR(x, t; zℓ) + hℓ]
2 cos [2θI(x, t; zℓ) + αℓ]
2
)2 ,
with
2θR(x, t; zℓ) =− ηℓ
2
[(
1 +
1
ρ2ℓ
)
x+
(
1− 1
ρ2ℓ
)
t
]
,
2θI(x, t; zℓ) =
ξℓ
2
[(
1 +
1
ρ2ℓ
)
x+
(
1− 1
ρ2ℓ
)
t
]
,
hℓ =log
 ξℓ|clδ(zℓ)−2|
2ηℓ
√
ξ2ℓ + η
2
ℓ
 ,
αℓ =arg
(
clδ(zℓ)
−2)− arctan(ηℓ
ξℓ
)
.
(5.17)
We then find the solution to Problem 5.5 and Problem 5.6. We mention that unlike solving
the model problem related to the NLS RHP, in this place scaling does not directly lead to the
exactly solvable models. So we give the complete picture. Extend the contours ΣA′ and ΣB′ to
(5.18a) Σ̂A′ = {z = −z0 + z0ue±iπ/6 : −∞ < u <∞},
(5.18b) Σ̂B′ = {z = z0 + z0ue±i5π/6 : −∞ < u <∞}
respectively and define vˆA
′
, vˆB
′
on Σ̂A′ , Σ̂B′ through
(5.19a) vˆA =
{
vA
′
(z), z ∈ ΣA′ ⊂ Σ̂A′ ,
0, z ∈ Σ̂A′ \ ΣA′ ,
(5.19b) vˆB
′
=
{
vB
′
(z), z ∈ ΣB′ ⊂ Σ̂B′
0, z ∈ Σ̂B′ \ΣB′ .
Figure 5.5. ΣA,ΣB
0
Σ1AΣ
2
A
Σ3A Σ
4
A
0
Σ1BΣ
2
B
Σ3B Σ
4
B
Let ΣA and ΣB denote the contours
{z = z0ue±iπ/6 : −∞ < u <∞}
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with the same orientation as those of ΣA′ and ΣB′ respectively. On Σ̂A′ (Σ̂B′) we carry out the
following change of variable
z 7→ ζ =
√
2t
(1 + z20)z0
(z ± z0)
and introduce the scaling operators
(5.20a)

NA : L
2(Σ̂A′)→ L2(ΣA)
f(z) 7→ (NAf)(z) = f
(√
(1 + z20)z0
2t
ζ − z0
)
,
(5.20b)

NB : L
2(Σ̂B′)→ L2(ΣB)
f(z) 7→ (NBf)(z) = f
(√
(1 + z20)z0
2t
ζ + z0
)
.
We also define
(5.21) 1A = 1 ↾ΣA , 1B = 1 ↾ΣB
We first consider the case ΣB . The rescaling gives
NB
(
eχ(z0)η(z; z0)e
−itθ
)
= δ0Bδ
1
B(ζ)
with
δ0B = (8τ)
−iκ/2e−iτeχ(z0)η0(z0)
δ1B(ζ) = ζ
iκ
 2z0√
(1 + z20)z0
2t
ζ + 2z0

iκ
exp
[
(−iζ2/4)
(
1− z
4
0√
2ξ4
√
τ
ζ
)]
.
where
ξ = z0 + k
√
(1 + z20)z0
2t
ζ, 0 < k < 1.
Note that δ0B(z) is independent of z and that |δ0B(z)| = 1. Set
∆0B = (δ
0
B)
σ3
wB(ζ) = (∆0B)
−1(NBwˆB
′
)∆0B
and define the operator B : L2(ΣB)→ L2(ΣB)
B = CwB
= C+
(
·(∆0B)−1(NBwˆB
′
− )∆
0
B
)
+C−
(
·(∆0B)−1(NBwˆB
′
+ )∆
0
B
)
.
On
LB ∪ LB = {z = uz0
√
2t
(1 + z20)z0
e−iπ/6 : −ε < u < ε}
∪ {z = uz0
√
2t
(1 + z20)z0
eiπ/6 : −ε < u < ε}
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From the list of entries stated in (4.5), (4.8), (4.10) and (4.12), we have(
(∆0B)
−1
(
NBwˆ
B′
−
)
∆0B
)
(ζ) =
(
0 0
−r(z0)δ1B(ζ)−2 0
)
,(5.22)
(
(∆0B)
−1
(
NBwˆ
B′
−
)
∆0B
)
(ζ) =
 0 0r(z0)
1 + |r(z0)|2 δ
1
B(ζ)
−2 0
 ,(5.23)
(
(∆0B)
−1
(
NBwˆ
B′
+
)
∆0B
)
(ζ) =
(
0 −r(z0)δ1B(ζ)2
0 0
)
,(5.24)
(
(∆0B)
−1
(
NBwˆ
B′
+
)
∆0B
)
(ζ) =
 0 r(z0)1 + |r(z0)|2 δ1B(ζ)2
0 0
 .(5.25)
Lemma 5.7. Let ν be a small but fixed positive number with 0 < 2ν < 1. Then∣∣∣δ1B(ζ)±2 − ζ±2iκe∓iζ2/2∣∣∣ ≤ c|e∓iνζ2/2ζ3|τ−1/2
and as a consequence
(5.26)
∥∥∥δ1B(ζ)±2 − ζ±2iκe∓iζ2/2∥∥∥
L1∩L2∩L∞
≤ cτ−1/2
where the ± sign corresponds to ζ ∈ LB and ζ ∈ LB respectively. Moreover,
(5.27)
∣∣∣ζ±2iκe∓iζ2/2∣∣∣ . ∣∣∣e∓iνζ2/2∣∣∣ e−ε2(1−ν)τ . ∣∣∣e∓iνz2/2∣∣∣ τ−1/2
where the ± sign corresponds to ζ ∈ (Σ1B ∪ Σ3B) \ LB and ζ ∈ (Σ2B ∪ Σ4B) \ LB respectively.
Proof. We only deal with the − sign. One can write
δ1B(ζ)
−2 − ζ−2iκeiζ2/2
= eiνζ
2/2
eiνζ2/2

 2z0√
(1 + z20)z0
2t
ζ + 2z0

−2iκ
ζ−2iκ exp
[
(i(1 − 2ν)ζ2/2)
(
1− z
4
0√
2(1− 2ν)ξ4√τ ζ
)]
−ζ−2iκei(1−2ν)ζ2/2
])
.
Each of the terms in the expression above is uniformly bounded for fixed z0 ( [14, Appendix ]).
Following the proof of [22, Lemma 3.35], we estimate∣∣∣∣∣∣∣∣e
iνζ2/2

 2z0√
(1 + z20)z0
2t
ζ + 2z0

−2iκ
− 1

∣∣∣∣∣∣∣∣ ≤ c|e
iνζ2/2|τ−1/2
and ∣∣∣∣∣∣∣∣e
iνζ2/2ζ−2iκ
e(i(1−2ν)ζ
2/2)

1−
z40√
2(1− 2ν)ξ4√τ ζ


− ei(1−2ν)ζ2/2

∣∣∣∣∣∣∣∣
≤ c|eiνζ2/2|τ−1/2
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as desired. And the inequality in (5.27) is an easy consequence of (5.5)-(5.6). 
We then consider the case ΣA. Again the rescaling gives
NA
(
eχ(z0)η(z; z0)e
−itθ
)
= δ0Aδ
1
A(ζ)
with
δ0A = (8τ)
iκ/2eiτ eχ(−z0)η0(−z0)
δ1A(ζ) = ζ
−iκ
 2z0√
(1 + z20)z0
2t
ζ + 2z0

−iκ
e
(iζ2/4)

1+
z40√
2ξ4
√
τ
ζ


.
Note that δ0A is independent of ζ and that |δ0A| = 1. Set
∆0A = (δ
0
A)
σ3
wA(ζ) = (∆0A)
−1(NAwˆA
′
)∆0A
and define the operator A : L2(ΣA)→ L2(ΣA)
A = C(∆0A)−1(NAwˆA
′)∆0A
= C+
(
·(∆0A)−1(NAwˆA
′
− )∆
0
A
)
+ C−
(
·(∆0A)−1(NAwˆA
′
+ )∆
0
A
)
.
On
LA ∪ LA = {z = uz0
√
2t
(1 + z20)z0
e−i5π/6 : −ε < u < ε}
∪ {z = uz0
√
2t
(1 + z20)z0
ei5π/6 : −ε < u < ε}
we have from the list of entries stated in (4.6), (4.7), (4.9) and (4.11)(
(∆0A)
−1
(
NAwˆ
A′
−
)
∆0A
)
(z) =
(
0 0
−r(−z0)δ1A(z)−2 0
)
,(5.28)
(
(∆0A)
−1
(
NAwˆ
A′
−
)
∆0A
)
(z) =
 0 0r(−z0)
1 + |r(z0)|2 δ
1
A(z)
−2 0
 ,(5.29)
(
(∆0A)
−1
(
NAwˆ
A′
+
)
∆0A
)
(z) =
(
0 −r(−z0)δ1A(z)2
0 0
)
,(5.30)
(
(∆0A)
−1
(
NAwˆ
A′
+
)
∆0A
)
(z) =
 0 r(−z0)1 + |r(z0)|2 δ1A(z)2
0 0
 .(5.31)
Lemma 5.8. Let ν be a small but fixed positive number with 0 < 2ν < 1. Then∣∣∣δ1A(ζ)±2 − (−ζ)∓2iκe±iζ2/2∣∣∣ ≤ c|e±iνζ2/2|τ−1/2
and as a consequence,
(5.32)
∥∥∥δ1A(ζ)±2 − (−ζ)∓2iκe±iζ2/2∥∥∥
L1∩L2∩L∞
≤ cτ−1/2
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where the ± sign corresponds to ζ ∈ LA and ζ ∈ LA respectively. Moreover,
(5.33)
∣∣∣(−ζ)±2iκe∓iζ2/2∣∣∣ . ∣∣∣e∓iνz2/2∣∣∣ e−ε2(1−ν)τ . ∣∣∣e∓iνz2/2∣∣∣ τ−1/2
where the ± sign corresponds to ζ ∈ (Σ2A ∪Σ3A) \ LA and ζ ∈ (Σ1A ∪ Σ4A) \ LA respectively.
We now define
wA
0
(ζ) = lim
τ→∞(∆
0
A)
−1(NAwˆA
′
)∆0A(ζ),
wB
0
(ζ) = lim
τ→∞(∆
0
B)
−1(NBwˆB
′
)∆0B(ζ),
A0 = C+(·wA0− ) + C−(·wA
0
+ ),
B0 = C+(·wB0− ) + C−(·wB
0
+ ).
Proposition 5.9.
(5.34)
∥∥(1A −A)−1∥∥L2(ΣA) , ∥∥(1B −B)−1∥∥L2(ΣB) ≤ c
as τ →∞.
Proof. From Lemma 5.7 and Lemma 5.8, it is easily seen that
(5.35)
∥∥A−A0∥∥
L2(ΣA)
,
∥∥B −B0∥∥
L2(ΣB)
≤ cτ−1/2.
We will only establish the boundedness of (1B − B)−1 since the case for (1A −A)−1 is similar.
From Lemma 5.7 we deduce that on ΣB
wB
0
(ζ) =

(
0 0
−r(z0)ζ−2iκeiζ2/2 0
)
, ζ ∈ Σ1B,
 0 r(z0)1 + |r(z0)|2 ζ2iκe−iζ2/2
0 0
 , ζ ∈ Σ2B ,
 0 0r(z0)
1 + |r(z0)|2 ζ
−2iκeiζ2/2 0
 , ζ ∈ Σ3B ,
(
0 −r(z0)ζ2iκe−iζ2/2
0 0
)
, ζ ∈ Σ4B.
(5.36)
Setting
vB
0
(ζ) = I + wB
0
(ζ)
we first notice that after contour reorientation, vB
0
(ζ) is precisely the jumps of the exactly
solvable parabolic cylinder problem. The solution of this problem is standard and can be found
in [8, Appendix A]. More importantly, vB
0
(ζ) satisfies the Schwarz invariant condition:
vB
0
(ζ) = vB
0
(ζ)†
which will guarantee the uniqueness of the solution. By standard arguments in [68] and [20, Sec
7.5], this implies the existence and boundedness of the resolvent operator (1B −B0)−1. And the
boundedness of (1B −B)−1 is a consequence of (5.35) and the second resolvent identity. 
SINE-GORDON EQUATION 55
Indeed, for ζ ∈ ΣB we let
(5.37) mB
0
(ζ) = I +
1
2πi
∫
ΣB
(
(1B −B0)−1I
)
(s)wB
0
(s)
s− ζ ds
then mB
0
(ζ) solves the following Riemann-Hilbert problem{
mB
0
+ (ζ) = m
B0− (ζ)vB
0
(ζ), ζ ∈ ΣB
mB
0
(ζ) → I, ζ →∞(5.38)
In the large ζ expansion,
mB
0
(ζ) = I − m
B0
1
ζ
+O(ζ−2), ζ →∞
thus
mB
0
1 =
1
2πi
∫
ΣB
(
(1B −B)−1I
)
(s)wB
0
(s)ds.
Similarly, setting
(5.39) mB(ζ) = I +
1
2πi
∫
ΣB
(
(1B −B)−1I
)
(s)wB(s)
s− ζ ds
then mB(ζ) solves the following Riemann-Hilbert problem{
mB+(ζ) = m
B−(ζ)vB(ζ), ζ ∈ ΣB
mB(ζ) → I, ζ →∞(5.40)
Here vB(ζ) = I +wB(ζ) where wB(ζ) is given by (5.22)-(5.25). In the large ζ expansion,
mB(ζ) = I − m
B
1
ζ
+O(ζ−2), ζ →∞
thus
mB1 =
1
2πi
∫
ΣB
(
(1B −B)−1I
)
(s)wB(s)ds.
Setting wd = wB − wB0 , a simple computation shows that∫
ΣB
(
(1B −B)−1I
)
wB −
∫
ΣB
(
(1B −B0)−1I
)
wB
0
=
∫
ΣB
wd +
∫
ΣB
(
(1B −B0)−1(CwdI)
)
wB
+
∫
ΣB
(
(1B −B0)−1(B0I)
)
wd
+
∫
ΣB
(
(1B −B0)−1Cwd(1B −B)−1
)
(B(I))wB
= I + II + III + IV.
From Lemma 5.7 and Proposition 5.9, it is clear that
|I| . τ−1/2,
|II| ≤ ∥∥(1B −B0)−1∥∥L2(ΣB) ‖CwdI‖L2(ΣB) ∥∥wB∥∥L2(ΣB)
. τ−1/2,
|III| ≤ ∥∥(1B −B0)−1∥∥L2(ΣB) ∥∥B0I∥∥L2(ΣB) ∥∥∥wd∥∥∥L2(ΣB)
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. τ−1/2.
For the last term
|IV| ≤ ∥∥(1B −B0)−1∥∥L2(ΣB) ∥∥(1B −B)−1∥∥L2(ΣB) ‖Cwd‖L2(ΣB)
× ‖B(I)‖L2(ΣB)
∥∥wB∥∥
L2(ΣB)
≤ c
∥∥∥wd∥∥∥
L∞(ΣB)
∥∥wB∥∥2
L2(Σ(3))
. τ−1/2.
So we conclude that
(5.41)
∣∣∣∣∫
ΣB
(
(1B −B)−1I
)
wB −
∫
ΣB
(
(1B −B0)−1I
)
wB
0
∣∣∣∣ . τ−1/2.
Clearly there is a parallel case for ΣA:
(5.42)
∣∣∣∣∫
ΣA
(
(1A −A)−1I
)
wA −
∫
ΣA
(
(1A −A0)−1I
)
wA
0
∣∣∣∣ . τ−1/2.
The explicit form of mB
0
1 is given as follows (see [8, Appendix A]) :
(5.43) mB
0
1 =
(
0 −iβ12
iβ21 0
)
where
β12 =
√
2πeiπ/4e−πκ/2
r(z0)Γ(−iκ) , β21 =
−√2πe−iπ/4e−πκ/2
r(z0)Γ(iκ)
and Γ(z) is the Gamma function. Recall that on ΣB, ζ =
√
2t
(1 + z20)z0
(z − z0), thus by (5.41),
we have
(5.44)
∣∣∣∣∣mB1ζ − mB
0
1
ζ
∣∣∣∣∣ . 1t(z − z0) .
Using the explicit form of wB
0
given by (5.36), symmetry reduction given by (2.15) and their
analogue for wA
0
, we verify that
(5.45) vA
0
(z) = σ3vB
0(−z)σ3
which in turn implies by uniqueness that
(5.46) mA
0
(z) = σ3mB
0
(−z)σ3
and from this we deduce that
mA
0
1 = −σ3mB01 σ3(5.47)
=
(
0 iβ12
−iβ21 0
)
.
We also have an analogue of (5.44) for mA
0
1 :
(5.48)
∣∣∣∣∣mA1ζ − mA
0
1
ζ
∣∣∣∣∣ . 1τ(z + z0) .
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Collecting all the computations above, we write down the asymptotic expansions of solutions to
Problem 5.5 and Problem 5.6 respectively.
Proposition 5.10. Setting ζ =
√
2t
(1 + z20)z0
(z + z0), the solution to RHP Problem 5.5 m
A′
admits the following expansion:
(5.49) mA
′
(z(ζ);x, t) = I +
1
ζ
(
0 i(δ0A)
2β12
−i(δ0A)−2β21 0
)
+O(τ−1).
Similarly, setting
√
2t
(1 + z20)z0
(z−z0), the solution to RHP Problem 5.6 mB′ admits the following
expansion:
(5.50) mB
′
(z(ζ);x, t) = I +
1
ζ
(
0 −i(δ0B)2β12
i(δ0B)
−2β21 0
)
+O(τ−1).
Now we construct mLC1 needed in the proof of Proposition 5.3. In Figure 5.4, we let ρ be the
radius of the circle CA (CB) centered at z0 (−z0). We seek a solution of the form
(5.51) mLC∗ (z) =

E2(z)m
(br)(z) |z ± z0| > ρ
E2(z)m
(br)(z)mA
′
(z) |z + z0| ≤ ρ
E2(z)m
(br)(z)mB
′
(z) |z − z0| ≤ ρ
Since m(br), mA
′
and mB
′
solve Problem 5.4, Problem 5.5 and Problem 5.6 respectively, we can
construct the solution mLC∗ (z) if we find E2(z). Indeed, E2 solves the following Riemann-Hilbert
problem:
Problem 5.11. Find a matrix-valued function E2(z) on C \ (CA ∪ CB) with the following
properties:
(1) E2(z)→ I as z →∞,
(2) E2(z) is analytic for z ∈ C \ (CA ∪CB) with continuous boundary values E2±(z).
(3) On CA ∪ CB , we have the following jump conditions
E2+(z) = E2−(z)v(E)(z)
where
(5.52) v(E)(z) =
{
m(br)(z)mA
′
(z(ζ))m(br)(z)−1, z ∈ CA
m(br)(z)mB
′
(z(ζ))m(br)(z)−1, z ∈ CB
Setting
η(z) = E2−(z)
then by the standard theory, we have the following singular integral equation
η = I + Cv(E)η
where the singular integral operator is defined by:
Cv(E)η = C
−
(
η
(
v(E) − I
))
.
We first deduce from (5.49)-(5.50) that
(5.53)
∥∥∥v(E) − I∥∥∥
L∞
. t−1/2
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hence the operator norm of Cv(E)
(5.54) ‖Cv(E)f‖L2 ≤ ‖f‖L2
∥∥∥v(E) − I∥∥∥
L∞
. t−1/2.
Then the resolvent operator (1 − Cv(E))−1 can be obtained through Neumann series and we
obtain the unique solution to Problem 5.11:
(5.55) E2(z) = I +
1
2πi
∫
CA∪CB
(1 + η(s))(v(E)(s)− I)
s− z ds
Letting z → 0 and using the bound on the operator norm (5.54), we obtain
E2(0) = I +
1
2πi
∫
CA∪CB
(1 + η(s))(v(E)(s)− I)
s
ds(5.56)
= I +
1
2πi
∫
CA∪CB
(v(E)(s)− I)
s
ds+O(t−1).(5.57)
Given the form of v(E) in (5.52) and the asymptotic expansions (5.49)-(5.50), an application of
Cauchy’s integral formula leads to
E2(0) = I +
1
z0
√
2t
(1 + z20)z0
m(br)(z0)
(
0 i(δ0B)
2β12
−i(δ0B)−2β21 0
)
m(br)(z0)
−1(5.58)
+
1
z0
√
2t
(1 + z20)z0
m(br)(−z0)
(
0 −i(δ0A)2β12
i(δ0A)
−2β21 0
)
m(br)(−z0)−1
+O(t−1).
We now completed the construction of the matrix-valued function E2(z) hence m
LC∗ (x, t; z).
Combining this with Proposition 5.8, we obtain mLC(z) in (5.1).
6. The ∂-Problem
From (5.1) we have matrix-valued function
(6.1) m(3)(z;x, t) = m(2)(z;x, t)mLC(z;x, t)−1.
The goal of this section is to show that m(3) only results in an error term E with higher order
decay rate than the leading order term of the asymptotic formula. The computations and proofs
are standard. We follow [11, Section 5 ] with slight modifications.
Since mLC(z;x, t) is analytic in C \ (Σ(3) ∪ Γ), we may compute
∂m(3)(z;x, t) = ∂m(2)(z;x, t)mLC(z;x, t)−1
= m(2)(z;x, t) ∂R(2)(z)mLC(z;x, t)−1 (by (4.14))
= m(3)(z;x, t)mLC(z;x, t) ∂R(2)(z)mLC(z;x, t)−1 (by (6.1))
= m(3)(z;x, t)W (z;x, t)
where
(6.2) W (z;x, t) = mLC(z;x, t) ∂R(2)(z)mLC(z;x, t)−1.
We thus arrive at the following pure ∂-problem:
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Problem 6.1. Give r ∈ H1(R), find a continuous matrix-valued function m(3)(z;x, t) on C with
the following properties:
(1) m(3)(z;x, t)→ I as |z| → ∞.
(2) ∂m(3)(z;x, t) = m(3)(z;x, t)W (z;x, t).
It is well understood (see for example [1, Chapter 7]) that the solution to this ∂ problem
is equivalent to the solution of a Fredholm-type integral equation involving the solid Cauchy
transform
(Pf)(z) =
1
π
∫
C
1
ζ − z f(ζ) dζ
where d denotes Lebesgue measure on C. Also throughout this section, ζ refers to complex
numbers, not to be confused with ζ in the previous section.
Lemma 6.2. A bounded and continuous matrix-valued function m(3)(z;x, t) solves Problem
(6.1) if and only if
(6.3) m(3)(z;x, t) = I +
1
π
∫
C
1
ζ − zm
(3)(ζ;x, t)W (ζ;x, t) dζ.
Using the integral equation formulation (6.3), we will prove:
Proposition 6.3. Suppose that r ∈ H1(R). Then, for t ≫ 1, there exists a unique solution
m(3)(z;x, t) for Problem 6.1 with the property that
(6.4) m(3)(z;x, t) = m
(3)
1 (x, t) +m
(3)
2 (z;x, t)
with
(6.5) lim
z→0
m
(3)
2 (z;x, t) = 0.
Here
(6.6)
∣∣∣m(3)1 (x, t)∣∣∣ . (τ)−3/4
where the implicit constant in (6.6) is uniform for r in a bounded subset of H1(R) .
Proof. Given Lemmas 6.4–6.7, as in [49], we first show that, for large t, the integral operator
KW defined by
(KW f) (z) =
1
π
∫
C
1
ζ − z f(ζ)W (ζ) dζ
is bounded by
(6.7) ‖KW‖L∞→L∞ . (τ)−1/4
where the implied constants depend only on ‖r‖H1 . This is the goal of Lemma 6.6. It implies
that
(6.8) m(3) = (I −KW )−1I
exists as an L∞ solution of (6.3). We finally in Lemma 6.7 estimate (6.6) where the constants
are uniform in r belonging to a bounded subset of H1(R). Estimates (6.4), (6.6), and (6.7) result
from the bounds obtained in the next four lemmas. For (6.4), we can decompose m(3)(z;x, t):
m(3)(z;x, t) = I +
1
π
∫
C
1
ζ − zm
(3)(ζ;x, t)W (ζ;x, t) dζ
=
(
I +
1
π
∫
C
1
ζ
m(3)(ζ;x, t)W (ζ;x, t) dζ
)
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+
(
1
π
∫
C
1
ζ − zm
(3)(ζ;x, t)W (ζ;x, t) dζ − 1
π
∫
C
1
ζ
m(3)(ζ;x, t)W (ζ;x, t) dζ
)
= m
(3)
1 (x, t) +m
(3)
2 (z;x, t).
We set z = iσ and let σ → 0. Then near the origin, simple geometry gives∣∣∣∣ 1s− z
∣∣∣∣ = ∣∣∣∣ ss− z
∣∣∣∣ ∣∣∣∣1s
∣∣∣∣
=
∣∣∣∣ u2 + v2u2 + (v − σ)2
∣∣∣∣1/2 ∣∣∣∣ 1u2 + v2
∣∣∣∣1/2
≤ 2√
3
∣∣∣∣1s
∣∣∣∣ .
Dominated convergence theorem will lead to (6.5). 
For simplicity we only work with regions Ω8 and Ω3. For technical reasons we further divide
Ω3 into two parts. See Figure 6.1 below.
Figure 6.1. Four regions
z0 + 1z0
Σ−6 Σ
+
6
Σ1
Ω+8 Ω3,1 Ω3,2
Ω−8
Lemma 6.4.
(6.9)
∣∣∣∂R(2)1 e2iθ∣∣∣ .

(|p′1(Re(z))| + |z − z0|−1/2 + |ΞZ(z)|) e−|u||v|τ ; z ∈ Ω3,1(|p′1(Re(z))| + |z − z0|−1/2 + |ΞZ(z)|) e−|v|τ ; z ∈ Ω3,2
(6.10)
∣∣∣∂R(2)6 e−2iθ∣∣∣ .

(
|p′6(Re(z))| +
p6(Re(z))
|z| + |ΞZ(z)|
)
e−|v|τ ; z ∈ Ω−8
(|p′6(Re(z))| + |z − z0|−1/2 + |ΞZ(z)|) e−|u||v|τ ; z ∈ Ω+8
Proof. In Ω3, set z = (u+ z0) + iv and 0 ≤ v < u.
Re(2iθ) =
1
2
(Imz)
(
1
1 + z20
)(
z20
(Rez)2 + (Imz)2
− 1
)
t
=
1
2
v
(
1
1 + z20
)(−u2 − 2z0u− v2
(u+ z0)2 + v2
)
t
≤ −1
2
v
1
1 + z20
u2 + 2z0u
(u+ z0)2 + v2
t
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Near z0 we take
(6.11) Re(2iθ) ≤ − 1
1 + z20
z0uv
(u+ z0)2 + v2
t . −|u||v|τ
and away from z0, we take
(6.12) Re(2iθ) ≤ −1
2
v
1
1 + z20
u2
(u+ z0)2 + v2
t . −|v|τ
In Ω−8 , we set z = u+ iv and use the facts that u ≥ 0, v ≥ 0 and u2 + v2 ≤ z20/3 to deduce
−Re(2iθ) = −1
2
(Imz)
(
1
1 + z20
)(
z20
(Rez)2 + (Imz)2
− 1
)
t
= −1
2
v
(
1
1 + z20
)(
z20
u2 + v2
− 1
)
t
≤ − 1
1 + z20
vt
. −|v|τ
Finally, in Ω+8 , we set z = (u+ z0) + iv and notice that −z0/2 < u < 0 and |u| > |v|
−Re(2iθ) = −1
2
(Imz)
(
1
1 + z20
)(
z20
(Rez)2 + (Imz)2
− 1
)
t
=
1
2
v
(
1
1 + z20
)(
u2 + 2z0u+ v
2
(u+ z0)2 + v2
)
t
≤ 3
√
3− 1
4
√
3
z0
1 + z20
uv
(u+ z0)2 + v2
t
. −|u||v|τ
Estimates (6.9) and (6.10) then follow from Lemma 4.1. The quantities p′1(Re z) and p
′
6(Re z)
are all bounded uniformly for r in a bounded subset of H1(R).

Lemma 6.5. For the localized Riemann-Hilbert problem from Problem 5.1, we have∥∥mLC( · ;x, t)∥∥∞ . 1,(6.13) ∥∥mLC( · ;x, t)−1∥∥∞ . 1.(6.14)
All implied constants are uniform for r in a bounded subset of H1(R).
The proof of this lemma is a consequence of the previous section.
Lemma 6.6. Suppose that r ∈ H1(R). Then, the estimate (6.7) holds, where the implied
constants depend on ‖r‖H1 .
Proof. To prove (6.7), first note that
‖KW f‖∞ ≤ ‖f‖∞
∫
C
1
|z − ζ| |W (ζ)| dm(ζ)(6.15)
so that we need only estimate the right-hand integral. We will prove the estimate in the region
z ∈ Ω3 first. From (6.2), it follows
|W (ζ)| ≤ ∥∥mLC∥∥∞ ∥∥(mLC)−1∥∥∞ ∣∣∂R1∣∣ |e2iθ|.
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Setting z = α + iβ and ζ = (u + z0) + iv, the region Ω3,1 corresponds to u ≥ v ≥ 0. We then
have from (6.9) (6.13), and (6.14) that∫
Ω3,1
1
|z − ζ| |W (ζ)| dζ . I1 + I2 + I3
where
I1 =
∫ 1/√3
0
∫ 1
√
3v
1
|z − ζ| |p
′
1(u)|e−uvτ du dv,
I2 =
∫ 1/√3
0
∫ 1
√
3v
1
|z − ζ| |u+ iv|
−1/2 e−uvτ du dv,
I3 =
∫ 1/√3
0
∫ 1
√
3v
1
|z − ζ|
∣∣∂(ΞZ(ζ))∣∣ e−uvτ du dv.
It now follows from [8, proof of Proposition D.1] that
|I1|, |I2|, |I3| . (τ)−1/4.
It then follows that
(6.16)
∫
Ω3,1
1
|z − ζ| |W (ζ)| dζ . (τ)
−1/4
Similar stimates for the integrations over the remaining Ω+8 , prove
(6.17)
∫
Ω+8
1
|z − ζ| |W (ζ)| dζ . (τ)
−1/4.
Now we turn to region Ω−8 and write∫
Ω−8
1
|z − ζ| |W (ζ)| dζ . I1 + I2 + I3
where
I1 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|z − ζ| |p
′
6(u)|e−vτ du dv,
I2 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|z − ζ| |u+ iv|
−1/2 e−vτ du dv,
I3 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|z − ζ|
∣∣∂(ΞZ(ζ))∣∣ e−vτ du dv.
and set z = α+ iβ, then using the fact that∥∥∥∥ 1z − ζ
∥∥∥∥2
L2u(v,∞)
≤ π|v − β|
we estimate
|I1| .
∫ ∞
0
e−vτ
∫ ∞
√
3v
p′6(u)
|ζ − z|dudv
. ‖r‖H1
∫ ∞
0
e−vτ
|v − β|1/2 dv
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. τ−1/2.
For I2, we choose p > 2 and use Ho¨lder inequality to bound
|I2| .
∫ ∞
0
e−vτv1/p−1/2|v − β|1/q−1dv
=
∫ β
0
e−vτv1/p−1/2|v − β|1/q−1dv +
∫ ∞
β
e−vτv1/p−1/2|v − β|1/q−1dv
≤
∫ 1
0
β1/2e−βwτw1/p−1/2(1− w)1/q−1dw +
∫ ∞
β
e−vτ v1/p−1/2|v − β|1/q−1dv
. τ−1/2
∫ 1
0
w1/p−1(1− w)1/q−1dw +
∫ ∞
0
e−τww−1/2dw
. τ−1/2.
The estimate on I3 is similar to that of I1. So we arrive at
(6.18)
∫
Ω−8
1
|z − ζ| |W (ζ)| dζ . τ
−1/2.
Similar procedure gives the following estimate on Ω3,2
(6.19)
∫
Ω3,2
1
|z − ζ| |W (ζ)| dζ . τ
−1/2.
Combining (6.16)-(6.19) leads to (6.7). 
Lemma 6.7. The estimate (6.6) holds with constants uniform in r in a bounded subset of H1(R)
.
Proof. We have defined in (6.20)
(6.20) m
(3)
1 (x, t) = I +
1
π
∫
C
m(3)(ζ;x, t)W (ζ;x, t)
ζ
dζ.
From the representation formula (6.20), Lemma 6.6, and the remarks following, we have∣∣∣m(3)1 (x, t)∣∣∣ . I + ∫
C
|W (ζ;x, t)|
|ζ| dζ.
We will bound this integral by (τ)−3/4 modulo constants with the required uniformities. Again
we only work with Ω8 and Ω3 as shown in Figure 6.1. In Ω
−
8∫
Ω−8
|W (ζ;x, t)|
|ζ| dζ . I1 + I2 + I3
where
I1 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|ζ| |p
′
6(u)|e−vτ du dv,
I2 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|ζ|2 |p6(u)|e
−vτ du dv,
I3 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|ζ|
∣∣∂(ΞZ(ζ))∣∣ e−vτ du dv.
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For I1 we rewrite and apply the Cauchy-Schwarz inequality:
I1 =
∫ z0/(2√3)
0
∫ z0/2
√
3v
1
|ζ| |p
′
6(u)|e−vτ du dv
=
∫ z0/(2√3)
0
e−vτ
∫ z0/2
√
3v
|p′6(u)|
|u2 + v2|1/6
1
|u2 + v2|1/3 du dv
≤
∫ ∞
0
e−vτ
(∫ z0/2
0
|p′6(u)|2
|u|2/3 du
)1/2(∫ z0/2
√
3v
1
|v|4/3|1 + (u2/v2)|2/3 du
)1/2
dv
.
∫ ∞
0
e−vτ
(∫ ∞
√
3
1
|v|1/3|1 +w2|2/3 dw
)1/2
dv
≤
∫ ∞
0
e−vτ
6
√
v
dv
≤ τ−5/6.
Notice that under the change of variable z 7→ w = 1/z the term(∫ z0/2
0
|p′6(u)|2
|u|2/3 du
)1/2
≤
(∫ ∞
2/z0
|p′6(w)|2
|w|1/2 dw
)1/2
<∞.
For I2 we rewrite and apply Ho¨lder inequality with p = 4/3:
I2 =
∫ z0/(2√3)
0
e−vτ
∫ z0/2
√
3v
|p6(u)|
|u2 + v2|1/2
1
|u2 + v2|1/2 du dv
≤
∫ ∞
0
e−vτ
(∫ z0/2
0
|p6(u)|4
|u|4 du
)1/4(∫ z0/2
√
3v
1
|v|4/3|1 + (u2/v2)|2/3 du
)3/4
dv
.
∫ ∞
0
e−vτ
(∫ ∞
√
3
1
|v|1/3|1 +w2|3/4 dw
)3/4
dv
≤
∫ ∞
0
e−vτ
4
√
v
dv
≤ τ−3/4.
Notice that we have shown that r(z)/z is bounded near the origin in (2.93). Thus p6(u)/u is
bounded on the interval (0, z0/2). And
I3 . τ
−5/6
follows from the same argument as that of I1. So we establish
(6.21)
∫
Ω−8
|W (ζ;x, t)|
|ζ| dζ . τ
−3/4.
Given the fact that |ζ| ≥ z0/2, it then follows from [8, Proposition D.2] that∫
Ω+8
|W (ζ;x, t)|
|ζ| dζ . τ
−3/4,(6.22) ∫
Ω3,1
|W (ζ;x, t)|
|ζ| dζ . τ
−3/4.(6.23)
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We finally turn to region Ω3,2. In this region,∫
Ω3,2
|W (ζ;x, t)|
|ζ| dζ . I1 + I2 + I3
where
I1 =
∫ ∞
0
∫ ∞
z0+1
1
|ζ| |p
′
6(u)|e−vτ du dv,
I2 =
∫ ∞
0
∫ ∞
z0+1
1
|ζ − z0|−1/2
1
|ζ|e
−vτ du dv,
I3 =
∫ ∞
0
∫ ∞
z0+1
1
|ζ|
∣∣∂(ΞZ(ζ))∣∣ e−vτ du dv.
For I1 we rewrite and apply the Cauchy-Schwarz inequality:
I1 =
∫ ∞
0
∫ ∞
z0+1
1√
u2 + v2
|p′6(u)|e−vτ du dv,
.
∫ ∞
0
e−vτdv
. τ−1.
Similarly,
I2 =
∫ ∞
0
∫ ∞
z0+1
1
4
√
(u− z0)2 + v2
1√
u2 + v2
e−vτ du dv,
.
∫ ∞
0
e−vτ
(∫ ∞
1
1
u3/2
du
)
dv
. τ−1.
And
I3 . τ
−1
follows from the same argument as that of I1. So we establish
(6.24)
∫
Ω3,2
|W (ζ;x, t)|
|ζ| dζ . τ
−1.
Combining (6.21)-(6.24) we arrive at the inequality in (6.6). 
7. Long-Time Asymptotics inside the Light Cone
We now put together our previous results and formulate the long-time asymptotics of f(x, t)
in Region I. Undoing all transformations we carried out previously, we get back m:
(7.1) m(z;x, t) = m(3)(z;x, t)mLC(z; z0)R(2)(z)−1δ(z)σ3 .
By Proposition 2.9, the non-zero term in the small-z expansion for m(z;x, t) will formulate the
solution to the sine-Gordon equation. In the previous sections, we have proven:
Lemma 7.1. For z = iσ and σ → 0+, the following asymptotic relations hold
m(3)(0;x, t) = I +O
(
τ−3/4
)
(7.2)
mLC(0;x, t) = E1(0;x, t)m
LC
∗ (0;x, t)(7.3)
= E1(0;x, t)E2(0;x, t)m
(br)(0;x, t)
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=
(
I +O (e−cτ)) (I +O (τ−1/2))m(br)(0;x, t)
δ(0)σ3 =
(
(−1)l 0
0 (−1)−l
)
(7.4)
R(2)(z) = I
hold.
With Lemma 7.1, we arrive at the asymptotic formula under the reference frame with the
space speed as a breather:
vℓ =
x
t
=
1− ρ2ℓ
1 + ρ2ℓ
where ρℓ is indicated in Problem 3.3.
Proposition 7.2. The function
(7.5) cos f(x, t) = 1 + 2m(0;x, t)12m(0;x, t)21
takes the form
cos f(x, t) = 1 + 2m
(br)
12 (0;x, t)m
(br)
21 (0;x, t) +
Rcos
τ1/2
+O
(
(τ)−3/4
)
where m(br)(0;x, t) is given by (5.12) and
Rcos(x, t)
τ1/2
=
2√
tz0
1 + z20
[
−m(br)11 (−z0)2
(
i(δ0A)
2β12
)−m(br)12 (−z0)2 (i(δ0A)−2β21)(7.6)
+m
(br)
11 (z0)
2
(
i(δ0B)
2β12
)
+m
(br)
12 (z0)
2
(
i(δ0B)
−2β21
)]
m
(br)
21 (0)m
(br)
22 (0)
+
2√
tz0
1 + z20
[
m
(br)
21 (−z0)2
(
i(δ0A)
2β12
)
+m
(br)
12 (−z0)2
(
i(δ0A)
−2β21
)
−m(br)21 (z0)2
(
i(δ0B)
2β12
)−m(br)22 (z0)2 (i(δ0B)−2β21)]m(br)11 (0)m(br)12 (0)
and the function
(7.7) sin f(x, t) = 2m(0;x, t)21m(0;x, t)22
takes the form
sin f(x, t) = 2m
(br)
21 (0;x, t)m
(br)
22 (0;x, t) +
Rsin
τ1/2
+O
(
(τ)−3/4
)
with
Rsin(x, t) =
2√
tz0
1 + z20
[
m
(br)
21 (−z0)2
(
i(δ0A)
2β12
)
+m
(br)
12 (−z0)2
(
i(δ0A)
−2β21
)
(7.8)
−m(br)21 (z0)2
(
i(δ0B)
2β12
)−m(br)22 (z0)2 (i(δ0B)−2β21)](7.9)
×
[
m
(br)
11 (0)m
(br)
22 (0) +m
(br)
12 (0)m
(br)
21 (0)
]
.(7.10)
All the terms above have been obtained in Section 5.
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Next we choose the reference frame of a kink:
vℓ =
x
t
=
1− ζ2ℓ
1 + ζ2ℓ
where zℓ = iζℓ ∈ {zk}N1k=1 is indicated in Definition 2.6 and Remark 2.7.
Proposition 7.3. The function
(7.11) cos f(x, t) = 1 + 2m(0;x, t)12m(0;x, t)21
takes the form
cos f(x, t) = 1 + 2m
(kin)
12 (0;x, t)m
(kin)
21 (0;x, t) +
Rcos
τ1/2
+O
(
(τ)−3/4
)
where
Rcos(x, t)
τ1/2
=
2√
tz0
1 + z20
[
−m(kin)11 (−z0)2
(
i(δ0A)
2β12
)−m(kin)12 (−z0)2 (i(δ0A)−2β21)(7.12)
+m
(kin)
11 (z0)
2
(
i(δ0B)
2β12
)
+m
(kin)
12 (z0)
2
(
i(δ0B)
−2β21
)]
m
(kin)
21 (0)m
(kin)
22 (0)
+
2√
tz0
1 + z20
[
m
(kin)
21 (−z0)2
(
i(δ0A)
2β12
)
+m
(kin)
12 (−z0)2
(
i(δ0A)
−2β21
)
−m(kin)21 (z0)2
(
i(δ0B)
2β12
)−m(kin)22 (z0)2 (i(δ0B)−2β21)]m(kin)11 (0)m(kin)12 (0)
and the function
(7.13) sin f(x, t) = 2m(0;x, t)21m(0;x, t)22
takes the form
sin f(x, t) = 2m
(kin)
21 (0;x, t)m
(kin)
22 (0;x, t) +
Rsin
τ1/2
+O
(
(τ)−3/4
)
with
Rsin(x, t) =
2√
tz0
1 + z20
[
m
(kin)
21 (−z0)2
(
i(δ0A)
2β12
)
+m
(kin)
12 (−z0)2
(
i(δ0A)
−2β21
)
(7.14)
−m(kin)21 (z0)2
(
i(δ0B)
2β12
)−m(kin)22 (z0)2 (i(δ0B)−2β21)]
×
[
m
(kin)
11 (0)m
(kin)
22 (0) +m
(kin)
12 (0)m
(kin)
21 (0)
]
.
Proof. In this case we only have to replace Problem 5.4 with the following exactly solvable
problem:
Problem 7.4. Find a matrix-valued function m(kin)(z;x, t) on C \ Σ with the following prop-
erties:
(1) m(kin)(z;x, t)→ I as |z| → ∞,
(2) m(kin)(z;x, t) is analytic for z ∈ C \ (±γℓ ∪ ±γ∗ℓ ) with continuous boundary values
m
(kin)
± (z;x, t).
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(3) On ±γℓ ∪ ±γ∗ℓ , let δ(z) be the solution to Problem 3.1 and we have the following jump
conditions m
(kin)
+ (z;x, t) = m
(kin)
− (z;x, t)e−iθ ad σ3v(kin)(z) where
e−iθ ad σ3v(kin)(z) =

 1 0cℓδ(zℓ)−2
z − zℓ e
2iθ 1
 z ∈ γℓ,
 1 cℓδ(zℓ)2z − zℓ e−2iθ
0 1
 z ∈ γ∗ℓ .
Recall that cℓ = ibℓ and zℓ = iζℓ are both purely imaginary and notice that
χ(iζℓ) =
1
2πi
∫ z0
−z0
log(1 + |r(s)|2)
s− iζℓ dζ
=
1
2πi
∫ z0
−z0
log(1 + |r(s)|2)(s+ iζℓ)
s2 + ζ2ℓ
dζ
=
1
2π
∫ z0
−z0
log(1 + |r(s)|2)ζℓ
s2 + ζ2ℓ
dζ
is real by the evenness of |r(z)|2. And we can explicitly calculate that
(7.15) m(kin)(z) =
 1 +
ia
z − iζℓ
ib
z + iζℓ
ib
z − iζℓ 1−
ia
z + iζℓ
 .
where
a =
2
(
bℓδ(zℓ)
−2e2θ(iζℓ)
)2
ζℓ(
bℓδ(zℓ)−2e2θ(iζℓ)
)2
+ 4ζ2ℓ
,(7.16)
b =
4
(
bℓδ(zℓ)
−2e2θ(iζℓ)
)
ζ2ℓ(
bℓδ(zℓ)−2e2θ(iζℓ)
)2
+ 4ζ2ℓ
.(7.17)
and consequently
m
(kin)
11 (0) = m
(kin)
22 (0) =
4ζ2ℓ −
(
bℓδ(zℓ)
−2e2θ(iζℓ)
)2(
bℓδ(zℓ)−2e2θ(iζℓ)
)2
+ 4ζ2ℓ
,
m
(kin)
21 (0) = −m(kin)12 (0) = −
4
(
bℓδ(zℓ)
−2e2θ(iζℓ)
)
ζℓ(
bℓδ(zℓ)−2e2θ(iζℓ)
)2
+ 4ζ2ℓ
,
(7.18)
2m
(kin)
12 (0;x, t)m
(kin)
21 (0;x, t) = −2
(bℓδ(zℓ)
−2)2e4θ(iζℓ)(
ζℓ +
(bℓδ(zℓ)
−2)2e4θ(iζℓ)
4ζℓ
)2
(7.19)
= −2 sech
(
1
2
[(
ζℓ +
1
ζℓ
)
x+
(
ζℓ − 1
ζℓ
)
t
]
− log bℓδ(zℓ)
−2
2ζℓ
)2
.
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2m
(kin)
21 (0;x, t)m
(kin)
22 (0;x, t) = 2
bℓδ(zℓ)
−2e2θ(iζℓ)
(
ζℓ − (bℓδ(zℓ)
−2)2e4θ(iζℓ)
4ζℓ
)
(
ζℓ +
(bℓδ(zℓ)
−2)2e4θ(iζℓ)
4ζℓ
)2
(7.20)
= −
2 sinh
(
1
2
[(
ζℓ +
1
ζℓ
)
x+
(
ζℓ − 1
ζℓ
)
t
]
− log bℓδ(zℓ)
−2
2ζℓ
)
cosh
(
1
2
[(
ζℓ +
1
ζℓ
)
x+
(
ζℓ − 1
ζℓ
)
t
]
− log bℓδ(zℓ)
−2
2ζℓ
)2

Finally in the solitonless region we have:
Proposition 7.5. If we choose the frame x = vt with |v| < 1 and v 6= (1− ζ2k)/(1 + ζ2k) for all
1 ≤ k ≤ N1 and v 6= (1− ρ2j)/(1 + ρ2j ) for all 1 ≤ j ≤ N2, then
cos f(x, t) = cos fas(x, t) +O
(
τ−5/4
)
sin f(x, t) = sin fas(x, t) +O
(
τ−3/4
)
where
cos fas(x, t) = 1− 4|κ|
τ
cos2 (2τ + κ log(8τ) + φ(z0))(7.21)
sin fas(x, t) =
√
8|κ|
τ
cos (2τ + κ log(8τ) + φ(z0))(7.22)
with
φ(z0) = − arg Γ(iκ) + π
4
− arg r(z0) + 1
π
∫ z0
−z0
log
(
1 + |r(ζ)|2
1 + |r(z0)|2
)
dζ
ζ − z0
− 4
∑
zk∈Bℓ
arg(z0 − zk) +
∑
zj∈Bℓ
arg(z0 − zj) +
∑
zj∈Bℓ
arg(z0 + zj)

Proof. Indeed, if we use the following signature table 7.1 and define the same δ function as (3.6).
We follow the same procedure as in Section 3 and arrive at the following set of deformed contours
and conclude that on the red portion of the contour all jump matrices decay exponentially as
t→∞. Thus the localized RHP reduces to Problem 5.5 and Problem 5.6. We then follow [11]
and [22, Section 4 ] to derive the explicit formula of uas in (7.21).

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Figure 7.1. The Augmented Contour Σ
+
−
γj
γ∗j
−γ∗j
−γj
R
γk
γ∗k
z0−z0
Re(iθ) > 0
Re(iθ) < 0
Re(iθ) < 0
Re(iθ) > 0
γℓ−γ∗ℓ
−γℓ γ∗ℓ
Kink/anti-kink (•) Breather (• )
8. Outside the light cone
We now turn to the study of the asymptotic behavior when |x/t| > 1. We first deal with the
case x/t > 1. Our starting point is RHP Problem 2.5. As it will become clear later, outside the
light cone there are only higher order decay terms comparing to that of inside the light cone.
For the purpose of brevity we are only going to display the calculations directly related to error
terms.
8.1. x/t > 1. First notice that for v > 0,
(8.1) Reiθ(z;x, t) = −
(
1 +
x
t
)
vt+
(
1− x
t
) vt
u2 + v2
≤ −
(
1 +
x
t
)
vt < 0
Similarly for v < 0,
(8.2) Re [−iθ(z;x, t)] =
(
1 +
x
t
)
vt+
(x
t
− 1
) vt
u2 + v2
≤
(
1 +
x
t
)
vt < 0.
Since all the pole conditions given in (2.33)− (2.38) have desired decay property, we only need
the following upper/lower factorization on R:
(8.3) e−iθ adσ3v(z) =
 1 r(z)e−2iθ
0 1
( 1 0
r(z)e2iθ 1
)
. z ∈ R
and the contour deformation:
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Figure 8.1. Σ-outside
0
Σ1Σ2
Σ3 Σ4
Ω1
For brevity, we only discuss the situation in Ω1. In Ω1, we define
R1 =

(
0 0
r(z)e2iθ 0
)
ζ ∈ (0,∞)
(
0 0
r(0)e2iθ(z)(1− ΞZ) 0
)
ζ ∈ Σ1
and the interpolation is given by
(r(0) + (r (Rez)− r(0)) cos 2φ) (1− ΞZ) = r (Rez) cos 2φ(1 − ΞZ)
given r(0) = 0. So we arrive at the ∂-derivative in Ω1 :
∂R1 =
[(
r′ (u) cos 2φ− 2r(u)|z| e
iφ sin 2φ
)
(1− ΞZ)− r (u) cos 2φ∂(ΞZ(z))
]
e2iθ(8.4)
(8.5) |W | = ∣∣∂R1∣∣ . (|r′ (u) |+ |r(u)||z| + ∂(ΞZ(z))
)
e−vt.
We proceed as in the previous section and study the integral equation related to the ∂ problem.
Setting z = α+ iβ and ζ = (u+ iv, the region Ω1 corresponds to u ≥ v ≥ 0. We decompose the
integral operator into three parts:∫
Ω1
1
|z − ζ| |W (ζ)| dζ . I1 + I2 + I3
where
I1 =
∫ ∞
0
∫ ∞
v
1
|z − ζ|
∣∣r′ (u)∣∣ e−vt du dv,
I2 =
∫ ∞
0
∫ ∞
v
1
|z − ζ|
1
|u+ iv|1/2
e−vt du dv,
I3 =
∫ ∞
0
∫ ∞
v
1
|z − ζ|
∣∣∂(ΞZ(ζ))∣∣ e−vt du dv.
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Following the same proof of (6.18), we can conclude that∫
Ω1
1
|z − ζ| |W (ζ)| dζ . t
−1/2.
We now calculate the decay rate of the integral∫
Ω1
|W (ζ)|
|ζ| dζ.
Again we decompose the integral above into three parts
I1 =
∫ ∞
0
∫ ∞
v
1
|ζ| |r
′(u)|e−vt du dv,
I2 =
∫ ∞
0
∫ ∞
v
1
|ζ|2 |r(u)|e
−vt du dv,
I3 =
∫ ∞
0
∫ ∞
v
1
|ζ|
∣∣∂(ΞZ(ζ))∣∣ e−vt du dv.
For I1 we apply Ho¨lder inequality. Take 1 < p < 2 and q its conjugate
I1 =
∫ ∞
0
∫ ∞
v
1
|ζ| |r
′(u)|e−vt du dv
=
∫ ∞
0
e−vt
∫ ∞
v
|r′(u)|
|u2 + v2|1/2q
1
|u2 + v2|1/2p du dv
≤
∫ ∞
0
e−vt
(∫ ∞
0
|r′(u)|2
|u|2/q du
)1/2(∫ ∞
v
1
|v|2/p|1 + (u2/v2)|1/p du
)1/2
dv
.
∫ ∞
0
e−vt
(∫ ∞
1
1
|v|2/p−1|1 + w2|1/p dw
)1/2
dv
≤
∫ ∞
0
e−vt
v1/p−1/2
dv
≤ t−3/2+1/p.
Here we rewrite and make change of variable z 7→ w = 1/z to obtain(∫ ∞
0
|r′(u)|2
|u|2/3 du
)1/2
=
(∫ 1
0
|r′(u)|2
|u|2/q du
)1/2
+
(∫ ∞
1
|r′(u)|2
|u|2/q du
)1/2
≤
(∫ ∞
1
|r′(w)|2
|w|2/q−2 dw
)1/2
+
(∫ ∞
1
|r′(u)|2
|u|2/q du
)1/2
<∞
For I2 we again apply Ho¨lder inequality with 1 < p < 2:
I2 =
∫ ∞
0
e−vt
∫ ∞
v
|r(u)|
|u2 + v2|1/2
1
|u2 + v2|1/2 du dv
≤
∫ ∞
0
e−vτ
(∫ ∞
0
|r(u)|q
|u|q du
)1/q (∫ ∞
v
1
|v|p|1 + (u2/v2)|p/2 du
)1/p
dv
.
∫ ∞
0
e−vt
(∫ ∞
1
1
|v|p−1|1 + w2|p/2 dw
)1/p
dv
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≤ Cp
∫ ∞
0
e−vt
v1−1/p
dv
≤ t−1/p.
The estimate on I3 is similar to that of I1. Following the same procedure given in Section 7.
We obtain the following asymptotic formulas:
cos f(x, t)− 1 = O
(
t−3+2/p
)
(8.6)
sin f(x, t) = O
(
t−3/2+1/p
)
.(8.7)
Here p > 1 and can be chosen as close to 2 as one wishes.
8.2. x/t < −1. First notice that for v > 0,
(8.8) Reiθ(z;x, t) = −
(
1 +
x
t
)
vt+
(
1− x
t
) vt
u2 + v2
≥ −
(
1 +
x
t
)
vt > 0
Similarly for v < 0,
(8.9) Re [−iθ(z;x, t)] =
(
1 +
x
t
)
vt+
(x
t
− 1
) vt
u2 + v2
≥
(
1 +
x
t
)
vt > 0.
Define the scalar function:
(8.10) ψ(z) =
(
N1∏
k=1
z − zk
z − zk
)N2∏
j=1
z − zj
z − zj
N2∏
j=1
z + zj
z + zj
 exp( 1
2πi
∫ ∞
−∞
log(1 + |r(s)|2)
s− z dζ
)
.
It is straightforward to check that if m(z;x, t) solves Problem 2.5, then the new matrix-valued
function m(1)(z;x, t) = m(z;x, t)ψ(z)σ3 has the following jump matrices:
(8.11) e−iθ adσ3v(1)(z) =
 1 0ψ−2− r
1 + |r|2 e
2iθ 1

 1 ψ
2
+r
1 + |r|2 e
−2iθ
0 1
 , z ∈ R
e−iθ ad σ3v(1)(z) =

 1 (1/ψ)′(zk)−2ck(z − zk) e−2iθ
0 1
 z ∈ γk,
 1 0ψ′(zk)−2
ck(z − zk)e
2iθ 1
 z ∈ γ∗k ,
(8.12)
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e−iθ ad σ3v(1)(z) =

 1 (1/ψ)′(zj)−2cj(z − zj) e−2iθ
0 1
 z ∈ γj ,
 1 0ψ′(zj)−2
cj(z − zj)e
2iθ 1
 z ∈ γ∗j ,
 1 0
−ψ
′(−zj)−2
cj(z + zj)
e2iθ 1
 z ∈ −γj ,
 1 −(1/ψ)′(−zj)−2cj(z + zj) e−2iθ
0 1
 z ∈ −γ∗j
(8.13)
We now see that all entries in (8.12)-(8.13) decay exponentially as t→∞, so we are allowed
to reduce the RHP to a problem on R and perform the same contour deformation of the case
when x/t > 1 in Figure 8.1. Again for brevity, we only discuss the situation in Ω1. In Ω1, we
define
R1 =

 0 ψ2+r1 + |r|2 e−2iθ
0 0
 ζ ∈ (0,∞)
 0 ψ2+(0)r(0)1 + |r(0)|2 e−2iθ(1− ΞZ)
0 0
 ζ ∈ Σ1
and the interpolation is given by
r(u)
1 + |r(u)|2 (cos 2φ)ψ
2(z)(1 − ΞZ)e−2iθ
and consequently
∂R1 =
[(
r′ (u) cos 2φ− 2r(u)|z| e
iφ sin 2φ
)
(1− ΞZ)− r (u) cos 2φ∂(ΞZ(z))
]
e−2iθ(8.14)
(8.15) |W | = ∣∣∂R1∣∣ . (∣∣∣∣( r(u)1 + |r(u)|2
)′∣∣∣∣+ |r(u)||z|(1 + |r(u)|2) + ∂(ΞZ(z))
)
e−vt.
The asymptotic formulas are the same as (8.6)-(8.7).
9. Soliton Resolution and Full Asymptotic Stability
In this section, we summarize the computations in previous sections and conclude the solion
resolution for the sine-Gordon equation with generic data. Then we use the long-time asymp-
totics to obtain the full asymptotic stability of reflectionless nonlinear structures.
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9.1. Soliton resolution.
Theorem 9.1. Given the generic initial data ~f (0) = (f0, f1) ∈ H2,ssin (R)×H1,s (R) with s > 12
in the sense of Definition 2.6 and let f be the solution to the sine-Gordon equation (1.1), then
it can be written as the superposition of breathers, kinks, anti-kinks and the radiation.
sin (f(x, t)) =
N1∑
ℓ=1
sin (Qℓ(x, t)) +
N2∑
ℓ=1
sin (Bℓ (x, t)) + fr,sin(x, t)
and
1− cos (f(x, t)) =
N1∑
ℓ=1
(1− cos (Qℓ(x, t))) +
N2∑
ℓ=1
(1− cos (Bℓ(x, t)) + fr,cos(x, t)
where 1 − cos (Bℓ(x, t)), sin (Bℓ(x, t)) and 1 − cos (Qℓ(x, t)), sin (Qℓ (x, t)) are given by (5.15),
(5.16), (7.19) and (7.20) repectively. As for the radiation terms, fr,sin(x, t) and fr,cos(x, t), by
setting x = vt, we obtain that
1. For v = vKℓ , the velocity of the ℓth kink, fr,cos(x, t) and fr,sin(x, t) are given by (7.12)
and (7.14).
2. For v = vBℓ , the velocity of the ℓth breather, fr,cos(x, t) and fr,sin(x, t) are given by (7.6)
and (7.8).
3. For v 6= vBℓ , vKℓ for all ℓ, fr,cos(x, t) and fr,sin(x, t) are given by (7.21) and (7.22).
4. For |v| > 1, fr,cos(x, t) and fr,sin(x, t) are given by (8.6) and (8.7).
Remark 9.2. Note that in the overlap regions, the asymptotic formulas match each other since
as the velocity of the frame moving away from the the velocity of the breather, kink and anti-
kinks,m
(br)
12 (z0),m
(kin)
12 (z0) will give the exponential decay in time and the remain terms combine
together will give us the same asymptotics as the later expression up to terms exponential decay
in time. Of course, these exponential decay rates depend on the gap between the velocity of the
frame the the velocities of breathers, kinks and anti-kinks.
Remark 9.3. As pointed out in our earlier work, See Chen-Liu [11, 12], it suffices to let s >
1
2 to ensure the Sobolev embedding and some estimates of the modulus of continuity. All
computations hold following the same lines for in H2,ssine × H1,s for 1/2 < s ≤ 1. Also see
Cuccagna-Pelinovsky [16] on the NLS problem.
9.2. Full asymptotic stability. To study the asymptotic stability, we first construct the gen-
eral reflectionless solution. Suppose we have the following discrete scattering data
(9.1) SD =
{
0,
{
zK0,k, c
K
0,k
}N1
k=1
,
{
zB0,j, c
B
0,j
}N2
j=1
}
∈ H1,1 ⊕ C2N1 ⊕ C2N2 .
Assume that zB0,j := ρ
B
0,je
iω0,j and zK0,k = ρ
K
0,ki. Denote
vB0,j =
1− ρℓ0,j
1 + ρℓ0,j
, ℓ = K,B
Moreover, for simplicity here, we assume that all vℓ0,j are different. If Nℓ, ℓ = 1, 2 is 0 then the
corresponding set will be the empty set.
Then one can construct a reflectionless solution N (x, t) using the discrete scattering data
(9.1) by Problem 2.5 and Proposition 2.9.
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Moreover, we have the following asymptotics for N (x, t) as t→∞:
sin (N(x, t)) =
N1∑
j=1
sin (Qj(x, t)) +
N2∑
j=1
sin (Bj (x, t)) +O
(
e−ǫt
)
(9.2)
and
1− cos (N(x, t)) =
N1∑
j=1
(1− cos (Qj(x, t))) +
N2∑
j=1
(1− cos (Bj(x, t)) +Q
(
e−ǫt
)
(9.3)
where sin (Bℓ(x, t)), 1 − cos (Bℓ(x, t)) and sin (Qℓ(x, t)), 1 − cos (Qℓ (x, t)) are reconstructed
via Problem 5.4 and Problem 7.4 using scattering data (9.1) respectively. Therefore, by the
continuity of the scattering data, we can also consider the stability of the sum
N1∑
j=1
sin (Qj(x, t)) +
N2∑
j=1
sin (Bj (x, t))
and
N1∑
j=1
(1− cos (Qj(x, t))) +
N2∑
j=1
(1− cos (Bj(x, t))
provided the kinks, antikinks and breathers in these sums are sufficiently separated. Notice that
for N2 = 0 and N1 = 1, N (x, t) is simply a kink/anti-kink and for N2 = 1 and N1 = 0, N (x, t)
is a breather.
With preparations above and Theorem 9.1, we state a corollary regarding the asymptotic
stability of N (x, t) .
Corollary 9.4. Consider the reflectionless solution N (x, t) to the sine-Gordon equation (1.1).
Suppose ∥∥∥~f(0)− (N(0), ∂tN(0))∥∥∥
H2,1×H1,1
< ǫ
for 0 ≤ ǫ ≪ 1 small enough. Let ~f be the solution to the sine-Gordon equation with the initial
data ~f(0) then there exist scattering data
(9.4) S =
{
r (z) , {z1,k, c1,k}N1k=1 , {z1,j , c1,j}N2j=1
}
∈ H1,1 (R)⊕ C2N1 ⊕ C2N2
computed in terms of ~f(0) such that
‖r‖H1,1 +
N2∑
ℓ=1
(|z0,ℓ − z1,ℓ|+ |c0,ℓ − c1,ℓ|) +
N1∑
j=1
(|z0,j − z1,j|+ |c0,j − c1,j |) . ǫ.
Moreover, with the scattering data S, one can write the solution f
sin (f(x, t)) =
N1∑
j=1
sin
(
Q˜j(x, t)
)
+
N2∑
j=1
sin
(
B˜j (x, t)
)
+ fr,sin(x, t)
and
1− cos (f(x, t)) =
N1∑
j=1
(
1− cos
(
Q˜j(x, t)
))
+
N2∑
j=1
(
1− cos
(
B˜j(x, t
))
+ fr,cos(x, t)
SINE-GORDON EQUATION 77
where sin
(
B˜ℓ(x, t)
)
, 1− cos
(
B˜ℓ(x, t)
)
and sin
(
Q˜ℓ(x, t)
)
, 1− cos
(
Q˜ℓ (x, t)
)
are reconstructed
via Problem 5.4 and Problem 7.4 using scattering data (9.4) respectively. (If Nℓ, ℓ = 1, 2 is
0 then the corresponding sum will be zero.) Here again the radiation terms fr,sin (x, t) and
fr,cos (x, t) have the asymptotics in Theorem 9.1 using the scattering data (9.4).
Remark 9.5. We can also consider the the nonlinear structure such that eigenvalues can produce
same speeds. Then the perturbation should be generic in the sense of Definition 2.6 so that we
can apply our steepest descent computations.
10. Asymptotic Stability/Instability in Weighted Energy Spaces
In this section, we study the asymptotic stability and instability of the sine-Gordon equation
in the weighted energy space H1,s(R)× L2,s(R).
10.1. Well-posedness. Recall that the conserved energy for the sine-Gordon equation is
Esin (t) =
1
2
∫
R
|∂tf |2 + |∂xf |2 dx+
∫
(1− cos f) dx
=
1
2
∫
R
|∂tf |2 + |∂xf |2 dx+ 2
∫
sin2
(
f
2
)
dx.
Therefore, the natural energy space for the sine-Gordon equation is
H1sin (R) :=
{
fx ∈ L2 (R) : sin (f/2) ∈ L2
}
,
and the pseudometric distance function associated to this space is
dsin (f1, f2) :=
(∥∥∥∥sin(f1 − f22
)∥∥∥∥2
L2
+ ‖∂x (f1 − f2)‖2L2
) 1
2
.
First of all, when the initial data is in the weighted energy space, one could not directly prove
the solution obtained by the Beals-Coifman solution is the solution to the sine-Gordon equation
by the differentiation and compatibility condition. We overcome this by using the notation of
the strong solution.
Definition 10.1. We say the the function f (x, t) is a strong solution in Hksin (R) to the sine-
Gordon equation
(10.1) ∂ttf − ∂xxf + sin (f) = 0,
with
f (0) = f0 ∈ Hksin (R) , ∂tf (0) = f1 ∈ Hk−1 (R)
if and only if (f, ft) ∈ Hksin ×Hk−1 satisfies
u = cos
(
t
√−∆
)
f0 +
sin
(
t
√−∆)√−∆ f1(10.2)
−
∫ t
0
sin
(
(t− s)√−∆)√−∆ (sin (f (s))) ds.(10.3)
Next, we record the well-posedness of the sine-Gordon equation in the energy space. This can
be established using the standard energy estimate and the Picard iteration. For the detailed
proof, see de Laire-Gravejat [19].
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Theorem 10.2. Given (f0, f1) ∈ H1sin×L2, there exists a unique solution f ∈ C
(
R,H1
sin
)
with
∂tf ∈ C
(
R, L2
)
to the sine-Gordon equation with initial data (f0, f1). Moreover the solution
satisfies the following statements
(1) For any positive number T , there exist a positive number A depending on T such that the
flow map (f0, f1)→ (f, ft) satisfies
dsin
(
f (·, t) , f˜ (·, t)
)
+
∥∥∥ft (·, t)− f˜t (·, t)∥∥∥
L2
≤ A
(
dsin
(
f0, f˜0
)
+
∥∥∥f1 − f˜1∥∥∥
L2
)
,
for any t ∈ [−T, T ]. Here, the function f˜ is the unique solution to the sine-Gordon equation
with initial conditions
(
f˜0, f˜1
)
.
(2) The sine-Gordon energy Esin is conserved along the flow.
10.2. Asymptotic stability. Consider the sine-Gordon equation in H1,s(R) × L2,s(R) with
s > 12 , our goal of this subsection is to establish the asymptotic stability of the nonlinear
structure constructed by (9.2) and (9.3) in subsection 9.2 measured in the localized energy
norm.
Recall that for given v ∈ (−1, 1) and L > 0 fixed, we define the localized energy norm for a
vector ~f = (f1, f2) as∥∥∥~f∥∥∥2
E,v,L
:= ‖f1‖2L2(|x−vt|<L) + ‖∂xf1‖2L2(|x−vt|<L) + ‖f2‖2L2(|x−vt|<L) .
Our main result in this subsection is the following:
Theorem 10.3. Consider the reflectionless solution N (x, t) constructed using (9.2) (9.3) to the
sine-Gordon equation (1.1). Suppose∥∥∥~f(0)− (N(0), ∂tN(0))∥∥∥
H1,s×L2,s
< ǫ
for 0 ≤ ǫ≪ 1 small enough and s > 12 . Let ~f be the solution to the sine-Gordon equation with
the initial data ~f(0) then there exist scattering data
(10.4) S =
{
r (z) , {z1,k, c1,k}N1k=1 , {z1,j , c1,j}N2j=1
}
∈ (L2 (R) ∩C(R))⊕ C2N1 ⊕ C2N2
computed in terms of ~f(0) such that
‖r‖(L2(R)∩C(R)) +
N2∑
ℓ=1
(|z0,ℓ − z1,ℓ|+ |c0,ℓ − c1,ℓ|) +
N1∑
j=1
(|z0,j − z1,j |+ |c0,j − c1,j |) . ǫ.
Moreover, with the scattering data S, one can write the solution f as
f =
N1∑
ℓ=1
Q˜ℓ (x, t) +
N2∑
ℓ=1
B˜ℓ (x, t) + fr (x, t)
such that
lim
t→∞ ‖fr(t)‖E,v,L = 0
where B˜ℓ (x, t) and Q˜ℓ (x, t) are reconstructed via Problem 5.4 and Problem 7.4 using scattering
data (10.4) respectively.
To achive our goal, we begin with the following lemma:
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Lemma 10.4. Given initial data ~f(0) ∈ H1,s
sin
(R)× L2,s (R) with s > 12 which is generic in the
sense of Definition 2.6, it produces scattering data
(10.5) S =
{
r (z) , {z1,k, c1,k}N1k=1 , {z1,j, c1,j}N2j=1
}
∈ L2 (R)
⋂
C(R)⊕ C2N1 ⊕ C2N2
(If Nℓ, ℓ = 1, 2 is 0 then the corresponding set will be the empty set.) Then this map is locally
Liphschitz and the function given by the reconstruction formula (2.41)-(2.42) using the scattering
data (10.5) is a strong solution to the sine-Gordon equation in the sense of Definition 10.1.
Proof. The Lipschitz continuity of the map ~f(0) 7→ S follows from the proof of Proposition 2.4
directly. Secondly, given the initial data ~f(0) ∈ H1,ssin (R) × L2,s (R) for s > 12 , the scattering
data it produces can still make sense of the Riemann-Hilbert problem and give a Beals-Coifman
integral solution µ. With this µ, one can still use the reconstuction formula to define a space-
time function. Since we do not have enough smoothness, one could not conclude this function is
a solution to the sine-Gordon equation using the inverse scattering formalism and compatibility
conditions. But the weighted energy space is a subset of the standard energy space, so we can
apply the standard PDE Picard iterations to construct the solution, see Theorem 10.2. By the
uniquess of classial solutions and the standard approximation argument, we can conclude that
the space-time function given by the reconstruction formula is indeed a strong solution to the
sine-Gordon equation in the sense of the Duhamel formalism, Definition 10.1. 
Then we record two easy but important identities. We can write f = N + fr where N
corresponds to the sum of breathers, kinks and anti-kinks and fr denotes the radiation.
sin(fr) = sin (N + fr) cos (N)− cos (N + fr) sin (N)(10.6)
= cos (N) (sin (N + fr)− sin (N))− sin (N) (cos (N + fr)− cos (N))
and
1− cos (fr) = 1− cos (fr +N) cos (N)− sin (fr +N) sin (N)(10.7)
= − (cos (fr +N)− cos (N)) cos (N)
− (sin (N + fr)− sin (N)) sin (N) .
Therefore by Corollary 9.4, we know the asymptotics of sin (N + fr)−sin (N) and cos (N + fr)−
cos (N). Then we can conclude the asymptotics of sin (fr) and 1− cos (fr).
To prove Theorem 10.3, in order to keep the proof short and illustrate ideas, we first prove
the following two simple cases of the asymptotic stability. The first one is the stability of zero
solution:
Theorem 10.5. Suppose f (x, 0) = f0 (x) and ft (x; 0) = f1 (x) with (f0, f1) ∈ H1,s × L2,s with
s > 12 such that ‖(f0, f1)‖H1,s×L2,s is small enough. Then for any compact interval I, one has
lim
t→∞
∫
I
|〈∂x〉 f (·, t)|2 + |ft (·, t)|2 dx→ 0.
Proof. To establish this, we take a sequence of
(f0,n (x) , f1,n (x)) ∈ H2,1 ×H1,1
such that
(f0,n (x) , f1,n (x))→ (f0 (x) , f1 (x))
in H1,s × L2,s. By the smallness assumption, the direct scattering from (f0 (x) , f1 (x)) and
(f0,n (x) , f1,n (x)) to scattering data will not produce discrete data. Moreover, by the bijectivity
between the initial data and scattering data, the reflection coefficients rn and r generated by the
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approximation sequence and the initial data satisfy rn ∈ H1 and r ∈ L2 with limn→∞ rn = r in
L2. Moreover, we also know rn satisfies the regularity assumption in Proposition 2.4 from which
long-time asymptotics can be computed. We now consider the localized energy for the original
solution.
‖(f (x, t) , ft (x, t))‖H1(I)×L2(I) .
For any ǫ > 0, we pick n large, say, n ≥ N0, such that
‖(f0 − f0,n), (f1 − f1,n)‖H1,s×L2,s ≤ ǫ.
By the forward scattering map, see Lemma 10.4, we know that for n ≥ N0
‖rn − r‖L2∩L∞ . ǫ.
We now want to show that for any t ∈ R+, one has
‖(f (·, t)− fn (·, t) , ft (t)− fn,t (t))‖H1sin×L2
. ‖rn − r‖L2∩L∞ . ǫ.
To achieve this, we notice that from problem 2.5, we have the following reconstruction formula
from the solution of this RHP by taking z →∞:
(10.8) fx(x, t) + ft(x, t) =
1
π
∫
R
µ11r(z)e
−2iθdz
and similarly
fn,x(x, t) + fn,t(x, t) =
1
π
∫
R
µn,11rn(z)e
−2iθdz.(10.9)
6 Then we can compute their difference:
Dn =
1
π
∫
R
µn,11
(
rn(z)− r(z)
)
e−2iθdz +
1
π
∫
R
(µn,11 − µ11) r(z)e−2iθdz(10.10)
= Dn,1 +Dn,2.(10.11)
Dn,1 =
1
π
∫
R
(µn,11 − 1)
(
rn(z)− r(z)
)
e−2iθdz +
1
π
∫
R
(
rn(z)− r(z)
)
e−2iθdz
The second term is in L2x(R) by the standard Fourier theory. For the first term, [70, (2.6)] and
the Cauchy-Schwarz inequality gives:
1
π
∫
R
(µn,11 − 1)
(
rn(z)− r(z)
)
e−2iθdz ≤ ‖µn,11 − 1‖L2z
∥∥∥rn(z)− r(z)∥∥∥
L2z∩L∞
. (1 + x2)−1
∥∥∥rn(z)− r(z)∥∥∥
L2z∩L∞
.
For Dn,2, we first point out that r(z) ∈ C(R) ∩ L2(R) and the continuity is uniform, thus
r(z) ∈ L∞. We only have to show that µn,11 − µ11 ∈ L2(R)z and the rest will follow from the
Fourier theory. To see this, we make the following observation:
µ− I = (1− Cw)−1(CwI)
µn − I = (1− Cwn)−1(CwnI)
where operator Cw is defined in (2.39). We first note that by [21, Lemma 5.2], the operator
(1− Cw)−1 indeed exists and has norm
(10.12)
∥∥(1 −Cw)−1∥∥L2 . 1 + ‖r‖2L∞ .
6There are similar reconstruction formulas for sin fn, fn,x(x, t)− fn,t.
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Then using the second resolvent identity, we can write
(10.13) (1− Cwn)−1 = (1− Cw)−1
[
1− (Cwn − Cw)(1 − Cw)−1
]
.
The uniform boundedness of this resolvent operator will follow from the fact that
‖Cwn − Cw‖L2 ≤ ‖rn − r‖L2∩L∞ .
and the norm is independent of x, t since iθ is purely imaginary. Now we calculate the difference:
Dµ,n = µ− µn(10.14)
= (1− Cw)−1(CwI)− (1− Cwn)−1(CwnI)
=
[
(1− Cw)−1 − (1− Cwn)−1
]
(CwI)
− (1−Cwn)−1(CwnI − CwI)
= Dµ,n,1 −Dµ,n,2
. ‖rn − r‖L2∩L∞ .
Here we used uniform resolvent bounds and the second resolvent identity:∥∥(1− Cw)−1 − (1− Cwn)−1∥∥L2 ≤ ∥∥(1− Cw)−1∥∥L2 ‖Cwn −Cw‖L2 ∥∥(1− Cw,n)−1∥∥L2 .
Thus by taking n large enough, we have
‖(f (x, t) , ft (x, t))‖H1(I)×L2(I) ≤ ‖(fn (x, t) , fn,t (x, t))‖H1(I)×L2(I)
+ ‖(f (·, t)− fn (·, t) , ft (t)− fn,t (t))‖H1sin×L2
. ‖(fn (x, t) , fn,t (x, t))‖H1(I)×L2(I) + ǫ
By our explicit computations for the radiation term, Theorem 9.1, we also have
‖(fn (x, t) , fn,t (x, t))‖H1(I)×L2(I) → 0.
Taking n = N0 and letting tN0 large enough such that
‖(fN0 (x, t) , fN0,t (x, t))‖H1(I)×L2(I) ≤ ǫ
for t ≥ tN0 , we conclude that
‖(f (x, t) , ft (x, t))‖H1(I)×L2(I) . ‖(fN0 (x, t) , fN0,t (x, t))‖H1(I)×L2(I) + ǫ
. ǫ
which implies the desired result. 
Then we prove the stability of one-kink solution:
Theorem 10.6. Suppose f (0, x) = K(x, 0, v, x0)+f0 (x) and ft (0, x) = ∂tK (x, 0, v, x0)+f1 (x)
with (f0, f1) ∈ H1,s ×L2,s for s > 12 and ‖(f0, f1)‖H1,s×L2,s . ǫ small enough. Then there exists
v˜ and x˜0(t) such that |v˜ − v| , |x˜0(t)− x0| . ǫ and for any space-time interval It = |x− vt| < R,
one has
lim
t→∞
∫
It
|〈∂x〉 (f −K (v˜, x˜0))|2 (t) + |(f −K (v˜, x˜0))t|2 dx→ 0.
Proof. By the standard inverse scattering, we can construct K (v, x0) from two eigenvalues iζ0,
−iζ0 located the imaginary axis with some norming constant c0. By the continuity of the
eigenvalues and norming constants, we know that (f(x, 0), ft(x, 0)) will generate eigenvalues iζ1
and −iζ1 such that |σ1 − σ0| . ǫ. It will also produce the reflection coefficient r ∈ C(R)∩L2(R).
We denote this scattering data as (σ1, c1, r).
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Next, we use a smooth sequence rn to approximate r in L
2. Then we consider the scat-
tering data (σ1, c1, rn). By the inverse scattering transform, this will also produce a solution
(fn (t) , ∂t (fn) (t)). Note that
|x− vt| < R⇒ v− R
t
<
x
t
< v +
R
t
.
Note that by construction, the velocity of kink K (v˜, x˜0) is given by
(10.15) vK = v˜ =
1− σ21
1 + σ21
.
Without losing generality, we choose kink as our frame of reference by letting
v− R
t
<
x
t
= vK < v +
R
t
.
In the spirit of nonlinear steepest descent, we conjugate the corresponding RHPs related to
scattering data (σ1, c1, r) and (σ1, c1, rn) by
δσ3 =
[
eχ(z)
]σ3
, δσ3n =
[
eχn(z)
]σ3
and let t be large enough such that we can perform nonlinear steepest descent on the RHP
related to (σ1, c1, rn). And we rewrite the limit as∫
It
|〈∂x〉 (f −K (v˜, x˜0(t)))|2 + |(f −K (v˜, x˜0(t)))t|2 dx
≤
∫
It
|〈∂x〉 (fn −Kn (v˜, x˜0(t)))|2 + |(fn −Kn (v˜, x˜0(t)))t|2 dx
+
∫
It
|〈∂x〉 (Kn (v˜, x˜0(t))−K (v˜, x˜0(t)))|2 + |(Kn (v˜, x˜0(t))−K (v˜, x˜0(t)))t|2 dx
+ ‖(f (·, t)− fn (·, t) , ft (t)− fn,t (t))‖2(H1sin×L2)(It)
= It,1 + It,2 + It,3
Our result in Theorem 9.1 and identities (10.6), (10.7) automatically leads to It,1 → 0 as
t→ +∞. For It,2, we recall from (7.17) that the difference only involves
|δ(iσ1)− δn(iσ1)| . ‖r − rn‖L2∩L∞ .
For It,3 we can apply the same proof as that of Theorem 10.5. So we conclude that given any
ǫ > 0, there exists T > 0 such that t > T∣∣∣∣ limt→∞
∫
It
|〈∂x〉 (f −K (v˜, x˜0(t)))|2 + |(f −K (v˜, x˜0(t)))t|2 dx
∣∣∣∣ . ǫ
where |v˜ − v| , |x˜0 − v0| . ǫ. 
Finally we turn to the proof of Theorem 10.3.
Proof of Theorem 10.3. By Lemma 10.4, we know the existenence of scattering data
(10.16) S =
{
r (z) , {z1,k, c1,k}N1k=1 , {z1,j , c1,j}N2j=1
}
∈ (L2 (R) ∩ C(R))⊕ C2N1 ⊕ C2N2
computed in terms of ~f(0) such that
‖r‖L2(R)⋂C(R) +
N2∑
ℓ=1
(|z0,ℓ − z1,ℓ|+ |c0,ℓ − c1,ℓ|) +
N1∑
j=1
(|z0,j − z1,j |+ |c0,j − c1,j |) . ǫ.
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Then using the scattering data we can use the Riemann-Hilbert problem and reconstruction
formula to define the solution f and find the reflectionless part N˜ (x, t) using Problem 2.5 and
Proposition 2.9.
Next, we use a smooth sequence rn ∈ H1,1 or even Schwartz S to approximate r in L2 (R)
⋂
C(R).
Then we have a sequence of scattering data
Sn =
{
rn (z) , {z1,k, c1,k}N1k=1 , {z1,j, c1,j}N2j=1
}
∈ H1,1 (R)⊕ C2N1 ⊕ C2N2 .
Using the scattering data Sn, we again can use the Riemann-Hilbert problem and reconstruction
formula to define the function fn and find the reflectionless part N˜n (x, t) using Problem 2.5 and
Proposition 2.9. (here fn will actually be a solution to the sine-Gordon equation by Zhou [69],
but this fact is not essential here.) We are mainly interested in the case when v is close to a
kink whose velocity is given by (1− ζ2ℓ )/(1 + ζ2ℓ ). Similar to the proof of the previous theorem,
we conjugate the RHPs associated to both S and Sn by δ(zℓ) and δn(zℓ) as in problem 7.4. Note
that by construction,∥∥∥(N˜ (t)− N˜n (t) ,(N˜)
t
(t)−
(
N˜n
)
t
(t)
)∥∥∥
H1sin×L2
. ‖rn − r‖L2(R)⋂C(R) .
Moreover, if we look at the corresponding integral equation representation of solutions given
by (2.39), taking the difference, the eigenvalues will be exponentially small. So by the uniform
Lipschitz estimates for the resolvents established in Theorem 10.5, we know that for any t ∈ R+,
one has
‖(f (t)− fn (t) , (f)t (t)− (fn)t (t))‖H1sin×L2 . ‖rn − r‖L2(R)⋂C(R) .
For fn, subtracting the reflectionless part off, we write
fn = N˜n(x, t) + fr,n(x, t).
By our long-time asymptotic computations and the identities (10.6),(10.7), we know that
lim
t→∞ ‖fr,n(t)‖E,v,L = 0.
Next, we write
‖fr(t)‖2E,v,L . ‖fr,n(t)‖2E,v,L +
∥∥∥N˜(t)− N˜n(t)∥∥∥2E,v,L + ‖fn(t)− f(t)‖2E,v,L
. ‖fr,n(t)‖2E,v,L + ‖rn − r‖2L2(R) + ‖(f (t)− fn (t) , (f)t (t)− (fn)t (t))‖2H1sin×L2
. ‖fr,n(t)‖2E,v,L + ‖rn − r‖2L2(R) .
This could be arbitrarily small provided ‖rn − r‖L2(R) is small enough and t large enough. So
we conclude that
lim
t→∞ ‖f(t)‖E,c,L = 0
as desired. 
10.3. Asymptotic instability. Finally, we consider the sine-Gordon equation in H1,ssin (R) ×
L2,s(R) with 0 ≤ s < 1/2. By computing the norms of breathers, the difference between a
wobbling kink and a kink, we conclude the failure of the asymptotic stability of the sine-Gordon
equation in these weighted spacecs.
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10.3.1. Breathers. We start with the computations for breathers in weighted energy spaces. For
simplicity, we focus on breathers with zero velocity here.
Recall that all breathers with zero velocity of the sine-Gordon equation are given as
B (x, t;β, x1, x2) = 4 arctan
(
β
α
sin (α (t+ x1))
cosh (β (x+ x2))
)
, α =
√
1− β2, β 6= 0.
To simplify the computation again, we take x1 = x2 = 0.
Proposition 10.7. Denoting B := B(x, t;β, 0, 0), for β small, we have∫
|x|2s
(
|∂xB|2 + |∂tB|2 + sin2
(
B
2
))
dx ∼ β1−2s.
Proof. Taking the time derivative, one has
∂tB = 4
1
1 + g2 (x, t)
∂tg
where
g (x, t) :=
β
α
sin (αt)
cosh (βx)
.
Direct computations give ∂tg (x, t) = β
cos(αt)
cosh(βx) which implies
∂tB = 4
α2 cosh2 (βx)
α2 cosh2 (βx) + β2 sin2 (αt)
β
cos (αt)
cosh (βx)
= 4β
α2 cosh (βx) cos (αt)
α2 cosh2 (βx) + β2 sin2 (αt)
.
Taking the homogeneous weighted norm, one has∫
|x|2s
(
4β
α2 cosh (βx) cos (αt)
α2 cosh2 (βx) + β2 sin2 (αt)
)2
dx
= 14α2 cos2(αt)
∫
|x|2s
(
β
cosh (βx)
α2 cosh2 (βx) + β2 sin2 (αt)
)2
dx
= 14α2 cos2(αt)β1−2s
∫
|y|2s
(
cosh (y)
α2 cosh2 (y) + β2 sin2 (αt)
)2
dy
∼ 14α2 cos2(αt)β1−2s
where in the third equality, we did a change of variable y = βx.
Next, we consider αt = π2 . In this case breather takes the form
B (x) = 4 arctan
(
β
α
1
cosh (βx)
)
.
In this case, we compute that∫
|x|2sB2(x) dx = 16
∫
|x|2s
∣∣∣∣arctan(βα 1cosh (βx)
)∣∣∣∣2 dx
= 16β−2s
∫
|y|2s
∣∣∣∣arctan(βα 1cosh (y)
)∣∣∣∣2 dy
∼ β1−2s.
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Similar computations can also applied to ∂xB which will be smaller when β is small since ∂x
will introduce one more β.
To summarize the computations above, we conclude that∫
|x|2s
(
|∂xB|2 + |∂tB|2 + |B|2
)
(t, x;β) dx ∼ β1−2s.
Finally, note that when β is small, |B| ∼ sin(B/2) which allow us the interchange the weighted
H1 norm above with the weighted H1sin norm. 
10.3.2. Wobbling kinks. We measure the difference between a wobbling kink and a kink in the
weighted space H1,s × L2,s. Recall that one has the kink
S(x) = 4 arctan (ex) , x ∈ R.
Then a wobble kink is given as the following
Wα(x, t) = 4 arctan (Vα (x, t) /Uα (x, t))
where
Uα(x, t) = 1 +
1 + β
1− β e
2βx − 2β
1− β e
(1+β)x cos(αt)
Vα(x, t) =
1 + β
1− β e
x + e(1+2β)x − 2β
1− β e
βx cos(αt).
We denote B = (S −Wα). To simplify the problem, we only compute these quantities at t = π2α
as in Kowalczyk-Martel-Muoz [45].
Proposition 10.8. At t = π2α , we have∫
|x|2s
(
|∂xB|2 + |∂tB|2 + sin2
(
B
2
))( π
2α
)
dx ∼ β1−2s.
Proof. By direct computations or by Kowalczyk-Martel-Muoz [45], we know that for t = π2α ,
S(x)−Wα(x, π
2α
)
is small in any exponentially weighted Sobolev spaces. It remains to check ∂t (S −Wα) . Since
S (x) is stationary, it suffices to check ∂tWα(x,
π
2α) has a uniform lower bound.
At t = π2α , one has
Uα = 1 +
1 + β
1− β e
2βx, Vα =
1 + β
1− β e
x + e(1+2β)x
and
∂tUα =
2βα
1− β e
(1+β)x, ∂tVα =
2β
1− β e
βx.
Taking the time derivative of Wα, one has
∂tWα =
1
1 + (Vα (x, t) /Uα (x, t))
2 ∂t
(
Vα (x, t)
Uα (x, t)
)
.
It is safe to replace Vα(x,t)Uα(x,t) by e
x in the denominator.
Next, We only consider the part x ≤ 0. Direct computations give us
∂t
(
Vα (x, t)
Uα (x, t)
)
=
∂tVα
Uα
− Vα
Uα
∂tUα
Uα
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where
∂tVα
Uα
=
2β
1−β e
βx
1 + 1+β1−β e
2βx
=
2βeβx
1− β + (1 + β) e2βx .
∂tUα
Uα
=
2βα
1−β e
(1+β)x
1 + 1+β1−β e2βx
∼ βex, Vα
Uα
=
1+β
1−β e
x + e(1+2β)x
1 + 1+β1−β e2βx
∼ ex.
Therefore, one can conclude that for x . −1,
∂tWα =
1
1 + (Vα (t, x) /Uα (x, t))
2∂t
(
Vα (x, t)
Uα (x, t)
)
∼ 1
2
2βeβx
1− β + (1 + β) e2βx − βe
2x.
Therefore, ∫ −1
−∞
|x|2s |∂tW |2 dx ∼
∫ −1
−∞
|x|2s
(
1
2
2βeβx
1− β + (1 + β) e2βx
)2
dx
−
∫ −1
−∞
|x|2s β2e4x dx.
The last integral can be arbitrarily small provided β is small. For the first integral,∫ −1
−∞
|x|2s
(
1
2
2βeβx
1− β + (1 + β) e2βx
)2
dx ∼ β1−2s
∫ −β
−∞
|y|2s ke
y
1− β + (1 + β) e2y dy
∼ β1−2s.
Therefore, one can conclude that∫
|x|2s
∣∣∣∂tWα ( π
2α
)∣∣∣ dx ∼ β1−2s
and ∫
|x|2s
(
|∂xB|2 + |∂tB|2 + sin2
(
B
2
))( π
2α
)
dx ∼ β1−2s
as desired. 
10.3.3. Instability. Consider the sine-Gordon equation in H1,s(R)× L2,s(R). From Proposition
10.7, we find that when s < 12 , as β → 0, the norm above goes to 0. Therefore there are
arbitrarily small breathers which also implies the failure of asymptotic stability of the zero
solution. Similarly, by Proposition 10.8, using the weighted energy spaces with s < 12 , the
difference between the wobbling kink and the kink can be arbitrarily small. Hence the kink is
not asymptotically stable.
On the other hand, when s > 1/2, the norms of breathers and the difference between the
wobbling kink and the kink can not be aribitarily small. Indeed, by our results Subsection
10.2, the sine-Gordon equation is asymptotically stable in H1,s(R)×L2,s(R) measured using the
localized energy norm. Therefore the weights we require are essentially optimal if we consider
the problem without any symmetry assumptions. Finally s = 12 as the threshold remains as an
interesting problem.
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