Abstract. We present a proof procedure that is complete for first-order logic, but which can also be used when searching for finite models. The procedure uses a normal form which is based on geometric formulas. For this reason we call the procedure geometric resolution. We expect that the procedure can be used as an efficient proof search procedure for firstorder logic. In addition, the procedure can be implemented in such a way that it is complete for finding finite models.
Introduction
For many applications of automated theorem proving, knowing a counter model to a wrong conjecture is as useful as knowing that a conjecture is true. When a theorem prover fails to find a proof, the user might try to give more resources to the prover, tune the settings of the prover, or try to get another theorem prover. When the prover returns a model, the user will concentrate on trying to correct the conjecture. Variants of resolution [11, 1] are quite succesful in finding proofs. Although resolution can be modified into decision procedures for many decidable fragments [6] [7] [8] , there is no general way of extracting models from these procedures. Also there exists no known general method for making resolution complete in finding finite models. The model evolution calculus of [2] is complete and is guaranteed to terminate on clause sets without function symbols. However, because the model evolution calculus operates on Skolemized formulas, this not include formulas with existential quantifiers in the scope of universal quantifiers. In contrast, our proof procedure can be implemented in such a way that it terminates on all formulas that have a finite model. There exist various approaches to searching for finite models: One approach is based on guessing a possible size of the domain, instantiating the clauses within the domain, and applying propositional reasoning on the result. If the result is satisfiable, then a model has been found. Otherwise, the size of the domain has to be increased. Approaches among this line are the systems MACE [10] and ModGen [9] . Alternatively, one can search for a model by direct search. This approach is followed for example in [12] , [13] and [14] .
Our algorithm is somewhat related to this last approach but it has also elements from other approaches. It consists of a search algorithm which is almost identical to the algorithm in [5] , but enhanced with lemma generation. In [5] , the algorithm searches for a model by exhaustive search. When a disjunction is encountered, all members of the disjunction are tried. When an existential quantifier is encountered, first all existing elements in the interpretation are tried. If this fails, a new element is tried. This naive model search algorithm is refutationally complete, and also guaranteed to find finite models when breadth-first search is used, but very inefficient. The major source of inefficiency are the existential quantifiers. Every time, when a subformula of form ∃y P (d, y) needs to be made true, all elements in the interpretation have to be tried as candidates for y. In order to reduce the search complexity, we add lemma learning to the procedure. We introduce a calculus with which it is always possible, at each choice point, after all subbranches have been refuted, to derive a new formula which closes the search attempt before the choice point. Because the derived lemmas contain variables, the lemmas give a most general reason why the branch has been closed. In this way, repetition of identitical work can be largely reduced. In particular, we will show that in many cases enumeration of domain elements can be avoided. The way we use lemma generation is related to lemma generation in DPLL [15] . The main difference with lemma generation in DPLL is that our calculus operates on formulas with variables. In fact, one could say that our calculus for lemma generation relates to the naive model search algorithm in the same way as resolution with superposition relates to the model construction procedure of [1] . The essential difference is that we actually run the naive search algorithm and use the lemma calculus to improve its efficiency. For superposition, the model construction procedure is used only as a tool for proving completeness. Our lemma calculus could also be used in this way (i.e. as a saturation-based proof search method), but one would loose the ability to find finite models.
Geometric Formulas
The model search algorithm and the lemma calculus operate on what we call geometric formulas. The formulas are related to the formulas used in [4] , but not exactly the same. In [4] , the right hand side of a formula is a disjunction of existentially quantified conjunctions. Here we simplified the right hand sides by allowing only one operator at the same time.
Geometric formulas play a role similar to clauses in saturation-based theorem proving. The main difference is that geometric formulas do not contain constant and function symbols. Instead they may contain existential quantifiers. We show in Section 3 that every first-order formula (possibly containing equality) can be transformed to a set of geometric formulas, so that no generality is lost. Definition 1. We assume an infinite set of variables V. A variable atom is defined by one of the following two forms:
-p(x 1 , . . . , x n ) with n ≥ 0 and the x i ∈ V.
There are no constants and no function symbols in variable atoms. There are no positive equalities. In principle, one could allow disequalities of form v ≈ v, but since these are known to be false, there is no need to keep such equalities. Geometric formulas are built from variable atoms. We give the definition:
in which p ≥ 0, q ≥ 0, and the x 1 , x 1 , . . . , x q , x q ∈ x ⊆ V. The right hand side Z(x) must have one of the following three forms:
1. The false constant ⊥. 2. A non-empty disjunction of atoms B 1 (x) ∨ · · · ∨ B r (x) with r > 0.
3. An existential formula of form ∃y B(x, y) with y ∈ V but y ∈ x. The variable y must occur in B(x, y).
A formula of the first type is called lemma. A formula of the second type is called disjunctive. A formula of the third type is called existential.
Our notations can be clarified as follows:
-In ∀x, x denotes an enumeration of x, in arbitrary order, mentioning each variable of x exactly once. The scope of ∀x is the complete geometric formula. -In A(x), x denotes a sequence of variables from x. Variables may be repeated, and variables may be omitted. -Latin letters A, B denote variables atoms that are not disequalities.
-In later sections, we will use expressions of form
for conjunctions of variable atoms of both types with variables in x.
Note that in each of the three cases, the free variables of Z(x) are within x. However, since A 1 (x) ∧ · · · ∧ A p (x) need not contain all variables of x, this does not imply that geometric formulas are range restricted. (An implication is range restricted if each variable occurring in the right hand side also occurs in the left hand side) Types 1 and 2 could be merged if we would allow r = 0 in type 2. We prefer to keep the types distinct, because the roles of the formulas will be different in the calculus. Example 2. Equalities can be translated into geometric formulas. Consider the positive equality f (a) ≈ f (b). First one introduces relations A, B, F and geometric formulas: ∃y A(y), ∃y B(y), ∀x ∃y F (x, y). Using those, the equality can be
The negative equality f (a) ≈ f (b) can be expressed by the geometric formula
Conversion from FOL to Geometric Logic
The conversion from first-order logic to geometric logic is analogous to the clause transformation that is used for resolution. The main difference is that functions are replaced by existential quantifiers, instead of replacing existential quantifiers by functions. It is possible to obtain a polynomial transformation, but we prefer not to stress this, because a polynomial transformation need not be the best in practical cases. We stress the domain of the interpretations (instead of simply stating equisatisfiability) because we are interested both in models and in proofs.
As a starting point of the transformation, we assume that F is a formula in negation normal form. Because geometric formulas do not allow function symbols, we will replace functions by serial relations, somewhat similar to the transformation in [9] . The difference is that here we use only seriality axioms, while there also functionality axioms are needed.
When removing functions, constants are treated as 0-arity functions, these will be also deleted. We call the removal operation anti Skolemization. In the transformation, we assume that F is standardized apart. (A formula is standardized apart if there are no two quantifiers that quantify the same variable) Definition 3. Let F be a formula in negation normal form. We assume that for each function symbol f occurring in F with arity a, there exists a unique predicate symbol P f with arity (a + 1). We define S f as the seriality axiom for
We define a replacement sequence F 1 , F 2 , . . . , F n which starts with F 1 = F, and which eliminates occurrences of function symbols one-by-one. Let f (x 1 , . . . , x a ) be a term which occurs in F i , and in which the x 1 , . . . , x a are variables. (not necessarily distinct) Let A be the smallest subformula of F i containing all occurrences of f (x 1 , . . . , x a ).
Let P f be the predicate symbol assigned to f. Let α be a variable that does not occur in F i . Then F i+1 is defined as
At some point, the sequence will reach a formula F n which has no remaining function symbols. Then the anti-Skolemization of F equals
Theorem 2. We use the term D-model for a model with D as domain.
Let F be a formula. Let F n be its anti-Skolemization. Let D be a non-empty set. Then F has a D-model iff F n has a D-model.
Proof. Let the seriality axioms S f and the sequence F 1 , F 1 , . . . , F n with F = F 1 be defined as in Definition 3.
First assume that F 1 has a D-model. We need to show that S f1 ∧ · · · ∧ S fq ∧ F n has a D-model. In order to do this, one can interpret each predicate P f (x 1 , . . . , x a , y) as f (x 1 , . . . , x a ) ≈ y. Then the seriality axioms S f1 , . . . , S fq are provable. For each i with 1 ≤ i < n, we have
We first Skolemize the formulas of S f . Because F n contains no function symbols, we may assume without losing generality, that the Skolem function for S f is f. Write Sk f for the formula
From the soundness of Skolemization, it follows that Sk f1 ∧ · · · ∧ Sk fq ∧ F n has a D-model. Assume that the term being replaced at stage i is f (x 1 , . . . , x a ). It is easily seen (using resolution) that
Iterating n − 1 times, it follows that Sk f1 ∧ · · · ∧ Sk fq ∧ F 0 has a D-model. 
either an equality, a disequality, or not an atom, then let p be a new predicate symbol with arity a + 1 Replace
Finally, a function-free formula in CUDEN normal form can be transformed into a set of geometric formulas by the following replacements:
1. Delete negative equalities from disjunctions as follows: Replace
Replace positive equalities x ≈ x by negative disequalities ¬(x ≈ x ). 3. If there is a disjunction of form ∀x 1 , . . . , x p A 1 ∨· · ·∨A q in which one of the A i has form ∃y B(x 1 , . . . , x r , y), and another A j is a positive non-equality atom, then replace ∃y B(x 1 , . . . , x r , y) by q(x 1 , . . . , x r ) and add a new disjunction ∀x 1 , . . . , x r ¬q(x 1 , . . . , x r ) ∨ ∃y B(x 1 , . . . , x r , y).
Model Search without Lemma Generation
We present the model search algorithm without lemma generation. It is closely related to the methods in [4] and [5] . The main difference is that our method is able to handle equality. The algorithm with lemma generation will be presented in Section 5.
Definition 5.
We assume an infinite set of elements E. A ground atom is an object of form p(e 1 , . . . , e a ), with a ≥ 0 and e 1 , . . . , e a ∈ E. If for some E ⊆ E, all e 1 , . . . , e n are in E, then we call p(e 1 , . . . , e n ) a ground atom over E.
In contrast to variable atoms, ground atoms have no disequalities. Ground disequalities e ≈ e can always be evaluated.
Definition 6. An interpretation is a pair (E, M ) in which E ⊆ E is a set of elements, and M is a set of ground atoms over E.
We will + both for insertion of elements to E, and for insertion of atoms to M. If we want to add an element e to a set of elements E, we can write E + e. If E = {e 1 , e 2 , e 3 } we can write E = e 1 + e 2 + e 3 . Similarly, if we add an atom p(e 1 , e 2 ) to M, we can write M + p(e 1 , e 2 ). A complete interpretation can be written as ( 0 + 1, p(0) + q(1) + p(0, 1) ).
Definition 7.
A ground substitution Θ is a substitution from V to E. We write A(x)Θ or A(xΘ) for the application of Θ on A(x). Let (E, M ) be an interpretation, let Θ be a ground substitution:
If Θ is defined for all variables in x, then Θ makes a conjunction
Definition 8. Let r = ∀x Φ(x) → Z(x) be a geometric formula. Let (E, M ) be an intepretation. We say that (E, M ) makes r true if every ground substitution Θ that is defined for x, either does not make Φ(x) true in (E, M ), or 1. Z(x) has form B 1 (x) ∨ · · · ∨ B q (x) and Θ makes one of the B j (x) true in (E, M ). 2. Z(x) has form ∃y B(x, y) and there exists an element e ∈ E such that the ground substitution Θ + (y := e) makes B(x, y) true in (E, M ).
be a geometric rule. Let (E, M ) be an interpretation, and let Θ be a substitution which is defined on x. If Θ makes φ 1 (x) ∧ · · · ∧ φ p (x) true in (E, M ), then we call the rule r applicable on (E, M ) with substitution Θ, if one the following conditions is met, depending on the type of r :
1. Z(x) = ⊥. In this case we call r a closing lemma of (E, M ).
and Θ makes none of the B j (x) true in (E, M ). 3. Z(x) has form ∃y B(x, y) and there exists no e ∈ E, for which Θ + (y := e) makes B(x, y) true in (E, M ).
Lemma 1. An interpretation (E,
We present the model search algorithm. It starts with an empty model. At each stage it looks for a rule r that is applicable with some substitution Θ. If there is no applicable rule, then the interpretation makes all rules true. Otherwise, the interpretation is extended in such a way that r is not applicable anymore with Θ. In case the interpretation can be extended in more than one possible way, the algorithm has to attempt all possibilities. When applicable rules are explored in a fair fashion, the search algorithm is refutationally complete.
Definition 10. Let G be a set of geometric formulas. S t (G) is initially defined as S t (G, ∅, ∅).
and (E , M ) makes all rules in G true. S t (G, E, M ) is defined by the following cases:
which is applicable on (E, M ) with ground substitution Θ, then compute, for each j with 1 ≤ j ≤ q,
returns one of the λ j which is different from ⊥. 3. If G contains an existential rule ∀x φ 1 (x)∧· · ·∧φ p (x) → ∃y B(x, y), which is applicable in (E, M ) with ground substitution Θ, then define, for each e ∈ E, Θ e = Θ + (y := e), and recursively compute λ e := S t (G, E, M + B(x, y)Θ e ). In addition, define Θê = Θ + (y :=ê) for someê ∈ E, and compute λê := S t (G, E +ê, M + B(x, y)Θê ). If, for each e ∈ E, λ e = ⊥, and also λê = ⊥, then S t (G, E, M ) returns ⊥. Otherwise, S t (G, E, M ) returns one of the λ e or λê which is different from ⊥.
If there exists no applicable rule, then S t (G, E, M ) returns (E, M ).
It is easily seen that the algorithm S t (G) is complete, as long as applicable rules are expanded in a fair way. Due to the way existential quantifiers are treated, S t (G) also has a reasonable chance of finding finite models, but it is not guaranteed to find a finite model in case there exists one. As an example consider the set of formulas A ∨ B, ∀x A → ∃y P (x, y), ∀xyz P (x, y) ∧ P (y, z) → P (x, z), ∀x P (x, x) → ⊥. The interpretation (∅, B) makes all rules true. However, S t (G) will probably first attempt A in the first disjunction, after which it has to construct an infinite P -chain. Completeness for finite models can be obtained by using breadth-first search, but this would make search for refutations less efficient. Although complete in theory, S t (G) is of course inefficient.
The Algorithm with Lemma Generation
We modify the algorithm of the previous section in such a way that it is able to learn in the following way: Whenever it cannot extend (E, M ) to a model of G, the improved algorithm will not simply return ⊥, but a lemma that closes (E, M ). The lemma ensures that, whenever the algorithm enters a similar situation again, it will not search another time for a refutation, but instead reuse the lemma. It will be also possible to avoid enumerating the complete domain for an existential quantifier, in case the lemma does not depend on the actual witness chosen. Another advantage of learning is that the algorithm will be able to output proofs which can be verified in a formal calculus.
Definition 11.
A variable substitution Σ is a substitution from V to V. Most general unifiers between non-disequality variable atoms are defined as usual.
Note that, because we consider only variable atoms, atoms with the same predicate symbol are always unifiable. We define the rules with which lemmas are derived. Variable merging and disjunction resolution are standard. The existential resolution rules are different from the standard paramodulation/superposition rules. We assume that premises in geometric formulas can be freely permuted. As a consequence, in disjunction resolution, the resolved atoms are not necessarily the first atoms in the lemmas. We always assume that lemmas are normalized in the following ways:
1. Quantified variables that do not occur in the body are removed. 2. Repeated quantifications over the same variable are removed. 3. Identical copies of atoms are removed. This includes the case where the formula contains two orientations v ≈ w and w ≈ v of a disequality.
Definition 12.
We the rules of the lemma calculus. When a rule has more than one premise, we implictly assume that variables in the premises are renamed, s.t. no two premises have a variable in common.
Let Σ be a substitution of form x := x , for two distinct x, x ∈ x. Then the following lemma is a variable merging of λ :
be a lemma. Assume that B 1 (x) and D 1 (y) are unifiable with mgu Σ. Then
is a disjunction resolvent of ρ with λ. existential resolution: Let ρ = ∀x Φ(x) → ∃y B(x, y) be an existential formula. Let
be a lemma, such that z 1 , . . . , z s ∈ z, and v ∈ z. Assume that B(x, y) and B(z, v) have most general unifier Σ. Furthermore, assume that yΣ = vΣ, yΣ ∈ xΣ, vΣ ∈ zΣ. Then
is an existential resolvent of ρ with λ. Note that in case s = 0, the existential resolvent is a lemma. Otherwise it is a disjunctive rule. existential resolution (degenerated): Let ρ = ∀x Φ(x) → ∃y B(x, y) be an existential formula. Let
be a lemma, such that z 1 , . . . , z s ∈ z, and v ∈ z. Then
is a (degenerated) existential resolvent of ρ with λ. In case s = 0, the degenerated existential resolvent is a lemma. Otherwise, it is a disjunctive rule.
Disjunction resolution will be used only as hyperresolution rule. For a given rule ρ, the algorithm will find q lemmas, and resolve all the conclusions away at once. Note that it is not possible to resolve upon a disequality. Variable merging will be used only in combination with the other rules. In existential resolution, the conjunction Φ(z) may contain disequalities. However, these disequalities are not allowed to contain v, because v cannot occur in Φ(z) at all. We give examples of disjunction resolution:
Theorem 4. The rules of Definition 12 are sound.
Proof. Lemma factoring and disjunction resolution are standard rules. The correctness of existential resolution can be seen as follows: The lemma λ is equiv-
In the case of degenerated existential resolution, λ is equivalent to
. From this, the conclusion can be derived by case analysis.
We call the improved algorithm S m . It uses the rules of Definition 12 in order to compute closing lemmas. Whenever an interpretation (E, M ) cannot be extended to an interpretation that makes G true, S m (G, E, M ) returns a closing lemma of (E, M ). We explain how the algorithm of Definition 10 is modified: In case 1, S m (G, E, M ) can simply return the lemma ∀x φ 1 (x) ∧ · · · ∧ φ p (x) → ⊥. In case 4, nothing needs to be changed. For cases 2 and 3, we will show that when the recursive calls have returned closing lemmas, S m (G, E, M ) is able to construct a closing lemma for (E, M ). In case 2, it uses disjunction resolution. In case 3, it uses one step of (possibly degenerated) existential resolution and several steps of disjunction resolution. Before we can prove this, we need to establish two properties of variable merging.
Lemma 2. Let ∀x Φ(x) → ⊥ be a lemma. Let Θ be a ground substitution, for which there exist distinct variables x 1 , . . . , x m ∈ x, such that x 1 Θ = · · · = x m Θ. Then one can obtain in m − 1 variable merging steps, a lemma of form ∀ (xΣ) Φ(x)Σ → ⊥, for which there exists a ground substitution Θ , such that Θ = Σ · Θ and the new lemma contains exactly one variable x for which x Θ =
Proof. It follows from the definition of most general unifier, because Σ is the mgu of x and x .
Lemma 3. Let ∀x Φ(x) → ⊥ be a lemma. Let Θ be a ground substitution, for which there exist some non-disequality atoms
Then one can obtain, by iterated variable mergings, a lemma ∀ (xΣ) Φ(x)Σ → ⊥, for which there exists a ground substitution Θ , s.t. Θ = Σ · Θ , and Φ(x)Σ contains exactly one atom B, s.t.
Proof. The proof is by induction on the number of distinct variables in A 1 (x), . . . , A m (x). If m = 1, then there is nothing to prove. Otherwise, we have m > 1, and there exists a position on which A 1 (x) and A 2 (x) contain a different variable. Call the variables x 1 and x 2 (So one can write A 1 (x) = A 1 (. . . , x 1 , . . .) ) and A 2 (x) = A 2 (. . . , x 2 , . . .). Apply Lemma 2 with x 1 and x 2 . In the resulting variable merging, the number of variables has decreased by one.
The following theorem guarantees that S t can be modified to return a closing lemma in case 2.
Theorem 5. Suppose that we have:
, which is applicable to (E, M ) with ground substitution Θ.
Then one can construct a closing lemma for (E, M ) using at most q applications of disjunction resolution. (and possibly several variable mergings)
Proof. If we are lucky, one of the closing lemmas λ j also closes (E, M ). Otherwise, we show by induction on q that a closing lemma of (E, M ) can be constructed in at most q disjunction resolution steps. Because A(y ) and B 1 (x) are unifiable with mgu Σ, one can construct the following disjunction resolvent from r and λ 1 :
Because Σ is the mgu of A(y ) and B 1 (x), there is a ground substitution Θ 1 , s.t. Θ 1 = Σ · Θ 1 . As a consequence ρ is applicable to (E, M ). If q = 1, then ρ is a closing lemma. Otherwise, it can be checked that ρ and λ 2 , . . . , λ q satisfy the conditions (1) · · · (3) with q − 1, so that it is possible to apply induction.
The following guarantees that S t can be modified to return a closing lemma in case 3.
Theorem 6. Suppose that we have:
1. An interpretation (E, M ).
2. An existential formula r = ∀x Φ(x) → ∃y B(x, y), which is applicable to (E, M ) with ground substitution Θ.
3. For each e ∈ E, a closing lemma λ e of (E, M + B(x, y)Θ e ), with Θ e = Θ + (y := e). 4. For someê ∈ E, a closing lemma λê of (E +ê, M + B(x, y)Θê), with Θê = Θ + (y :=ê).
Then it is possible to construct a closing lemma for (E, M ) using at most one application of existential resolution (possibly degenerated) and at most |E| applications of disjunction resolution.
Proof. Again, if we are lucky, one of the closing lemmas λ e with e ∈ E, or λê withê ∈ E already closes (E, M ). Otherwise consider λê. Let Θ λ be the substitution with which λê closes (E + e, B(x, y)Θê). In case there is more than one atom A(z, v) containing v, for all of them holds that A(z, v)Θ λ = B(x, y)Θê. Therefore, we can apply Lemma 3 and obtain a new lemma λê which contains only one non-disequality atom which contains v. We distinguish two cases, dependent on whether Ψ (z, v) contains a non-disequality atom B(z, v) which is matched into B(x, y)Θê.
Because of the fact that Θ λ,r = Σ · Θ rest , we have
In case that s = 0, we already have a closing lemma. Otherwise, we will show that it is possible to apply Theorem 5. First we show that for each j, 1 ≤ j ≤ s, there is an e ∈ E, such that B(z, z j )Θ λ = B(x, y)Θ e . The left hand side B(z, z j )Θ λ equals B(zΘ λ , z j Θ λ ). This in turn is equal to B(xΘ, z j Θ λ ). If we define e = z j Θ λ , (which is in E), then B(xΘ, z j Θ λ ) is equal to B(xΘ, y[y := e]). Because y ∈ x, this equals B(x, y)(Θ + (y := e)), which in tuern equals B(x, y)Θ e . As a consequence each B(z, z j )Θ λ,r is not true in (E, M ). Hence the existential resolvent is applicable in (E, M ). Because for each z j , there is an e ∈ E, such that B(z, z j )Θ λ,r = B(x, y)Θ e , and we have a closing lemma λ e of (E, M + B(z, z j )Θ λ,r ). This ensures that we can apply Theorem 5 and obtain a closing lemma for (E, M ). 2. λê can be written in the form
We have assumed that the existential rule r and the lemma λê have no variables in common. We can construct the degenerated existential resolvent
It is easily checked that this rule is applicable on (E, M ) with ground substitution Θ λ + Θê. By similar reasoning as in the the previous case, we can see that Theorem 5 can be applied.
Note that the fact that S m (G, E, M ) can always return a closing lemma, as a side effect implies that the calculus of Definition 12 is complete when used as a saturation calculus. The algorithm S m (G, E, M ) can be made complete for finitemodels by applying depth-first search. Because the learnt lemmas are kept, the loss in efficiency can be expected to be much less than the loss of efficiency that S t (G, E, M ) would have. We give an example that shows that S m (G) improves over S t (G).
Example 4. Consider the set of rules
S t (G) will consider a large sequence of interpretations of form:
( e 0 , P 0 (e 0 ) + P 1 (e 0 ) + P 2 (e 0 ) + P 3 (e 0 ) ), ( e 0 + e 1 , P 0 (e 0 ) + P 1 (e 0 ) + P 2 (e 0 ) + P 3 (e 1 ) ), ( e 0 + e 1 , P 0 (e 0 ) + P 1 (e 0 ) + P 2 (e 1 ) + P 3 (e 0 ) ), ( e 0 + e 1 , P 0 (e 0 ) + P 1 (e 0 ) + P 2 (e 1 ) + P 3 (e 1 ) ), . . . ( e 0 + e 1 + e 2 , P 0 (e 0 ) + P 1 (e 1 ) + P 2 (e 2 ) + P 3 (e 0 ) ), ( e 0 + e 1 + e 2 , P 0 (e 0 ) + P 1 (e 1 ) + P 2 (e 2 ) + P 3 (e 1 ) ), ( e 0 + e 1 + e 3 , P 0 (e 0 ) + P 1 (e 1 ) + P 2 (e 2 ) + P 3 (e 2 ) ), . . . ( e 0 + e 1 + e 2 + e 3 , P 0 (e 0 ) + P 1 (e 1 ) + P 2 (e 2 ) + P 2 (e 3 ) ).
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The algorithm S m (G) will close the first interpretation (e 0 , P 0 (e 0 ) + P 1 (e 0 ) + P 2 (e 0 ) + P 3 (e 0 )) with rule ∀x 0 x 1 x 2 x 3 P 0 (x 0 ) ∧ P 1 (x 1 ) ∧ P 2 (x 2 ) ∧ P 3 (x 3 ) → ⊥. Using existential resolution with ∃x P 3 (x) it will derive the lemma η 1 = ∀x 0 x 1 x 2 P 0 (x 0 ) ∧ P 1 (x 1 ) ∧ P 2 (x 2 ) → ⊥. Since η 1 closes (e 0 , P 0 (e 0 ) + P 1 (e 1 ) + P 2 (e 2 )), it will apply one more time existential resolution, and derive η 2 = ∀x 0 x 1 P 0 (x 0 ) ∧ P 1 (x 1 ) → ⊥. Continuing, it will derive η 4 = → ⊥ which closes (∅, ∅).
How many elements actually need to be tried, in addition to the first one, depends on the number s of disequalities in the first closing lemma ∀xy Ψ (x) ∧ B(x, y) → y ≈ x 1 ∧ · · · ∧ y ≈ x s → ⊥. Only those elements for which one of the disequalities is false, need to be tried. In the example, we always had s = 0.
Conclusions and Future Work
We have introduced a calculus, which is refutationally complete for first-order logic with equality. It can be implemented in such a way (using breadth-first search) that it is complete for finding finite models. In addition, it can be expected that our calculus will be good at handling problems containing partial functions.
We are in the process of implementing the calculus and studying refinements. The most successful refinement is functional reduction. It is best explained from an example. If one has a rule r of form r = ∀x Φ(x) → ∃y P (x, y), and there are no other positive occurrences of P in the set of formulas G, then P will be always functional in all attempted interpretations, because ∃y P (x, y) is extended only when it is false. As a consequence, whenever some lemma contains among its premises two occurrences of P of form P (x, y 1 ) and P (x, y 2 ), one can unify y 1 and y 2 without losing possible applications. This has turned out a good refinement, which improves performance by a factor of one hundred, especially on harder problems.
Another refinement that we tried is lemma subsumption. In analogy to resolution, one can define that λ 1 subsumes λ 2 if there exists a variable substitution Σ, s.t. λ 1 Σ ⊆ λ 2 . Due to the way S m (G) operates, only backward subsumption needs to be considered. Our experiments show that approximately one fourth of the lemmas can be deleted with backward subsumption. In future work, we intend to study other refinements, prove that they do not increase proof length whenever this is possible, and extend our experiments. We intend to take part in CASC with our implementation. In addition, we would also like to obtain theoretical results that compare our calculus to superposition.
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