We consider the exploration of random graphs. We give upper and lower bounds for the expected number of edges traversed during an exploration. This result implies a lower bound for the expected running time of a wide class of algorithms { e.g. Breadth-First-Search, Depth-First-Search, and algorithms to determine a minimum spanning tree or to solve the single source shortest paths problem in a weighted graph. Furthermore, we investigate the connectedness of non-homogeneous random graphs and we point out the relationship with the exploration algorithms.
Introduction
Traversing a (directed) graph is a fundamental problem in graph theory since it is the abstraction of a variety of processes. Hence, search algorithms are widely used to solve lots of subproblems. Furthermore, Karp 5] pointed out that the analysis of some searching algorithms (like BreadthFirst-search) can be used to analyze structural properties of random graphs. Indeed, the average behavior of several search algorithms is closely related with the probability that a random graph is connected. But is this relationship valid for any search strategy or it is restricted to few special cases? To answer, we rst have to give a general de nition of exploration.
Consider a graph G = (V; E) with n = jV j nodes and m = jEj edges. Next, assume only the following operations are available:
1. we can select a node (according to an arbitrary strategy), 2. once a node v is selected, we can traverse an edge e incident to v, 3 . when an edge e = (v; w) is traversed, we can mark the end-node w. At the beginning, only the nodes in a given subset S V are marked (in the rest of the paper we assume jSj = 1). The goal is to mark the maximal number of nodes in the graph. Note that a node w = 2 S cannot be marked if there exists no ingoing edge e = (v; w) 2 E where v 2 V . Remark: When an edge is incident to a node, it means implicitly that it is outgoing from the This work was in part supported by the Schweizerischen Nationalfond, project 2100-043537. 95. node. If this is not the case, it will be mentioned explicitly. An important class of algorithms can be described as an exploration with the restriction that only marked nodes can be selected. For example, if we select always the same node until all its incident edges have been traversed and, when the incident edges are exhausted, some other marked node, then the exploration corresponds to Breadth-First-Search (BFS) 4]. Other illustrative examples (corresponding to other selection strategies) are Depth-First-Search (DFS) 4] and Dijkstra's algorithm 2] to determine the minimum spanning tree (MST) or the single source shortest paths (SSSP) in a weighted graph (where the weights are non-negative).
Upper bounds for the running time are commonly studied, but lower bounds are usually not. Mehlhorn and Priebe 7] analyzed the shortest paths problem in a complete weighted graph.
They investigated the number of edges traversed when the weight function C is provided in the form of an oracle that answers questions of the following kind:
What is the weight C(e) of a given edge e? Given a vertex v 2 V and an integer k 2 f1; : : :; ng, what is the end-point of the edge with source v and with the k-th smaller weight?
They found that the expected number of edges traversed to solve the problem is (n log(n)). This result holds for a class of weights (the so called simple weights) in the end-point independent model (see De nition 2). However, the result seems much more general.
In this paper, we handle three problems. First, we investigate the exploration in dense random graphs. We show that the expected number of edges traversed until almost all nodes are marked is (n log(n)). This implies a lower bound of (n log(n)) for the running time of a wide class of search algorithms (e.g. BFS and DFS). Moreover, by extending the model proposed by Mehlhorn and Priebe to dense random graphs, the algorithm to solve the SSSP problem (and also the MST) is reduced to a node exploration. Therefore, the expected number of edges traversed is (n log(n)) which signi cantly extends the result of Mehlhorn and Priebe. Surprisingly, this result is valid for arbitrary non-negative weights.
Next, we propose a non-homogeneous model of random graphs. We analyze the connectedness in this kind of graphs. For instance, we show that if the (expected) number of edges is less than (1 ? ") n log(n), for " > 0, then the graph is connected with probability O(n ?" ). This result is closely related with the analysis of the exploration algorithms. Note that this result is similar as in the G n;p -model. Nevertheless, we will see that the two models are very di erent. In particular, weak and strong connectedness have distinct behaviors in non-homogeneous graphs { in contrast to the G n;p -model. Finally, we see how improvements are possible by extending the available operations. Karp 
5]
proposed an algorithm to determine the connected components in expected time O(n) (if the graph is not too sparse), and Schnorr 10] found an algorithm to determine the transitive closure of an algorithm in linear expected time O(n + m ), where m is the expected size of the output. To achieve these results, it is necessary to traverse the edges in the opposite direction.
More precisely, we determine the next edge to traverse by selecting the end-node w and by choosing an ingoing edge e = (v; w). This additional operation can be used to solve also other problems more quickly, e.g. to compute a MST (but not the SSSP). A simple approach to extended explorations is given in the last section.
The paper is structured as follows. In Section 2 we introduce the probabilistic model used for the analysis. In Section 3, we show the expected running time of (n log(n)) for an exploration. An important special case is considered in Section 4, namely searches in which only marked nodes can be selected. The running time of algorithms which compute a MST or the SSSP is studied in Section 5. In Section 6, the connectedness of non-homogeneous random graphs is analyzed. Finally, we study some examples of extended exploration (Section 7). We see how to determine the nodes reachable from a given starting vertex in expected time O(n) { a simple node exploration would require (n log(n)) { and we consider the MST problem.
The Model
In this section, we de ne the probabilistic model used in the rest of the paper. We will consider the standard G n;p -model of random graphs, introduced by Erd} os and R enyi in 3].
De nition 1 : The vertex set of a random digraph G n;p = (V; E) is given by V = f1; : : :; ng.
The edges correspond to independent random experiments where the probability that an edge exists is p 2 0; 1]. These experiments are executed for the set of edges E = f(i; j) j i; j 2 V; i 6 = jg:
In the following we will abbreviate q = 1 ? p.
Next, we assume that the traverse operations are random in the following sense: When the node v is selected, the traversing edge is chosen with equal probability among the ones incident to node v which have not yet been traversed.
Finally, for weighted graphs we will consider the end-point independent model. for any permutation of f1; 2; : : :; kg.
We will focus our attention on dense random graphs, namely p (1 + ") log(n) n and p = o(1)
where " > 0. The rst condition guarantees that the graph is almost surely (strongly) connected (see 9]). If this is not the case, the whole graph is traversed, and the running time is O(m + n). We do not handle the case p 6 = o(1) because the search could be reduced to the exploration of the edges incident to a single node. This implies that the running time can be O(n).
Remark: In general, the running times determined in this paper do not include the time required to read the input. This makes sense because the problems analyzed are often just subproblems.
For instance, the SSSP is usually executed n times to compute the All Pair Shortest Paths.
Then, the time to read the input can be ignored.
Node Exploration
In this section we show that any exploration requires to traverse (n log n) edges on average.
The upper bound is quite simple to show (see Lemma 8) . The proof of the lower bound is structured as follows. First, we show that the distribution of the number of unmarked nodes does not depend on the sequence in which the edges are considered. More formally, we label the nodes by the rst time they have been selected. Let i denote the random variable corresponding to the number of traversed edges incident to the node with label i. Then the distribution of the number of unmarked nodes depends only on = ( 1 ; 2 ; : : :; n ) (Lemma 4). This will imply that for any xed value of , say a = (a 1 ; a 2 ; : : :; a n ), we can assume that all a i edges are traversed when the node with label i is considered for the rst time which enable us to investigate the rst two moments of the number of unmarked nodes when the i-th node is selected as a function of a (Lemma 5). Next, due to the second moment method, we nd that if almost all nodes are marked, then the number of edges traversed is (n log(n)) with high probability (Lemma 6). Therefore, the number of edges traversed during the whole exploration, namely M n ( ) def = 1 + 2 + + n ; satis es M n (a) = (n log n) with high probability for any possible value of a = (a 1 ; : : :; a n ), where the probability that = a is determined by the structure of the graph (i.e. the number of existing edges) and by the traverse strategy. Since the lower bound is independent of a, we nally obtain E( M n ) = (n log n) Remark: This result is closely related with occupancy problems (see for instance 8]). But this case corresponds to a weighted variant and, therefore, its proof becomes particularly interesting. Note that by traversing an edge more than once we do not gain new useful information. Therefore, we will consider only strategies which traverse the edges at most once. This can be guaranteed by marking the traversed edges. Then, marked edges can be ignored for the rest of the exploration. Of course, we can also ignore the nodes with no incident unmarked edges.
Recall that when an (unmarked) edge e is traversed, the starting node is known, but not the end-node. Hence, we do not know a priori if it is already marked or not. To start with, we determine the probability that the edge e leads to an unmarked node. In the following ? Lemma 3 : Consider the exploration at an arbitrary point and let U be the set of the currently unmarked nodes. Further, let T(u), for u 2 V , be the set of edges incident to u which have been traversed in previous steps. If we select node v and we choose an edge e incident to v but not in T(v) (assuming that such an edge exist), then the probability that the corresponding end-point w is unmarked is Pr(w 2 U j jUj =`^jT(v)j = k^
Proof: Since the edge e is chosen (at random) among the edges incident to v not traversed in previous steps, the end-point of e is a node in ? (v) Proof: Assume we have traversed the edges e 1 ; e 2 ; : : :; e m and let U m be the set of unmarked nodes. Suppose jU m j =`. Next, we continue the exploration by traversing the edges e m+1 and e m+2 which are incident to two nodes v 1 and v 2 , respectively. Without loss of generality, v 1 and v 2 are distinct. Assume that k 1 (k 2 ) traversed edges are incident to node v 1 (v 2 ).
Then after e m+1 and e m+2 have been traversed, the number of unmarked nodes is`? , where 2 f0; 1; 2g. The distribution of does not depend on the sequence in which we consider the two edges. In fact, if we consider rst e m+1 and then e m+2 , we obtain
Next, we investigate the case = 1. Let w 1 and w 2 denote the end-point of e m+1 and e m+2 , respectively. Further, let U m+1 be the set of unmarked nodes after e m+1 is traversed. 
From (2) and (3) Lemma 5 : For any value a = (a 1 ; a 2 ; : : :; a n ) E( u t j = a ) = (n ? 1)
Var(u t j = a) E( u t j = a ):
Proof : First, assume j nodes are unmarked at time t ? 1 and we explore a t edges at time t.
The corresponding conditional distribution of u t is given by Pr(u t = i j u t?1 = j^ = a) = 
In fact, assume that j ? i of the originally j unmarked nodes are marked at time t. This means that j ? i of the a t traversed edges lead to these nodes. The other a t ? (j ? i) lead therefore to some of the n ? 1 ? j nodes already marked at time t ? 1. The possible combinations to choose the a t edges are 
Since E( u 0 j = a ) = n ? 1; by induction we get (4).
Similarly to (7) Var(u t j = a) E( u t j = a ):
In Lemma 5 we derived the rst two moments of the number of unmarked nodes for xed values of i . Now we are interested in the number of edges traversed until all nodes are marked. We will show that if the traversed edges are o(n log(n)), then there exist unmarked nodes with high probability. Hence, if all nodes are marked, the number of edges traversed is (n log(n)) with high probability.
Lemma 6 : Let a = (a 1 ; : : :; a n ), where a i = o(n) for every i 1. Then M n (a) = o(n log n) ) Pr(u n = 0) = O(n ?1+o (1) The previous arguments were independent of the density of the graph. We argued that if we traverse o(n log(n)) edges, then some nodes remains unmarked. Now, we consider dense graphs, namely with more than n log(n) edges (roughly speaking). In this case, almost all nodes are eventually marked and the edges traversed are indeed (n log(n)) with high probability.
Lemma 7 : Let G n;p be a random digraph with p (1 + ") log(n)=n, " > 0, and p = o(1).
Next, let M n denote the number of edges traversed during the exploration. Then E( M n ) = (n log(n));
independently of the exploration strategy.
Proof 
That is, the maximal degree of a node is o(n) with high probability. This implies that the conditions of Lemma 6 are satis ed. Now, assume M n (a) = o(n log(n)):
From Lemma 6 we infer Pr(u n = 0) = O(n ?1+o (1) ):
But as mentioned before, u n = 0 with high probability, which is a contradiction. Therefore, M n (a) = (n log(n)) with high probability. Hence, E( M n ) Lemma 8 : Let G n;p be a random digraph with p (1 + ") log(n)=n, " > 0. Let M n be the number of edges traversed during an exploration. Then E( M n ) = O(n log(n)): Proof: Since p (1 + ") log n=n, " > 0, the graph is almost surely strongly connected 9]. In this case, all nodes are eventually marked. Consider the search at an arbitrary point. Let U be the set of the currently unmarked nodes, and assume jUj =`. We select a node v and we traverse an incident edge e = (v; w)
, not yet traversed. Suppose that k edges incident to v have been traversed in previous steps. From Lemma Therefore, the expected number of edges traversed until a new node is marked is bounded by (n ? 1)=`. By summing up over all`we obtain E( M n ) n?1 X =1 n ? 1 = O(n log(n)): (9) If the graph is not connected, at most all the existing edges are traversed. But the probability that this happens is small. Let p def = n log(n)=n where n (1 + "). Then the average number of existing edges is O( n n log(n)), and E( M n ) = O(n log(n)) (1 ? O(n 1? n )) + O( n n log(n) n 1? n ) = O(n log(n))
since the graph is not connected with probability O(n 1? n ), see for example 9]. Lemma 7 and Lemma 8 give nally the claimed expected running time for an exploration.
Theorem 9 : Let G n;p be a random digraph with p (1 + ") log(n)=n, " > 0, and p = o(1).
Next, let M n denote the number of edges traversed during the exploration. Then E( M n ) = (n log(n)); independently of the exploration strategy.
Searches with Local Information
During an exploration, we selected the nodes according to an arbitrary strategy. However, some problems do not allow this exibility. For instance, assume the only information about the graph is the number of vertices n, a node s (which is marked), and the edges incident to s. Every time we traverse an edge and we mark a node w, we gain new informations about the graph, namely the node w self and its incident edges. Therefore, the unique way to explore the graph is to traverse edges incident to marked nodes. We will call explorations of this kind searches with local information.
The main di erence with an exploration is that only vertices in a strong connected component are eventually marked, i.e. all nodes reachable from s. During a simple exploration, all nodes are eventually marked, except the ones with no ingoing edges. However, since for p (1 + ") log(n) n the graph is almost surely strongly connected { and therefore all vertices have ingoing edges with high probability { the analysis of an exploration remains valid for the searches with local information, too.
Theorem 10 : Let G n;p be a random digraph with p (1 + ") log(n)=n, " > 0, and p = o(1).
We explore the graph using local information. Then we need to explore E( M n ) = (n log(n)) edges on average, independently of the search strategy. Depth-First-Search is (n log(n)). It is not self-evident that the two algorithms have similar behavior. Consider a nearly complete random graphs, namely when p 1: Then, the expected running time of Depth-First-Search remains (n log(n)), in contrast to the one of Breadth-FirstSearch which becomes O(n). This particular behavior will play an important role also for the analysis of the single source shortest paths problem, as we will see in the next section.
Shortest Paths and Minimum Spanning Tree
Now, we investigate a concrete problem that can be interpreted as an exploration with local information: The single source shortest paths problem. That is, given a directed graph in which all edges have a non-negative weight, we want to compute the shortest paths between a source (i.e. a xed node in the graph) and all the other nodes. We consider a random graph G n;p with p (1 + ") log(n)=n, where " > 0 and p = o(1). Recall that the weights are end-point independent. Furthermore, only the following operations are available:
1. we can select a node v, 2. we can traverse the edge incident to the selected node v not yet traversed with minimal weight, 3. we can mark the end-node of a traversed edge. This model corresponds to the one proposed in 7] . But in this case no restriction for the values of the weights is required (except that they are non-negative).
We want to determine a lower bound for the number of edges we have to traverse until the shortest path is computed for every node in the graph. We consider the following strategy (Dijkstra's algorithm 2]). Assume the paths are computed for the rst n ?`nearest nodes, which are stored in the set N. To nd the (n ?`+ 1)-th nearest node, we consider the edge e = (v; w) 2 N V not yet traversed (namely in E 0 ), which minimizes dist(s; v)+C(e), compare and w is added to N. In this way, we select a node v according to some strategy, or distribution (depending on dist(s; v)), but we traverse an incident edge e chosen randomly among the ones not yet traversed (because of the end-point independent model). Therefore, this strategy corresponds to a search with local information and it requires to traverse (n log(n)) edges on average.
Moreover, the edges considered by this strategy must be traversed to obtain the correct result. In fact, we can ignore some of these edges only if we are sure that the corresponding end-nodes are already marked. But the unique way to know this is to traverse them. This means that to solve the single source shortest paths problem we need to traverse (n log(n)) edges, on average. Furthermore, there are algorithms which nd a correct solution and run in expected (amortized) time O(n log(n)); including the operations to determine the edge to explore, see for instance 7].
Theorem 11 : The single source shortest paths problem in a random digraph G n;p , where p = o(1) and p (1 + ") log(n)=n with " > 0, can be solved in the end-point independent model in expected time (n log(n)): In the shortest paths problem the goal was to nd the shortest paths from a source to every other node. A similar problem consists in determining the minimum spanning tree. More precisely, given a starting node we look for the paths to all reachable nodes such that the sum of all weights of the edges in the tree is minimized. We apply the same strategy as for the shortest paths, but we select the edge to traverse according to another test: We do not choose the edge e = (v; w) which minimize dist(s; v)+C(e) but simply the edge with minimal weight. Therefore, this problem corresponds to an exploration with local information, too, and it requires the same running time.
Theorem 12 : The minimum spanning tree in a random digraph G n;p , where p = o(1) and p (1 + ") log(n)=n with " > 0, can be determined in the end-point independent model in expected time (n log(n)): Unfortunately, this analysis does not cover the general case, for instance when the graph is nearly complete (i.e. p tending to 1). In fact, an exploration with local information can degenerate to the exploration of the edges incident to the starting node (e.g. by using BFS). In this case, the assumption about the weights plays an important role, as pointed out by Mehlhorn 
Non-homogeneous Random Graphs
The analysis of search algorithms like Breadth-First-Search is particularly useful to investigate structural properties of a random graph. For instance, Karp 5] determined in this way the expected size of the connected components in a graph G n;p for p = c=n, where c is a constant greater than 1. This size corresponds to the number of nodes marked at the end of a search that uses local information.
Furthermore, this approach allows to determine how many edges must exist such that the graph is almost surely connected. For a homogeneous random graph G n;p , it is well known that the threshold is given by p = log(n)=n. In other words, if the graph contains less than (1 ? ") n log(n) edges (on average), then it is almost surely not connected. This condition can be extended to non-homogeneous random graphs.
De nition 13 : The vertex set of a non-homogeneous random digraph G n;p = (V; E) is given by V = f1; : : :; ng and the vector p = (p 1 ; : : :; p n ) determines the existence probability of the edges out-going edges incident to node 1; 2; : : :; n, respectively. More precisely, the edges e = (i; j), for each j 2 V ? fig, exist with probability p i , independently of the other edges.
Then, a necessary condition for the connectedness is shown in the following theorem.
Theorem 14 : Let G n;p be a non-homogeneous random graph with
for all i 2 V . If E( jEj ) = n (p 1 + p 2 + + p n ) (1 ? ") n log(n); where " 2 (0; 1), then the probability that the graph is (strongly) connected is O(n ?"+o(1) ). Proof: We consider the number of nodes with no ingoing edges. To determine this number, we construct the random graph by adding the edges incident to node 1; 2; : : :; n according to p. Then, let u t denote the number of nodes with no ingoing edges when vertex t is handled, namely Pr(G n;p is (strongly) connected) Pr(u n = 0):
Pr(u n = 0) Var(u n ) E( u n ) 2 n ?"+o (1) completes the proof.
In contrast to the homogeneous case, the condition E( jEj ) (1 + ") n log(n)
In the second step, we generate a graph with jE 2 j edges according to p 0 . Since ! n = o(log(n)), the expected number of edges in the rst graph G 1 are E( jE 1 j ) = o(n log(n)):
Hence, E( jE 2 j ) = (1 + ") n log(n) ? o(n log(n)) (14) (1 + " 0 ) n log(n); where 0 < " 0 < ". Furthermore, every edge in G 2 starts from a node in U 1 with probability u 1 =n because we assigned the probabilities p i (and therefore p 0 i ) according to a random permutation . Therefore, the number M 0 of edges in G 2 starting from nodes in U 1 (for n large) satis es E( M 0 j u 1 n 0 ) jE 2 j e ? (15) with high probability. Therefore, from (13) and (15) we infer that the event (1 + " 00 ) n log(n) for some " 00 > 0. Theorem 14 implies that almost all nodes will be incident to at least one of these edges. Thus, almost all nodes will be eventually reached { either directly through paths in E 1 or through an additional edge e 2 E 2 starting from nodes in V ? U 1 . Corollary 16 : Let G n;p be a non-homogeneous random graph with ! n n p i = o(1); i = 1; 2; : : :; n; (16) where ! n ! 1 as n ! 1, and X i 1 p i (1 + ") log(n) (17) for some " > 0. Then, the graph is almost surely weakly connected.
Remark It is not clear if E( jEj ) (1 + ")n log(n) implies weak connectedness. However, it is surely not a su cient condition for strong connectedness. For further discussions we refer to 11].
Extended Exploration
So far, we considered a simple exploration. We have seen that it requires to traverse (n log(n)) edges, on average. We will see that for an extended exploration the expected running time can be reduced to O(n). Recall that an extended exploration is an exploration in which also ingoing edges can be traversed. We consider a simple example to show the basic argument (namely, we investigate the reachability from a given node). We will apply the same method to compute the connected components of an undirected random graph in expected time O(n). We will also illustrate how to exploit the extended exploration to compute a MST. For other applications we refer to 5, 10].
Theorem 17 : Let G n;p be a random digraph with p 2 0; 1], and s 2 V . Then it is possible to determine the nodes reachable form s in expected time O(n).
Proof: This problem can be solved in two phases. First, a BFS-like search is started. At any step, an unvisited marked node is selected and all its incident edges are traversed. If all marked nodes are already visited, we continue the search by selecting an unmarked node which is marked with a new ag. The nodes treated successively are marked with the last introduced ag. The rst phase stops when at least n=2 nodes are marked 1 .
We have to determine how many steps are executed. Consider the number of unmarked nodes at step t. Let v t be the selected node. By de nition, every unmarked node is adjacent to v t with probability p. Then E( u t j u t?1 = u ) = u q where u t denotes the number of unmarked nodes at step t. Hence E( u t ) = E( u t?1 ) q = E( u 0 ) q t = (n ? 1) Therefore, in the rst phase less than = O(1=p) steps are executed with probability 1?O(n ?1 ), otherwise the number of steps is bounded by n. Since at any step we traverse p n edges, on average, the expected number of edges traversed in the rst phase is
In the second phase, we have to handle the second half of the nodes. To do this, an unmarked node is selected and a subsearch is started. Then, we execute a search with local information (e.g a DFS) in which, this time, the ingoing edges are considered in place of the outgoing ones. 1 The rst phase { and the algorithm self { could stop already when all marked nodes have been visited. We continue the search to demonstrate the similarity with the undirected case.
Furthermore, the nodes are not marked immediately after the corresponding edge is traversed, but at the end of the subsearch. A subsearch stops either when a path between the starting node and a marked node w is found, or if all incident edges are exhausted, namely if a whole connected component has been explored. In the rst case, all nodes are marked with the same ag as w. In the second case, with a new ag. This step is applied to other unmarked nodes until all vertices have been considered.
The nodes marked in the rst phase are more than n=2. Every time an edge is chosen, it leads to marked nodes at least with probability % def = n=2 ? n ? 1 1 2 ? 1 p n since the edge cannot be incident to any of the nodes treated in the rst phase. If p n ! 1, then % 1=2, otherwise the expected number of existing edges is O(n), which is a bound for the running time. Therefore, we may assume w.l.o.g. that % is a constant (near to 1=2). Hence, the number of nodes handled during every subsearch are few, namely Pr(# handled nodes = k) % k :
If k nodes are handled, then at most k 2 +1 edges are traversed. Therefore, the expected number of edges traversed is bounded by
Hence, the whole cost (in edges) of the second phase is E( M (2) n ) = O(n) because we execute at most n=2 subsearches. This implies E( M n ) = E( M (1) n ) + E( M (2) n ) = O(n) which completes the proof. A similar argument can be used to determine the connected components in an undirected random graph. In this case, the nodes with the same ag form a connected component. For an alternative approach see 6].
Theorem 18 : Let G n;p be a random undirected graph. Then it is possible to determine the connected components in expected time O(n).
Extended explorations can be used also to compute a MST in undirected graphs. To illustrate this, we assume that the adjacent list of any node u 2 V is sorted according to the weight of the corresponding edges. In this way, it is not necessary to handle the whole adjacent list f(w; u) j u 2 ? + (w)g whenever node w is reached (compare Figure 1) , but only the edge with minimal weight among them which has not yet been traversed { let us call it Next(w). Therefore, E 0 will contain at most n edges. The algorithm can now be splitted in two phases. In the rst one, we execute a modi ed Dijkstra's algorithm (see Figure 2 ). After t = n=! steps, the MST contains about n ! (1 ? O( 1 ! )) edges (the parameter ! will be speci ed later). The time required by this phase is O n ! log( n ! ) since every Next() operation costs O(1) time and E 0 is stored as a heap and it contains at most t = n=! edges.
In the second phase, we execute local searches. In a local search, we start from an unmarked node and we execute the algorithm like in the rst phase until a previously marked node is reached (or the adjacent lists are exhausted). The expected number of nodes considered in each local search is about !, therefore the expected cost for a local search is proportional to Finally, the total expected running time is O n ! log(n) + n ! log(!) : For ! = p log(n) we obtain the following theorem.
Theorem 19 : Let G n;p be a random undirected graph with p (1+") log(n)=n for some " > 0.
Then it is possible to determine a minimum spanning tree in expected time O n q log(n) log log(n) if the adjacent lists are sorted according to the weight of the edges. Of course, this strategy is meaningful only if the MST is a subproblem since the time to read the input and to sort the adjacent edges would increment signi cantly the running time.
Conclusion
We have analyzed a general graph exploration and we have demonstrated that a class of algorithms can be interpreted as special cases of explorations. We have seen that in dense random graphs they have similar behaviors, namely they need to traverse (n log(n)) edges on average. We also considered an extension of the exploration which allows to decrease the running time to solve several problems. Unfortunately, these improvements depend on the probabilistic model. We assumed that the graph is homogeneous (G n;p model). These results do not hold necessarily in non-homogeneous graphs. Furthermore, not all problems studied can be handled in this way. In particular, the analysis proposed in Section 5 suggests that the lower bound for the SSSP problem holds also with the extended operation (in the end-point independent model).
