The stress tensor is described as a symmetric tensor in all classical continuum mechanics theories and in most existing statistical mechanics formulations. In this work, we examine the theoretical origins of the symmetry of the stress tensor and identify the assumptions and misinterpretations that lead to its symmetric property. We then make a direct measurement of the stress tensor in molecular dynamics simulations of four different material systems using the physical definition of stress as force per unit area acting on surface elements. Simulation results demonstrate that the stress tensor is asymmetric near dislocation cores, phase boundaries, holes and even in homogeneous material under a shear loading. In addition, the atomic virial stress and Hardy stress formulae are shown to significantly underestimate the stress tensor in regions of stress concentration.
Introduction
Stress is a fundamental physical quantity that can be quantified by measurement. It is also a key concept upon which classical continuum mechanics was formulated. In all classical continuum mechanics theories, stress is described as a symmetric tensor [1, 2] . The symmetric property is considered so fundamental that it is used as a criterion in some derivations of atomistic stress [3, 4] . There have been theoretical discussions in the field of statistical mechanics regarding the conditions for an asymmetric stress tensor, such as non-central force [5] [6] [7] , non-spherical molecules or particles possessing internal degrees of freedom [8] [9] [10] [11] . There have also been theoretical discussions on the conditions for an asymmetric stress tensor in the field of generalized continuum mechanics (GCM) for materials with microstructures [12] [13] [14] . A measurement using the physical definition of stress as the 'surface density of force' [15, 16] in atomistic simulations, which would provide insight into the symmetric property, has only been reported for one-dimensional chains of stationary atoms [17, 18] .
The stress tensor is most readily understood in terms of the stress vector, the concept of which was formalized by Cauchy in 1823 as the surface traction 'at a given point of a solid body on a very small surface element passing through this point' [19] . Cauchy discovered that the 'stress vector on a plane is deduced very easily from the stress vectors on three given rectangular planes' [19] ; the latter is referred to as the Cauchy stress tensor [15] . The relationship between a stress vector and the stress tensor is called the Cauchy stress theorem. It states that there exists a second-order tensor field, i.e. the stress tensor σ (x), that determines the stress vector, t(x, n), on any surface element passing through point x, t(x, n) = σ (x) · n, or σ αβ (x) = t α (x, e β ), (1.1) where n is the normal of the surface element and e β (β = 1, 2, 3) are the unit vectors of the coordinate axes. The microscopic formula for the system-wide average stress in quantum [20] or classical [21, 22] many-body systems is the virial stress. The virial formalism leads to one stress tensor for the entire system
where V is the volume of the entire system, m i , r i and v i are, respectively, the mass, position and velocity of the i-th particle, r ij = r i − r j , and F ij is the interaction force between particles i and j.
As the virial stress is formally written as a sum over atoms, each individual term in the formula has been taken to describe the local stress at an atom and is usually referred to as the atomic virial stress [18] . The formal derivation of the microscopic formula for the local stress or stress field was pioneered by Irving and Kirkwood (IK) in 1951 [23] , in which the stress tensor was expressed as an ensembleaveraged point function in terms of the infinitely peaked Dirac delta function [23] . The IK stress was originally expanded as a power series. A closed-form expression for the ensemble average was obtained later, e.g. by Kreuzer [24] , and is expressed as follows: Most of the later developments that followed the IK formulation replaced the Dirac δ in equation (1. 3) with a volume-weighted average. For example, Hardy used a volume-weighted averaging function , called the localization function, and another volume-weighted averaging function B(k, l, x) = 1 0 (r k λ + r l (1 − λ) − x)dλ, called the bond function, for fluxes [29] . The stress tensor thus becomes a volume average:
The first and second terms in equations (1.2), (1.3) and (1.5) are referred to as the kinetic and potential parts of stress, respectively; the kinetic part of stress is usually linked to the thermal stress which is always symmetric; the potential stress is usually related to the stress caused by mechanical loading and expressed in terms of the dyadic product F kl r kl . As F kl and r kl are commonly believed to be collinear vectors, the microscopic local stress is widely interpreted as a symmetrical tensor [28] [29] [30] [31] [32] .
While the stress tensor has been a subject of theoretical interest [11, 17, 23, [25] [26] [27] [28] [29] [33] [34] [35] [36] , it is also a fundamental physical quantity that can be quantified by measurement in experiments or in atomistic simulations using the exact physical meaning of the stress tensor as 'the forces per unit area acting on three orthogonal planes' [15] . As the interaction forces per unit area acting across a surface element can be measured in an atomistic model, this part of stress caused by the interaction force, referred to as 'mechanical stress' by Cheung & Yip [18] , can be directly quantified in an atomistic simulation. A detailed procedure to find the mechanical stress tensor in atomistic simulations was described by Cheung and Yip as follows: 'For the stress at a given atom, one can set up an element of volume surrounding the atom and calculate the force across each face of the element' [18] . Clearly, stress calculated in this manner is identical to the stress measured in experiments when thermal stress is negligibly small. When the measurement or the calculation is performed in the deformed configuration of the material, the stress is called Cauchy stress, also known as the true stress.
Note that there is no ambiguity for the physical meaning of stress as 'the forces per unit area on three orthogonal surface elements' [15] ; whereas there is a clear distinction between the physical quantity stress and the potential part of the volume-averaged atomistic formulae for stress [17, 18] ; the former measures the forces per unit area acting on three mutually perpendicular surface elements with σ αβ = F α /A β , where A β is the area of the surface element with normal e β , whereas the latter, e.g. the atomic virial stress and the Hardy stress, calculates the dyadic product of the interaction force and interatomic separation per unit volume with
The difference between the stress formulae in the form of equation (1.2) or (1.5) and the physical quantity stress is thus fundamental and formal.
A recent work has resolved the formal difference by obtaining the atomistic stress formula through averaging the IK point-function stress over three orthogonal surface elements [37] or by deriving the atomistic stress formula using the integral form of the momentum conservation law [38] . The new atomistic formula for stress can be expressed in terms of particle site energies, or the interaction force between particles, and is a surface density. When it is expressed in terms of interaction force, it has the following form [38] 
dϕ is the averaged Dirac δ over surface element β (i.e. with normal e β ) and a line segment L kl that links atoms k and l;δ β AT is the averaged Dirac δ over a time-step T and surface element β with area A, and
It is clear that the potential part of the atomistic stress in equation (1.6) is identical to the 'mechanical stress' defined by Cheung & Yip [18] , which is equal to the total stress tensor when thermal stress is ignored. We would like to mention that the stress formula in equation (1.6) has been demonstrated to satisfy both the differential and integral forms of the momentum conservation law of classical continuum mechanics [37, 38] .
The objective of this paper is to investigate the symmetric property of the atomistic stress tensor. We examine continuum mechanics theories of stress, as well as the atomistic formulations of stress, to identify the theoretical origins of the symmetric property of the stress tensor. We then make a direct measurement of the mechanical stress tensor in molecular dynamics (MD) simulations. This is achieved through measuring the interaction forces that act across surface elements using the physical definition of the stress tensor. The calculated stress is then compared with the widely used atomic virial stress formula and the Hardy stress formula. This paper is structured into four sections. Following the introduction, §2 reviews the assumptions that lead to the symmetry of stress tensor; in §3, we introduce the numerical method for the calculation of atomic-level stress tensor in MD; in §4, we present MD simulation results demonstrating an asymmetrical stress tensor in (i) a single crystal containing dislocations, (ii) a superlattice with coherent phase boundaries, (iii) a phononic crystal with periodically structured holes and (iv) a homogeneous material; this paper is concluded with a brief summary in §5.
2. Theoretical origins of the symmetry of stress tensor (a) Symmetry of the stress tensor in continuum mechanics
The symmetry of the stress tensor is not indicated in the continuum mechanics definition of the stress tensor field as 'the forces acting on the faces of an infinitesimal parallelepiped' [15] . Rather, it is a result of the balance of angular momentum for infinitesimal parallelepipeds in the absence of surface couple. Based on the general form of the continuity equation ∂B t(x, n)dS + B b(x)dV = 0, where b(x) denotes body forces, Cauchy proved that if the surface traction t(x, n) is consistent with the moment balance law for the infinitesimal parallelepiped centred at point x,
for every B enclosed by ∂B, then σ (x) must necessarily be symmetric [39] . In their proof of the Cauchy stress theorem, Gurtin & Martins [39] showed that equation (2.1) implies
for any cubes of volume V(B) containing x. The implication of equations (2.1) and (2.2) is such that a symmetric stress will arise if there is a uniform distribution of t(x, n), and hence a zero resultant moment on each face of the parallelepiped, or the volume of the cubes, V(B), approaches zero. The condition for an asymmetric stress was discussed by the Cosserat brothers in 1902 [12] . The Cosserat formulation, however, was not included in the general framework of the continuum mechanics established by Tuesdell and his contemporaries who formulated continuum mechanics based on the assumption that all local densities are continuous fields. While classical continuum field theories assume infinitely large and dense space and hence view a material as a continuous collection of material points that have no structure or size, mechanics of real materials, however, deals with finite-sized materials with finite-size material points, i.e. with the smallest structural units of the materials such as the primitive unit cell of a crystalline material. As a result, the internal force acting on finite-sized surface elements may give rise to surface couples, cf. figure 1. A consequence of the presence of such a field is the loss of symmetry of the stress tensor [41] . Treating the material continuum as a collection of finite-sized material points is the fundamental departure of the GCM or Microcontinuum Theories [42] [43] [44] from the Classical Continuum Mechanics [41] . Many GCM theories, including Cosserat theory [12] , the Micromorphic theory [13, [45] [46] [47] , Micropolar theory [48] and Microstructural theory [14] , have shown that only under specific conditions is the stress tensor symmetric.
(b) Symmetry of the stress tensor in atomistic formulations
Basically, there are two types of formally derived atomistic stress formulae: the system-wide average stress (i.e. the virial stress) and the local stress. The virial theorem first developed by Clausius [49] and later by Maxwell [50, 51] has served as the microscopic formula for system pressure or systemwide average stress. As the averaged stress of the total system, the virial stress is a symmetric tensor. However, the virial formula is not an atomistic formula for the local stress or stress field, although it is widely used as an atomic-level stress tensor. If used for local stress, both the kinetic part of the viral stress [52] and the potential part of the virial stress [38] would give rise to stress values that contradict with the conservation law or the physical meaning of stress. The microscopic formula for local stress or stress field was pioneered by IK based on the differential form of conservation laws using the Dirac delta function to link between phase functions and field quantities [23] . Local densities in the IK formulations are ensemble-averaged point functions. It was noted by IK that these point functions need to be averaged in space and time for hydrodynamics field quantities. Most of the later developments that followed the IK formalism, however, directly replaced the Dirac δ function with a regularized function, e.g. the work by Noll [53] and that by Hardy [29] . Hardy's volume-weighted averaging function, called localization function , has some properties similar to that of the Dirac δ: it peaks at x = r k , satisfies V (r k − x)dx = 1 and is zero if particle k is outside the domain surrounding the point x. Such volume averaging works for local densities that are defined per unit volume, such as mass density, linear momentum density and energy density. One fundamental problem with Hardy's formulation, as well as with many later developments, is the use of volume averaging for all local properties without distinguishing between densities defined per unit volume and fluxes (i.e. stress and heat flux) measured per unit area and time.
The advantage of having the Dirac delta function, rather than an arbitrary weighting function in the formulation, is that its concept is mathematically rigorous, according to the theory of distribution [54] , as it allows rigorous distributional solutions to the conservation equations with integral operators while preserving the point-like densities. If we replace the volume-weighted averaging function in Hardy' stress formula with an area-averaged Dirac δ over the coordinate surface elements β (β = 1, 2, 3)δ β A , or if we directly average the IK point-function stress over three coordinate surface elements, we obtain
3) atomic virial stress and the Hardy stress are inconsistent with the Cauchy stress because the two directions associated with the former do not match the two directions associated with the latter. Consequently, the symmetric property of these atomistic stress formulae does not represent those of Cauchy stress. It is also noted from equation (2. 3) that it is not the differential form of the balance law of linear momentum but the definition of atomic stress as a volume average in the atomic-level virial and Hardy stress formulae that leads to the stress symmetry.
Numerical method for local stress calculation
Continuum mechanics treats a material system as a continuous collection of material points that have no size or dimension, and hence a local density, e.g. the mass density, is defined as
The mathematical limit in the above equation, however, does not exist for any real materials, because the mass density, as well as momentum density, energy density, etc. defined in the form of equation (3.1) is zero everywhere except at atomic sites where it is infinite.
While a local density defined in the form of equation (3.1) does not exist for real materials, local densities can only be measured with a finite-sized volume element or a finite-sized surface element in an experiment or an atomistic simulation. The smallest volume element for a volumetric density to exist is the smallest structural unit of the material that contains at least one atom and is space filling; by which the space that the material system occupies can be filled by these structural units. The primitive unit cell of crystalline materials is a natural choice of such a volume element with which the spatial distribution of local densities can be smooth or piecewise smooth upon time or ensemble averaging. Therefore, in this work, we use the primitive unit cell as the smallest volume element for volumetric densities in crystalline materials, and consequently we use the faces of the primitive unit cells for the measurement of stress following the method described by Cheung and Yip to 'set up an element of volume surrounding an atom and calculate the force across each face of the element' [18] . This measurement method enables one to directly calculate 'the forces acting on the faces of a parallelepiped' [15] and the measured stress is thus fully consistent with the physical definition of the stress tensor. It can be seen that the stress tensor measured this way is consistent with the stress tensor defined by Cauchy except that it is not the mathematical limit of the force density on surface elements as the area of the surface element approaches zero.
There are different ways to construct a primitive unit cell for a crystalline material. For monoatomic face-centred cubic (FCC) crystals, three options are shown in figure 2 with each containing only one atom and having the same volume. They are (a) the Wigner-Seitz cell which is the primitive unit cell widely used in solid-state physics, (b) the rhombohedral shaped unit cell which is the primitive unit cell primarily used in the concurrent atomistic-continuum (CAC) method for modelling of FCC crystals [55] [56] [57] [58] [59] [60] [61] [62] [63] and the rectangular prism which is the only unit cell for FCC crystals whose faces are mutually orthogonal. Recall that the stress tensor defined by Cauchy is the 'the force per unit area on three given rectangular planes' [19] . Thus, only the rectangular prism can be used for the measurement of the atomic-level stress tensor.
For comparison purposes, we also create a uniform background mesh with cubic elements with each cubic element having the same volume. This spatial mesh is independent of the positions of atoms, and the relative positions of atoms in each element are different for different elements. The effect of the relative positions of atoms in the elements on measured stress will be quantified.
Simulation results
To demonstrate and quantify the asymmetric property of the atomistic stress tensor, we perform five sets of MD simulations of materials that may involve a non-uniform distribution of internal [100]
[001]
[010]
[100] force. All the MD simulations are performed using LAMMPS [64] . The interaction between atoms in all computer models is modelled using the Lennard-Jones (L-J) interatomic potential, for which the interaction force is well defined.
(a) Stresses near dislocation cores
The first MD model is a three-dimensional (3D) L-J single crystal containing a single dislocation. The computer model has dimensions 54 nm × 24 nm × 2.2 nm, 240 000 atoms with atomic mass 63.546 u, and lattice constant 0.3615 nm. The two L-J parameters are ε = 0.415 and σ = 2.277. Periodic boundary conditions are applied along x and z directions. A full dislocation is initially built into the model, and then the model is energy minimized using the conjugate gradient method followed by a dynamic relaxation using the NVT ensemble. The final equilibrated structure has temperature of approximately 0.1 K. After the equilibration, the initially built-in full dislocation is found to disassociate into two partials as shown in figure 3 .
Two types of elements are used for the calculations of the stress tensor For the purpose of a clear-cut demonstration, we focus on simple FCC monoatomic systems in the static equilibrium state. The kinetic part of the stress is thus absent. Nevertheless, for comparison purpose, we have also performed finite temperature simulations and measured the kinetic part of stress at room temperature. Our results show that the contribution is negligibly small. This is because the Boltzmann constant, k B = 1.3807 × 10 −23 J K −1 , is very small. As a result, the room temperature thermal stress, k B NT/V, is negligible. Therefore, the mechanical stress measured in this work is the total stress in the numerical sense. The shear stress distributions along the slip direction, i.e. in the x direction, measured using the rectangular prism elements and different formulae are plotted in figure 5 . A 2D view of the shear stress contours is presented in figure 6 , where σ xy M and σ yx M are the shear stress components calculated using the mechanical stress definition, σ xy V and σ yx V are the volume-averaged shear stress components calculated using the atomic virial stress formula, and σ xy H and σ yx H are the result of the Hardy stress formula. As a dislocation creates a structural discontinuity, the mechanical stress components are only calculated near dislocation cores and hence the stress curves are not connected at the dislocation cores. For comparison, the atomic virial stress and the Hardy stress are also calculated using the formulae for the potential part of stress in equations (1.1) and (1.5) and plotted in figure 6 .
It is seen from figures 5 and 6 that both the atomic virial stress formula and the Hardy stress formulae underestimate the magnitude of the shear stresses near the dislocation cores. The peak stress calculated using the Hardy formula is much smaller than that from the virial stress formula. This result is consistent with the MD simulation results of the EAM potential reported in [65, 66] . The most relevant feature of the simulation results is the stress asymmetry. While both the Hardy and virial formulae produce a symmetric stress tensor, the two mechanical shear stress components σ (ii) Effect of element shape on the measured stress near dislocation cores As previously mentioned, only the rectangular primitive unit cell of the FCC crystals has orthogonal translational vectors, but it does not have the shape of a cube. To investigate whether the element shape has an effect on the symmetric property of the atomic-level stress tensor, we construct a uniform background mesh of cubic elements for the computer model. The edge length of each cubic element is 2.556 Å; this is the atomic spacing along the x direction. It is found from the simulation results that no element near the slip planes has either zero or two atoms per element. In figure 7 , we compare the shear stress calculated using rectangular elements with that using cubic elements. It is seen from figure 7 that the two shear stress components produced using the two different elements agree with each other reasonably well, although the stress distribution calculated by the rectangular elements is much smoother.
(iii) Effect of element size on the measured stress near dislocation cores
Cauchy defined the stress vector (i.e. surface traction), t(x, n), as the 'contact force per unit area on a very small surface element at point x with normal n' [15, 19] and the Cauchy stress theorem is only valid when the limit lim
f C / A n = t(x, n) exists for the stress vectors t(x, n).
However, stress vectors can only be measured on finite-sized surface elements in experiments or in simulations. To quantity the effect of the size of the surface element on the stress near dislocation cores as well as its effect on the asymmetric property of the stress tensor, we present in figure 8 the stress distributions using rectangular elements with three different element sizes and in figure 9 using cubic elements also with three different element sizes. As can be seen from figures 8 and 9, the shear stresses decrease rapidly as the element size increases. This significant size effect is consistent with the stress singularity near dislocation cores predicted by continuum mechanics. It also reflects the average nature of stress as a surface density of force. Nevertheless, even when the calculated stress values significantly decrease as they are measured on larger surface elements, the difference between the two shear stress components is still clear. This means that the stress tensor is still asymmetric.
(iv) Effect of the relative positions of atoms in the cubic elements on measured stress
Different from the rectangular element, the cubic element is not a primitive unit cell, and the background mesh is generated independently of the positions of atoms. Consequently, the relative positions of atoms are different in different elements. To quantify the effect of the relative positions of atoms with respect to the elements on the measured shear stress, we generate 50 different background meshes so that the relative positions of elements with respect to the atoms are systematically changed in the direction of the long axis of the computer model, i.e. the slip direction, with each mesh shifting 0.051 Å in the x direction. The results of the maximum shear stress components are plotted in figure 10 as a function of the shifting distance of the mesh in the x direction. As can be seen from figure 10, the maximum shear stresses oscillate as the elements shift their locations in the slip direction, indicating a significant effect of the relative positions of atoms in the elements on the maximum shear stresses. The largest shear stress reaches 16.99 GPA, which is about 41% more than the averaged maximum stress for cubic elements or that using the rectangular prism elements. This is understandable because the dislocation core generates a high stress concentration. Consequently, the closer the face of the cubic element relative to the atom is, the larger the stress measured on the face of the element. Nevertheless, it is noted that the average maximum stresses are about 12 GPa for σ 
(v) Moment equilibrium and couple stress
The above simulation results show that there is a high stress concentration near a dislocation core. This non-uniform stress distribution gives rise to stress asymmetry. Consequently, the representation of the conservation law of angular momentum by stress symmetry in classical continuum mechanics is no longer valid. As discussed in the GCM theories, the asymmetric stress gives rise to a moment stress or couple stress. To numerically demonstrate this moment stress as a consequence of stress asymmetry, we calculate the moment stress tensor using its physical definition as the moment per unit area acting on three orthogonal surface elements. Specifically, for each face of the rectangular elements, we sum up the total moments resulting from forces acting on the face and divide it by the area of the face. For instance, one of the moment stress component m yz with the forces acting on the top surface of the element shown in figure 11 is calculated as following: 1) where N is the number of forces crossing the top face of the element; f i and l i , cf. Figure 11 , is a force across the top face and the distance between the intersection point of the force vector and the geometric centre of the face, respectively. In this work, we choose an element that is closest to the dislocation core and hence has the highest shear stress, which is also the element that has the largest stress difference between the shear stress components. The Cauchy and moment stress components on all six faces of the rectangular are calculated. The calculated Cauchy stress tensor and the moment stress tensor are listed below, with m(x + x) and σ (x + x) denoting moment and Cauchy stress measured on the right, top and front faces of the rectangular element, while m(x) and σ (x) denote moment and The numerically obtained stress results, however, show that in the static equilibrium the following balance equation of the moment of momentum by Cosserat brothers in the absence of body couple [12] is not valid.
Instead, one can readily check that the following equation holds, with the residuals for i = 1, 2, 3 being −0.03, 0.0005 and 0.0009 GPa, respectively, all of which are less than 1% of the stress values.
where ε ijk is the permutation tensor. This suggests that the Cosserat equation holds in the average sense or a higher order term needs to be added to equation (4.2) due to the large stress gradient near the dislocation core.
(b) Stresses in superlattices
A superlattice is a periodic structure consisting of alternating layers of two or more materials. It preserves the structural continuity in the materials, but its phase interfaces produce discontinuities in the materials properties; this makes a superlattice an inhomogeneous material. The computer model for a 2D short-period superlattice (263 × 50 nm, 240 000 atoms) composed of alternative layers of material A and material B is shown in figure 12 . The model is symmetric about its axis (the dashed line in figure 12 ). The atomic masses in material A and material B are 63.546 u and 76.255 u, respectively. The interaction between atoms in material A is described by the same interatomic potential as that in the previous section. The atomic interaction in material B is also modelled by the L-J potential but with a different parameter: ε B = 2.075. The interatomic force between the atoms in material A and that in material B is calculated using the L-J interatomic potential with a parameter ε AB = 0.928. The superlattice model is relaxed for 2 ns for the structure to reach its equilibrium. After equilibration, the structure of the phase interfaces is found to remain coherent and atomically flat. The shear stress components σ that the maximum shear stress occurs at the intersection between phase interfaces and the free surfaces for both the virial and mechanical stress components ( figure 13a-c) . In addition, the lattice mismatch at the phase boundaries between the layers is shown to give rise to stress concentration near the phase boundaries. Most importantly, it is seen from figure 13d 
(c) Stresses in materials with periodic holes
Materials with cracks or holes represent another type of inhomogeneous materials. As a result, the deformation or the internal force density is expected to be non-uniform in the material. A MD model of a 2D L-J crystalline solid with periodically structured holes is constructed to mimic the structure of a phononic crystal and is shown in figure 14 . It has dimensions of 358 × 22 nm and contains 120 000 atoms, with the top and bottom surfaces being traction-free. The two L-J parameters are ε = 0.415 and σ = 2.277, respectively. The system is equilibrated for 2 ns to reach an equilibrium state; the shear stress components are then calculated using the mechanical stress definition and also the atomic virial stress formula for comparison purposes. To quantify the difference between σ figure 14) . The shear stress component calculated using the atomic virial stress formula is also plotted in figure 15 for comparison.
It is seen from figure 15 that both formulae predict the phenomenon of stress concentration near the corners of the holes. However, the atomic virial stress formula significantly underestimates the maximum shear stress in regions of stress concentration. Not unexpectedly, the asymmetry of the mechanical stress is again demonstrated unambiguously, with the shear stress component σ 
(d) Stresses in homogeneous materials
To investigate the asymmetry of the stress tensor in homogeneous material, two MD models for a simple rectangular-shaped L-J single crystal are constructed. The two computer models have the same dimensions 44 × 50 nm, but with different crystal orientations, as shown in figure 16 ; these two models are denoted by case A and case B. The two L-J parameters are again ε = 0.415 and σ = 2.277. After the equilibration of the finite-sized single crystal, a displacement along the x direction is applied to the top and bottom layers of the computer model to produce a shear strain of 1%. The stress responses to the shear loading are then calculated using the mechanical stress formula and compared with that using the atomic virial stress formula.
In figure 17a- shear stress components are different both qualitatively and quantitatively. In addition, the virial stress again underestimates the stress response.
In figure 17e , we present the results of case B. The two mechanical shear stress components are again seen to be not identical. With the x and y axes being two symmetrically equivalent crystallographic directions, the difference between the shear stress components is much smaller in case B than that in case A. Comparing figure 17d,e, it is seen that the crystallographic anisotropy is also a source of the asymmetry of the stress tensor. In addition, the atomic virial stress formula does not preserve the crystallographic direction-dependent stress response because the volume-averaged stress tensor field suffers the constraint of symmetry.
Summary
Stress has long been described to be a symmetric tensor in all classical continuum mechanics textbooks and in some books on atomistic or multi-scale modelling and simulation. In this study, we have examined the theoretical origin of the symmetric property of the stress tensor in classical continuum mechanics as well as the origin in some popular atomistic formulae for local stress. We show that the symmetric property of the stress tensor in classical continuum mechanics is the result of the assumption that a material is infinitely divisible such that the moment of momentum vanishes for the material point as its volume approaches zero. The symmetric property of the stress tensor in many existing atomistic formulations, on the other hand, is caused by a misinterpretation of the applicability of the virial theorem or a misinterpretation of the IrvingKirkwood formulation; specifically, it results from defining the stress tensor as a volume density and misinterpreting the directions associated with the stress tensor.
To provide an unambiguous demonstration of the asymmetry of the atomic-level stress tensor, we have used the definition of stress by Cauchy as the force per unit area acting on three rectangular planes to measure the atomic-scale stress tensor in MD simulations of materials with inhomogeneity caused by dislocations, phase boundaries and holes. We have also simulated a perfect single crystal as an example of a homogeneous material. Simulation results demonstrate that the atomic-level stress tensor is asymmetric near dislocation cores, phase boundaries, holes and even in homogeneous material under a shear loading. In addition, the atomic virial stress and Hardy stress formula are shown to significantly underestimate the stress in regions of stress concentration.
Computational solution. All the MD simulations are performed using the open source code LAMMPS [64] . The interaction between atoms in all computer models is modelled using the L-J interatomic potential, with all the parameters of the potentials and all the details of the computer models specified in the paper. 
