Abstract. It is known that for C ∞ determining sets Markov's property is equivalent to Bernstein's property. The purpose of this paper is to prove an analogous result in the case of compact subsets of algebraic varieties.
Introduction
Jackson's famous estimate of the error of the best polynomial approximation for a fixed function is one of the main theorems in constructive function theory. According to a multivariate version of the classical Jackson theorem (see e.g. [28] ), if I is a compact cube in R N and f : I → R is a C k+1 function on I then
where the constant C k depends only on N, I and k. As usual, dist I (f, P n ) = inf{ f − p I : p ∈ P n }, P n is the space of all algebraic polynomials of degree at most n and · I is the sup norm on I.
As an application of Jackson's theorem, one can prove classical results like the well known Bernstein theorem (see e.g. [16] , [14] ) which allows to obtain a characterization of C ∞ functions:
A function f defined on I can be extended to a C ∞ function on R N if and only if lim n→∞ n k dist I (f, P n ) = 0 f or all positive integer numbers k.
A natural question arises: for which compact subsets E of R N the following Bernstein property holds?
for every function f : E → R if the sequence {dist E (f, P n )} n is rapidly decreasing (i.e. lim n→∞ n k dist E (f, P n ) = 0 for all k > 0), then there exists a C ∞ function
In 1990, Pleśniak proved an important theorem [23] (see also [22] for previous results) that answers to an above question and provides equivalence of the Markov inequality
and Bernstein's property for C ∞ determining sets. Our goal is to find a generalization of this fact for sets which are not C ∞ determining. The problems that appear naturally in various fields of science, especially in natural and technical science concern not only C ∞ determining sets but also curves and varieties in spaces of several variables. Therefore, the specialists in approximation theory start to work with algebraic sets, analytic varieties etc. In the early seventies of the twentieth century, approximation problems on compact subsets of algebraic sets were considered in the pioneering Ragozin papers ( [24] , [25] ). Fundamental criterion of algebraicity for a pure-dimensional analytic subvariety in C N is due to Sadullaev [26] . This criterion indicates why polynomial approximation makes sense on compact subsets of algebraic varieties. Zeriahi (see [29, 30] ) applied Sadullaev's criterion to obtain Bernstein-Walsh-Siciak theorems for compact subsets of algebraic varieties.
Some generalizations of the classical polynomial inequalities considered for curves and submanifolds in R N led to show interesting characterizations. For instance, according to [10] , a C ∞ submanifold K of R N admits the tangential Markov inequality with the exponent one if and only if K is algebraic.
Over the last few years, results concerning interpolation, polynomial inequalities and pluripotential theory on algebraic sets and analytic varieties have gained in interest, see e.g. papers by Ma'u (see e.g. [1] , [12] ), Bos, Brudnyi (see e.g. [9] , [13] ), Bos, Levenberg, Waldron (see e.g. [11] ), Cox (see e.g. [15] ), Yomdin (see e.g. [19] , [18] ), Izzo (see [20] ), Fefferman [17] , Baran and Pleśniak [4, 5] , Skiba [27] etc. This is an active branch of mathematics, see for instance the recent paper [7] by Białas-Cież, Calvi and Kowalska regarding polynomial inequalities on certain algebraic hypersurfaces.
Markov inequality
Our intention in this section is to study an extension of the Markov inequality to compact subsets of algebraic set. We will consider sets of the form
where Q i are polynomials for every 0
Since every polynomial P from P(x 1 , . . . , x N ) , on V , coincides with some polynomial from P(y) ⊗ P d−1 (x k ) (see [7] ), we have that the ring of polynomials on V is P(V ) := P |V , P ∈ P(x 1 , . . . , x N ) = P |V , P ∈ P(y)
where P(y) ⊗ P d−1 (x k ) denotes the subspace of P(x 1 , . . . , x N ) formed of all polynomials of the form
k with G i ∈ P(y). A considerations in [3] and [7] suggest the following definition Definition 2.1 (Markov set and Markov inequality on F) Let F be an infinite dimensional subspace of P(
This inequality is called a F-Markov inequality for E.
Note that the space P(y) ⊗ P d−1 (x k ) is obviously invariant by derivation and it suffices to check the property for |α| = 1. Now we give an example to demonstrate that the above definition makes sense.
By the classical Markov inequality, Bernstein's inequality and [6] , respectively, we get
The classical inequality of Schur yields the following
Therefore we see immediately that 1] ≤ P E , together with the triangle inequality, implies
Next, we consider the case of D (0,1) . It is clear that
Again by Schur's inequality and Lemma 2.4 in [2] , we have
Now a similar proof to that of the previous case gives the following
That is what we wished to prove. Next example shows that F-Markov inequality depends not only on the set but also on the family F.
]} is a P(y) ⊗ P 1 (x)-Markov follows form [3] and [8] . So we need only show that E is not P(x) ⊗ P 2 (y)-Markov. Seeking a contradiction, we consider the sequence of polynomials
It is well known that
for |x| ≤ 1.
where F is the hypergeometric function defined for |z| < 1 by the power series
Here (q) n is the (rising) Pochhammer symbol. If x ∈ [0, 1], then F 1, and zΓ(z) = Γ(z + 1), we have
If we recall that lim n→∞ Γ(n+α) Γ(n)n α = 1, then we may conclude that
This gives a contradiction, and the result is established. The Example 2.1 illustrates the more general idea. 
where Q j ∈ P(y) and y = (x 1 , . . . ,
First we introduce the subspace of the space C ∞ (R N ) related to an algebraic set defined by (1) . We define
for every compact cube I in R N .
Since every cube I is a Markov set, then by Pleśniak's theorem (see [23] 
It should be noted that Pleśniak's result, together with the Jackson theorem, implies
We say that f is a C ∞ V function on a compact subset E of V if, there exists a functionf ∈ C ∞ V (R N ) withf |E = f . We denote by C ∞ V (E) the space of such functions. Following Zerner [31] , similarly as in [23] , we introduce in Therefore we consider the topology τ Q for C ∞ V (E) determined by the seminorms
Then τ Q is exactly the quotient topology of the space C
is endowed with the natural topology τ 0 and I(E) :
is also complete. In view of the fact that I(E) is a closed subspace of (C
To prove the main result, we will need the following lemma (see, e.g., [21] 
Main result
Before starting the main result, we prove the following lemma. 
Conversely, if π(E) is a Markov set (with A and η) and for every polynomial
Proof. Let E be a P(y) ⊗ P d−1 (x k )-Markov set. The proof starts from the observation that
Therefore the P(y) ⊗ P d−1 (x k )-Markov property of the set E gives
Hence there exists constant C > 0 (depending only on the set E) such that
Continuing this process one can show that there exist constant C 1 > 0 (depending only on the set E and d) such that
To prove the converse direction, assume that π(E) is a Markov set and (5) holds. Then for every polynomial
Since E is compact, there exists K > 0, depending only on the set E, such that
for every j = 1, 2, . . . , N and i = 0, 1, . . . , d − 1. Therefore
Then, using the fact that π(E) is a Markov set, there exists constants A > 0 and η > 0 such that
Finally, we use (5) to see that
That concludes the proof. We say that the set E ⊂ V is C
+ . Now, our main result reads as follows. 
There exist positive constants M and r such that for each polynomial P ∈ P(y) ⊗ P d−1 (x k ) and each α ∈ Z N + ,
(ii) There exist positive constants M and r such that for every P ∈ P(y) ⊗ P d−1 (x k ) of degree at most n, n = 1, 2, . . .,
The proof of equivalence of (i) and (ii) is almost the same as in [23] , and we omit the details. Next we show that (i) ⇔ (iii) ⇔ (iv) ⇔ (v). Suppose that we have function f : E → R such that for each s > 0, lim l→∞ l s f − P l E = 0.
We assume that r is an integer so large that both (i) and (ii) are valid for E. Let ǫ l = 1/l r and for l = 1, 2, . . . take a function h l ∈ C ∞ (R N −1 ) of Lemma 3.1 corresponding to ǫ l and π(E). We will show that
, it suffices to check that
, then, by (i) and (ii),
where π(E) l := {y ∈ R N −1 : dist(y, π(E)) ≤ ǫ l }. From Lemma 4.1 there is a constant C > 0 so that
with a constant C independent of l.
Let now I be a compact cube in R N containing E in its interior. By Jackson's theorem, for every ν there is a constant C ν > 0 such that for each f ∈ C ∞ V (R N ),
Hence, if (C ∞ V (E), τ J ) is complete, by Banach's theorem the topologies τ J and τ Q are equal, and we get (v). The final step of the proof is to show that (v) implies (i). If topologies τ J and τ Q coincide, there are a positive constant M and an integer µ ≥ −1 such that for each f ∈ C ∞ V (E), we have q E,1 (f ) ≤ Mδ µ (f ). Since π(E) is C ∞ determining and δ 0 (f ) ≤ f , we must have µ ≥ 1. In particular, if f ∈ P λ (y) ⊗ P d−1 (x k ) , we get
for j = 1, 2, . . . , N, which implies that E is a P(y) ⊗ P Finally, by (i), we obtain that D α f (x) = lim l→∞ D α P l (x) = 0 for every x ∈ E.
