A method of item pool design is proposed that uses an optimal blueprint for the item pool calculated from the test specifications. The blueprint is a document that specifies the attributes that the items in the computerized adaptive test (CAT) pool should have. The blueprint can be a starting point for the item writing process, and it can be used to assemble item pools in a system of rotating pools from a master pool. The blueprint is also useful for item pool maintenance. Designing the blueprint begins with analyzing the specifications for the CAT, a step amounting to the formation of a classification table involving categorization of quantitative item attributes. Using this table, an integer programming model for the assembly of the shadow tests in the CAT simulation is constructed. An estimate of the ability distribution of the identified population of examinees is obtained, and the CAT simulation is carried out using the integer programming model for the shadow tests and sampling simulees from the ability distribution. The blueprint is then calculated from the counts of the number of items from the cells in the classification table. The best way to implement the blueprint is in a sequential fashion recalculating the blueprint after a certain portion of the items has actually been written and tested so that their attribute values are known. (Contains 16 references and a list
Introduction
The basic assumption underlying this paper is that computerized adaptive testing (CAT) can be viewed as an instance of constrained sequential optimization. The selection of each next item in the test involves optimization of an objective function, for example, maximization of the information in the item at the current ability estimate or the fit of the information in the test to a target function. This optimization is subject to various constraints on item and test attributes dealing with, for example, their response format or content.
The idea of CAT as constrained sequential optimization is adopted in the shadow test approach to adaptive testing (van der Linden, in press; van der Linden & Reese, 1998) . In this approach, at each step a full test ("shadow test") is assembled. The item to be administered is selected from this shadow test rather than the full item pool. Each shadow tests is assembled to be optimal subject to a set of constraints representing the test specifications. As a result, the CAT also meets all constraints. At the same time, it tends to have an optimal value for its objective function.
The algorithm for constrained CAT with shadow tests can be summarized as follows:
Step 1: Choose an initial value of the examinee's ability parameter O.
Step 2: Assemble the first shadow test such that all constraints are met and the objective function is optimized.
Step 3: Administer an item from the shadow test with optimal properties at the current estimate.
Step 4: Update all parameters in the test assembly model.
Step 5: Assemble a new shadow test fixing the items already administered.
Step 6: Repeat Steps 3-6 until n items have been administered.
The model used to assemble the shadow tests is a 0-1 linear programming model for test assembly. An example of a test assembly model is presented later in this paper An important constraint in CAT is the one on the exposure rates of the items in the pool. To maintain item pool security, the items in the pool should not be administered more frequently than certain target values. Simpson and Hetter (1985) developed a probabilistic Designing Item Pools for Computerized Adaptive Testing -2 method for controlling the exposure rates of the items. After an item is selected by the CAT algorithm, a probability experiment is run to determine whether the item is or is not actually administered. By manipulating the probabilities in this experiment, the expected exposure rates of the items can be kept below their target values. Several modifications of this method have been developed (Davey & Nering, 1998; Stocking & Lewis, 1998) .
However, though these methods guarantee upper bounds on the exposure rates of the items, they do not guarantee substantial use of all items in the pool. Item pools can contain large sections of items items that are poor in the sense of a low contribution to the objective function optimized in the CAT algorithm or because they have 'attribute values that are overrepresented in the pool relative to the requirements in the constraints. Such items are seldom chosen in the CAT and point at inefficient item pool design.
To raise item pool efficiency, a method of item pool design is proposed. The main product of the method is an optimal blueprint for the item item pool calculated from the test specifications, that is, a document specifying what attributes the items in the CAT pool should have. This optimal blueprint can be used in several ways. First of all, it can be used as a starting point for the item writing process and suggest optimal division of labor among the available item writers. Second, the blueprint can be used to assemble item pools in a system of rotating pools from a master pool. Systems of rotating item pools have been proposed as an effective means of enlarging item security (Way, 1998; Way, Steffen & Anderson, 1998) . Third, blueprints can be used for item pool maintenance, that is, guide periodic decisions on what items in the pool should be replaced or what types of additional items should be written.
Item Pool Design
The subject of item pool design has been addressed earlier. A general description of the process of developing item pools for CAT is presented in Flaugher (1990) . This author outlines several steps in the development of an item pool and discusses current practices at these steps. A common feature of the process described in Flaugher and the method in the present paper is the use of computer simulation. However, in Flaugher's outline, Designing Item Pools for Computerized Adaptive Testing -3 computer simulation is used to evaluate the functioning of the item pool once the items have been written and field tested whereas here computer simulation is used to calculate a blueprint for the item pool to guide the item writing and pool maintenance process.
Methods of item pool design based on integer programming are presented in Boekkooi-Timminga (1991) and van der Linden, \ldkamp and Reese (in press). These methods can be used to optimize the design of item pools that have to support the assembly of a series of future linear test forms. The method in Boekkooi-Timminga follows a sequential approach calculating the numbers of items needed for these test forms maximizing their information functions. The method assumes an item pool calibrated under the one-parameter logistic (1PL) or Rasch model. The method in van der Linden, Neldkamp and Reese directly calculates a blueprint for the entire pool minimizing an estimate of the costs involved in producing the items. All other test specifications, including those related to the information functions of the test forms, are modeled as constraints in an integer programming model. This method can be used for item pools calibrated under any current nu model. As will become clear below, the current proposal shares some of its logic with the method in van der Linden, \ldkamp and Reese.
However, integer programming is used only to simulate constrained CAT with shadow testsnot to calculate numbers of items needed in the pool. Rather, these numbers are derived from computer simulation.
Both Swanson and Stocking (1998) and Way, Steffen and Anderson (1998; see also Way,1998) address the problem of designing a system of rotating item pools for CAT.
This system starts with a master pool frOm which operational item pools are generated.
A basic quantity is the number of operational pools each item should be included in, that is, the degree of item pool overlap. A heuristic based on Swanson and Stocking's (1993) weighted deviation model (WDM) is used to assemble the operational pools from the master pool such that the desired degree of overlap is realized and the pools are as similar as possible. One of the advantages of a system of rotating pools with item overlap is that the exposure rates of the items can be manipulated systematically by increasing or decreasing the number of operational pools they are included in. As will be discussed Designing Item Pools for Computerized Adaptive later, the method in this paper can be applied to design a system of overlapping item pools rather than assemble one from a given master pool.
Designing a Blueprint for CAT Item Pools
The process of designing on optimal blueprint for a CAT item pool goes through the following steps: First, the set of specifications for the CAT is analyzed and all item attributes figuring in the specifications are identified. As shown below, this step amounts to the formulation of a classification table involving possible categorization of quantitative item attributes. Second, using this table an integer programming model for the assembly of the shadow tests in the CAT simulation is formulated. Third, the population of examinees is identified and an estimate of its ability distribution is obtained.
In principle, the true distribution is unknown but an accurate estimate may be obtained, for example, from historic data. Fourth, the CAT simulation is carried out using the integer programming model for the shadow tests and sampling simulees from the ability distribution. Counts of the number of times items from the cells in the classification table are used are collected. Fifth, the blueprint is calculated from these counts adjusting them to obtain optimal projections of the item exposure rates.
Some of these steps are now explained in more detail.
Setting Up the Classification lhb le
The classification table for the item pool is set up distinguishing the following three kinds constraints that can be imposed on the item selection by the CAT algorithm (van der Linden, 1998): (1) constraints on categorical item attributes, (2) constraints on quantitative attributes, and (3) constraints needed to deal with inter-item dependencies.
Categorical item attributes, such as content, format, or item author, partition an item pool into .a collection of subsets. If the items are coded by multiple categorical attributes, their Cartesian product introduces a partitioning of the pool. A natural way to represent a partitioning based on categorical attributes is as a classification The items are supposed to be calibrated by the three-parameter logistic (3PL) model: e(c4 43 +64) Ps (93 ) = Ci (1 CO ( 1) where Pi (9j) is the probability that a person j = 1 . . . J with an ability parameter 19.;
gives a correct response to an item i. = 1 . . . I, ai is the value for the discrimination parameter, b, for the difficulty parameter, and ci for the guessing parameter of item i.
Fisher's information in the response on item i for an examinee with ability Oj is denoted as I, (ei). 
H, the set of cells in quantitative constraint h, and
Ve, e = 1 . . . E, the set of cells in enemy set e.
The objective function in the model for the shadow tests is proposed to minimize an estimate of the costs involved in writing the items in the pool. Several suggestions for estimates of item writing costs are given in van der Linden, \ldkamp & Reese (in press). Generally, item writing costs can be presented as quantities kcg, (c, q) E C x Q.
In the empirical example below, kcq is chosen to be the inverse of the numbers of items in cell (c, q) in a previous item pool, the idea being that items written more frequently are less likely to be costly. Also, if these costs are dependent on the item writer, it is recommended to adopt "item writer" as a (categorical) item attribute in the item pdol blueprint. The blueprint can then also be used for optimal assignment of item-writing instructions to item writers. 
(information target)
(items already selected) (4) (test length) The objective function in (2) minimizes the estimated item-writing costs. The constraint in (3) requires the information in the CAT at the simulees current ability estimate to meet a prespecified target value, T. The constraint in (4) forces the attribute values of the k 1 previously administered items to be part of the specifications of the shadow test for the kth item. In (5), the length of the CAT is fixed at 7/ items. In (6) and (7), categorical and quantitative constraints are imposed on the shadow test. These constraints have been taken to be equalities here but can easily be changed for inequalities.
The constraints in (8) allow the shadow test to have no more than one item with attribute values tending to results in enemies.
Alternative models are possible. For instance, in the empirical example below, no target value for the information in the CAT was available, and the objective function in (2) and the information function in the constraint in (3) were combined into a linear expression optimized in the test assembly model. Other options to deal with multiobjective decision problems are given in Seldkamp (in press).
After the shadow test for the kth item is assembled, the item with maximum information at 3k-1 among the items not yet administered is administered as the kth item.
Calculating the Blueprint
An optimal blueprint is a set of integer values for the cells in of times an item is administered, Nor The number of simulees should be large enough to produce stability among the relative counts.
The blueprint is calculated from the counts Nal according to following formula:
where icq is the number of items in the blueprint in cell (c, q), M is the maximum number of times an itejn can be exposed before it is supposed to be known, S is the number of simulees in the CAT simulation, and C is the number of CATs the item pool should support.
Application of this formula is justified the following intuitive considerations. If the ability distribution in the CAT simulations is a reasonable approximation to the true ability distribution in the population, Ncq predicts the number of items needed in cell (c, q) rather well. Because the numbers are calculated for S simulees and the item pool should support CAB for C examinees, a correction to N3 has to be made multiplying by c. This correction thus yields the numbers of items with attribute values corresponding to cell (c, q). However, to meet the required exposure rates, these numbers are divided by M.
The final results, rounded upwards to obtain integer values, is the optimal blueprint for the item pool looked for. The question how to realize this blueprint is postponed until the method is demonstrated by the following empirical example.
Empirical Example
As an empirical example an item pool was designed for the CAT version of the GMAT. Five categorical item attributes were used which are labeled here as Cl, ..., C5. As estimates of item-writing costs, reciprocals of the frequencies of the items, on a previous item pool for the GMAT were used, with large numbers substituted for cells with zero frequencies. Each new item administered was selected to have maximum information at the current ability estimate.
The simulees were sampled from N(1, 1). The initial estimate for each new simulee was set equal to B = 0. The CATs were simulated using software for constrained CAT with shadow tests developed at the University of Twente. The software used integer programming routines available in the linear-programming software package CPLEX (ILOG, 1998) to assemble the shadow tests. The blueprint was calculated using realistic estimates for C and M in (10). The final result was a table of item frequencies which, for security, is not revealed here.
Discussion
The method presented in this paper produces an optimal blueprint for an item pool.
This blueprint serves as the best goal available to guide the item writing process. It can be used to prepare instructions for the item writers and, if the item writers were used as an attribute in the C x Q table for which empirical cost estimates were obtained, to assign these instructions to them. The best way to implement the blueprint is in a sequential fashion recalculating the blueprint after a certain portion of the items has actually been written and field tested so that their attribute values are known. Also, though an exactly realized blueprint would guarantee the exposure rates imposed on it, actual pools need estimates of additional exposure control parameters to allow for their differences from the blueprint after which they were written. In fact, the best way to view these optimal blueprints is not as a one-shot item pool design but as tools for continuous item pool management (van der Linden, Ntldkamp & Reese, in press).
As already noted, the method in this paper can be adapted to design systems of rotating item pools. In this adaptation, the adjustment in (10) is replaced by an assignment problem that can be modeled as an integer programming problem again. Further details on this adaptation are provided in \ldkamp and van der Linden (in press). 
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