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Abstract—We introduce BURN, a methodology to create customized benchmarks for testing multi-tier applications under time-varying
resource usage conditions. Starting from a set of pre-existing test workloads, BURN finds a policy that interleaves their execution to
stress the multi-tier application and generate controlled burstiness in resource consumption. This is useful to study, in a controlled way,
the robustness of software services to sudden changes in the workload characteristics and in the usage levels of the resources. The
problem is tackled by a model-based technique which first generates Markov models to describe resource consumption patterns of
each test workload. Then, a policy is generated using an optimization program which sets as constraints a target request mix and user-
specified levels of burstiness at the different resources in the system. Burstiness is quantified using a novel metric called overdemand,
which describes in a natural way the tendency of a workload to keep a resource congested for long periods of time and across multiple
requests. A case study based on a three-tier application testbed shows that our method is able to control and predict burstiness for
session service demands at a fine-grained scale. Furthermore, experiments demonstrate that for any given request mix our approach
can expose latency and throughput degradations not found with non-bursty workloads having the same request mix.
Index Terms—Benchmarking, performance, burstiness, bottleneck migration, overdemand.
F
1 INTRODUCTION
Burstiness refers to workload patterns of an application
that cause serial correlations in the service demands
placed at various system resources. Recent work has
shown that serial correlation occurs in services that
rely on multi-tier infrastructures [27], [29], leading to
performance degradations that are not visible for work-
loads with random, uncorrelated, patterns. For example,
burstiness can trigger bottleneck migrations where the
role of the most congested resource changes suddenly
over time [27]. Despite theoretical work done to charac-
terize such transient effects [3], [12], [25], performance
prediction under burstiness remains a challenging task.
Consequently, there is the need for methodologies and
testing tools that may help in a practical way to assess
the scalability and robustness of an application under
the adverse conditions created by burstiness. Unfortu-
nately, due to the session-oriented nature of application
workloads, this is a non-trivial task for multi-tier sys-
tems. A synthetic workload for such systems must si-
multaneously match many different characteristics, such
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as ensuring a user-specified request mix or keeping a
certain resource at a given utilization level, while using
only semantically correct request sequences. Further-
more, the creation of controlled burstiness requires a
detailed understanding of characteristics of the workload
and its resource consumption which are hard to estimate,
especially with resource usage monitors in production
systems that collect observations only every few seconds.
In this paper, we tackle this problem by introduc-
ing the BURstiness eNabling method (BURN), an auto-
mated approach to generate customized service bench-
marks with controlled burstiness. The problem solved by
BURN can be formulated as follows. Consider a multi-
tier application with a pre-existing set of G test suites
g = 1, . . .G. A test suite is a script or client that executes
service invocation scenarios such as those initiated by
real users of the application. Each suite g is seen as as
a randomly ordered sequence of sessions chosen from S
available session types for a system. Each session type is a
semantically correct fixed sequence of requests invoking
a service of the multi-tier application. Thus a session
is an instance of a given session type. Requests are
assumed to belong to one of R available request types
and are submitted serially within a session. Our goal
is to automatically create a benchmark B that submits
a sequence of sessions to the system by “drawing”
sessions from the G suites, e.g., by alternating execution
of the test suites over time. BURN is a technique that
controls the sequence of sessions within the benchmark
B such that a user-specified request mix ρ = (ρ1, . . . , ρR),∑
r ρr = 1, where ρr ∈ [0, 1] describes the proportion
of type-r requests submitted, is matched while simul-
taneously causing a user-specified level of burstiness in
2resource consumption, e.g., a given level of fluctuation
in the utilization of a database server.
The proposed methodology has three steps: character-
ization, composition, and search. The characterization step
automatically deduces for each suite g a service demand
distribution model for a random session generated from
that suite. It relies on coarse grained resource usage mea-
surements for sessions in the test suites when executed in
isolation. The composition step uses the service demand
distribution models of the G test suites to describe the
resource consumption pattern of benchmark B. Finally,
the search step combines the results of the previous
steps within a linear optimization program to search
for a benchmark B that satisfies desired request mix
and burstiness level. This is achieved by identifying an
appropriate session submission policy that governs the
sequence of execution of the G test suites.
Usage scenarios for BURN include, but are not lim-
ited to, application sizing, admission control, controller
tuning, and deployment validation exercises:
• Sizing requires representative burstiness in synthetic
test workloads to ensure a system can handle its load
with appropriate response times. BURN can help
one to validate a deployment for an application by
creating limiting stress conditions that are not present
in traditional benchmarks and which may reveal poor
resource allocation decisions.
• Admission control determines whether an additional
customer can be served by a shared application.
BURN can help in verifying that an admission control
policy is effective, robust to burstiness, and fair for
a variety of request mixes entering the admission
queue.
• In shared virtualized environments, application re-
source allocations may be governed dynamically by
automated controllers. BURN can be helpful in en-
suring that these controllers are tuned appropriately
to react effectively to representative bursts in appli-
cation workloads and any corresponding bottleneck
migrations.
• Application deployment validation also benefits from
fine control over burstiness, e.g., it can help deter-
mine the impact of burstiness on cache misses and
virtual memory swapping effects that may not be
present with random workloads.
• BURN may also be helpful for identifying anomalous
conflicts between requests types arising from their
simultaneous execution which are not evident in
traditional benchmarks. For instance, we show in our
validation experiments that some workload mixes
result in significant slowdowns during the start of a
bottleneck switch, that are not visible in uncorrelated
workloads.
We remark that this paper extends our early work on
generating benchmarks with controlled burstiness [7].
A main innovation in this paper, with respect to [7],
is that we introduce the overdemand, a new metric that
enables the search for a session submission policy using
linear programming instead of nonlinear programming.
The overdemand of a benchmark is its tendency to keep
one or more resource busy serving a burst of requests
for a continuous period of time. We show that BURN’s
policy generation approach is scalable and can be used
to find a benchmark B in a few minutes for systems
with hundreds of session test suites. The overdemand
has important advantages over other descriptors. For
example, it allows a tester to determine the minimum
and maximum burstiness possible for a resource and
consequently the limitations of a given benchmark with
respect to its ability to generate burstiness. We propose in
Section 5.3 a quantitative evaluation of BURN linear op-
timization approach compared to the nonlinear method
for automatic benchmark synthesis we proposed in our
earlier work [7]. Additionally, we present in Section
3.3 new experiments showing that the BURN work-
load modeling approach is justified by measurements
observed in real multi-tier applications.
Summarizing, the proposed methodology has the fol-
lowing main advantages: (i) it causes a controlled level
of burstiness in service demands using the overdemand
metric; (ii) it is automated, combining pre-existing non-
bursty, semantically correct sessions for the definition of
a benchmark with burstiness based on the solution of
an optimization program; (iii) it has wide applicability
since it only requires information about mean service
demands of the pre-existing sessions. Such demands can
be deduced directly via system performance measure-
ments or by using techniques such as linear regression
[5], operational analysis [5], or the linear programming
based Demand Estimation with Confidence (DEC) tech-
nique [36].
The remainder of the paper is organized as follows.
Section 2 describes related work. The characterization
step is examined in Section 3, the composition and search
steps are discussed in Section 4. A case study is offered in
Section 5, followed by summary and concluding remarks
in Section 6.
2 RELATED WORK
Benchmarking is a well accepted method for evaluat-
ing the behavior of software platforms [16]. In [35],
benchmark-driven methods are described that support
the performance engineering of customized software
service instances. This paper focuses on the creation of
customized benchmarks with specific properties that are
used to evaluate the performance of such services.
Dujmovic describes a benchmark design theory that
models benchmarks using an algebraic space and mini-
mizes the number of benchmark tests needed to provide
maximum information [14]. Dujmovic’s work informally
describes the concept of interpreting the results of a mix
of different test suites to better predict the behavior of
a customized system, but no formal method is given to
3TABLE 1
Summary of Main Notation
B benchmark generated by BURN
R number of request types
S number of session types
G number of test suites
M number of resources
ρ = (ρr) request mix
σ = (σs) session mix
γ = (γg) test suite mix
U (j) resource utilization in the jth sample period
Dreq,r service demand of type-r request on a given resource
Dsess,s service demand of type-s session on a given resource
Dtst,g service demand of test suite g on a given resource
D service demand of a random session generated by B
(piig,A
i
g) service demand model of test suite g at resource i
(Di0,D
i
1) model of benchmark effects on resource i
P session submission policy of B
φi benchmark overdemand at resource i
ID(i) (asymptotic) index of dispersion for B at resource i
T service time
compute the mix. Krishnaswamy and Scherson [23] also
model benchmarks as an algebraic space but also do not
consider the problem of finding a mix.
The approach presented in this paper is motivated by
the previous work of Krishnamurthy et al. on synthetic
workload generation for session-based systems [22]. The
work has developed the Session-Based Web Application
Tester (SWAT) tool. The tool includes a method that
exploits an algebraic space to automatically select a
subset of pre-existing semantically correct user session
types from a session-based system and computes a mix
of session types σj = (σj,1, . . . , σj,s, . . . , σj,S) to achieve
specific workload characteristics, where σj,s ∈ [0, 1] is
the percentage of type-s sessions used in the submitted
workload. (A summary of the notation used throughout
this paper is given in Table 1.) For example, SWAT can
reuse the existing sessions according to σ to simulta-
neously match a user specified request mix ρ and a
particular session length distribution. It can also prepare
a corresponding synthetic workload to be submitted to
the system. BURN exploits and extends these concepts.
SWAT can be used to find a mix of session types σ that
matches a request mix ρ and other session properties.
Then BURN decides the order in which sessions are ex-
ecuted to match a desired level of burstiness for service
demands at system resources.
Burstiness in service demands has recently been rec-
ognized as an important feature of multi-tier systems
that can be responsible for major performance degra-
dations [29]. Service demand burstiness differs substan-
tially from the well-understood burstiness in the arrival
of requests to a system. Arrival burstiness has been
systematically examined in networking [24] and there
are many benchmarking tools that can shape correlations
between arrivals [4], [21], [22], [28]. In contrast, service
demand burstiness can be seen as the result of seri-
ally correlated service demands placed by consecutive
requests on a software system [27], [29], rather than a
(a) deterministic demand (b) variable demand
Fig. 1. Information loss due to CPU sampling. Average
utilization is identical in the two samples for [T0, T1].
feature of the inter-arrival times between requests. For
instance, the use of caches at the disk drive, memory,
database, and application layers inevitably involves tem-
poral and spatial locality effects which introduce corre-
lation and burstiness in the service demands [34]. It is
much harder to model and predict system performance
for workloads with service demand burstiness than for
traditional workloads [12]. This stresses the need for
benchmarking tools that support analytic and simulation
techniques to study the performance impact of service
demand burstiness. To the best of our knowledge, we are
not aware of any benchmarking tool specifically focused
on generating service demand burstiness.
3 DEMAND CHARACTERIZATION
The goal of the characterization step of BURN is to
model for each test suite the probability of placing a
given demand on a resource (e.g., on a CPU). Demand
distributions are characterized for the resources of inter-
est belonging to all server tiers. Specifically, BURN col-
lects coarse-grained system measurements for each test
suite and fits a set of Markov models, known as phase-
type distributions [31], to model the measurements. The
phase-type distributions obtained in this step, called
test suite demand models, are inputs for the burstiness
generation programs in Section 4.
3.1 Request and Session Characterization
Let us begin by considering as a resource the CPU of a
server hosting a component of the multi-tier application,
ignoring its dependence on other system components.
Figure 1 illustrates two possible examples of CPU uti-
lization measurements within a sample period of length
∆ = T1 − T0 seconds. In both examples, four requests
of the same type are served within the time period at
instants a, b, c, and d. The white boxes illustrate the
demands caused by each request and their busy time
within the sample period. Busy time divided by the
duration of the sample period is defined as utilization.
When considering the general case of R request types,
it is routine to estimate the mean service demand
E[Dreq,r] of type-r requests using the count of the num-
ber of type-r requests served in the jth sample period,
4n
(j)
r , and the sampled utilization U (j) in that period.
In fact, assuming that all sample periods have identical
length ∆, then utilization and the number of completed
requests are related in the sample period by
E[U (j)∆] =
R∑
r=1
n(j)r E[Dreq,r], (1)
where E[U (j)] is computed over all available samples
j = 1, . . . , J , and U (j)∆ is the total busy time of the CPU
during the jth sample period and thus is a summation
of the service demands of the requests completed in that
interval. In the above expression, the average service
demands E[Dreq,r] are unknowns to be estimated. Es-
timates for such averages can be readily obtained using
multivariate linear regression [5]. Note that we ignore
the contribution to the busy period of requests that
start in a sample period j and conclude execution in
a different sample period j′ > j which is reasonable
if ∆ >> Dreq,r, otherwise a larger sampling period ∆
should be considered.
Figure 1 illustrates the fundamental difficulty of es-
timating the request service demand distribution from
utilization measurements. The two diagrams show dif-
ferent busy times imposed by the requests. Although
the distribution of the service demands in the two cases
shows different variabilities, the total busy time U (j)∆
of the CPU in Figure 1(a) and 1(b), which is represented
by the sum of the bin widths, is identical. That is, the
measurement of the utilization values may result in
information loss with respect to the distribution of the
request service times. Unfortunately, while samples of
U (j) are provided by standard performance monitoring
tools, very long traces may be needed for inferring
the second-order or third-order moments of the service
demands Dreq,r by linear regression due to the difficulty
in inferring the variance of the busy time reliably [7].
This poses a major challenge to modeling burstiness and
injecting it in a controlled manner into synthetic work-
loads, which requires detailed knowledge of variability
and skewness of the service demands in addition to the
mean values.
The above results generalize immediately to sessions.
Assume S session types, where a session is a fixed
sequence of semantically-correct requests, and consider
the characterization of the service demand Dsess,s for
session type s = 1, . . . , S. Since the variance of the
busy times is difficult to estimate, only the average
service demand E[Dsess,s] may be computed by linear
regression similarly to E[Dreq,r] in (1).
3.2 Test Suite Characterization
To overcome the difficulties of variance and higher-order
moment estimation, we propose to evaluate the service
demand distribution of a test suite, instead of each
individual session or request type. Test suites may be
pre-existing benchmarks that are already implemented
for a system (e.g., the TPC-W workload mixes [15]) or
user-defined sessions that are replayed or programmed
using a workload generator (e.g., HP LoadRunner [19]).
We assume in the rest of the paper that G test suites
are in place for the system and that the heterogeneous
sessions1 in a suite are sent to the system in a random
order.
The fundamental idea behind the test suite charac-
terization approach is to assume that the variability of
resource consumption is driven by the heterogeneity of
the sessions the suite is made of, rather than due to the
individual demand variability of each of them. This con-
cept is illustrated by an experiment. We have submitted
to the TPC-W testbed described later in Section 5 a mix of
2, 000 sessions drawn from the browsing mix of TPC-W.
Sessions of the same type are sent serially to the TPC-W
testbed with a closed-loop workload generation mecha-
nism and without think times2. During the experiment,
we have limited the concurrency level to a single request
in the system at a time. Figure 2(a) shows the aggregate
service demand of the 2, 000 sessions belonging to the
TPC-W session types, which is the sum of the service
demands at the front server and database servers, the
front server being the machine that hosts both the web
server and the application server. We have generated
100 sessions for each session type in the browsing mix.
Consequently, each level in Figure 2(a) corresponds to a
set of aggregate demands measured for sessions of the
same type. Steps in the levels correspond to changes in
session type.
The important point in Figure 2(a) is that the extra
variability shown by sessions of the same type (e.g., in
the range [300, 400]) is negligible when compared to the
total variance of the mean service demands due to the
alternation of the session types, i.e., the staircase shape
of the figure. This is also confirmed by Figure 2(b) which
shows a similar plot obtained for 4, 000 sessions gener-
ated from the TPC-W shopping mix: the much increased
variance in the demands of this test suit remains very
small compared to the variability due to the staircase
effect. The discussed properties of the aggregate demand
can be translated, at least approximately, into similar
features for the service demands. This qualitatively mo-
tivates the concept that the mix itself creates significantly
larger resource consumption variability than each indi-
vidual session and can be summarized in the following
principle: the main driver of the fluctuations in the resource
consumption due to a mix of sessions is the variability in the
1. For benchmarks such as TPC-W that randomize the behavior
of each individual client, we consider two sessions to be identical
if and only if they have the same service demand on all resources.
Higher-level semantics are not considered in this paper, e.g., business
semantics.
2. That is, a test suite submits the nth session only upon completion
of the last request of the n−1th submitted session. The test suite does
not wait between completion of the nth session and sending out the
first request of the (n + 1)th session. Similarly, it does not wait in
between submission of consecutive requests of the same session.
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Fig. 2. Aggregate session service demands of a TPC-
W benchmark of sessions for the browsing and shop-
ping mixes of TPC-W. The workload generator submits
sessions of same type consecutively without think times;
hence, each level is composed of aggregate service
demand measurements of sessions of the same type.
mean service demand placed on the resources by the mix3.
This principle leads to the following more practical
approach to service demand characterization. Suppose
that a characterization of the mean session service de-
mand E[Dsess,s] has been obtained, as discussed in the
previous subsection, for each type of session s. Let Dtst,g
be the service demand of a random session drawn from
the test suite g. Then the mean service demand of a
random session in the test suite g is
E[Dtst,g] =
∑
s∈g
pis,gE[Dsess,s]
where pis,g is the probability of drawing a session of
type s from test suite g. We approximate higher-order
moments of Dtst,g with those of a continuous-time
Markov chain jumping randomly between values in the
set E[Dsess,1], . . . , E[Dsess,S ]. That is, we assume to char-
acterize session service demands only by their means,
thus ignoring the contribution of higher-order moments.
The properties of this special class of continuous-time
Markov chains are overviewed in Appendix B of [6].
This approach provides the following estimator for the
variance of Dtst,g:
V ar[Dtst,g] ≈
S∑
s=1
pis,g(E[Dsess,s])
2 − E[Dtst,g]
2. (2)
and more generally for its moments
E[Dktst,g] ≈
S∑
s=1
pis,g(E[Dsess,s])
k. (3)
Based on E[Dtst,g] and V ar[Dtst,g ] one can immediately
fit, according to the procedure discussed in the next
subsection, a service demand model that describes the
resource consumption of test suite g. Approximation (2)
applies to any resource in a multi-tier architecture and
3. Note that different approaches may be used, such as characteriz-
ing the median service demand instead of the mean of each session
type. However, for analytical modelling purposes, the mean is often
easier to compute and characterize than median or other statistics.
enables the characterization of resource consumption
of a workload by an arbitrary number of moments
E[Dktst,g]; in this paper we consider k = 1, 2, 3 which
is equivalent to using mean, variance, and skewness of
the distribution.
3.3 Test Suite Demand Model
We are now in position to derive test suite demand
models using phase-type distributions [31], which are
a class of absorbing continuous-time Markov chains
(CTMC) used to model probability density functions. A
phase-type distribution with n states is described by a
pair (pi,A), where pi = [pi1, pi2, . . . , pin] is an initialization
vector and
A =


−a1,1 a1,2 a1,3 . . . a1,n
a2,1 −a2,2 a2,3 . . . a2,n
...
...
...
. . .
...
an,1 an,2 an,3 . . . −an,n


is the CTMC infinitesimal generator satisfying −A1 ≥ 0
and ai,j ≥ 0 for all elements, where 1 is a column vector
of all ones. Examples of popular distributions expressed
with the phase-type notation are given below.
Example 1: An exponential distribution with sample
mean λ−1, thus the service demand model has a single
state such that
pi = [1] A =
[
−λ
]
(4)
Example 2: A three-stage Erlang distribution with
mean 3λ−1 is obtained by summing the samples of three
exponential distributions with same mean λ−1, thus
pi = [1, 0, 0] A =

−λ λ 00 −λ λ
0 0 −λ

 (5)
Example 3: A two-stage hyper-exponential distribu-
tion with mean pλ−11 + (1 − p)λ
−1
2 is obtained by a
mixture of two exponential distributions having mean
λ−11 and λ
−1
2 respectively. This is modelled by a phase-
type distribution
pi = [p, 1− p] A =
[
−λ1 0
0 −λ2
]
(6)
In a phase-type distribution, the service time T of a
session is modeled as a cumulative time to traverse a
sequence of states each having exponentially-distributed
sojourn time. That is, with probability pii the session
starts execution in state i, where it waits for an exponen-
tially distributed time t1 ∼ ai,ie
−ai,it1 . Next, with prob-
ability ai,j/ai,i the state changes to j where the session
sojourns for time t2 ∼ aj,je
−aj,jt2 , and so forth. In each
state i, there exist a probability pabsi = 1 −
∑
j 6=i ai,j/ai,i
that the session is “absorbed”, i.e., it terminates execu-
tion upon the next jump. If a session terminates after the
kth sojourn time, its cumulative passage time, i.e., sum
of sojourn times, T = t1+t2+ . . .+tk is recorded and the
6CTMC is reinitialized according to the probability vector
pi to generate the next sample.
Phase-type distributions are useful in representing
real computer system workloads because they provide
a compact representation of a distribution of values
using a small vector-matrix pair. Heavy-tail distribu-
tions, where very large observations occur with non-
negligible probability, can be easily described by a phase-
type model using a few states, which is often more
convenient than an explicit histogram representation.
In fact, transformations of phase-type probability dis-
tributions, such as addition or linear mixtures of two
or more random variables, calculations of moments,
superposition or modulation of independent flows, can
be performed using basic matrix operations rather than
integration or convolution of histograms. This is very
useful for efficient integration of workload models into
numerical optimization programs, where it would be
very inefficient to compute integrals or convolutions at
each iteration of a search algorithm.
By properly assigning the values in pi and A one
can constrain the service demand distribution of T to
fit a sample distribution. In particular, the expression
of the cumulative distribution function of a phase-type
distribution is
Pr[T ≤ t] = pieAt1,
where
e
At =
∞∑
k=0
(At)k
k!
(7)
denotes the matrix exponential function evaluated at At.
The moments of T are given by
E[T k] = k!pi(−A)−k1,
thus it is possible to fit pi and A by the above formula
to match given moments E[Dktst,g]. In particular, by
applying standard moment matching fitting techniques,
one can quickly obtain a set of phase-type distributions
(piig,A
i
g), that describe the service demand moments
E[Dktst,g] at each resource. Throughout this work, we
have fitted distributions with variability less than an
exponential distribution using the GFIT tool [33]. High-
variability distributions are instead fitted using the mo-
ment matching algorithms in the KPC-Toolbox [9], [11].
4 BURN METHODOLOGY
This section presents the BURN methodology for au-
tomatic generation of a benchmark B with controlled
burstiness in service demands. We assume that the
user provides in input a test suite mix vector γ ≡
(γ1, γ2, . . . , γG),
∑
g γg = 1, where γg ∈ [0, 1] describes the
percentage of sessions to be drawn from test suite g. The
SWAT workload generator [22] mentioned previously
can be easily adapted to determine a γ that also matches
a desired request mix ρ and other properties such as
a target session length distribution. Other inputs are
the test suite demand models and a specification of the
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Fig. 3. Generation of burstiness using the session sub-
mission policy P. Careful selection of the state transition
probabilities in the Markov chain P enables burstiness
properties in the session demand.
target burstiness according to the overdemand metric
introduced in this section. The aim is to find a session
submission policy P resulting in a benchmark B with the
requested properties of burstiness and workload mix.
4.1 Session Submission Policy
The session submission policy P determines the se-
quence of sessions submitted to the system, both in terms
of their type and relative ordering. The policy works as
follows. P is a discrete-time Markov chain
P =


p1,1 p1,2 . . . p1,G
p2,1 p2,2 . . . p2,G
...
...
. . .
...
pG,1 pG,2 . . . pG,G


such that after generating a session from test suite g
there is probability pg,h that the following session will be
submitted by test suite h. The challenge is how to define
these probabilities to match the desired test suite mix
vector γ and target burstiness. It is simple to show using
equilibrium theory for discrete-time Markov chains [5],
that if the policy satisfies
γ = γP, (8)
then P generates exactly the desired test suite mix γ.
Our observation is that (8) leaves considerable flexibility
in the definition of P, which we can use to generate
controlled burstiness in the demands. Specifically, (8)
imposes γ to be the left eigenvector associated to the unit
eigenvalue of P, however the other G − 1 eigenvectors
and eigenvalues are degrees of freedom. We now present
an illustrative example of this concept.
We have considered two policies Ptrad for a traditional
workload generation model and Pburst for a bursty
benchmark. These are defined upon G = 2 test suites
and both satisfy the same requirement γ = (0.5, 0.5) such
that 50% of the sessions are drawn from test suite 1 and
50% from test suite 2. Consider the following definition
for the two policies:
Ptrad =
[
0.50 0.50
0.50 0.50
]
, Pburst =
[
0.99 0.01
0.01 0.99
]
7which both satisfy (8) and differ for the fact that in
Pburst there is 99% probability of consecutively sampling
sessions from the same test suite g. This is a critical dif-
ference because the high probability of sampling sessions
from the same state in Pburst implies the formation of
bursts, as shown by the synthetically generated data in
Figure 3(a). Bursts of similar magnitude do not appear
in the traditional workload generation model results
shown in Figure 3(b), which shows fluctuations but not
a significant serial correlation. Therefore, by carefully
selecting the transition probabilities in the submission
policies we can create radically different behaviors in
terms of service burstiness.
4.2 Bottleneck Migrations
Before stepping further into the technical details of
BURN, we discuss the relation between generation
of burstiness and bottleneck migrations. Bottleneck
switches due to multiclass service demands have been
studied theoretically [2], [3], [8], and applied to process
migration in [25]. Recently, the topic has been the subject
of intensive research in multi-tier applications [26], [28],
[29], [38].
Stemming from the theory in [3], it is easy to show
that the basic requirement for a benchmark B to create
dynamic bottleneck switches between two resources i
and j 6= i is that there exist at least two test suites g
and h that saturate i and j, respectively. Formally
E[Ditst,g] > E[D
i
tst,h] and E[D
j
tst,h] > E[D
j
tst,g] (9)
If (9) is satisfied, the session submission policy can
alternate periods where resource i is congested with
periods where j is congested. For the general case with
several resources, linear programming may be needed
to establish the potential bottlenecks for a system [8]. In
BURN, the intensity of each burst can be controlled, at
least in a statistical sense, using the overdemand metric
introduced later in the paper. For example, (24)-(26),
given later in the paper, can be used to control the
duration of a transient bottleneck at a resource under
a heavy-load regime assumption.
4.3 Composition Step and Benchmark Model
This subsection describes the composition step of BURN
which predicts the service demand burstiness created at
the different resources by a benchmark B that submits
sessions using a policy P . A limitation of phase-type
distributions is that they can be used only to generate
independent and identically distributed (i.i.d) samples,
i.e., a sequence of uncorrelated values that follow a given
distribution. This is therefore not sufficient for prediction
and control of burstiness at system resources. In order to
tackle this problem, we now introduce Markovian arrival
processes (MAPs) [32] to predict the service demand
burstiness caused by a benchmark B under policy P.
Differently from a phase-type distribution, a MAP can
describe both i.i.d and non-i.i.d. traces where there is a
time-varying pattern in the samples. For example, the
time series in Figure 3(b) may be represented both by
MAPs and phase-type models. Instead, the temporal
dependent workload in Figure 3(a) can only be described
by a MAP. This illustrates why MAPs are needed for
workload generation in BURN.
A MAP is defined by a pair of matrices (D0,D1),
where D0 has the same structure and interpretation of
matrix A for phase-type distributions, while D1 = {di,j}
is a non-negative matrix such that di,j is the rate of
absorptions in state i after which the underlying Markov
chain is reinitialized in state j. Thus absorption probabil-
ities assume now the more general form pabsi,j = di,j/ai,i.
The ability of reinitializing the chain in different ways
according to the last visited state allows one to create
temporal dependence and serial correlation in the sam-
ples. As an example, this can be done by alternating
reinitialization in states with short and long sojourn
times. Such a temporal dependence is instead impossible
in phase-type distributions where reinitialization is done
randomly according to vector pi.
Stemming from the above definitions, the moments of
a MAP for the service demand T are computed as
E[T k] = k!pi(−D0)
−k1, (10)
where pi is4 the left eigenvector pi = pi(−D−10 D1). Joint
moments are given by
E[T kT h+j] = k!h!pi(−D
−k
0 )(−D
−1
0 D1)
j(−D−h0 )1, (11)
where T k is the kth power of a service demand sample
T and T h+j indicates the hth power of the jth service
demand value observed after demand T .
In BURN, MAPs are useful for assessing if a given P
is a good candidate for generating the requested level of
burstiness in the system. Given a policy P and the test
suite demand characterization obtained in Section 3, we
define a burstiness model for a benchmark B relative to
resource i (e.g., front server CPU, database CPU, ...) as
the MAP that defines the benchmark model
(Di0,D
i
1) = compose(pi
i
g,A
i
g,P)
where the function compose(piig,A
i
g,P) maps the test
suite demand models (piig,A
i
g), i = 1, . . . ,M , and the
4. We deliberately use the symbol pi since for a MAP that creates
i.i.d. samples, this vector corresponds to the pi vector in phase-type
distributions [32].
8policy P into the following matrices for each resource i:
Di0 =


Ai1 0 . . . 0
0 Ai2 . . . 0
...
...
. . .
...
0 0 . . . AiG

 (12)
Di1 =


Ai1,1 A
i
1,2 . . . A
i
1,G
Ai2,1 A
i
2,2 . . . A
i
2,G
...
...
. . .
...
AiG,1 A
i
G,2 . . . A
i
G,G

 . (13)
where Aig,h = pg,h(−A
i
g)1pi
i
h and pg,h is the probability
in P of sampling a service demand from test suite h
immediately after sampling a service demand from test
suite g. The probabilistic interpretation of the blocksAig,h
is that they describe the rate of absorption for a sample
taken from test suite g such that the Markov chain is
then reinitialized with probability piih into test suite h.
This embeds the obtained phase-type distributions into
a MAP. Summarizing, the Di0 matrix specifies that the
demand of a session generated by a test suite g follows
its distribution model Aig , while the D
i
1 matrix describes
the modulation due to the session submission policy P
across the different test suites. Such a modulation deter-
mines the order of session submission and it is the action
performed by the policy P to match target workload mix
and burstiness.
Example 4: Consider a benchmark that modulates G = 2
test suites having service times that are exponential with
mean λ−11 and Erlang-2 with mean 2λ
−1
2 , respectively. Then,
recalling examples 1 through 3:
pi1 = [1], A
i
1 =
[
−λ1
]
,
pi2 = [1, 0], A
i
2 =
[
−λ2 λ2
0 −λ2
]
.
For resource i, the benchmark demand model is thus
Di0 =

−λ1 0 00 −λ2 λ2
0 0 −λ2

 , Di1 =

p1,1λ1 p1,2λ1 00 0 0
p2,1λ2 p2,2λ2 0

 ,
Depending on P, the above example model can describe
different correlations between the demands of the two test
suites.
The fundamental result achieved by the composition
step described above is that the benchmark burstiness
model (Di0,D
i
1) relative to the resource i allows us
to estimate by closed-form analytical expressions the
moments and the burstiness in the service demands for
resource i that would result from the execution of bench-
mark B on the system. For instance, let Ti be the average
session demand at resource i, then E[Ti] = pii(−D
i
0)
−k1,
represents the average service demand for a session
generated according to policy P in benchmark B. This
may be readily used to infer the maximum session
arrival rate λ in the benchmark that does not saturate any
resource, i.e., such that utilization E[Ui] = λiE[Ti] < 1,
i = 1, . . . ,M , where λi = Viλ is the throughput that
flows into resource i, i.e., the incoming throughput of
the benchmark scaled by the number of times Vi that
a session visits resource i [20]. Formulas for computing
resource burstiness estimators by MAPs are given in the
next section.
4.4 The Overdemand Metric
Burstiness for a service demand T can be characterized
in the following ways according to the needs of the
analysis:
Autocorrelation function: the autocorrelation coefficients
ρ(k) are standard second-order burstiness descriptors
used in several studies, e.g. [29]. Formally,
ρ(k) =
E[TT+k]− E[T ]
2
E[T 2]− E[T ]2
,
where T+k is the kth service demand seen after ob-
serving T , which follows readily for MAPs using (10)-
(11). To simplify interpretation, the lag-1 autocorrelation
coefficient ρ(1) is often used in place of ρ(k), k ≥ 1, to
summarize burstiness levels.
Index of Dispersion [17], [27]: Under positive autocorre-
lations, burstiness levels for a resource are summarized
by the index of dispersion
ID = CV 2(1 + 2
∑∞
k=1 ρ(k)),
where CV 2 = V ar(T )/E[T ]2 is the squared coefficient of
variation of the service demands. The index of dispersion
of resource i for the service demand model (Di0,D
i
1) is
given by
ID(i) = 1 + 2
(
αiD
i
11− pii(1αi +Q
i)−1Di11
)
,
where Qi = Di0+D
i
1 can be shown to be an infinitesimal
generator of a continuous time Markov chain. Here,
αi (resp. pii) is the equilibrium probabilities of the
continuous time (resp. discrete time) Markov chain Qi
(resp. (−Di0)
−1Di1). That is, αiQ
i = 0, αi1 = 1, and
pii = pii(−D
i
0)
−1Di1, pii1 = 1. The index of dispersion
for a sample trace of demands can be estimated with
several techniques [17], [27].
Overdemand: We propose in this paper a new metric,
termed overdemand, for estimating the properties of
bursts in workloads generated by the target benchmark
B. For a given resource, its overdemand φ is defined as
the conditional probability of consecutively generating
two requests that both cause a service demand exceeding
the mean. Formally,
φ = Pr[X1 > E[T ] |X0 > E[T ]],
where X0 and X1 are service times of any two consecu-
tive requests submitted by the benchmark. Intuitively,
φ grows with the probability of observing bursts of
requests having long service demand, which are the
most deleterious for performance.
We now derive the following expression for the
overdemand in a MAP.
9Theorem 1: In a Markovian Arrival Process (D0,D1), the
overdemand is computed as
φ =
pie
D0E[T ](−D0)
−1D1e
D0E[T ]1
pieD0E[T ]1
, (14)
where eD0E[T ] denotes the matrix exponential function (7)
evaluated at D0E[T ].
The proof is given in the final appendix. The overde-
mand φ has a number of appealing properties that make
it a practical descriptor of burstiness:
Computational Efficiency. First, overdemand enables a
search for a policy P that achieves a target duration and
intensity of bursts using linear programming, instead of
non-linear optimization techniques such as those used
in our previous work using the index of dispersion [7].
This makes the benchmark generation process compu-
tationally efficient. Furthermore, infeasible benchmark
requirements are easily detected since they result in
infeasible linear programs. We present in Section 5.2
experiments that establish the computational efficiency
of overdemand-based benchmark generation.
Finite Range. Another useful property of the overde-
mand is that, being a probability value, its range is
always bounded. This is in contrast with burstiness
descriptors based on variance of the samples, such as the
index of dispersion, which have an unbounded range [7].
In practice, the overdemand lies in a finite range where φ
belongs to φ ∈ [φmin, φmax]; φmin ≥ 0 and φmax ≤ 1 are
nontrivial functions of the distribution of the test suite
mix γ and of the session service demands for each test
suite. In practice, the values of φmin and φmax are easy
to obtain by linear programming. For example, φmini is
given by
φmini = min
P
φi s.t. (15)
(Di0,D
i
1) = compose(pi
i
g,A
i
g,P); (16)
pii = pii(−D
i
0)
−1Di1 (17)
φi =
piie
D
i
0
E[Ti](−Di0)
−1Di1e
D
i
0
E[Ti]1
piie
Di
0
E[Ti]1
(18)
E[Ti] = pii(−D
i
0)
−11 (19)
γP = γ (20)
pii1 = 1 (21)
P1 = 1 (22)
P ≥ 0 (23)
where (16) defines at each iteration of the linear pro-
gramming solver the MAPs (Di0,D
i
1) associated to the
policy P currently being evaluated, (18) states that φi
is a linear function of the unknown probabilities in P
which define the MAP (Di0,D
i
1), (20) imposes the test
suite mix γ to be the equilibrium distribution of P,
and (22)-(23) require P to be a valid submission policy.
Changing the objective function to a maximization prob-
lem provides φmaxi . The resulting range [φ
min
i , φ
max
i ] is a
quantitative characterization of the achievable burstiness
for resource i under a mix γ.
Achievable Burstiness. The overdemand also allows
evaluation of whether a test suite mix is a good
candidate for generating service demand burstiness.
Specifically, an uncorrelated session submission policy
Pnoburst = 1γ, which generates workloads with i.i.d.
service demands and mix γ, can be used to compute the
corresponding φnobursti value from the MAP (D
i
0,D
i
1) =
compose(piig,A
i
g,P
noburst). For the mixes γ that can gen-
erate very limited burstiness, this would be immediately
reflected in a very narrow range [φmini , φ
max
i ] where
φnobursti ≈ φ
max
i ≈ φ
min
i . For example, this would be
the case when modulating test suites with very similar
mean service demands and low variability, which makes
it hard to create bursts. Notice that the above observa-
tions lead in a natural way to defining the normalized
overdemand
ψi = 100×
φi − φ
min
i
φmaxi − φ
min
i
, ψi ∈ [0, 100],
which is interpreted as the fraction of the maximum
burstiness at resource i achieved by benchmark B.
Burst Length. An advantage of the overdemand with
respect to other descriptors, noticeably the lag-1 autocor-
relation, is also that it helps in understanding intensity
and duration of a burst. Since φ represents the probabil-
ity of the session submission policy to continue to feed
a burst, burst lengths can be estimated by a geometric
distribution with probability 1−φi of burst termination.
This implicitly assumes that requests are continuously
submitted, hence this is a heavy-load approximation.
The choice of approximating the burst length by a
geometric distribution is instead motivated by the use
of a session submission policy P that is a discrete-time
Markov chain and thus memoryless. We have observed
this approximation to be a faithful characterization of
the bursts created by the benchmark model B using
the BURN approach. Based on this approximation and
denoting by the random variable Li the burst length for
a resource i, the probability of having a burst of length
k is
Pr[Li = k] ≈ φ
k
i (1 − φi), (24)
and its expected value is
E[Li] ≈
φi
1− φi
. (25)
The last formula can be used for deciding the appro-
priate value to assign to an overdemand φi to generate
a burst with an expected number E[Li] of sessions
completed in it. Additionally, it provides an estimate for
the minimum time required to process a burst ignoring
contention, i.e.,
E[Ti] ≈ E[Li]E[TL], E[Dover] =
(
pieD0E[T ](−D0)
−11
pieD0E[T ]1
)
,
(26)
where E[Dover] is the expected value of a service de-
mand exceeding the mean (overdemanding sessions).
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Limitations. A limitation of the overdemand metric is
that it can be used to compare only workloads which
have the same mix γ. This is because the overdemand
does not depend on properties such as the tail of the
distribution function, which affects eD
i
0
E[Xi] and hence
the absolute values of the φi. However, since the search
techniques proposed in the following sections assume
a user-specified γ, the mix is always fixed and so is
E[Dover]
5. Thus this is not a limitation for the specific
application of overdemand considered in BURN.
Example 5: Consider the following MAPs:
Da0 =
[
−2.7963 0.2785
0.0975 −50.4543
]
Da1 =
[
0.8147 1.7031
0.9058 49.4509
]
Db0 =
[
−34.2766
]
Db1 =
[
34.2766
]
The first MAP (Da0 ,D
a
1) has CV
2 = 8.22 and lag-1 au-
tocorrelation ρ1 = 0.121; the second MAP (D
b
0,D
b
1) is
instead exponential, thus CV 2 = 1 and ρ1 = 0. Indeed, the
exponential MAP is expected to be less bursty than the first
MAP, but the original overdemand cannot be used to highlight
this since φ(E[Xa]) = 0.2629 and φ(E[Xb]) = 0.3679, where
in this example E[Xa] = E[Xb] = 1. However, if we look at
the tail of the distribution, say t = 5E[Xa] = 5E[Xb], we find
that φ(5E[Xa]) = 0.1906 and φ(5E[Xb]) = 0.0067, which
readily shows that the first MAP has much higher likelihood to
generate long-lasting bursts than the exponential distribution.
4.5 Search Step: Matching Burstiness Levels
Based on the results of the previous subsection, we use
an optimization program to search for a policy P that
provides the desired level of burstiness in the benchmark
service demands.
Additionally, we constrain the benchmark B to gener-
ate a target test suite mix γ. It is useful to observe that,
given two different submission policies P1 and P2 with
identical equilibrium mix γ, the values of pii, D
i
0, and
E[Ti] for a given resource i are identical for both bench-
mark burstiness models (Di0,D
i
1) = compose(pi
i
g,A
i
g,P1)
and (Di0,D
i
1) = compose(pi
i
g,A
i
g,P2). Hence one can
compute initially pii, D
i
0, and E[Ti] for a random policy
and reuse these values during the iterations of the solver.
Thus pii, D
i
0, E[Ti], and related functions (e.g., matrix
exponential) are constant in the optimization programs
reported below. Under such assumptions, linear equa-
tions involving Di1 remain linear functions of P which
is the only unknown in the linear program.
5. Note that a possible extension to this work could search over
different mixes. Metrics similar to the overdemand can then be easily
defined to take into account the effects of the distribution on E[Dover],
thus making the case for the flexibility of this burstiness index. For
example,
φ(t) = Pr[X1 > t |X0 > t] =
pie
D0t(−D0)−1D1eD0t(−D0)−11
pieD0t1
,
has the same properties of the overdemand, but it also considers the
benchmark demand distribution up to an arbitrary quantile t. Note
that the original definition of the overdemand implies φ ≡ φ(E[T ]).
We now describe a technique for matching a target
overdemand level. For a set of M resources, we can
generate a submission policy P that matches the target
burstiness according to the overdemand descriptors for
all resources using the following linear program
min
P
z =
M∑
i=1
s+i +
M∑
i=1
s−i s.t. (27)
(Di0,D
i
1) = compose(pi
i
g,A
i
g,P); (28)
φi =φ
target
i + s
+
i − s
−
i (29)
pii = pii(−D
i
0)
−1Di1 (30)
φi =
pie
D
i
0
E[T ](−Di0)
−1Di1e
D
i
0
E[T ]1
pieD
i
0
E[T ]1
(31)
γP = γ (32)
pii1 = 1 (33)
P1 = 1 (34)
P ≥ 0 (35)
s+i ≥ 0 (36)
s−i ≥ 0 (37)
where constraints are for i = 1, . . . ,M . Here the s+i and
s−i variables minimize the distance from the objectives
using a linear function, while the other constraints are
similar to the ones considered to determine φmin. We
stress again that all terms involving pi and Di0 are
constant throughout the optimization, thus they can
be evaluated initially for any feasible policy, e.g. from
the non-bursty model compose(piig,A
i
g,Pnoburst) where
Pnoburst = 1γ. Based on this property, the entries of D
i
1
are the only unknowns and, by the given definitions,
these have the form pg,hc
i,j
g,h, where c
i,j
g,h is the (i, j) entry
of −Aig1pih that can be computed prior to execution
of the linear solver. Thus, the pg,h values are the only
unknowns and the optimization program is a linear
program.
5 VALIDATION EXPERIMENTS
To show that BURN is effective in creating controlled
burstiness, we present experiments that consider com-
binations of the browsing, ordering, and shopping mix
test suites of TPC-W. The matrix P generated by BURN
is used to construct a trace of 10,000 sessions with
a desired mix and burstiness and that combines the
three test suites. The resulting benchmark B is run on
a real testbed. In BURN, we consider CPU usage at
the different computing nodes as resources. The testbed
consists of a front server, a database server, and a client
machine connected by a non-blocking Ethernet switch
that provides a dedicated 1 Gbps connectivity between
any two machines in the setup. The front server and
database nodes are used to execute the TPC-W bookstore
application implemented at Rice University [1]. The
client node is dedicated for running the httperf Web
request generator [30] under the Linux operating system.
This was configured to emulate multiple concurrent
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TABLE 2
Test suite service demand models for CPU. Mean is
expressed in seconds.
front server demand DB server demand
shopping mean CV 2 skew mean CV 2 skew
measured 0.290 0.575 2.671 0.097 7.590 4.509
phase-type 0.290 0.575 1.665 0.097 7.590 4.509
ordering mean CV 2 skew mean CV 2 skew
measured 0.131 0.805 1.797 0.623 1.761 2.530
phase-type 0.131 0.806 1.797 0.623 1.761 2.531
sessions in the experiments. The httperf generator has
features such as non-blocking socket calls that allow it to
stress servers and sustain overloads in a scalable manner
[18]. All nodes in the setup contain an Intel 2.66 GHz
Core 2 CPU and 2 GB of RAM. The Windows perfmon
utility is used to gather CPU, disk, memory, and network
usage at the server nodes; httperf provides detailed logs
of end user response times. In all experiments we noticed
very little disk, paging, and network activity.
5.1 Validation of Demand and Burstiness Models
We first consider a benchmark B defined only by a mix
of sessions of shopping (shp) and ordering (ord) types.
The mix is balanced with test suite mix γshp = γord =
0.50, and we use a session submission policy
P =
[
pshp,shp pshp,ord
pord,shp pord,ord
]
=
[
0.995 0.005
0.005 0.995
]
The aim of this case study is to validate the prediction ac-
curacy of the models proposed in Sections 3 and 4. Since
it is difficult to directly measure the service demands,
we use for validation the prediction of utilization and
aggregate service demand measurements for the sessions
executed in isolation on the system.
For the test suite service demand model definition, we
have run in isolation the shopping and ordering bench-
marks and estimated the mean session demands for each
of the session types used. Table 2 presents results. The
table shows the estimated moments for the different
CPU service demands and the respective moments of the
phase-type distributions Aig we have fitted. The number
of states used in the phase-type models is always 2.
The results indicate that the phase-type distributions
match nearly all moments of the measured test suite
service demands. The demands for shopping at the front
server underestimate skewness because it is difficult for
phase-type models to match this parameter under low
variability conditions. We have obtained more accurate
fitting of this value with larger number of states but
this did not significantly improve the precision of our
predictions, so we chose to use models with fewer states.
The phase type distributions fitted are used later in this
subsection to predict the CPU utilization properties at
the front server and database.
Additionally, for validation purposes we have fit-
ted into phase-type distributions Aaggrshp and A
aggr
ord the
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Fig. 4. Experimental results for the mix of shopping and
ordering sessions.
measured aggregate demand of shopping and ordering
sessions when run in isolation, i.e., the results of the ex-
periments shown in Figure 2 for shopping and ordering
mixes. Moments were again matched very closely. These
aggregate demands represent the end-to-end latency of
sessions including CPU, disk, and I/O response times.
The resulting MAP is denoted by (D0,D1) where
D0 =
[
A
aggr
shp 0
0 A
aggr
ord
]
D1 =
[
pshp,shp(−A
aggr
shp )1pi
aggr
shp pshp,ord(−A
aggr
shp )1pi
aggr
ord
pord,shp(−A
aggr
ord )1pi
aggr
shp pord,ord(−A
aggr
ord )1pi
aggr
ord
]
Figure 4(a) compares the cumulative distribution func-
tion (CDF) for the aggregate service demand of the
benchmark B sessions with the ones predicted by the
benchmark model (D0,D1). The distribution of the MAP
matches the empirical distribution of the aggregate ser-
vice demand very well, thus confirming the predictive
capabilities of BURN.
To further validate accuracy, we now focus on the
burstiness model. We performed a trace-driven analysis
of the system to compare the properties of the measured
utilizations with those predicted by the MAP model
using the autocorrelation function as a descriptor of
burstiness. We denote the four phase-type distributions
in Table 2 as Afsshp, A
fs
ord, A
db
shp, and A
db
ord. We generated
for each resource a model similar to the one used used
before for the aggregate service demands, i.e., Aaggrshp and
A
aggr
ord are there replaced by A
fs
shp and A
fs
ord.
Figure 4(b) show the autocorrelation function of the
measured and modeled CPU utilizations for the front
server. The autocorrelations of the model are estimated
by averaging the autocorrelations over 100 random ex-
periments; conversely, the sample path curve shows a
representative example of autocorrelation estimate for
one of these random experiments. For low lags, model
and sample path autocorrelations are in very good agree-
ment with the TPC-W trace. Low lags are often the most
significant for burstiness, as they measure the similar-
ities of consecutive sessions that pack into bursts. The
autocorrelation coefficient values for lags greater than 10
seem instead to suffer significant noise due to the limited
size of the measurement. Yet, the good agreement of
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the sample path with the trace shows that sample paths
of the MAP model can represent real system behavior
observed in experiments.
5.2 Composition Step Performance
We now present experiments that establish the computa-
tional efficiency and scalability of benchmark generation
owing to the use of overdemand as a descriptor of bursti-
ness. Specifically, we compare the overdemand based
linear programming formulation presented in this work
with the nonlinear programming formulation based on
the index of dispersion proposed in [7]. We illustrate
the performance of the optimization program used in
composition step using a set of 1, 000 random benchmark
problems. We have set the number of test suites to
G = 2, 3, 4, the phase-type distribution of each test suite
is randomly generated with a random choice of the
number states in n ∈ [1, 3]. We consider a single resource,
i.e., M = 1. Phase-type distributions can have hypo-
exponential, exponential, or hyper-exponential distribu-
tion. To explore a larger set of feasible burstiness levels,
we have scaled the mean demand of the gth test suite to
E[Dig] = 2
g and explored the achievable burstiness of a
given problem using 10 increasing equi-spaced values of
φ ∈ [φmin, φmax]. We have compared the execution of the
optimization program that matches a target overdemand
φ with the nonlinear optimization proposed in [7] that
matches a target index of dispersion ID(i) for resource
i.
To compare equivalent results, we find the entries
for the policy P that minimize the difference between
the target index of dispersion and the one estimated
for the service demands of resource i based on the
compose(piig,A
i
g,P) mapping. For the ease of comparing
results, we find the value of the index of dispersion
that corresponds to a given φ by computing the value
of ID from the MAP that matches φ. Furthermore,
for both optimization programs we begin by using the
MATLAB nonlinear solver fmincon. In this case, the
reported performance for matching φ is a worst-case
scenario and occasionally requires multiple solver runs
to achieve the optimum. Average results are reported
in Table 3. The number of runs indicates the number
of independent executions of the optimization solver
needed to achieve the target objective function within a
tolerance of 10%. We also report the number of iterations
and objective function evaluations per solver run, and
the total execution time summed over the runs.
From Table 3 we see that in all cases the generation
of a target benchmark requires less than a half second
on average. The time requirements for matching a target
index of dispersion is approximately 150% larger than
for the overdemand. This is not explained by the results
for the number of runs, which shows that typically one
or two runs of the optimization solver are sufficient
to match the target. Conversely, it is found that the
number of iterations and the corresponding evaluation
TABLE 3
Overdemand φ versus Index of Dispersion ID -
Composition step for 1000 random instances
method G runs iter/run func/run fmincon cpu [s]
φ 2 1.58 4.17 30.02 0.09
ID 2 1.94 12.54 71.67 0.20
φ 3 1.15 6.68 85.02 0.18
ID 3 1.23 14.10 163.44 0.45
φ 4 1.04 6.08 118.28 0.36
ID 4 1.22 19.88 382.02 1.73
of the objective function to determine gradients are about
100% larger for the index of dispersion than for the
overdemand approach. This is interpreted as a clear
indication that the optimization program that matches
the index of dispersion is harder than the one used for
the overdemand, and this can be explained by the non-
convex characteristics, with respect to the unknown P,
of the expression to compute the index of dispersion.
We have also implemented the BURN composition
step using the GNU Linear Programming Kit (GLPK,
http://www.gnu.org/software/glpk/) to explore the scala-
bility of the technique as the number of test suites G
grows. Each test suite is characterized by a 2 state service
demand model. Table 4 reports results for increasing
values of G on an Intel Core Duo 2.16 GHz machine;
note that the results are better than in Table 3 due
to increased performance of GLPK over MATLAB. The
results indicate that the composition technique requires
a few seconds for generation of a benchmark when the
number of test suites considered is less than a 256. As
the number of test suites increases, the quadratic growth
in the number of elements of the P matrix makes the
computational cost increase quadratically. The number
of non-zero elements in the linear program coefficient
matrix is growing quadratically; the matrix is not sparse.
Nevertheless, the technique is able to find a benchmark
with the desired target burstiness in a few minutes for
hundreds of different test suites which demonstrates this
is a very practical technique.
The previous validation proves that the overdemand
approach would remain scalable even under such an
increased complexity. Conversely, our initial experiments
indicate that this would not be the case for the index of
dispersion approach. For example, by generating ran-
dom cases with 2-state test suite demand models, for
G = 8 the fmincon CPU time is of the order of 100s, for
G = 16 it grows up to about 500s, for G = 32 it grows
up to about 8000s. This is clearly not scalable, whereas
the overdemand solution by GLPK takes less than 0.1s
in all of these cases.
It should be noted that some benchmarks consider
small number of test suites, for example TPC-W con-
siders 3 mixes, while commercial benchmark usually
consider 6 − 7 mixes per application [37]. However,
the rapid growth of service-oriented computing and the
development of compositional environments may raise
in the near future the need for more complex workloads.
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TABLE 4
Scalability of Composition Step Linear Program
test suites GLPK solver linear program size
G cpu [s] mem [MB] rows cols non-zeros
2 0.0 0.1 6 6 15
8 0.0 0.2 18 66 195
16 0.0 0.4 34 258 771
32 0.0 1.4 66 1,027 3,078
64 0.1 4.9 130 4,098 12,291
128 1.0 19.1 258 16,386 49,155
256 10.7 75.7 514 65,539 196,614
512 104.7 301.8 1,027 262,147 786,438
1024 1,149.8 1,205.3 2,051 1,048,579 3,145,734
For example, the SAP ByDesign system has thousands
of business process variants [36], thus benchmarking of
application of this kind may potentially require tens or
even hundreds of test suites. Defining such benchmarks
in a representative way is still an open challenge for the
software engineering of large enterprise applications.
5.3 Generation of Burstiness and its Impact
We now consider a mix of ordering, browsing and shop-
ping sessions, but we now focus on generating bench-
marks to evaluate the performance of the TPC-W system
under burstiness conditions. The results presented in this
section prove that this can be done successfully with
the proposed methodology and show the existence of
scalability problems for systems that are not revealed by
executions of traditional benchmarks without burstiness
in the service demands. The experiments reported here
show that BURN is a practical technique for benchmark-
ing real-world software systems.
Using BURN, we have created two session submission
policies Pnon−burst and Pburst that both combine brows-
ing (bro), shopping (shp) and ordering (ord) sessions
with test suite mix γbro = 0.014 and γshp = γord = 0.493.
The test suite mix is essentially the same 10, 000 sessions
as in Section 5.1, but there is an additional component
of about 100 − 200 browsing sessions. We use a small
fraction of browsing sessions because the browsing mix
is already known to impose bottleneck migrations be-
tween front server and database server [27]. Hence the
browsing mix would not be helpful to show BURN’s
ability to create bursts in resource consumption.
For the generation of burstiness we used BURN to
compute the following policy:
Pburst =

0.001257500 0.000260220 0.9984800000.000148940 0.999750000 0.000101650
0.030116000 0.000242700 0.969640000


which satisfies an initial requirement of normalized
overdemand at the front server ψfs = 99% of the max-
imum overdemand and similarly achieves ψdb = 95%
of the maximum overdemand at the database server.
Specifically, the expected overdemand for the front
server CPUs is φfs = 0.4584410 and for the database
CPUs is φdb = 0.3857909; the feasible overdemand range
TABLE 5
Performance Indexes for the Experiments in Section 5.3
no burstiness burstiness burstiness
λ 2.22sess/s 2.22sess/s 2.38sess/s
mean Ufs 0.2393 0.1753 0.2006
std.dev. Ufs 0.0509 0.1337 0.1421
mean Udb 0.6215 0.6651 0.7086
std.dev. Udb 0.1292 0.3755 0.3829
mean R [msec] 51715 83546 86483
std.dev. R [msec] 32302 86475 83920
95th prct. R [msec] 109185 239452 244928
for the front server CPU is φfs ∈ [0.339967, 0.460905] and
for the database server CPU is φdb ∈ [0.149827, 0.39704].
Thus, from the overdemand ranges we learn that that
there is little room for further increasing the burstiness
on this workload. We report that we have tried to run
benchmarks that achieve values of φfs and φdb that are
very close to the maximum possible, however the mea-
sured performance did not differ significantly from the
results presented in this section. The non-bursty policy
is defined as Pnon−burst = 1γ. The overdemands for
Pnon−burst at the front server CPUs and at the database
server CPUs are φfs = 0.375222 and φdb = 0.266628, re-
spectively, which are only 50% and 47% of the achievable
burstiness.
Note that the same experimental results shown in this
section for arrival rate λ = 2.22 sess/s appear in [7]
for the policy obtained from the nonlinear optimization
program based on the index of dispersion. In fact, we
have chosen the overdemand values such that BURN
and the index of dispersion optimization programs pro-
vide the same policy for this parameterization. This
implies that the overdemand can return qualitatively
similar answers to the index of dispersion approach, but
further enjoying the additional properties discussed in
Section 4.4. For example, we have found the overdemand
to be far more informative than the index of dispersion.
In fact, in [7] we could not anticipate that the target
index of dispersion was nearly an upper bound for the
achievable burstiness and we had to run additional ex-
periments to verify this. Instead, the overdemand range
and the maximum overdemand can be deduced at the
benchmark design phase. This is a major advantage of
the overdemand over the index of dispersion, since it
avoids the trial-and-error approach needed to determine
the maximum achievable burstiness.
5.3.1 Experimental Results
Figure 5 compares the performance impact of the two
benchmarks on the TPC-W system for an experiment
with Poisson session arrivals with rate λ = 2.22 sess/s
and multiple concurrent sessions in execution. Even
though the non-bursty and bursty benchmarks have the
same test suite mix γ, session inter-arrival time distribu-
tion, and similar CPU utilizations, the bursty benchmark
stresses the system differently compared to the non-
bursty benchmark. Table 5 reports the numerical values
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of the performance indexes for these experiments and
for the one with increased rate with rate λ = 2.38 sess/s
discussed later in this section; in the table Ufs and
Udb are utilizations6 respectively at the front server and
database server, R is the session response time. From
Figures 5(a)-(b), it is immediately evident that for the
bursty benchmark the front and database server CPU
utilizations are not stable around an equilibrium as
in the original non-bursty workload. In all plots, the
sampling granularity is 15 seconds for each period. The
bursty workload adversely impacts the responsiveness
and throughput of the system. From Figures 5(a)-(b),
the maximum utilization of the database server is higher
for the bursty workload than the non-bursty workload.
From Figure 5(b) it can be observed that the database
server is saturated from sample 0 to sample 100 and
from sample 200 to sample 300. This behavior is absent
in the non-bursty workload. The heightened contention
for the database server causes the number of concurrent
sessions in the system to raise beyond the limit imposed
by the sizes of the front server thread pool and listen
queue. As a result, the front server drops several con-
nections leading to a 25% drop in request throughput
relative to the non-bursty case.
Figure 5(c) compares request response times under the
bursty and non-bursty benchmarks: most of the requests
without burstiness are served in less than 10 seconds,
however more than 20% of the requests in the bursty
benchmark require at least 100 seconds to be completed,
thus making the point that our approach is better suited
than standard approaches for stress testing.
The experiments also reveal that burstiness can cause
bottleneck switches that introduce complex transient
behavior into the system. From Figure 5(b), the system
bottleneck switches from the database server to the
front server near the 100th sample. In contrast, from
Figure 5(a), there is no bottleneck switch with the non-
bursty workload. The bottleneck switch is caused by
a transition from the database intensive browsing and
ordering sessions to the front server intensive shopping
sessions in the bursty workload. It can be observed from
Figure 6(b) that there is a significant accumulation of
shopping sessions in the system exactly at the time of
the bottleneck switch, visible around sample 110 with
the decreasing number of ordering sessions. This large
accumulation of shopping sessions is caused because of
these sessions being delayed by the last of the browsing
and ordering sessions at the database server. As a result
of this dynamic, it takes the system about 12 minutes
spanning the period from sample 110 to sample 160 to
significantly reduce the backlog of shopping sessions.
This type of unstable transient behavior was not ob-
served with the non-bursty workload and represents a
unique feature of burstiness that cannot be exposed with
non-bursty submission policies or by running the two
6. Note that small perturbations in the average utilization arise due
to the randomness of the experiment.
benchmarks in isolation. Specifically, such techniques
would result in no backlog for the shopping sessions and
therefore would never exhibit the properties highlighted
in Figure 6(b).
We call the time before reaching the steady state
behavior around 160 the relaxation time of the application,
since it describes the ability of an application to react
to transient overloads of a workload. We see that the
relaxation time in Figure 6(b) is about 60 periods, since
at 160 the application enters the steady-state for the
shopping workload. We also conducted in Figure 6(c)
a related experiment where we study the behavior of
the relaxation time under an increased arrival rate λ =
2.38 sess/s for the same sequence of session types
used in Figure 6(b). We notice that the application does
not cope with this transient as well as in Figure 6(b),
since the equilibrium is reached near sample 180, i.e.,
the relaxation time is about 33% longer under just a
7% increase of the arrival rate. This information could
be exploited in several ways, e.g., by defining reactive
policies that allocate more resources to an application as
the load increases, driven by the worst case scenarios
outlined by the BURN benchmark.
Furthermore, the accumulation of the backlog due to
bottleneck switch dominates the response time results
presented in Figure 7. Figure 7(a)-(b) show the mean
response times of session over time. Specifically, Figure
7(b) shows many important points for the analysis.
First, ordering and browsing sessions have considerably
larger response times when executed on the system from
sample 0 to sample 110 and from sample 210 to 300
than in the corresponding periods of the non-bursty
benchmark in Figure 7(a). This suggests that burstiness
is more critical for the response times of browsing and
ordering sessions which are both database intensive and
hence place a strongest congestion level if they are
executed in the system without shopping sessions in-
terleaved between them that can alleviate the bottleneck
by shifting more load on the front server. The second
fundamental observation is that, from sample 110 to
130, the first shopping sessions entering into the system
receive dramatically large response times due to the bot-
tleneck switch phenomena. Progressively, as the backlog
is flushed response times display a reducing trend. From
sample 160 the response times of shopping sessions is
lower than in the no-burstiness case, suggesting that the
front server can cope well with this level of parallelism
for shopping sessions. Finally, Figure 7(c) shows that
the observations for Figure 7(b) are even more extreme
under an increased arrival rate λ = 2.38 sess/s.
Figure 8 plots for both the bursty and non-bursty
benchmark for λ = 2.22 sess/s the number of database
queries that are waiting to acquire locks for rows in the
database. From the figure the bursty workload causes
heightened contention for locks after the first bottleneck
switch. Recall that the bottleneck switch was caused by
the arrival of a burst of shopping sessions. Furthermore,
shopping sessions rely on a common set of data. Conse-
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Fig. 7. Experimental results - mean slowdown of session response times
quently, the burst of shopping sessions causes increased
locking activity in the system while accessing this com-
mon data set. In contrast, the non-bursty workload does
not contain significant bursts of sessions of similar type
and as a result does not expose heightened lock con-
tention and the associated performance implications.
6 CONCLUSION
We have proposed BURN, a model-based methodology
for the automatic generation of benchmarks with cus-
tomizable levels of burstiness in the service demands.
BURN generalizes existing approaches for automatic
synthesis of benchmarks such as SWAT [22]. Experi-
ments on a real TPC-W testbed have shown that the pro-
posed models are very accurate in predicting the service
demands and their burstiness at the different tiers of the
architecture. We have shown a case where the ordering
and shopping mixes of TPC-W have been combined to
inject controlled burstiness in the demands resulting in
stress conditions for performance that are not shown by
non-bursty combinations of the two mixes. Furthermore,
BURN is simple to implement since it only requires a
linear programming solver in order to define the session
submission policy, e.g., the GNU Linear Programming
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λ = 2.22 sess/s
Kit (GLPK, http://www.gnu.org/software/glpk/), a work-
load generator, e.g., httperf, and utilization measurement
tools.
It should be remarked that the proposed approach is
useful to generate bursts only if the available workloads
have sufficient variability between their mean service
demands. If this condition is not verified, the proposed
overdemand metric is capable of diagnosing this issue
and additional workloads should be defined by the
benchmark user.
Another limitation is that the methodology is that it
ignores queueing effects at the different resources. It may
be useful to take into account response times seen by
the final users in the benchmark generation technique,
e.g., to generate experiments that break in a controlled
manner a service-level agreement. More importantly, it
may help address cases where the system uses admission
control to schedule jobs on a small pool of server threads,
e.g., in enterprise-resource planning (ERP) applications.
We aim to extend BURN for such scenarios in future
work.
APPENDIX
Proof of Theorem 1. By definition
φ =
Pr[X1 > E[T ], X0 > E[T ]]
Pr[X0 > E[T ]]
,
where
Pr[X0 > E[T ]] = pie
D0E[T ]1
since the cumulative distribution of a MAP is, similarly
to phase-type distributions,
Pr[X ≤ x] = 1− pieD0x1.
Consider now the joint probability expression for two
consecutive samples of a MAP which is [10]
Pr[x1, x0] = pie
D0x0D1e
D0x1D11,
and the joint distribution
Pr[X1 ≤ x1, X0 ≤ x0] =
∫ x0
0
∫ x1
0
Pr[t1, t0]dt0dt1
We get
Pr[X1 > x1, X0 > x0] = 1− Pr[X1 ≤ x1, X0 ≤ x0]
=
∫ ∞
x0
∫ ∞
x1
Pr[t1, t0]dt0dt1,
= pi
∫ ∞
x0
e
D0t0D1
∫ ∞
x1
e
D0t1D11dt0dt1
= pi
∫ ∞
x0
e
D0t0D1(−e
D0x1)(−D0)
−1D11dt0
= pieD0x0(−D0)
−1D1e
D0x11.
where limt→+∞ e
D0t = 0 and (−D0)
−1D1 is a stochastic
matrix. Note that the matrix (−D0)
−1D1 is known in
MAP theory to admit the following probabilistic inter-
pretation: the element in row i and column j stands
for the conditional probability of starting in state j to
compute a sample given that for the previous sample
the underlying chain was started in state i.
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