These evaluations were first proved by G. N. Watson [17, 18] , and K. G. Ramanathan [9] also established (1.5).
Ramanujan recorded other values for R(q) and S(q) in his first notebook [14] and in his "lost notebook" [16] . Several of these results were proved ) are units.
In this paper, we establish two theorems for evaluating R(e −2π √ n ) and S(e −π √ n ) for any positive rational numbers n by using modular equations relating to degree 5 or 25. By using these theorems we will find simple proofs for some known values for R(q), e.g., R(e
−6π
). Also we will find new values for R(e In Section 2, we present some modular equations discovered by Ramanujan and new modular equations which we found. We give proofs of the new modular equations.
In Section 3, we establish a theorem for evaluating R(e −2π √ n ) and S(e −π √ n ) for any positive rational numbers n by using modular equations of degree 1, p, 25, and 25p where p is a positive integer, and establish old and new values of R(q) and S(q) by using that theorem. First, we define parameters J n and D n and then we find relations between J n and J kn and between D n and D kn for k = p 2 , where p is an integer, and for rational n, by using modular equations. By using these values and Theorem 3.1, we determine values of R(e −2π √ n ) and S(e −π √ n ) for certain positive rational numbers n. In the final section, we establish a theorem for evaluating R(e −2π √ n ) and S(e −π √ n ) for any positive rational numbers n by using modular equations of degree 1, p, 5, and 5p where p is a positive integer, and compute old and new values of R(q) and S(q) by using that Theorem 4.1. We use a method similar to that of Section 3, but with different parameters s n and t n . We use modular equations for finding relations between s n and s kn and between t n and t kn for k = p 2 , where p is an integer and n is rational. In summary, we give new proofs of values found by Ramanujan in Theorem 3.9(ii), Corollaries 3.3, 3.6(i), 3 ) by using Theorem 3.1(ii). Furthermore, we can find J 1/25 and J 25 with n = 1 in Theorem 3.23, and so by using Theorem 3.1(i), we can determine R(e −2π /5 ) and R(e
−10π
). S.-Y. Kang [8] has recorded a table of all known values of the RogersRamanujan continued fraction up until the time her paper was written in 1999.
Recall the reciprocity theorems for the Rogers-Ramanujan continued fraction stated by Ramanujan [16] in his second letter to Hardy and his second notebook [14] , [1, p. 83] , that is, if α, β > 0 and αβ = 1, then
Second, if α, β > 0 and αβ = 1/5, then [16, p. 364] (1.7)
There are similar formulas for S(q). First, if α, β > 0 and αβ = 1, then
which can be found in Ramanujan's second notebook [14] , [1, p. 83] and which was first proved by Ramanathan [9] . Second, if α, β > 0 and αβ = 1/5, then
, which was first established by Ramanathan [9] .
We complete this section by defining, after Ramanujan,
where
and where η(z) denotes the Dedekind eta-function.
Modular equations.
This section is devoted to stating and proving certain modular equations which we will use in what follows. Most of them were first recorded by Ramanujan in his notebooks [14] .
Proof. From (11.7) and (11.8) [1, p. 268], we can deduce that
Multiplying both sides by q 3 f
(−q), we complete the proof.
A proof of Theorem 2.4 was given by Berndt [4] . 
Theorem 2.6. Let
Proof. Multiplying both sides of (2.1) by P 6 Q
6
(in the notation of Theorem 2.2), solving for Q 12 − P
12
, and then squaring both sides, we find that
From (11.7) and (11.8) 
and f (P, Q) is a polynomial in P and Q of total degree 24, and f (P, Q) > 0 for 0 < q < 1. So
, we complete the proof.
Another proof of Theorem 2.6 was given by Berndt [4] by using modular forms.
.
Proof. From Theorem 2.3, we find that
By multiplying (2.6) and (2.7), we find that
So the proof is complete.
Formulas and values for R(q) and S(q)
from modular equations of degree 25p. We shall use the following relation discovered by Ramanujan [1, p. 267, (11.5)], and proved by Watson [17] :
Replacing q by −q, we have
Similarly, for
Proof. (i) From (3.1), we have
Solving for R(q) and noting that R(q) > 0, we complete the proof.
(ii) Similarly, from (3.2), we have
Solving for S(q) and noting that S(q) > 0, we complete the proof.
We have
).
Setting α = π/5 and β = 5π, we deduce that
Corollary 3.3. We have
Thus
Applying Theorem 3.1(i), we complete the proof.
(ii) From Theorem 3.2(ii),
Applying Theorem 3.1(ii), we complete the proof.
Remark 1. We note that it is easily seen from the definition of J n and (3.3) that J 1/n = 1/J n . Also we note that it is easily seen from the definition of D n and (3.
Proof. The theorem follows directly from Theorem 2.5 and the definition of J n .
Remark 2. Theorem 3.4 implies that if we know J n , then we can compute J 4n or J n/4 , that is, if we know R(e −2π √ n ), then we can also determine
Theorem 3.5. We have
2 , and recalling that J 1/n = 1/J n , we find that
Since A is real-valued,
which gives the result.
So J n and J 1/n are the solutions of the equation x 2 − Ax + 1 = 0. Since J n is increasing in n, J n > J 1/n when n ≥ 1. Thus we conclude that
. Example 1. Using Theorem 3.5 and Remark 3, we find that
. Corollary 3.6. We have
and J 2 is given in Theorem 3.5. Furthermore,
Proof. For the proof of (i), use Theorems 3.1 and 3.5; for the proof of (ii), use Theorem 3.1 and Example 1 above.
Theorem 3.7. We have
Proof. For the proof of (i), setting n = 1 in (i) of Theorem 3.4, using Theorem 3.2(i), and putting A = J 4 
Since J n is positive and increasing in n, we have J 4 > J 2 > 2. Hence A = 3 + √ 5 and
For the proof of (ii), use Remarks 1 and 3 in the result of J 4 .
Corollary 3.8. We have
Proof. Parts (i) and (ii) follow from Theorems 3.1 and 3.7.
Theorem 3.9. We have
Proof. We know the value of J 4 from Theorem 3.7, and so by using (ii) of Theorem 3.4 with n = 4, we can find the value of J 16 . It follows that the value of R(e −8π ) can be found by Theorem 3.1(i). Now we shall show how to find the value of J 16 by applying Theorem 3.4(ii). Let n = 4 in Theorem 3.4(ii) to deduce that So we complete the proof of (i). Part (ii) follows from Theorem 3.1(i) and part (i).
Remark 4. In his first notebook [13] , Ramanujan recorded the value R(e −8π ) = √ c 2 + 1 − c, where
The first proof was given by Berndt and Chan [3, 5] .
Corollary 3.10. We have
Proof. For the proof of (i), use Theorem 3.9 and Remark 3. Then part (ii) follows from Theorem 3.1 and part (i). 
Proof. Replacing q by −q in Theorem 2.6 and using the definition of D n yields the assertion. ).
Theorem 3.13. We have
Proof. Letting n = 1/3 in Theorem 3.11 and putting A = J
Since A > J 10, from which we complete the proof of (i). Since J 1/3 = 1/J 3 , we can easily deduce (ii) from the foregoing equality. Proof. Parts (i) and (ii) follow from Theorems 3.1 and 3.13.
Theorem 3.15. We have
Proof. Setting n = 1 and J 9 + J −1 9
= A in Theorem 3.11 and using Theorem 3.2(i), we have
Since A > 0, J 9 + J 
Using Remark 1, we complete the proof. Berndt and Chan [3, 5] gave another proof of (i).
Theorem 3.17. We have
Proof. Letting n = 1/3 and B = D 
Since D 3 < J 3 and B is real-valued, B = 3 by the proof of Theorem 3.13. Now the assertion follows from
Corollary 3.18. We have
30 − 6 √ 5. Now apply Theorem 3.1(ii) again.
Theorem 3.19. We have
Proof. Set n = 1 and
in Theorem 3.12. Then, using Theorem 3.2(ii), we find that
From this we deduce that
Now apply the same argument as in Theorem 3.15 for computing J 9 and J 1/9 to conclude that
and we can easily deduce (ii).
Corollary 3.20. We have
Proof. Parts (i) and (ii) follow from Theorems 3.1(ii) and 3.19.
Theorem 3.21. We have
9n on both sides of Theorem 3.12, we can deduce the equation So we complete the proof of (i). Part (ii) follows from Theorem 3.1(ii) and part (i).
Corollary 3.22. We have
and
Proof. Apply Theorem 3.21(i) and D 1/27 = 1/D 27 , and then use Theorem 3.1(ii).
). Proof. The result follows directly from Theorem 2.7 and the definition of J n .
Remark 7. Theorem 3.23 implies that if we know J n , then we can compute
Theorem 3.24. We have
, and use the definition of D n to achieve the result. ), then we can compute
Formulas and values for R(q)
and S(q) from modular equations of degree 5p. In this section, we shall need the following relations stated by Ramanujan [1, p. 267, (11.6)], and proved by Watson [17] :
Replacing q by −q, we have (4.2) 1
, let
Proof. (i) From (4.1), we have
Solving for R
5
(q) and using the fact that R
(q) > 0, we complete the proof. (ii) From (4.2), we find that
The result follows upon solving for S
(q) and noting that S
(q) > 0.
Theorem 4.2. We have
Proof. The results (i) follow from (3.3), and the results (ii) follow from (3.4).
Corollary 4.3. We have
Proof. Set n = 1 in Theorem 4.1 and use the values s 1 = 1 and t 1 = 1, respectively, from Theorem 4.2.
Proof. The result follows directly from Theorem 2.1 upon setting q =
and using the definition of s n . ).
Theorem 4.5. We have
Proof. 
Since s
Hence
which proves (i). And since s 1/8 = 1/s 8 , we find that
which proves (iii). By using (i) and (iii) of Theorem 4.1, we deduce (ii) and (iv), respectively.
Theorem 4.8. We have
in Theorem 2.2 and using the definition of s n in Theorem 4.1, we derive the desired result.
(ii) Replacing q by −q in Theorem 2.2, letting q = e , and using the definition of t n in Theorem 4.1, we complete the proof.
Remark 10. By Theorem 4.8, if we know s n and t n , then we can find s 9n or s n/9 and t 9n or t n/9 , respectively, which implies that if we know
), then we can find R
), and if
), then we can find S
. So
and, since s 1/9 = 1/s 9 , Hence
and, since t 1/9 = 1/t 9 ,
Corollary 4.12. We have
where t 1/9 and t 9 are given in Theorem 4.11.
Proof. These results follow from Theorems 4.1 and 4.11. Theorem 4.13. We have
(ii) 5{(t n t 25n )
Proof. (i) This follows from Theorem 2.3 and the definition of s n in Theorem 4.1.
(ii) By replacing q by −q in Theorem 2.3 and using the definition of t n in Theorem 4.1, we complete the proof. ) and S ), respectively. 
