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Thesis Overview
Introduction
In recent years p-adic analysis has received a great deal of attention due to its
applications to problems in mathematical physics [1], [2], [3], [7], [11], [12], [13], [14],
[17], [20], [21], [27], [28], [30], [33], [34], [36], and references therein. As a consequence
new mathematical problems have arisen, among them, the construction of a theory
of p-adic pseudodifferential equations. In particular, it seems relevant to study
parabolic-type pseudodifferential equations and Markov processes over p-adic fields.
This dissertation is dedicated to the study of some of these objects in dimension
four.
This dissertation is organized into two parts. In the first part we present some
new results on pseudodifferential operators with elliptic symbols. We introduce the
Riesz kernels associated to certain elliptic quadratic forms, and show that these
kernels form an Abelian group. These results were obtained in cooperation with
my advisor Dr. W.A. Zúñiga-Galindo and they have been published in P -Adic
Numbers, Ultrametric Analysis, and Applications, see [5]. The second part deals
with the study of the Cauchy problem for certain parabolic-type pseudodifferential
equations in dimension four. These results were obtained in collaboration with my
advisor and they will be published in P -Adic Numbers, Ultrametric Analysis and
Applications, see [4].
State of the Art
The field of p-adic numbers, Qp, is obtained from Q by completing it with respect
to a non-Archimedian norm | · |p. Since (Qnp,+, 0) is a locally compact topological
group, all the techniques of the harmonic analysis are available on Qnp, see e.g. [1],
[25], [29]. The Fourier transform F gives a bicontinuous mapping between the space
of locally constant functions with compact support S onto itself.
Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be a non-constant polynomial, and let α be a positive
real number. A p-adic pseudodifferential operator f(D,α), with symbol |f(ξ)|αp , is
an extension of an operator of the form
f(D,α)φ = F−1(|f(ξ)|αp F φ), φ ∈ S(Qnp).
III
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One associates to f(D,α) the following p-adic pseudodifferential equation:
f(D,α)u = g. (1)
The simplest possible pseudodifferential operator, called the Vladimirov operator,
has the form
(Dαu)(x) = F−1ξ→x(|ξ|αp Fx→ξ u), α > 0, u ∈ S(Qp).
These operators were introduced in [29]. The Vladimirov operator is the p-adic
counterpart of the archimedian derivative,(
1
2pii
)α
∂αu
∂xα
=
∫
R
e2piixξξα(Fx→ξ u)(ξ)dξ, ξ ∈ R, u ∈ S(R).
The p-adic heat equation
The Cauchy problem for the p-adic analog of the heat equation is given by{
∂u(x,t)
∂t
+Dαu(x, t) = f(x, t), x ∈ Qp, 0 < t ≤ T,
u(x, 0) = ϕ(x), x ∈ Qp .
(2)
The p-adic heat equation was introduced in [29], and in [12], [14] Kochubei stud-
ied the Cauchy problem (2) for general perturbations of Dα. Among several re-
sults, Kochubei showed the existence and uniqueness of the solution of the Cauchy
problem, and also he showed that the corresponding fundamental solutions have a
probabilistic interpretation as transition densities of Markov processes on Qp.
In [19]-[20] Rodríguez-Vega and Zúñiga-Galindo studied the simplest possible
generalitation of (2) to the n-dimensional space. In [36] Zúñiga-Galindo introduced
a class of pseudodifferential operators of elliptic type which gives a non-trivial gener-
alization of the heat equation to the n-dimensional space. More precisely he studied
the following Cauchy problem:{
∂u(x,t)
∂t
+ (f(∂, β)u)(x, t) = g(x, t), x ∈ Qnp, n ≥ 1, t ∈ (0, T ]
u(x, 0) = ϕ(x),
(3)
where f(∂, β) is an elliptic pseudodifferential operator of the form
(f(∂, β)φ)(x, t) = F−1ξ→x(|f(ξ)|βK Fx→ξ φ(x, t)), x ∈ Qnp,
β > 0, g(x, t) = 0 and f(ξ) ∈ Qp[ξ1, . . . , ξn] is a homogeneous polynomial of degree
d that vanishes only at the origin. He also associated a Markov process to these
equations. For further details, see [36].
Explicit formulas for the Fourier transforms of the Riesz kernels, attached to the
symbols of the Taibleson and Vladimirov operators, play a crucial role in the study
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of the p-adic heat equation, see e.g. [14], [19], [20]. For this reason we study the
Riesz kernels attached to certain elliptic quadratic forms.
In Chapter 1, we review some basic results on p-adic functional analysis and
local zeta functions attached to diagonal quadratic forms. These zeta functions (or
Riesz kernels) satisfy a functional equation [see Theorem 1].
In Chapter 2, we study the Riesz kernels and pseudodifferential equations at-
tached to quadratic forms over p-adic fields. The Riesz kernels are naturally con-
nected with several types of (pseudo) differential equations in the Archimedean
setting, see e.g. [6], [15], [22], [18], and non Archimedean one, see e.g. [1], [14], [20],
[21], [25], [29]. In particular, in the non Archimedean setting, Riesz kernels attach
to ‘polynomials of degree one’ has been used to solve pseudodifferential equations
[1], [14], [29].
A Riesz kernel is a local zeta function multiplied by a suitable gamma factor.
In the cases in which n = 2, 4 and the quadratic form is elliptic, we show that the
Riesz kernels, considered as distributions on certain p-adic Lizorkin spaces, form an
Abelian group under the operation of convolution, see Theorem 2. As consequence,
we obtain that the pseudodifferential operator
(f(∂, β)φ)(x, t) = F−1ξ→x(|f ◦(ξ)|βK Fx→ξ φ(x, t)), x ∈ Q4p,
where f ◦ is an elliptic quadratic form of dimension 4, admits the following extension
as convolution operator [see Proposition 3 (iv) and equation (2.2.1)],
f (∂, α)ϕ =
1− pα
1− p−α−2
∫
Q4p
ϕ(x− y)− ϕ(x)
|f(y)|α+2p
d4y, (4)
here f is an elliptic quadratic form of dimension four related with f ◦. We also
obtain fundamental solutions for certain pseudodifferential equations, see Theorem
3. The fundamental solutions presented here are ‘classical solutions’, see Definition
3, while those present in [14] and [33] -[35] are ‘weak solutions’. Finally we show
the existence of a pseudodifferential operator f (∂, 1), acting on a space of Lizorkin
distributions, and a gamma factor A(s) such that f (∂, 1) |f |s+1p = A(s) |f |sp, where f
is an elliptic quadratic form of dimension 4, see Theorem 3. All the results obtained
are valid for elliptic forms of dimension 2, see Remark 5.
Finally, in the first part of Chapter 3, we study the following Cauchy problem:
∂u(x, t)
∂t
+ κf(∂, α)u(x, t) = g(x, t), x ∈ Q4p, 0 < t ≤ T,
u(x, 0) = ϕ(x).
We show the existence of a solution for this problem in the function spaces introduced
by Kochubei in [12] [see Theorem 4].
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In the second part, we study the Cauchy problem for parabolic-type pseudodif-
ferential equations with variable coefficients:
∂u(x, t)
∂t
+ a0(x, t)(f(∂, α)u)(x, t) + (F (∂, α1, α2, · · · , αn)u) (x, t) = g(x, t)
u(x, 0) = ϕ(x), x ∈ Q4p, t ∈ (0, T ],
where
F (∂, α1, α2, · · · , αn) :=
n∑
k=1
ak(x, t)f (∂, αk) + b(x, t)I.
We show the existence and uniqueness for the Cauchy problem in the space of
functions introduced by Kochubei in [12] [see Theorem 5 and Theorem 6].
CHAPTER 1
Basic Results on p-adic Fourier Analysis
and Local Zeta Functions
In this chapter we fix the notation and collect some basic results on p-adic analysis
that we will use through the document. For a detailed exposition the reader may
consult [1], [25], [29].
1.1 The field of p-adic numbers
Along this document p will denote a prime number different from 2. The field of
p−adic numbers Qp is defined as the completion of the field of rational numbers Q
with respect to the p−adic norm | · |p, which is defined as
|x|p =
{
0 if x = 0,
p−γ if x = pγ
a
b
,
where a and b are integers coprime with p. The integer γ := ord(x), with ord(0) :=
+∞, is called the p−adic order of x. We extend the p−adic norm to Qnp by taking
||x||p := max
1≤i≤n
|xi|p, for x = (x1, . . . , xn) ∈ Qnp .
We define ord(x) = min1≤i≤n{ord(xi)}, then ||x||p = p−ord(x). Any p−adic number
x 6= 0 has a unique expansion x = pord(x)∑∞j=0 xipj, where xj ∈ {0, 1, 2, . . . , p − 1}
and x0 6= 0. By using this expansion, we define the fractional part of x ∈ Qp,
denoted {x}p, as the rational number
{x}p =
{
0 if x = 0 or ord(x) ≥ 0,
pord(x)
∑−ord(x)−1
j=0 xjp
j if ord(x) < 0.
1
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For γ ∈ Z, denote by Bnγ (a) = {x ∈ Qnp : ||x − a||p ≤ pγ} the ball of radius pγ
with center at a = (a1, . . . , an) ∈ Qnp , and take Bnγ (0) := Bnγ . Note that Bnγ (a) =
Bγ(a1) × · · · × Bγ(an), where Bγ(ai) := {x ∈ Qp : |xi − ai|p ≤ pγ} is the one-
dimensional ball of radius pγ with center at ai ∈ Qp. The ball Bn0 (0) is equals to the
product of n copies of B0(0) := Zp, the ring of p−adic integers.
1.2 The Bruhat-Schwartz space
A complex-valued function ϕ defined on Qnp is called locally constant if for any
x ∈ Qnp there exist an integer l(x) ∈ Z such that
ϕ(x+ x′) = ϕ(x) for x′ ∈ Bnl(x). (1.2.1)
A function ϕ : Qnp → C is called a Bruhat-Schwartz function (or a test function) if
it is locally constant with compact support. The C-vector space of Bruhat-Schwartz
functions is denoted by S(Qnp ). For ϕ ∈ S(Qnp ), the largest of such number l = l(ϕ)
satisfying (1.2.1) is called the exponent of local constancy of ϕ.
Let S′(Qnp ) denote the set of all functionals (distributions) on S(Qnp ). All func-
tionals on S(Qnp ) are continuous.
Set χ(y) = exp(2pii{y}p) for y ∈ Qp. The map χ(·) is an additive character on
Qp, i.e. a continuous map from Qp into S (the unit circle) satisfying χ(y0 + y1) =
χ(y0)χ(y1), y0, y1 ∈ Qp.
Given ξ = (ξ1, . . . , ξn) and x = (x1, . . . , xn) ∈ Qnp , we set ξ · x :=
∑n
j=1 ξjxj. The
Fourier transform of ϕ ∈ S(Qnp ) is defined as
(Fϕ)(ξ) =
∫
Qnp
χ(−ξ · x)ϕ(x)dnx for ξ ∈ Qnp ,
where dnx is the Haar measure on Qnp normalized by the condition vol(Bn0 ) = 1.
The Fourier transform is a linear isomorphism from S(Qnp ) onto itself satisfying
(F(Fϕ))(ξ) = ϕ(−ξ). We will also use the notation Fx→ξϕ and ϕ̂ for the Fourier
transform of ϕ.
1.3 Operations on distributions
Let Ω denote the characteristic function of the interval [0, 1]. Then ∆k (x) :=
Ω
(
p−k ‖x‖p
)
is the characteristic function of the ball Bnk (0).
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1.3.1 Convolution
Given f, g ∈ S′ (Qnp), their convolution f ∗ g is defined by
〈f ∗ g, ϕ〉 = lim
k→+∞
〈f (y)× g (x) ,∆k (x)ϕ (x+ y)〉
if the limit exists for all ϕ ∈ S (Qnp). We recall that if f ∗ g exists, then g ∗ f exists
and f ∗ g = g ∗ f , see e.g. [29, Section VII.1]. In the case in which g = ψ ∈ S (Qnp),
f ∗ ψ = 〈f (y) , ψ (x− y)〉 ,
see e.g. [29, Section VII.1].
1.3.2 Fourier transform
The Fourier transform F [f ] of a distribution f ∈ S′ (Qnp) is defined by
〈F [f ] , ϕ〉 = 〈f,F [ϕ]〉 for all ϕ ∈ S (Qnp) .
The Fourier transform f → F [f ] is a linear isomorphism from S′ (Qnp) onto S′ (Qnp).
Furthermore, f = F [F [f ] (−ξ)].
1.3.3 Multiplication
Set δk (x) := pnkΩ
(
pk ‖x‖p
)
for k ∈ N. Given f, g ∈ S′ (Qnp), their product f · g is
defined by
〈f · g, ϕ〉 = lim
k→+∞
〈g, (f ∗ δk)ϕ〉
if the limit exists for all ϕ ∈ S (Qnp). We recall that the existence of the product f ·g
is equivalent to the existence of F [f ] ∗ F [g]. In addition, F [f · g] = F [f ] ∗ F [g]
and F [f ∗ g] = F [f ] · F [g], see e.g. [29, Section VII.5]. The following result will be
used later on.
Lemma 1 ([29, Section VII.5].). Let f, g functions in L1loc for which the function∫
Qnp
g (x)ϕ (x) f (x− ξ) dnx,
is continuos at ξ = 0 ∈ Qnp , for any ϕ ∈ S
(
Qnp
)
. Then the product f ·g is in S′ (Qnp)
and the distribution is induced by the pointwise product f (x) g (x).
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1.4 The Hilbert symbol
The Hilbert symbol (a, b)p, a, b ∈ Q×p , is defined by
(a, b)p =
{
1 if ax2 + by2 − z2 = 0 has a solution (x, y, z) 6= (0, 0, 0) in Q3p,
−1 otherwise.
The Hilbert symbol possesses the following properties (see e.g. Theorem 3.3.1 [32]):
(a, b)p = (b, a)p and (a, c2)p = 1, for a, b, c ∈ Q×p ; (1.4.1)
(ab, c)p = (a, c)p(b, c)p, for a, b, c ∈ Q×p ; (1.4.2)
(a, b)p = 1 for a, b ∈ Z
×
p ,
(a, p)p =
(
a0
p
)
for a ∈ Z×p ,
(1.4.3)
where a0 ∈ {0, 1, . . . , p−1} with a ≡ a0 mod pZp, and
(
a0
p
)
is the Legendre symbol.
Along this document
[
Q×p
]2 denotes the subgroup of squares of Q×p . We recall
that Q×p /
[
Q×p
]2 is a finite group with four elements. We fix {1, , p, p} to be a set
of representatives, here  is unit which is not square.
It is clear that (a, b)p does not change when a and b are multiplied by squares,
thus the Hilbert symbol gives rise a map from Q×p /
[
Q×p
]2×Q×p / [Q×p ]2 into {1,−1}.
Therefore, for a fixed β ∈ Q×p , piβ (t) := (β, t)p defines a multiplicative character on
Q×p .
1.5 The Weil constant
Let
f(x) := a1x
2
1 + a2x
2
2 + · · ·+ anx2n, ai ∈ Q×p , i = 1, 2, . . . , n, (1.5.1)
be a quadratic form. A such quadratic form is characterized by three invariants:
(i) the dimension n;
(ii) the discriminant D = a1a2 · · · an mod
[
Q×p
]2;
(iii) the Hasse invariant H =
∏
i<j(ai, aj)p.
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By [31, Theoreme 2], see also [16, Theoreme 1.1], there exists a complex constant
γ(f) of absolute value one, such that∫
Qnp
ϕˆ(x)χ(tf(x))dnx
= γ(tf)|t|−n/2p |D|−1/2p
∫
Qnp
ϕ(x)χ
(
−1
t
f
(
x1
2a1
, . . . ,
xn
2an
))
dnx, (1.5.2)
for all t ∈ Q×p , where D = a1a2 · · · an.
Since γ(f) = γ(a1x21) · · · γ(anx2n), see e.g. [31, p. 173], the calculation of γ(f) is
reduced to the case n = 1. For a α ∈ Q×p , we set γ(α) := γ(αx21).
Lemma 2. For a unit u ∈ Z×p , with u ≡ u0 mod pZp, we have γ(u) = 1 and
γ(up) =
(
u0
p
)
σp, where
σp :=
{
1 if p ≡ 1 mod 4,√−1 if p ≡ 3 mod 4. (1.5.3)
Proof. Take ϕ(x) to be the characteristic function of Zp and u ∈ Z×p , by (1.5.2)∫
Qp
ϕˆ(x)χ(ux2)dx = γ(u)|u|−1/2p
∫
Qp
ϕ(x)χ
(
−x
2
4u
)
dx,∫
Zp
dx = γ(u).
In the case up with u ∈ Z×p , by applying (1.5.2) we have∫
Qp
ϕˆ(x)χ(upx2)dx = γ(up)|up|−1/2p
∫
Qp
ϕ(x)χ
(
− x
2
4pu
)
dx,∫
Zp
χ(upx2)dx = γ(up)p1/2
∫
Zp
χ
(
− x
2
4pu
)
dx,
1 = γ(up)p1/2
∫
Zp
χ
(
− x
2
4pu
)
dx.
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If z ∈ Zpr {0} we set z = z0 + z1p+ . . .+ zkpk + . . . with zk = {0, 1, . . . , p− 1}.
Now by changing variables (x = 2uy) in the previous integral:∫
Zp
χ
(
− x
2
4pu
)
dx =
∫
|y|p≤1
χ
(
−uy
2
p
)
dy
=
∫
|y|p=1
χ
(
−uy
2
p
)
dy +
∫
|y|p<1
χ
(
−uy
2
p
)
dy
=
1
p
p−1∑
y0=1
exp
{
−2piiu0y
2
0
p
}
+
1
p
=
1
p
p−1∑
y0=0
exp
{
−2piiu0y
2
0
p
}
= p−1/2
(−u0
p
)
σp,
where in the last step we used a Gauss’ result on quadratic exponential sums, see
e.g. [29, p. 55]. Therefore
γ(up) =
1(
−1
p
)(
u0
p
)
σp
=
(
u0
p
)
σp.
The next lemma shows the relation between the Weil constant γ and the Hilbert
symbol.
Lemma 3. With the above notation, the following assertions hold.
(i) γ(−a)γ(a) = 1.
(ii) Set h(x) = x21 − ax22 − bx23 + abx24 with a, b ∈ Q×p . Then
γ(h) = γ(1)γ(−a)γ(−b)γ(ab) = (a, b)p.
(iii) If n ≡ 0 mod 2, then γ(tf) = γ(f)(t,D∗)p for any t ∈ Q×p , where
D∗ := (−1)n2D.
Proof. (i) See [31, Section No. 25, p. 173 ]. (ii) See [31, Section No. 28, p. 176].
(iii) See [16, Proposition 1.7].
1.6 Local zeta functions
For a > 0 and s ∈ C we set as := es ln a. Let f(x) be a quadratic form over Qp and
piβ(t) := (β, t)p, t ∈ Q×p as before. The local zeta function attached to (f, piβ) is
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the distribution given by
Zϕ(s, piβ, f) := Zϕ(s, piβ) =
∫
Qnprf−1(0)
piβ(f(x))|f(x)|s−n/2p ϕ(x)dnx, (1.6.1)
ϕ ∈ S (Qnp) and Re(s) > n2 . If β = 1 we use Zϕ(s, f) instead of Zϕ(s, pi1, f). The
local zeta functions are defined for arbitrary polynomials and arbitrary multiplicative
characters. These objects were introduced in the 60’s by A. Weil and since then
they have been studied intensively, see e.g. [9]. The local zeta function Zϕ(s, piβ) is
a distribution on S
(
Qnp
)
for Re(s) > n
2
, which admits a meromorphic continuation
to the whole complex plane (for arbitrary f and piβ) such that Zϕ(s, piβ) is a rational
function of p−s, see [9, Theorem 8.2.1].
The singular series attached to f is the distribution defined by
Mϕ(t) =
∫
f−1(t)
ϕ(x)dωt(x), t ∈ Q×p and ϕ ∈ S
(
Qnp
)
,
where dωt is a Borel measure supported on f−1(t), see [9, Section 7.6]. The function
Mϕ is locally constant on Qp r {0}, and it has compact support in Qp, see e.g. [16,
Proposition 2.6]. The oscillatory integral attached to f is the distribution defined
by
Eϕ(z) =
∫
Qnp
ϕ(x)χ(zf(x))dnx, z ∈ Qp and ϕ ∈ S
(
Qnp
)
.
We now fix ϕ and consider Zϕ(s, piβ), Mϕ(t) and Eϕ(z) as functions for the rest
of this section. It is known that
Eϕ = F [Mϕ] , (1.6.2)
see [9, Theorem 8.3.1], and
Zϕ(s, piβ) =
∫
Q×p
piβ(t)|t|s−n/2p Mϕ(t)dt, (1.6.3)
see [9, Section 8.4].
Remark 1. By using (1.5.2) we have
F [Mϕ̂] (t) =
∫
Qnp
ϕ̂(x)χ(tf(x))dnx
= γ(tf)|t|−n/2p |D|−1/2p
∫
Qnp
ϕ(x)χ
(
−1
t
f
(
x1
2a1
, . . . ,
xn
2an
))
dnx
= γ(tf)|t|−n/2p |D|−1/2p
∫
Qnp
ϕ(x)χ
(
− 1
4t
f ∗(x)
)
dnx,
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where f ∗(x) := f
(
x1
a1
, . . . , xn
an
)
. By taking
F [M∗ϕ] (t) := ∫
Qnp
ϕ(x)χ (tf ∗(x))dnx, (1.6.4)
we have
F [Mϕ̂] (t) = γ(tf)|t|−n/2p |D|−1/2p F
[
M∗ϕ
](− 1
4t
)
(1.6.5)
for t ∈ Q×p and ϕ ∈ S
(
Qnp
)
.
1.7 Functional equations
It is well-known that the Fourier transform of the distribution piβ(t)|t|s−1p is
ρ(piβ, s)pi
−1
β (t)|t|−sp i.e.∫
Q×p
ϕ̂(t)piβ(t)|t|s−1p dt = ρ(piβ, s)
∫
Q×p
ϕ(t)pi−1β (t)|t|−sp dt, (1.7.1)
for all ϕ(t) ∈ S(Qp), see e.g. [29, Section VIII.2]. We recall that (1.7.1) is a
particular case of the functional equation for the Iwasawa-Tate local zeta function
see e.g. [26, Theorem 2.4.1 and Lemma 2.4.3].
We now compute the factors ρ(piβ, s) appearing in (1.7.1).
Lemma 4. Set Q×p /
[
Q×p
]2
= {1, , p, p} where  is unit which is not square. Then
(i) ρ(pi1,s) =
1− ps−1
1− p−s ;
(ii) ρ(pi,s) =
1 + ps−1
1 + p−s
;
(iii) ρ(piη,s) = ±σpps− 12 , η = p, p with σp as in (1.5.3).
Proof. (i) Take ϕ(t) to be the characteristic function of Zp in (1.7.1), then
ρ(pi1, s) =
∫
Zpr{0} |t|s−1p dt∫
Zpr{0} |t|−sp dt
=
1− ps−1
1− p−s .
(ii) Note that pi(t) = (−1)ord(t), see [29, Lemma p. 130], by taking ϕ(t) to be
the characteristic function of Zp in (1.7.1), we have
ρ(pi, s) =
1 + ps−1
1 + p−s
.
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(iii) Set
Q×p,η :=
{
x ∈ Q×p | x = a2 − ηb2, a, b ∈ Qp
}
and
sgnη(x) :=
{
1 if x ∈ Q×p,η,
−1 if x /∈ Q×p,η.
In [29, p. 129] is proved that ρ(piη,s) = ±
√
sgnη(−1)ps− 12 for η = p, p. Since
(t, η)p = sgnη(t) we have
±
√
sgnη(−1) = ±
√
(η,−1)p = ±
√(−1
p
)
= ±σp.
Set
Z∗ϕ(s, piβ) :=
∫
Qnprf∗−1(0)
piβ(f
∗(x))|f ∗(x)|s−n/2p ϕ(x)dnx.
Therefore from (1.6.2) and (1.6.4) we have
Z∗ϕ(s, piβ) =
∫
Q×p
piβ(t)|t|s−n/2p M∗ϕ(t)dt. (1.7.2)
Theorem 1. If n ≡ 0 mod 2, then Zϕ(s) satisfies
Zϕˆ(s) = ρ(pi1, s− n
2
+ 1)ρ(piD∗ , s)|D|−1/2p γ(f)Z∗ϕ(−s+ n/2, piD∗)
for any ϕ ∈ S (Qnp).
Proof. By (1.6.3), (1.7.1) and (1.6.5) we have
Zϕ̂(s) =
∫
Q×p
|t|s−n/2p Mϕ̂(t)dt = ρ(pi1, s−
n
2
+ 1)
∫
Q×p
|t|n/2−s−1p F [Mϕ̂] (t)dt
= ρ(pi1, s− n
2
+ 1)|D|−1/2p
∫
Q×p
γ(tf)|t|−s−1F [M∗ϕ](− 14t
)
dt.
By using Lemma 3 (iii),
Zϕ̂(s) = ρ(pi1, s− n
2
+ 1)|D|−1/2p γ(f)
∫
Q×p
piD∗(t)|t|−s−1p F
[
M∗ϕ
](− 1
4t
)
dt
= ρ(pi1, s− n
2
+ 1)|D|−1/2p γ(f)piD∗(−1)
∫
Q×p
pi−1D∗(z)|z|s−1p F
[
M∗ϕ
]
(z) dz.
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Now by (1.7.1),∫
Q×p
pi−1D∗(t)|z|s−1p F
[
M∗ϕ
]
(z)dz = ρ(pi−1D∗ , s)
∫
Q×p
piD∗(z)|z|−sp M∗ϕ(−z)dz
= ρ(pi−1D∗ , s)piD∗(−1)
∫
Q×p
piD∗(z)|z|−sp M∗ϕ(z)dz
= ρ(piD∗ , s)piD∗(−1)
∫
Q×p
piD∗(z)|z|−sp M∗ϕ(z)dz
since piD∗ = pi−1D∗ , therefore
Zϕ̂(s) = ρ(pi1, s− n
2
+ 1)|D|−1/2p γ(f)ρ(piD∗ , s)
∫
Q×p
piD∗(z)|z|−sp M∗ϕ(z)dz
= ρ(pi1, s− n
2
+ 1)|D|−1/2p γ(f)ρ(piD∗ , s)Z∗ϕ(−s+ n/2, piD∗).
Remark 2. Theorem 1 is a particular case of Theorem 2-13 in [16], see also Section
3.2 in [24], and the technique used in its proof is known. We include this result here
mainly because we did not find a suitable reference showing the computations of the
gamma factors appearing in the functional equation.
1.8 Some explicit functional equations
Corollary 1. Let f(x) be as before. Assume that n ≡ 0 mod 2 and that D∗ is a
square. Then
Zϕˆ(s) = ρ(pi1, s− n
2
+ 1)ρ(pi1, s)|D|−1/2p γ(f)Z∗ϕ(−s+ n/2)
for any ϕ ∈ S (Qnp).
Proposition 1. If f(x) = x21 − ηx22, η = , p, p, then∫
Q2pr{0}
|f(x)|s−1p ϕ̂(x)d2x
=

1− p2(s−1)
1− p−2s
∫
Q2pr{0}
|ηx21 − x22|−sp ϕ(x)d2x if η = 
1− ps−1
1− p−s
∫
Q2pr{0}
|ηx21 − x22|−sp ϕ(x)d2x if η = p, p.
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Proof. Since D∗ = −D = η and pi−D(f ∗(x)) = (η, x21 − ηx22)p = 1. By Theorem 1,
we have
Zϕ̂(s) = ρ(pi1, s)ρ(pi−D, s)|D|−1/2p γ(f)Z∗ϕ(1− s, pi1)
= ρ(pi1, s)ρ(pi−D, s)|D|−1/2p γ(f)|η|sp
∫
Q2pr{0}
|ηx21 − x22|−sp ϕ (x) dx1dx2.
The announced functional equations follow from the following calculations.
(i) Take η = , then ||−1/2p = ||sp = 1, γ(f) = γ(1)γ(−) = 1, see
Lemma 2, and pi−D () = (, )p = 1, see (1.4.3). Furthermore ρ(pi1,s)=
1− ps−1
1− p−s ,
ρ(pi, s) =
1 + ps−1
1 + p−s
, see Lemma 4.
(ii) Take η = p, p. In this case we have |η|−1/2p = p1/2, γ(f) = γ(−η) = (±σp)−1
(see Lemma 2) and ρ(piη, s) = ±σpps− 12 (see Lemma 4). Then
ρ(pi1, s)ρ(pi−D, s)|D|−1/2p γ(f)|η|sp =
1− ps−1
1− p−s (±σp)p
s− 1
2p1/2(±σp))−1p−s
=
1− ps−1
1− p−s .
Proposition 2. Take f(x) = x21 − ax22 − px23 + apx24, with a ∈ Z a quadratic non-
residue module p. Then∫
Q4p\{0}
|f(x)|s−2ϕ̂(x)d4x = 1− p
s−2
(1− p−s)
∫
Q4p\{0}
|apx21−px22−ax23+x24|−sp ϕ(x)d4x. (1.8.1)
Proof. In this case n = 4, D = p2a2, D∗ = D and γ(f) = (a, p)p = −1, see Lemma
3 (ii) and (1.4.3), the functional equation takes the form∫
Q4p\{0}
|f(x)|s−2p ϕ̂(x)d4x
= −ρ(pi1, s− 1)ρ(pi1, s)p
∫
Q4p\{0}
|x21 − a−1x22 − p−1x23 + (ap)−1x24|−sp ϕ(x)d4x
= −|ap|spp
1− ps−2
1− p1−s
1− ps−1
1− p−s
∫
Q4p\{0}
|apx21 − px22 − ax23 + x24|−sp ϕ(x)d4x
=
1− ps−2
(1− p−s)
∫
Q4p\{0}
|apx21 − px22 − ax23 + x24|−sp ϕ(x)d4x.
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Lemma 5. If α > 0 and f ◦(x) = apx21 − px22 − ax23 + x24, then
|f ◦(x)|αp =
1− pα
1− p−α−2
∫
Q4p
|f(ξ)|−α−2p [χ(ξ · x)− 1]d4ξ.
Proof. The formula follows from (1.8.1) by using the argument given in [14] for
Proposition 2.3.
CHAPTER 2
Riesz Kernels and Pseudodifferential
Operators Attached to Quadratic Forms
Over p−adic Fields
We study pseudodifferential equations and Riesz kernels attached to certain
quadratic forms over p-adic fields. We attach to an elliptic quadratic form of di-
mension two or four a family of distributions depending on a complex parameter,
the Riesz kernels, and show that these distributions form an Abelian group under
convolution. This result implies the existence of fundamental solutions for certain
pseudodifferential equations like in the classical case.
2.1 Riesz kernels and Lizorkin spaces of second kind
In this section we introduce a new type of Riesz kernels depending on a complex
parameter and a certain quadratic form. The main result of this section establishes
that these kernels considered as distributions on a Lizorkin spaces of second kind
form an Abelian group under convolution.
2.1.1 Riesz kernels
In this section f(x) := x21 − ax22 − px23 + apx24 with a ∈ Z a quadratic non-residue
module p. Note that a ∈ Z×p and that f(x) is an elliptic quadratic form, i.e. f(x) =
0⇔ x = 0. We call the function
Kα(x) :=
1− p−α
1− pα−2 |f(x)|
α−2
p , Re(α) > 0, α 6= 2 +
2pi
√−1
ln p
Z,
the Riesz kernel attached to f(x).
13
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Lemma 6. Set ϕ to be the characteristic function of the ball x˜0 + (pmZp)4 and
Re(α) > 2. Then
Zϕ (α, f) =

p−2αm(1−p−2)
1−p−α if x˜0 ∈ (pmZp)4 ,
holomorphic function
in α, for α ∈ C if x˜0 /∈ (p
mZp)4 .
Proof. We consider first the case x˜0 ∈ (pmZp)4. Set
Z(α) :=
∫
Z4pr{0}
|f(x)|α−2p d4x for Re(α) > 2.
By a change of variables Zϕ (α, f) = p−2αmZ(α). The result follows from the follow-
ing formula:
Z(α) =
1− p−2
1− p−α for Re(α) > 2. (2.1.1)
Set Z4p = (pZp)
4⊔U with U = {x ∈ Z4p : ‖x‖p = 1}. Then
Z(α) =
∫
(pZp)4
|f(x)|α−2p d4x+
∫
U
|f(x)|α−2p d4x
= p−2αZ(α) +
∫
U
|f(x)|α−2p d4x,
i.e.
Z(α) =
1
1− p−2α
∫
U
|f(x)|α−2p d4x.
In order to show (2.1.1), it is sufficient to prove the following formula:∫
U
|f(x)|α−2p d4x = (1− p−2)
(
1 + p−α
)
for α ∈ C. (2.1.2)
This formula can be established as follows. For i = (i1, i2, i3, i4) ∈ {0, 1}4 r
{(1, 1, 1, 1)} we define
U (i) = U
(i)
1 × U (i)2 × U (i)3 × U (i)4 ,
U
(i)
j :=

pZp if ij = 1
Z×p if ij = 0.
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Then U =
⊔
iU
(i) and∫
U
|f(x)|α−2p d4x =
∑
i
∫
U(i)
|f(x)|α−2p d4x :=
∑
i
Zi(α).
By a direct calculation one finds:
Index i Zi(α)
(1, 1, 1, 0) p−α−1 (1− p−1)
(1, 1, 0, 1) p−α−1 (1− p−1)
(1, 1, 0, 0) p−α (1− p−1)2
(1, 0, 1, 1) , (0, 1, 1, 1) (1− p−1) p−3
(1, 0, 1, 0) , (1, 0, 0, 1) , (0, 1, 1, 0)
(0, 1, 0, 1) , (0, 0, 1, 1)
(1− p−1)2 p−2
(1, 0, 0, 0) , (0, 1, 0, 0) , (0, 0, 1, 0)
(0, 0, 0, 1)
(1− p−1)3 p−1
(0, 0, 0, 0) (1− p−1)4
In the case x˜0 /∈ (pmZp)4, f does not vanish on the ball x˜0 + (pmZp)4 which implies
that Zϕ (α) is a holomorphic function on the whole complex plane.
Lemma 7. Kα(x) possesses, as a distribution on S(Q4p), a meromorphic continua-
tion to all α 6= 2 + 2pi
√−1
ln p
Z given by
〈Kα, ϕ〉 = ϕ(0) 1− p
−2
1− pα−2+
1− p−α
1− pα−2
[∫
||x||p>1
ϕ(x)|f(x)|α−2p d4x+
∫
||x||p≤1
(ϕ(x)− ϕ (0)) |f(x)|α−2p d4x
]
.
Proof. The result follows from Lemma 6 by
〈Kα, ϕ〉 = 1− p
−α
1− pα−2
∫
Q4p\{0}
ϕ(x)|f (x) |α−2p d4x
=
1− p−α
1− pα−2
[∫
||x||p>1
ϕ(x)|f (x) |α−2p d4x+
∫
||x||p≤1
(ϕ(x)− ϕ (0)) |f(x)|α−2p d4x
]
+ ϕ(0)
1− p−2
1− pα−2 .
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From Lemma 7 follows that the distribution Kα has simple poles at the points
α = 2 + αk with αk := 2kpi
√−1
ln p
, k ∈ Z, and
lim
α→αk
Kα := Kαk = δ, (2.1.3)
where δ denotes the Dirac distribution.
Lemma 8.∫
||x||p>1
1
|f (x) |α+2p
dx =
p−2α(1− p−2) (1 + pα)
1− p−2α , Re(α) > 0.
Proof. Set U = (Zp)4 \ (pZp)4 as before. Then∫
||x||p>1
1
|f (x) |α+2p
d4x =
∞∑
m=1
∫
p−mU
1
|f (x) |α+2d
4x
=
∞∑
m=1
p−2mα
∫
U
1
|f (x) |α+2p
d4x
=
p−2α
1− p−2α
∫
U
1
|f (x) |α+2p
d4x
=
p−2α(1− p−2) (1 + pα)
1− p−2α ,
where we used (2.1.2).
Proposition 3. For Re(α) > 0 and ϕ ∈ S (Q4p), the following formulas hold:
(i) 〈Kα, ϕ〉 = 1− p
−α
1− pα−2
∫
Q4p\{0}
|f (x) |α−2p ϕ(x)d4x, α 6= 2 + αk;
(ii) 〈K−α, ϕ〉 = 1− p
α
1− p−α−2
∫
Q4p
ϕ(x)− ϕ(0)
|f (x) |α+2p
d4x;
(iii) (Kα ∗ ϕ)(x) = 1− p
−α
1− pα−2
∫
Q4p\{0}
|f(y)|α−2p ϕ(x+ y)d4y, α 6= 2 + αk;
(iv) (K−α ∗ ϕ)(x) = 1− p
α
1− p−α−2
∫
Q4p
ϕ(x+ y)− ϕ(x)
|f(y)|α+2p
d4y.
Proof. (i) Since every test function can be written as a finite sums of characteristic
functions of balls, Lemma 6 implies that
1− p−α
1− pα−2
∫
Q4p\{0}
|f (x) |α−2p ϕ(x)d4x
is well-defined for Re(α) > 0 and α 6= 2 + αk. The announced formula follows by a
calculation similar to the one done in the proof of Lemma 7.
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(ii) We first note that the integral
1− pα
1− p−α−2
∫
Q4p
ϕ(x)− ϕ(0)
|f (x) |α+2p
d4x
converges on Re(α) > 0. Indeed, since f (x) is an elliptic quadratic form we have
B ‖x‖2p ≤ |f (x) |p ≤ A ‖x‖2p for any x ∈ Qnp , (2.1.4)
where A, B are positive constants, cf. [36, Lemma 1], then∫
Q4p
|ϕ(x)− ϕ(0)|
|f (x) |Re(α)+2p
d4x ≤ 2 ‖ϕ‖L∞
BRe(α)+2
∫
‖x‖p>pm
1
‖x‖2Re(α)+4p
d4x <∞,
where m is the exponent of local constancy of ϕ.
Now
1− pα
1− p−α−2
∫
Q4p
ϕ(x)− ϕ(0)
|f (x) |α+2p
d4x
=
1− pα
1− p−α−2
{∫
||x||p≤1
ϕ(x)− ϕ(0)
|f (x) |2+αp
d4x+
∫
||x||p>1
ϕ(x)
|f (x) |2+αp
d4x
}
− ϕ(0) 1− p
α
1− p−α−2 ×
∫
||x||p>1
1
|f (x) |2+αp
d4x
=
1− pα
1− p−α−2
{∫
||x||p≤1
ϕ(x)− ϕ(0)
|f (x) |2+αp
d4x+
∫
||x||p>1
ϕ(x)
|f (x) |2+αp
d4x
}
− ϕ(0) 1− p
α
1− p−α−2
p−2α(1− p−2) (1 + pα)
1− p−2α
= 〈K−α, ϕ〉 ,
where we used Lemmas 8 and 7.
(iii)-(iv) We recall that if ϕ ∈ S (Q4p), then (Kα ∗ϕ)(x) = 〈Kα(y), ϕ(x− y)〉, and
since Kα(−y) = Kα(y), we have (Kα ∗ ϕ)(x) = 〈Kα(y), ϕ(x+ y)〉. Therefore (iii)
follows from (i) and (iv) follows from (ii).
2.1.2 Lizorkin spaces of second kind
Consider the spaces
Ψ := Ψ(Qnp ) = {ψ ∈ S(Qnp ) | ψ(0) = 0}
and
Φ := Φ(Qnp ) = {φ | φ = F [ψ], ψ ∈ Ψ(Qnp )}.
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The space Φ is called the p-adic Lizorkin space of test functions of second kind.
We equip Ψ and Φ with the topology inherited from S(Qnp ). Note that F : Ψ→ Φ
is an isomorphism of linear spaces and F (F [Ψ]) = Ψ.
Let Φ′ = Φ′(Qnp ) denote the topological dual of the space Φ(Qnp ). This is space
of the p-adic Lizorkin space of distributions of the second kind.
We define the Fourier transform of distributions J ∈ Φ′(Qnp ) and G ∈ Ψ′(Qnp ) by
〈F [J ] , ψ〉 = 〈J,F [ψ]〉 , for any ψ ∈ Ψ(Qnp ),
〈F [G] , φ〉 = 〈G,F [φ]〉 , for any φ ∈ Φ(Qnp ).
It is clear that a F [Ψ′(Qnp )] = Φ′(Qnp ) and F [Φ′(Qnp )] = Ψ′(Qnp ). For further details
about p-adic Lizorkin spaces the reader may consult [1].
2.1.3 The Riesz kernels form an Abelian group
The goal of this section is to prove the following result:
Theorem 2. For α, β ∈ C, Kα ∗Kβ = Kα+β in Φ′(Q4p).
Before giving the proof we need to establish several auxiliary results.
Definition 1. Set f ◦(x) := apx21 − px22 − ax23 + x24. The Riesz kernel attached to
f ◦(x) is the distribution
K◦−α(x) := |f ◦(x)|−αp in Ψ′(Q4p), for α ∈ C.
Proposition 4. Considering Kα ∈ Φ′(Q4p) and K◦−α ∈ Ψ′(Q4p), we have
F [Kα] = K◦−α for α 6= 2 + αk and α 6= αk, k ∈ Z.
Proof. The formula follows from Proposition 2.
Lemma 9.
lim
α→2+αk
〈Kα, ϕ〉 = −1− p
−2
ln p
〈ln |f(x)|p, ϕ(x)〉 for ϕ ∈ Φ(Q4p). (2.1.5)
Remark 3. We understand the right-hand side in (2.1.5) as the distribution induced
by the locally integrable function ln |f(x)|p : Q4p \ {0} → R.
Proof. Since
lim
α→2+αk
〈Kα, ϕ〉 = lim
α→2+αk
1− p−α
1− pα−2
∫
Q4pr{0}
|f(x)|α−2p ϕ(x)d4x
= lim
β→2
(
1− p−β) ∫
Q4pr{0}
[
|x21 − ax22 − px23 + apx24|β−2p − 1
1− pβ−2
]
ϕ(x)d4x
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by taking β = α− αk and by using the fact that
∫
ϕ(x)d4x = 0. Now by passing to
the limit under the integral sign we have
lim
α→2+αk
〈Kα, ϕ〉 = −(1− p−2)
∫
Q4pr{0}
ln |f(x)|p
ln p
ϕ(x)d4x.
The passage to the limit under the integral sign is justified by the Lebesgue Domi-
nated Convergence Theorem and the inequality∣∣∣∣e(β−2) ln |f(x)|p − 11− e(β−2) ln p
∣∣∣∣ ≤ C ∣∣∣∣ ln |f(x)|pln p
∣∣∣∣ for x ∈ supp ϕ ⊂ Q4p \ {0} and |β − 2| ≤ 1,
where C = C(p, supp ϕ) is a positive constant.
Definition 2. We define
K2+αk(x) = −
1− p−2
ln p
ln |f (x) |p ∈ Φ′(Q4p).
Lemma 10.
〈F [K2+αk ] , ϕ〉 =
〈
K◦−2, ϕ
〉
, for ϕ ∈ Ψ(Q4p).
Proof. By using the fact that K2+αk = K2 and by Proposition 4 we get
〈F [K2+αk ] , ϕ〉 = limα→2+αk 〈Kα,F [ϕ]〉 = limα→2 〈Kα,F [ϕ]〉 = limα→2
〈
K◦−α, ϕ
〉
.
By using ϕ (0) = 0, we have
lim
α→2
〈
K◦−α, ϕ
〉
= lim
α→2
∫
‖x‖p>pm
|f ◦ (x)|−αp ϕ (x) d4x,
where m ∈ Z is the exponent of local constancy of ϕ. We now use the fact that
f ◦ (x) is an elliptic quadratic form to get
B ‖x‖2p ≤ |f ◦ (x) |p ≤ A ‖x‖2p for any x ∈ Qnp , (2.1.6)
where A, B are positive constants, cf. [36, Lemma 1]. Without loss of generality we
may assume that B ≤ 1 and that m > 0. Then
|f ◦ (x)|−Re(α)p |ϕ (x)| ≤
|ϕ (x)|
BRe(α) ‖x‖2Re(α)p
≤ |ϕ (x)|
B2+p2m(2−)
which is an integrable function on
(
Q4p rBm(0)
)∩suppϕ and α ∈ (2− , 2 + ),
where  is a small fixed positive constant. Therefore, by applying the Lebesgue
CHAPTER 2. RIESZ KERNELS AND PSEUDODIFFERENTIAL OPERATORS 20
Dominated Convergence Theorem,
lim
α→2
〈
K◦−α, ϕ
〉
=
∫
Q4p
|f ◦ (x)|−2p ϕ (x) d4x.
Proposition 5. Considering Kα ∈ Φ′(Q4p) and K◦−α ∈ Ψ′(Q4p),
F [Kα] = K◦−α for α ∈ C.
Proof. The result follows from Proposition 4 and Lemma 10.
Lemma 11. For any α, β ∈ C, K◦−α ·K◦−β = K◦−(α+β) in ∈ Ψ′(Q4p).
Proof. It follows from Lemma 1. Indeed, the functions K◦−α and K◦−β belong to L1loc,
and
lim
ξ→0
∫
Q4p
K◦−α(x)ϕ(x)K
◦
−β(x− ξ)d4x =
∫
Q4p
K◦−α(x)ϕ(x)K
◦
−β(x)d
4x.
This last statement follows from the Lebesgue Dominated Convergence Theorem
and (2.1.6) by the inequality∣∣K◦−α(x)ϕ(x)K◦−β(x− ξ)∣∣ ≤ C (ϕ, α, β) ||x||−2α−2βp
for x ∈supp ϕ and ||ξ||p ≤ pm(ϕ), where C (ϕ, α, β) is a positive constant and m (ϕ)
is the largest integer satisfying ϕ |Bm(ϕ)(0) ≡ 0.
2.1.3.1 Proof of Theorem 2.
By Lemma 11, for any α, β ∈ C, we have
F [K◦−α ·K◦−β] = F [K◦−α] ∗ F [K◦−β] = F [K◦−(α+β)] in Φ′(Q4p).
By Proposition 5, Kα = F
[
K◦−α
]
for α ∈ C since F [F [Kα]] = Kα, therefore for
any α, β ∈ C, Kα ∗Kβ = Kα+β.
Remark 4. The proof given for Theorem 2 can be extended to cover the elliptic
quadratic forms of dimension 2, see Proposition 1.
2.2 Pseudodifferential operators and fundamental
solutions
We take f(ξ) = ξ21 − aξ22 − pξ23 + apξ24 , f ∗(ξ) = apξ
2
1−pξ22−aξ23+ξ24
ap
, with a ∈ Z a
quadratic non-residue module p, as in Section 2.1. Given α > 0, we define the
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pseudodifferential operator with symbol |f ◦ (ξ)|αp by
S
(
Q4p
) → C (Q4p) ∩ L2 (Q4p)
ϕ → (f (∂, α)ϕ) (x) := F−1ξ→x
(
|f ◦ (ξ)|αp Fx→ξϕ
)
.
This operator is well-defined since |f ◦ (ξ)|αp Fx→ξϕ ∈ L1
(
Q4p
) ∩ L2 (Q4p). Note that
|pf ∗ (ξ)|αp = |f ◦ (ξ)|αp . Since F−1
(
|f ◦|αp
)
= Kα (cf. Proposition 5 ), by applying
Proposition 3 (iv), we get
f (∂, α)ϕ = K−α ∗ ϕ = 1− p
α
1− p−α−2
∫
Q4p
ϕ(x− y)− ϕ(x)
|f(y)|α+2p
d4y, (2.2.1)
for ϕ ∈ S (Q4p).
Set Ef,α
(
Q4p
)
to be the class consisting of locally constant functions ϕ (x) satis-
fying ∫
‖x‖p≥pm
|ϕ(x)|
|f(x)|α+2p
d4x <∞ for some m ∈ Z. (2.2.2)
The operator f (∂, α) can be extended to Ef,α
(
Q4p
)
.
Lemma 12. If ϕ ∈ Ef,α
(
Q4p
)
, then the integral on the right- hand side of (2.2.1)
converges.
Proof. Since ϕ is locally constant there exists l = l(x) ∈ Z such that ϕ(x − y) −
ϕ(x) = 0 for ‖y‖p ≤ pl, thus, it is sufficient to show the convergence of the following
integrals:∫
‖y‖p>pl
1
|f(y)|α+2p
d4y,
∫
‖y‖p>pl
|ϕ(x− y)|
|f(y)|α+2p
d4y =
∫
‖x−z‖p>pl
|ϕ(z)|
|f(x− z)|α+2p
d4z.
The convergence of the first integral follows from (2.1.4). To establish the conver-
gence of the second integral, it is sufficient to show the convergence of the integral∫
‖x−z‖p>pl
|ϕ(z)|
‖x− z‖2α+4p
d4z, (2.2.3)
cf. (2.1.4). The convergence of this last integral is established by considering the
cases: (i) ‖x‖p < ‖z‖p, (ii) ‖x‖p > ‖z‖p, (iii) ‖x‖p = ‖z‖p. The verification of
cases (i)-(ii) is left to the reader. In the case (iii), we change variables as x = pM x˜,
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z = pM z˜ with ‖x˜‖p = ‖z˜‖p = 1 in (2.2.3), then∫
‖x−z‖p>pl
|ϕ(z)|
‖x− z‖2α+4p
d4z = p2Mα
∫
‖x˜−z˜‖p>pl+M
‖z˜‖=1
∣∣ϕ(pM z˜)∣∣
‖x˜− z˜‖2α+4p
d4z˜
≤ p2Mα−(2α+4)(l+M)
∫
‖z˜‖=1
∣∣ϕ(pM z˜)∣∣ d4z˜ <∞.
The space of test functions S
(
Q4p
)
is not invariant under the action of f (∂, α).
But if we replace S
(
Q4p
)
by Φ
(
Q4p
)
then f (∂, α) Φ
(
Q4p
)
= Φ
(
Q4p
)
. The verification
of this fact involves the same ideas used in the verification of the corresponding
assertion for the Taibleson operator, see e.g. [1, Lemma 9.2.5]. On the other hand,
the mapping
Φ′
(
Q4p
) → Φ′(Q4p)
J → f (∂, α) J := F−1
[
|f ◦|αp F [J ]
]
is a homeomorphism. This is a consequence of the fact that the map
Ψ
(
Q4p
) → Ψ (Q4p)
ϕ → |pf ∗|αp ϕ
is a homeomorphism.
Lemma 13. The following formulas hold:
(i) 〈f (∂, α) J, ϕ〉 = 〈J,f (∂, α)ϕ〉 for any J ∈ Φ′(Q4p) and ϕ ∈ Φ(Q4p) ;
(ii) f (∂, α) J = K−α ∗ J for any J ∈ Φ′(Q4p).
Proof. (i) The formula follows from the following calculation:
〈f (∂, α) J, ϕ〉 =
〈
F−1
[
|f ◦|αp F [J ]
]
, ϕ
〉
=
〈
J,F
[
|f ◦|αp F−1 [ϕ]
]〉
=
〈
J,F
[
|f ◦ (−ξ)|αp F [ϕ] (−ξ)
]〉
=
〈
J,F−1
[
|f ◦ (ξ)|αp F [ϕ] (ξ)
]〉
= 〈J,f (∂, α)ϕ〉 .
(ii) The formula follows from the fact that |f ◦|αp F [J ] ∈ Ψ′(Q4p) by using Propo-
sition 5.
Definition 3. Consider f (∂, α) : Φ(Q4p)→ Φ(Q4p), and the equation
f (∂, α)u = ϕ, ϕ ∈ Φ(Q4p). (2.2.4)
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A classical solution of (2.2.4) is a function u belonging to the domain of f (∂, α)
which satisfies the equation. A fundamental solution of (2.2.4) is a distribution
Eα ∈ Φ′
(
Q4p
)
such that u (x) = (Eα ∗ ϕ) (x) is a classical solution of (2.2.4) for any
ϕ ∈ Φ(Q4p).
Lemma 14. The following two assertions are equivalent:
(i) Eα ∈ Φ′
(
Q4p
)
is a fundamental solution of (2.2.4);
(ii) f (∂, α)Eα = δ in Φ′
(
Q4p
)
.
Proof. (i) ⇔ f (∂, α) (Eα ∗ ϕ) = ϕ for any ϕ ∈ Φ(Q4p) ⇔ |f ◦|αp F [Eα] = 1 in
Ψ′
(
Q4p
)⇔ f (∂, α)Eα = δ in Φ′ (Q4p).
Theorem 3. (i) The function
Eα (x) =

1− p−α
1− pα−2 |f(x)|
α−2
p if α 6= 2
−1− p
−2
ln p
ln |f (x) |p if α = 2
is a fundamental solution of (2.2.4).
(ii) Consider |f |sp ∈ Φ′
(
Q4p
)
, s ∈ C. Then
f (∂, 1) |f |s+1p =
(1− ps+1) (1− p−s−2)
(1− p−s−3) (1− ps) |f |
s
p in Φ
′ (Q4p) .
Here we are identifying |f |sp with its meromorphic continuation.
Proof. (i) By Lemma 14, we have to show the existence of a distribution Eα in
Φ′
(
Q4p
)
satisfying f (∂, α)Eα = δ, which is equivalent (by Lemma 13 (ii)) to solve
K−α ∗ Eα = δ. By Theorem 2 this equation has unique solution Eα = Kα. Finally
u = Eα ∗ ϕ = F−1
(
F(ϕ)
|f◦|αp
)
∈ Φ(Q4p) for ϕ ∈ Φ(Q4p).
(ii) Note that
|f |s+1p =
1− ps+1
1− p−s−3Ks+3 in Φ
′ (Q4p) for s /∈ {−3 + αk} ∪ {−1 + αk} .
Then by Lemma 13 (ii) and Theorem 2
f (∂, 1) |f |s+1p = K−1 ∗ |f |s+1p =
(
1− ps+1
1− p−s−3
)
K−1 ∗Ks+3
=
(
1− ps+1
1− p−s−3
)
Ks+2 =
(1− ps+1) (1− p−s−2)
(1− p−s−3) (1− ps) |f |
s
p
in Φ′
(
Q4p
)
for s /∈ {−1 + αk} ∪ {−2 + αk} ∪ {−3 + αk} ∪ {αk}. The announced
formula follows by analytic continuation, since the distributions f (∂, 1) |f |s+1p and
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(1− ps+1) (1− p−s−2)
(1− p−s−3) (1− ps) |f |
s
p agree on an open and connected subset of the complex
plane.
Remark 5. Similar results are valid for pseudodifferential operators attached to
elliptic quadratic forms of dimension 2.
CHAPTER 3
P-adic Elliptic Quadratic Forms and
Parabolic-Type Pseudodifferential
Equations With Variable Coefficients.
In this chapter we study the Cauchy problem for a new class of parabolic-type
pseudodifferential equations with variable coefficients for which the fundamental
solutions are transition density functions of random walks in the four dimensional
vector space over the field of p-adic numbers.
3.1 Heat kernels
We define the heat kernel attached to f ◦(x) = apx21 − px22 − ax23 + x24, with a ∈ Z a
quadratic non-residue module p, as
Z(x, t) := Z(x, t; f ◦, α, κ) =
∫
Q4p
χ(ξ · x)e−κt|f◦(ξ)|αp d4ξ
for x ∈ Q4p, t > 0, α > 0, and κ > 0. When considering Z(x, t) as a function of
x for t fixed we will write Zt(x). The heat kernels considered in this chapter are a
particular case of those studied in [36].
Given M ∈ Z, we set
Z
(M)
t (x) :=
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)e−κt|f◦(ξ)|αp d4ξ
for x ∈ Q4p, t > 0, α > 0, and κ > 0. Taking into account that∣∣Ω(p−M ||ξ||p)χ(ξ · x)e−κt|f◦(ξ)|αp ∣∣ ≤ e−κt|f◦(ξ)|αp ≤ e−κtBα||ξ||2αp ∈ L1(Q4p),
25
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cf. (2.1.4), the Dominated Convergence Theorem implies that
lim
M→∞
Z
(M)
t (x) = Zt(x) for x ∈ Q4p and for t > 0.
Proposition 6. For x, ξ ∈ Q4p \ {0} the following assertions hold:
(i) |f(x+ ξ)|p = |f(x)|p, for ||ξ||p < p−1||x||p;
(ii) Z(x, t) =
∑∞
m=1
(−1)m
m!
(
1−pαm
1−p−αm−2
)
κmtm|f(x)|−αm−2p ;
(iii) Z(x+ ξ, t) = Z(x, t), for ||ξ||p< p−1||x||p;
(iv) Z(x, t) ≥ 0, for x ∈ Q4p and t > 0.
Proof. (i) Set x = pord(x)u, ξ = pord(ξ)v with ||u||p = ||v||p = 1. Then
|f(x+ ξ)|p = |f(pord(x)u+ pord(ξ)v)|p = |p2ord(x)f(u+ pord(ξ)−ord(x)v)|p
= p−2ord(x)|f(u) + pord(ξ)−ord(x)A|p
for some A ∈ Zp. Note that |f(u)|p ∈ {1, p−1}, then for ord(ξ) − ord(x) > 1,
|f(u) + pord(ξ)−ord(x)A|p = |f(u)|p and
|f(x+ ξ)|p = p−2ord(x)|f(u)|p = |p2ord(x)f(u)|p = |f(x)|p.
(ii) By using the Taylor expansion of ex and Fubini’s Theorem, Z(M)t (x) can be
rewritten as
Z
(M)
t (x) =
∞∑
m=0
(−1)m
m!
κmtm
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)|f ◦(ξ)|mαp d4ξ.
By using (1.8.1) with m 6= 0, we have
IM :=
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)|f ◦(ξ)|mαp d4ξ
=
1− pαm
1− p−αm−2
∫
Q4p
Fξ→z
[
Ω(p−M ||ξ||p)χ(ξ · x)
] |f(z)|−mα−2p d4z
=
1− pαm
1− p−αm−2p
4M
∫
Q4p
Ω(pM ||x− z||p)|f(z)|−mα−2p d4z.
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We now use the fact that x 6= 0 is fixed, and takeM > 1+ord(x), changing variables
as z = x− pMy in IM , and using (i), we have
IM =
1− pαm
1− p−αm−2
∫
Q4p
Ω(||y||p)|f(x− pMy)|−mα−2p d4y
=
1− pαm
1− p−αm−2 |f(x)|
−mα−2
p
∫
Q4p
Ω(||y||p)d4y = 1− p
αm
1− p−αm−2 |f(x)|
−mα−2
p .
On the other hand, for m = 0,
lim
M→∞
∫
Q4p
Ω(p−M ||ξ||p)χ(ξ · x)d4ξ = 0.
Therefore
Z(x, t) =
∞∑
m=1
(−1)m
m!
κmtm
(
1− pαm
1− p−αm−2
)
|f(x)|−mα−2p for x ∈ Q4p \ {0}.
(iii) It is consequence of (ii) and (i).
(iv) See [36, Theorem 2].
Proposition 7. The following assertions hold for any x ∈ Q4p, t > 0:
(i) there exists a positive constant C1 such that Z(x, t) ≤ C1t(t1/2α + ||x||p)−2α−4;
(ii) Z(·, t) ∈ C1 ((0,∞) ,R) and ∂Z(x, t)
∂t
= −κ∫Q4p |f ◦(η)|αp e−κt|f◦(η)|αχ(x · η)d4η;
(iii) there exists a positive constant C2 such that∣∣∣∣∂Z(x, t)∂t
∣∣∣∣ ≤ C2 (t1/2α + ||x||p)−2α−4.
Proof. (i) We first consider the case in which t||x||−2αp ≤ 1, then by Proposition 6
(ii)-(iv) and by (2.1.4),
Z(x, t) ≤ |f(x)|−2p
∞∑
m=1
Cm0
m!
(t|f(x)|−αp )m ≤ B−2||x||−4p
∞∑
m=1
(C0B
−α)m
m!
(t||x||−2αp )m
= B−2||x||−4p
(
eC0B
−αt||x||−2αp − 1
)
≤ Ct||x||−2α−4p .
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We now consider the case in which t > 0. Take k to be an integer satisfying
pk−1 ≤ t1/2α ≤ pk. Then by Proposition 6 (iv), and by (2.1.4),
|Z(x, t)| = Z(x, t) ≤
∫
Q4p
e−κt|f
◦(ξ)|αp d4ξ ≤
∫
Q4p
e−C0t||ξ||
2α
p d4ξ
∫
Q4p
e−C0||p
1−kξ||2αp d4ξ ≤ p4−4k
∫
Q4p
e−C0||η||
2α
p d4η ≤ Ct−2/α.
By combining the above inequalities, see for instance the end of the proof of Propo-
sition 9, we get the announced result.
(ii) The formula for
∂Z(x, t)
∂t
is obtained by a straightforward calculation. The
continuity of Z(·, t) is obtained from the formula for ∂Z(x, t)
∂t
by using the Domi-
nated Convergence Theorem. (iii) This part is proved in the same way as (i).
The first part of Proposition 7 is a particular case of Theorem 1 in [36]. We
include this proof here due to two reasons: first, it shows a very deep connection
between the functional equation (1.8.1) and the heat kernels; second, we use this
technique for bounding several types of oscillatory integrals in this chapter.
Corollary 2. (i)
∫
Q4p
Zt(x)d
4x = 1 for t > 0; (ii) Zt(x) ∈ Lρ for t > 0 and for
1 ≤ ρ ≤ ∞.
3.2 Some results on operators of type f(∂, α)
3.2.1 The space Mλ
We denote by Mλ, λ ≥ 0, the C-vector space of locally constant functions ϕ(x) on
Q4p such that |ϕ(x)| ≤ C(1 + ||x||λp), where C is a positive constant. If the function
ϕ depends also on a parameter t, we shall say that ϕ ∈ Mλ uniformly with respect
to t, if its constant C and its exponent of local constancy do not depend on t.
Lemma 15. If ϕ ∈M2λ, with 0 ≤ λ < α and α > 0, then
lim
t→0+
∫
Q4p
Z(x− ξ, t)ϕ(ξ)d4ξ = ϕ(x).
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Proof. By Corollary 2 (i) and Proposition 7 (i), and the fact that ϕ is locally con-
stant,
I :=
∣∣∣∣∣∣∣
∫
Q4p
Z(x− ξ, t)ϕ(ξ)d4ξ − ϕ(x)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫
Q4p
Z(x− ξ, t)[ϕ(ξ)− ϕ(x)]d4ξ
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
‖x−ξ‖p≥pL
Z(x− ξ, t)[ϕ(ξ)− ϕ(x)]d4ξ
∣∣∣∣∣∣∣
≤ C1t
∫
‖x−ξ‖p≥pL
(t1/2α + ||x− ξ||p)−2α−4 |ϕ(ξ)− ϕ(x)| d4ξ
= C1t
∫
‖z‖p≥pL
(t1/2α + ||z||p)−2α−4 |ϕ(x− z)− ϕ(x)| d4z.
By applying the triangle inequality in the last integral and noticing that
|ϕ(x)|
∫
‖z‖p≥pL
(t1/2α + ||z||p)−2α−4d4ξ ≤ |ϕ(x)|
∫
‖z‖p≥pL
||z||−2α−4p d4ξ ≤ C0 |ϕ(x)| ,
and ∫
‖z‖p≥pL
(t1/2α + ||z||p)−2α−4||z||2λp d4ξ ≤
∫
‖z‖p≥pL
||z||p−2α+2λ−4d4z <∞,
we have
lim
t→0+
I ≤ (C1 + C2 |ϕ(x)|) lim
t→0+
t = 0.
Note that
Z
(M)
t (x) =
∫
||η||p≤pM
χ(x · η)e−κt|f◦(η)|αp d4η, with M ∈ N
is a locally constant and bounded function, c.f. Proposition 7. Furthermore, by
Proposition 7 and (2.1.4), Z(M)t (x) satisfies condition (2.2.2), for t > 0.
Lemma 16.
(f(∂, γ)Z
(M)
t )(x) =
∫
||η||p≤pM
χ(x · η)|f ◦(η)|γpe−κt|f
◦(η)|αp d4η, (3.2.1)
for M ∈ N and for t > 0.
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Proof. Note that if ||ξ||p ≤ p−M , then Z(M)t (x − ξ) = Z(M)t (x). In addition,
since Z(M)t (x) satisfies condition (2.2.2), we can use formula (2.2.1) to compute
(f(∂, γ)Z
(M)
t )(x) as follows:
(f(∂, γ)Z
(M)
t )(x) =
1− pγ
1− p−γ−2
∫
Q4p
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z(M)t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z(M)t (x)
]
d4ξ
+
1− pγ
1− p−γ−2
∫
||ξ||p≤p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z(M)t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z(M)t (x)
]
d4ξ
=
1− pγ
1− p−γ−2
∫
||ξ||p>p−M
|f(ξ)|−γ−2p
∫
||η||p≤pM
e−κt|f
◦(η)|αpχ(x · η)[χ(ξ · η)− 1]d4ηd4ξ
=
1− pγ
1− p−γ−2
∫
||η||p≤pM
e−κt|f
◦(η)|αpχ(x · η)
∫
||ξ||p>p−M
|f(ξ)|−γ−2p [χ(ξ · η)− 1]d4ξd4η
=
1− pγ
1− p−γ−2
∫
||η||p≤pM
e−κt|f
◦(η)|αpχ(x · η)

∫
Q4p
|f(ξ)|−γ−2p [χ(ξ · η)− 1]d4ξ
 d4η
=
∫
||η||p≤pM
|f ◦(η)|γpe−κt|f
◦(η)|αpχ(x · η)d4η, c.f. Lemma 5.
By Proposition 6 (iii) and Proposition 7 (i), (f(∂, γ)Zt)(x) is well-defined for
x 6= 0 and for 0 < γ ≤ α.
Proposition 8.
(f(∂, γ)Zt)(x) =
∫
Q4p
|f ◦(η)|γpe−κt|f
◦(η)|αχ(x · η)d4η, for 0 < γ ≤ α, t > 0. (3.2.2)
Proof. By (2.1.4), |f ◦(·)|γpe−κt|f◦(·)|αp ∈ L1
(
Q4p
)
for t > 0, then from (3.2.1), by the
Dominated Convergence Theorem, we obtain
lim
M→∞
(f(∂, γ)Z(M))(x, t) =
∫
Q4p
χ(x · η)|f ◦(η)|γpe−κt|f
◦(η)|αp d4η, for t > 0. (3.2.3)
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On the other hand, fixing an x 6= 0, by Proposition 6 (i),
(f(∂, γ)Z
(M)
t )(x) =
1− pγ
1− p−γ−2
∫
||ξ||p>p−1||x||p
|f(ξ)|−γ−2p
[
Z
(M)
t (x− ξ)− Z(M)t (x)
]
d4ξ.
Finally, by the Dominated Convergence Theorem and (3.2.3), we have
lim
M→∞
(f(∂, γ)Z
(M)
t )(x) = (f(∂, γ)Z)(x, t) =
∫
Q4p
χ(x · η)|f ◦(η)|γpe−κt|f
◦(η)|αp d4η.
Finally, we note that the right-hand side of (3.2.2) is continuous at x = 0.
Corollary 3. ∂Z(x,t)
∂t
= −κ(f(∂, α)Z)(x, t) for t > 0.
Proof. The formula follows from Propositions 8 and 7 (ii).
Proposition 9. If 0 < γ ≤ α, then
|(f(∂, γ)Zt)(x)| ≤ C(t1/2α + ||x||p)−2γ−4, for x ∈ Q4p and for t > 0.
Proof. By reasoning as in the proof of Proposition 6 (ii), we have
(f(∂, γ)Zt)(x) =
∞∑
m=1
(−1)m
m!
κmtm
(
1− pαm+γ
1− p−αm−γ−2
)
|f(x)|−mα−γ−2p . (3.2.4)
If t||x||−2αp ≤ 1, from (3.2.4) and (2.1.4), we obtain
|(f(∂, γ)Zt)(x)| ≤ |f(x)|−γ−2p
∞∑
m=1
Cm
m!
(t|f(x)|−αp )m ≤ C1||x||−2γ−4p . (3.2.5)
On the other hand, take k such that pk−1 ≤ t1/2α ≤ pk. From (3.2.2) by using
(2.1.4), we get
|(f(∂, γ)Zt)(x)| ≤ Aγ
∫
Q4p
||η||2γp e−κtB
α||η||2αp d4η ≤ Aγ
∫
Q4p
||η||2γp e−κB
α||p−(k−1)η||2αp d4η
= Aγp−4(k−1)−2γ(k−1)
∫
Q4p
||ξ||2γp e−κB
α||ξ||2αp d4ξ ≤ Ct−4−2γ/2α. (3.2.6)
The announced results follows from inequalities (3.2.5)-(3.2.6). Indeed, t||x||−2αp ≤ 1
implies that ||x||p ≥ ||x||p2 + t
1/2α
2
, and hence
||x||−2γ−4p ≤ 22γ+4
(||x||p + t1/2α)−2γ−4 .
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Now, if t||x||−2αp > 1, then t1/2α > t
1/2α
2
+ ||x||p
2
and
t−4−2γ/2α < 22γ+4
(
t1/2α + ||x||p
)−2γ−4
.
Corollary 4. ∫
Q4p
(f(∂, γ)Zt)(x)d
4x = 0 for t > 0.
3.3 The Cauchy problem
Along this section, we fix the domain (Dom (f)) of the operator f(∂, α) to be the
C-vector space of locally constant functions satisfying (2.2.2), and f(∂, α)ϕ is given
by (2.2.1) for ϕ ∈ Dom (f). Note that M2λ ⊂ Dom (f) for λ < α.
In this section we study the following Cauchy problem:

∂u(x, t)
∂t
+ κf(∂, α)u(x, t) = g(x, t), x ∈ Q4p, 0 < t ≤ T,
u(x, 0) = ϕ(x),
(3.3.1)
where κ > 0, α > 0, T > 0, ϕ ∈ M2λ, g (x, t) ∈ M2λ uniformly in t, 0 ≤ λ < α,
g(x, t) is continuous in (x, t), and u : Q4p×[0, T ]→ C is an unknown function. We say
that u (x, t) is a solution of (3.3.1), if u (x, t) is continuous in (x, t), u (·, t) ∈ Dom (f)
for t ∈ [0, T ], u (x, ·) is continuously differentiable for t ∈ (0, T ], u (x, t) ∈ M2λ
uniformly in t, and u satisfies (3.3.1) for all t > 0.
Theorem 4. The function
u(x, t) =
∫
Q4p
Z(x− y, t)ϕ(y)d4y +
t∫
0
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
is a solution of Cauchy problem (3.3.1).
The proof of the theorem will be accomplished through the following lemmas.
Lemma 17. Assume that t > τ and g ∈M2λ, 0 ≤ λ < α, uniformly with respect to
θ. Then the function
u2(x, t, τ) :=
t∫
τ
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
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belongs to M2λ uniformly with respect to t and τ .
Proof. We first note that u2(x, t, τ) has the same exponent of local constancy as g,
and thus this exponent of local constancy does not depend on t and τ . We now
show that |u2(x, t, τ)| ≤ C0(1 + ||x||2λp ). By Proposition 7 (i),
|u2(x, t, τ)| ≤
t∫
τ
∫
Q4p
|Z(x− y, t− θ)||g(y, θ)|d4y
 dθ
≤ C1
t∫
τ
(t− θ)
∫
Q4p
((t− θ)1/2α + ||x− y||p)−2α−4(1 + ||y||2λp )dy
 dθ.
Now the result follows from the following estimation.
Assertion([20, Proposition 2]). If b > 0, 0 ≤ λ < α, and x ∈ Q4p, then∫
Q4p
(b+ ||x− ξ||p)−2α−4 ||ξ||λpd4ξ ≤ Cb−2α
(
1 + ||x||2λp
)
, (3.3.2)
where the constant C does not depend on b or x.
Lemma 18. Assume that g ∈M2λ, 0 ≤ λ < α, uniformly with respect to θ. Then
∂u2 (x, t, τ)
∂t
= g(x, t) +
t∫
τ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
[g(ξ, θ)− g(x, θ)]d4ξ
 dθ.
Proof. Set
u2,h(x, t, τ) :=
t−h∫
τ
dθ
∫
Q4p
Z(x− ξ, t− θ)g(ξ, θ)d4ξ,
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where h is a positive number sufficiently small . By differentiating u2,h under the
sign of integral
∂u2,h
∂t
=
t−h∫
τ
dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
g(ξ, θ)d4ξ +
∫
Q4p
Z(x− ξ, h)g(ξ, t− h)d4ξ
=
t−h∫
τ
dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
[g(ξ, θ)− g(x, θ)]d4ξ
+
t−h∫
τ
g(x, θ)dθ
∫
Q4p
∂Z(x− ξ, t− θ)
∂t
d4ξ +
∫
Q4p
Z(x− ξ, h)[g(ξ, t− h)− g(ξ, t)]d4ξ
+
∫
Q4p
Z(x− ξ, h)g(ξ, t)d4ξ.
The first integral contains no singularity at t = θ due to Proposition 7 (iii) and the
local constancy of g. By Proposition 7 (i) and Corollary 2 (i), the second integral
is equal to zero. The third integral can be written as the sum of the integrals over
{ξ ∈ Q4p | ||x − ξ||p ≤ pM}, where M is the exponent of local constancy of g, and
the complement of this set. The first integral tends to zero when h → 0+ due to
the uniform local constancy of g, while the other tends to zero when h→ 0+ due to
Proposition 7 (i) and condition λ < α. Finally, the fourth integral tends to g(x, t)
as h→ 0+, c.f. Lemma 15.
For ϕ ∈M2λ, 0 ≤ λ < α, we set
u1(x, t) :=
∫
Q4p
Z(x− y, t)ϕ(y)d4y for t > 0.
Lemma 19. Assume that ϕ ∈M2λ, 0 ≤ λ < α, then the following assertions hold:
(i) u1(x, t) belongs to M2λ uniformly with respect to t;
(ii)
∂u1
∂t
(x, t) =
∫
Q4p
∂Z
∂t
(x− y, t)ϕ(y)d4y for t > 0.
Proof. (i) The proof is similar to that of Lemma 17.
(ii) By Proposition 7 (ii),
lim
h→0
u1(x, t+ h)− u1(x, t)
h
= lim
h→0
∫
Q4p
[
Z(x− y, t+ h)− Z (x− y, t)
h
]
ϕ(y)d4y
= lim
h→0
∫
Q4p
∂Z
∂t
(x− y, τ)ϕ(y)d4y
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where τ is between t and t + h. Now the result follows from Proposition 7 (iii) by
applying the Dominated Convergence Theorem.
Lemma 20. Assume that λ < γ ≤ α. Then
(f(∂, γ)u1)(x, t) =
∫
Q4p
(f(∂, γ)Zt)(x− y)ϕ(y)d4y for t > 0.
Proof. By Lemma 19 (i), u1(x, t) belongs to the domain of f(∂, γ) for t > 0 and for
λ < γ ≤ α, then for any L ∈ N, the following integral exists:
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u1(x− y, t)− u1(x, t)] d4y
=
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p
[∫
Q4p
[Zt(x− y − ξ)− Zt(x− ξ)]ϕ(ξ)d4ξ
]
d4y.
By using Fubini’s Theorem, see (2.1.4), Proposition 7 (i),
∫
Q4p
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x− ξ)] d4y
ϕ(ξ)d4ξ
=:
∫
Q4p
ϕ(ξ)Z
(γ,L)
t (x− ξ)d4ξ. (3.3.3)
By fixing a positive integer M , the last integral in (3.3.3) can be expressed as∫
||x−ξ||p≥p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d4ξ +
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d4ξ. (3.3.4)
note that if ||x||p ≥ p−M and M < L − 1, then, by Proposition 6 (iii), Z(γ,L)t =
(f(∂, γ)Zt)(x), and
lim
L→∞
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u1(x− y, t)− u1(x, t)] d4y
=
∫
||x−ξ||p≥p−M
ϕ(ξ)(f(∂, γ)Zt)(x− ξ)d4ξ + lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d4ξ,
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for M < L− 1. Now by using twice Fubini’s theorem, see (2.1.4), Proposition 7 (i),
and Proposition 6 (iii), we have
lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)Z
(γ,L)
t (x− ξ)d4ξ = lim
L→∞
∫
||x−ξ||p<p−M
ϕ(ξ)×
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x− ξ)] d4y
 d4ξ
= lim
L→∞
∫
||y||p>p−L
|f(y)|−γ−2p ×
 1− pγ
1− p−γ−2
∫
||x−ξ||p<p−M
ϕ(ξ) [Zt(x− y − ξ)− Zt(x− ξ)] d4ξ
 d4y
=
∫
Q4p
|f(y)|−γ−2p
 1− pγ
1− p−γ−2
∫
||x−ξ||p<p−M
ϕ(ξ) [Zt(x− y − ξ)− Zt(x− ξ)] d4ξ
 d4y
=
∫
||x−ξ||p<p−M
ϕ(ξ)
 1− pγ
1− p−γ−2
∫
Q4p
|f(y)|−γ−2p [Zt(x− y − ξ)− Zt(x− ξ)] d4y
 d4ξ
=
∫
||x−ξ||p<p−M
(f(∂, γ)Zt)(x− ξ)ϕ(ξ)d4ξ.
Lemma 21. If λ < γ ≤ α, then
(f(∂, γ)u2)(x, t, τ) =
t∫
τ
∫
Q4p
(f(∂, γ)Z)(x− y, t− θ)g(y, θ)d4y
 dθ for t > 0.
Proof. Let
u2,h(x, t, τ) :=
t−h∫
τ
∫
Q4p
Z(x− y, t− θ)g(y, θ)d4y
 dθ
where h is a small positive number such that 0 < h < t− τ . Set
Z(γ,L)(x, t) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [Z(x− y, t)− Z(x, t)] d4y.
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By the Fubini’s Theorem
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [u2,h(x− y, t, τ)− u2,h(x, t, τ)] d4y
=
t−h∫
τ
∫
Q4p
Z(γ,L)(x− ξ, t− θ)g(ξ, θ)d4ξdθ. (3.3.5)
Note that
Z(γ,L)(x, t) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
×
∫
Q4p
|f(y)|−γ−2p χ(ξ · x) [χ(−ξ · y)− 1] e−κt|f
◦(ξ)|αp d4ξ
 d4y
=
∫
Q4p
χ(ξ · x)e−κt|f◦(ξ)|αp
 1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [χ(−ξ · y)− 1] d4y
 d4ξ
=
∫
Q4p
χ(ξ · x)e−at|f◦(ξ)|αpPl(ξ)d4ξ,
where
Pl(ξ) =
1− pγ
1− p−γ−2
∫
||y||p>p−L
|f(y)|−γ−2p [χ(−ξ · y)− 1] d4y.
On the other hand, by (2.1.4),
|Pl(ξ)| ≤ B−γ−2
∣∣∣∣ 1− pγ1− p−γ−2
∣∣∣∣ ∫
||y||p>p−L
||y||−2γ−4p |χ(−ξ · y)− 1| d4y,
and by using a similar reasoning to the one used in [14, p. 142], we have
|Pl(ξ)| ≤ C||ξ||2γp
whence∣∣Z(γ,L)(x, t)∣∣ ≤ ∫
Q4p
e−κt|f
◦(ξ)|αp |Pl(ξ)| d4ξ ≤ C
∫
Q4p
e−κt|f
◦(ξ)|αp ||ξ||2γp d4ξ ≤ C ′, (3.3.6)
where C ′ is a positive constant, which does not depend on x, t ≥ h+ τ, κ.
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By writing the right-hand side of (3.3.5) as
t−h∫
τ
∫
||x−ξ||p≥p−K
Z(γ,L)(x−ξ, t−θ)g(ξ, θ)d4ξdθ+
t−h∫
τ
∫
||x−ξ||p<p−K
Z(γ,L)(x−ξ, t−θ)g(ξ, θ)d4ξdθ,
(3.3.7)
where K is a fixed natural number. Now by taking limit L→∞ in (3.3.5), since
for ||x−ξ||p ≥ p−K and L > K+1, then Z(γ,L)(x−ξ, t−θ) = (f(∂, γ)Z)(x−ξ, t−θ),
we find that
(f(∂, γ)u2,h)(x, t, τ) =
t−h∫
τ
∫
Q4p
(f(∂, γ)Z)(x− y, t− θ)g(y, θ)d4y
 dθ for t > 0.
now we use (3.3.6) and the Dominate Convergence Theorem to pass to the limit in
last equation for h -> 0, which gives the required equality.
3.3.1 Proof of Theorem 4
By Lemmas 17 and 19 (i), u(x, t) ∈M2λ uniformly with respect to t, and by Lemma
15 u(x, t) satisfies the initial condition. By Lemmas 18-21 and Corollary 3, u(x, t)
is a solution of Cauchy problem (3.3.1).
3.4 Parabolic-type equations with variable coeffi-
cients
Fix n+ 1 positive real numbers satisfying
0 < α1 < α2 < · · · < αn < α,
with α > 1. We also fix n + 2 functions ak(x, t), k = 0, . . . , n and b(x, t) from
Q4p × [0, T ] to R, here T is a fixed positive constant. We assume that ak(x, t),
k = 0, . . . , n and b(x, t) satisfy the following conditions:
(i) they belong to M0, with respect to x, uniformly in t ∈ [0, T ];
(ii) they satisfy the Hölder condition in t with exponent ν ∈ (0, 1] uniformly in x.
In addition we assume the uniform parabolicity condition a0(x, t) ≥ µ > 0.
We set αn+1 := α (1− ν) > αn, and
F (∂, α1, α2, · · · , αn) :=
n∑
k=1
ak(x, t)f (∂, αk) + b(x, t)I.
Note that F (∂, α1, α2, · · · , αn)M2γ ⊂M2γ for λ < α1, c.f. (2.2.1) and (3.3.2).
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In this section we study the following initial value problem:
∂u(x, t)
∂t
+ a0(x, t)(f(∂, α)u)(x, t) + (F (∂, α1, α2, · · · , αn)u) (x, t) = g(x, t)
u(x, 0) = ϕ(x), x ∈ Q4p, t ∈ (0, T ],
(3.4.1)
where x ∈ Q4p, t ∈ (0, T ], ϕ ∈M2λ with 0 ≤ λ < α1 (if a1(x, t) = · · · = an(x, t) ≡ 0,
then we shall assume that 0 ≤ λ < α), and g(x, t) is continuous in (x, t), and
g (x, t) ∈M2λ uniformly in t ∈ [0, T ], 0 ≤ λ < α1.
In this section we find the solution of the general problem (3.4.1). The technique
used here is an adaptation of the classical Archimedean techniques, see e.g. [8], [10].
In the p-adic setting the technique was introduced by A. N. Kochubei in [12]. Our
presentation is highly influence by Kochubei’s book [14]. We warn to the reader that
the hypotheses given above are for all the theorems in this section. The proofs of
some theorems are very similar to the corresponding in [14] for this reason we will
omit them.
The first step of the construction of a fundamental solution is to study the
parametrized fundamental solution Z(x, t, y, θ) for the Cauchy problem:
∂u(x, t)
∂t
+ a0(y, θ)(f(∂, α)u)(x, t) = 0
u (x, 0) = ϕ (x) ,
where y ∈ Q4p and θ > 0 are parameters. By the results of Section 3.1, we have
Z(x, t, y, θ) =
∫
Q4p
χ(ξ · x)e−a0(y,θ)t|f◦(ξ)|αp d4ξ,
and if x 6= 0, then
Z(x, t, y, θ) =
∞∑
m=1
(−1)m
m!
(
1− pαm
1− p−αm−2
)
(a0(y, θ)t)
m|f(x)|−αm−2p ,
c.f. Proposition 6 (ii). By the Propositions 7, 8, 9, and Corollaries 2 (i) and 4, we
have
Z(x, t, y, θ) ≤ Ct(t1/2α + ||x||p)−2α−4, x ∈ Q4p, t > 0, (3.4.2)
|(f(∂, γ)Z)(x, t, y, θ)| ≤ C(t1/2α + ||x||p)−2γ−4, x ∈ Q4p, t > 0, (3.4.3)
∂Z(x, t, y, θ)
∂t
= −a0(y, θ)
∫
Q4p
|f ◦(η)|αp e−a0(y,θ)t|f
◦(η)|αχ(x · η)d4η, (3.4.4)
∣∣∣∣∂Z(x, t, y, θ)∂t
∣∣∣∣ ≤ C (t1/2α + ||x||p)−2α−4 , (3.4.5)
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(f(∂, γ)Z)(x, t, y, θ) =
∫
Q4p
|f ◦(η)|γpe−a0(y,θ)t|f
◦(η)|αχ(x · η)dη, x 6= 0, 0 < γ ≤ α,
(3.4.6)∫
Q4p
Z(x, t, y, θ)dx = 1, (3.4.7)
∫
Q4p
(f(∂, γ)Z)(x, t, y, θ)dx = 0, (3.4.8)
where the constants do not depend on y, θ.
Lemma 22. There exists a positive constant C, such that∣∣∣∣∣∣∣
∫
Q4p
∂Z(x− y, t, y, θ)
∂t
d4y
∣∣∣∣∣∣∣ ≤ C. (3.4.9)
Proof. The proof follows from (3.4.7), (3.4.4), (3.4.5) by using the reasoning given
in [14] for Lemma 4.5.
Consider the parametrized heat potential
u(x, t, τ) :=
t∫
τ
∫
Q4p
Z(x− y, t− θ, y, θ)g(y, θ)d4ydθ,
with g ∈ M2λ, 0 ≤ λ < α, uniformly with respect to θ, and continuous in (y, θ).
By using (3.4.2) we obtain as in Lemma 17 that u(x, t, τ) is locally constant and
belongs to M2λ uniformly with respect to t, τ .
Also we have
∂u
∂t
(x, t, τ) = g(x, t) +
t∫
τ
∫
Q4p
∂Z(x− y, t− θ, y, θ)
∂t
[g(y, θ)− g(x, θ)] d4ydθ
+
t∫
τ
∫
Q4p
∂Z(x− y, t− θ, y, θ)
∂t
g(x, θ)d4ydθ, (3.4.10)
see Lemma 22, and
(f(∂, γ)u)(x, t, τ) =
t∫
τ
∫
Q4p
Z(γ)(x− y, t− θ, y, θ)g(y, θ)d4ydθ, (3.4.11)
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with Z(γ) (x, t, y, θ) := f(∂, γ)Z (x, t, y, θ), for λ < γ < α, and
(f(∂, α)u)(x, t, τ) =
t∫
τ
∫
Q4p
Z(α)(x− y, t− θ, y, θ) [g(y, θ)− g(x, θ)] d4ydθ
+
t∫
τ
∫
Q4p
[
Z(α)(x− y, t− θ, y, θ)− Z(α)(x− y, t− θ, x, θ)] g(x, θ)d4ydθ.
(3.4.12)
As in [14] we look for a fundamental solution of (3.4.1) of the form
Γ(x, t, ξ, τ) = Z(x−ξ, t−τ, ξ, τ)+
t∫
0
∫
Q4p
Z(x−η, t−θ, η, θ)φ(η, θ, ξ, τ)d4ηdθ. (3.4.13)
By using formally the formulas given above, we can see that φ(x, t, ξ, τ) is a solution
of the integral equation
φ(x, t, ξ, τ) = R(x, t, ξ, τ) +
t∫
0
∫
Q4p
R(x, t, η, θ)φ(η, θ, ξ, τ)d4ηdθ (3.4.14)
where
R(x, t, ξ, τ) = [a0(ξ, τ)− a0(x, t)]Z(α)(x− ξ, t− τ, ξ, τ)
−
n∑
k=1
ak(x, t)Z
(αk)(x− ξ, t− τ, ξ, τ)− b(x, t)Z(x− ξ, t− τ, ξ, τ).
Integral equation (3.4.14) can be solved by the method of successive approximations:
φ(x, t, ξ, τ) =
∞∑
m=1
Rm(x, t, ξ, τ) (3.4.15)
where
R1(x, t, ξ, τ) := R(x, t, ξ, τ)
and
Rm+1(x, t, ξ, τ) :=
t∫
0
∫
Q4p
R(x, t, η, θ)Rm(η, θ, ξ, τ)d
4ηdθ.
In order to prove the convergence of series (3.4.15), we need the following lemma
which is an easy variation of the Lemmas 6 and 7 given in [19].
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Lemma 23. The following estimations hold:
|R(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)1/2α + ||x− ξ||p
)−2αk−4
and
|Rm(x, t, ξ, τ)| ≤ DMm
Γ
(
ν
2α
)m
Γ
(
mν
2α
) n+1∑
k=1
(
(t− τ)1/2α + ||x− ξ||p
)−2αk−4
where C, M and D are a positive constants and Γ (·) is the Archimedean Gamma
function.
Lemma 23 also implies
|φ(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)1/2α + ||x− ξ||p
)−2αk−4
. (3.4.16)
Theorem 5. The function
u(x, t) =
∫
Q4p
Γ(x, t, ξ, 0)ϕ(ξ)d4ξ +
t∫
0
∫
Q4p
Γ(x, t, ξ, τ)g(ξ, τ)d4ξdτ (3.4.17)
which is continuous on Qnp × [0;T ], continuously differentiable in t ∈ (0, T ], and
belonging toM2λ uniformly with respect to t is a solution of Cauchy problem (3.4.1).
The fundamental solution Γ(x, t, ξ, τ), x, ξ ∈ Q4p, 0 ≤ τ < t ≤ T , is of the form
Γ(x, t, ξ, τ) = Z(x− ξ, t− τ, ξ, τ) +W (x, t, ξ, τ) (3.4.18)
with
|W (x, t, ξ, τ)| ≤ C (t− τ)1+ν
[
(t− τ)1/2α + ||x− ξ||p
]−2α−4
(3.4.19)
+ C (t− τ)
n+1∑
k=1
[
(t− τ)1/2α + ||x− ξ||p
]−2αk−4
.
Furthermore Z(x, t, y, θ) satisfies the estimates (3.4.2),(3.4.3), (3.4.5), (3.4.9).
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Proof. Denote for u1(x, t) and u2(x, t) the first and second summands in the right-
hand side of (3.4.17). Substituting (3.4.13) into (3.4.17) we get and
u1(x, t) =
∫
Q4p
Z(x− ξ, t, ξ, 0)ϕ(ξ)d4ξ (3.4.20)
+
∫ t
0
∫
Q4p
Z(x− η, t− θ, η, θ)G(η, θ)d4ηdθ,
where
G(η, θ) =
∫
Q4p
φ(η, θ, ξ, 0)ϕ(ξ)d4ξdτ.
and
u2(x, t) =
∫ t
0
∫
Q4p
Z(x− ξ, t− τ, ξ, τ)g(ξ, τ)d4ξdτ (3.4.21)
+
∫ t
0
∫
Q4p
Z(x− η, t− θ, η, θ)F (η, θ)d4ηdθ,
where
F (η, θ) =
∫ θ
0
∫
Q4p
φ(η, θ, ξ, τ)g(ξ, τ)d4ξdτ.
Now by (3.4.16) and (3.3.2),
|F (η, θ)| ≤ C, and |G(η, θ)| ≤ Cθ−αn+1/α
for all η ∈ Q4p and θ ∈ (0, T ]. In addition, the functions F and G are uniformly
locally constant. Indeed, by the recursive definition of the function φ, we see that if
N is the local constancy exponent for all the functions g, ϕ, ak, b, Z(αk) and Z, and
if |δ| ≤ p−N , then
φ(η + δ, θ, ξ + δ, τ) = φ(η, θ, ξ, τ),
therefore
F (η + δ, θ) = F (η, θ), and G(η + δ, θ) = G(η, θ).
Thus, the potentials in the expressions for u1(x, t) and u2(x, t) satisfy the conditions
under which the differentiation formulas (3.4.10), (3.4.11), (3.4.12) were obtained.
By using these formulas one verifies after some simple transformations that u(x, t)
is a solution of the equation in (3.4.1).
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We now show that u(x, t)→ ϕ(x) as t→ 0+. Due to (3.4.20) and (3.4.21), it is
sufficient to verify that
v(x, t) =
∫
Q4p
Z(x− ξ, t, ξ, 0)ϕ(ξ)d4ξ → ϕ(x) as t→ 0+.
By virtue of equation (3.4.7),
v(x, t) =
∫
Q4p
[Z(x− ξ, t, ξ, 0)− Z(x− ξ, t, x, 0)]ϕ(ξ)d4ξ
+
∫
Q4p
Z(x− ξ, t, x, 0) [ϕ(ξ)− ϕ(x)] d4ξ + ϕ(x).
We now use that Z (as a function of its third argument) and ϕ are locally constant,
then the integrals in the previous formula are performed over the set{
ξ ∈ Q4p; ||x− ξ||p ≥ p−N
}
for some N ∈ N.
By applying (3.4.2) we see that both integrals tend to zero as t→ 0+.
3.4.1 The uniqueness of the solution of the Cauchy problem
The technique used in [14, Theorem 4.5] for establishing the uniqueness of the solu-
tion of the Cauchy problem associated with perturbations of the Vladimirov operator
can be used to show the uniqueness of the Cauchy problem (3.4.1).
Theorem 6. Assume that the coefficients ak(x, t), k = 0, . . . , n are non-negative,
bounded, continuous functions and that b(x, t) is bounded, continuous function. Take
0 ≤ λ < α1(if a1(x, t) = · · · = an(x, t) ≡ 0, then we shall assume that 0 ≤ λ < α).
If u (x, t) is a solution of (3.4.1) with g (x, t) ≡ 0, such that u ∈M2λ uniformly with
respect to t, and ϕ (x) ≡ 0, then u (x, t) ≡ 0.
Proof. We may assume that b(x, t) ≥ 0 (otherwise we would be able to consider the
equation for u(x, t)ewt with an appropriate w). We prove that u(x, t) ≥ 0.
Suppose the contrary.
u(x′, t′) = κ < 0, for some x′ ∈ Q4p and t′ ∈ (0, T ].
For l a fixed natural number let
δl(x) =
{
p4l if 0 ≤ ||x|| ≤ p−l
0 if ||x|| > p−l
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Note that δl ∈ S(Q4p) and
∫
Q4p
δl(x)d
4x = 1. Now choose η such that 2λ < η < α1, or
if a1(x, t) = · · · = an(x, t) ≡ 0, then 2λ < η < α.
Denote
ψ(x) =
∫
Q4p
δl(x− ξ)|f(ξ)|ηpd4ξ.
The function ψ(x) is locally constant, and ψ(x) = |f(x)|ηp, if ||x|| > p1−l. Indeed
|f(x− y)| = |f(x)|, if ||y|| < p−1||x|| (Proposition 6, part (i).)
ψ(x) =
∫
Q4p
δl(x− ξ)|f(ξ)|ηpd4ξ
=
∫
Q4p
δl(y)|f(x− y)|ηpd4y
= |f(x)|ηpp4l
∫
||y||≤p−l
d4y
= |f(x)|ηp
Let Kα(x) α 6= 0, 2 be the distribution, which corresponds (if α < 0, after the
regularization) to the function
1− p−α
1− pα−2 |f(x)|
α−2
p , also K0 = δ, see [5].
(f(∂, α)ψ) = (K−α ∗ δl ∗Kη+2) 1− p
η
1− p−η−2 = (Kη−α+2 ∗ δl)
1− pη
1− p−η−2 (3.4.22)
Similarly
(f(∂, αk)ψ) = (Kη−αk+2 ∗ δl)
1− pη
1− p−η−2 (3.4.23)
It follows from (3.4.22) and (3.4.23) that (f(∂, α)ψ)(x), (f(∂, αk)ψ)(x) → 0 as
||x|| → ∞, and (f(∂, α)ψ), (f(∂, αk)ψ) are locally constant functions on Q4p.
Let
M = sup
x∈Q4p,0≤t≤T
{
a0(x, t)|(f(∂, α)ψ)(x)|+
n∑
k=1
ak(x, t)|(f(∂, αk)ψ)(x)|
}
Choose ρ > 0 in such a way that κ+Tρ < 0. Then choose a number σ > 0 so small
that
κ + Tρ+ σψ(x′) < 0 (3.4.24)
ρ− σM > 0 (3.4.25)
Consider the function
v(x, t) = u(x, t) + ρt+ σψ(x)
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It can be seen from (3.4.24) that v(x′, t′) < 0, so that
inf
x∈Q4p,0≤t≤T
v(x, t) < 0.
Since u(x, 0) = 0, we have v(x, 0) = σψ(x) ≥ 0. As ||x|| → ∞, u(x, t) = o(ψ(x))
because u ∈M2λ and 2λ < η. Thus v(x, t) > 0 if ||x|| is large enough. This implies
the existence of such x0 ∈ Q4p, t0 ∈ (0, T ], that
inf v(x, t) = v(x0, t0) < 0.
On other hand,
∂v(x, t)
∂t
+ a0(x, t)(f(∂, α)v)(x, t) + (F (∂, α1, . . . , αn)v)(x, t) + b(x, t)v(x, t)
= ρ+ σ [a0(x, t)(f(∂, α)ψ)(x) + (F(∂, α1, . . . , αn)ψ)(x)] + b(x, t) [ρt+ σψ(x)]
≥ ρ− σM > 0
according to (3.4.25). However it follows from the representation (2.2.1) for
the operator f(∂, α) that at the point (x0, t0) of the global minimum we have
(f(∂, α)v)(x0, t0) ≤ 0, (f(∂, αk)v)(x0, t0) ≤ 0. It is clear that also ∂v(x0, t0)
∂t
≤ 0.
We have come to the contradiction.
Thus we have proved that u(x, t) ≥ 0. Considering −u(x, t) instead of u(x, t),
we find similarly that u(x, t) ≤ 0. Therefore u(x, t) ≡ 0.
3.4.2 Quadratic forms of dimension two
All the results presented in this chapter are valid for the quadratic forms of type
ξ21 − τξ22 where τ ∈ Qp r {0} is a not square of an element of Qp, see [5].
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