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Abstract
For a dilute system of non-relativistic bosons interacting through a positive, radial
potential v with scattering length a we prove that the ground state energy density satisfies
the bound e(ρ) ≥ 4piaρ2(1− C
√
ρa3 ).
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Introduction
1 Introduction
We study a system of N interacting bosons in a large box Λ ⊂ R3 of volume |Λ|. For concrete-
ness, we take L > 0 and define Λ = [−L/2, L/2]3. We are interested in the thermodynamic
limit N →∞, |Λ| → ∞ with density ρ˜ := N/|Λ| fixed and small.
The Hamiltonian of the system is
HN :=
N∑
i=1
−∆i +
∑
i<j
v(xi − xj), (1.1)
on the symmetric (bosonic) space ⊗Ns L2(Λ). We take HN with Dirichlet boundary conditions
to realize it as a self-adjoint operator.
We define the ground state energy of the system E0 = E0(N,Λ) to be
E0(N,Λ) := inf SpecHN
and the thermodynamic ground state energy density as
e(ρ˜ ) = lim
L→∞, N/|Λ|=ρ˜
E0(N,Λ)/L
3.
Our main result, Theorem 1.1, is formulated in terms of the scattering length a = a(v) of
the potential v. The definition and useful properties of the scattering length will be given in
Section 3 below.
Theorem 1.1. There exists a universal constant C > 0 such that the following is true.
For all v : R3 → [0,+∞] positive, radial, measurable, potentials with v(x) = 0 for all
|x| > R, we have
e(ρ˜ ) ≥ 4piρ˜ 2a
(
1− C(√ρ˜a3 +R2aρ˜ )) . (1.2)
Clearly e(ρ˜) ≥ 0, so (1.2) is trivially satisfied unless R2aρ˜ ≤ C−1, which implies the
usual diluteness criterion ρ˜a3 ≤ C−1 by (3.3) below. Potentials satisfying the conditions in
Theorem 1.1 in particular, by (3.3) below, have finite scattering length.
Theorem 1.1 can be generalized towards potentials that do not have finite range, see
Theorem 2.3 below for details.
Remark 1.2. The result of Theorem 1.1 can in particular be applied to the ‘hard core’
potential, i.e.
v(x) =
{
0, |x| ≥ R,
+∞, |x| < R. (1.3)
In this case a = R, so the error term R2aρ˜ is higher order. For the hard core potential we
get the lower bound
e(ρ˜ ) ≥ 4piρ˜ 2a
(
1− C
√
ρ˜a3
)
. (1.4)
Our result is the first rigorous lower bound on the hard core potential that gives the correct
order for the correction term. (See below for a further discussion of the expected correction
term, the so-called Lee-Huang-Yang term [9]).
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Remark 1.3 (Definition of the Hamiltonian). The operator HN is not immediately defined
for potentials of the generality considered in Theorem 1.1, so here we give the details of the
definition of HN .
Consider the quadratic form
QN (Ψ) =
∫
ΛN
N∑
j=1
|∇jΨ|2 +
∑
i<j
v(xi − xj)|Ψ|2 dx, (1.5)
defined on the domain
D(QN ) :=
{
Ψ ∈ H10 (ΛN )
∣∣∣ (∑
i<j
v(xi − xj)
)1/2
Ψ ∈ L2(ΛN )
}
. (1.6)
Consider furthermore,
HQ = {Ψ ∈ L2(ΛN ) |QN (Ψ) + ‖Ψ‖22 <∞}, (1.7)
where the closure is taken in L2(ΛN ). Being a closed subset of L2(ΛN ), HQ is a Hilbert space
in its own right having D(QN ) as a dense subspace. Therefore, clearly QN defines a densely
defined, Hermitian, quadratic form in HQ. It is an exercise to check that QN is a closed
form and it therefore follows that QN defines a unique self adjoint operator. The resulting
operator is by definition HN .
The proof of Theorem 1.1, which is the first general lower bound containing the expected
order of the correction term, will be given in Section 4. We will briefly review some previous
results below.
The rigorous study of the ground state energy of the interacting boson problem has a
long history1. Bogoliubov’s theory [3] prescribes how to treat the weak coupling limit of
interacting bosons. In the context of the present paper, this weak coupling limit corresponds
to the dilute gas, i.e. the limit ρ˜→ 0 under study. The Bogoliubov theory actually gives much
more detailed information, e.g. on the excitation spectrum, but the ground state energy is
one of the simplest quantities on which to obtain rigorous information regarding the validity
of Bogoliubov’s approach.
It was Lenz [10] who proposed the leading order behavior in (2.1). Dyson [5] proved
that the leading order of (2.1) has the correct form. His upper bound provides the sharp
constant, while his lower bound only captures the correct leading order and was completed
by the corresponding lower bound 40 years later in [14]. It is worth noticing that the upper
bound by Dyson is valid for hard core potentials, whereas the improved lower bounds [6, 17]
to be discussed below all require additional regularity of the interaction.
To even higher precision, the energy density is expected to behave as
e(ρ˜ ) = 4piρ˜ 2a
(
1 +
128
15
√
pi
(ρ˜a3)1/2 + o(ρ˜a3)1/2
)
. (1.8)
The second term in (1.8) is often referred to as the Lee-Huang-Yang term after [9] but is also
heuristically understandable from Bogoliubov’s treatment. For this and other background
information on the Bose gas we refer to [11].
In [6] an upper bound to e(ρ˜ ) is given which correctly reproduces the first term and the
order of the second term in (1.8), however only giving the correct coefficient on the correction
1When comparing results in the literature, one should notice that some authors study the energy per
particle, i.e. limE0(N,Λ)/N = ρ˜
−1e(ρ˜ ) instead of the energy density, leading, of course, to slightly different
formulae.
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term in the additional limit of weak interaction. From [15] (see also [16] for more information
on the Bogoliubov functional) one can actually conclude that to get (1.8) one needs to go
beyond states that are quasi-free. Indeed, they prove that for the ground state energy the
trial state in [6] is essentially optimal among quasi-free states.
An upper bound consistent with (1.8) has been proven in [17] using trial states that are
not quasi-free. As already mentioned, the improved upper bounds by [6, 17] do not work in
the hard-core case. For the hard core the best upper bound that we are aware of remains [5]
with an error term of size O((ρ˜a3)1/3) relative to the leading order term.
The asymptotic result (1.8) has first been proven in cases where the interaction is scaled
to become ‘soft’ in a manner depending on ρ˜ [4, 8]. In the very recent paper [7] two of the
authors prove the Lee-Huang-Yang result (1.8) for general radial, L1-potentials. However,
this result is not uniform in a−1
∫
v, in particular it does not apply to the hard-core potential.
The recent work [1, 2] is also very relevant for (1.8), though they address the confined
case in the Gross-Pitaevskii limit and not the thermodynamic limit. Actually, the result
obtained in [1] is after scaling very analogous to our analysis of the box Hamiltonian (see
Theorem 6.1 below). We have the additional difficulties that for our localized problem, we no
longer have translation invariance nor a fixed number of particles. Nevertheless, we believe
that our method, at least for the ground state energy, is substantially shorter and simpler
than the one of [1], which also covers the excitation spectrum.
In the papers [12, 13] the Bogoliubov approximation is proved to give the right result in
the setting of the ground state energy of a charged gas. In the present paper we use the
general strategy laid out in those papers.
Notation. We use the convention that integrals are over all of R3 unless the domain of
integration is explicitly specified.
Organization of the paper. The paper is organized as follows. In Section 2 we reduce
the problem to the study of the case where the potential v satisfies an L1 condition. The
remainder of the paper is carried out under this assumption. We start by recalling basic
definitions and results about the scattering length a and related quantities in Section 3.
Then, in Section 4 we reformulate the many-body problem in a Fock space setting—see in
particular Theorem 4.1. This will allow us to use a simple version of Bogoliubov’s theory in
which the number of particles is not fixed. In Section 5 a localization to boxes of length scale
` ≈ 1/√ρµa is carried out. This is an important and delicate step since our proof requires the
localization to be carried out in such a way as not to lose the Neumann gap. The final result
of the section is Theorem 5.8 whereby all we have to study is the ground state energy of one
fixed box, which is the purpose of the remainder of the article. The main work is carried
out in Section 6. In Lemma 6.2 we estimate the terms in the Hamiltonian that are not
quadratic in excitations out of the constant function. The important point here is inspired
by the analysis of the Bogoliubov functional and consists of ‘completing a square’ relative to
the quartic term in the excitations. The terms remaining are quadratic, thus allowing us to
second quantize and use the Bogoliubov method. This we carry out in Section 7. Finally,
in Section 8 we put the pieces together to prove Theorem 6.1 which, using the first sections,
implies Theorem 1.1.
Acknowledgements. BB and JPS were partially supported by the Villum Centre of Ex-
cellence for the Mathematics of Quantum Theory (QMATH) and the ERC Advanced grant
321029. BB also gratefully acknowledges support from the DFG, Grant number AOBJ 643360
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KN 102013-1. SF was partially supported by a Sapere Aude grant from the Independent Re-
search Fund Denmark, Grant number DFF–4181-00221.
2 The simplified result
The main work of the manuscript will be carried out under an L1 assumption on the potential
v. This will allow us to have a well-defined Fourier transform of v (more precisely of the
function g related to the scattering length and defined in (3.18) below). However, bounds
will be uniform in the L1-norm of v. In this section we will state the simplified result—
Theorem 2.2 below—and show how the main result Theorem 1.1 follows from it.
Assumption 2.1. The potential v is non-negative and spherically symmetric, i.e. v(x) =
v(|x|) ≥ 0, and integrable with compact support. We fix R > 0 such that supp v ⊂ B(0, R).
Theorem 2.2. There exists a universal constant C > 0 such that if the potential v satisfies
Assumption 2.1, then
e(ρ˜ ) ≥ 4piρ˜ 2a
(
1− C(√ρ˜a3 +R2aρ˜ )) . (2.1)
We now prove that Theorem 1.1 follows from Theorem 2.2.
Proof of Theorem 1.1. Define the sequence of potentials
vn(x) := min{v(x), n}. (2.2)
Furthermore, let an be the scattering length of vn and let en(ρ˜ ) be the ground state energy
density of the Hamiltonian (1.1) with potential vn. From the definition of the ground state
energy density it is clear that e(ρ˜ ) ≥ en(ρ˜ ). Furthermore an (is well-defined and) satisfies
an ≤ a by the monotonicity of the scattering length.
Therefore, (1.2) follows from (2.1) (using that the constant C is independent of n) and
the fact that an → a, which follows from Lemma 3.2 below.
In Definition 3.3 below we define the scattering length for potentials with infinite range.
This is used in the following theorem where we give a lower bound for potentials with infinite
range. If the potential is sufficiently soft at infinity, then our bound on the ground state
energy density is compatible with (1.8), i.e. the Lee-Huang-Yang formula. Our proof is
based on a limiting argument and therefore we introduce the following notation for a given
potential v and R,R′ ≥ 0:
v≤R(x) := v(x)1{|x|≤R}, v>R(x) := v(x)1{|x|>R}, vR
′
>R(x) := v(x)1{R<|x|≤R′}. (2.3)
Theorem 2.3 (General version without finite range). There exists a universal constant C > 0
such that the following is true.
Suppose that v ∈ L1loc(R3) is positive, radial, and has a finite scattering length a. Then,
for all R ≥ 0 and with v≤R and v>R defined in (2.3), the scattering lengths a(v≤R) and
a(v>R) are finite and
e(ρ˜ ) ≥ 4piρ˜ 2
(
a− a(v>R)− Ca
(√
ρ˜a3 +R2aρ˜
))
. (2.4)
In particular, if v satisfies that a(v>Rρ˜) ≤ Ca
√
ρ˜a3, where Rρ˜ := (ρ˜a
3)−
1
4a, then
e(ρ˜ ) ≥ 4piρ˜ 2a
(
1− 3C
√
ρ˜a3
)
. (2.5)
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Remark 2.4. One can think of the last hypothesis of Theorem 2.3 as an assumption on the
decay of v. Recall the general inequality (3.4) below for the scattering length. Applying this
to vn>Rρ˜, where Rρ˜ := (ρ˜a
3)−
1
4a, and taking the limit in n we see that a(v>Rρ˜) ≤ Ca
√
ρ˜a3, if
v decays like |x|−5 (outside a compact set). So (2.5) is valid for potentials with this type of
decay.
Proof of Theorem 2.3. The finiteness of the scattering lengths a(v≤R), a(v>R) follows from
(3.11) below. Denote by eR(ρ˜) the thermodynamic ground state energy density in the poten-
tial v≤R. Then, using Theorem 1.1 for eR(ρ˜ ) and the monotonicity of the energy,
e(ρ˜ ) ≥ eR(ρ˜ ) ≥ 4pia(v≤R)ρ˜ 2
(
1− C
(√
ρ˜a(v≤R)3 +R2a(v≤R)ρ˜
))
. (2.6)
The estimate (2.5) now follows using the monotonicity of the scattering length and that
a ≥ a(v≤R) ≥ a− a(v>R) by (3.11) below.
3 The scattering length
In this short section we establish notation and results concerning the scattering length and
associated quantities. We refer to [11, Appendix C] for more details.
Definition 3.1. For a potential v : R3 → [0,+∞] positive, radial, measurable such that
v(x) = 0 for all |x| > R, the scattering length a = a(v) is defined by
4pia
1− a/R˜ = inf{
∫
{|x|≤R˜}
|∇ϕ(x)|2 + 1
2
v(x)|ϕ(x)|2 dx}. (3.1)
Here R˜ > R is arbitrary and the infimum is taken over
{ϕ ∈ H1(B(0, R˜) : ϕ|x|=R˜ = 1}. (3.2)
An analysis of the minimisation problem shows that a is independent of the choice of
R˜ > R and satisfies
a ≤ R. (3.3)
Also, one immediately sees from the minimization problem that
a ≤ 1
8pi
∫
v. (3.4)
Furthermore, there is a unique minimizer ϕ
v,R˜
in (3.1), which is radial and satisfies
ϕ
v,R˜
= (1− a/R˜)−1ϕv(x). Here the function ϕv(x) is independent of R˜, radial, non-negative,
monotone non-decreasing as a function of |x| and satisfies (in the sense of distributions on
the set where v is L1loc)
−∆ϕv + 1
2
vϕv = 0, and, for |x| ≥ R, ϕv(x) = 1− a|x| . (3.5)
Furthermore, if v˜ satisfies the requirements in Definition 3.1 and v ≥ v˜ ≥ 0, then (see [11,
Lemma C.2.C])
ϕv ≤ ϕv˜ and a(v) ≥ a(v˜) ≥ 0. (3.6)
We will need the following approximation result in our proof of Theorem 1.1.
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Lemma 3.2. Suppose v : R3 → [0,+∞] positive, radial, measurable such that v(x) = 0 for
all |x| > R and define
vn(x) := min{v(x), n}. (3.7)
Then the sequence of scattering lengths {a(vn)}n satisfies a(vn)↗ a(v) as n→∞.
Proof. It is immediate from the minimization problem in (3.1) that a(vn) is a monotone
non-decreasing sequence and that a(vn) ≤ a(v) for all n.
To prove the convergence of a(vn) towards a(v) we consider the minimizer ϕv,R˜ of (3.1)
for the potential v. Clearly, ϕ
v,R˜
= 0 a.e. on {x : v(x) =∞}, so∫
{x:v(x)=∞}
v(x)|ϕ
v,R˜
|2 dx = 0. (3.8)
Therefore, using ϕ
v,R˜
as a trial state for the minimization problem for a(vn), we find
4pia(v)
1− a(v)/R˜ −
4pia(vn)
1− a(vn)/R˜
≤ 1
2
∫
{x:v(x)≥n}
(v(x)− n)|ϕ
v,R˜
|2 dx→ 0, (3.9)
in the limit n→∞, where we used (3.8) to pass to the limit.
Definition 3.3. Let v : R3 → [0,+∞] be positive, radial, measurable. Then, the scattering
length a(v≤R), with v≤R(x) defined in (2.3), for all R ≥ 0 is well-defined, in the sense of
Definition 3.1. If the sequence {a(v≤R)}R converges, then we say that the potential v has
scattering length
a(v) := lim
R→∞
a(v≤R). (3.10)
Note that this definition agrees with Definition 3.1 if v has compact support. For 0 ≤
v ∈ L1loc(R3) and 0 ≤ R1 ≤ R2 we have the pointwise inequality v≤R1 ≤ v≤R2 . It is therefore
immediate from (3.6) that a(v≤R) is a non-decreasing function of R ≥ 0, implying that
limR→∞ a(v≤R) exists as soon as {a(v≤R)}R is bounded from above.
Lemma 3.4. Suppose that v ∈ L1loc(R3) is positive, radial, and has a finite scattering length
a(v) and define v≤R and v>R via (2.3). Then, for all R ≥ 0,
0 ≤ max{a(v≤R), a(v>R)} ≤ a(v) ≤ a(v≤R) + a(v>R). (3.11)
Proof. We fix R ≥ 0. Recall the definition of vn>R in (2.3). Since 0 ≤ vn>R ≤ v≤n it
follows easily from the existence of a(v) that the scattering length of v>R exists and satisfies
0 ≤ a(v>R) ≤ a(v). Since, for all n ≥ R, we have 0 ≤ v≤R ≤ v≤n, taking a limit gives
0 ≤ a(v≤R) ≤ a(v). To obtain the last inequality in (3.11) we use that a(v) in Definition 3.3
is defined via finite range potentials. With ϕn := ϕv≤n denoting the function defined around
(3.5) (and satisfying that equation since v ∈ L1loc(R3)) we get
8pia = 8pi lim
n→∞ a(v≤n) = limn→∞
∫
v≤nϕn. (3.12)
For R ≥ 0 still fixed and n ≥ R we split the integral in (3.12) as∫
v≤nϕn =
∫
v≤n1{|x|≤R}ϕn +
∫
v≤n1{|x|>R}ϕn =
∫
v≤Rϕn +
∫
vn>Rϕn. (3.13)
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For all n ≥ R we have v≤R ≤ vn and therefore, using (3.6),∫
v≤Rϕn ≤
∫
v≤Rϕv≤R = 8pia(v≤R). (3.14)
Since vn>R ≤ v≤n one more application of (3.6) gives ϕvn>R ≥ ϕn and therefore∫
vn>Rϕn ≤
∫
vn>Rϕvn>R = 8pia(v
n
>R). (3.15)
By definition we have lim
n→∞a(v
n
>R) = a(v>R) and thus we get the last inequality in (3.11) by
combining the inequalities above and going to the limit.
3.1 Scattering quantities for L1-potentials
We proceed to introduce some notation for quantities related to the scattering length which
will be used in the remainder of the paper. For potentials satisfying Assumption 2.1 we
reformulate the scattering equation in (3.5) as
(−∆ + 1
2
v(x))(1− ω(x)) = 0, with ω → 0, as |x| → ∞. (3.16)
The solution ω to this equation satisfies that ω(x) = a/|x| for x outside supp v. We will refer
to ω as the scattering solution. Furthermore, ω is radially symmetric and non-increasing with
0 ≤ ω(x) ≤ 1. (3.17)
We introduce the function
g = v(1− ω). (3.18)
The scattering equation can be reformulated as
−∆ω = 1
2
g. (3.19)
From this we deduce, using the divergence theorem, that
a = (8pi)−1
∫
g, (3.20)
and that the Fourier transform satisfies
ω̂(k) =
gˆ(k)
2k2
. (3.21)
4 An equivalent problem on Fock space
For convenience we reformulate the problem on Fock space.
Consider, for given ρµ > 0, the following operator Hρµ on the symmetric Fock space
Fs(L2(Λ)). The operator Hρµ commutes with particle number and satisfies, with Hρµ,N
denoting the restriction of Hρµ to the N -particle subspace of Fs(L2(Λ)),
Hρµ,N =
N∑
i=1
(
−∆i − ρµ
∫
R3
g(xi − y) dy
)
+
∑
i<j
v(xi − xj)
=
N∑
i=1
−∆i +
∑
i<j
v(xi − xj)− 8piaρµN. (4.1)
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Notice that the new term in Hρµ,N plays the role of a chemical potential justifying the
notation.
Define the corresponding ground state energy density,
e0(ρµ) := lim|Λ|→∞
|Λ|−1 inf
Ψ∈Fs\{0}
〈Ψ,HρµΨ〉
‖Ψ‖2 . (4.2)
We formulate the following result, which will be a consequence of Theorems 5.8 and 6.1.
Theorem 4.1. There exists a universal constant C > 0 such that the following is true.
Suppose v satisfies Assumption 2.1 and that ρµaR
2 ≤ C−1, ρµa3 ≤ C−1. Then the ground
state energy density of Hρµ satisfies that
e0(ρµ) ≥ 4piρ2µa
(
−1− C(ρµa3)1/2 − CρµaR2
)
. (4.3)
Proof of Theorem 2.2. It is easy to deduce Theorem 2.2 from Theorem 4.1. Clearly e(ρ˜ ) ≥ 0,
so it suffices to consider the case where ρ˜aR2 ≤ C−1.
By inserting the ground state of HN as a trial state in Hρµ one gets in the thermodynamic
limit that
e(ρ˜ ) ≥ e0(ρµ) + ρ˜ρµ
∫
g = e0(ρµ) + 8piaρ˜ρµ. (4.4)
For all ρµ ∈ (0, ρ˜ ] we may, in view of (3.3), insert the lower bound from Theorem 4.1 into
(4.4), which yields
e(ρ˜ ) ≥ 4pia
[
−ρ2µ − Cρ2µ(ρµa3)1/2 − Cρ2µaR2 + 2ρ˜ρµ
]
. (4.5)
At this point we can choose ρµ = ρ˜ to get (2.1).
5 Reduction to a small box
5.1 Setup and notation
The main part of the analysis will be carried out on a small box of size
` := K(ρµa)
−1/2, (5.1)
for some K > 0 to be chosen sufficiently small but independent of ρµ. In this section we will
carry out that localization. The main result is given at the end of the section as Theorem 5.8
which states that for a lower bound it suffices to consider a ‘box energy’, i.e. the ground
state energy of a Hamiltonian localized to a box of size `. For convenience, in Theorem 6.1
we state the bound on the box energy that will suffice in order to prove Theorem 4.1.
Let χ ∈ C∞c (R3) be an even localization function, satisfying
0 ≤ χ,
∫
χ2 = 1, suppχ ⊂ [−1/2, 1/2]3. (5.2)
The function χ will be fixed all through the paper. We will not try to optimize constants in
the choice of χ.
We define
χB(x) := χ(
x
`
) (5.3)
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and, for given u ∈ R3,
χu(x) := χ(
x
`
− u). (5.4)
Notice that χu localizes to the box B(u) := `u+ [−`/2, `/2]3.
We will also need the sharp localization function θu to the box B(u), i.e.
θu := 1B(u). (5.5)
Define Pu, Qu to be the orthogonal projections in L
2(R3) defined by
Puϕ := `
−3〈θu, ϕ〉θu, Quϕ := θuϕ− `−3〈θu, ϕ〉θu. (5.6)
Define furthermore
W (x) :=
v(x)
χ ∗ χ(x/`) . (5.7)
Since χ ∗ χ(0) = 1 by (5.2), we have
|χ ∗ χ(x)− 1| ≤ 1
2
, for all |x| ≤ D, (5.8)
where D only depends on χ. Therefore, W is well-defined by the finite range of v, for
R/` ≤ D, i.e., for
ρµaR
2 ≤ (KD)2. (5.9)
Note that this is no real restriction, as we mentioned after the statement of Theorem 1.1.
Define the localized potentials
wu(x, y) := χu(x)W (x− y)χu(y), w(x, y) := wu=0(x, y). (5.10)
Notice the translation invariance,
wu+τ (x, y) = wu(x− `τ, y − `τ). (5.11)
For some estimates it is convenient to invoke the scattering solution and thus we introduce
the notation, which again is well-defined for ρµ sufficiently small,
W1(x) := W (x)(1− ω(x)) = g(x)
χ ∗ χ(x/`) , w1(x, y) := w(x, y)(1− ω(x− y)) (5.12)
W2(x) := W (x)(1− ω2(x)) = g(x) + gω(x))
χ ∗ χ(x/`) , w2(x, y) := w(x, y)(1− ω
2(x− y)).
(5.13)
For ρµ sufficiently small a simple change of variables yields, for all u ∈ R3, the identities
1
2
`−6
∫∫
R3×R3
χ(
x
`
)χ(
y
`
)W1(x− y) dx dy = 1
2
`−6
∫∫
R3×R3
w1,u(x, y) dx dy
=
1
2
`−3
∫
g = 4pi
a
`3
=
1
2
`−3ĝ(0) (5.14)
and
1
2
`−6
∫∫
R3×R3
w2(x, y) dx dy =
1
2
`−3(ĝ(0) + ĝω(0)). (5.15)
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Lemma 5.1. There exists a constant C (depending on χ) such that for all u, and for all ρµ
such that (5.9) is satisfied, we have
max
x
∫
w1,u(x, y) dy ≤ Ca, (5.16)
max
x
∫
w2,u(x, y) dy ≤ Ca, (5.17)
and furthermore, for all x,
g(x) ≤W1(x) ≤ g(x)(1 + C(R/`)2). (5.18)
Proof. By translation invariance, it suffices to consider u = 0. By definition,∫
w2(x, y) dy ≤ 2
∫
w1(x, y) dy = 2χ(x/`)
∫
g(x− y)
χ ∗ χ((x− y)/`)χ(y/`) dy. (5.19)
Since supp v ⊂ B(0, R), χ ∗ χ(0) = 1 and χ ∗ χ is even, we get
0 ≤
∫
w1(x, y) dy =
∫
|x−y|<R
w1(x, y) dy
≤ (1 + C(R/`)2)−1χ(x/`)
∫
g(x− y)χ(y/`) dy ≤ ‖χ‖2∞(1 + C(R/`)2)−18pia.
The proof of (5.18) is similar and will be omitted.
5.2 Localization of the potential energy
Lemma 5.2 (Localization of potential energy). If (5.9) is satisfied, we have for all x1, . . . , xN ∈
Λ
N∑
i=1
−ρµ
∫
g(xi − y) dy +
∑
i<j
v(xi − xj)
=
∫
`−1(Λ+B(0,`/2))
[ N∑
i=1
−ρµ
∫
w1,u(xi, y) dy +
∑
i<j
wu(xi, xj)
]
du. (5.20)
Proof. We calculate, using xi, xj ∈ Λ,∫
`−1(Λ+B(0,`/2))
wu(xi, xj) du =
∫
`−1(Λ+B(0,`/2))
χ(
xi
`
− u)χ(xj
`
− u) duW (xi − xj)
= v(xi − xj). (5.21)
Here we used that if ‖xi − xj‖ ≤ R and ρµ is sufficiently small so that (5.9) is satisfied, then
the u-integral gives the (non-zero) convolution, which is the denominator in W . The other
term is similar.
5.3 Localization of the kinetic energy
In this subsection we prove a localization estimate on the kinetic energy in the box B(u)
centered at `u. The localized kinetic energy operator stems from Lemma 5.7 below and
becomes
Tu := Qu
[
χu
(−∆− Ckin`−2)+ χu + b`−2]Qu, (5.22)
11
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where b, Ckin > 0 are universal constants.
Note that Tu vanishes on constant functions. The last term in Tu will control the gap in
the kinetic energy, i.e. on functions orthogonal to constants in the box, Tu is bounded below
by at least b`−2. A key result to obtain (5.22) is the lemma below.
Lemma 5.3 (Abstract kinetic energy localization). Let K : R3 → [0,∞) be a symmetric,
polynomially bounded, continuous function, and define the operator T on L2(R3) by
T =
∫
R3
QuχuK(−i`∇)χuQu du, (5.23)
where χu is considered as a multiplication operator in configuration space. This T is transla-
tion invariant, i.e. a multiplication operator in Fourier space T = F (−i`∇), with
F (p) = (2pi)−3K ∗ |χ̂|2(p)− 2(2pi)−3θ̂(p)χ̂ ∗ (Kχ̂)(p) + (2pi)−3
(∫
K|χ̂|2
)
θ̂(p)2. (5.24)
In particular, we have F (0) = 0, F ≥ 0 and ∇F (0) = 0.
Remark 5.4. For simplicity, we have chosen to assume that χ ∈ C∞c whereby χ̂ has fast
decay. The same method works for localization functions with less regularity, the important
assumption for Lemma 5.3 being that the integral
∫ K|χ̂|2 converges. In the accompanying
paper [4] it will be important to use this flexibility.
Proof. By a simple scaling it is enough to consider ` = 1. This is a straightforward calculation.
Note that Qu has the integral kernel θu(y) [δ(y − x)− 1] θu(x). If we denote by Kˇ the inverse
Fourier transform of K in the sense of a tempered distribution, then the integral kernel of
the operator QuχuK(−i∇)χuQu is given by
χu(x)Kˇ(x− y)χu(y)− χu(x)[Kˇ ∗ χu](x)θu(y)
− θu(x)[Kˇ ∗ χu](y)χu(y) + θu(x)〈χu|K(−i∇)χu〉θu(y).
Thus the integral kernel of
∫
QuχuK(−i∇)χuQu du is given by
([χ ∗ χ]Kˇ)(x− y)− 2 (χ[Kˇ ∗ χ]) ∗ θ(x− y) + (2pi)−3(∫ K(p)χ̂(p)2 dp) θ ∗ θ(x− y),
where we used that
∫ K(p)χ̂(p)2 dp is finite by the choice of K and the decay of χ̂. We arrive
at the expression for F by calculating the inverse Fourier transform. The fact that F (0) = 0
follows since θ̂(0) =
∫
θ = 1 and
(2pi)3F (0) = 2
(∫
Kχ̂2
)
(1− θ̂(0))2 = 0.
That F ≥ 0 is a direct consequence of (5.23) since K is positive. Because F is differentiable
it follows that ∇F (0) = 0.
With ` = 1 this lemma is similar to the generalized IMS localization formula∫
R3
χuK(−i∇)χu du = (2pi)−3K ∗ |χ̂|2,
where K(p) = p2 gives the standard IMS formula since then (2pi)−3K ∗ |χ̂|2 = p2 + ∫ |∇χ|2.
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Corollary 5.5. With the same notation as above we have that∫
R3
Qu du = 1− θ̂(−i`∇)2, (5.25)
i.e. the operator
∫
R3 Qu du is the multiplication operator in Fourier space given by 1− θ̂(`p)2.
Proof. Simply take K = 1 and χ = θ in the above lemma which is allowed as noticed in
Remark 5.4.
We will use Lemma 5.3 for the function K(p) = [|p|2− s−2]+, where s > 0 is a sufficiently
small constant. Here u+ = max{u, 0} denotes the positive part of u.
Lemma 5.6. There exist constants C > 0 and s∗ > 0 (depending on the choice of χ) such
that for 0 < s ≤ s∗ and any ` > 0 we have the inequality for all ϕ ∈ H1(R3)
〈ϕ, Fs(| − i∇|)ϕ〉 ≥
∫
〈ϕ,Quχu(−∆− (s`)−2)+χuQuϕ〉 du, (5.26)
where
Fs(|p|) =
 (|p|2 − 12(s`)−2), if |p| ≥ 56(s`)−1,Csp2, if |p| < 56(s`)−1. (5.27)
Proof. By scaling we may assume ` = 1. We use (5.23) and (5.24) with K(p) = (|p|2− s−2)+.
Since we have chosen χ to be a Schwartz function, we have
∫ |p|2|χ̂|2 being finite and that
‖Kχ̂‖2 ≤ CNsN . For the first term in (5.24) we find
(2pi)−3K ∗ χ̂2(p) = (2pi)−3
∫
(|p− q|2 − s−2)χ̂2(q) dq + (2pi)−3
∫
[s−2 − p2 + 2pq − q2]+χ̂2(q) dq
≤ p2 − s−2 + [s−2 − 6
5
p2]+ +
5− 6
6
(2pi)−3
∫
q2χ̂2(q) dq
≤ p2 − s−2 + [s−2 − 6
5
p2]+,
where we used that t 7→ [t]+ is increasing and [a + b]+ ≤ [a]+ + [b]+. If |p| ≥ 56s−1 we thus
find
(2pi)−3K ∗ χ̂2(p) ≤ p2 − s−2 + 1
6
s−2 ≤ (p2 − 1
2
s−2)− 1
3
s−2. (5.28)
For the second term in (5.24) we find since θ̂ ≤ 1 that
|θ̂(p)χ̂ ∗ (Kχ̂)(p)| ≤ ‖χ̂‖2‖Kχ̂‖2 ≤ C. (5.29)
For the third term in (5.24) we have similarly
|θ̂(p)|2
∫
K|χ̂|2 ≤
∫
|q|2χ̂(q)2 dq ≤ C. (5.30)
For |p| ≥ 56s−1 we therefore have that the function F in (5.24) satisfies
F (p) ≤ (|p|2 − 1
2
s−2)− 1
3
s−2 + C.
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With s∗ sufficiently small we arrive at the first line in (5.27).
We turn to the proof of the second line in (5.27). We know that F (0) = ∇F (0) = 0. The
lemma follows from Taylor’s formula if we can show that for |p| < 56s−1, we have
|∂i∂jF (p)| ≤ Cs. (5.31)
(Actually, the same proof gives |∂i∂jF (p)| ≤ CNsN for any power N , but we do not need
this.) For the first term in (5.24) we therefore find for |p| < 56s−1,
|∂i∂j(K ∗ χ̂2)(p)| =
∣∣∣∣ ∫ (|p− q|2 − s−2)+∂i∂jχ̂2(q) dq∣∣∣∣
≤ C
∫
{|q|≥(6s)−1}
(s−2 + |q|2)∣∣∂i∂jχ̂2(q)∣∣ dq
≤ Cs,
where we used the fast decay of χ̂ to conclude.
For the second and third term in (5.24) we use the fact that for all i, j = 1, 2, 3 the
numbers
‖θ̂‖∞, ‖∂iθ̂‖∞, ‖∂i∂j θ̂‖∞,
∫
|χ̂|2,
∫
|∂iχ̂|2,
∫
|∂i∂jχ̂|2
are bounded by a constant. The same estimates that led to (5.29) and (5.30) then imply
(5.31).
Lemma 5.7. There exists a universal constant b > 0 such that if s is small enough, then for
all ϕ ∈ H10 (Λ) and all ` > 0
〈ϕ,−∆ϕ〉 ≥
∫
`−1(Λ+B(0,`/2))
〈
ϕ,Qu
[
χuK(−i∇)χu + b`−2
]
Quϕ
〉
du,
with K(p) = (|p|2 − 14(s`)−2)+.
Proof. We again consider ` = 1. By Corollary 5.5 and a Taylor expansion at p = 0, we have∫
Qu du ≤ β−1 −∆−∆ + β (5.32)
for a universal constant 0 < β < 1. We use Lemma 5.6 with s replaced by 2s. We then find∫
R3
Quχu(−∆− 1
4
s−2)+χuQu du+ b
∫
R3
Qu du ≤ F2s(| − i∇|) + bβ−1 −∆−∆ + β .
For |p| < (5/12)s−1 and s, b sufficiently small we get
F2s(p) + bβ
−1 p2
p2 + β
≤ Csp2 + bβ−1 p
2
p2 + β
≤ (Cs+ bβ−2)p2 ≤ p2.
For |p| ≥ (5/12)s−1 and s, b sufficiently small we get
F2s(p) + bβ
−1 p2
p2 + β
= (p2 − 1
8
s−2) + bβ−1
p2
p2 + β
≤ p2 − 1
8
s−2 + bβ−1 ≤ p2.
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5.4 The localized Hamiltonian
Let Tu be the localized kinetic energy operator, as defined in (5.22), ρµ such that (5.9) is
satisfied and define for (x1, . . . , xN ) ∈ R3N ,
Wu(x1, . . . , xN ) :=
N∑
i=1
−ρµ
∫
w1,u(xi, y) dy +
∑
i<j
wu(xi, xj). (5.33)
We also abbreviate
T := Tu=0, W(x1, . . . , xN ) :=Wu=0(x1, . . . , xN ). (5.34)
Define the operator HB,u(ρµ) on the symmetric Fock space over L2(R3) ⊃ L2(Λ), to preserve
particle number and satisfy that
(HB,u(ρµ))N =
N∑
i=1
Tu,i +Wu(x1, . . . , xN ). (5.35)
As above we abbreviate
HB(ρµ) := HB,u=0(ρµ).
We will also write
χB := χu=0 = χ( · /`).
Define the box energy and box energy density, by
EB(ρµ) := inf SpecHB(ρµ), (5.36)
eB(ρµ) := `
−3 inf SpecHB(ρµ) = `−3EB(ρµ). (5.37)
Notice that EB(ρµ), eB(ρµ) depend on the localization function χ—since T and W do—but
we choose not to let the notation reflect this dependence. With these conventions, we find
Theorem 5.8. If ρµ is sufficiently small so that (5.9) is satisfied, then we have
e0(ρµ) ≥ eB(ρµ). (5.38)
Proof. Note that (HB,u(ρµ))N and (HB,u′(ρµ))N are unitarily equivalent by (5.11).
From Lemma 5.2 and Lemma 5.7 we find that
Hρµ,N (ρµ) ≥
∫
`−1(Λ+B(0,`/2))
(HB,u(ρµ))N du ≥ `−3|Λ +B(0, `/2)|EB(ρµ). (5.39)
Now the desired result follows upon using that |Λ+B(0, `/2)|/|Λ| → 1 in the thermodynamic
limit.
6 Energy in the box
It is clear, using Theorem 5.8, that Theorem 4.1 is a consequence of the following theorem
on the box Hamiltonian.
Theorem 6.1. For a given localization function χ, there exist universal constants K0, C
′ > 0
so that the following is true. Suppose v satisfies Assumption 2.1 and choose K = K0 for the
parameter appearing in the definition of ` in (5.1). If R/` ≤ C ′ and (5.9) is satisfied, then
the box ground state energy density, eB(ρµ), satisfies the bound
eB(ρµ) ≥ −4piρ2µa− Cρ2µa(ρµa3)1/2 − Cρ3µa2R2. (6.1)
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Proof of Theorem 4.1 . We will show that Theorem 4.1 follows from Theorem 5.8 and Theo-
rem 6.1. Choose and fix a localization function χ ∈ C∞c (R3) as in (5.2). We take K = K0 in
the definition of ` and use Theorem 6.1 for this choice. Clearly (5.9) is automatically satisfied
if C ′ ≤ D. Now Theorem 4.1 follows using Theorem 5.8.
The remainder of this paper will be dedicated to collecting the ingredients that we need
for the proof of Theorem 6.1, which will be given in Section 8.
6.1 Particle numbers and densities
Recall the projections Pu, Qu defined in (5.6). Since now we are working on a fixed box
B = [− `2 , `2 ]3, we will just denote them by P and Q. Notice that P + Q =: IB is the
orthogonal projection, in L2(R3) onto the subspace of functions supported in B.
Define the operators
n :=
N∑
i=1
IB,i, n0 :=
N∑
i=1
Pi, n+ :=
N∑
i=1
Qi = n− n0.
Because the operator n commutes with HB(ρµ), we can restrict to eigenspaces of n and
therefore simultaneously treat n as an operator and a parameter.
Recall, that ρµ is the parameter introduced in (4.1). We define
ρ := n`−3, ρ+ := n+`−3, ρ0 := n0`−3. (6.2)
6.2 Estimates on non-quadratic terms
We can, for each j, write Ij = Pj + Qj . Inserting this on both sides of our operator and
expanding we will get a number of terms. These we will organize depending on the number
of Q’s involved. For an even finer decomposition of some of the terms we invoke the scat-
tering solution, ω. The leading order term in (6.1) will be obtained using the Bogoliubov
diagonalization carried out in Section 7. This diagonalization involves the terms quadratic in
Q from the localized kinetic energy and most of the terms quadratic in Q from the localized
potential energy. The aim here is to estimate the non-quadratic terms.
Lemma 6.2 (Potential energy decomposition). We have for ρµ such that (5.9) is satisfied
− ρµ
N∑
i=1
∫
w1(xi, y) dy +
1
2
∑
i 6=j
w(xi, xj) = Qren0 +Qren1 +Qren2 +Qren3 +Qren4 , (6.3)
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where
Qren4 :=
1
2
∑
i 6=j
[
QiQj + (PiPj + PiQj +QiPj)ω(xi − xj)
]
w(xi, xj)
×
[
QjQi + ω(xi − xj)(PjPi + PjQi +QjPi)
]
, (6.4)
Qren3 :=
∑
i 6=j
PiQjw1(xi, xj)QjQi + h.c., (6.5)
Qren2 :=
∑
i 6=j
PiQjw2(xi, xj)PjQi +
∑
i 6=j
PiQjw2(xi, xj)QjPi
− ρµ
N∑
i=1
Qi
∫
w1(xi, y) dyQi +
1
2
∑
i 6=j
(PiPjw1(xi, xj)QjQi + h.c.), (6.6)
Qren1 :=
∑
i 6=j
PjQiw2(xi, xj)PiPj − ρµ
∑
i
Qi
∫
w1(xi, y) dyPi + h.c., (6.7)
Qren0 :=
1
2
∑
i 6=j
PiPjw2(xi, xj)PjPi − ρµ
∑
i
Pi
∫
w1(xi, y) dyPi. (6.8)
Proof. The identity (6.3) follows from simple algebra using the identities Pi + Qi = 1i,
w1 = w(1− ω) and w2 = w(1− ω2). In fact it is easy to see that adding the terms in which
ρµ appears gives the one-body term in (6.3). Regarding the two-body term in (6.3) we first
insert 1i = Pi +Qi for all i on both sides of w(xi, xj) and organize the 16 resulting terms by
the number of Q’s occurring. Then, if three or less Q’s occur, we replace w by either w1 or
w2 and add a corresponding term to the 4-Q term.
Applying the decomposition of the potential energy in Lemma 6.2 we arrive at the fol-
lowing lemma by, in particular, applying a Cauchy-Schwarz inequality to absorb Qren3 in the
positive Qren4 -term.
Lemma 6.3. There is a constant C > 0, depending only on the localization function χ, such
that if ρµ satisfies (5.9), then
−ρµ
N∑
i=1
∫
w1(x, y) dy +
1
2
∑
i 6=j
w(xi, xj) ≥ A0 +A2 − Ca(ρµ + n0|B|−1)n+ (6.9)
where
A0 =
n0(n0 − 1)
2|B|
(
ĝ(0) + ĝω(0)
)−(ρµ n0|B| + 14
(
ρµ − n0 + 1|B|
)2)
|B|ĝ(0) (6.10)
and
A2 =
1
2
∑
i 6=j
PiPjw1(xi, xj)QjQi + h.c. (6.11)
Proof. We use the identity (6.3) and note that, since P is the projection onto constant
functions in the box,
Qren0 =
n0(n0 − 1)
2|B|2
∫∫
w2(x, y) dxdy − ρµ n0|B|
∫∫
w1(x, y) dxdy
=
n0(n0 − 1)
2|B|
(
ĝ(0) + ĝω(0)
)− ρµn0ĝ(0), (6.12)
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where we used (5.14) and (5.15) to get the last identity.
We will now show that
Qren1 +Qren3 +Qren4 ≥ −
1
4
(
ρµ − n0 + 1|B|
)2 ∫∫
w1(x, y) dxdy
− Can0|B|−1n+ − Caρµn+. (6.13)
Combining (6.12) with (6.13) and again using (5.14) we easily get
Qren0 +Qren1 +Qren3 +Qren4 ≥ A0 − Ca(ρµ + n0|B|−1)n+. (6.14)
We have, using Lemma 5.1,
0 ≤
∑
i,j
PiQjw1(xi, xj)QjPi = n0|B|−1
∑
j
QjχB(xj)W1 ∗ χB(xj)Qj ≤ Cn0n+`−3a‖χB‖2∞
or more generally using again Cauchy-Schwarz inequalities and Lemma 5.1, we have for all
k ∈ N ∪ {0}
0 ≤
∑
i,j
PiQj(w1ω
k)(xi, xj)QjPi ≤Cn0`−3a‖χB‖2∞n+, (6.15)
±
(∑
i,j
PiQj(w1ω
k)(xi, xj)PjQi + h.c.
)
≤ 2
∑
i,j
PiQj(w1ω
k)(xi, xj)QjPi
≤Cn0`−3a‖χB‖2∞n+, (6.16)
±
(∑
i,j
QiPj(w1ω
k)(xi, xj)PjPi + h.c.
)
≤
∑
i,j
QiPj(w1ω
k)(xi, xj)PjQi
+
∑
i,j
PiPj(w1ω
k)(xi, xj)PjPi
≤Cn0a`−3
(
‖χB‖2∞n+ + n0
)
, (6.17)
where we have abbreviated (w1ω
k)(x1, x2) = w1(x1, x2)ω(x1 − x2)k. We have∑
i,j
PiQjw1(xi, xj)QjQi =
∑
i,j
(
PiQjw1(xi, xj)
[
QjQi + ω(xi − xj)(PjPi + PjQi +QjPi)
])
−
∑
i,j
(
PiQjw1(xi, xj)ω(xi − xj)(PjPi + PjQi +QjPi)
)
(6.18)
and the same identity for the Hermitian conjugates. We estimate the first term in (6.18) (and
its Hermitian conjugate) using a Cauchy-Schwarz inequality
±
∑
i,j
(
PiQjw1(xi, xj)
[
QjQi + ω(xi − xj)(PjPi + PjQi +QjPi)
]
+ h.c.
)
≤ 1
2
Qren4 + C
∑
i 6=j
PiQjw(xi, xj)(1− ω(xi − xj))2QjPi
≤ 1
2
Qren4 + C
∑
i 6=j
PiQjw1(xi, xj)QjPi, (6.19)
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where we have used the pointwise inequality 0 ≤ ω ≤ 1 in the last inequality.
We estimate the second term in (6.18) (and its Hermitian conjugate) using a Cauchy-Schwarz
inequality
−
∑
i,j
(
PiQjw1(xi, xj)ω(xi − xj)(PjPi + PjQi +QjPi) + h.c.
)
(6.20)
≥ −
∑
i,j
(
PiQjw1(xi, xj)ω(xi − xj)PjPi + h.c.
)
− 4
∑
i,j
(
PiQjw1(xi, xj)ω(xi − xj)QjPi
)
.
Thus applying a Cauchy-Schwarz inequality, that Qren4 ≥ 0 and the estimates (6.15)-(6.16)
we arrive at
Qren3 +Qren4 ≥ −C
∑
i 6=j
PiQjw1(xi, xj)QjPi −
∑
i 6=j
(
PiQjw1ω(xi, xj)PjPi + h.c.
)
− 4
∑
i 6=j
PiQjw1ω(xi, xj)QjPi
≥ −
∑
i 6=j
(
PiQjw1ω(xi, xj)PjPi + h.c.
)
− Can0|B|−1n+‖χB‖2∞. (6.21)
Notice that if we rewrite Qren1 as
Qren1 = (n0|B|−1 − ρµ)
∑
i
QiχB(xi)W1 ∗ χB(xi)Pi + h.c.
+ n0|B|−1
∑
i
QiχB(xi)(W1ω) ∗ χB(xi)Pi + h.c., (6.22)
then the first term on the right side of (6.21) cancels the second line of (6.22).
Since
∑
i PiAiQin+ = (n+ + 1)
∑
i PiAiQi (for any bounded, self-adjoint one-particle
operator A), we have ∑
i
PiAiQip(n+) = p(n+ + 1)
∑
i
PiAiQi,
for any polynomial p. Hence, by a limiting argument,∑
i
PiAiQin+ =
∑
i
PiAiQi
√
n+
√
n+ =
√
n+ + 1
∑
i
PiAiQi
√
n+. (6.23)
With (6.23) at hand we estimate the remaining part of Qren1
|B|−1(n0 − ρµ|B|)
∑
i
QiχB(xi)W1 ∗ χB(xi)Pi + h.c.
= |B|−1(n01/2 + (ρµ|B|)1/2)
∑
i
QiχB(xi)W1 ∗ χB(xi)Pi((n0 + 1)1/2 − (ρµ|B|)1/2) + h.c.
≥ − 4|B|−1
(
n
1/2
0 + (ρµ|B|)1/2
)2∑
i
QiχB(xi)W1 ∗ χB(xi)Qi
− 1
4
|B|−1
(
(n0 + 1)
1/2 − (ρµ|B|)1/2
)2∑
i
PiχB(xi)W1 ∗ χB(xi)Pi. (6.24)
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The first term above we estimate as
− 4|B|−1
(
n
1/2
0 + (ρµ|B|)1/2
)2∑
i
QiχB(xi)W1 ∗ χB(xi)Qi (6.25)
≥ −C|B|−1(n0 + ρµ|B|)n+a‖χB‖2∞. (6.26)
We complete the proof of (6.13) by estimating the last term in (6.24)
− 1
4
n0
|B|2
(
(n0 + 1)
1/2 − (ρµ|B|)1/2
)2 ∫∫
w1(x, y) dxdy
= −1
4
n0
|B|2 ((n0 + 1)− ρµ|B|)
2 [(n0 + 1)
1/2 + (ρµ|B|)1/2]−2
∫∫
w1(x, y) dxdy
≥ −1
4
(
n0 + 1
|B| − ρµ
)2 ∫∫
w1(x, y) dxdy, (6.27)
which together with Qren0 gives the A0 term in the lemma.
Recalling that w2 = w1(1 + ω) ≤ 2w1 we absorb the first two terms in Qren2 into the last
term in (6.9) using again the same Cauchy-Schwarz as in the second inequality in (6.20).
Finally, the one-body term in Qren2 is estimated as
ρµ
∑
i
Qi
∫
w1(xi, y) dy Qi + h.c. ≤ Caρµn+‖χB‖2∞. (6.28)
7 Bogoliubov calculation
In this section, we will study the ‘effective Bogoliubov’ Hamiltonian, i.e. the remaining terms
quadratic in Q. We will assume that the number of particles n satisfies n ≤ M0ρµ`3, where
M0 is some fixed constant. In order to control the number of exited particles, n+, we separate
the ‘gap’ from the kinetic energy in (5.22), i.e. the constant term b`−2Q. This positive term
will be very important later—see the proof of Lemma 8.1 below. That is, we define HBog as
an operator on the Fock space such that on the N -particle sector we have
(HBog)N =
N∑
j=1
Tj − b`−2n+ +A2 (7.1)
with T from (5.22) and A2 from (6.11).
We will pass to a second quantized formalism in order to give an effective lower bound to
this operator. We define a0 as the annihilation operator associated to the condensate function
for the box B, i.e. for Ψ ∈ ⊗Ns L2 we have
(a0Ψ)(x2, . . . , xN ) :=
√
N
`3/2
∫
θ(y)Ψ(y, x2, . . . , xN ) dy.
Therefore,
〈Ψ, n0Ψ〉 = 〈Ψ | a∗0a0Ψ〉 =
N
`3
∫ ∣∣∣∣∫ θ(y)Ψ(y, x2, . . . , xN ) dy∣∣∣∣2 dx2 · · · dxN . (7.2)
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We define, for k ∈ R3,
bk := a
∗
0a(Q(e
ikxχB)) and b
∗
k := a(Q(e
ikxχB))
∗a0. (7.3)
Then,
[bk, bk′ ] = 0, ∀k, k′ ∈ R3, (7.4)
and
[bk, b
∗
k′ ] = a
∗
0a0〈Q(eikxχB), Q(eik
′xχB)〉 − a(Q(eik′xχB))∗a(Q(eikxχB)). (7.5)
In particular,
[bk, b
∗
k] ≤ a∗0a0
∫
χ2B = `
3a∗0a0. (7.6)
By a calculation similar to (7.2), we have
〈Ψ, (2pi)−3
∫
a(Q(eikxχB))
∗a(Q(eikxχB)) dkΨ〉 = 〈Ψ,
∑
i
QiχB(xi)
2QiΨ〉. (7.7)
Therefore, using (7.2) and [a0, a
∗
0] = 1, we find for Ψ ∈ ⊗Ns L2,
〈Ψ, (2pi)−3
∫
b∗kbk dkΨ〉 = 〈Ψ, (2pi)−3
∫
a(Q(eikxχB))
∗(n0 + 1)a(Q(eikxχB)) dkΨ〉
≤ N〈Ψ, (2pi)−3
∫
a(Q(eikxχB))
∗a(Q(eikxχB)) dkΨ〉. (7.8)
Therefore we get, using (7.7), ∫
b∗kbk dk ≤ Cnn+ , (7.9)
with C = ‖χB‖2∞. Furthermore, we introduce the Fourier multiplier corresponding to the
localized kinetic energy (after the separation of the constant term), i.e.
τ(k) :=
(|k|2 − Ckin`−2)+ (7.10)
allowing us to write
(HBog)N =
N∑
j=1
QB,jχBτ(−i∇)χBQB,j +A2. (7.11)
Lemma 7.1 (Lower bound by second quantized operator).
Suppose that (5.9) is satisfied. Then, with the notation above, in particular (7.1), we have
HBog ≥ HBog1 − Ca(ρ+ ρµ)n+, (7.12)
where C only depends on the localization function χ and with
HBog1 :=
1
2
(2pi)−3
∫
R3
A(k) (b∗kbk + b∗−kb−k)+ B(k) (b∗kb∗−k + bkb−k) dk. (7.13)
Here A(k) = 0 if n = 0 and otherwise we let
A(k) = 1
n
(
τ(k) + 16piρa+ ρµa
)
and B(k) = Ŵ1(k)
`3
. (7.14)
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Proof. We can write, with θ0 = 1B(0),
〈ϕ |Peikxχ(x/`)Qψ〉 = `−3〈ϕ | θ0〉〈θ0 | eikxχ(x/`)Qψ〉
= `−3〈ϕ | θ0〉〈Q(e−ikxχ(x/`)) |ψ〉
= `−3/2〈ϕ | b−kψ〉. (7.15)
Therefore, we see that the second quantization of Peikxχ(x/`)Q is `−3/2b−k.
An application of (7.9) yields
1
2
(2pi)−3
a
n
∫
(16piρ+ ρµ)
[
b∗kbk + b
∗
−kb−k
]
dk ≤ Ca(ρ+ ρµ)n+. (7.16)
Furthermore∑
j 6=s
PjPsw1(xj , xs)QsQj =
∑
j 6=s
(2pi)−3
∫
Ŵ1(k)(Pjχ(xj/`)e
ikxjQj)(Psχ(xs/`)e
−ikxsQs) dk
= (2pi)−3`−3
∫
Ŵ1(k)bkb−k dk. (7.17)
The term Qχτ(−i∇)χQ second quantizes as
Qχτ(−i∇)χQ = (2pi)−3
∫
R3
τ(k)a(Q(χeikx))∗a(Q(χeikx))dk.
Therefore we estimate
∑N
j=1Qjχτ(−i∇)χQj in terms of its second quantization as
N∑
j=1
Qjχτ(−i∇)χQj ≥ (2pi)−3
∫
R3
τ(k)a(Q(χeikx))∗
a0a
∗
0
n
a(Q(χeikx))dk
= (2pi)−3
∫
R3
τ(k)
n
b∗kbkdk
=
1
2
(2pi)−3
∫
τ(k)
n
[
b∗kbk + b
∗
−kb−k
]
dk. (7.18)
Here we used that bkψ = 0 if ψ is in the condensate allowing us to assume that n+ ≥ 1 such
that in fact a0a
∗
0 ≤ n. This finishes the proof of Lemma 7.1.
Lemma 7.2 (The Bogoliubov integral).
Assume that the number of particles n satisfies the bound n ≤ M0ρµ`3, where M0 is some
fixed constant. Then, for ρµ sufficiently small so that (5.9) is satisfied, we have
HBog1 ≥ −
1
2
`3ρ0ρĝω(0)− C1`3ρ0ρa
(
ρµa
3
)1/2 − C2`3ρ0ρaR2
`2
. (7.19)
Here C1 depends on M0, on the constant K from (5.1) and on the localization function χ,
while C2 only depends on K and χ.
Proof. Recall that in (7.13) we defined
HBog1 :=
1
2
(2pi)−3
∫
R3
A(k) (b∗kbk + b∗−kb−k)+ B(k) (b∗kb∗−k + bkb−k) dk, (7.20)
22
Bogoliubov calculation
where A(k) = 0 if n = 0 and otherwise we have
A(k) = τ(k)
n
+ a
16pi + ρµ/ρ
`3
and B(k) = Ŵ1(k)
`3
. (7.21)
By assumption ρ ≤ M0ρµ. We seek to apply the Bogoliubov method to estimate the
quadratic Hamiltonian, see Theorem A.1. In order to do so, we need to verify that the
condition −A < B ≤ A with the notation from (7.21) is satisfied. However, since |Ŵ1(k)| ≤
Ŵ1(0) = 8pia, this is trivial.
Notice for later use, that for all ρµ we have actually proved the bounds
|B|
A ≤
1
2
and A > 0. (7.22)
Therefore, we may apply Theorem A.1 to bound HBog1 . We obtain
HBog1 ≥
1
4
(2pi)−3
∫
R3
(
√
A(k)2 − B(k)2 −A(k))([bk, b∗k] + [b−k, b∗−k]) dk. (7.23)
We insert the bound [bk, b
∗
k] ≤ `3a∗0a0 = `3n0 from (7.6) and get
HBog1 ≥
1
2
(2pi)−3`3n0
∫
R3
√
A(k)2 − B(k)2 −A(k) dk. (7.24)
Notice that, using (7.22), there exists C > 0, such that∣∣∣∣√A(k)2 − B(k)2 −A(k) + B(k)22A(k)
∣∣∣∣ ≤ C B(k)4A(k)3 . (7.25)
Therefore, (7.19) follows, using Lemma 7.3 below, if we can prove that∫ ∣∣∣∣∣`3ρ−1 B(k)22A(k) − Ŵ1(k)22k2
∣∣∣∣∣ dk ≤ Ca√ρµa3, (7.26)
`3ρ−1
∫ B(k)4
A3(k) dk ≤ Ca
√
ρµa3, (7.27)
for some constant C independent of ρ and ρµ.
We first prove the bound in (7.26). Notice that∫ ∣∣∣∣∣`3ρ−1 B(k)22A(k) − Ŵ1(k)22k2
∣∣∣∣∣ dk =
∫ ∣∣∣∣∣ Ŵ1(k)22(τ(k) + ρa(16pi + ρµ/ρ)) − Ŵ1(k)
2
2k2
∣∣∣∣∣ dk. (7.28)
With T :=
√
2Ckin we split this integral into two parts, |k| ≥ T`−1 and the complement.
For |k| ≥ T`−1, we have
τ(k) = k2 − Ckin`−2, τ(k) ≥ 1
2
k2. (7.29)
Therefore, ∫
{|k|≥T`−1}
∣∣∣∣∣ Ŵ1(k)22(τ(k) + ρa(16pi + ρµ/ρ)) − Ŵ1(k)
2
2k2
∣∣∣∣∣ dk
≤ Ŵ1(0)2
∫
{|k|≥T`−1}
∣∣k2 − τ(k)− ρa(16pi + ρµ/ρ)∣∣
k4
dk
≤ Ŵ1(0)2
∫
{|k|≥T`−1}
Ckin`
−2 + (16piρ+ ρµ)a
k4
dk
= Ca
√
ρµa3, (7.30)
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where the constant in particular depends on M0 and K.
For |k| ≤ T`−1 (and ρµ sufficiently small) we drop τ(k) and estimate |Ŵ1(k)| ≤ Ŵ1(0) =
8pia. Therefore,∫
{|k|≤T`−1}
∣∣∣∣∣ Ŵ1(k)22(τ(k) + ρa(16pi + ρµ/ρ)) − Ŵ1(k)
2
2k2
∣∣∣∣∣ dk ≤ Ca√ρµa3, (7.31)
with C depending on K. This establishes the bound in (7.26).
The bound in (7.27) is analogous, and we will give fewer details. Notice that
`3ρ−1
B(k)4
A3(k) = ρ
2 Ŵ
4
1 (k)
(τ(k) + ρa(16pi + ρµ/ρ))3
. (7.32)
Upon making the same splitting as for the first integral, we see that for |k| ≤ T`−1 the
integrand can be bounded by Caρ−1µ leading to a bound of the right magnitude. For |k| ≥
T`−1 we again use (7.29) and find that the integrand is bounded by Cρ2µa4|k|−6. Upon
explicitly integrating this function we again find a bound of the right magnitude.
The following lemma was used in the proof of Lemma 7.2.
Lemma 7.3. We have, assuming that (5.9) is satisfied,∣∣∣∣∣(2pi)−3
∫
Ŵ1(k)
2
2k2
dk −
∫
g(x)ω(x)
∣∣∣∣∣ ≤ Ca(R/`)2, (7.33)
for some constant C (depending only on the localization function χ).
Proof. We have ω̂(k) = ĝ(k)
2k2
by (3.21). We calculate the difference between (2pi)−3
∫
gˆ(k)ω̂(k) dk
and (2pi)−3
∫ Ŵ 21 (k)
2k2
dk using the Fourier transformation and (5.18),∣∣∣∣∣
∫
Ŵ 21 (k)− ĝ2(k)
k2
dk
∣∣∣∣∣ = C0
∣∣∣∣∫∫ (W1 − g)(x)(W1 + g)(y)|x− y| dx dy
∣∣∣∣
≤ C0CR
2
`2
(2 + C
R2
`2
)
∫∫
g(x)g(y)
|x− y| dx dy
= 2C
R2
`2
(2 + C
R2
`2
)
∫
ĝ(k)ω̂(k) dk. (7.34)
Now the lemma follows from the Parseval identity using that ω(x) ≤ 1 and that (5.9) implies
a bound on R/`.
8 Estimating the energy
Lemma 8.1. For a given localization function χ there exists a universal constant K0 so that
the following is true for any K ∈ (0,K0]. If R/` is sufficiently small, so that in particular
(5.9) is satisfied, and if Ψ is normalized and an eigenstate for n with ρ ≤ 20ρµ, then we have
`−3〈Ψ,HB(ρµ)Ψ〉
≥ −4piaρ2µ +
1
4
(ρ− ρµ)2ĝ(0)− Cρ2µa
[ (
ρµa
3
)1/2
+
R2
`2
]
. (8.1)
Here the constant C is allowed to depend on K.
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Proof. We estimate the term A0 in (6.10) as
|B|−1〈Ψ, A0Ψ〉 ≥ 1
2
ρ2
(
ĝ(0) + ĝω(0)
)− (ρµρ+ 1
4
(ρ− ρµ)2
)
ĝ(0)
− C(ρρ+ + |B|−2 + (ρ+ ρµ)|B|−1)a. (8.2)
Since by assumption ρ ≤ 20ρµ, we may apply Lemma 7.2 with the choice M0 = 20. We
combine this with the estimates in (6.9), (7.1), (7.12) and (7.19) and get (using again the
bound on ρ/ρµ)
|B|−1〈Ψ,HB(ρµ)Ψ〉 ≥ − ĝ(0)
2
ρ2µ +
ĝ(0)
4
(ρ− ρµ)2 + (b`−2 − C ′ρµa)ρ+
− Cρ2µa
[ (
ρµa
3
)1/2
+
R2
`2
]
. (8.3)
Here the constant C only depends on K and the localization function χ while the constant
C ′ is independent of K. Lemma 8.1 now follows using the definition of `, if we define K0 as
the largest choice of K for which the coefficient to ρ+ becomes positive.
Using Lemma 8.1 we can now finally give a good estimate on the number n of particles
in the box.
Lemma 8.2 (Upper bound on n). Let K ∈ (0,K0] with K0 as in Lemma 8.1. If R/` is
sufficiently small, so that in particular (5.9) is satisfied, and Ψ is a normalized eigenvector
for n satisfying
〈Ψ,HB(ρµ)Ψ〉 < 0, (8.4)
then we have ρ/ρµ ≤ 20.
Proof. Using Lemma 8.1 we only have to consider the case n ≥ 20ρµ`3. We can now
split the particles into a number m of groups, each having particle number in the inter-
val [5ρµ`
3, 20ρµ`
3]. Omitting the positive interaction between particles in different groups
gives the lower bound
〈Ψ,HB(ρµ)Ψ〉 ≥ mG, (8.5)
where
G = inf
{
〈Ψ′,HB(ρµ)Ψ′〉 |Ψ′ has n′ particles in the box B, with n′ ∈ [5ρµ`3, 20ρµ`3]
}
.
We now argue that G ≥ 0 if R/` is chosen sufficiently small. To see this we insert n′
`3
≥ 5ρµ
into (8.3) and note that the resulting coefficient in front of the ρ2µ-term becomes positive if
R/` is sufficiently small. The other terms are either positive or higher powers in ρµa
3. Since
R2/`2 ≤ K−2ρµaR2 this finishes the proof.
Proof of Theorem 6.1. To obtain Theorem 6.1 we apply Lemma 8.1, where the value of K0
indirectly is determined, and Lemma 8.2 to each N -particle subspace of Fs(L2(Λ)).
Remark 8.3. Notice that Theorem 6.1 also could have been formulated for fixed χ and
K ∈ (0,K0). Then, if R/` is sufficiently small, so that in particular (5.9) is satisfied, the
final arguments in the proof of Theorem 6.1 imply the bounds
0 ≤ ( n|B| − ρµ)
2a+ ρµρ+a+ 〈Ψ,Qren4 Ψ〉|B|−1 ≤ Cρ2µa
(√
ρµa3 +
R2
`2
)
(8.6)
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for any normalized n-eigenvector, Ψ, satisfying
|B|−1〈Ψ,HB(ρµ)Ψ〉 ≤ −4piaρ2µ + Cρ2µa
(√
ρµa3 +
R2
`2
)
, (8.7)
where the constants in (8.6) and (8.7) are allowed to depend on χ and K.
A Bogoliubov method
In this section we recall a simple consequence of the Bogoliubov method. In [4] we use the
following version (and allow B = −A if κ = 0)—see also [12, Theorem 6.3].
Theorem A.1 (Simple case of Bogoliubov’s method).
For arbitrary A,B ∈ R satisfying A > 0, −A < B ≤ A and κ ∈ C we have the operator
inequality
A(b∗+b+ + b∗−b−) + B(b∗+b∗− + b+b−) + κ(b∗+ + b−) + κ(b+ + b∗−)
≥ −1
2
(A−
√
A2 − B2)([b+, b∗+] + [b−, b∗−])−
2|κ|2
A+ B ,
where b± are operators on a Hilbert space satisfying [b+, b−] = 0.
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