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Abstract
Quantitative high-resolution electron microscopy and electron amorphography were
used to investigate the metamictization of crystalline silica precursors and the struc-
tures of metamict silicas. Various polymorphs of crystalline silica, including quartz,
cristobalite and tridymite, were examined, as well as some other forms of aperiodic
silica such as vitreous silica, thermally-grown, and CVD-grown silica films on silicon
substrates.
Two major morphologies were observed in the crystalline-to-metamict transfor-
mation: in one, gradual transformation occurred without sharp boundaries visible
between crystalline and metamict regions in images; in the other, sharp boundaries
were visible. In quartz, both morphologies were observed, but in cristobalite and
tridymite only the former was observed. Both forms of morphological evolution in
quartz were attributed to nucleation-and-growth of amorphous inclusions via radi-
olysis. The appearance of a gradual transformation arises because the crystalline-
mietamict boundary is not parallel to the incident electron beam direction.
Systematic image simulations were carried out to aid in the interpretation of
experimental micrographs. It was also found that when the crystalline portion is
greater than about one third of the specimen in thickness, the image may appear to
be from wholly crystalline material, and the amorphous portion may not be detected
in the images.
Electron amorphography was developed and performed using energy-filtered elec-
tron diffraction data from the metamict states, collected in a scanning transmission
electron microscope equipped with an electron energy-loss spectrometer. Exact for-
mulae and numerical procedures were established to use the data to obtain radial
distribution functions to characterize the metamict structures at the atomic level.
By comparing the radial distribution functions for vitreous silica, electron-metamict
quartz, and neutron-metamict quartz, it was found that, in the metamict states,
a continuous-random-network structure was mostly preserved, but the coordination
number for Si-O bonding was reduced in electron- and neutron-metamict quartz sam-
ples.
In metamict cristobalite and metamict tridymite, the continuous random network
structure was found to have been preserved also. Similar features were also recogniz-
able in amorphous Si0 2 thin films grown on Si substrates.
A new theory for the relationship of the first sharp diffraction peak to medium-
range order in terms of ring contents is proposed. For electron metamict silicas,
it is suggested that six-membered rings are indeed the dominant ones, as indicated
by the position of the first sharp diffraction peaks in various samples. In Si + ion-
implanted quartz, however, the dominant rings are deduced to be of smaller size,
which is consistent with the fact that the final product is Si rich.
In comparison to X-ray and neutron amorphographies, electron amorphography of-
fers certain unique features and advantages; for example, imaging can be performed si-
multaneously to provide complementary structural information and statistically valid
data can be collected from microvolumes or thin films.
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Chapter 1
Introduction
The term Metamict' was initially introduced in 1893 by Norwegian mineralogist W.C.
Brogger [10] in a Danish encyclopedia to classify a new class of naturally occurring
amorphous materials (porodine, hyaline and metamikte) which, while retaining reg-
ular crystalline habit, exhibited glass-like properties, such as isotropic optical behav-
ior, lower than normal density, conchoidal fracture, etc. These phenomena were later
found [57] to be the result of damage from recoil a-emitting radionuclides accumu-
lating over geologic periods in the specimens in question [37]. In these minerals there
are normally appreciable concentration of radioactive elements, such as Th or U, and
their decay products display extensive evidence of radiation damage.
The fact that all forms of silicon dioxide under high doses of artificial radiations
are transformed to an optically isotropic, glass-like material with virtually identical
density [161], thermal expansion, elastic properties and absence of Bragg peaks in
diffraction pattern led to the proposal [84, 114] that external particle irradiation also
produces a new phase of silicon dioxide which is independent of the original phase
before irradiation - metamict silica.
1amorphous because of the disruption of the crystal structure by radiation from contained or
nearby radioactive atoms [157]
1.1 Motivations for Study
Radiation effects are seen in many materials processing techniques, such as sputter-
ing (ion-induced target corrosion), sputter deposition coating, ion implantation in
semiconductors, ion-induced mixing of layered materials, to give a few examples. Ir-
radiation of materials often alters atomic arrangements. This has important impact
on many materials applications, such as nuclear fission power reactors, nuclear fusion
systems, nuclear waste isolation media, accelerator targets, apertures, beam pipes,
and macroscopic energy storage in irradiated materials, etc. Materials performance
may change as a result of irradiation; for example, in micro-electronics where exposure
of metal/oxide/silicon (MOS) integrated circuits to ionizing radiation can seriously
degrade their performance [109], or other applications such as in nuclear waste stor-
age [69] and frequency control [79]. Radiation effects also underlie many modern
analytical techniques, such as secondary ion mass spectroscopy, surface analysis by
ion beam scattering, and ion crystallography.
Silicas (SiO 2) are among the most abundant substances existing in earth. A large
fraction of the earth crust contains silicas and allied silicates. Various forms of silica
are also the basic constituents of many natural minerals. Technologically silicas are
good insulators due to their wide band gap (- 8.0 eV) [60] and they are also important
in many applications, especially in microelectronics [156].
Radiation effects in silicas have been long of interest for two major reasons. From
the viewpoint of technology, silicas have been widely used in many fields, such as fiber
optics, optical lenses, windows, large mirror optics, insulating layer in metal-oxide-
semiconductor (MOS) devices, nuclear waste forms, etc., and radiation effects cause
significant changes in materials properties. From the viewpoint of science, silicas offer
a, simple prototype for beginning to understand more complex systems.
1.2 Radiation Damage
In nature, all materials are being exposed to external irradiations, both electromag-
netic and particle bombardment. In the case of particle irradiation, the primary event
(primary interaction of the constituents of irradiated material with the incident parti-
cles) takes place typically at a time scale of less than 1 femtosecond. The dissipation
of the primary kinetic energy normally occurs within the next 0.1 picoseconds or so,
while the evolution of the nascest damage state takes typically 0.1 picoseconds to 1
second.
In general, the structural evolution of irradiated materials can be classified into
four major phases: (a) collisional; (b) relaxation and thermal equilibration; (c) micro-
and chemical structural development; and (d) property changes of the irradiated
materials.
There are two fundamental primary events in causing atomic displacements in
solid materials under irradiation: knock-on displacement and radiolysis.
.1.2.1 Knock-on damage
In knock-on events, the momentum of incident radiations is transferred to the recoil
atoms via mechanical collision. The kinetic energy of the incident particles transferred
to the recoiled atoms is governed by the conservation laws for energy and momentum
in elastic collisions, where no kinetic energy is transferred into other forms of energy.
The maximum energy that a recoil atom can acquire is [62]
4mMS £
Tm = M)( 1 + ) , (1.1)(m + M) 2 2mc2
where E is the energy of the incident particle, c is the speed of light, m and M are
the masses of the incident particle and the recoil atom, respectively. When the ac-
quired energy is high enough, cascade collision damage often occurs, where secondary
recoil atoms are also displaced from their equilibrium positions. This mechanism
is responsible for atomic displacements in all metallic materials and most inorganic
solids.
When the incident radiation is fast electrons, equation (1.1) becomes [151]
Tm = 2147.75(1.022 + £)/A , (1.2)
where A is the atomic mass number of the recoil atom, and Tm is in eV and E
in MeV. For silicas, the threshold energies S for displacement of oxygen (0) and
silicon (Si) atoms are about 64 keV and 197 keV, respectively [119], corresponding
to displacement energies Tm about 9.3 eV and 18.6 eV, respectively.
However, it does not follow that the predominant damage mechanism will be
knock-on displacements whenever Tm exceeds the displacement energy for knock-on
events. This is because even heavy ions dissipate far more energy in electronic pro-
cesses than in direct nuclear displacements. Which process dominates the production
of point defects is very much dependent on the materials being examined, and must
be determined by experiment.
.1.2.2 Radiolysis
Radiolytic processes are those in which atomic rearrangements take place "driven"
by the energy given up when electrons and holes recombine nonradioactively [55]. In
non-metals, an electron can be excited from the valence band to a higher energy state
in which the electron is either not bound or still bound by the Coulomb attraction to
the hole that the electron leaves in the valence band. The former case gives rise to an
excited state with a distinct ionization energy, and the latter case creates a neutral
unit, the bound electron-hole pair or exciton, with a slightly lower energy.
In radiolytic mechanisms, electrons (holes) excited to a higher (lower) energy band
by light or other external irradiation rapidly thermalize, i.e., fall into lower (higher)
energy levels in the same band, usually with the emission of phonons [11]. The
electron ends up in the bottom of the conduction band and the hole in the top of the
valence band; the difference in energy is the band gap Eg (or slightly less if an exciton
is formed). They recombine and emit a phonon with the same energy eg, or they
recombine to emit many phonons. For large band gaps, the former process is more
probable than the latter because multiphonon emission, being a high order process,
is not very probable [11].
When the radiationless recombination phonon has a higher energy than the bond-
ing energy in the structure, radiolysis may occur. However, this is just one of the
necessary conditions. For radiolysis to occur, in general four conditions have to be
met [18]:
1. an electronic excitation must be localized to one or at most a few atom sites;
2. the excitation must have a lifetime (N 0.1 ps) comparable with phonon periods
in order to couple into a mechanical response of nuclear masses;
3. the available excitation energy must be comparable to the atom displacement
energy in its excited states, Td*;
4. an energy -- momentum conversion mechanism must exist and compete favor-
ably with other excitation decay modes such as recombination luminescence.
Radiolysis is responsible for most of the radiation damage in organic materials,
and a few other insulators, notably halides.
1.3 Structure of Silica and its Polymorphs
Silica (silicon dioxide) is a highly covalent bonding material, in which the covalent
bond is highly directional with well-defined bond length. Silica materials exist in
many polymorphic forms under various conditions, which are represented on the phase
diagrams [38] (Fig. 1-1).
Silica can also easily form glassy structures where no long-range spatial correlation
in atomic positions exists. Common to all the polymorphs of silica except stishovite
(a high pressure form with the rutile structure), the structures can be described by
corner-sharing of almost regular Si0 4 tetrahedra. In each such tetrahedron, a Si atom
sits at the center while four O atoms sit at the four corners. The connections to the
'a
Temperature *C
Figure 1-1: Phase diagram of silica (after Fenner 1913).
nearest neighboring SiO 4 tetrahedra, however, still have two degrees of freedom in
rotation, the rotation angles of 0 and b, as illustrated in Fig. 1-2. In stishovite, the
structure is composed of distorted octahedra, and both edge- and corner-sharing exist
in network connectivity forming the network structure.
In Table 1.1 the crystallographic data and density are listed for quartz, tridymite,
cristobalite, coesite and stishovite. The last column Z is the number of units of
composition (SiO 2) contained in a unit cell in the corresponding polymorph.
1.3.1 Quartz
a-quartz is the stable phase of silica at ambient conditions. The crystal structure [158,
86] has a trigonal symmetry, belonging to the enantiomorphous class 32 with lattice
parameters a = 0.491 nm, c = 0.540 nm, and space group P3 121 or P3 221 according
to its right- or left-handedness. It is composed of corner-sharing SiO 4 tetrahedra.
The density of quartz is 2.65 g/cm3 , and each unit cell contains 3 composition units
of SiO 2.
The high temperature form of quartz (/-quartz) has hexagonal symmetry with
space group of P6 222 or P6 422, which can be derived from the a-quartz structure by
rearranging the relative connecting angles of the SiO 4 tetrahedra without breaking
any bond.
The structure is shown schematically in Fig. 1-3. In quartz, there are both six-
and eight-membered rings [94].
1.3.2 Tridymite
The high temperature form of tridymite, 0-tridymite, is hexagonal with space group
P6 3/mmc with lattice parameters a = 0.503 nm, c = 0.822 nm; each unit cell contains
four SiO 2 composition units [43]. The structure is best regarded [27] as formed by
the linkage of sheets parallel to (001) plane, one of which is illustrated in Fig. 1-4(a).
The sheet is formed by an open network of SiO 4 tetrahedra, sharing oxygens to form
six-membered rings. The triangular bases of all tetrahedra lie in the (001) plane
Si - 0 : 0.16 nm
0 - 0 : 0.26 nm
Figure 1-2: Connection of Si0 4 tetrahedra in corner-sharing network structures of
Si0 2.
ci:
10
O
C)
cn
N
N
-4
LO
-4
10
O
ctN
4;
06
o,
C1
N
r-4
--4
M
00
C)
0
4-;
N
N
N
-4
N
N6
10
6
106)30
Ecy
4-Qýt-
NC
0l'--
c.
ct
.O
N
O
4,
N
N
0
0
C0
4-
4-;0
. ;
N
N
o
oo
cq
4-
'-4t-4-
8
N
C0
o
00
r-4
00
0
.:4-
CI:
N
o
Cbo
'-z
a - -4
aC~ ©
O I
.Si a.Oxypn
SiO 4 tetrahedron
Figure 1-3: Crystal structures of (a)
Bold lines outline a unit cell in the a,
a- and (b)
b plane.
3-quartz (after Deer et al. 1963).
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Figure 1-4: (a). Crystal structure of 3f-tridymite in [001] projection (after Deer et al.
1963). A unit cell in the a, b plane is outlined in bold lines.
Continuation of Fig. 1-4
Figure 1-4: (b). Crystal structure of /3-tridymite in perspective (after Smyth and
Bish 1988).
but their apices point alternately in opposite directions. Successive parallel sheets
of tetrahedra sharing apical oxygens are related by mirror planes passing through
them, so that the silicons and basal oxygens of a downward pointing tetrahedron in
one sheet lie directly above those of an upward pointing tetrahedron in the sheet
below, as illustrated in Fig. 1-4(b) where four layers are shown. In the ideal structure
the c axis will be four times the height of a tetrahedron standing on its base, and
the a axis twice the tetrahedral edge, so that c/a should be 2V2/3 (= 1.633), the
values quoted above give c/a = 1.634. In the actual structure, the SiO 4 tetrahedra
are not necessarily regular, but since the silicon atoms lie on inverse hexad axes the
tetrahedron must have a triad axis parallel to the c-axis. Passing through the centers
of the six-membered rings of tetrahedra are vertical screw diads. In addition to the
horizontal mirror plane, the structure has vertical mirror and glide planes and it is
centro-symmetric. However, minor deviations from the ideal structure are possible.
The low temperature form, the a-tridymite, has a much more complex structure.
It has been found to be different for different samples [78, 80]. But, as in the case
of quartz, there is no bond-breaking in the transformation between low- and high-
tridymite, so the six-membered ring structure is conserved in the low-tridymite. But
the relative orientations in tetrahedral connections are largely modified.
1.3.3 Cristobalite
Cristobalite has, like tridymite, a very open structure consisting of six-membered
rings of SiO 4 tetrahedra. For the idealized 0-cristobalite structure [168], it is based
upon similar sheets of SiO 4 tetrahedra which are again linked by Si-O-Si corner shar-
ing bonds that are normal to the basal plane; but the basal oxygens of a tetrahedron,
instead of being directly superimposed on, are rotated by 600 with respect to the basal
oxygens of the tetrahedron below it. Therefore, so far as the oxygen layers are con-
cerned, although these layers are not closely packed, their relationship in tridymite
and cristobalite is similar to hexagonal and cubic close packing respectively. The
structural arrangements are also analogous to those of wurtzite and sphalerite re-
spectively. The repeat distance perpendicular to the basal plane in cristobalite is
b7-1 A
S... Si
o Oxygen
Stetrahedron
Figure 1-5: Crystal structure of 0-cristobalite. (a) a-cristobalite and (b) 3-cristobalite
(after Deer et al. 1963).
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Table 1.2: Topological structures of silica polymorphs.
Polymorph :Density Primitive Ring Content Stability Range
quartz 2.65 6 6-rings Low Temperature (537-870 0C)
40 8-rings
tridymite 2.22 12 6-rings High Temperature (870-1470 0C)
cristobalite 2.21 12 6-rings High Temperature (1470-1720 0C)
the height of six tetrahedra instead of four as in tridymite. The idealized struc-
ture of 0-cristobalite [118] has therefore in fact cubic symmetry (Fd3m) and can
be alternatively described with a cubic cell containing eight SiO 2 composition units.
The idealized structure described above is not in fact possible, since it involves an
exceptionally small Si-O distance [27]; small deviations must be introduced to accom-
modate experimentally determined values, which result in the space group of 142d
'with a tetragonal lattice with a = 0.504 nm; c = 0.713 nm at 270 oC, while the
average structure can be described by the idealized F43m structure [167]. Figure 1-5
shows the crystal structure of /-cristobalite.
The low temperature form, the a-cristobalite, was determined to be tetragonal
with space group P4 121 or its enantiomorph P4 321, with lattice parameters a =
0.498 nm, c = 0.694 nm, which is a more distorted form of the 3-cristobalite [29].
The structure is composed of only six-membered rings.
1.3.4 Topological descriptions
Though the crystal structures of various polymorphs of silicas can be well described
by their symmetry groups, this description does not stress many of the similarities
that are common to all polymorphs. Marians and Hobbs used a different language to
describe the structures of silicas, including vitreous forms. Central to this description
are ring structures and local clusters [94, 95]. Figure 1-6 shows schematically the
three-, four-, five-, six-, seven-, and eight-membered rings respectively in Figs. 1-6(a-
f).
(b) (c)
(d) (e) (f)
Figure 1-6: Primitive rings of (a) three-fold; (b) four-fold; (c) five-fold; (d) six-fold;
(e) seven-fold; and (f) eight-fold.
(a)
In Table 1.2 the ring structures for the three silica polymorphs depicted above are
given [95].
There is also the possibility for many defects in these structures, but the rather
rigid structural forms impede diffusion of lattice atoms, exchange of lattice positions
or recombination of an interstitial-vacancy pair. These involve rupture and reforma-
tion of bonds which oppose small-scale atomic rearrangements. The major defects
existing in these materials are normally associated with (and locked into position by)
impurities.
1.3.5 Vitreous silica
The corresponding understanding of the structure of amorphous materials is, however,
much poorer than that of crystalline materials. For vitreous silica (v-SiO 2), which is
the best understood oxide glass so far, after about sixty years of continuous effort since
Zachariasen proposed in 1932 his continuous random network model [170] and the
first X-ray diffraction experimental analysis in 1936 in support of the model reported
by Warren, Krutter and Morningstar [153], we still do not yet fully understand the
atomic structural arrangements beyond the nearest neighbor connection. Though
much progress has been made since Zachariasen stated "It must be frankly admitted
that we know practically nothing about the atomic arrangement in glasses," the fact
that Zachariasen's original sketchy drawing to illustrate Be20 3 structures (reproduced
one more time here in Fig. 1-7) is still very often used to represent a glassy structure
for general purposes conforms the slow progress. Zachariasen also proposed three
necessary rules under which an oxide glass may form:
1. the materials must contain a high percentage of cations which are surrounded
by oxygen tetrahedra or by oxygen triangle;
2. these tetrahedra or triangles share only corners with each other;
3. some oxygen atoms are linked to only two such cations and do not form further
bonds with any other cations.
(a)
(b)
Figure 1-7: (a) Zachariasen model for oxide glasses (after Zachariasen 1932) and (b)
corresponding figure in the form of triangle rafts (after Shackelford 1983).
In an amorphous solid, there is still some structural order present. Here "order"
is used to refer to topological correlations in atomic positions, as opposed to the often
assumed "random" atomic arrangement.
In a hierarchical classification [34], the short-range order (SRO) refers to the length
scale in the range of 0.2 - 0.5 nm; and medium-range order (MRO) in the range of
0.5 - 2.0 nm; and long-range order (LRO) beyond 2.0 nm.
In the network structures of silicas, the short-range order is represented by the
nearest-neighbor configurations, viz the SiO 4 tetrahedron, which is the basic building
unit in all silicas except stishovite. Including the vitreous states, short-range order is
well maintained in all structures.
Medium-range order, on the other hand, is not well defined in amorphous silicas.
Here the MRO is represented by tetrahedral connections. Although it has been well
accepted that the network structure is formed by corner-sharing of SiO 4 tetrahedra,
the connections are not well defined.
Long-range order exists only in crystalline states, where atomic positions are speci-
fied by the structure of unit cell and the translational symmetry of the crystal lattices.
Short-range order in silicas has been quite well understood by examining the radial
distribution functions. Medium-range order, however, is still elusive [33].
The Zachariasen rules concern only the short-range order, which is apparently
not enough to determine the structure of glasses, since many features of amorphous
materials cannot be determined alone by their short-range order. For instance, the
short-range order alone does not determine even the macroscopic density of oxide
glasses [133].
In the medium-range order, one feature that has been recognized is the presence
of structural rings, ranging from the smallest possible three-membered ring, to rings
composed of larger number of tetrahedra.
Various diffraction approaches have been applied to deduce the structure of vitre-
ous silica. Among these are the first X-ray diffraction RDF analysis (qmax = 16 nm - 1)
2 [153] and later improved analysis (qm,x = 25 nm- 1) [107]; neutron diffraction [137]
using various methods (notably twin-axis diffraction experiments (qmax = 32 nm- 1)
[75]; elastic diffraction experiments (qmax = 25 nm-') [166]; and time-of-flight diffrac-
tion experiments (qmax = 72 nm-') [54]), and combined X-ray and neutron diffraction
from the same specimen [59]. These studies have revealed consistent structural fea-
tures:
The structure of vitreous silica fits very well to the continuous random network model
[6] following Zachariasen's rules, i.e., practically all of the silicon atoms are tetrahe-
drally bonded to four oxygen atoms, with an average Si-O distance 0.162 nm. Nearly
all of the oxygen atoms are bonded to two silicon atoms. The Si-O-Si bond angle
follows a distribution function [21] that varies from 1200 to 1800 with a maximum at
about 1440. In the medium-range, six- to ten-fold rings may exist, but six-membered
rings are the most probable ones [49].
1.3.6 First Sharp Diffraction Peak
The first sharp diffraction peak, positioned at ql _- 2.4 nm-1 for vitreous silica, has
long been associated with medium-range order. It must bear the signature of medium-
range order, since the first two peaks in the RDFs for various silicas are insensitive to
this peak. However, the correlation of this peak and the medium-range order is still
controversial. There are three main theories on the structural origin of the peak:
1. Quasi-crystalline structural configurations
In this model [120], the FSDP is related to layer-like structures where the FSDP
is identified as a Bragg-like peak by the relationship d ý_ 1/q1 , where d is the
corresponding real-space spacing;
2. Molecular correlations
In this model [102], the FSDP is related to the interplay between the intramolec-
ular scattering and the intermolecular scattering;
2The reciprocal space parameter q is here defined as q E 2sin(6/2)/A, where E is the total
scattering angle and A the scattering radiation wavelength.
3. Chemical-order pre-peak
In this model [35, 36], the FSDP is proposed to arise from the clustering of
interstitial voids around cation-centered "clusters".
The FSDP has anomalous behaviors as temperature and pressure change. The
intensity increases with increasing temperature [104]; the intensity decreases, and the
position ql shifts to larger values, with increasing pressure [145].
1.4 Radiation Damage in Silicas: Literature Re-
view
1.4.1 Effects of neutron irradiation
Early studies using neutrons to bombard quartz crystals and vitreous silica [161]
report that the crystalline structure of quartz was altered by irradiation, as evidenced
by the changes in many physical properties of the irradiated sample compared to
unirradiated quartz crystals. It was established that large fluences of fast neutrons
were required to introduce noticeable damage to the structure of quartz, vitreous silica
and other polymorphs of silica. Density changes do not begin to be discernible before
a fluence of 2 x 1019 nvt (neutrons/cm 2) and reach saturation at about 2 x 1020 nvt.
After intense neutron irradiation, the quartz crystal loses its birefringence [123, 121],
and its Raman spectral lines widen [173].
It was also found that densities of all crystalline polymorphs (quartz, cristobalite,
tridymite) decrease and reach the same value of 2.26 g/cm3 at saturation [161, 162],
while the density of vitreous silica increases to the same value [122, 84]. The swelling
of crystalline quartz is about 14% and the contraction of vitreous silica is about
3%. Figure 1-8 shows the density changes as a function of neutron irradiation doses
for quartz and vitreous silica [84]. The fact that all forms of silicon dioxide are
transformed to optically isotropic, glass-like materials with virtually identical density,
thermal expansion [136], elastic properties [97] and absence of Bragg peaks in X-ray
diffraction patterns led to the conclusion that neutron irradiation produces a new
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phase of silicon dioxide which is independent of the original phase before irradiation.
Diffraction investigations have also been carried out to compare results for v-SiO 2
before and after neutron irradiation. Lukesh [90] showed that, in X-ray diffraction
patterns, the first peak from the irradiated vitreous silica was shifted and broadened
compared with that same peak from unirradiated vitreous silica. Comparison of X-
ray-diffraction-deduced radial distribution functions [134] between fused silica and
neutron irradiated quartz found that there is no change in the nearest neighbor Si-O
interatomic distance in the irradiated quartz, but the Si-Si distance has been ren-
dered somewhat smaller in the disordered quartz than in v-SiO 2. The decreased Si-Si
distance indicates a Si-O-Si bond angle decrease from 142' to 1390 [135, 5]. By mea-
suring the difference in correlation functions, Leadbetter and Wright [83] concluded
that the shift in the first Si-Si peak was in fact caused by an extra contribution at
0.286 nm, attributed to oxygen interstitials formed during neutron irradiation. Chan
et al. [14] used magic angle spinning nuclear magnetic resonance (MAS-NMR) tech-
nique to investigate both a-quartz and vitreous silica after fast neutron irradiation up
to doses of 8.7 x 1019 nvt and demonstrated that the Si-O-Si bond angle in vitreous
silica does indeed decrease on fast neutron irradiation. Very recent neutron diffrac-
tion studies combined with MAS-NMR performed by Wright el al. [165] on vitreous
silica before and after fast neutron irradiation to a dose of 2.8 x 1020 nvt showed that
on fast neutron irradiation the first peak in the diffraction pattern was reduced in
height, broadened and shifted to a slightly higher scattering vector, as in the X-ray
diffraction patterns [90]. A slight reduction in the first peak in the deduced total
correlation function was also reported. The Si-O-Si mean bond angle was determined
to be 1410 compared with the value of 150.5' obtained for unirradiated vitreous silica
sample. These researchers also proposed that more three-membered rings were gen-
erated on fast neutron irradiation and therefore that the intermediate range order in
vitreous silica is considerably reduced on heavy fast neutron irradiation.
It was also was proposed that the damage was accompanied by an a --4 f transition
of the quartz structure initiated by the energy deposited in the lattice [82], which
was based on the observation of hexagonal symmetry in X-ray diffraction patterns
[173]. The @-lattice is believed to be stabilized by the high concentration of defects.
Primak [124] proposed a thermal spike theory to explain the metamictization, where
the energy dissipated by the displaced primary atoms caused a small region of local
melting followed by rapid quenching.
Anisotropic behavior in Raman light scattering in quartz crystals of different orien-
tations was reported, while no dependence on orientation was detected in unirradiated
quartz [173]. This led to the model by Weissmann to suggest that the oxygen atoms
were mainly displaced into the channels along the c-axis of the quartz crystals.
Formation of magnetic centers during neutron irradiation was measured to be at
a rate of 3.7 centers formed per incident fast neutron before reaching saturation [143],
and the saturation values were found to be the same for both vitreous silica and for
quartz [8]. The majority point defects generated are E'1 centers as a result of direct
atomic displacement damage during neutron irradiation [73].
1.4.2 Effects of electron irradiation
Metamictization of silica crystals also occurs under electron irradiation. Investiga-
tions of in situ electron irradiation with a wide range of incident electron energies
have been reported, from a few keV in Auger spectroscopy [149] to a few MeV in
high voltage electron microscopy [70]. Das and Mitchell [25] reported the radiation
damage structures in synthetic Z-cut quartz as a function of incident electron ener-
gies at room temperature, from 50 keV to 650 keV, and concluded that two kinds of
damage mechanisms may be involved in the crystalline-to-amorphous transformation,
viz a knock-on displacement mechanism which led to the formation of strain centers
interpreted as dislocation loops, and radiolytic damage (ionization) which leads to the
crystalline-to-amorphous transformation in the entire irradiated volume. They also
observed that the electron dose required for amorphizing the quartz crystals increased
monotonically as the electron energies increased, which was attributed to radiolysis
because the cross-section for ionization damage reduces with increasing electron en-
ergies. More detailed studies carried by Hobbs and Pascucci [64] within the energy
range 20 keV to 125 keV later revealed that the strain centers were in fact metamict
inclusions. Both the formation of heterogeneously-nucleated disordered strain cen-
ters and the homogeneous gradual crystalline-to-amorphous transformation of the
surrounding matrix were attributed to radiolysis.
Using convergent-beam electron diffraction at low temperatures, Pascucci et al.
[114] showed unambiguously that higher order Bragg reflections vanished first during
the degradation of the crystalline structures, which led them to suggest that the
disordering began in the short-range regime. High-resolution electron microscopy
[112, 114] also showed clearly the strain centers formed in the early stage of electron
irradiation were indeed amorphous inclusions.
Careful studies on the dependence on electron energies up to 2250 keV [70] showed
that the radiolytic damage mechanism was the dominant process at least up to
.1500 keV, and that knock-on damage became the dominant mechanism only beyond
t.his energy value. However, it seems that there is no difference in the microstructural
damage morphologies arising from these two distinct mechanisms.
Hobbs and Pascucci [64] proposed an atomic model for the radiolytic damage re-
sponsible for the metamictization, linked to an adjacent oxygen atom based on the
well-accepted model for E' in silicas [39]. As a result of radiolytic bond-breakage and
to form an O peroxy linkage, the resultant E" oxygen vacancy and peroxy linkage
form a close-spaced Frenkel pairs. By using specimens of different water contents,
they demonstrated that nucleation of the metamict inclusions was closely related to
water impurity; presumably, the hydrolized SiOH-HOSi bonds can serve as preferred
nucleation sites. Observation of the inclusion formation at various temperatures sup-
ports this model. The nucleation centers were suggested to be water impurity in the
quartz crystals [114]. It was also observed that amorphization was more likely to oc-
cur first in crystal defect sites, such as dislocations in quartz [16] and twin boundaries
in quartz, cristobalite [32] and coesite [9].
Temperature-effect on radiation damage was also studied [112, 70], which showed
that, in the radiolytic damage regime, the required dose to amorphize quartz crystals
decreases as the temperature is elevated, while the opposite trend was observed in
the knock-on damage regime.
Electron paramagnetic resonance studies [85] of the point defects in irradiated
silicas show that E' centers [169] and peroxy radicals (02) are the dominant defects
in silicas damaged by electrons, neutrons, or y rays.
Densification of vitreous silica occurs under electron irradiation [125], as in the
cases of neutron irradiation [123] and ion implantation [28], with saturation volume
change of less than 3%, and it was also found that the Si-O-Si bridging bond angle is
reduced by about 100.
The effects of electron irradiation on a number of properties of various glasses
were measured by Mike et al. [101]. They found that there was a density decrease
(though they thought it insignificant!) of a lead silicate glass, which is consistent with
a decrease in density of a similar glass after particle irradiation [117].
1.5 Objectives of the Present Study
The objectives of the present study were to answer the following questions:
1. What are the quantitative relationships between the high-resolution electron
microscopy (HREM) image contrast and the specimen structures when there
are amorphous inclusions and amorphous layers?
2. What are the structures of the various metamict states of silicas obtained from
different starting materials?
3. To what extent we can understand the medium range-order from electron diffrac-
tion data?
4. What are the advantages and disadvantages of electron amorphography com-
paring to X-ray and neutron amorphography?
Chapter 2
Experimental
2.1 Specimens
Hydrothermally grown single crystals of a-quartz were obtained from the Sawyer
Research Company, Eastlake, Ohio. Typical impurities contained by weight in the
material are [112]:
< 100 ppm H;
< 50 ppm Na;
< 10 ppm Al;
< 5 ppm Li;
< 5 ppm K.
Electron microscope specimens of three orthogonal orientations were prepared,
which were designated as X-, Y-, and Z-cut samples, respectively. The corresponding
crystallographic directions and cutting planes are schematically shown in Fig. 2-1.
For reasons of convenience, in Fig. 2-2 the commonly useful crystallographic direc-
tions and crystallographic planes are shown for a trigonal system using a hexagonal
lattice description.
The Cartesian coordinate system (X,Y,Z) was chosen in such a way that the X-,
Y-, and Z-axes are parallel to crystallographic directions [100], [120], and [001], respec-
tively. Accordingly, X-, Y-, and Z-cut samples refer to quartz slices cut perpendicular
[001]
Y-cut (010)
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X-cut
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Figure 2-1: Geometry of cutting of quartz samples.
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Figure 2-2: Important crystallographic directions and planes of a hexagonal lattice.
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to these three orthogonal axes.
Given in Fig. 2-3 are selected-area electron diffraction patterns from X-cut, Y-cut,
and Z-cut quartz crystals, respectively.
Mineralogical samples of cristobalite (collection catalog number 128694) and tridy-
mite (collection catalog number 119881) in the form of powders were obtained from
the Harvard Mineralogical Museum.
Vitreous silica (Supersil-W) was obtained from the Naval Research Laboratory,
courtesy of Dr. D.L. Griscom.
CVD and thermally-grown SiO2 thin films on Si substrates were obtained from
the MIT Department of Electrical Engineering and Computer Science, courtesy of
Ms. Lisa Su.
2.2 Irradiations
Neutron irradiation of Y-cut quartz was carried out at the Oak Ridge National Lab-
oratory using 1 MeV fission neutrons in nuclear reactor with the following fluences:
Sample 1: 1.0 x 1019 nvt = 1.0 x 1023 neutrons/m2;
Sample 2: 3.0 x 1019 nvt = 3.0 x 1023 neutrons/m2;
Sample 3: 1.0 x 1020 nvt = 1.0 x 1024 neutrons/m 2;
Sample 4: 1.5 x 1020 nvt = 1.5 x 1024 neutrons/mi2 .
Electron irradiation was performed in situ in transmission electron microscopes.
Typical irradiation flux in a Akashi-ISI 002B transmission electron microscope, used
for high-resolution studies and operating at 200 kV, was about
106 e/nm2sec = 1024 e/m 2se ,
while the amorphization fluence is estimated to be about 1025 electrons/m 2 .
Ion implantation was carried out at the Naval Research Laboratory with fluence
2 x 1021 ions/m 2 using Si + ions of energy 150 keV. The penetration depth is about
450 nm.
Figure 2-3: Selected-area electron diffraction from quartz crystals. (a) X-cut, (b)
Y-cut, and (c) Z-cut.
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2.3 Specimen Preparation
Due to the different forms of the available silica samples, different techniques were
applied accordingly to prepare transmission electron microscopy samples.
2.3.1 Quartz and vitreous silica
The original quartz single crystals (including neutron-irradiated) and vitreous silica
materials were first cut into thin slices of thickness of about 1 mm using a diamond saw
in water. Circular disks of 3 mm in diameter were obtained using hollow ultrasonic
drills. Mechanical polishing using 320-grit SiC grinding paper in water was employed
to obtain thin disks of about 100 pm in thickness. Dimpling using 1 pm diamond
paste was carried out to make the central part of the sample close to 10 - 30 pm
in thickness before ion milling was applied. 3 keV Ar + ions were used as the milling
source to reduce the central part to electron transparency.
Finally, the specimens were coated with amorphous carbon of thickness less than
10 nm to prevent charging effects in the electron beam.
2.3.2 Cristobalite and tridymite
Powders of these materials were dispersed into methanol, which were then collected
onto copper grids covered by holey carbon films.
2.3.3 Silica thin films
Since the silica thin films were grown on silicon substrates, only one-sided (silicon
side) thinning was applied. After polishing and dimpling from the silicon side, samples
were ion milled from one side. The final samples obtained have therefore thin region
comprising only amorphous SiO 2 thin film left near the edge of the thinning hole.
2.4 Experimental Facility
High-resolution electron microscopy was performed with an Akashi-002B TEM op-
erating at 200 kV. Electron micrographs were taken at an illumination of about
1024 e/m2s. At such illumination conditions the exposure time was about 2 seconds
using Kodak SO-163 Electron Image film. The spherical aberration coefficient of the
objective lens was 0.4 mm. Focusing spread caused by chromatic aberrations used in
image simulations was 5 nm, and electron beam divergence (twice the semi-divergence
angle) was estimated to be about 1 mrad.
Energy-filtered electron diffraction data were collected in a VG HB5 scanning
transmission electron microscope (STEM) equipped with a serial energy-loss spec-
trometer and operated at 100 kV. Figure 2-4 shows the schematic diagram of the
selected-area diffraction mode, which was used to collect the zero-loss energy-filtered
electron diffraction data. In the selected-area electron diffraction mode, a nearly-
parallel electron beam is incident on the specimen, and the beam scans across a
range of incident angle, while the electron intensity is collected at the spectrometer.
The typical energy window used, determined by the slit-width of the spectrometer,
was about 2 eV.
Digital data of the diffraction intensity are acquired using a pixel grid of 512 x 512
sampling points in two dimensions. Line-scan is then performed on this acquired
two-dimensional diffraction pattern to obtain electron intensity along radial direc-
tions with the origin set at the center of the forward beam. The camera length was
more accurately determined by the use of crystalline quartz, whose lattice parameters
have been well-established. Figure 2-5 shows a systematic row of Bragg reflections
(hOO)* from Z-cut quartz. Digital electron intensity data were collected and stored
for analysis.
Image simulations were carried out using the EMS package [142] installed on a
Silicon Graphics Personal IRIS 4D/35 workstation. Half-tone images in postscript
format were printed out on 600 DPI (dot per inch) laser printers (HP Laser Jet 4Si).
Image analysis was performed using the SEMPER VI image processing system on
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Figure 2-4: Schematic diagram of the selected-area diffraction mode in VG HB5
STEM.
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Figure 2-5: Digital display of the (hOO)* Bragg reflections from Z-cut quartz.
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the same machine. Digital images of 1024 x 1024 pixel dimensions were acquired via
a CCD camera connected to an image grabber using negative film in the transmission
mode.
Chapter 3
Electron Amorphography
3.1 History and Overview
The physical properties of a material are essentially determined by the structure of
the material, and diffraction techniques using various radiation such as X-rays, elec-
trons and neutrons are powerful methods in structure determination. For crystalline
materials, the systematic correlation of atom positions due to the spatial periodicity
of the crystal structure gives rise to discrete sharp diffraction peaks located at the
reciprocal lattice points. For noncrystalline materials, however, the only correlation
of atom positions is that due to interatomic bonds of closely prescribed lengths, and
this gives a modulation of the diffraction intensities with a periodicity roughly propor-
tional to the reciprocal to the bond lengths, modified by some additional geometric
constraints imposed by the network connection topology linking the basic units of the
structure for certain systems. In general, the diffraction patterns appear as diffuse
halos smeared out into a quite uniform background.
X-ray diffraction, neutron diffraction and electron diffraction have nevertheless
also been the most powerful techniques used in the studies of the structure of non-
crystalline materials [164]. In general, a monochromatic beam source is needed for
extracting useful information from diffraction experiments. Due to limited under-
standing of inelastic scattering, the elastic scattering intensity is usually the signal
which is wanted; inelastic scattering contributes to a continuous noise background,
decreasing with scattering angles, overlapping with elastic scattering intensities.
One of the major sources that contribute to the background noise of an electron
diffraction pattern is energy fluctuations. Energy fluctuations are due to the energy
distribution of the electron source and the inelastic scattering events occurring while
the electrons are passing through the thin sample. For a crystalline specimen, for
example, the background due to inelastic scattered electrons with energy losses of
greater than 4.5 eV contribute about 50% of the background intensity from Al crystals
[45] using 50 keV fast electrons.
There are two basic reasons which make energy-filtering necessary in analyzing
electron diffraction patterns from amorphous solids. Firstly, the inelastically scat-
tered electron contribute to a continuous background arising from various scattering
mechanisms added to the elastic peaks which contain information on atomic arrange-
ment; the background will render certain peaks difficult to recognize. Secondly, there
are many different scattering mechanisms with various scattering cross-sections con-
tributing to the inelastic background, such as plasmon excitation, secondary-electron
excitation, Auger electrons, etc.; since these processes are not yet as well-understood
as elastic scattering, there are not yet no any well-tested theories to quantify the
inelastic background or to relate the intensities to specimen structures in a straight-
forward way.
Transmission electron diffraction has long been employed to investigate the struc-
ture of disordered materials, particularly thin film materials. There are two ways
to approach the structure solution: (a) using the experimental intensity information
to deduce a radial distribution function; and (b) assuming a structure model and
simulating the diffraction pattern of it and then comparing the simulated pattern
with experimental diffraction patterns. Though energy-filtering has long been used
to study the energy losses for spectroscopic analysis, it has not been as well explored
in diffraction studies. In an attempt to improve the resolution of their scanning elec-
tron diffraction instrument [50, 51, 52], Grigson and his colleagues further installed
an electrostatic energy filter [150], and the structure of amorphous germanium films
deposited onto carbon substrates was investigated [15]. Graczyk and Moss [48] at
MIT built a similar scanning unit and installed it in a transmission electron micro-
scope. With such an instrument, studies were made on the structures of amorphous
silicon [103], vapor-deposited and ion-implanted thin films of amorphous germanium
[46] and glow-discharge amorphous silicon [47]. Recently, the technique has been
re-investigated by Cockayne and McKenzie [20] and their colleagues. With the use
of modern energy-loss spectrometers, they have studied both polycrystalline [2] and
amorphous materials, such as a hydrogenated amorphous silicon-carbon alloy [141],
boron- and phosphorus-doped hydrogenated amorphous silicon [88], and BN [131].
3.2 RDFs for Disordered Systems
Since it is of fundamental importance to know the atomic structure of materials in
order to understand their physical properties, a great deal of effort has been devoted
to the formulation of material structures using experimentally accessible functions or
parameters and to the determination of these relevant functions.
In disordered materials, there is no long-range spatial correlation between atoms,
and therefore in principle there is nearly an infinite number of independent positional
parameters to be determined in order to describe the atomic structure completely by
specifying the coordinates of every atom.
One such function, the pair density function, is defined as
1 NN
p(r) = N 6[r - (rj - rk)]- (r) , (3.1)
j=1 k=l
which is proportional to the probability that there is a atom at vector position r from
an average atom, excluding itself.
If the interatomic vectors have no preferred orientations when averaged over the
material being examined as a whole, the density functions are spherically symmetrical.
For such materials we can define a scalar function [76] called the radial distribution
function (RDF)
G(r) = 47rr 2p(r) , (3.2)
which gives the number density of atoms at a radial distance r from an averaged
atom, i.e., g(r)dr is the number of atoms located within the spherical shell of radius
r and thickness dr.
Another commonly used derived function is the reduced radial distribution function
(r-RDF)
g(r) = 47rr 2 [p(r) - p] , (3.3)
where p is the average atomic density.
For a multiple component system, the pair density function is defined by
1 N. Np
Poa(r) = E 1 6[r - (rj - rpk)] - Sa6(r) , (3.4)
r N j=1 k=1
and in a spherically symmetrical system the total RDF is defined as
n
47rT2p(r) = 47rT2 C caP,(r) , (3.5)
a=l
where
n
p,(r) = P M (3.6)
0=1
are the partial density functions, cc is the atomic fraction of a-type atoms, and n is
the total number different atomic species in the material. We should note in general
capoa = cppp . (3.7)
Since the RDFs are functions of interatomic distances r, the peaks in an RDF
reflect the most prevalent interatomic distances. Another property of RDFs is that
p(r) equals zero for distances less than the nearest-neighbor peak. This is because
each atom has a finite size and excludes the volume immediately around itself.
Diffraction data provide direct access to the RDF for single component materials.
For multiple component materials, only functions closely related to the total RDF
can be deduced from a single set of diffraction data. The partial density functions
(therefore partial RDFs) are obtainable in special circumstances, especially for the
case of binary materials where only two different elements exist.
The RDF represents only the spherically averaged topological order; it contains
no explicit information about the relative orientation of interatomic vectors or the
identity of atom pairs. The averaging processes cannot be analytically reversed, which
is to say that the three-dimensional structure cannot be uniquely determined from
the RDF.
Generally, an experimental RDF can serve a check on a proposed model structure.
It is straightforward to produce the elastic scattering intensity I(q) and RDF from a
model structure with atomic coordinates is established.
3.3 Atomic Scattering Amplitudes
By elastic scattering, it is meant that the state of the atom is undisturbed due to
the scattering processes. Although in general the collision between electrons and an
atom is a many-body problem, as a very good approximation it can be treated as a
scattering problem in which the incident electron wave is scattered by the potential
field of the atom [106]. In particular, it is applicable for the case when the incident
electrons possess kinetic energies between 1 keV to 10 MeV, in the regime of so-called
fast electrons, as often encountered in electron microscopy experiments. Therefore
the elastic scattering problem becomes one of solving the Schr6dinger equation with
the potential term v(r) being the atomic coulombic electrostatic potential:
87r2meV2O(r) [E + v(r)]±(r) = 0 , (3.8)
where E is the accelerating voltage of the incident electrons, h is the Planck's constant,
mn and e are the relativistic mass and the absolute value of electrical charge of an
electron, respectively. Since the atomic potential field exerts an attractive force upon
the electrons, the atomic potential is positive.
Introducing the simplified quantities
1 2meE
K2 = A h (3.9)
and
2me(r)= 2 v (r) , (3.10)h2r))
the Schridinger equation can then be rewritten as
V 2 (r) + 47r2[K, + u(r)](r) = 0 . (3.11)
When the incident electron wave is a plane wave ¢0 = exp(27riKoz), the asymptotic
form of the solution in the far field is
O(r, 0) = exp(27riKoz) + f (O)exp(2rKor) (3.12)
r
where E is the scattering angle and f(O) is the form factor of the atom describing the
finite extent of the scattering field that electrons "see". It is also called the atomic
s cattering amplitude. At unit distance the intensity of the scattered electron wave
(differential scattering cross section) is
I(E) = If(,) 12  (3.13)
The solution to the Schr6dinger equation in integral form is
/ exp(2riKo r - r'l )
(r) = exp(2riKoz) + r exp( lr - r' U(r')(r')dr' . (3.14)
Using the Born first approximation O(r') = exp(27riKoz') we can obtain the far field
solution [61]
f(B)(q) = h2 me v(r) exp(-2riq - r)dr , (3.15)f'B'h2 f
where q = K' --- Ko is the scattering vector with magnitude
2 sin(E/2) (3.16)S(3.16)A
If we apply the Poisson equation
V2v(r) = -4ire[p(n)(r) - p(e)(r)] (3.17)
where p(n) (r) is the positive electrical charge density distribution function of the
nucleus and p(e)(r) the negative charge density distribution of the electrons outside
the nucleus, we can as a good approximation treat p(f) (r) as a point charge located
at r = 0, i.e., p(n)(r) = Ze6(r), where Z is the atomic number of the atom. From this
we can obtain the following Mott formula [105] which relates the atomic scattering
amplitudes for fast electrons and X-rays
f(B)(q) = vh2q2  (r')V2 exp(-2 7r iq r)dr
2me 2 [Z - f(X)(q)] (3.18)
h2q 2
where
f(X)(q) p(e) (r) exp(-2iriq- r)dr (3.19)
is the atomic scattering amplitude for X-rays.
These formulae are frequently used in calculations.
Figure 3-1 shows the electron atomic scattering amplitudes for neutral atoms of
silicon (Si) and oxygen (0) using the fitting parameters given by Doyle and Turner
[31].
Scattering Vector (1/nm)
Figure 3-1: Electron atomic scattering amplitudes for Si and 0.
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3.4 Scattering from Disordered System
For a system composed of many atoms, the coherent scattering amplitude from the
system can be expressed as
A(q) = E fj exp(-27riq rj)
j=1
(3.20)
where N is the total number of atoms in the system, fj is the atomic scattering
amplitude, rj is the atomic position vector, and q is the scattering vector.
The coherent scattering intensity is
I(q) = A(q) 12
NN
= E f3 fkexp[-27riq - (rj - rk)]
j=1 k=1
(3.21)
For a spherically symmetrical system, the intensity averaged over a spherical surface
of any radius rjk = Irj - rk is
< I(q) > S1 NN r4-r 2 Z 2 fj fk exp(-2riqrjk cos O)dO4 rk j= k=1 l
NN fsin(27rqrjk)
= fk rqr
j=lk=1 2lqT j k
(3.22)
which is the Debye formula [26].
For neutron diffraction the atomic scattering amplitude is the corresponding neu-
tron scattering length.
3.5 Temperature Effect
At finite temperatures the atomic positions will deviate from their equilibrium posi-
tions as a function of time, i. e.
rj(t) = rj + uj(t) (3.23)
where uj(t) is the deviation vector, and rj is the equilibrium position.
The scattering intensity (3.21) then also becomes a function of time
NN
I(q, t) = fj(q)fk(q) exp{-2iriq. [r (t) - rk(t)]}
j=1 k=1
NN
= S fj(q)fk(q) exp[-27riq (rj - rk)]
j=1 k=1
x exp[-27riq uj(t)] exp[+27riq uk(t)] . (3.24)
Assuming that the atomic thermal vibrations are independent, then the average over
time is
NN
= fj(q)fk(q)exp[-27riq- (rj - rk)]
j=1 k=l
x < exp[-27iq - uj(t)] >< exp[+27iq -uk(t)] > (3.25)
in which
< exp[-27riq uj(t)] >=< exp[-27riquj(t) cos(Oj)] > (3.26)
and the distribution of Oj is uniform between 0 and 7r.
If the atomic thermal vibration is isotropic and the q -uj (t) are small quantities,
the time-average of a function of form exp[ix(t)] when x(t) << 1 can be expanded into
series
exp[ix(t)] = 1 + ix(t) - x 2(t)/2 - ix3 (t)/6 + ... (3.27)
and the time-average is therefore
< exp[ix(t)] > = + i < x(t) > - < x 2 (t) > /2 - i < x 3 (t) > /6+...
= 1- < x2(t) >/2 + ...
~ exp[- < x2(t) > /2]. (3.28)
When the probability distribution is Gaussian, i.e., the distribution function is
p(x) = 0E exp(-ua22),
7then equation (3.28) is exact be ause of the f llowing relations
then equation (3.28) is exact because of the following relations
(3.29)
< exp[ix(t)] > = exp(-ix)p(x)dx
J +0 cos(x) exp(-u 2x2)dx
1
= exp(- 4 2 )
< 2 > = X2p(x)dx
"-- o
x 2 exp(-u 2x 2)dx
(3.31)
The scattering intensity (3.25) becomes
N N
=fj(q)fk(q) exp[-2iq - (rj - rk)]
j=1 k=1
x exp[-7r2 < u(t) > q2] > exp[_r2 < 2 > q2] > (3.32)
in which we have used
< cos 2 (0j) >= 1/2. (3.33)
Therefore, to a first order approximation, the atomic thermal vibrations introduce
an effective damping factor to the scattering amplitude which can be represented by
the following transform:
fj (q) -+ fj(q) exp(- Bjq2/4) ,
and
(3.30)
__or 1-00
(3.34)
where
Bj = 472 < u2 (t) >
3.6 Single Component System
If there exists only one kind of atom, then
f = f,
and
N
A(q) = f(q) exp(-2riq - r) .
The scattering intensity is therefore
I(q) = A(q) 12
NN
= f 2 ZE exp[-27iq - (rj - rk)]
j=r k=1
1(0) = N2f (0)2 .
Rearranging the above equations we can have
I(q) - I(O) 6qO
Nf 2
1 N N
- 1= exp[-2riq. (rj - rk)] -
j=1 k=1
Inverse Fourier transforming the above equation, we obtain
- 1) exp(+27riq - r)dqI(q) - I(0)6qO
Nf 2
1NN
E E 6[r - (rjj=1 k=1
(3.35)
(3.36)
(3.37)
and
(3.38)
(3.39)
1 - N 6 qo . (3.40)
(3.41)
in which we have used the relations
p exp(-2riq r)dr = V6qo
= N 6 qo; (3.42)
here p is the mean number density of atoms of the system. The function
(3.43)1 N 
N
p(r) = J[r - (rj - rk)] - 6(r),
j=1 k=1
defined in Section 3.2, gives the number density of atoms in the ensemble. This can
be seen by integrating the above function within a volume element AV:
(3.44)
A p(r)dr = AN ,
AV
which is the number of atoms around an atom on average within the volume element
AV.
We next introduce the static structure factor (also called interference function, or
Zernike-Prins function),
N
Sexp[-27riq. - (rj - rk)]- N 6qo - 1;
3=1 I=I
(3.45)
this function characterizes the interatomic interference. We should note that this
function is completely determined by the system, being independent of any exter-
nal experimental parameters, such as the type of radiation used in the diffraction
experiments.
The number density of the system is related to the structure factor by Fourier
transformation:
p(r) - p = f S(q) exp(+27iq. r)dq.
1N
S(q) = N
(3.46)
Noticing the following relationship
i(q)S(q) =
I(q)- I(0)6qo (3.47)- 1, (3.47)Nf 2
where i(q) is the reduced intensity function
i(q) = I(q) f2 (3.48)N
which gives the interatomic interference per atom, we therefore obtain an equation
relating the number density of the system, which is used to characterize the atomic
structure of the system, and the experimentally measurable intensity I(q):
p(r) - p = ( ( - 1) exp(+27riq -r)dq . (3.49)
The above formulae apply to any system, crystalline, amorphous, or quasicrys-
talline.
For a system in which the distribution of atomic positions is random, the number
density function is isotropic. This leads to the fact that the function is only depen-
dent on the magnitude of the variable, so we can take an ensemble average over the
spherical surface of a given radius r or q:
< p(r) - >= < ( (q) - I(2  - 1) >< exp(+27riq - r) >< dq > . (3.50)fV ;Nf 2
In averaging over space (or Fourier space), we obtain
< p(r) - p >= p(r) - (3.51)
where p(r) is the radial density function, and
< I(q) >= I(q) , (3.52)
< dq >= 4wq2dq ,
< exp(+2riq - r) > 2--=r f2 r exp(2riqr cos 0) sin OdOdq
sin(2wqr)
27rqr
where the average is taken over the whole 47r solid angle on a spherical surface of
radius q. Therefore we have the radial density function
< p(r)- > I(q) - I(O) 6qo _ sin(27qr) 4 dq
N f2  2ieqr
or in terms of the reduced radial distribution function:
(3.55)
< 47rr 2(p(r) - p) >= 87rr S0qI(q)- I(0) 6q oi2 ' - 1]sin(27rqr)dq ,
which was first derived by Zernike and Prins [172]. Using the static structure factor
S(q)
S(q) = qi(q)
I(q) - I(O)6qo 1
Nf 2 (3.57)
which is an odd function (since i(q) is an even function), then the differential RDF
is a sine transform of function S(q)
D(r) = < r(p(r) 
- p) >
= 2 S(q) sin(27rqr)dq . (3.58)
When atomic thermal vibrations are taken into account, to a first approximation
we can use the Debye-Waller factor B in the following way
f(q) -4 f(q) exp(-Bq2 /4) .
(3.54)
(3.56)
(3.53)
(3.59)
However, it should be noted that to introduce the Debye-Waller factor is to take into
account the atomic thermal vibrations in the entire materials system.
Waller factor is not a property related to isolated individual atoms.
3.7 Multiple Components System
For a system consists of n components, the scattering amplitude is
A(q)
The Debye-
= fj exp(-27riq -rj)
j=1
n No
= fa exp(-27riq
a=1 j=1
- raj)
n N.
= E f E exp(-27riq - rj) ,
a=1 j=l1
(3.60)
where N is the total number of atoms in the system, No is the number of atoms of
species a, and n. is the total number of components:
E Nc = N. (3.61)
The scattering intensity is therefore
= A(q) 12
n n N,, No
= E EE faofp
a= l=1j=1 k=
n n N. Np
= E foff Ef
a=13= 1 j=lk=1
exp[-27riq - (rj - rpk)]
exp[-2riq. (rj - rpk)] (3.62)
The partial structure factors are defined as
1 N. NpSap(q) = -N • exp[-2wiq - (rcj - rpk)] - Nl6 qo - 6a ,
Ncq j=1 k=1
(3.63)
I(q)
which have the following property:
NoSo = NPS*•a (3.64)
where superscript * denotes complex conjugate.
The pair density functions are given by equation (3.4)
S(r) = 6[r - (raj - r/k)] - 6a,6(r) , (3.65)
S j=i1 k=1
where a, 1 = 1, 2, ..., n. Also there exists a relationship
Napp = NpPpa (3.66)
for a chemically homogeneous system.
As in the case of a single component system, the partial structural factors and the
partial atomic number densities are independent of external experimental parameters,
and they are related to each other through Fourier transformation:
v(P.0(r) - p) exp(-27riq -r)dr
N. Np
E E exp[-2wriq - (raj - r/k)] - N~SqO - 6ao
Na j=1 k=1
= So(q) , (3.67)
where pp is the average number density of atoms of type P. We can also deduce the
partial radial distribution functions from the partial structure factors:
Npo(r) - i = S(q) exp(+2riq r)dq . (3.68)
The intensity can then be expressed as
n n
I(q) = Z ([NaSoa(q)+ NaN@6qo + Na6, ]faf
a=1 0=1
n n n7L
I(0)6qo + E f Saa + No E ffaSolp ,
where we have incorporated the direct beam intensity
n
I(0) =[Z
a=1
Nafa(0)]2 O
Introducing the reduced intensity
q(n = I(q) - I(0)6qo -
*'\ ~*~1/
n
a=1
where ca is the atomic fraction for atoms of type a:
Ca = N '
then the reduced intensity can be expressed in terms of the partial structure factors:
n n
i(q) : E ccof faf3 Sap3
a~=1 1=1
The weighted partial structure factors
S'a 3 = (caSap + c13SPa)
are related to the differential radial distribution functions by the equation
ca(p~ 1p(r) - pp) =< c1 (ppO (r) - P.) >
= S'a (q) exp(27iq. r)dq .
For a system composed of n components, there are n intra-atomic partial structure
factors (S,, a =- 1, ..., n) and n(n - 1)/2 independent inter-atomic partial structure
factors (S3 : a = 1, ..., n; = a+ 1, ..., n), so the total number of independent partial
(3.69)
(3.70)
(3.71)
(3.72)
(3.73)
(3.74)
(3.75)
structure factors to be determined is
n(n - 1) n(n + 1)
n + 2 2 (3.76)
The intensity equation can then be written as
n n n
i(q) = Z faS'aa + 2 E E fafoS'ap
a=l a=1l >a
(3.77)
In general, each diffraction experiment can provide only one such equation. There-
fore, in order to obtain all the partial structure factors of a system composed of n
components, n(n + 1)/2 diffraction experiments need be carried out.
For systems with random distribution of atoms, we can take an average over space
which leads to the following equations in terms of the density functions po (r)
<((r) > 2 ) n( )d
< r(P., (r) - pq) >= 2 qSp (q) sin (27rqr)dq, (3.78)
and
< cTr(p.O(r) - pO) > = < cerp(P3 (r) - P-) >
2 jf qS1(q) sin(27rqr)dq
Similarly, the atomic thermal vibration can be treated by introducing the Debye-
Waller factor for each atomic species
fa (q) - f,(q) exp(-Boq2/4)
3.8 Binary System
The scattering amplitude from a binary system is
N
A(q) = fj exp(-27riq.rj)
j=1
(3.80)
(3.79)
2 N,
= E f, exp(-27riq rj)
a=1 j=1
N 1  N 2
= fi exp(-2wiq -r1j) + f2 E exp(-2wiq - r2k) (3.81)
j=1 k=1
where N is the total number of atoms. The scattering intensity is therefore
I(q) = A (q)12
2 2 N, Np
= E E faftp exp[-2wiq - (r,j - rpk)]
a=1 =1 j=1 k=1
N 1 N 1
= f2 exp[-2riq. (rlj - rlk)] +
j=1 k=1
N2 N2
+ 5 f2 exp[-27riq - (r2 - r2k)] +
j=1 k=l
Ni N2
+ 51 fif2 exp[-2w7iq. (rtl - r2k)] +
j=1 k=1
N2 N 1
+- 5 5 f2fi exp[-27riq (r2j - rlk)]
j=l k=1
N 1 N1
= f1 E exp[-27riq - (rlj - r1k)] +
j=1 k=1
N2 N2
+f 5 exp[-2wiq. (r2j - r2k)] +
j=1 k=l1
N1 N 2
+2flf2 5 5 cos[27rq (rlj - r2k)] , (3.82)
j=1 k=1
where N,(ac = 1, 2) is the number of atoms of type a:
N 1 + N 2 = N . (3.83)
The partial structure factors (3.63)
1 N. Np
Sopl) = N exp[-2riq. (raj - rpk)] - NS6 qO - ,ap (3.84)) N j=1 k=1
can be written out explicitly in each term; they are
1 N1 N1
= N1 exp[-27riq
1 j=1 k=l
1 N2 N2E E exp[-27riq
N 2 j=1 k=1
N1 N2
= 1 E exp[-27riq
1 j=1 k=l
1 N 2 N1
E E exp[-2riq
N2 j=l k=1
S(rij - rlk)] - N 6 qo - 1 ; (3.85)
We note that
NIS12 =N 2 S*1
The atomic number density functions (3.4) are
N. Np
pO(r) = N 6[r - (raj - rpk)]
Na j=1 k=1 - 6a,•6(r) ,
where a, Q = 1, 2. Also, we have the relation
Nap(tp = Nppp ,
and we can deduce the partial radial distribution functions from the partial structure
factors (3.68):
Pao (r) - p = So(q) exp(+27riq r)dq. (3.92)
The intensity expressed in terms of the partial structure factors is
2 2
I(q)= E E[NoSoap() +NaNP6qo + Noa6,]faf
a=1 +=1
= (NIS 1 1 + NI ,o + N1 )f 2 + (N2S22 +N2q0 + N 2)f22 +
+(N1 S12 + N1N 26qo)fif2 + (N2S21 1+ N 2 qqo)flf 2
I(0) 6qO + N f + N 2f22 +
+NIS11 f~ + N2S22f 2 + (N1S12 + N2S21)flf 2 ,
S11(q)
S22(q)
S12(q)
S 21(q)
. (r2j - r2k)]- N26qo - 1 ;
* (rlj - r2k)] - N2qO ;
* (r 2j - rlk)]- N1l6qO
(3.86)
(3.87)
(3.88)
(3.89)
(3.90)
(3.91)
(3.93)
where we have used the coherent scattering intensity of the direct beam
I(0) = (Nlfl + N 2f 2)2
From equations (3.93) and (3.94), we thus have
[I(q) - I(0)6qo] - (Nlf? + N 2f22)
SNlfi2?S + N 2f22S 22 + (N1 S12 + N2S21)f l f2 ,
or in terms of atomic fractions:
I(q) - I(0)qo + f)
N - (clf + c2f)
SClff2S11 + C2f22S 2 2 + fif 2 (C1S 12 + c2S2 1)
Scif2S11 + c2 22S 22 + 2fif2 S'12
where
1
S'12 = (clS 12 + c2S21) ;
and
c- N , a= 1,2N
are atomic fractions. The weighted partial density function is
Cl(p 12(r) - P2) C= (P21(r) - rpl)
fv S'12(q) exp(+27riq - r)dq
Introducing a sharpening function f(q) and dividing both sides of equation (3.96)
by the square of this sharpening function, we can then have
I_ (q) - I(0)6qO
Nf 2
fi 2  f22
- (cT + c22 2
-c-lS1 + c2S22 + 2 S1 12 32 2 f2
(3.94)
(3.95)
(3.96)
(3.97)
(3.98)
(3.99)
ic(q)
(3.100)
The left side of equation (3.100) contains experimentally obtainable scattering inten-
sity, and the right side contains the wanted RDFs.
Let n1 and n 2 be the number of atoms of type 1 and type 2 respectively in a
unit of composition (uc) and N, be the total number of such molecular units in the
scattering volume. Defining the dimensionless interference function S(q) as
I ( q ) 
- I(0)6qo 1S (q)= f2 1 f , (3.101)
NcP uc
then the inverse Fourier transform of equation (3.101) gives
f S(q) exp(2riq -r)dq
= ni {I- [f2 } [11 (r) - l] + n 2{Y-l[f 2 /f-2} * [P22(r) - P2] +
+2n*{.F-)[flf2/f2} * [P12(r)- P2] , (3.102)
where Y - 1 denotes inverse Fourier transform, and * denotes a convolution. Equation
(3.102) relates the RDFs (right side) and experimental scattering intensity (left side).
When the system is spherically symmetrical, we can take an ensemble average
over all orientations in space (both real and Fourier space), which gives the partial
radial density functions
<r(P(r)- P) >= 2 j qS,,(q) sin(27rqr)dq (3.103)
and
< 1r (P12(r) - P2) > = < C2r(P 21 (r)- Pl) >
= 2 qS' 12 (q) sin(2rqr)dq . (3.104)
Equation (3.102) then reduces to
2 qS(q) sin(2?rqr)dq
- 2nl[j0•(- ) cos(27rqr)dq] * [r(pi1(r) - i1)] +
+2n2 2 cos(27rqr)dq] * [r(p 22 (r) - P2) +
+4ni[j lf 2 cos(27rqr)dq] * [r(p 12(r) - P2)] (3.105)ff
For neutron diffraction, the scattering lengths fj = bj which are independent of
q, so the Fourier transform is 6(r). This gives
2 f qin(q) sin(2rqr)dq =
= ib2 {r[pll( r) - il]} + n2b {r[P22(r) - P2]+
+2nlb1b2 {[P12 (r) - P2]} • (3.106)
The function f(q) is therefore also called the sharpening function, which is utilized
in an attempt to make the modified atomic scattering amplitudes fj(q)/f(q) close to
constants.
3.9 Partial Radial Distribution Functions
In order to obtain the partial radial distribution functions (RDFs), we start from
equation (3.96). Using
I(q) - I(O)6 oi(q) = () - ( c l f 2 + C2f22) , (3.107)
then the partial structure factors are related to the experimentally measurable inten-
sity data i(q) in the following way:
i(q) = Clf2S 11 + c2f22S 22 + 2ff 2 S'1 2 . (3.108)
There are three unknowns (S11, S22 and S'12) to be determined. However, each diffrac-
tion experiment will provide one such equation. So if we can have three different sets
of experimental data obtained by using different radiation, such as neutrons, X-rays
and electrons, then we can have a set of simultaneous linear equations
clb2S 11
cif( X )2 S 11
cl f (e)2Sll
c2b S22
c2f(x)2 S22
c2f(e)2(es2
2blb2S' 12
2f(x) x) S'12
2 fe) fe) S' 12
where bj, fx) and f(e) (j = 1, 2) are the atomic scattering lengths for neutrons, the
atomic scattering amplitudes for X-rays, and the atomic scattering amplitudes for
electrons, respectively.
However, the condition for having a unique solution to the above equations is that
the determinant of the coefficient matrix is not equal to zero, namely,
clb 1
Cl1(X)
2
Clf1(e
)2
c2b2
c2f 2(X)2
C2f 2e)2
2bib2
2f(x) (x)
2f(e) f(x)
# 0. (3.110)
(3.111)
or equivalently
f(x)2
f2(X) 2
f2e) 2
b b2
(fX) (X)
f(e) (X)
$0.
Consequently, we must have
bl /fb2
bl /b2
1 f 2'ice
(X) /f(X)
f(e) /(e)
f(X)/f(X)
(3.112)
for any values of q within its domain of interest.
The atomic scattering amplitudes for X-rays and electrons are closely related by
the Mott formula (3.18)
(e)(q) 2me2 [Z - f(X)(q)]h q2
Sin(q)
ix (q)
e i(q)
(3.109)
(3.113)
Inserting the Mott formula into equation (3.111), we have the condition equation for
a binary system:
(b ~f(x) - b2 fix))(b f2x) + b2 f(X))(ZI - f(X))(Z - f(X))
(bfx) - b2f(X))[blfx)(Z 2  f(X))2 + b2fX)(Z1 - f(X))2] : 0 . (3.114)
It is interesting to note that the condition equations are independent of the relative
atomic fractions cl or c2 , so the above condition equation is valid for any binary
system. Given the elements of the system, equation (3.114) determines whether
the partial RDFs can be deduced from the combined neutron, X-ray and electron
diffraction data.
Unfortunately, the condition equations may not always be satisfied for certain q
values of interest. In this case, the partial RDFs cannot be deduced from these three
experiments.
3.10 Warren Approximation
The Warren approximation [153] is
fj = Kjf , (3.115)
where f is an optimized function that makes Kj be constants for each element.
Using this approximation, equation (3.101) becomes
S(q) = • KjS(q) , (3.116)
or for a binary system
SS (q) = K 1S11(q) + K 2S12(q) (3.117)
S2(q) = Ki S21(q) + K2 S22(q)
Equivalently, the real space density functions are
p(r) - p = E Kj[jp'(r) - p'j] , (3.118)
and Sp'1 (r) - p' = Ki [pll (r) - 11] + K 2[P12(T) - P2]
P'2(r) - P 2 = K[P21(r) - P1] + K 2[p22(r) - P2]
We should note that the Warren approximation does not make any approxima-
tion in the process of data reduction to obtain the convoluted RDFs, but it is an
approximation that tries to simplify the interpretation of the reconstructed RDFs.
3.11 Modification Functions
Experimentally, the diffraction data can be collected only up to a limit qm, limited
either by the instrumental capability (for fast electron diffraction) or by the relatively
large wave length (for X-ray diffraction), in the reciprocal space. These limitations
will impose particular uncertainties in the deduced RDFs, since the integration used
in the RDF deduction procedure requires q values up to infinity [41, 65]. In a general
form, this limitation can be formulated by introducing a modification function M(q)
[155], after which the differential RDF equation (3.58) becomes
0O
D'(r) = 2 qi(q)M(q)sin(27rqr)dq . (3.120)
Since qi(q) is an odd function and M(q) an even function, using the convolution
theorem (cf. Appendix A), we can obtain
D'(r) = D(r) *M (r)
= D(u)M (r - u)du, (3.121)
--- O
where AM(r) is related to the cosine transform of the modification function M(q):
M(r) = 2 M(q) cos(2rqr)dq . (3.122)
There have been many modifications used [155]. The most commonly used ones
are
1. step function;
2. Gaussian damping function;
3. Lorch modification function.
The step modification function, defined by
M(q) = if q q , (3.123)
0 , otherwise,
nmiay seem to be a natural choice which limits the q values by a cutting-off threshold
q,. The cosine transform of the step modification function is
M(r) = 2 M(q) cos(2rqr)dq
sin(2xrqmr)
= 2qm (3.124)27rqmr
The Gaussian form of the modification function has an advantage that the Fourier
transform of the it is also a Gaussian function. It is also has the same dependence
on q as the Debye-Waller temperature factor, so it is also often referred to as the
artificial temperature factor [152].
The Lorch modification function [89] is based on the instrumental resolution in
real space. Suppose the upper limit of obtainable scattering vector value is qm; then
the corresponding resolution in real space is
1A = (3.125)
qm
On the other hand this resolution may be approximated as an average of the function
that is being measured over the range of spatial resolution. In other words, the
experimentally obtained RDF can be regarded as the true function averaged over a
range corresponding to the instrumental resolution in real space:
Ir+A/2
D(r) = D(r)dr
rr+Al/2 q2 f/2 J0 S(q) sin(2rqr)dq
r-A/2 J
= 2j S(q)M(q) sin(2rqr)dq , (3.126)
where
sin(rq/qm) (3.127)
M(q) rq/qm
is the Lorch modification function by definition. In real space, the corresponding
window is
M(r) = rm if r < 1/qm (3.128)
0 , if r > 1/qm .
For comparison the two often used forms of modification functions, step function
and Lorch function, are plotted together in Fig. 3-2, in both real-space representation
[Fig. 3-2(a)] and Fourier-space representation [Fig. 3-2(b)].
3.12 Numerical Windows
For the binary system of v-SiO 2, we use a reduced structure factor modified from a
reduced intensity by a sharpening function f(q). The modified RDF is obtained by
a modification function to equation (3.105).
r(pe(r) - = 2n,[j (f) 2 cos(21rqr)M(q)dq] * [r(pln(r) - pi)] +
+2n2 [ () cos(27rqr)M(q)dq] * [r(P2 2(r)- P2)] +
of
h ^f2
+4n1[ ,  cos(27rqr)M(q)dq] * [r(P12(r) - P2)]ff
C
0
o
UEcU'-
O
o
Cu
C)
Reciprocal Space Distance (1 /nm)
2.5
o
c
1.
C
-0.5
-1
-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
Real Space Distance (nm)
Figure 3-2: Cosine transforms of modification functions. (a) Step function; (b) Lorch
modification function.
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'
S2j qS(q) sin(27rqr)M(q)dq , (3.129)
where the subscripts 1 and 2 refer to silicon and oxygen atoms, respectively; M(q)
is the modification function to account for the termination effect, * designates a
convolution, and S(q) is the dimensionless reduced structure factor
(q) = I(q)- I(0)6qO 1
S(q)U= N 2 2 f? , (3.130)
in which uc refers to a molecular unit.
In the present study, the sharpening function used was
f = fl + 2f2 . (3.131)
The RDFs deduced from experimental intensity data are in the form of convo-
lutions involving the partial RDFs using a fitting sharpening function f(q). In the
convolutions the window functions wij(r) are determined by the atomic scattering
amplitudes fj and the sharpening function f
1oo fi(q) f(q)
wij(r) = 21 [f (q)1 2 cos(27rqr)M(q)dq (3.132)
[fJ(q)]
and are essentially governed by the ratios fifj/f 2 . The ratios of fifj /f 2 for SiO 2
system are shown in Fig. 3-3.
An ideal case should be such that these ratios are close to constant values, which
will result in the effect that the final RDF is a linear combination of the partial RDFs
as discussed below.
The convoluting window functions wiy(r) for SiO 2 are given in Fig. 3-4.
3.13 Scattering from Crystals
For crystalline materials, the spatial correlation in atomic arrangement, as described
by the space group of the crystal, will make the diffracted intensity non-zero only at
.. ~SI-a ..
- 0-0
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Figure 3-3: Ratio of atomic scattering amplitudes for Si and 0.
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Figure 3-4: Numerical window functions for SiO 2.
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the corresponding reciprocal lattice points [67]. In general a non-zero reflection exists
if the following two conditions are met simultaneously
q =g,
Fg# 0.
(3.133)
where g are reciprocal lattice vectors and Fg is the structure factor of the crystal for
reflection g
Fg = 1 fj exp(-27irj -g) exp(-Bjg2/4) , (3.134)
in which ri is the atomic position vector of atomic for a j-type atom and the sum-
mnation is (lone over all atoms within a unit cell.
3.14 Scattering from Partially Disordered Sys-
tern
When the material consists of two portions, one crystalline and one metamict with
an aperiodic atomic arrangement, the amplitude (3.20) can be decomposed into two
Iparts
A(q) = Aa(q) + A(q) ,
where
(3.135)
Na
Aa(q) = E fj exp(-2w7iq rj) , (3.136)
for which the summation is done over the metamict region which contains Na atoms;
aind
Ac(q) = NeFe(q) , (3.137)
for which F, is the structure factor for the crystal divided by the number of atoms
in the unit cell, and Nc is the number of atoms contained in the crystalline portion.
The total scattering intensity is hence
I(q) = IA(q) 12
= IAa 2 + IAc12 + A*A, + AaA* . (3.138)
Taking an ensemble average over all orientations, we obtain the Debye equation [26]
IAa2= (3.139)Z fif sin(2irqrij)
k 2irqr1 j
for the aperiodic part; where rij is the interatomic distance between atoms i and j;
IA1 2 N 2 ,FAc Y C1 (3.140)
for the crystalline part; and the cross terms
A*Ac + AaA* = 2 fk sin(2rq
k
N- sin (2rqrj)
j 27rqrj
are in fact relatively small compared with the first two terms which account for the
independent scattering intensity from the crystalline and metamict portions, respec-
tively. Neglecting these cross terms we therefore have
Na Na sin(2irqrij)
(q) = sin(2qr N F(q)2 .j 2wqrij (3.142)
Defining the unit intensity functions
1
Ia(q) = N
Na Na
i i
sin(2w7qrij)
27rqrij (3.143)
and
Ic(q) = IF(q) 2 ,
then the electron intensity measured is proportional to
I(q) = p2 a(q) + (1 - p) 21(q) ,
where p is the atomic fraction of the metamict portion.
(3.144)
(3.145)
(3.141)
The Bragg reflection intensity degrades as the proportion of the metamict region
grows. The intensity ratio of the degradation is
1(q) 2 a (q)(q)= 2 I (q + (1 - p) 2  (3.146)I,(q) I' (q)•
in which I,(q) gives rise to the diffuse halo rings, and I1(q) has non-zero values only
at reciprocal lattice points.
In general, the intensity ratio Ia/Ic is a decreasing function as the scattering angle
increases.
Figure 3-5 shows a simplified numerical model as a demonstration, where a crys-
talline lattice was fixed while randomly distributed scattering points were added to
the crystalline pattern in increasing number. In the hexagonal lattice [Fig. 3-5(a)],
there are
50 x 50/ sin 600 = 2686
scattering points. In the subsequent patterns, they contain increasing numbers of
scattering points added at random positions to the hexagonal lattice, 30 x 30 = 900
in Fig. 3-5(b); 60 x 60 = 3600 in Fig. 3-5(c); and 90 x 90 = 8100 in Fig. 3-5(d);
respectively. Defining a ratio value p = Nc/Na, where Nc and Na are the numbers of
scattering points of the crystalline lattice points and the randomly distributed scat-
tering points in a pattern, the above patterns have corresponding p values as follows
(a) p = ;
(b) p = 0.31;
(c) p =1.24;
(d) p = 2.79.
The corresponding diffractograms are shown in Fig. 3-6. In these structures, since
lthe crystalline lattice remains undisturbed, the resultant diffractogram is a superpo-
sition of two, one from the crystalline lattice with a fixed amplitude, and the other
from the random structure with an increasing amplitude. The disappearance of Bragg
reflections in the diffractograms as the fraction of random scattering points increases
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Figure 3-5: Composite models with randomly distributed scattering points added to
a crystalline patterns with increase numbers p. (a) p = 0; (b) p = 0.31; (c) p = 1.24;
(d) p = 2.79.
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reflects the reduction of the ratio of the Bragg reflection intensity and scattering
intensity from the random points.
Chapter 4
High-Resolution Electron
Microscopy
4.1 History and Overview
The maturity of the HREM technique has been achieved through both the technologi-
cal improvement, in instrumentation and the availability of computer image simulation
packages. The former has provided experimental images with atomic resolution, and
the latter a means of interpreting the experimental images with more reliability than
simply using intuition.
To the best knowledge of the author, the first published experimental TEM im-
ages resolving crystal lattices, was taken at MIT by Hall in 1945 [56], which showed
the lattice images of a muscle fibril of lattice spacings 14.4 nm and 19.3 nm, re-
spectively. Subsequent advances in instrumentation made micrographs of higher spa-
tial resolution available. Menter [98] reported his results of crystals of copper- and
platinum-phthalocyanine (space group P21/a) which resolved the (201) lattice planes
with 1.2 mrn spacing. But the possible complexities in correlating TEM images with
specimen structures were soon pointed out with examples where direct correlations
were shown to be impossible [22]; instead the diffraction contrast technique [61] was
widely applied to materials problems with great success. Despite the difficulties in
interpreting the image contrast [19], HREM was rapidly developed after certain non-
stoichiometric defects in the complex oxide compounds were uniquely identified [68, 1],
which would have not been possible using the diffraction contrast techniques. In the
1970's the HREM technique was developed into a reliable characterization tool [110],
and by the 1980's the technique had become a routine one used in many laboratories
[13].
Since the interaction between fast electrons and matter is very strong, dynamical
diffraction theory has to be used in order to obtain electron wave functions at the
exit surface of the specimen. Because high-resolution electron micrographs are phase
contrast images, it is very important to take into account of any phase modification
in the scatteringi•-imaging process in order to have any quantitative understanding of
the final images.
For crystalline materials, dynamical electron diffraction theories have long been
formulated using the Schr6dinger equation originally proposed to describe the behav-
ior of electrons. Bethe in 1928 [7] gave his formulation for the dynamical electron
diffraction theory using Bloch waves, where the total electron wave function was
written as a superposition of partial Bloch waves, which in turn were determined
by the eigenvalue equations constrained by suitable boundary conditions for the re-
flection case (Bragg case). Extension of the Bethe theory to the transmission case
(Laue case) was given later by MacGillavry [93] to explain the first convergent elec-
tron beam diffraction patterns [81] which showed strong dynamical diffraction effects.
Other formulations followed, notably the scattering matrix formulation [40, 144] and
the multislice formulation [24]. Though the Bloch wave formulation gives the most
rigorous solution to the problem analytically and offers insights into the physics of
scattering, it suffers greatly in numerical computations because the computation time
of eigenvalues and eigenvectors increases proportionally as N 3 , where N is the number
of reflections involved. On the other hand, although the multislice formulation itself
does not offer any inherent reduction in computation time in its original form [44],
the use of fast Fourier transform (FFT) to compute convolutions makes an efficient
algorithm which consumes time only in proportion to 2Nlog2 (2N). In computation
algorithms, the multislice formulation requires the least computer memory among all
the currently available formulations.
Image simulations became possible only after fast computers were commonly avail-
able. Incorporating the contrast transfer theory, which was formulated in terms of
lens contrast transfer functions and partial coherence functions, made the whole imag-
ing process well-suited to numerical simulations. Based on the multislice algorithm,
image simulations were first realized in the early 1970's [91] when large numbers of
beams were first included in the computations. Incorporation of the fast Fourier
transform formulae into the algorithm [72] made the multislice formulation the most
efficient for electron diffraction simulations when a large number reflections have to
be dealt with. Image simulations now have become routine in HREM laboratories
using even PC-style computers [92]. Comprehensive computer packages [142] have
also become available for routine usage.
With modern computers, digital image processing and analysis have been a power-
ful aid to help obtain better understanding of experimental results. Fast computations
have made possible to use the information contained in both the images and diffrac-
tion patterns in a coupled way to deduce phase information about the reflections from
weak-scattering crystals, whose structures can therefore be solved [58].
4.2 Image Formation
The principles of image formation in a conventional transmission electron microscope
(CTEM or TEM) are analogous to those in an optical microscope. The electron gun
provides a bright electron source. The condenser lenses focus the electron beam to
form a bright, coherent probe, or incident beam, onto the specimen. The objective
lens brings the scattered waves together at the back-focal plane to form the diffraction
pattern, where all electrons scattered into the same direction are brought to a point
in the diffraction plane. An aperture inserted at this plane can alter the imaging
process, as dictated by the Abbe principle. Since magnetic lenses are not perfect,
the electron waves exiting from the specimen is further altered, in both phase and
amplitude, by the lens, as expressed in the lens contrast transfer functions (CTFs).
Electron Source
Condenser Lens
Specimen
Objective Lens
Objective Aperture
- imaae Plane
Figure 4-1: Schematic of a TEM in lattice imaging mode.
M,
In high-resolution electron microscopy (HREM), the physical size of the objective
aperture is large, not as in the diffraction contrast technique where normally only
one beam (either the forward-scattered beam or a diffracted beam) is allowed by
the aperture. Instead many beams are allowed by the objective aperture, and they
interfere to form an image (the interference pattern) at the image plane. An schematic
representation of a TEM is given in Fig. 4-1 in lattice imaging mode.
The limiting factors for obtaining HREM images can be classified into two cate-
gories: instrumental and physical. The instrumental factors limit the quality of the
images, and the physical factors limit the interpretation of the images.
Major instrumental factors are coherence of the electron beam, perfection of the
lens and image recording. Coherence of a beam has two aspects: spatial coherence
and temporal coherence. Spatial coherence is characterized by the electron beam
divergence and the temporal coherence is characterized by the energy spread of the
electron source, which also contributes to chromatic aberration in the objective lens.
Both factors limit the image resolution greatly. Physically, the beam divergence causes
lateral image shift, and chromatic aberration causes a change in the focal length of
the imaging lenses.
The physical factors limit the interpretation of images. As described earlier, the
imaging process is not a linear process, and this complicates greatly the correspon-
dence between image contrast and specimen structures. In this respect the two major
factors are the scattering mechanism, when the electrons are traversing the specimen,
and the action of lenses on the image contrast obtained at the final image plane.
The electrons entering into the specimen interact with the Coulombic potential of
the specimen, and the electron waves are scattered. Since electrons are scattered more
strongly by atoms as compared to X-rays or neutrons, thin specimens are needed in
order to obtain sufficient number of electrons passing through the specimen. However,
even when the specimen is very thin, say 10 nm, the multiple scattering effects are still
non-negligible for crystalline specimens. This leads to the sorry state that, for most
cases, direct interpretation of the image contrast in terms of the projected potential
may not be valid. For phase contrast, the imperfection of the objective lens causes
phase shifts which in turn alter the image contrast.
Other defects include a stigmatism of the lens and misalignments. The latter
includes both specimen misalignment and microscope alignment. However, these ar-
itifacts can be eliminated when the microscope is operated optimally. Mechanical
vibrations caused by environment also introduce aberrations which can be incorpo-
rated into the chromatic aberration terms.
4.3 Electron Waves
'When an incident electron beam enters the specimen, the electron wave function in
1the specimen will be determined by the interaction between the electrons and the
,Coulombic potential of the specimen and the relevant boundary conditions.
4.3.1 Bloch wave formulation
For crystalline specimens, the electron wave function <(r) is governed by the Schr6dinger
equation:
- [V 2 + eV(r)]4(r) = eE/ (r) , (4.1)
2m
where h = h and
(r) = Ea(J) Cj ) exp[27ri(k(i) + g) " r] , (4.2)
j g
where a(J) are the excitation coefficients, C(j ) are the eigenvector components of the
secular equation, g, h are the reciprocal lattice vectors of the crystal, and k(J) are the
excited electron wave vectors in the crystal determined by the secular equation
[K 2 - (k(j) + g) 2]C ( ) + Z Ug-hC ) = 0, (4.3)
hAg
where
K2  2 meK 2 = - (E + Vo) (4.4)h 2
gives the electron wave vector corrected for the mean crystal potential Vo, E is the
incident electron energy, and
2me
1Ug= h2 Vg
are the Fourier coefficients of the modified potential
2me
U(r)= h2 V(r); (4.6)
here m is the relativistic mass of electron, e is the absolute value of electrical charge,
h is the Planck's constant, and V(r) is the Coulombic potential of the crystal which
can be expanded into the Fourier series
(4.7)V(r) = • Vg exp(2rig -r)
g
Using the high-energy approximation [100] to neglect the back-scattered electrons
-2Kz(k ') - Kz)
-2Kzy(J)
where
7(j) = k ) - Ks,
the problem can then be reduced to an eigenvalue problem
Ug-h - (U + g2 + 2K g)6 gh] C () = j ) C j )
9 ( V l
Yz z
where -y(J) and CO ) are the eigenvalues and corresponding eigenvectors, respectively.
Figure 4-2 shows the diffraction geometry for a general case using Bloch wave notation.
By defining a new eigenvector
z )1/2C (j)J)
(4.8)
(4.9)
(4.5)
Kz - k j)
F( ) = (1 + (4.10)
_Jz
-dz
Figure 4-2: Diffraction geometry of Laue case.
the secular matrix will always be hermitian, and the eigenequation becomes
rUg-h - (Uo + 92 + 2K -g) 6 gh] (I) = (j)L-(j)
h 2(Kz + gz) 1/2 (K, + hz) 1/2  h m
The eigenvalues y(j) are determined by the matrix
Ug
2(Kz)1 / 2(Kz+gz)1/2
U-h
. 2(Kz)1/2(Kz+gz)1/2
Ug
2(Kz)1/2(Kz+gz)1/2
Uh
2(K• )1/2(Kz + gz)1/2
which is hermitian.
_ 92+2K'g
S 2(Kz+gz)- '
Uh-g
.. 2(Kz+hz)1/2(Kz+gz)1/2
Ug-h
S 2(Kz +gz)1/2(K, +hz) 1/2
h 2 +2K.h
2(Kz+hz)
=0,
For a hermitian matrix, the eigenvalues are real, and better
computer algorithms are then available for solving eigenvalue problems [138].
The Bloch wave excitation coefficients a (j ) are given by
(j) = C=j )*
Individual Bloch waves are obtained by
b() (r) = a(c ) exp(2rik (j ) -r) CO( ) exp(2rig - r).
g
(4.13)
Individual diffracted wave qg(r) corresponding to reciprocal lattice vector g is
qg(r) = exp(2rig - r) a(j)C(j ) exp(2rik( j ) - r) (4.14)
The anomalous absorption can be treated using the phenomenological theory with
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(4.11)
(4.12)
an image potential
Ug -+ Ug + iU'g (4.15)
and the anomalous absorption coefficients can be calculated by the perturbation
method [67]
q () C)*U' ghC() (4.16)
g h
which is also valid for including HOLZ reflections (gz, 0). The electron wave function
has exponentially damping terms unique to each individual Bloch wave b() (r) in the
following form
V(r) = a(j ) exp(-27rq(J)z) 1 Cj ) exp[27ri(k(j) + g) - r] . (4.17)
j g
Other forms of absorption potential will result because the secular matrix is no longer
hermitian, and in this case the diagonalization of a general complex matrix must be
employed.
4.3.2 Multislice formulation
The interaction between the incident electrons and the specimen can be most effi-
ciently computed using the multislice algorithm. In the multislice formulation of the
dynamical electron diffraction theory, a solid slab is divided into many thin slices as
schematically shown in Fig. 4-3. Each slice is approximated as a phase object, which
modifies only the phase term of the electron wave that passes through the slice.
The Coulombic potential is projected perpendicular to the slice, and it acts as
a two-dimensional sheet. When the slice is very thin, it scatters incoming electron
wave only weakly. Due to the positive Coulombic potential, the slice has a refractive
index greater than 1 compared to vacuum. The first-order net effect is thus that the
electron wave that passes through the slice has a phase advanced from that of vacuum
waves, if the phase term chosen to be advancing with time, a convention adopted in
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Figure 4-3: In multislice theory, a slab is divided into many thin slices each of whichbehaves like a phase grating.
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the present thesis. The phase grating function of the N-th slice is thus given by
qN(x, y) = exp[i V"N)(x, y)AzN] (4.18)
where o is the interaction constant
rr 2
AE 1 + (1 + 3 2)1/2
2-moeA(1 + eE/moc2)
h2 (4.19)
in which 3 is the relativistic factor v/c, with v and c being the speed of the electron
and that of light, respectively. The projected potential between z = ZN-1 and z = ZN
is given by
V,(x, y) = V(x, y, z)dz (4.20)
AZN ZN-1
in which AZN = ZN - ZN-1 is the thickness of the N-th slice and V(x, y, z) is the
Coulombic potential function of the specimen, which can be expanded into Fourier
series (4.7)
V(, y, z) = Vhk exp[2ri(-- + ky+ )]. (4.21)
h k i a b c
For simplicity, assuming that the chosen basis vectors form a monoclinic unit cell
where c is unique, then the projected potential is
V(N) _ 1 zN hx ky lzV (xy) - 1 N1 Vhki exp[27ri(- +-b + -)]dz
hx ky
= +Vhk exp[2i(-  )] , (4.22)
hk a b
where
sin(wlAz/c) 27rilzoVhk = Vhkl (rexp( c (4.23)
where z0o = (ZN + ZN-1)/2, is the mid-coordinate of the slice along the Z-axis. We
should note that when Az = c, i.e., the slice thickness is equal to the periodicity
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along the projection direction, we simply have
Vhk = VhkO , (4.24)
which states that the projection in real space is equal to the Fourier transform of the
central section in reciprocal space.
Zero potential is assumed in between the neighboring slices, and the propagation
of electron waves within the gap is approximated as a Fresnel diffraction process.
Using Huygens' principle of wave propagation the wave field at a plane (x, y) which
is separated at distance R from the object plane (X, Y) is expressed by Kirchhoff
formula [23],
, y) = q(X, Y) e 2rir) [1 + cos(Z, r)]dXdY, (4.25)2A r
where Z, r refers to the angle between the two vectors. Such a situation is depicted
schematically in Fig. 4-4.
For near-field Fresnel diffraction, the distance r can be approximated by
r = [( - X) 2 + (y- y)2 + R2]1/2
S(x - X)2 + (y _ Y)R 2+ (4.26)
and for the small-angle scattering which is valid for fast electron diffraction,
cos(Z, r) - 1 , (4.27)
then the wave field at the (x, y) plane due to Fresnel diffraction can be expressed as
O(x, y) = q(x, y) * p(x, y) , (4.28)
where p(x, y) is the propagator:
i exp i(X2 + y2)p(x, y)= exp[ , (4.29)RA RA
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RFigure 4-4: Huygens' principle of wave propagation between slices.
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in which * denotes a convolution defined by
f(x) * g(x) = f (x')g(x - x')dx' (4.30)
Let 'CNN(x, y) denote the electron wave function at the exit surface of the N-th
slice (z = ZN), qN(x, y) be the phase grating function describing the phase change
introduced by the slice, and pN(x, y) represent the propagation function (propagator)
describing the Fresnel diffraction process of the electron wave propagating from the
(N-1)-th slice (z = ZN-1) to the N-th slice (z = ZN). Then, the electron wave function
at the exit surface of the N-slice is
ON(X, y) = [N-1( (X, y) * pN(x, y)]qN(X, y) . (4.31)
The Fresnel propagator [cf. equation (4.29)] is
i ir 2
pN(x, y) = A exp[ (x 2 + y2)] . (4.32)AAzN AAzN
The corresponding form in reciprocal space is
P(h, k) = exp(+21rishkAz) , (4.33)
where shk is the excitation error for reflection (h,k), defined as negative when the
corresponding reciprocal lattice points lies outside the Ewald sphere.
The great advantage to numerical computations is in the usage of fast Fourier
transform (FFT) to perform the convolutions in the iterations:
F[f (x) * g(x)] = F(u)G(u) . (4.34)
In Fourier space, the iteration becomes
JN(U, v) = [ON-~ (U, v)PN(U, v)] * QN(U, v) , (4.35)
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where I(u, v), Q(u, v), and P(x, y) are the Fourier transforms of 0(x, y), q(x, y), and
p(x, y), respectively.
4.4 Contrast Transfer
The lens contrast transfer function modifies the electron wave function in Fourier
space in the following manner
1(u, v) -+ T(u, v)4(u, v) , (4.36)
where
T(u, v) = A(u, v) exp[-ix(u, v)] , (4.37)
is the contrast transfer function of the objective lens and A(u, v) is the aperture
function
A(u, v) = 1, (u2 + v2)1/2 < Ro (4.38)( 0, otherwise ,
Ro is the physical radius of the aperture, and X(u, v) is the phase shift due to focusing
defect and the lens' spherical aberration
X(u, v) = 27r[CsA3 (u2 + v2)2/4 - AfA(u2 + v2 )/2] , (4.39)
where Cs is the spherical aberration coefficient of the objective lens, Af is the lens
defocusing value (positive for underfocus), and u and v are the orthogonal coordinates
relating to the magnitude of the scattering vector by
u 2 + v2 = 2 sin(E/2) (4.40)
in which E is the scattering angle.
Therefore, at the image plane, the electron wave function is
DI(u, v) = 4(u, v)T(u, v)
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= 1(u, v)A(u, )A(u, v) exp[-i(u, v)]
and in real image space
r1(x, y) = ' (x, y) * t(x, y) , (4.42)
where
t(x, y) = [T(u, v)] (4.43)
is the Fourier transform of the contrast transfer function.
The treatment of beam divergence can be dealt with by assuming that the electron
wave function is not affected appreciably when the electron waves are scattered by
the specimen, and the divergence is included by adding the image waves incoherently.
The overall effect is smearing of the image, which reduces the image resolution. The
inclusion of chromatic aberration is treated in a similar way. Electron waves emerging
from the specimen are focused to a range of image positions, and final image intensity
is the incoherent; superposition of all the individual images.
In Fourier space, the electron wave function at the image plane is
4),(u, v) = ((u, v)A(u, v) exp[-ix(u, v)] , (4.44)
and the real space image function is
i 1 (x, y) = Y-1 {(u, v)A(u, v) exp[-ix(u, v)]} ; (4.45)
the image intensity is
I(x,y) = I, (x,y)12
O= ?(x, y)'(x, y) . (4.46)
Applying a Fourier transformation, we have
.F[I(x, y)] = 11 (u, v) * 'F(u, v)
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(4.41)
= {((u, v)A(u, v) exp[-ix(u, v)]} * {(I*(u, v)A(u, v) exp[+ix(u, v)]}
= ./q(u', v' ) D*(u - u', v - v') exp[-ix(u', v')] exp[+iX(u - u', v - v')]du'dv'
= /(ul)(u - u') p[-i(u')exp (u)x [+i(u- u')]du'. (4.47)
If the partial coherence is considered, as illustrated in Fig. 4-5, we have two distri-
bution functions Z(Af) and S(w) describing the focus spread (temporal coherence)
and beam divergence (spatial coherence), respectively. Then, the total image intensity
function is
I(u) /= J (u', w, Af)(u - u', w,Af)A(u' - w)A(u - u' - w) x
x exp[-ix(u', Af)] exp[+ix(u - u', Af)]Z(Af)S(w)du'df dw , (4.48)
where Q((u, w, Af) is the electron wave function at conditions w (tilted illumination)
and Af (different wave length). In theory )(u, w, A f) has to be computed for every
value of (w, Af). But in practice both the divergence and focus spread are very small,
so that the wave function can be approximated by that at normal illumination:
((u, w, Af) = (D(u) , (4.49)
and the spatial coherence is included in the contrast transfer term
A(u) exp[-ix(u, Af)] -+ A(u - w) exp[-ix(u - w, Af)]. (4.50)
Combining equations (4.49) and (4.50) it will lead to an image intensity
I(x) = '- J D(u')(u - u')T(u, u - u', Af)du' (4.51)
where T(u, q, A f) is the transmission cross-coefficient [71]
T(u, q, A f) =: J A(u)A(q) exp[-ix(u) + ix(q)]Z(Af )S(w)dAfdw. (4.52)
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Figure 4-5: Schematics illustrating spatial and temporal coherence. (a) partial spatial
coherence arising from beam divergence. (b) partial temporal coherence arising from
electrons of different kinetic energies E1 and E2(> E1).
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Figure 4-6: Schematic diagram of the imaging geometry in a TEM. The Laue circle
defines the diffraction condition, and the optical center defines origin for the phase
shifts caused by the objective lens.
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A typical imaging geometry in HREM is schematically illustrated in Fig. 4-6.
4.5 Image Simulations
Since the relationship between the specimen's scattering potential and the image in-
tensity is not straightforward, the complexity of the imaging process makes the direct
deduction of specimen structure from HREM contrast impractical for the time being,
if not impossible in the future. Though there have been extensive efforts to devise
algorithms for the reverse scattering problem, so far there has been little success for
any practical applications. However, as described earlier, the imaging process in a
TEM has been well understood, and this makes it possible to perform numerical sim-
ulations following the experimental procedures. Since the imaging parameters can be
reasonably well characterized, this can allow one to study the specimen structures by
comparing experimental micrographs with simulated ones. By using various structure
models for the specimen, this procedure can therefore provide a semi-quantitative as-
sessment of image interpretation, though the image thus obtained may still not be
unique in principle.
HREM image simulations, as in the experimental image formation, can be best
described in three separate steps: (a) incident electron wave; (b) electron-specimen
interaction; and (c) lens contrast transfer.
As a good approximation, the incident electron wave is assumed to be coherent
plane waves described by
,o(r) = exp(21riKo - r) , (4.53)
where
1
Ko = (4.54)
is the electron wavevector in vacuum.
The specimen potential is calculated by using the relationship between structure
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factors and the Fourier coefficients of the potential
h2
Vhkl = Fhkl (4.55)2rrmeV,
where V, is the volume of a unit cell used in calculating the structure factors
Fhkl = fj exp[-2ri(hxj + kyj + lzj)] exp(-Bjg2/4) , (4.56)
wherein the summation is done over all atoms contained in a unit cell.
The electron waves at the exit surface of the specimen can be computed by any of
the algorithms based on any of the formulations of the dynamical electron diffraction
theory. As mentioned before, the most efficient algorithm is the multislice formula
when the FFT is incorporated into the algorithm. Since computing time in using
the FFT algorithm is proportional to Nlog2 N, where N is the sampling points, this
makes the total time required to complete a circle in the multislice iteration to be
proportional to 2N log2 (2N). Finally the lens contrast transfer functions are included
in the final image function computations.
The number of sampling points is important in carrying out meaningful simula-
tions. In order to avoid strong three-dimensional diffraction effects, the slice thickness
and the sampling interval should match. In general, the outermost reflection included
in the computations should not be any higher-order Laue reflection. In order for this
to be so, for the chosen slice of thickness Az, the highest-angle reflection should
correspond to
1
gmaax 1 . (4.57)
4.6 HREM Simulation for Aperiodic Materials
As we have seen in the previous sections, in order to carry out numerical simulation
of electron microscope images at atomic resolution, we need to know the crystal
potential as input data. This is true for all the formulations. In the Bloch wave
formulation, we need the Fourier coefficients of the crystal potential which appear in
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the secular matrix for computing the eigenvalues and eigenvectors. In the multislice
formulation, the specimen potential is needed to compute the phase grating functions
qj (x, y) of each slice. By assuming that atomic interactions do not alter the atomic
potential in solids appreciably from its isolated state, the specimen potential can
be calculated if all the atomic positions are known. For crystalline materials, the
potential distribution is periodic and continuous in real space. But it is a discrete
function in reciprocal space: it has non-zero value only at the reciprocal lattice points.
This property allows accurate reconstruction of the crystal potential in real space by
calculating the Fourier transform of a section in reciprocal space with a large number
of terms.
On the other hand, for aperiodic structures, the potential function is continuous
in both real space and reciprocal space. For numerical simulations, the sampling
will automatically introduce periodicities in real space structure. This method is the
continuation approximation [53]. It has been widely used to simulate HREM images of
aperiodic structures, such as crystals containing dislocations [111], twin boundaries
[128], small clusters, quasicrystals [130], etc. Here a supercell of large dimensions
is chosen as a unit cell in a periodic structure to approximate the true aperiodic
structure. In order to minimize the artifact introduced in this approximation, a few
criteria should be met about the construction of a supercell:
1. The structure of the central part of the super-cell is the same as the true material
model;
2. The effects due to defects (such as strain fields) should be negligible near the
boundaries of the supercell;
3. The boundary structure should be chosen as well as possible to avoid abruptness
in the artificial boundaries connecting neighboring supercells in the artificial
crystal.
It should be noted that the size of the super-cell is important; it should be chosen
so as to make a best compromise in the real- and reciprocal-space relationships:
large enough in real space to minimize the effects caused by the periodic boundary
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conditions, and small enough in real space to allow accurate reconstruction of the
specimen potential function by using a finite number of Fourier coefficients of the
potential allowed by the computer memory and time. As a general guideline, for a
5 nm x 5 nm supercell, 256 x 256 sampling points were used in the current simulations.
4.7 HREM Image Analyses
Image analysis generally includes three aspects: contrast enhancement, image restora-
tion, and image interpretation.
4.7.1 Digital diffractometry
The power spectra of an HREM image contain differentiated information about the
distribution of spatial frequencies of both the crystalline images and random images,
or images having both features.
As described in previous sections, the image wave functions are determined by
the coupling of the electron waves exiting the specimen and by the contrast transfer
function imposed on the electron wave caused by imperfections of the imaging system.
In general, we can always write the electron wave function at the exit surface of the
specimen in the form of a Fourier series
O(r) = y Cg exp(2rig -r) . (4.58)
g
The image wave function can then be written as
0i(r)= Z qOgT(g, uo, A f, Ko) exp(2rig -r) , (4.59)
g
where T(g, uo, A f, Ko) is the lens contrast transfer function. The Fourier transform
of the image intensity gives
Ig = E g+g,'4g,T(g + g', uo, A f, Ko)T*(g', uo, A f, Ko) , (4.60)
g/
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where the summation over g' is carried out over all reciprocal space vectors within
the aperture of the objective lens.
Diffractograms were obtained by computing the power spectra of the digitized
HIREM images. The corresponding power spectra of HREM images contain informa-
tion on the distribution of spatial frequencies of the images [3]. When the HREM
image appears perfectly crystalline, the corresponding power spectrum shows very
sharp Bragg peaks, indicating the composition of the discrete distribution of spatial
frequencies in the original image. The quite uniform background shows that the con-
tent of irregular noise in the image is minimal indeed. When the crystalline image
begins to degrade, it is also clearly reflected in the power spectrum of the image. The
fading of Bragg reflections can be semi-quantitatively understood by a simple two-cell
model [17], where the average structure factor < F(g, t) > can be expressed in terms
of the contribution from the undamaged virgin structure with structure factor F (O) (g)
and the completely amorphized structure with an average structure factor F(d)(g, t)
< F(g, t) >= n(t)F(0 )(g) + [1 - n(t)]F(d)(g, t) , (4.61)
in which n(t) is the undamaged fraction as a function of time t.
The fading of the intensity of a Bragg reflection is represented by the intensity
ratio
I(g,t) = n2(t) + [1 - n(t)]2 b2 + 2n(t)[1 - n(t)]b , (4.62)
1(0)(g)
where
b F(d)(g, t)b= (4.63)FF(O)(g)
As an estimate to show the trend of the fading of a Bragg reflection, Fig. 4-7 gives
the plot of the intensity ratio (4.62) as a function of n(t) for b = 0.3.
The corresponding power spectrum for an amorphous image gives the instrument's
contrast transfer function (CTF) [140]
I(u, v) = 6(u, v) + 4a2DoA(u, v) F[Vp(x, y)] 2 sin 2 X(u, v) , (4.64)
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Figure 4-7: Fading of Bragg reflection intensities from partially disordered structures.
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where A(u, v) is the aperture function, a is the interaction constant, Do is a constant,
/,(x, y) is the projected potential of the specimen, F denotes a Fourier transform,
and
X(u, v) = -rCsA'(u2 + V2)2 _ 7rAf (u 2 + v2) (4.65)2
X(u, v) is the phase shift caused by the lens aberration.
4.7.2 Auto-correlation
The auto-correlation function (ACF) of an image function I(x, y) is calculated by
P(x, y) = f f I(x', y')I(x + x', y + y')d'dy', (4.66)
where the integration is carried out over the image domain. The ACF of an image
gives the Patterson function [115, 116] of the image, which enhances the inter-atomic
distances.
The peaks in the ACFs identify the extent of self-similarities with respect to
relative translations in the micrograph. Therefore the ACF of a crystalline image is
the same as the original image. As disorder in the image increases, the ACF values
decrease more rapidly with respect to relative translations. When the image becomes
completely amorphous, the HREM image contains mainly random features, and this
gives rise to only the central peak in its ACF.
In fact, an ACF of an HREM image is equivalent to the Fourier transform of the
diffractogram of the same image. Therefore it contains essentially the same amount
of structural information, but using a different representation.
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Chapter 5
Results
5.1 HREM of Vitreous Silica
Vitreous silica has a continuous-random-network (CRN) structure, in which the basic
structural unit is the SiO 4 tetrahedron. In the ideal structure, all corners, and only
corners, are shared.
Though HREM gives great deal of structural information, it offers little for amor-
phous materials [66]. This is primarily because amorphous materials do not have any
spatial correlation in their atomic arrangement. In this sense, the phase distribution
of the scattered electron waves is not well defined, as in the case for crystals, and
as a result the phase contrast in HREM is mainly dominated by the electron-optical
imaging parameters.
To illustrate the image contrast of amorphous materials, multislice simulations
were carried out using the atomic model for vitreous silica with coordinates obtained
by molecular dynamics simulations [108].
In multislice computations, the supercell was chosen to be a = 5.0 nm; b = 5.0 nm
and the slice thickness was chosen to be Az = 0.2675 nm. In the computation of
electron wave functions, a 256 x 256 sampling grid was imposed. In the calculation
of phase grating functions, the section-projection [129] was used. Figure 5-1 shows
the simulated HREM images of the above model using electron-optical parameters
of the Akashi-ISI 002B TEM. The horizontal rows show the image contrast as a
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function of defocusing values, ranging from 35 nm (leftmost) to 90 nm (rightmost)
with increments of 5 nm. It is obvious that the image contrast is sensitive to the
defocusing condition. This is because, for an amorphous specimen, the projected
potential over a thickness of a few nanometers will have a quite uniform distribution,
which makes the phase distribution of the exit electron waves random without any
preferred values. However, subject to a specific defocusing value Af, the phase shift
added to the electron wave function has a well-defined distribution, viz
X(u, v) = 27r[CsA3 (u2 + v2 )2/4- Af A(u2 + v2)/2] . (5.1)
In fact, it is this phase shift caused by the contrast transfer function of the objective
lens that determines the image contrast for an amorphous specimen. Therefore,
unless the specimen is extremely thin (a few atomic distances) [12], the HREM image
contrast can hardly be directly related to the specimen structure, as shown in the
thickness series in vertical columns.
The vertical columns show image contrast variations as a function of the specimen
thickness. For an amorphous specimen, since the atoms are not spatially correlated,
as the specimen thickness changes, the projected potential along the electron beam
direction also changes in a rather random pattern. Such a random fluctuation of
the phase distribution in specimen thickness will thus modify the image contrast,
which is phase-sensitive. At a fixed imaging condition, the image contrast change
will follow the pattern of phase changes in electron wave function at the exit surface
of the specimen, viz a rather random pattern. This causes large contrast changes, as
evidenced by the simulated images.
On the other hand, this contrast mechanism also offers a convenient means to
determine the optical parameters used in electron imaging, as will be discussed later.
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Figure 5-1: Simulated HREM images of vitreous silica. Horizontal rows are defocusing
series, and vertical columns are thickness series. (a) Thicknesses: 2.0, 3.9, 5.9, 7.9
nm. Underdefoci: 35, 40, 45, 50 nm;
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Figure 5-1: (b) thicknesses: 2.0, 3.9, 5.9, 7.9 nm. Underdefoci: 55, 60, 65, 70 nm;
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Figure 5-1: (c) thicknesses: 2.0, 3.9, 5.9, 7.9 nm. Underdefoci: 75, 80, 85, 90 nm.
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5.2 RDFs for Vitreous Silica
Experimental zero-loss energy-filtered electron diffraction data from vitreous silica are
shown in Fig. 5-2 by the dotted line. In the same figure, the independent scattering
intensity is also plotted as the solid line; it is the incoherent sum of the scattering
intensities from all the individual constituents:
lincoh(q) = •:[fj(q)12UC
- ffi(q) + 2 f(q) . (5.2)
Shown in Fig. 5-3 are the interference functions (Zernike-Prins functions) mul-
tiplied by the respective modification functions from vitreous silica obtained from
neutron diffraction [163], X-ray diffraction [107] and electron diffraction [127]. The
interference function is defined as [cf. equation (3.101)]
I(q) - I(0)6qo 1S(q)= N 2  2 f, (5.3)
where the sharpening functions used were
f = fi + 2f2 , (5.4)
for electron and X-ray diffraction data, while the Lorch modification function
M(q) = sin(7rq/qmax) (5.5)
7wq/qmax
was used in the electron and neutron diffraction data, qmax being the maximum value
for q obtained in experiment. For electron diffraction experiments qmax = 16.0 nm - 1
and for neutron diffraction qmax = 72.0 nm -1
Although the cut-off values for q in X-ray and electron diffraction data are much
smaller compared to those for high-resolution neutron diffraction data, the similari-
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Figure 5-2: Zero-loss energy-filtered electron diffraction intensity (dotted line) data
for v-SiO 2 and the incoherent scattering intensity (solid line).
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Figure 5-3: Interference function for v-SiO 2 obtained from (a) neutron diffraction
(Wright 1990); (b) X-ray diffraction (Mozzi and Warren 1969); and (c) electron
diffraction (Qin et al. 1992).
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ties in the respective interference functions appearing in Fig. 5-3 are striking, though
not unexpected given that the interference function reflects an invariant atomic ar-
rangement in the specimen examined.
Figure 5-4 shows a reduced RDF for v-SiO 2 obtained by using energy-filtered
electron diffraction data with q,ma = 16.0 nm - ' in the form (cf. equation 3.129)
9g(r) = 4irr2(pe(r) le)
= 87rr j qS(q) sin(2rqr)M(q)dq
S87rr{[fj ( )2 cos(2w7qr)M(q)dq] * [r(pll(r) - il)] +
+2[jf ( J) 2 cos(27rqr)M(q)dq] * [r(P22 (r) - P2)] +
+2[1  f f cos(21rqr)M(q)dq] * [r(pi2(r) - P2)]} (5.6)
where the subscripts 1 and 2 refer to silicon and oxygen atoms, respectively; in the
data, qmax = 16.0 nm, which roughly corresponds to a real space resolution limit of
1
Ar N = 0.06 nm. (5.7)
qmax
In the same figure, the reduced RDF deduced from high-resolution neutron diffrac-
tion data [163] was also given as the dotted curve for comparison, where qmax =
72 nm - '. For neutron diffraction, since the scattering lengths are constants (bl =
0.4149 pm; b2 = 0.5804 pm) [4], the reduced RDF thus obtained is a linear combina-
tion of the partial RDFs
gn(r) = 4irr (p(r) - gn)
= 87rr j qin(q) sin(27rqr)dq
S47rb {r 2[p11(r) - Pl]} + 8irb {r 2[p22 (r) - P21I +
+87rb 1b2{r2[P12 (r) - P2]} . (5.8)
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Figure 5-4: Deduced reduced RDFs for v-SiO 2 using electron diffraction data (solid)
and neutron diffraction data (dotted and scaled by multiplying 1/30).
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).
Though the RDF has a convoluted form, the sharp peaks due to the short range
order in the structure are still well preserved. The peaks at 0.16 nm and 0.26 nm
are due to the well-defined interatomic distances of Si-O and 0-0 in the constituent
[SiO0+ ] tetrahedra.
5.3 Electron-Irradiated Quartz
5.3.1 SAEDPs
Crystalline quartz samples irradiated by fast electrons in the TEM were found to
degrade rapidly into metamict state, where long-range translational symmetry is
completely lost. Figure 5-5 shows a bright-field electron micrograph at low mag-
nification of a quartz sample irradiated by 200 keV electrons with a fluence about
102( e/m 2. The micrograph was taken when the specimen was partially amorphized,
i. e., when the crystallinity of the specimen had begun to degrade, but before metam-
ictization of the irradiated area was complete. Thickness fringes and extinction con-
tours in the micrograph confirmed the crystalline state, as also shown by the sharp
Bragg spots in electron diffraction patterns. However, small strain centers had also
begun to form, as a result of high dose of electron irradiation. The strains arise
from the density difference between the metamict state and the crystalline state of
quartz. The transformation can be characterized further by examining in-situ elec-
tron diffraction patterns from various stages during electron irradiation. Selected-area
electron diffraction patterns shown in Fig. 5-6 were taken at different times during
the crystalline-to-metamict transformation in Z-cut quartz in a transmission electron
microscope operating at 200 kV. Before the crystallinity began to degrade, shown in
Fig. 5-6(a), high-order Bragg reflections were clearly visible up to the first Laue zone
reflections, indicated by arrows. As irradiation continued, metamictization occurred
by a nucleation-and-growth mechanism, and the crystallinity of quartz started to de-
grade. In the corresponding electron diffraction patterns, the absolute intensities of
Bragg reflections were reduced, and higher order reflections began to disappear first,
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Figure 5-5: Low-magnification bright field micrograph showing the transitional mor-
phology during metamictization of quartz under electron irradiation. Strain contrast
is visible around the inclusions.
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Figure 5-6: Selected-area electron diffraction patterns from irradiated quartz. (a)
crystalline state; (b-e) mixed states; and (f) metamict state.
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as shown in Figs. 5-6(b-e). When the metamict portion reaches to a certain fraction,
diffuse halo rings, characteristic of diffraction patterns from amorphous materials,
began to emerge, in addition to the sharp Bragg reflection peaks from the crystalline
portion [Fig. 5-6(e)]. After the selected area was completely amorphized, Bragg re-
flections vanished completely; the diffraction pattern [Fig. 5-6(f)] has only the diffuse
halo rings as described by the Debye equation (3.139). The degradation of Bragg
reflection intensities is given by equation (3.146):
I(q) = p2a (q)
Sp 1 + (1 - p) . (5.9)Ic(q) Ic (9)
This is a non-linear equation with respect to p, the volume fraction of the metamict
portion. Since the curve is convex in shape, the ratio increases faster at large p values
than when p is initially small.
5.3.2 HREM of a-quartz
For crystalline quartz, the relationship between HREM image contrast and crystal
structure can be quantified with the aid of numerical image simulations, while taking
into account the experimental parameters. Image matching is normally necessary for
any reliable image contrast interpretation.
Figure 5-7 shows a typical experimental lattice image [Fig. 5-7(a)] of Z-cut quartz
and the corresponding structure projection [Fig. 5-7(b)] along the Z-axis using the
atomic coordinates reported by Le Page et al. [86].
Simulated lattice images with various specimen thicknesses at a series of defocus-
ing conditions are shown in Fig. 5-8. The horizontal rows are defocusing series, where
underfocus values are (from left to right) 35 nm, 40 nm, 45 nm, and 50 nm, respec-
tively. The specimen thicknesses used in the simulations are (from top to bottom)
2.16 nm, 4.3 nm, 6.48 nm and 8.64 nm, respectively.
Examining the correspondence between the simulated image contrast and the
projected crystal structure [Fig. 5-7(b)], we can see that for the range of crystal
thicknesses and defocusing values given above, the bright image spots correspond to
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Figure 5-7: (a) Lattice image of Z-cut quartz and (b) projected crystal structure.
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Figure 5-8: Simulated images of Z-cut quartz in underfocusing series (horizontal
rows) and thickness series (vertical columns).
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bFigure 5-9: (a) Lattice image of X-cut quartz and (b) projected crystal structure.
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Figure 5-10: Simulated images of X-cut quartz in underfocusing series (horizontal
rows) and thickness series (vertical columns).
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the structural tunnels in the projected potential.
Figure 5-9 shows a lattice image of X-cut a-quartz [Fig. 5-9(a)] and the projected
structure along X-axis [Fig. 5-9(b)]. Similar image contrast simulations shown in
Fig. 5-10 reveal a similar relationship between the image contrast and the projected
potential. The underfocusing series (horizontal rows) used values 35 nm, 40 nm,
.45 nm, and 50 nm, respectively, and the thickness series (vertical columns) used
values 1.96 nm, 3.92 nm, 5.88 nm, and 7.84 nm.
As in the case of Z-cut quartz, the bright image spots correspond to structural
tunnels in the projected potential within the ranges in underfocusing values and
specimen thicknesses quoted above.
5.3.3 HREM of metamict inclusions
At high magnification, the strain centers can be recognized to be amorphous inclu-
sions, which form the nuclei for further growth. Figure 5-11 shows, in a series of
experimental micrographs at atomic resolution, the morphological evolution of an
amorphous inclusion at different time intervals as the specimen was continuously ir-
radiated by 200 keV electrons in the microscope. In Fig. 5-11(a) the image appears
to be crystalline, but it can also be seen that an inclusion has already become no-
ticeable because of the change in image contrast around it. As electron irradiation
continued, the inclusion grew, and it appeared to be amorphous, as can be seen in
Figs. 5-11(b) and (c). The continued growth of amorphous inclusions in quartz led to
the complete amorphization (metamictization) of the specimen [Fig. 5-11(d)]. Even
in the early stage of the formation of the amorphous inclusion [Fig. 5-11(a)], the
shape of the inclusion is already recognizable. Though the crystalline lattice seems to
have remained resolved within the cross-section of the inclusion, the contrast change
is obvious. The lattice fringes suggest that there is still some crystalline material
overlapped along the incident electron beam direction with the amorphous inclusion.
The disappearance of the lattice fringes [Fig. 5-11(b)] within the cross-sectional area
of the inclusion indicates the loss of crystalline materials along the column, which
will be discussed in detail later by using image contrast simulations. We also note
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that, at the edge of the specimen, amorphization was already complete, as indicated
by the characteristic contrast present in the top-left corner of the image. The sharp
boundary between the amorphized region and the crystalline region sweeps inwards
as irradiation continues. This movement of the crystalline-amorphous interface leads
to the coalesce of the two amorphous areas, as clearly demonstrated in Figs. 5-11(c)
and (d).
Also noticeable in the experimental images is the strain contrast which appears
surrounding the amorphous inclusion. This strain is caused by the density differences
between crystalline quartz and the embedded metamict inclusion. The strain con-
trast disappears after the crystalline-amorphous interface reaches the surface of the
material.
Selected-area digital diffractograms were obtained from the small area which con-
tains the inclusion in the lattice images. The inset in Fig. 5-12(a) shows the diffrac-
togram from the whole image. The intensity distribution is symmetrical, which re-
flects the fact that the specimen and the microscope was well aligned. However,
when only a small area containing the inclusion was selected [Fig. 5-12(b)], the cor-
responding diffractogram from this area showed skewed symmetry in intensity which
is depicted in Fig. 5-12(c). The asymmetry in intensity distribution suggests that the
lattice had been altered, which was caused by strains introduced by lattice expansion.
At a later stage [Fig. 5-12(d)] where the area containing the inclusion has appeared to
be amorphous in the image, the diffractogram [inset in Fig. 5-12(b)] from the whole
image is about the same as in Fig. 5-12(a). However, the selected area, shown in
Fig. 5-12(e), gave rise to a diffractogram without any skewed symmetry, as shown in
Fig. 5-12(f).
In HREM image contrast simulations, the specimen models were built by embed-
ding an amorphous inclusion of spherical shape with diameter d = 2.0 nm into the
X--cut quartz crystals of certain thickness. The atomic coordinates for the amorphous
silica were obtained from molecular dynamics (MD) simulations [108]. In the mul-
tislice simulations, supercells of size 5.10 nm x 4.86 nm x 0.26 nm were used. The
sampling grid adopted was 256 x 256 points.
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Figure 5-11: Electron micrograph of irradiated quartz showing nucleation-and-growth
of a metamict inclusion. (a) Initial formation of inclusion;
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Continuation of Fig. 5-11
Figure 5-11: (b) inclusion grows;
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Continuation of Fig. 5-11
Figure 5-11: (c) inclusion grows bigger;
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Continuation of Fig. 5-11
Figure 5-11: (d) metamictization completed.
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Figure 5-12: Selected-area diffractograms from strained inclusion. (a) Diffractogram
of the whole image; (b) selected area containing lattice around an inclusion; (c)diffractogram from selected area (b);
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Continuation of Fig. 5-12
Figure 5-12: (d) diffractogram of whole image at a later stage; (e) selected area
containing the inclusion; (f) diffractogram from selected area (e).
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Figure 5-13 shows simulated HREM image contrast at an underfocus of 50 nm
as the specimen thickness increases, while the size of the amorphous sphere remains
constant d = 2.0 nm. The amorphous sphere is embedded in the upper part of the
specimen, where the sphere is tangent to the top surface of the crystalline quartz.
The geometry of the specimen models is given in Fig. 5-13(a). When the specimen
thickness is equal to the diameter of the amorphous sphere [Fig. 5-13(b)], the image
shows clearly the inclusion and its structural characteristics (aperiodic). The size of
the inclusion appearing in the image is also very close to the actual size in the model
specimen. As the specimen thickness increases, however, the image contrast of the
amorphous inclusion begins to fade [Figs. 5-13(c) and (d)], and the image contrast due
to the crystalline portion gradually overwhelms as the specimen thickness becomes
greater. In the meantime, the image contrast which outlines the size and shape of the
inclusion also begins to diminish, and it becomes more difficult to assess the actual
size and shape of the projected inclusion as the specimen thickness increases. In
quantitative terms, when the specimen thickness reaches about twice the diameter
of the amorphous sphere, the overall image contrast appears to be almost crystalline
[Fig. 5-13(d)], and the trace of the amorphous inclusion is hardly recognizable as the
specimen gets even thicker, which is depicted in Fig. 5-13(e), where the radius of the
amorphous sphere is 20 percent of the specimen thickness.
The variation of image contrast as a function of the size of the inclusion at a
constant specimen thickness is illustrated in Fig. 5-14. The specimen models are
given in Fig. 5-14(a), where the specimen thickness was chosen to be 4.9 nm. The
diameters of the amorphous sphere change from 2.0 nm [Fig. 5-14(b)] to 4.5 nm
[Fig. 5-14(g)] with a step of 0.5 nm between each successive image.
These images also demonstrate the relationship between the visibility of the amor-
phous inclusion and the specimen thicknesses. When there is an overlapping of amor-
phous material with a relatively large amount of crystalline material in a column
[Fig. 5-14(b)], the contrast of the amorphous sphere is quite faint, and the lattice
fringes of crystalline material show up in the background of the image of the amor-
phous inclusion. As the size of the amorphous inclusion grows, the aperiodic contrast
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Figure 5-13: Simulated HREM images from metamict inclusions of fixed size. (a)
Model structures: (b) t = d; (c) t = 1.5d; (d) t = 2.0d; and (e) t = 2.5d; where t is
the specimen thickness and d = 2.0 nm is the diameter of the spherical inclusion.
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Figure 5-14: Simulated HREM images with metamict inclusions of increasing sizes
at constant sample thickness of 4.9 nm. (a) Model structures. and (b-g) simulated
corresponding HREM images.
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gradually becomes unambiguously recognizable. When the diameter of the amor-
phous sphere and the specimen thickness are about the same [Figs. 5-14(f) and (g)],
the image contrast of the amorphous material gives a rather faithful picture of the
specimen structure in projection.
In order to understand the relationship between the image contrast (in particular
1the contrast from the amorphous inclusion) and the location of the inclusion in the
specimen, we also simulated HREM images using the models shown in Fig. 5-15(a),
where the specimen thickness was kept constant at 4.9 nm, and the diameter of the
amorphous sphere was also kept constant at 2.0 nm, but the location of the inclusion
changes by steps. The vertical position of the inclusion is shifted progressively from
the top or from the bottom [Fig. 5-15(a)]. The corresponding simulated images are
shown in Figs. 5-15(b-i). From these simulations, we see that there are no significant
contrast changes when the depth-location of the amorphous inclusion is changed.
Experimental HREM images of inclusions of larger sizes were also observed, which
are depicted in Fig. 5-16. The diameter of the inclusion is about 20 nm, in contrast
to about 10 nm shown in Fig. 5-11.
Similar morphological evolution was also observed in Y-cut quartz. Depicted in
Fig. 5-17 is an experimental HREM image of Y-cut quartz, where the sharp boundary
between the crystalline region (unamorphized) and the metamict region is clearly
seen. As the irradiation continued, the boundary advanced into the crystalline region
until the whole irradiated area became completely amorphized. Given in the inset is
the diffractogram taken from the crystalline region, which shows the geometry of the
crystalline lattice.
5.3.4 HREM of metamict quartz
In addition to the damage morphology illustrated in Fig. 5-11, Fig. 5-16 and Fig. 5-17,
it is also often observed that a gradual transformation occurs, showing a continuous
evolution in HREM images, where the perfect crystalline images degrade smoothly
into amorphous ones. We suggest that this morphology is due to the same damage
mechanism, i.e., the nucleation-and-growth mechanism. The metamictization can be
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Figure 5-15: Simulated HREM images when the location of metamict inclusion varies.(a) Model structures, and (b-i) simulated corresponding HREM images.
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Figure 5-16: Formation of metamict inclusions of about 20 nm in diameter in X-cut
quartz during in-situ electron irradiation. (a) Early stage of formation;
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Continuation of Fig. 5-16
Figure 5-16: (b) metamict inclusion grows;
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Continuation of Fig. 5-16
Figure 5-16: (c) metamict inclusion coalesced with adjacent metamict region;
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Continuation of Fig. 5-16
Figure 5-16: (d) metamictization completed.
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Figure 5-17: HREM image of Y-cut quartz during the crystalline-to-metamict trans-
formation. Inset is the corresponding selected-area electron diffraction pattern.
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well completed first at a certain part of the surface, where the potential barrier due
to an otherwise constrained strains does not exist. Continued irradiation causes the
nmetamict region to expand until the whole irradiated volume becomes amorphized.
Figure 5-18 shows a series of HREM images with increasing volume fraction of metam-
ict material undergoing continuous irradiation. In the early stage of irradiation, the
perfect crystalline image structure was not disturbed, as shown in Fig. 5-18(a). As
irradiation continued, however, the crystalline structure began to degrade, and the
apparent crystallinity was altered, as can be seen in Figs. 5-18(b) and (c). In these
rmicrographs, though the regularity of the image contrast due to the presence of the
crystalline part of the specimen is still clearly recognizable, a noisy diffuse back-
ground characteristic of amorphous structures with its origin in the aperiodic part of
the specimen begins to emerge. This is more evident in Fig. 5-18(c). When the uni-
form metamict state is finally reached, the image is completely aperiodic, as depicted
in Fig. 5-18(d).
To help understand the image contrast more quantitatively, image simulations
were also carried out. The structure models are composed of two layers; one is the Z-
cut crystalline quartz, and the other is the vitreous silica, using the atomic coordinates
for amorphous silica obtained from molecular dynamics (MD) simulations [108]. The
supercell adopted in the computations has dimensions 5.10 nm x 4.91 nm x 0.27 nm.
Figure 5-19 shows the image contrast variations at a constant specimen thickness
of 8.6 nm, but as the volume fraction of the amorphous portion (or equivalently the
crystalline portion) changes. The horizontal rows are for an underfocusing series,
which ranges from 35 nm (leftmost column) to 50 nm (rightmost column) with incre-
ment step of 5 rnm. The vertical columns show the contrast variations as a function
of the volume fraction of the amorphous layer. The top row has 1/8 amorphous ma-
terial, and the bottom row is for completely amorphous material. The increment of
the volume fraction is 1/8.
The images appear to be almost perfectly crystalline when the amorphous por-
tion consists of less than 1/3 of the specimen thickness. As the amorphous portion
increases, however, the crystallinity in the images degrades non-linearly. When the
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Figure 5-18: HREM images showing the nucleation-and-growth of metamict inclu-
sions during electron irradiation. (a) Perfectly crystalline states;
156
Continuation of Fig. 5-18
Figure 5-18: (b) partially damaged;
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Continuation of Fig. 5-18
Figure 5-18: (c) more disordered;
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Continuation of Fig. 5-18
Figure 5-18: (d) completely amorphized.
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Figrire 5-19: Simulated HREhI images. Vitreous silica on top with increasing thick- 
nesses wr t  ically while the total specimen thickness is maintained constant (8.6 nm) . 
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Figure 5-20: Simulated HREMI images. Crystalline quartz on top with increasing
thicknesses vertically while the total specimen thickness remains constant (8.6 nm).
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amorphous portion reaches about 2/3, the crystallinity in the images image is almost
lost, and the image appears to be only partially crystalline. When the crystalline
portion consists of less than 1/4 of the specimen, the images appear to be completely
amorphous, without any easily recognizable features of crystallinity.
Figure 5-20 shows the simulated contrast for specimens with a crystalline portion
on the top of the amorphous portion. Though the details of image contrast are
different from that of Fig. 5-19, both images appear to lose crystalline characteristics
when the crystalline portion occupies less than 1/3 of the specimen thickness.
In order to test the quantitative relationship between the image contrast and the
volume fraction of crystalline portion in the composite two-layer models, structural
models with total specimen thickness of 17.2 nm were constructed. Figure 5-21 shows
the dependence of contrast on the volume fraction, at an underfocus value of 45 nm,
in which the vitreous silica layer was put on the top with increasing factions from
1/16 (top left) to 16/16 (bottom right). Once again, we see that when the crystalline
fraction reaches a value of about 1/3, the image start to appear to be aperiodic.
Almost the same relationship can be observed from the simulated image series shown
in Fig. 5-22, where the Z-cut crystalline quartz was on top layer with a decreasing
thickness fraction, from 15/16 (top left) to 0/16 (bottom right).
In summary, when amorphous materials are placed on top of or the bottom of
or embedded into crystalline matrix, so long as the crystalline part occupies in more
than about 1/3 of the thickness along the incident electron beam direction, HREM
images may not show substantially different features, indicating the existence of such
amorphous layers, and the image contrast is mainly dominated by the crystalline
material. As a general rule, this explains why almost zero-noise lattice images can be
obtained from most crystalline samples, even when it is known that certain thickness
of the material must have been amorphized during specimen preparation processes
such as mechanical grinding or, in particular, ion milling.
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Figure 5-21: Simulated HREM images of amorphous-crystalline composite model of
total thickness of 17.2 nm at underfocusing of 45 nm. Top layer is amorphous with
increasing fractions from 1/16 (top left) to 16/16 (bottom right).
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Figure 5-22: Simulated HREM images of amorphous-crystalline composite model of
total thickness of 17.2 nm at underfocusing of 45 nm. Top layer is crystalline Z-cut
quartz with decreasing fractions from 15/16 (top left) to 0/16 (bottom right).
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5.3.5 HREM image analysis: power spectra
Diffractograms were obtained by computing the power spectra of the digitized HREM
images. The power spectra corresponding to the four HREM images in Fig. 5-18 are
shown in Fig. 5-23. When the HREM image appears perfectly crystalline [Fig. 5-
18(a)], the corresponding power spectrum [Fig. 5-23(a)] shows very sharp Bragg peaks,
indicating the composition of the discrete distribution of spatial frequencies in the
original image. The quite uniform background shows that the content of irregular
noise in the image is indeed minimal. When the crystalline image begins to degrade,
it is also quickly reflected in the power spectrum of the image, which is clearly demon-
strated in Figs. 5-23(b) and (c), where the higher order Bragg peaks have faded in
intensity, while a diffuse background starts to emerge in the diffractograms. The
fading of the Bragg reflections can be qualitatively understood by the simple two-cell
model [17], where the average structure factor < F(g, t) > can be expressed in terms
of the contribution from the undamaged virgin structure with structure factor F (°) (g)
and the completely amorphized structure with an average structure factor F(d)(g, t)
< F(g, t) >- n(t)F(O)(g) + [1 - n(t)]F(d)(g, t) , (5.10)
in which n(t) is the undamaged fraction as a function of time t.
The fading of the intensity of a Bragg reflection can be seen by the following
equation
I(g, t) n 2(t) + [1 - n(t) 2b2 + 2n(t)[1 - n(t)]b (5.11)1(O)(g)
where
b = IF(d) (g, t ) |
b = (5.12)IF(0)(g)
As mentioned before, the power spectra of the micrographs [Figs. 5-23(b) and
(c)] consist of both sharp Bragg peaks indicating the crystallinity and the diffuse
halo characteristic of the aperiodic structure. However, though the geometry of the
optical diffractograms resemble those of selected-area electron diffraction patterns, the
information contents are substantially different. In selected-area electron diffraction
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Figure 5-23: Diffractograms from images of progressively metamictizing quartz. (a)
Diffractogram from Fig. 5-18(a) image;
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Continuation of Fig. 5-23
Figure 5-23: (b) Diffractogram from Fig. 5-18(b) image;
167
Continuation of Fig. 5-23
Figure 5-23: (c) Diffractogram from Fig. 5-18(c) image :
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Continuation of Fig. 5-23
Figure 5-23: (d) Diffractogram from Fig. 5-18(d) image.
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patterns, the diffraction intensity distribution is essentially determined uniquely by
the specimen structure; the effects due to electron-optical aberrations are minimal in
these patterns. The electron diffraction intensity is the square of the absolute values
of the electron wave function at the exit surface of the specimen (4.58)
(r) = O qg exp(27rig - r) . (5.13)
g
In reciprocal space the electron diffraction intensity for reflection g is
Ig = I g 12 , (5.14)
which is independent of the imaging parameters, such as the contrast transfer function
of the objective lens.
On the other hand, the intensity in the optical diffractograms also involves the
contrast transfer function, in addition to the electron wave function exiting from the
specimen, since the intensity distribution is the corresponding power spectrum of the
square of the absolute values of the electron image function at the image plane of the
imaging lens (4.59)
k(r) = • qgT(g, uo, A f, Ko) exp(27rig - r) , (5.15)
g
and the corresponding intensity in the optical diffractogram is expressed by equation
(4.60)
g = " qg+g,4g,T(g + g', uo, A f, Ko)T*(g', uo, A f, Ko) , (5.16)
g/
from which we can see that the contrast transfer function T(g, uo, Af, Ko) also is
involved in determining the intensity distribution in diffractograms.
The final metamict state [Fig. 5-18(d)] is uniform and completely aperiodic. The
corresponding power spectrum [Fig. 5-23(d)] gives the instrument's contrast transfer
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function (CTF) [c.f. equation (4.64)]
I(u, v) = 6(u, v) + 4a2DoA(u, v)jF[V,(x, y)] 2 sin2 X(u, v) (5.17)
where A(u, v) is the aperture function, cr is the interaction constant, Do is a constant,
V,(x, y) is the projected potential of the specimen, YF denotes a Fourier transform,
and X(u, v) is the phase shift caused by the lens aberration:
X(u, v) = -7rCsA3(u2 + v2)2 - 7AAf(u2 + v2) . (5.18)2
Shown in Fig. 5-24 is a CTF of the Akashi-002B electron microscope at Scherzer focus
[132] (about 40 nm), at which optimum phase contrast is obtained.
From the diffractogram of the micrograph of the metamict state [Fig. 5-18(d)],
the value of underfocusing can be estimated from Fig. 5-23(d) to be 40 nm, is close
to the Scherzer focus for this microscope.
5.3.6 Numerical simulations
In HREM images of irradiated crystals, three different types disordering morphologies
are often observed. One morphology is that disordering takes place first at a few
locations, then these locations serve as nucleation sites, from which further disordering
is expanded into neighboring regions until the whole area becomes disordered; a
second morphology is that disordering occurs almost uniformly throughout the region
with small amplitudes in its beginning, and then the disordering amplitudes grow
until the crystalline structure is destroyed and the material becomes amorphous. The
former case can be related to the formation of many amorphous inclusions; and the
latter case describes the situation where the structural evolution follows the double-
layer model.
Figure 5-25 shows a series of model patterns with various degrees of disorder in-
troduced into a crystalline hexagonal pattern. Here, local displacements of maximum
amplitude A = 0..5 of the lattice parameter were introduced, at locations chosen ran-
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Figure 5-24: Contrast transfer function of 002B TEM at Scherzer focus.
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TEM
domly and in increasing number, into the starting crystalline pattern [Fig. 5-25(a)].
The direction of displacement was also chosen randomly for each displacement intro-
duced.
The corresponding power spectra of these patterns are depicted in Fig. 5-26,
where the effect; on increasing disorder was clearly revealed in the diffractograms. In
Fig. 5-25(a) where the perfect hexagonal lattice was not disturbed, the corresponding
diffractogram [Fig. 5-26(a)] contains sharp Bragg reflections up to high orders. As the
displacements were introduced, even at low site fractions [p = 0.2 for Fig. 5-25(c)],
higher order reflections begin to degrade, and diffuse background in the diffractograms
begins to appear [Fig. 5-26(c)]; these trends grow stronger as the fraction of disorder
increases. When the pattern becomes completely random [p = 1.0, Fig. 5-25(h)], the
sharp Bragg reflections vanish completely in the corresponding diffractogram [Fig. 5-
26(h)], which is an indication of the randomness of the original pattern.
A series of model patterns corresponding to the second morphology, where disorder
is introduced to every lattice point with increasing maximum displacement amplitude
A, is shown in Fig. 5-27. Here the pattern changes in a more gradual manner when
it transforms into more disordered states. However, we should note that, when the
maximum displacement amplitude becomes greater than 0.5, in effect the pattern
should have become random, because in this case every lattice point has been subject
to a maximum displacement in a random direction of more than 50% of the lattice
parameter.
Figure 5-28 shows the corresponding diffractograms from the patterns depicted
in Fig. 5-27. The trend is clear, as for case of locally-disordered patterns discussed
previously, that the sharp Bragg reflections begin to degrade rapidly as the disordering
increases. As noted above, when A = 0.5 the pattern has become almost completely
disordered, and the corresponding diffractogram [Fig. 5-28(f)] contains only a few very
weak Bragg sharp reflections. When A = 0.75 [Fig. 5-27(g)], the patterns has lost
completely its regularity, and the corresponding diffractogram [Fig. 5-28(h)] contains
no Bragg reflections at all, but only diffuse intensities resulted from the random
pattern in Fourier transforms.
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Figure 5-25: Patterns of random local displacements introduced in a crystalline lattice
with increasing fractions p at maximum amplitude 0.5 of the lattice parameter. (a)
Perfect lattice (p = 0) ; (b) p = 0.1; (c) p = 0.2; (d) p = 0.3;
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Continuation of Fig. 5-25
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Figure 5-25: (e) p = 0.4; (f) p = 0.5; (g) p = 0.75; and (h) completely disordered(p = 1.0).
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Figure 5-26: Corresponding diffractograms from the patterns shown in Fig. 5-25. (a)
Perfect lattice (p = 0) ; (b) p = 0.1; (c) p - 0.2; (d) p -- 0.3;
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Continuation of Fig. 5-26
Figure 5-26:
(p = 1.0).
(e) p = 0.4; (f) p = 0.5; (g) p = 0.75; and (h) completely disordered
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Figure 5-27: (e) A = 0.4; (f) A = 0.5; (g) A = 0.75; and (h) completely disordered
(A = 1.0).
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Figure 5-28: Corresponding diffractograms from the patterns of shown in Fig. 5-27.
(a) Perfect lattice (A = 0) ; (b) A = 0.1; (c) A = 0.2; (d) A = 0.3;
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Continuation of Fig. 5-28
Figure 5-28: (e) A = 0.4; (f)
(A = 1.0).
A = 0.5; (g) A = 0.75; and (h) completely disordered
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5.3.7 HREM image analysis: auto-correlation functions
For a pattern with certain internal regular structures, the auto-correlation function
(ACF) of the pattern provides an enhanced feature to assess regularity on average.
The auto-correlation function of an image function I(x, y) is calculated as
P(x, y) = f f I(x', y')I(x + x', y + y')dx'dy', (5.19)
where the integration is carried out over the image domain. In crystallography deter-
minations, in fact the ACF of a structure gives the Patterson function of the structure,
which explicitly enhances the inter-atomic distances.
Figure 5-29 are the corresponding ACFs of the HREM images shown in Fig. 5-18.
The peaks in the ACFs identify the extent of self-similarities with respect to relative
translations in the micrograph. For the simple case where the image shows only lattice
points, as shown in Fig. 5-29(a), the ACF of the crystalline image is the same as the
original image. Analytically, this can be easily demonstrated. Assuming a periodic
image function with basis vectors a and b, the image function can be expressed by
I(x) =Z 6(x - ja - kb), (5.20)
jk
and the ACF of I(x) is
P(x) = I(x')I(x+ x')dx'
= •••6(x - ja - kb)
jk
= I(x). (5.21)
The decrease in intensity in the outer part of the ACF is due to the finite size of the
image (and the aperture). However, as disorder in the image increases, the ACF values
decrease more rapidly with respect to the relative translations. This is evidenced by
Figs. 5-29(b) and (c). In Fig. 5-29(b), the extent of the ACF is smaller compared to
that of Fig. 5-29(a), and Fig. 5-29(c) shows even smaller number of ACF peaks, which
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Figure 5-29: Corresponding auto-correlation functions of the HREM images shown
in Fig. 5-18. (a) ACF of Fig. 5-18(a):
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Continuation of Fig. 5-29
Figure 5-29: (b) ACF of Fig. 5-18(b);
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Continuation of Fig. 5-29
Figure 5-29: (c) ACF of Fig. 5-18(c):
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Continuation of Fig. 5-29
Figure 5-29: (d) ACF (x10) of Fig. 5-18(a).
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indicate that some regularities in the original images [Figs. 5-18(b) and (c)] have been
lost compared to Fig. 5-18(a). When the image becomes completely amorphous, the
HREM image contains mainly random features, and this only gives rise to the central
peak in its ACF, as shown in Fig. 5-28(d). The halo ring in the ACF reflects that
image characteristics due to the modification by the microscope's contrast transfer
fmunction, which largely dominate the image contrast of an amorphous specimen.
5.3.8 Radial distribution functions
Figure 5-30 shows the reduced RDF for electron metamict quartz (solid line) deduced
from EFED, together with the reduced RDF for v-SiO 2 (dotted line) for compari-
son. We can see that the first two peak positions in the RDF for metamict quartz are
unchanged, which means that the interatomic distances for the first two nearest neigh-
bors have not been altered significantly. The Si-O (0.16 nm) and O-O (0.26 nm) bond
lengths are the same as in v-SiO 2 , which suggests that the basic structural unit, the
SiO 4 tetrahedron is largely preserved in the structure of electron-metamict quartz.
However, the area under the first peak in the RDF for metamict quartz is smaller
than that for v-SiO 2 . This change in area indicates a reduction of the coordination
number for the Si-O connections. This supports the radiolytic model for the metam-
ictization mechanism proposed by Hobbs and Pascucci [64], where an oxygen atom
is removed from its tetrahedral site to form an E" oxygen vacancy center and an 0 2
interstitial peroxy linkage (Fig. 5-31) which comprise a close Frenkel pair. In other
words, rebonding in the damaged stochastic structures occurs when there is a high
enough density of broken Si-O linkages, but the process may not be complete. Due to
the reduction in the Si-O nearest neighbor coordination number, there must be some
unlinked Si-O bonding in the electron-metamict states, while in the ideal continuous
random network structure of vitreous silica, no such broken bond would exist. The
reduction in the area under the first RDF peak for electron-metamict quartz is also
consistent with the theory that, under electron beam irradiation, depletion of oxygen
atoms occurs at least at surfaces as detected by Auger spectroscopy [149].
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Figure 5-30: EFED deduced reduced RDFs for electron-metamict quartz (solid line)
and vitreous silica (dotted line).
188
0
I,
(a) (b)
Figure 5-31: Hobbs-Pascucci model for the radiolytic mechanism in the metamictiza-
tion of quartz (after Hobbs and Pascucci 1980).
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5.4 Neutron-Irradiated Quartz
Since quartz samples degrade rapidly at high dose electron irradiation, the exami-
nation of neutron-irradiated specimens was therefore conducted at minimum illumi-
nation doses to reduce electron irradiation damage to a minimum. This low-dose
mode made it impossible to record any images at atomic resolution to examine the
microstructures of the neutron-damaged quartz.
Four specimens of different fluences were obtained and examined, employing elec-
tron diffraction and electron microscopy techniques. The irradiated a-quartz samples
were Y-cut thin slices with the following fluences of 1 MeV neutrons:
(a) 1.0 x 1023 n/M 2
(b) 3.0 x 1023 n/M 2;
(c) 1.0 x 1024 n/m 2;
(d) 1.5 x 1024 n/m 2.
5.4.1 SAEDPs
Figure 5-32 depicts the selected-area electron diffraction patterns from neutron ir-
radiated specimens. Figure 5-32(a) shows that, when the irradiation fluence is low
(1.0 x 1023 n/rn2 ), no substantial evidence of disordering was revealed in the corre-
sponding electron diffraction pattern. By comparing with the numerical simulation
results for the locally disordering model discussed in Section 5.3.6, we can estimate
that the disordered fraction caused by neutron irradiation in the sample was not yet
very high. In fact, in the diffraction pattern even some reflections from the first Laue
zone are recognizable, which indicates that the specimen remained in a well-ordered
state. As the irradiation dose is increased to 3.0 x 1023 n/m 2 [Fig. 5-32(b)] and higher
to 1.0 x 1024 n/n 2 [Fig. 5-32(c)], high-order Bragg reflections began to vanish in in-
tensity, but a certain degree of crystallinity remains as evidenced by the presence of
some low-order Bragg reflections in the corresponding electron diffraction patterns.
However, for the specimen irradiated with the highest dose of 1.5 x 1020 nvt, the cor-
responding electron diffraction has only the diffuse rings from typically amorphous
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materials, all the Bragg reflections characteristic of any spatial regularity in atomic
arrangement having vanished completely.
5.4.2 RDFs
Using the algorithms described in Chapter 3, as for the case of deducing the re-
duced RDFs for vitreous silica and electron-metamict quartz, energy-filtered electron
diffraction data were collected from neutron-metamict quartz (irradiated to a fluence
of 1.5 x 1024 n/M 2 ) following the same procedure. A reduced RDF was deduced from
these data and is shown in Fig. 5-33 as a dotted line, where reduced RDFs for vitreous
silica (solid line) and for electron-metamict quartz (dashed line) were also plotted in
the same chart for comparison.
One noted feature in the reduced RDF for neutron-metamict quartz, in compar-
ison with those for electron-metamict quartz and for vitreous silica, is that the area
under the first RDF peak is the smallest. As discussed in Section 5.3.8, this indicates
that, in the neutron-metamict quartz, the average coordination number in the Si-O
nearest neighbors are the smallest in these three aperiodic states. Considering the
mechanism for primary damage during fast neutron irradiation, where direct atomic
displacements caused by knock-on damage (or subsequent cascade damage) are more
likely to occur than for fast electron damage, such bonding-breakage would there-
fore leave more oxygen atoms displaced from the Si-O bonding connections to form
interstitials in the quite open network structure of metamict quartz. In the mean-
time, the collapse and rearrangement of the structure may also qualitatively explain
the decrease in density in the crystalline-to-metamict transformation in quartz under
irradiation.
5.4.3 Effect on annealing
It was reported that, on annealing of the neutron-metamict quartz [159] for 13 hours
at 9600C, recrystallization occurs and a-quartz re-appeared. After annealing the
completely metamictized quartz Y-cut sample used in the present study, which had
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Figure 5-32: Selected-area electron diffraction patterns from neutron irradiated Y-cut
quartz with increasing neutron fluence. (a) 1.0 x 1023 n/rn2; (b) 3.0 x 1023 n/rn 2 ; (c)
1.0 x 1024 n/m 2; (d) 1.5 x 1024 n/M 2.
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Figure 5-33: EFED deduced reduced RDFs for neutron-metamict quartz, electron-
metamict quartz and vitreous silica.
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been irradiated to dose 1.5 x 1020 nvt, however, no phenomenon of recrystallization was
observed by electron diffraction and electron microscopy. No Bragg reflections were
seen in the corresponding electron diffraction patterns, nor any sign of crystallization
was observed in the imaging mode, such as crystalline grains, etc.
5.5 Ion-Implanted Quartz
Since the penetration depth of ion in ion-implantation is only a few tens of nanome-
ters, cross-section samples was examined of the quartz crystals implanted by 150 keV
Si+ ions with fluence of 2 x 1021 ions/rM2 . In Fig. 5-34(a), the zero-loss electron diffrac-
tion intensities from such a specimen is plotted as a dotted line, from which we note
that the first sharp diffraction peak is greatly reduced in intensity, in contrast to the
same peak shown in the diffraction patterns from vitreous silica, electron-metamict
quartz, or neutron-metamict quartz. For ease of comparison, the solid line in the
same figure the is the zero-loss electron diffraction intensity from neutron-metamict
quartz.
Figure 5-34(b) shows the corresponding Zernike-Prins interference functions for
these two specimens, ion-implanted quartz as the dotted line and neutron-metamict
quartz as the solid line. In this plot, the substantial change of this peak in position is
clearly demonstrated, reflecting changes in the structural order in the medium range.
5.6 Electron-Irradiated Tridymite and Cristobalite
Atomic resolution electron microscopy was employed to monitor the dynamic pro-
cesses during metamictization of mineralogical samples of cristobalite and tridymite.
These silica polymorphs have quite different crystal structures, and both are very sen-
sitive to electron irradiation. Though they both degrade faster than crystalline quartz
in fast electron beams, cristobalite degrades somewhat faster than tridymite under the
same electron irradiation flux. Figure 5-35 presents a series of micrographs showing
the structural evolution of tridymite during the crystalline-to-metamict transforma-
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Figure 5-34: (a) Zero-loss electron diffraction intensities from 150 keV Si + ion-
implanted quartz (dotted line) and neutron-metamict quartz (solid line); (b) cor-
responding Zernike-Prins interference functions.
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tion under fast electron irradiation, observed in situ in the Akashi-ISI 002B TEM
operating at 200 kV with an electron beam flux of about 1024 e/m 2sec, though. Fig-
ure 5-36 shows the corresponding power spectra of the lattice images. The image in
Fig. 5-35(a) represents essentially a crystalline state, as evidenced by the perfect reg-
ular lattice fringes corresponding to the crystal lattice, and its corresponding power
spectrum shown in Fig. 5-36(a). As irradiation continues, as shown in Figs. 5-35(b)
and (c), structural disordering began to develop. This can be seen from both the
real-space lattice image and from the Fourier-space diffraction pattern [Fig. 5-36(b)].
Partially-ordered structure can also be recognized from the existence of sharp Bragg
reflections in the corresponding power spectrum. The final stable structure is amor-
phous, as shown in Fig. 5-35(d). In the corresponding power spectrum [Fig. 5-36(d)],
the Bragg reflections, which are characteristic of regularities in the structure, have
disappeared completely.
The morphological evolution in cristobalite under the same irradiation conditions
as tridymite was also monitored using HREM in situ. Cristobalite showed very simi-
lar behavior in response to electron irradiation, though cristobalite seemed to be even
slightly more sensitive to electron-beam damage. Figure 5-37 shows the HREM images
of cristobalite at four different structural states during the crystalline-to-metamict
transformation under the electron beam. Corresponding power spectra of these im-
ages are shown in Fig. 5-38.
Using the critical fluence for amorphization [70] of quartz as a reference (, 1025
electrons/m 2 ), the critical fluences for amorphization of tridymite and cristobalite are
estimated to be 0.5 x 1025 electrons/m 2 and 0.4 x 1025 electrons/m 2 , respectively.
It should be noticed that during the crystalline-to-amorphous transition, no small
amorphous inclusion was observed, in contrast to the case of quartz.
Energy-filtered electron diffraction data were also collected from both electron-
mnetamict tridymrnite and electron-metamict cristobalite. Shown together in Fig. 5-
39 are the reduced RDFs for electron-metamict tridymite (dashed line), electron-
mietamict cristobalite (dotted line), and electron-metamict quartz (solid line) as a
reference state.
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Figure 5-35: In-situ HREM images of fast electron-irradiated tridymite. (a) Perfectly
crystalline; (b-c) partially disordered; and (d) metamict state.
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Figure 5-36: Corresponding power spectra of the HREM images shown in Fig. 5-35.
(a) Perfectly crystalline; (b-c) partially disordered; and (d) metamict state.
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Figure 5-37: In-situ HREM images of fast electron irradiated cristobalite. (a) Per-fectly crystalline; (b-c) partially disordered; and (d) metamict state.
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Figure 5-38: Corresponding power spectra of the HREM images shown in Fig. 5-37.
(a) Perfectly crystalline; (b-c) partially disordered; and (d) metamict state.
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From Fig. 5-39 we can identify that the first peak (rl _- 0.16 nm) is due to the
Si-O distance in the basic SiO 4 tetrahedron and the second peak (r2 - 0.26 nm) is
due to the 0-0 distance, which is the edge length of the tetrahedron. These two
peaks in the RDFs confirm that the SiO 4 tetrahedra, the basic building blocks of
silica network structure, are well preserved in all these metamict states.
The Hobbs-Pascucci radiolytic model for the crystalline-to-metamict transforma-
tion in quartz is likely to be valid for each of these samples. However, since the atomic
structure of tridymite or cristobalite has more open structures and lower densities, in
which six-membered rings are dominant, the recombination process could be different
from that for quartz, which has a less open structure because of the dominant rings
also contain eight-membered rings in addition to six-membered rings. It should be
noted that there is more free space available in the network structures of tridymite
or cristobalite than in quartz. Therefore, the transient volume expansion found in
quartz [146] may not be present for tridymite or cristobalite. This transient volume
expansion gives rise to local strain fields which were observed around the amorphous
inclusions in their early stages. For tridymite or cristobalite, on the other hand, the
creation of closely-spaced Frenkel pairs comprising an E" center and a peroxyl radical,
may foster more rapid recombination; alternatively, the interstitial 0- just occupies
some free space in the network, without causing substantial expansion of the lattice,
before re-bonding occurs to minimize the energy of the whole system.
The more rapid transition under the same dose as that for quartz can be under-
stood in terms of the openness of the network structure in a similar way. Though
the bonding energy of the network structure may not be very different from that for
quartz (Si0 4 - tetrahedron are the building block of both structures), owing to the
availability of more free space in the more open structures of tridymite and cristo-
balite, the phonon energy responsible for the transient volume expansion is much
less than for quartz for either of these two polymorphs to reach the metamict state,
which has a density close to that of cristobalite and tridymite. Therefore, the total
energy required for completing the transformation to metamict state in cristobalite
or tridymite will be lower than on quartz.
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Figure 5-39: Reduced RDFs for electron-metamict tridymite (dotted line) and cristo-
balite (dashed line). The reduced RDF for electron-metamict quartz is also indicated
by the solid line, serving as a reference.
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In short summary, as indicated by their respective RDFs, the corner-sharing tetra-
hedral network structure existing in crystalline tridymite is most likely to have been
preserved in the metamict state obtained by irradiating tridymite or cristobalite crys-
tals using fast electrons, though the long-range periodicity no longer exists. The tran-
sient volume expansion found in the crystalline-to-amorphous transition in quartz is
not observed.
5.7 Amorphous SiO 2 Thin Films on Si Substrates
Amorphous SiO 2 thin films of about 300 nm to 500 nm in thickness grown on silicon
wafers were also studied using the RDF analysis. In general, these amorphous thin
films have lower densities due to their porous structures. Figure 5-40 shows the
reduced RDFs deduced from energy-filtered electron diffraction data. In the same
figure, the reduced RDF for vitreous silica is also plotted for comparison.
The RDFs for SiO 2 thin films have much lower peak heights in their first RDF
peaks. These first peaks are also much broadened compared to the corresponding
peak for v-SiO 2.
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Figure 5-40: Reduced RDFs for SiO 2 thin films on Si substrates. Dotted line: CVD-
grown; dashed line: thermally-grown; solid line: vitreous silica.
204
Chapter 6
Discussion
6.1 Termination Effects in RDF Deduction
The major errors affecting the accuracy in RDF derivations are data truncation, which
cuts off the high-angle data; the intensity normalization constant; and uncertainties
of the fitting curve which involve the atomic scattering amplitudes and sharpening
functions. But the systematic errors introduced in intensity normalization and scat-
tering amplitudes result in a quite smooth correction curve in the Fourier space, which
in turn gives rise to a sharp peak close to the origin in the RDFs [77]. Hence these
errors can be easily identified. The cut-off of diffraction data at a finite value of q
causes uncertainty about sharp details in the deduced RDFs and hence causes loss
of resolution in the RDFs. For the EFED data used in this study, the cutting-off
threshold in the diffraction data was qm,, = 16.0 nm - ' in Fourier space, which limits
the resolution in the RDFs to
1
= 0.06 nm . (6.1)
qmax
In order to examine the truncation effect in RDF deduction, neutron diffraction
data from v-SiO 2 [163] were utilized. Figure 6-1 shows the deduced RDFs with six
different truncation values:
(a) qmax = 72.0 nm;
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Figure 6-1: Effects on the RDFs of truncations for various qmax values. (a) 72.0 nm;
(b) 54.0 nm; (c) 45.0 nm; (d) 36.0 nm; (e) 27.0 nm; (f) 18.0 nm.
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(b) qmax = 54.0 nm;
(c) qmax = 45.0 nm;
(d) qmax = 36.0 nm;
(e) qmax = 27.0 nm;
(f) qmax = 18.0 nm.
By reducing the cut-off threshold values qmax, we can observe two major effects on
the deduced RDFs:
* the RDF peaks are broadened and the peak heights are reduced by truncating
qmaz;
* certain fine structures in the RDFs are lost as qmax decreases, such as indicated
by the arrows highlighting the gradual loss of the Si-Si peak at 0.3 nm.
It should be noted that the Si-Si peak, appearing at about 0.3 nm, was lost when
the diffraction data were cut off at 36.0 nm- 1. This is a significant loss, as the Si-Si
peak also determines the average bonding angle for the Si-O-Si chains.
6.2 Partial RDFs
For a binary system, three partial correlation functions are to be determined. In
principle, the three independent scattering functions can be obtained from various
techniques. They are [171]
* three different radiations (X-rays, neutrons, electrons);
* isotopic substitution (in the case of neutrons);
* isomorphous substitution;
* anomalous dispersion (in the case of X-rays);
* polarized neutrons (for magnetic materials).
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Figure 6-2: Values of the determinant [equation (6.2)] for SiO 2 system.
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To use the first option, as has been discussed in Section 3.9, condition (3.111)
must be met:
b bi bib2
f(X)2 f(X)2  (X)fX) 4 0. (6.2)
(e)2  f(e)2  f(e)f (X)
For v-SiO2, this determinant is a function of the scattering vector q, and it is given
in Fig. 6-2 for the range of q from 0 to 16 nm -1. A singularity is seen to occur at
about q = 4.2 nm - .
An additional analytical technique to obtain structural information surrounding
an atom is to use the extended X-ray absorption fine structure (EXAFS) [147], which
employs high-intensity monochromatic synchrotron radiation beams. Since the mod-
ulations in EXAFS are due to an interference between outgoing excited inner-shell
electron waves and waves scattered back from surrounding atoms, the EXAFS spec-
trum therefore contains information on both the atomic species and the neighboring
atomic configurations. The counterpart of EXAFS in electron energy loss spectra
is the extended energy loss fine structure. Here, the inner-shell electron excitation
process shows fine structure in the region of 40 eV to several hundred electron volts
away from the absorption edge. This extended fine structure comprises modulations
in the differential inelastic electron scattering cross-section [74].
However, due to difficulties arising from data processing and in arriving at a
quantitative description of the process, these two techniques so far have given only
poor results in predicting local atomic configurations [160].
6.3 Coordination Numbers
For a single component system, the radial distribution function can be deduced from
the electron diffraction intensity [cf. equation (3.56)]
G(r) = 47rr 2p(r)
- 87r q[(q f 2 - 1] sin(27rqr)dq + 4rr2p . (6.3)
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This is an exact equation. The average coordination number surrounding an average
atom is therefore the integral to the nearest-neighboring distance ri
CN = 47r 2 r p(r)dr
= 
r G (r)dr. (6.4)
For multiple component systems, on the other hand, since the the deduction of
the RDFs is not exact using electron diffraction data, this method is no longer valid.
Given the complex relationships involved between the diffraction intensity and rele-
vant RDFs, qualitative application of this method is not meaningful, though unfor-
tunately it can still be seen occasionally in literature.
6.4 Dynamical Scattering Effect in Amorphous
Materials
Since the scattering of electrons is much stronger than X-ray photons in solids, dynam-
ical scattering effects are not negligible in most cases, particularly when the scattering
objects are crystalline and contain heavy elements, as discussed in Chapter 4.
For amorphous materials, the atomic positions are poorly correlated, except within
the first few atomic nearest neighbors. This will in effect reduce the scattering formu-
lae to kinematic expressions, which greatly reduces the complexities in data reduction,
both for diffraction and imaging [96]. In particular, when the specimen thickness is
small, say less than the extinction length of the structurally-related corresponding
crystalline phases, the kinematic formulae will be valid. Shown in Fig. 6-3 is am-
plitude of the direct beam as a function of specimen thickness, calculated using the
vitreous silica model [Fig. 6-3(a)] and Z-cut quartz [Fig. 6-3(b)].
From the calculated results, we can see that indeed the scattering amplitude fol-
lows kinematic theory quite well.
When the dynamical scattering effects are strong enough to be non-negligible, the
effects will be in general two-fold [2]:
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Figure 6-3: Electron amplitude of the direct beam plotted against specimen thickness.
(a) vitreous silica;
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Figure 6-3: (b) Z-cut quartz.
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(a) the deduced RDF peak heights may be altered;
(b) the area under RDF peaks may be altered.
These two effects will therefore make the accurate determination of coordination
numbers, using the measured areas under the first RDF peaks, difficult. However, as
far as the interatomic distances are concerned, which are indicated by the RDF peak
positions, the dynamical scattering effects will not introduce significant problems.
6.5 Medium-Range Order
Though energetics are important in determining the atomic structure of aperiodic
solids, topological constraints are sometimes convenient parameters in describing the
structure. Monte Carlo studies of SiO 2 [148], based on an exclusion principle incor-
porating a minimum allowed 0-0 separation in adjacent tetrahedra, show that the
relative orientations that tetrahedra can assume are drastically restricted. Therefore,
it is not possible to have completely random orientations of tetrahedra beyond the
first neighbor connections.
In Zachariasen's continuous random network atomic model for glasses, only short-
range order is specified, and rules are proposed to govern the connection between
neighboring tetrahedra. But, in fact, this short-range order alone is not enough
to explain many of the properties, e.g., not even the macroscopic density can be
determined from short-range order alone [42], so there is certainly a great interest in
exploring the medium-range order [33].
In the diffraction data, the first sharp diffraction peak contains a lot of infor-
mation on such medium-range order. Indeed, this first sharp peak can be used to
identify the prominent rings contained in a disorder material. As having been men-
tioned in Chapter 1, all of the polymorphs of silica, except stishovite, contain a large
proportion of six-membered rings. By examining the sterically-comparable size of the
six-membered rings, we find that the radius of these rings must be roughly 0.25 nm.
If a structure contains a large number of rings of this type, the dominating feature
in the corresponding diffraction patterns should a corresponding peak characteristic
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of this feature in isolated form, assuming there are no well-correlated strong inter-
links between these similar rings. This peak, which has been observed in all forms of
metamict silicas, can be attributed to the existence of planar rings in the structure,
which in turn govern the medium-range order.
For such an isolated six-membered ring, the scattering amplitude in Fourier space
can be expressed in terms of Bessel functions [126]. For the simplest example, ignoring
the size of the SiO 4 tetrahedron, the independent scattering intensity is proportional
to the square of the Bessel function of order zero:
IRig(R) oc IJo(2rRr) 2 , (6.5)
where r is the radius of the ring and R specifies the radial coordinate in reciprocal
space.
The numerical value of the Bessel function of order zero is plotted in Fig. 6-4.
For v-SiO 2 , using r - 0.25 nm, we can calculate that the first peak appears at
2-rrR = 3.83 which gives
R - 2.4 nm -1 . (6.6)
The first sharp diffraction peak, which occurs indeed at R - 2.4 nm -1 in v-SiO 2
and metamict silicas, therefore indicates that six-membered rings dominate and the
medium-range structure of these silica forms.
While the peak position is indicative to the size of the rings, the shape of the peak,
on the other hand, should be directly related to the distribution of such rings. In
neutron-irradiated samples, the decrease in this first sharp diffraction peak therefore
suggests that the distribution of the six-membered rings has been reduced.
The anomalous behavior of the first sharp diffraction peak as temperature or
pressure changes can also be explained using the current theory. As temperature
increases, more six-membered primitive rings accumulate, as can be found in the
corresponding high-temperature phases (such as 0-cristobalite) of silica. The higher
concentration of six-membered rings gives rise to the sharper FSDP. As pressure
increases, the number of smaller rings increases, which is also true in the corresponding
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Figure 6-4: Intensity of Bessel function of order zero.
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high-pressure crystalline phases of silica (such as coesite). As a result, the FSDP is
diminished and its position shifts to larger values due to the smaller ring sizes.
We should note that in Si + ion-implanted quartz, the first sharp diffraction peak
was not only reduced in peak-height, but also was shifted to larger ql positions. This
suggests that the number of rings of the same size has decreased, and the size of these
distinct rings has been reduced. The latter is consistent with the fact the implanted
sample has become Si-rich due to the - 22% extra of implanted Si+ ions on average.
In diffraction from the rings, certainly Si atoms play more important role than O
because of their higher atomic number (hence higher scattering cross-section). The
extra Si atoms are likely to reduce the number of six-membered rings existing in the
structure and to create some new rings of smaller radii.
6.6 Mechanisms for Metamictization
Because of the equivalence in masses, an irradiating fast electron is about fifty times
more likely to lose energy to excitation of atomic electrons than to interactions with
atomic nuclei [63], which means in general radiolytic damage is more efficient than
knock-on damage in materials, if radiolysis can occur at all. However, since the
knock-on displacement threshold energy for fast electrons in Si0 2 is 64 keV for oxygen
atoms and 197 keV for silicon atoms [119], knock-on damage certainly should also
have occurred in the electron microscopes under the experimental conditions used in
this thesis.
The nucleation-and-growth of the metamict structures in electron-irradiated quartz
is a non-diffusive process, as evidenced from efficient metamictization at even cryo-
genic temperatures [113]. Here, there is no likely long-range atomic transport in-
volved, and the changes in structure are realized by rearrangement of the network
connectivity in the topological structure of the solid. As has been demonstrated
by topological analysis of the atomic structures of silicas in crystalline form [95],
six-membered rings are the dominant component in the polymorphs studied in this
thesis. On the advancement of the metamict-crystalline boundary, the topological
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Table 6.1.: Comparison of neutron, electron, and X-ray amorphography
Scattering
Wavelength (nm)
Cross-section (nm 2)
Probe size (nm 2)
Specimen thickness (nTm)
M1aximum q value (nrm- 1 )
Combined imaging
Magnetic scattering
Isotopic effect
Electron
Coulombic
10- 3
1
102
10
20
Yes
Weak
Weak
X-Ray
Electromagnetic
10 - 1
10-
1012
106
40
No
Weak
Weak
structure, viz, the dominance of six-membered rings, is therefore likely to remain
unaltered. This transformation, can be schematically illustrated by the triangle raft
model proposed by Shackelford, shown in Fig. 6-5, which is a two-dimensional model
based on the Zachariasen model for glasses, originally used to illustrate the boundary
structures in ceramics [133]. In this figure, there is a sharp boundary between the
crystalline region and the amorphous region. Due to the restrictions imposed by the
match of the two structures across the boundary, the atomic structure of boundary
is dominated by six- and seven-membered rings [133].
6.7 Comparison of Neutron, Electron, and X-Ray
Amorphography
One of the greatest advantages of the EFED technique is that it is far more efficient
than either X-rays or neutrons. It can provide structural information about small
volumes at sub-micron dimensions. This is because electrons interact more strongly
than X-rays or neutrons (by about 8 and 6 orders in magnitude, respectively in
scattering cross-sections).
Given in Table 6.1 is a comparative summary of the three amorphographical tech-
niques, their merits and disadvantages.
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Neutron
Nuclear
10-2
10- 7
1014
107
70
No
Strong
Strong
L=
Figure 6-5: Triangle raft model showing the crystalline-to-amorphous transformation
with a sharp boundary (after Shackelford 1983).
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Chapter 7
Summary of Conclusions
The present study examined the morphological evolution in metamictization of vari-
ous polymorphs of silica, including quartz, tridymite and cristobalite in various arti-
ficial radiation environments and characterized the atomic structures of the obtained
metamict states. High-resolution electron microscopy in combination with numerical
image simulations and image analysis was employed to monitor the crystalline-to-
metamict transformations. Electron amorphography was developed to characterize
the atomic configurations in amorphous materials using deduced radial distribution
functions.
Major conclusions drawn from the study are as follows:
1. Under fast electron irradiation at high doses, quartz crystals undergo a crystalline-
to-metamict transformation via a nucleation-and-growth mechanism. The metam-
ict nuclei can either form as inclusions within the crystalline matrix, or can form
on crystal surfaces, which led to the two seemingly different morphological evo-
lutions reported earlier.
2. When the diameters of amorphous spherical inclusions are less than about 1/2
to 2/3 of the specimen thickness, contrast from the inclusions in HREM images
appears weak and is difficult to identify. When there is an amorphous layer
overlapping crystalline matrix, the thickness of the amorphous layer must be
over about 2/3 that of the crystalline layer before substantial image contrast
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can be distinguished.
3. HREM images offer little structural information on the atomic structure of
an amorphous specimens, except the randomness in atomic arrangement, but
important electron-optical imaging parameters, such as lens defocusing, etc.
can be retrieved from such images.
.4. The radiation damage to quartz crystals is not sensitive to crystal orientation.
5. Among the polymorphs of silica examined, tridymite and cristobalite degrade
most rapidly in electron beams, with critical fluences of 0.5 x 1025 and 0.4 x 1025
electrons/m 2 respectively, followed by quartz (_ 1025 electrons/m 2).
6. Electron diffraction data contain a wealth of information on the atomic structure
of an disordered materials. Interatomic distances can be quite reliably deduced
from such data.
7. All forms of metamict silica, obtained from different polymorphs as starting
materials, retain a continuous random network structure similar to that found
in vitreous silica, but the medium-range order seems to be different in each case.
8. In porous a-SiO 2 thin films grown on silicon substrates, the tetrahedral SiO 4
structural configuration was found to have been retained, but the 0-0 distri-
bution is less regular than in vitreous silica.
9. The number of perfect tetrahedral configurations in metamict quartz was found
to have been altered from that of v-SiO 2, and in neutron-metamict quartz is
more severe than in electron-metamict quartz.
10. The first sharp diffraction peak in the diffraction patterns from vitreous and
metamict silicas contains information on medium-range order. In all forms of
amorphous silicas, six-membered rings were found to be the dominant primitive
rings. However, in Si+ ion-implanted quartz, smaller rings were found to be
dominant.
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11. The deduction of partial RDFs for vitreous silica using the three independent
scattering equations obtained from electron-, X-ray-, and neutron-diffraction
was explored, and found impractical. A criterion was proposed to examine
feasibility.
12. Electron amorphography is most useful for thin film specimens and micro-areal
analysis.
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Appendix A
Symbols and Sign Conventions
Though there exists an arbitrariness in defining the signs of certain quantities, they
must however be used consistently in context with other interrelated quantities. Un-
fortunately, such has not been the case in practice. It is just often found that incon-
sistencies appear in published work.
Throughout the text we will use boldface letter to designate vectorial quantities
and plain letters to designate scalar quantities in general.
We designate a plane wave that propagates along the Z-axis as
To = exp(27riKoz) (A.1)
where Ko is the wavevector defined by
K o = A (A.2)
with A being the wavelength.
Real -+ Reciprocal
Reciprocal -+ Real
Transmission function:
Phenomenological absorption:
Fresnel propagator:
¢(u) = f O(x) exp(-2iriux)dx
O(x) = f ¢(u) exp(+27riux)du
exp[+iuVp(x, y)Az]
V, - V, + iO
exp(+2wrisgAz)
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--
Phase shift:
Structure factor:
V - 0 4exp(-iX)
X(u) = 27XAu 2(CsA2 2 /4 - Af/2)
F, = j fj exp(-2wig -r) exp(-B g2 /4)
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Appendix B
Useful Relationships in Fourier
Transforms
I. Fourier transform:
The forward Fourier transform is defined by
+00F(u) = f-0 f (x) exp(-2riux)dx
and the inverse Fourier transform is
f(x) =J F(u) exp(+27riux)du .
2. Convolution Theorem:
[f(x) * g(x)] exp(-27iiux)dx = F(u)G(u)
Proof:
/f (x) * g(x)] exp(-27riux)dx = / f(x')g(x - x')dx'] exp(-2wiux)dx
= f(x') { g(x - x') exp[-27riu(x - x')]dx} exp(-27riux')dx'
= F(u)G(u). (B.4)
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(B.1)
(B.2)
(B.3)
3. Sine transforms:
F(u) = 2J f (x) sin(27ux)dx
f (x) = 2 F(u) sin(2wrux)du0
(B.5)
(B.6)
4. Cosine transforms:
F(u) = 2 f (x) cos(2wux)dx
f(x) = 2j F(u) cos(2rux)du
(B.7)
(B.8)
5. Convolution Theorem:
Let f(x) be an odd function and g(x) be an even function, i.e. f(-x) = -f(x)
and g(-x) = g(x); then, the Fourier transforms of f(x) and g(x) are
F(u) f (x) exp(-2riux)dx
- f(x) cos(27rux)dx - i +
- -2i j f (x) sin(27rux)dx0
-= g(x) exp(-2riux)dx
=- g(x) cos(2rux)dx - i
= 2 g(x) cos(2wux)dx.
f (x) sin(27rux)dx
(B.9)
/ g(x) sin(21rux)dx
(B.10)
Let F(u) = -iF'(u) = 2 fo+" f(x) sin(2wux)dx; then, we have the convolution theo-
rem in sine transforms
F(u) * G(u) = 2 j f (x)g(x) sin(27rux)dx .
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and
G(u)
(B.11)
= +M
-o0
