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F I N D I N G  S IM U L T A N E O U S  D I O P H A N T I N E  A P P R O X I M A T I O N S  
W I T H  P R E S C R I B E D  Q U A L I T Y
WIEB BOSMA AND IONICA SMEETS
ABSTRACT. We give an algorithm that finds a sequence of approximations with 
Dirichlet coefficients bounded by a constant only depending on the dimension. 
The algorithm uses the LLL-algorithm for lattice basis reduction. We present 
a version of the algorithm that runs in polynomial time of the input.
1. I n t r o d u c t io n
T h e reg u la r con tinued  fraction  a lg o rith m  is a classical a lg o rith m  to  find good ap ­
p rox im ations by  ra tio n a ls  for a given nu m b er a G R  \  Q. D irich let [13] proved  th a t  
for every  a G R  \  Q  th e re  are in fin itely  m an y  in tegers q such th a t
(1) l|q a || <  q- 1,
w here ||x || d eno tes th e  d is tan ce  betw een  x  an d  th e  n ea res t in teger. T h e  exponen t
— 1 of q is m in im al; if it is rep laced  by  an y  nu m b er x  <  - 1 ,  th e n  th e re  ex ist a G 
such th a t  on ly  fin ite ly  m an y  in tegers q sa tisfy  ||q  a || <  qx .
H urw itz  [6] proved  th a t  th e  con tinued  fraction  a lg o rith m  finds, for every  a G 
an  in fin ite  sequence of increasing  in tegers qn w ith
||q„ a || <  - 1= q- 1 .
T h is  resu lt is sharp : if th e  co n s tan t —  is rep laced  by  an y  sm aller one, th e n  th e  
s ta te m e n t becom es inco rrec t. L egendre [12] show ed th a t  th e  con tin u ed  fraction  
a lg o rith m  finds all good  approx im ations , in  th e  sense th a t  if
l |q a | l <  2 q- 1 >
th e n  q is one of th e  qn found  by  th e  a lgorithm .
A s to  th e  generalization  of ap p ro x im atio n s in  h igher d im ensions D irich let proved 
th e  following theorem ; See C h a p te r  II o f [16].
T h e o r e m  2 . L et an  n  x m  m a tr ix  A  w ith  en tries aij  G R  \  Q  be g iven  and  suppose 
th a t 1, ai 1 , . . . ,  aim are linearly independen t over  Q  fo r  som e i w ith  1 <  i <  n. 
There ex ist in fin ite ly  m any  coprim e m -tu p les  o f integers q 1 , . . .  ,q m such th a t w ith  
q =  m ax  |qj | >  1, we have
(3) m ax  j) q 1 a i 1 +  • • • +  qm a im|| < q n .
i
The exponent —m o f q is m in im al.
D e f in i t io n  4 . L et an  n  x m  m a tr ix  A  w ith  en tries  aij  G R  \  Q  be given. T he 
D irich le t coefficient of an  m -tu p le  q1 , . . .  ,q m is defined as
q n m ax  IIq1 a i1 +  • • • +  qm a im|| .
i
1
2 W I E B  B O SM A  A N D  I O N IC A  S M E E T S
T h e p ro o f of th e  th eo rem  does n o t give an  efficient w ay of finding a series o f ap ­
p rox im ations w ith  a D irich let coefficient of 1. F or th e  case m  =  1 th e  first m u lti­
d im ensional con tinued  frac tio n  a lg o rith m  w as given by  Jacob i [7]. M any  m ore fol­
lowed, see for in s tan ce  P erro n  [15], B ru n  [3], L agarias [11] an d  Ju s t [8]. B ren tjes  [2] 
gives a  d e ta iled  h is to ry  an d  d escrip tio n  of such  a lgorithm s. Schw eiger’s book  [17] 
gives a b ro ad  overview . F or n  =  1 th e re  is am ongst o th e rs  th e  a lg o rith m  by  F er­
guson  an d  F orcade [5]. However, th e re  is no  efficient a lg o rith m  th a t  g u aran tees  to  
find a series o f ap p ro x im atio n s w ith  D irich let coefficient sm aller th a n  1. In  1982 th e  
L L L -algorithm  for la ttic e  basis red u c tio n  was pub lished  in  [14]. T h e  a u th o rs  no ted  
th a t  th e ir  a lg o rith m  could  be used  for finding D iophan tine  ap p ro x im atio n s of given 
ra tio n a ls  w ith  D irich let coefficient on ly  dep en d in g  on th e  d im ension; see (14 ).
J u s t  [8] developed  an  a lg o rith m  based  on  la ttic e  red u c tio n  th a t  d e tec ts  Z -linear 
dependence in  th e  a i , in  th is  case m  =  1. If  no  such dependence is found  her 
a lg o rith m  re tu rn s  in tegers q w ith
(  nm ax  II qai |  <  c I a 2
i \ i =1
w here c is a co n s tan t dep en d in g  on  n . T h e  exponen t —1 /(2 n (n  — 1)) is la rger th a n  
th e  D irich let ex p o n en t — 1 /n .
L agarias [10] used  th e  L L L -algorithm  in  a series of la ttic e s  to  find good  app rox ­
im atio n s for th e  case m  = 1 .  L et a 1, . . . , a n G Q  an d  le t th e re  be a  Q G N 
w ith  1 <  Q <  N  such th a t  m ax  || Q a  j  || <  e. T h en  L ag a ria s ’ a lg o rith m  on  in p u t
j
a 1, . . . ,  a n an d  N  finds in  po lynom ial tim e a q w ith  1 <  q <  2 n N  such th a t  
m ax  || q a  j  || <  %/5n2 e. T h e  m a in  difference w ith  ou r w ork is th a t  L agarias fo- 
j
cuses on th e  q u a lity  || q a  j  | | , w hile we focus on D irich let coefficient q n || q a  j  | | . B esides 
th a t  we also consider th e  case m  >  1 .
T h e  m ain  resu lt of th e  p resen t p ap e r  is an  a lg o rith m  th a t  by  ite ra tin g  th e  LLL- 
a lg o rith m  gives a  series of ap p ro x im atio n s of given ra tio n a ls  w ith  o p tim al D irichlet 
exponen t. W here  th e  L L L -algorithm  gives one ap p ro x im atio n  o u r dynam ic  al­
g o rith m  gives a  series of successive approx im ations . To be m ore precise: F or a 
given n  x m -m a trix  A  w ith  en tries aij  G Q  an d  a given u p p e r b o u n d  qmax th e  
a lg o rith m  re tu rn s  a sequence of m -tu p le s  q1, . . . , q m such th a t  for every  Q w ith
( m+n+3)( m+n)
2 4m <  Q <  qmax one of these  m -tu p le s  satisfies 
m ax  | qj | <  Q an d  
j
H (m+n + 3)(m+n) -  m
m ax  ||q1a i1 +  • • • +  qm a im || <  2 4n Q n .
i
T h e  ex p o n en t —m / n  of Q can  n o t be im proved  an d  the re fo re  we say  th a t  these  
ap p ro x im atio n s have o p tim al D irich let exponen t.
O ur a lg o rith m  is a m ulti-d im ensional con tin u ed  fraction  a lg o rith m  in th e  sense 
th a t  we w ork in  a la ttic e  basis an d  th a t  we on ly  in te rchange  basis vec to rs an d  ad d  
in teger m u ltip les of basis vec to rs to  an o th er. O ur a lg o rith m  differs from  o th e r  m u lti­
d im ensional con tinued  frac tion  a lg o rith m s in  th a t  th e  la ttic e  is n o t fixed across th e  
ite ra tio n s .
In  L em m a 25 we show  th a t  if th e re  ex ists an  ex trem ely  good app ro x im atio n , our 
a lg o rith m  finds a very  good one. W e derive in  T h eo rem  34 how th e  o u tp u t of 
o u r a lg o rith m  gives a  lower b o u n d  on th e  q u a lity  o f possib le ap p ro x im atio n s w ith
1/ 2
-1/ (2n(n—1))
q
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coefficients u p  to  a ce r ta in  lim it. If  th e  lower b o u n d  is positive th is  proves th a t  
th e re  do n o t ex ist linear dependencies w ith  all coefficients qi below  th e  lim it.
In  S ection  4 we show  th a t  a sligh tly  m odified version of ou r a lg o rith m  ru n s  in 
po lynom ial tim e. In  S ection  5 we p resen t som e num erical d a ta .
2. L a t t ic e  r e d u c t io n  a n d  t h e  L L L -a l g o r it h m
In  th is  section  we give th e  defin itions an d  resu lts  th a t  we need  for o u r algo rithm .
L et r  be a positive in teger. A su b se t L  of th e  r-d im en sio n al rea l vec to r space R r is 
ca lled  a  lattice  if  th e re  ex ists a basis 61, . . . ,  6r o f R r such th a t
r r
L  =  Z 6i =  < zi 6i ; z i G Z  (1 <  i <  r )  > . 
i=1 u =1 )
W e say th a t  b1, . . . ,  br is a basis for L. T h e  d e te rm in a n t  o f th e  la ttic e  L  is defined 
by  | d e t(b 1, . . . ,  br )| an d  we den o te  it as d e t(L ) .
For an y  lin early  in d ep en d en t b1, . . . ,  br G R r th e  G ram -S ch m id t p rocess yields an 
o rthogonal basis b 1 ,. . . ,  br for R r , by  defin ing induc tive ly
i 1
(5) b* =  bi — yUj b* for 1 <  i <  r  and
j =1 
(bi, b*)
Mij =
(b*,b*r
w here ( ,  ) deno tes th e  o rd in a ry  inner p ro d u c t on R r .
W e call a  basis b1 , . . . , br for a la ttic e  L  reduced if
1
|Mij | <  ö  for 1 <  j  <  i <  r2
an d
3,
|b* +  Mii—1bi—1|2 <  4  |b*—1|2 for 1 <  i <  ^
w here |x | deno tes th e  E uclidean  len g th  of x.
T h e  following tw o p ropositions w ere proven  in  [14].
P r o p o s i t i o n  6 . L et b1, . .. ,b r be a reduced basis fo r  a lattice  L  in  R r . T h en  we 
have
(i) |b1 | <  2 (r—1)/4 ( d e t ( L ) ) 1 /r ,
(ii)  |b1|2 <  2r —1 |x |2, fo r  every  x  G L, x  =  0,
r
( iii)  n  |bi | <  2r ( r —1)/4 d e t(L ) .
P r o p o s i t i o n  7. L et L  C Z r be a lattice w ith  a basis b1, b2, . . . ,  br , and le t F  G R , 
F  >  2, be such  th a t |bi |2 <  F  fo r  1 <  i <  r .  T h en  the num ber o f arithm etic  
operations needed by the L L L -a lgorithm  is  O ( r 4 log F ) and the in tegers on which  
these operations are perform ed  each have b inary length  O (r  log F ).
In  th e  following L em m a th e  ap p ro ach  suggested  in  th e  orig inal L L L -paper for find­
ing (sim ultaneous) D iophan tine  ap p ro x im atio n s is generalized  to  th e  case m  >  1.
4 W I E B  B O SM A  A N D  I O N IC A  S M E E T S
L e m m a  8 . L et an  n  x m -m a tr ix  A  w ith  en tries  a ij  in  R  and an  e G (0 ,1 ) be given. 
A pplying  the L L L -a lgor ithm  to the basis fo rm ed  by the colum ns o f  the  (m  +  n ) x 
(m  +  n )-m a tr ix
(9)
w ith  c :
(10 )
(11 )
B  =
1 0 . . .  0 a n
0 1 ..  0 a 21
0 . . .  0 1 a „1
0 . . .  0 0 c
0 . . .  0 0 0
m+n — 1 \ m ,
2 4 e ) yields an  m -tu p le  q1, .. .,  qm G Q  w ith
a 1m
a 2m
a nm
0
, , (m + n — 1)(m + n) — n
m ax  |qj | <  2 4m e and, 
j
m ax  IIq1 a i1 +  • • • +  qm a i
Proof. T h e  L L L -algorithm  finds a  reduced  basis b1, . . . ,  bm+ n for th is  la ttice . E ach  
v ec to r in  th is  basis can  be w ritte n  as
q1a 11 +  • • • +  qma 1m — P 1
q1a n 1 +  • • • +  qm a nm p n
cq1
cqm
w ith  p i G Z  for 1 <  i <  n  an d  qj G Z  for 1 <  j  <  m.
P ro p o sitio n  6 (i) gives an  u p p e r b o u n d  for th e  le n g th  of th e  first basis vector,
m+n—1 m
1011 <  2 4 c m+n .
F rom  th is  vec to r b1 we find in tegers q1, . . . ,  qm , such th a t
(12 )
m+n — 1 — n
m ax  |qj | <  2 4 c m+n an d  
j
Il il m+n — 1 m
(13) m ax  ||q1a i1 +--------+ qmaim |  <  2 4 c m+n .
( m+n — 1
S u b s titu tin g  c = 1 2  4 e gives th e  resu lts. □
F rom  eq u a tio n s (12) an d  (13) it easily  follows th a t  th e  m -tu p le  q1, . . . ,  qm satisfies
(14)
(m + n — 1)(m+n) — m
m ax  IIq1 a i1 +  • • • +  qm,aim || <  2 4n q n ,
w here q =  m ax  |qj |, so th e  ap p ro x im atio n  has a D irich let coefficient of a t  m ost
2
(m+n 1)(m+n)
c
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3. T h e  I t e r a t e d  L L L -a l g o r it h m
W e ite ra te  th e  L L L -algorithm  over a series o f la ttic e s  to  find  a sequence of app rox ­
im ations. W e s ta r t  w ith  a la ttic e  d e te rm in ed  by  a basis o f th e  form  (9 ) . A fter th e  
L L L -algorithm  finds a reduced  basis for th is  la ttice , we decrease th e  co n s ta n t c by 
d iv id ing  th e  la st m  rows of th e  m a tr ix  by  a co n s tan t g rea te r th a n  1. B y  doing  so, 
e is d iv ided  by  th is  co n s tan t to  th e  pow er m + n . W e re p e a t th is  p rocess u n til th e  
u p p e r b o u n d  (10) for q g u a ra n tee d  by  th e  L L L -a lgo rithm  exceeds a given u p p e r 
b o u n d  qmax. M otiva ted  by  th e  independence on  e of (14) we ease n o ta tio n  by  fixing
e =  1 e 2 .
Define
(15) k ' :=
(m  +  n  — 1)(m  +  n ) m  log2 qma
4n n
I t e r a t e d  L L L - a lg o r i th m  ( IL L L )
I n p u t
A n n  x m -m a trix  A  w ith  en tries a j  in  R.
A n u p p e r b o u n d  qmax >  1.
O u t p u t
For each  in teger k w ith  1 — k — k ', see (15), we o b ta in  a vec to r q(k) G Z m w ith
(16) m ax  |q j(k )|
j
(17) m ax  ||q i(k ) a*! +--------+ qm (k) a im ||
i
D e s c r i p t i o n  o f  t h e  a l g o r i t h m
(1) C o n s tru c t th e  basis m a tr ix  B  as given in  (9) from  A.
(2) A pp ly  th e  L L L -a lgo rithm  to  B .
(3) D educe q! , . . . ,  qm from  th e  first vec to r in  th e  reduced  basis re tu rn e d  by 
th e  L L L -algorithm .
(4) D ivide th e  la s t m  rows of B  by  2 ~
(5) S top  if th e  u p p e r b o u n d  for q g u a ra n tee d  by  th e  a lg o rith m  (16) exceeds 
qmax; else go to  s te p  2 .
(m + n — 1)(m+n) fen 
< 2  4m 2 m ,
<  “ T. -  2 k
R em a rk  18. T h e  nu m b er 2 >+ in  s te p  4 m ay  be rep laced  by  d >+ for an y  real 
nu m b er d >  1. W h en  we ad d itio n a lly  se t e =  !  th is  yields th a t
(19) m ax  |q j(k ) | — 2 4m d>" an d
j
— k(2 0 ) m ax  ||q i(k )a ii  +--------+ qm (k)a im || <  d .
i
In  th e  th e o re tic a l p a r t  of th is  p a p e r  we alw ays ta k e  d = 2  co rrespond ing  to  our 
choice e =  2 .
L e m m a  2 1 . L et an  n  x m -m a tr ix  A  w ith  en tries  a ij  in  R  and an  upper bound  
qmax >  1 be given. The num ber o f  tim es the IL L L -a lg o rith m  applies the L L L -  
algorithm  on this in p u t equals k ' fro m  (15 ).
6 W I E B  B O SM A  A N D  I O N IC A  S M E E T S
Proof. O ne easily  derives th e  nu m b er of tim es we ite ra te  by  solving k from  th e  
s to p p in g  c rite rio n  (16)
(m + n — 1)(m + n) fen
qmax — 2 4m 2 m ,
□
W e define
c(k) =  c(k —1 )/2  m for k >  1, w here c(1) =  c as given in  L em m a 8 .
In  ite ra tio n  k we are w orking in  th e  la ttic e  defined by  th e  basis in  (9) w ith  c rep laced  
by  c(k).
L e m m a  2 2 . The k - th  ou tpu t, q (k), o f the IL L L -a lg o rith m  sa tisfies  (16) and  (17).
Proof. In  s te p  k we use c(k) =  ^2 + r ^ - k + i j  m . S u b s titu tin g  c(k) for c in 
eq u a tio n s (12) an d  (13) yields (16) an d  (17), respectively . □
T h e following th eo rem  gives th e  m ain  resu lt m en tioned  in  th e  in tro d u c tio n . T he 
a lg o rith m  re tu rn s  a  sequence of ap p ro x im atio n s w ith  all coefficients sm alle r th a n  
Q, o p tim al D irich let ex p o n en t an d  D irich let coefficient on ly  dep en d in g  on th e  d i­
m ensions m  an d  n  .
T h e o r e m  2 3 . L et an  n  x m -m a tr ix  A  w ith  en tries  a ij  in  R , and  qmax >  1 be given. 
The IL L L -a lg o rith m  fin d s  a sequence o f m -tu p les  q i, .. .,  qm such  th a t fo r  every  Q
(m+n+3)(m+n)
w ith  2 4m — Q — qmax one o f  these m -tu p les  satisfies  
m ax  | qj | — Q and  
j
II , -, (m+n + 3)(m+n) — m
m ax  II q ia ii  +  • • • +  qma im 1 — 2 4n Q n .
Proof. Take k G N such th a t
(24)
(m+n + 3)(m+n) (k — 1)n (m+n + 3)(m+n) fen
2 4^ • 2 m — Q <  2 ^  • 2 m .
F rom  L em m a 22 we know  th a t  q(k) satisfies th e  in eq u ality
m ax  |q j(k ) | — 2 4m 2 m — Q. 
j
_ _ / x  1 (m+n + 3)(m+n) -
F rom  th e  rig h t h a n d  side of in eq u a lity  (24) if follows th a t  <  2 4n Q~ 
F rom  L em m a 22 an d  th is  in eq u a lity  we derive th a t
1 (m+n+3)(m+n) -m
m ax  IIqi(k) a ^  +--------+ qm (k) a j  — ~k <  2 4n Q ~  .
□
P ro p o sitio n  6 (ii) g u aran tees  th a t  if  th e re  ex ists an  ex trem ely  sh o rt vec to r in  th e  
la ttice , th e n  th e  L L L -algorithm  finds a ra th e r  sh o rt la ttic e  vector. W e ex ten d  th is  
resu lt to  th e  rea lm  of successive ap p rox im ations . In  th e  n ex t lem m a we show  th a t  
for every  very  good  app ro x im atio n , th e  IL L L -algo rithm  finds a ra th e r  good one n o t 
to o  far aw ay from  it.
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L e m m a  2 5 . L et an  n  x m -m a tr ix  A  w ith  en tries  a ij  in  R , a real num ber  0 <  S <  1 
and an  in teger  s >  1 be given. I f  there exists an m -tu p le  s i ,  .. .,  sm w ith
nS 2 \
(26) s =  m ax  |s j |  >  2 4m . ,j  j  m  
and
(27) m ax  11 s i a i i +  • • • +  sma im |  — Ss
i
then  applying the IL L L -a lg o rith m  w ith
2(m+n)
m2 + m(n— 1)+4n /  m  X 2(m+n)
(28) qmax >  2 4m s 
yields an  m -tu p le  q i, .. .,  qm w ith
. . m2+m(n — 1) + 4n /  m  X 2(m + n)
(29) m ax  |qj | — 2 4m s
and
n m + n ,— — m
(30) m ax  ||q ia ii  +--------+ qm aim |  — 2 V n S s ~  .
Proof. L et 1 — k — k ' b e  an  in teger. P ro p o sitio n  6 (ii) gives th a t  for each q(k) 
found  by  th e  a lgo rithm
n m
^  l|q i(k )a ii  +  • • • +  qm(k )a imll2 + c(k)2  ^  q j (k)2 
i= i j= i
( n m
II s i a i i  +  • • • +  sm a im 1 2 +  c(k)2  s2 
i= i j= i
F rom  th is  an d  (26) an d  (27) it follows th a t
(31) m ax  |q i ( k ) a i i  +--------+ qm (k)a im | |2 — 2m+ n - i  (n S 2s +  c (k )2m s ^  .
Take th e  sm allest positive  in teger K  such  th a t
(32) c (K  ) — x f ^ S s - ^ .
m
W e find for s te p  K  from  (31) an d  (32)
m + n — m
m ax  | |q i( K )a a  +--------+ qm (K )aim || — 2 ^  V n S s ~ ,
i
w hich gives (30 ).
W e show  th a t  u n d e r assu m p tio n  (28) th e  IL L L -algo rithm  m akes a t least K  steps. 
W e m ay  assum e K  >  1, since th e  IL L L -algo rithm  alw ays m akes a t  least 1 step . 
F rom  L em m a 21 we find th a t  if qmax satisfies
Kn (m+n — 1)(m+n)
qmax >  2 m 2 4m , 
th e n  th e  IL L L -algo rithm  m akes a t least K  steps. O ur choice of K  im plies
(m+n+3)(m+n) !---
c (1) 2 4m n
C(K — 1) (m+n)(K — 2) (m+n)(K — 2) >  \ ~  n ,
2 i- ±-m----- 1 2 (- ±~m----- 1 V m
an d  we o b ta in
_ Kn _ (m + n — 5)n /  m  \  2(m + n)
2 m < 2 -  4m s
8 W I E B  B O SM A  A N D  I O N IC A  S M E E T S
F rom  th is  we find th a t
2_ +m(n — 1)+4n /  m  \  2(m + n) 
qmax > 2 4m
is a sa tisfy ing  co n d itio n  to  g u ara n tee  th a t  th e  a lg o rith m  m akes a t  least K  steps.
F u rth e rm o re , e ith e r 
find from  ( 12 ) th a t
_ _ — (m + n) /---  m+n / ,
2 m mmSs ^  <  c ( K ) or K  = 1 .  In  th e  form er case we
I ITS M , m + n — 1 — n m+n — 1 n  (  m \  2(m + n)
m ax  |q j(K ) | — 2 4 c ( K ) m+n <  2 4 2 m — J s.
In  th e  la t te r  case we o b ta in  from  (12)
m + n — 1 , , — n m + n — 1 (m + n+3)nj  * -  -m ax  | qj (1)| — 2 4 c (1) m+n =  2 4 2 4m
j
and , by  (26),
_ m+n — 1 _ (m+n+3)n _ m+n — 1 _ (m+n — 1)n _ m + n — 1 _ n  /  m  \  2(m+n)
2 4 2 4m =  2 4 2 m 2 4m <  2 4 2 m ^ ~ ~ p j
W e conclude th a t  for all K  >  1
, m2+m(n— 1) + 4n /  m  \  2(m + n)
m ax  |qj (K ) | — 2 ------- ----------  ( + ) s.
□
s
N ote th a t  from  (29) an d  (30) i t  follows th a t
m - - .. m2+m(3n — 1)+4n + 2n2 m 2 N n
(33) q n m ax  ||q ia ii +  ••• +  qmaimll — 2 4n m  2(m+n) (nS2) 2(m+n ),
i
w here aga in  q =  m ax  | qj | .
j
T h e o r e m  3 4 . L et an  n  x m -m a tr ix  A  w ith  en tries  a ij  in  R  and  qmax >  1 be 
given. A ssu m e  th a t 7  is such  th a t fo r  every m -tu p le  q i , . . . , q m returned  by the 
IL L L -a lgorithm
(35) qmm m ax  |q i a i i +  . . .  qm a im || >  7 , where q =  m ax  |q j|.
j
T h en  every m -tu p le  s i ,  .. ., sm w ith  s =  m a x j |s j | and 
2(m+n)(m+n — 1) n / 'n S 2 N 2(m+n) m2+m(n — 1)+4n f  nS^ \  '
2 4m -----  <  s <  2 4m -----  qma
m m
satisfies
w ith
s n m ax  lls ia ii +--------+ s m a j  >  S,
— (m+n)(m2+m(3n — 1)+4n+2n2) — m — 1 m+n
(36) S =  2 4n2 m  2n n  2 7  n .
Proof. A ssum e th a t  every  vec to r re tu rn e d  by  o u r a lg o rith m  satisfies (35) an d  th a t  
th e re  ex ists  an  m -tu p le  s i , . . . ,  sm w ith  s =  m a x j |s j | such th a t
O n n
(m + n — 1)n /  nS 2 \  2(m+n) — m2+m(n— 1)+4n /  nS 2 \  f
2 4m -----  <  s <  2 4m -----  qma
m m  
an d  smm m ax  lls ia ii +--------+ sm aim || — S.
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F rom  th e  u p p e r b o u n d  on s i t  follows th a t  qmaæ satisfies (2 8 ). W e ap p ly  L em m a 25 
an d  find th a t  th e  a lg o rith m  finds an  m -tu p le  q i , . . . ,  qm th a t  satisfies (33). S u b sti­
tu tin g  S as given in  (36) gives
q m m ax  ||q ia ji  +--------+ qmaimll <  Y,
i
w hich is a c o n tra d ic tio n  w ith  ou r assum ption . □
4. A  p o l y n o m ia l  t im e  v e r s io n  o f  t h e  IL L L -a l g o r it h m
W e have used  rea l num bers in  ou r th e o re tic a l resu lts , b u t in  a p rac tica l im plem en­
ta tio n  of th e  a lg o rith m  we only  use ra tio n a l num bers. W ith o u t loss of g en era lity  we 
m ay  assum e th a t  these  n u m b ers  are  in  th e  in te rval [0,1]. In  th is  section  we describe 
th e  necessary  changes to  th e  a lg o rith m  an d  we show  th a t  th is  m odified  version of 
th e  a lg o rith m  ru n s in  po lynom ial tim e.
As in p u t for th e  ra tio n a l a lg o rith m  we tak e
•  th e  d im ensions m  an d  n,
•  a ra tio n a l nu m b er e G (0 , 1),
•  an  in teger M  th a t  is large co m p ared  to  -----log e,
•  an  n  x m -m a trix  A  w ith  en tries  0 <  a ij- <  1, w here each a ij- =  pMj for som e 
in teger p j ,
•  an  in teger qmax <  2M .
W h en  we co n s tru c t th e  m a tr ix  B  in  s te p  1 of th e  IL L L -algo rithm  we ap p ro x im ate  
c as given in  (9) by  a ra tio n a l
(37)
|"2M c]
2 m ( 2
2M 2m
H ence c <  c <  c +  2 « .
In  ite ra tio n  k we use a ra tio n a l c(k) th a t  for k >  2 is given by
c(k) =
2m c(k -  1)2 —^
2 m
a n d  c(1) =  c as in  (37),
an d  we change s te p  4 of th e  IL L L -algo rithm  to  ‘m u ltip ly  th e  la s t m  rows of B  by 
c(k — 1 ) /c (k ) ’. T h e  o th e r  s tep s of th e  ra tio n a l i te ra te d  a lg o rith m  are as described  
in  Section  3.
4 e
4.1. T h e  r u n n i n g  t i m e  o f  t h e  r a t i o n a l  a l g o r i t h m .
T h e o r e m  3 8 . L et the in p u t be g iven  as described above. T h en  the num ber o f  
a rith m e tic  operations needed by the IL L L -a lg o rith m  and the b inary length o f the 
integers on which these operations are perform ed  are both bounded by a po lynom ia l 
in  m , n  and  M .
Proof. T h e  nu m b er of tim es we ap p ly  th e  L L L -algorithm  is n o t changed  by  ra tio ­
nalizing  c, so we find th e  nu m b er of s tep s k ' from  L em m a 21
k ' =
(m  +  n  — 1)(m  +  n ) m  log2 qma
4 n
m M
<
nn
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I t  is obvious th a t  s tep s  1, 3, 4 an d  5 of th e  a lg o rith m  are po lynom ial in  th e  size 
of th e  in p u t an d  we focus on th e  L L L -step . W e d e term in e  an  u p p e r b o u n d  for th e  
len g th  of a basis vec to r used  a t  th e  beg inn ing  of an  ite ra tio n  in  th e  IL L L -algorithm .
In  th e  first ap p lica tio n  of th e  L L L -algorithm  th e  le n g th  of th e  in itia l basis vectors 
as given in  (9) is b o u n d ed  by
0 ( 9 0 O'!
|bi | <  m ax  { 1 , a lj- +  • • • +  a nj- +  m e j  <  m  +  n , f o r i  <  i <  m  +  n .  
w here we use th a t  0 <  a ij- <  1 an d  c <  1 .
T h e  in p u t o f each following ap p lica tio n  of th e  L L L -a lgo rithm  is derived  from  th e  
reduced  basis found  in  th e  prev ious ite ra tio n  by  m ak ing  som e of th e  en tries s tr ic tly  
sm aller. P a r t  (ii) o f P ro p o sitio n  6 yields th a t  for every  vec to r bi in  a  reduced  basis 
it holds th a t
m+n
,r> (m + n)(m+n — 1) , . . . o  -i— r . . o
|b i |2 <  2 ( 1 (d e t(L ) ) 2 H  |b i|- 2 .
j = 1,j= i
T h e  d e te rm in a n t o f ou r s ta r t in g  la ttic e  is given by  cm an d  th e  d e te rm in a n ts  of all 
subseq u en t la ttic e s  are s tr ic tly  sm aller. E very  vec to r bi in  th e  la ttic e  is a t least 
as long as th e  sh o r te s t non-zero  vec to r in  th e  la ttice . T hus for each i we have 
|bi |2 >  + .  C om bin ing  th is  yields
,2 (m+n + 2M)(m+n — 1) 2m (m + n+2M)(m + n — 1)
|bi |2 <  2 ----------- 2-----------e2m <  2 ------------2-----------
for every  vec to r used  as in p u t for th e  L L L -step  a fte r th e  first ite ra tio n .
So we have
(39) |bi |2 <  m ax  j  m  +  n ,  2
(m + n+2M)(m + n — 1)  ^ (m + n+2M)(m + n — 1)
2  ^ =  2 2
for an y  basis vec to r th a t  is used  as in p u t for an  L L L -step  in  th e  IL L L -algorithm .
P ro p o sitio n  7 show s th a t  for a given basis 61, . . . , 6m+n for Z m+n w ith  F  G R, 
F  >  2 such th a t  |bi |2 <  F  f o r 1  <  i <  m  +  n  th e  nu m b er of a r ith m e tic  o p era tio n s 
needed  to  find a reduced  basis from  th is  in p u t is O ((m  +  n )4 log F ). F or m atrices  
w ith  en tries in  Q  we need  to  clear d en o m in a to rs  before app ly ing  th is  p roposition . 
T h u s for a basis w ith  basis vec to rs |bi |2 <  F  an d  ra tio n a l en tries  th a t  can  all be 
w ritte n  as fractions w ith  d en o m in a to r 2M th e  nu m b er of a rith m e tic  o p era tio n s is 
O ((m  +  n )4 log (22M F )).
C om bin ing  th is  w ith  (39) an d  th e  nu m b er of s tep s yields th e  p roposition . □
4.2. A p p r o x i m a t io n  r e s u l t s  f r o m  t h e  r a t i o n a l  a l g o r i t h m .  A ssum e th a t  th e  
in p u t m a tr ix  A  (w ith  en tries  a ij- =  2pj G Q ) is an  ap p ro x im atio n  of an  n  x m -m a trix
\2 M a '1A  (w ith  en tries a ij  G R ), found by  p u ttin g  a ij- =  -—2Mij 1. In  th is  subsec tion  we 
derive th e  ap p ro x im atio n  resu lts  g u a ra n tee d  by th e  ra tio n a l i te ra te d  a lg o rith m  for 
th e  a ij  G R.
D I O P H A N T I N E  A P P R O X I M A T I O N S  W I T H  P R E S C R I B E D  Q U A L I T Y 11
A ccording to  (12) an d  (13) th e  L L L -algorithm  app lied  w ith  c in s tea d  of c g u aran tees  
to  find an  m -tu p le  q1, . . . ,  qm such th a t
(m + n — 1)(m + n) — n
q =  m ax  |qj | <  2 4m e m , 
an d
i m
_l 1 /  / _l 1 \ m+n 1 \  m+n.. .. m+n —1 1 1  _ m+n — 1 \ m 1 \
m ax  Hq1a.i1 +--------+ qm«im^ <  2 4 M 2 4 e j  +  2 “  )
(m + n — 1)(m+n) — 4Mm
<  e +  2 4(m+n) ,
th e  la st in eq u a lity  follows from  th e  fact th a t  (x +  y )a <  x a +  y a if a  <  1 an d  
x, y >  0 .
For th e  a ij  we find th a t
m ax  ||q1a i 1 +  • • • +  qm,aim|| <  m ax  ||q1a i1 +  • • • +  qmOim|| +  m q 2 -M
m+n — 1 Mm — n (m + n — 1)(m + n)
<  e +  2 4 m+n +  m e m 2 4m M
O n page 9 we have chosen M  large enough to  g u ara n tee  th a t  th e  erro r in tro d u ced  
by  ra tio n a liz in g  th e  en tries is negligible.
W e show  th a t  in  every  s te p  th e  difference betw een  c(k) an d  c(k) is b o u n d ed  by  ÿM . 
L e m m a  4 0 . For each in teger  k >  0,
1 X--  ^ i(m + n) 2
c(k) <  e(k) <  c(k) +  2 ^  <  c(k) +  2“ .
2 i=0  2
r (0)2M"j
Proof. W e use ind u c tio n . For k =  0 we have c(0) =  -— 2m— - an d  triv ia lly
c(0) <  e(0) <  c(0) +  2“ .
A ssum e th a t  c(k — 1) <  c(k — 1) <  c(k — 1) +  —m  2
i (m + n)
m an d  consider c(k).
i=0
F rom  th e  defin ition  of c(k) an d  th e  in d u c tio n  assu m p tio n  it follows th a t
c(k)
c(k — 1) 2 - ^  2m
2M >
c(k — 1) ^  c(k — 1)
o m+n >  0 m+n 2 m 2 m
c(k)
an d
c(k) =
c(k — 1) 2 - ^  2m
2M
<  c (k — 1) +  J _
<  2 + 2M
n  i 1 v^fc- 1  o - i(m+n) -,< c(k — 1) +  z2i=0  2 m . 1
<  2 mmn +  2M
=(‘ ) +  2 m E  2
i(m+n)
_i(m + n)
2 m <  2 for all k. □
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O ne can  derive analogues of T h eo rem  23, L em m a 25 an d  T h eo rem  34 for th e  po lyno­
m ial version of th e  IL L L -algo rithm  by  carefu lly  ad ju s tin g  for th e  in tro d u c ed  error. 
W e do  n o t give th e  deta ils , since in  p rac tice  th is  e rro r is negligible.
5. E x p e r im e n t a l  data
In  th is  section  we p resen t som e ex p e rim en ta l d a ta  from  th e  ra tio n a l IL L L -algorithm . 
In  o u r ex p erim en ts  we choose th e  d im ensions m  an d  n  an d  ite ra tio n  speed  d. W e fill 
th e  m  x n  m a tr ix  A  w ith  ran d o m  num bers in  th e  in te rval [0,1] an d  re p e a t th e  en tire  
IL L L -algo rithm  for a large nu m b er of these  ran d o m  m atrices  to  find  our resu lts. 
F irs t we look a t  th e  d is tr ib u tio n  of th e  ap p ro x im atio n  quality . T h en  we look a t th e  
grow th  of th e  den o m in a to rs  q found by  th e  a lgorithm .
5.1. T h e  d i s t r i b u t i o n  o f  t h e  a p p r o x i m a t i o n  q u a l i t i e s .  For one-d im ensional 
con tinued  fractions th e  ap p ro x im atio n  coefficients e fe are defined as
e * q2
qfe
w here Pfc/qfe is th e  n th  convergent of a.
For th e  m u lti-d im ensional case we define e k  in  a  sim ila r way 
(41) e fc =  q ( k ) m m ax  ||q1 (k) a i1 +--------+ qm (k) a i„
The one-d im ensiona l case m  =  n  = 1 .  In  [1] it w as show n th a t  for o p tim al con tin ­
ued  fractions for a lm ost all a one has th a t
lim w^ TO n #  {1 <  n  <  N  : e „ ( x )  <  z} =  F (z), w here
z
log G
F (z )  = V1 — 4 z 2 +  log(G  M p 52 ) 
log G
—  <  z <  1 V5 <  z <  2 ,
w here G  =  .
As th e  nam e suggests, th e  o p tim al con tin u ed  frac tion  a lg o rith m  gives th e  o p tim al 
ap p ro x im atio n  resu lts . T h e  d en o m in a to rs  i t  finds, grow w ith  m ax im al ra te  an d  all 
ap p ro x im atio n s w ith  e  <  1 are  found.
W e p lo t th e  d is tr ib u tio n  of th e  e ’s found by  th e  IL L L -algo rithm  for m  =  n  = 1  
an d  d =  2 in  F ig u re  1. T h e  IL L L -algo rithm  m igh t find th e  sam e ap p ro x im atio n  
m ore th a n  once. W e see in  F ig u re  1 th a t  for d = 2  th e  d is tr ib u tio n  function  
differs dep en d in g  on  w h e th e r we leave in  th e  d u p lica tes  o r so rt th e m  ou t. W ith  th e  
d u p lic a te  ap p ro x im atio n s rem oved th e  d is tr ib u tio n  of e  s tro n g ly  resem bles F (z) of 
th e  o p tim al con tinued  fraction . T h e  du p lica tes  th a t  th e  IL L L -algo rithm  finds are 
u sua lly  good app rox im ations: if th e y  are m uch  b e t te r  th a n  necessary  th e y  will also 
be an  adm issib le  so lu tion  in  th e  n ex t few ite ra tio n s .
a
1
For la rger d we do  n o t find  so m an y  dup licates, because th e  q u a lity  has to  im prove 
m uch  m ore in  every  step ; also see F ig u re  2 for an  exam ple w ith  d = 6 4 .
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F i g u r e  1. T h e  d is trib u tio n  function  for 0  from  ILLL w ith  
m  =  n  =  1 an d  d = 2 , w ith  an d  w ith o u t th e  d u p lic a te  approx i­
m atio n s, co m p ared  to  th e  d is tr ib u tio n  function  of 0  for op tim al 
con tin u ed  fractions.
F i g u r e  2. T h e  d is trib u tio n  function  for 0  from  ILLL w ith  
m  =  n  =  1 an d  d =  64, w ith  an d  w ith o u t th e  d u p lica te  app rox ­
im ations, co m p ared  to  th e  d is tr ib u tio n  function  of 0  for op tim al 
con tin u ed  fractions.
F rom  now  on we rem ove d u p lica tes  from  our resu lts.
d=2
d=8
d=128
d=512
F i g u r e  3. T h e  d is trib u tio n  function  for 0  from  ILLL (w ith  d u ­
p lica tes rem oved) w ith  m  =  n  = 1  an d  various values of d.
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5.2. T h e  m u l t i - d im e n s io n a l  c a s e .  In  th is  section  we show  som e resu lts  for th e  
d is trib u tio n  of th e  0 ’s found  by  th e  IL L L -algorithm . F or fixed m  an d  n  th e re  also 
ap p ears  to  b e  a lim it d is tr ib u tio n  for 0  as d grows. See F ig u re  4 for an  exam ple 
w ith  m  =  3 an d  n  =  2, an d  com pare  th is  w ith  F igu re  3 . In  th is  section  we fix 
d = 5 1 2 .
m = 3 n = 2
d=2
d=8
d=128
d=512
F ig u r e  4. T h e  d is tr ib u tio n  function  for 0  from  ILLL w ith  m  =  3 
an d  n  =  2 for d =  2, 8 ,128  an d  512.
In  F ig u re  5 we show  som e d is trib u tio n s  for cases w here e ith e r  m  or n  is 1.
* m =5 n=1
m = 2 n = 1
•
m =1 n=1
•
m = 1 n = 2
m =1 n=5
Optim al CF
F i g u r e  5. T h e  d is tr ib u tio n  for 0  from  ILLL w hen  e ith e r  m  = 1  
or n  =  1 .
In  F ig u re  6 we show  som e d is trib u tio n s  for cases w here m  =  n.
R em a rk  42. V ery ra re ly  th e  IL L L -algo rithm  re tu rn s  an  ap p ro x im atio n  w ith  0  >  1, 
b u t th is  is n o t visible in  th e  im ages in  th is  section .
5.3. T h e  d e n o m in a t o r s  q. For regu la r con tinued  fractions, th e  d en o m in ato rs  
grow  ex p o n en tia lly  fast, to  b e  m ore precise, for a lm ost all x  we have th a t
lim  q]Jk =  e 12l°s2 ,
see S ection  3.5 of [4].
2 2 
For n ea res t in teger con tinued  fractions th e  co n s ta n t 12n~og 2 is rep laced  by  12 ]0g G
w ith  G  =  ^ 2+ 1 . For m u lti-d im ensional con tinued  fraction  a lg o rith m s lit tle  is know n
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F i g u r e  6 . T h e  d is tr ib u tio n  of 0  from  ILLL w hen  m  =  n.
a b o u t th e  d is tr ib u tio n  of th e  d en o m in a to rs  q j . L agarias defined in  [9] th e  n o tio n  of 
a b es t s im u ltaneous D io p h an tin e  ap p ro x im atio n  an d  show ed th a t  for th e  o rdered  
d en o m in a to rs  1 =  q1 <  q2 <  . . .  of b e s t ap p ro x im atio n s for a i , . . . ,  a n it  ho lds th a t
lim  in f q , ^  >  1 +----- .
Hk >  2n + 1
600
500
400
300
200
100
250
200
150
100
50
1000
800
600
400
200
m = 1, n = 1, d = 2
0.5 1 1.5 2 2.5 3 
m = 2, n = 2, d = 64
m = 1, n = 1, d = 128
200 ; j |
150 ;
100 ; J
: I I J-
50
1 , —rT-r-mi-n-rTT-rlTlTliTl^  lI
57.5 60 62.5 65 67.5 70 
m = 5, n = 1, d = 16
115 120 125 130 
m = 2, n = 4, d = 64
250 : n
200
150
100  ^ J
- - - . L  , 50 : , , „„jdf
57.5 60 62.5 65 67.5 70 
m = 1, n = 5, d = 16
400
300
200
100
12 14 16 18 20 12 14 16 18 20
m  =  n  =  1
m  =  n  =  2
m  =  n  =  3
m  =  n  =  4
m  =  n  =  5
m log q (k)
F ig u r e  7. H istog ram s of e kn for various values of m , n  an d
d. In  these  ex p erim en ts  we used  qmax =  1040 an d  re p e a te d  th e  
IL L L -algo rithm  [^ok00] tim es, w ith  k ' from  L em m a 21 .
W e look a t  th e  g row th  of th e  d en o m in a to rs  q =  m a x j |qj | th a t  are found  by  th e  
IL L L -algorithm . D irich le t’s T h eo rem  2 suggests th a t  if q grows ex p o n en tia lly  w ith
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a ra te  of m /n ,  th e n  in fin itely  m a n y  ap p ro x im atio n  w ith  D irich let coefficient sm aller 
th a n  1 can  b e  found. In  th e  ite ra te d  L L L -algorithm  it is g u a ra n tee d  by  (16) th a t  
q(k) is sm aller th a n  a co n s tan t tim es d m . O ur ex p erim en ts  in d ica te  th a t  q(k)
kn m log qk _
is a b o u t d m , or equ ivalen tly  th a t  e kn is a b o u t d; see F ig u re  7 w hich gives a
m log qk
h is to g ra m  of so lu tions th a t  sa tisfy  e kn =  x.
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