We present a modified version of Differential Evolution (DE) for locating the global minimum at a higher convergence velocity. The proposed model differs from conventional DE by applying selection both for reproduction and survival, whereas the original model applies exclusively "knock-out" selection mechanism for survival. Because of its one-to-one reproduction strategy DE often consumes too many fitness evaluations to locate the global optimum. In this work we show that selecting parents for breeding and offspring for survival, DE's search capability can be further accelerated, which will be particularly useful for expensive function optimizations. Computational results using many benchmark functions are reported which show significant improvements in the convergence characteristics of the proposed algorithm over the original one.
INTRODUCTION
Global optimization is the field of computational sciences which deals with finding the absolutely best solution for any mathematical problem. For finding a global optimal solution for the problem, a set of parameters that minimizes/maximizes a systems desirable properties is searched.
The desirable properties to be minimized/maximized are often formulated as a function commonly known as objective function. Finding the global optimum in the continuous domain is particularly difficult to solve exactly. Presence of many local optimal solutions, epistasis among the parameters, noise and inherent peculiarity of the objective function make the optimization task even more obscure. Therefore, a useful global optimization algorithm should be reliable to locate global optima, simple to implement, easy to use, robust and fast in spite of such difficulties [2] .
In last few decades, different kinds of deterministic and stochastic algorithms have been proposed for optimization in continuous domain. Among the stochastic approaches, Evolutionary Computation (EC) offers a number of exclusive characteristics e.g. easy to design, robust and reliable performance, little or no information requirement etc. which makes it an attractive choice. Therefore, there had been many studies related to real-parameter optimization using EC resulting in many variants such as Evolutionary Strategies (ES) [4] , Real Coded Genetic Algorithms (RCGA) [8, 14] , Differential Evolution (DE) [12] , Particle Swarm Optimization (PSO) [5] etc.
Differential Evolution (DE) is one of the most recent Evolutionary Algorithms (EAs) for solving real-parameter optimization problems. Like other EAs, DE is a populationbased, stochastic global optimizer capable of working reliably in nonlinear and multimodal environments [12] . Using a few and easily chosen parameters DE exhibits an overall excellent performance for a wide range of benchmark functions. Because of it simple but powerful search capability it has got many real world applications, such as pattern recognition, digital filter design, neural network training etc [9] . The advantages of DE, such as simple and easy-tounderstand concept, compact structure, ease of use, high convergence characteristics and robustness have proved it as a high-class technique for real-valued parameter optimization.
Though DE was designed using the common concepts of EAs, such as multipoint searching, use of recombination and selection operators, it has some unique characteristics that make it different from many others in the family. The major differences are in the way offspring are generated from parents and the selection mechanism that DE applies to transit from one generation to next. DE uses a one-to-one spawning and selection relationship between each individual of the population and its offspring. Though these features are the strength of the algorithm can sometime turn into weakness especially when the global optimization should be located with an increased velocity. By breeding an offspring for each individual DE sometimes explores too many search points before locating the global optimum. Therefore, there remain possibilities of exploiting other generational models available in EC for accelerating the convergence characteristics of DE. In this work we have presented such an effort.
The paper is organized as follows. The next section of this paper contains a brief overview of DE. The third section presents the newly proposed model for DE. Section 4 reports experiments on benchmark functions with results. Section 5 discusses the results focusing on the proposed model characteristics. Finally Section 6 concludes the paper.
DIFFERENTIAL EVOLUTION
Like other evolutionary algorithms, DE is a populationbased stochastic optimizer that starts to explore the search space by sampling at multiple, randomly chosen initial point [11, 9] . Thereafter, the algorithm guides the population towards the vicinity of the global optimum through repeated cycles of reproduction and selection. The generation alternation model used in classic DE to refine candidate solutions in successive generations is described as
Reproduce an offspring J from I 5.
Step 3 to 6 until termination criteria is met
Now different components of DE algorithm are summarized as follows:
Parent Choosing: As shown in the DE model, each individual in the current generation is allowed to breed through mating with other randomly selected individuals from the population. Specifically, for each individual x 
This way a parent pool of four individuals is formed for breeding an offspring.
Reproduction: After choosing the parent individuals DE applies a differential mutation operation for generating a mutated individual y G i , according to following equation
where F , commonly known as scaling factor or amplification factor, is a positive real number typically less than 1.0 that controls the rate at which population evolves. Next, to complement the differential mutation search strategy, DE employs a crossover operation often referred to as discrete recombination in which the mutated individual y 
PROPOSED DE VARIANT
Generally two types of selection methods are applied in EC, selection for reproduction and selection for survival [1] . The first one determines how to distribute reproductive opportunity among the individuals of the population and the later one determines how to administer the life span of different individuals for favoring the survival of promising individuals. Different EAs apply different combinations and implementations of these two selection criteria. In DE no individual is favored for reproduction compared to others [9] . In other words each individual gets an opportunity to spawn its offspring mating with other individuals. Generally DE is expected to work with a larger generation, typically between 5N to 10N , where N is the problem dimension [12, 11] . Therefore generating an offspring for each individual of current population often DE visits too many search points before reaching the global optimal.
On the other hand using one-to-one survivor selection criteria, DE ignores many promising individuals, exploitation of which could accelerate the search. Actually DE exercises a knock-out competition that retains only the best individual that each index or position has ever experienced. Due to this positional elitism strategy it discards an offspring which is better than the most of the current population but worse than its parent [9] . However such rejected individual could be useful to accelerate the search for global optimum.
Therefore, in an attempt to improve the classic DEs selection mechanism we propose a generation alternation model that is commonly found in different EAs. The modified DE algorithm which we call genDE can be described as follows genDE
Reproduce an offspring J 6.
Step 3 to 8 until termination criteria is met
Now implementation of different portions of the genDE algorithm is described in following lines.
Parent Choosing: The set of parents each member of which will get the opportunity of reproduction is selected in two parts. First, a deterministic selection operator is used to select P1 best individuals of current population as parents.
Then a stochastic selection operator is used to select P2 individuals from the rest of the population. Selecting the first P1 parents based on their objective function value, reproduction preference is given to superior individuals. The other P2 parents are selected randomly to maintain the population diversity. Thus selecting Pp = P1 + P2 parents partially deterministically and partially stochastically a balance in the selection pressure is triggered.
Reproduction: Now these Pp selected parents are employed to generate Pp offspring just like what is done in classic DE. That is for each parent vector, three other distinct random individuals are chosen from the current population P G and then they are mated using differential mutation and discrete recombination operation to generate the offspring.
Selection: The survivor selection is performed using a selection operator similar to one found in (µ + λ) Evolutionary Strategy (ES). In this elitist strategy we choose survivors (based on fitness) from a combined population consisting of all the individuals of current generation and offspring. That is the best P individuals from (P +Pp) individuals of current and offspring population are chosen as survivors.
EXPERIMENTS

Test Suite
We evaluate the performance of the proposed genDE algorithm comparing with classic DE algorithm using a test suite consisting of 15 benchmark functions. First five test functions of the suite are commonly found in the literature namely Sphere, Ackley's, Griewank's, Rastrigin's and Rosenbrock's functions. The other benchmarks are the first 10 functions from the newly defined test suite for CEC 2005 special session on real-parameter optimization [13] . Our test suite was as follows: 
Functions F1 to F10 are designed by modifying classical benchmark functions to test the optimizers ability to locate a global optimum under a variety of circumstances such as translated and/or rotated landscape, optimum placed on bounds, Gaussian noise and/or bias added etc [13] . A complete definition of these functions are available in [13] and online at http://www.ntu.edu.sg/home/epnsugan. In our test suit F1 to F5, F sph and Fros are unimodal and the rest are multimodal functions.
Performance Evaluation Criteria
For evaluating the performance of the algorithms we used criteria similar to that defined in [13] . We investigated the performance of genDE compared to DE for the above mentioned benchmark functions using function error value. The function error value is defined as (f (x) − f (x * )) where x * is the global optimum of the function. The maximum number of fitness evaluations we allowed for each algorithm to minimize this error was 500, 000. We repeated 25 trails on each function. The fitness evaluation criteria were as follows 1. Error: The minimum function error value that algorithm can find, using 500,000 fitness evaluations at maximum, was recorded in each run and the average and standard deviation of the error values were calculated. Also the number of runs in which the error reached zero was counted and presented. For this criterion the notation AV GEr ± SDEr(CNT ) was used in Table 1 and Table 3 . We evaluated all the benchmark functions at dimension N = 30 with various population size and reported the results in Table 1. 2. Evaluation: Number of function evaluations required to reach the error value less than 10 −6 range were recorded in different runs and then the average and standard deviation of the number of evaluations were calculated. Again the number of runs in which the algorithms could reach this accuracy level using maximum 500, 000 fitness evaluations were counted. For this criterion the notation AV GEv ± SDEv(CNT ) was used. We evaluated all the benchmark functions at dimension N = 10 and N = 30 and reported the results in Table 2 . (Fig 1 to Fig 11) show the average Error performance of the total runs.
Experimental Setup
In our experimentation we used the same sets of initial random population for evaluating the algorithms. Though classic DE uses three control parameters namely Population Size P , Scaling Factor F and Crossover Rate Cr, choice of these parameters are very critical for its performance. F is generally related to the convergence speed. To avoid premature convergence it is crucial that F be of sufficient magnitude [9] . F = 0.9 is suggested as a good compromise between convergence speed and probability of convergence in [10] . Between Cr and F , Cr is much more sensitive to problems property and multimodality. For searching in nonseparable and multi-modal landscapes Cr = 0.9 is a good choice [10] . Therefore we choose F = 0.9 and Cr = 0.9 for all the functions in every experiments with out tuning them to their optimal values for different problems. Population size is a critical choice for the performance of DE. Therefore in our first set of experiments we investigate the performance of the DE and genDE with different population sizes P = 30, 50, 100 and 200. For the proposed genDE there are two more parameters to choose. Based on some preliminary experiments we choose P1 = P/4 and P2 = P/2 − P1.
The experiments were performed on a computer with 4400 MHz AMD Athlon TM 64 dual core processors and 2GB of RAM in Java 2 Runtime Environment. 
Comparison with EA
In this set of experiments we compared the performance off the proposed algorithm with two EAs. Both of these EAs were designed using same recombination operators namely arithmetic crossover and Gaussian mutation, but different selection strategies. The arithmetic crossover operator, a two parent crossover operator, was applied with probability pc. Two parent individuals x ). Where σm is the mutation variance. The only difference between these two EAs, denoted as EA1 and EA2, is the selection model used.
EA1: This algorithm uses ordinary selection strategy commonly found in literature. We used the model in [6] . This implementation preserves Pe elite individuals (determined by fitness) which are promoted to next generation without applying any recombination operator. And a tournament selection of size 2 is used for selecting parents. For each individual x G i another random individual x G j is chosen from the population and the better one (if it does not belong to elite population) goes through crossover and mutation operation before placing in the next generation. For crossover the other parent is randomly picked from the population. EA2: This model uses the same selection strategy that we have proposed for DE. That is, Pp parents are selected for reproduction in the same manner as described in section (3). Then each of them produces an offspring using crossover and mutation operation. The other parent for crossover is randomly selected. Then a (µ + λ) selection mechanism is used to choose the survivors.
The choice of parameters for EA1 and EA2 were as follows, pc = 1.0, pm = 0.3, σm = 0.01, Pe = 30, P1 = P/4 and P2 = P/2 − P1. We experimented with Popsize P = 50, 100, 200 and 300 and the best average results, found with P = 100, are reported here for comparison in Table 3 . 
DISCUSSION OF RESULTS
As shown in Table 1 for most of the functions the average Error values achieved by the proposed genDE is lower than that achieved by classic DE. In every case where DE was going towards the optimum genDE also succeeded to (1)) was not good enough to locate the global optimum therefore the classic DE failed. As well as genDE, using the same learning strategy, failed because the selection method alone can not be sufficient to guide a search algorithm towards the global optimum. In some cases, the parameter settings of DE or genDE was not also good enough to locate the global optimum, e.g. none of the algorithm could find a respectable error value for function Fras. But in [7] , using a different parameter setting it was shown DE can successfully reach the global optimum for Fras function at higher dimensions using fitness evaluations lower than the limit specified here. Population size has always substantially influenced DE's performance. DE is especially sensitive to population size because it produces an offspring for each individual in the population. Therefore, if a too large population size is selected then DE exhausts the fitness evaluations very quickly with being able to locate the optimum. To investigate the effect of population size we varied P using 30, 50, 100 and 200. And a quick look at Table 1 will reveal how drastically the performance of DE changes with the change of this parameter. A similar effect on the performance of genDE was also observed. But since it used a selection model that is parsimonious on fitness evaluation, genDE could achieve better Error values for each function than the original model.
A further illustration on how the proposed model can improve the convergence characteristics of DE, can be obtained looking at the convergence curves (Fig 1 to Fig 11) . Because, for some functions the performance difference between the algorithms will not be clear looking at the results of Table  1 ( e.g. F ack , Fgrw or F9 ). Inspection of the convergence curves will reveal the fact that though at the end of equal number of fitness evaluation both algorithms got similar error values, genDE reached that error values using fewer fitness evaluation.
To have an direct focus on how the proposed method im- prove the convergence speed of the original algorithm we presented the results of Table 2 that shows the average fitness evaluation required to reach accuracy level less than 10 −6 . We experimented in N = 10 and N = 30 dimensional search space. In every case (except in which none could reach the required accuracy), the number of trails in which genDE got the accuracy was higher than that for DE and/or the number of evaluations required for genDE to reach that accuracy level was significantly lower that that needed for DE. For Fros function at N = 30 dimension genDE reached the target accuracy in 15 trials whereas DE failed in each.
Our last set of experiments was conducted to investigate whether the proposed generation model is suitable for other evolutionary algorithms. As the results of Table 3 suggests, because of the different generation alternation model the algorithm EA2 performed poorly compared to EA1 the original one. We hypothesize that the selection pressure was too high for the applied crossover or mutation operators; therefore EA2 quickly converged without reaching the global optimum. We further speculate, the proposed generation model pairs nicely with the recombination operator of DE and therefore, the increased selection pressure improves the performance of the algorithm.
Results of Table 2 are statistically assessed using Student's t-test. Those functions, in which at least one algorithm reached the accuracy level in all runs, the number of evaluations needed to reach the accuracy level were examined for statistical significant difference and the p-values are shown in Table 4 . In every case t-tests indicate there are significant differences between the means in terms of number of evaluations required. This indicates the proposed genDE performed better than the classic DE and the differences are statistically significant.
In real-world situations, fitness evaluation is the most expensive part of the search process; therefore the solution should be located using lowest possible number of fitness evaluation. On the other hand, sampling very few points an algorithm may converge to a local minimum and fail to locate global optimum. Therefore a trade of should be determined that will guarantee convergence using fewer fitness evaluations.
As discussed earlier DE does not give preference to any individual for reproduction and can not work very reliably with a very small population size [9] . Because of it's oneto-one replication strategy DE often visits many points in the search space before locating the global optimum. Since minimum fitness evaluation is always sought, in this work we attempted to increase DEs convergence speed using a different generation alternation model common in other EAs.
While modeling this generation alternation model, we tried to preserve some of the characteristics of classic DE's selection strategy. For example, DE applies elitism by preserving the best solution found in any generation. Our generational model also conserves elite individual applying a (µ + λ) selection for replacement. And none of the models accept any solution that is worse than the worst solution in current population. The fitness independent parent selection model of DE is partially retained as we randomly select P2 parents (independent of their fitness) in the total parent pool. In choosing the parent population we tried to take advantage of both selection paradigms: stochastic and deterministic. In current implementation we have chosen equal number of deterministic parents (P1) and stochastic parents (P2) to trigger a balance between preferring good individuals for reproduction and preserving the population diversity. Furthermore (µ+λ) selection assures that any individual better than most of that in current population is not ignored.
In general selection tends to reduce the diversity of a population whereas the recombination operations increase it. Therefore, we need a selection scheme that pairs off with the recombination operators for designing a successful EA. For example, a selection scheme with a very high selection pressure can be used with highly disruptive recombination operators [3] . From the experiment results it can be empirically stated the selection pressure exerted by the proposed generation model matches well with DE recombination operator and hence genDE performs better than the original model. The change in DE parameters (F and Cr) can be adjusted by changing the size of the parent pool Pp. We can also vary the selection pressure by changing the proportion of elite parents P1 and random parents P2 in the parent population. Actually, the parent selection scheme of the proposed genDE is a more generalized version of that in classic DE, because if the number elite individuals in the parent pool is equal to the population size (i.e. P1 = P ) then both becomes the same.
CONCLUSION
In this work, we made a preliminary study on the use of different generational model for improving the convergence characteristics of conventional DE. Using the concepts of existing schemes in evolutionary computation, we proposed a new model for generation alternation in DE. We studied the performance of the proposed DE model using a test suite consisting five well known benchmark functions and ten newly proposed benchmarks. In our experiment we found the proposed model exhibits an average higher convergence speed than the conventional model. We anticipate the reason of such performance improvement is better pairing of the selection pressure, exerted by the generation alternation model, with the DE recombination operators. However the proposed model should be further studied varying the parent population size, proportion of elite and random parents in the parent pool. There still remains scope of trying other selection mechanisms for reproduction and/or survival.
