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Energy-based models are a powerful and flexible tool for studying emergent properties in
systems with many interacting components. Energy functions of complex systems are highly
non-convex because the local modes encode the rich variety of probable phenomena.
This work focuses on energy models of image signals, which are treated as complex
systems of interacting pixels that contribute to the emergent appearance of the whole image.
By adapting classical Maximum Likelihood learning to the parametric family of ConvNet
functions, one can learn energy-based models capable of realistic image synthesis. The
observed behaviors of ML learning with ConvNet potentials are surprising and not well
understood despite widespread use of the potential in recent studies. This work rigorously
diagnoses the learning process to correct systematic problems with steady-state distributions
of learned potentials while revealing an unexpected non-convergent outcome of learning.
The true value of the energy-based model lies in the structure of the energy landscape.
The energy-based model encodes explicit quantitative relations between local modes in land-
scape energy barriers. Concepts in the training data form macroscopic energy basins with
many shallow local modes. Powered by a new Markov Chain Monte Carlo algorithm that
efficiently detects macroscopic energy structures, energy landscape mapping experiments are
conducted to discover meaningful image concepts. The mapping framework is a powerful
tool for unsupervised clustering based on geodesic distances in a learned potential.
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CHAPTER 1
Introduction: From Statistical Mechanics to
Energy-Based Models of Image Data
The fundamental challenge of mathematical representation of image patterns arises from
the tension between the common features among images and the variability between im-
ages. Recognizable image structures such as digits can appear in countless diverse ways,
but humans can still recognize a shared concept across the changes. Designing an analytical
formulation of image structures by hand is a daunting and unapproachable task. Another
approach initiated by pioneers like Grenander [Gre94] is to seek a family of probability mod-
els flexible enough to approximate many different image densities. Real images are treated
as independent samples from an underlying probability distribution and are used as data to
train a parametric model that approximates the data distribution. The probabilistic formu-
lation is naturally suited for representing the balance of structure and variation in real-world
images. Flexible probabilistic models can learn arbitrary concepts from observation alone
without a human definition of a concept. A learned probabilistic model can be understood as
computational memory and the non-convex structures in the model landscape encode natural
concepts that are recognizable to humans. The computational memories of a learned proba-
bility density can be recovered by mapping the non-convex structures of the energy landscape
associated with the density. The process of learning and mapping can yield a hierarchical
representation of natural concepts from unlabelled training data as shown in Figure 1.1. The
main contribution of this work are a unified framework for unsupervised concept learning in
high-dimensional spaces and crucial methodological innovations that enable the success of
both the learning and mapping process.
This chapter introduces central connections between statistical mechanics and probabilis-
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Figure 1.1: Energy Landscape Map (ELM) for FashionMNIST dataset. First, one learns
a probabilistic model of the data that approximates the true distribution of data images.
Next, one maps the macroscopic non-convex structures in the learned model to recover the
computational memories that correspond to image concepts.
tic modeling that provide the foundation of this work. The chapter opens with a discussion
of the development of the Gibbs measure in statistical physics and the applicability of the
Gibbs measure in a variety of domains. The following section discusses the concept of an en-
ergy landscape for a Gibbs model and typical structures found within landscapes. Langevin
sampling and the contemporary Energy-Based Model (EBM) as a Gibbs measure with learn-
able parameters and a variety of functional forms for potentials of high-dimensional data are
introduced in the next sections. The chapter concludes with an outline of the work.
1.1 Statistical Ensembles and the Gibbs Measure
Emergence of macroscopic behaviors in systems with a vast number of interacting compo-
nents is a unifying theme across many contemporary fields of study. The practice of analyzing
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complex systems in terms global summaries is introduced in late 19th century and early 20th
century in the work of Josiah Willard Gibbs and Ludwig Boltzmann from the perspective
of thermodynamics. The difficulty of applying classical mechanics to systems with an ex-
tremely large number of components (e.g. gases composed of many particles) motivated the
development of statistical mechanics, where the description of a system depends on a few
concise macroscopic properties (e.g. the temperature, volume, pressure, and energy of a gas)
and not on the specific microscopic arrangement of components.
The concept of a statistical ensemble, which is terminology from statistical mechanics
referring to a probability distribution over the microscopic states of a physical system, is
a fundamental framework for describing a wide variety of complex systems. Let X ⊂ Rn
represent the state space of the physical system. The dimension n of the state space is the
degree of freedom among system components. Consider a function U : X → R which acts
as the energy function or potential function of the system. There are several ways of using
U to define a statistical ensemble, or equivalently a probability distribution, on X .
The most fundamental statistical ensemble, known as the micro-canonical ensemble, is
the limit of a uniform distribution over states within an infinitesimal spectrum around a
fixed energy U0 ∈ R. Let
XU0,δ = {x ∈ X : U(x) ∈ [U0 − δ/2, U0 + δ/2]}
be the set of states with energy that is within a range δ/2 of U0 for some fixed δ > 0. One
can define a density
uU0,δ(x) =
1/ZU0,δ if x ∈ XU0,δ0 else
that is uniform over XU0,δ, where the normalizing constant ZU0,δ =
∫
XU0,δ
dx is the volume of
XU0,δ. The micro-canonical ensemble uU0 is then given by
uU0(x) = lim
δ→0
uU0,δ(x)
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provided that the limit exists.
The micro-canonical ensemble characterizes the distribution of a system at a specific
energy. From a physical perspective, the micro-canonical ensemble corresponds to an isolated
system that cannot exchange energy or particles with its environment so that all possible
system states maintain constant energy by the principle of energy conservation. Despite
its simplicity, the micro-canonical ensemble can be difficult to apply in practice. Using the
micro-canonical density requires extremely precise numeric approximation to remain along of
the n-dimensional constant energy manifold of the limiting distribution. Moreover, virtually
all real-world systems exhibit stochastic variation in energy.
The micro-canonical ensemble can be used to derive another important statistical en-
semble known as the canonical ensemble. The physical model associated with a canonical
ensemble corresponds to a much smaller system contained within a micro-canonical ensem-
ble. The embedded system of the canonical ensemble is able to exchange energy with the
surrounding micro-canonical ensemble, which is often called a heat bath or reservoir. As
a result of this exchange, the energy of the canonical ensemble can vary within a certain
range instead of being fixed at a constant value. The micro-canonical ensemble environment
remains virtually unaffected by the energy exchange because it corresponds to a much larger
system and the influence of interaction with the canonical ensemble is negligible. In the
context of image modeling, one can consider the image of the entire universe at an instant
in time as a micro-canonical ensemble and an instantaneous observed partial image of the
universe as a canonical ensemble embedded within the micro-canonical ensemble.
Suppose that a system with energy function U is in thermal equilibrium with a heat bath
that has constant temperature T > 0. This system constitutes a canonical ensemble that is
distributed according to
p(x;T ) =
1
Z(T )
exp{−U(x)/T}, (1.1)
where Z(T ) =
∫
X exp{−U(x)/T} dx is the constant that normalizes the probability density.
The distribution (1.1) is also known as the Gibbs measure over X with respect to U . States
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with lower energy U are assigned higher density values p, reflecting the intuition that stable
states with low energy should appear with higher probability and unstable states with higher
energy should appear with lesser probability. The temperature T of the system determines
the energy spectrum in which observed states are located. Typical states in a canonical
ensemble at higher temperatures will exhibit higher values of U , while in the limiting case
T → 0 all probability mass becomes concentrated on the set of global minima {x ∈ X :
U(x) = miny∈X U(y)}. The canonical ensemble can thus be used for the purposes of both
sampling from the physical system defined by U for a fixed T > 0, and for minimization of U
by sampling from p(x;Tk) for a sequence of temperatures {Tk}∞k=1 such that limk→∞ Tk = 0.
When a fixed temperature is used T is used, one can suppress the temperature notation by
using a rescaled potential UT (x) = U(x)/T with temperature 1. Gibbs measures throughout
this work will use a temperature T = 1 unless otherwise specified.
The formulation (1.1) is very appealing from a statistical perspective because it enables
probabilistic treatment of a wide variety of functions U that satisfy the normalization require-
ment
∫
X exp{−U(x)/T} dx <∞. This requirement can be satisfied when U is lower-bounded
and either X is compact or U(x) has a sufficiently large growth (e.g. at least polynomial
growth) as ‖x‖2 → ∞. In practice, the majority of functions U that have a meaningful
probabilistic interpretation also satisfy the normalization requirement.
A major obstacle when using the Gibbs measure is the intractability of the integral
defining the normalizing constant Z(T ). In many cases of interest, particularly for high-
dimensional state spaces, it is impossible evaluate Z(T ) and (1.1) must be treated as an
unnormalized density. Fortunately, Markov Chain Monte Carlo (MCMC) methods can be
used to sample from p(x;T ) in the case where U is known and Z(T ) is unknown. This
is possible because virtually all MCMC methods require only the ratio p(y;T )/p(x;T ) to
implement sampling so that Z(T ) vanishes from the calculations. The Gibbs density cor-
responding to the energy U∗(x) = U(x) + C for a constant C is the same as the density
corresponding to U(x) because C is absorbed in the normalizing constant. For this reason,
the energy difference U(x1) − U(x2) is a valid measure of the relative probability of two
states x1 and x2, but the energy difference U1(x)− U2(x) is not a valid measure of the rela-
5
tive probability of x in two different systems U1 and U2 because normalization is needed to
compare probability across potentials.
The Gibbs density (1.1) associated with a canonical ensemble can naturally be extended
to many domains besides physical systems (see Table 1.1). The situation where one has a
vast number microscopic states, an energy function defining stability or optimality in the
state space, and a collection stable states or modes that emerge as likely samples from the
complex interactions between components given by the energy function is quite widespread.
Statistical learning in a high-dimensional parameter space is one example of such a situation.
The interactions between parameters define a loss over a dataset corresponding to system
energy, and statistical optimization involves finding parameters combinations with low energy
and high predictive capability.
Probabilistic modeling of image signals is also a domain where the Gibbs measure has
a natural interpretation, as Hopfield associative memory [Hop82]. Images are composed
of many pixels whose interactions contribution to the emergent appearance of the whole
image. A Gibbs measure of images assigns a distribution over the virtually endless possible
appearances in the image space. Images with low energy represent familiar states that similar
to previously observed states and high-energy images represent unfamiliar images. Energy
is therefore a model of memory and useful tasks such as recovery from a corrupted image or
unsupervised discovery of image concepts can be accomplished using the memory potential.
Application of the Gibbs measure to learn and map image potentials is the central focus of
this work.
Another area for applying the Gibbs measure is the study of utility and adaptation. In
this framework, states represent certain attributes or traits of agents and the energy rep-
resents the negative utility of a given set of traits (negative utility is used so that energy
minimization becomes utility maximization). Local modes correspond to traits that are
optimal or stable in terms of environmental utility which could be optimal strategies, evolu-
tionary adaptions, or culturally-dependent social norms. The structure of modes could yield
insight into alternate but equally viable strategies for utility maximization. This work does
not explore utility landscapes but they are a very important direction for future research.
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Table 1.1: Examples of complex systems that can be described with a Gibbs density (1.1).
States Energy Modes
Physical States Physical Energy Stable States
Model Parameters Negative Log Likelihood/Loss Optimal Parameters
Images Associative Memory Reliable Memories
Biological/Social Traits Negative Utility Adaptations/Social Norms
1.2 Mode Structures and Geometry of the Energy Landscape
Throughout this work the term energy landscape will refer to the manifold n-dimensional
manifold embedded in Rn+1 that is defined by the potential U : X → R. The local minima
of U and neighboring states are often the regions of the most interest in X because states
near modes appear with the highest probability and because the low-energy states often
have desirable properties (e.g. optimal learning parameters). In practical applications the
state space X is often vast and the local modes and nearby low-energy regions account
for a tiny proportion of possible states. The relations between modes in the state space
indicate relations between different system configurations and analyzing the modes of an
energy function U can reveal important information about the system represented by U . A
few archetypal mode structures cover the range of what is observed for many U .
The simplest energy landscapes have convex global structure so that U only has a single
local mode. Many energy landscapes that appear in parametric statistical learning, such as
linear regression and LASSO [Tib94] loss landscapes, are convex. Convexity can be a useful
feature because theoretical guarantees of model convergence and performance can often be
more easily obtained. On the other hand, convex landscapes are certainly not appropriate
for probabilistic representation of multi-modal image concepts.
A non-convex energy landscapes can be analyzed by separating X into a number of mu-
tually disjoint regions that are locally convex. This approach is appropriate for describing
a model with simple convex components such as a Gaussian mixture model. Serious diffi-
culties arise when attempting to analyze complex high-dimensional potentials U in terms
of its locally convex components because in many cases a virtually infinite number of local
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modes exist and identification of all disjoint convex regions becomes impossible. Although
the size of the space of natural images is tiny compared to the space of possible images on
a relative scale, the number local modes corresponding to possible stable appearances of an
image concept is still vast on an absolute scale. The concept of local convexity is insufficient
for giving a concise and practical description of highly non-convex energy landscapes.
One solution to overabundance of local minima comes from the folding funnel energy
landscape that of protein folding states [OW04]. Locally, the energy landscape of different
folding configurations is very noisy with astronomically many minima. Nonetheless, the
global structure is essentially unimodal and convex because the vast majority of local minima
are shallow features along the sides of the energy funnel. This structure efficiently guides an
unfolded protein to its native state because environmental perturbations are strong enough
to overcome shallow intermediate minima while the folding is in progress. Once folding is
complete, the depth of the energy funnel allows the protein to maintain a stable shape and
perform its function.
Similar intuition extends to image concepts. A group of images representing the same
concept, such as different appearances of the same digit, can form macroscopic basins of an
image potential. The energy manifold of U defines a non-Euclidean geometry that represents
conceptual similarity between states. Euclidean distance in the state space X is augmented
by the energy barrier along U between states to define a geodesic distance measure along
that manifold. The geodesic measure incorporates probabilistic flow between states and is
more appropriate for describing relations than Euclidean distance. In the context of memory
landscapes, images with a similar appearance should be separated by low energy barriers,
since it is possible to morph between similar images without violating energy constraints. On
the other hand, images that differ significantly should be separated by high energy barriers,
since it is not possible to smoothly change between the images without encountering an
improbable intermediate image. Macroscopic landscape structures correspond to groups of
states such that geodesic distance is low between states within groups while geodesic is large
between states from different groups. These groups align with human image concepts when
the geodesic structure of U is representative of human visual similarity. Chapters 4 and 5
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thoroughly explore these ideas.
1.3 Langevin Sampling with a Gibbs Measure
Markov Chain Monte Carlo (MCMC) is the primary and most reliable tool for exact sampling
of Gibbs measures. MCMC sampling algorithms are designed to produce samples from an
arbitrary Gibbs measure p(x) = 1
Z
exp{−U(x)} whose energy function U(x) can be directly
evaluated by satisfying the detailed balance equation for p(x). Virtually all MCMC methods
use some form of the Metropolis-Hastings acceptance step
α(x→ x′) = min
{
1,
p(x′)q(x′, x)
p(x)q(x, x′)
}
where x is the current state and x′ is a proposed state generated by a transition density
q(x, x′). If the proposal is accepted then the next state of the chain is x′. Otherwise the
chain remains in state x. This sampling process is guaranteed to yield samples from p(x)
after sufficiently many steps under mild conditions. Computationally, MCMC sampling is
ideally suited for use with the Gibbs measure because the intractable normalizing constant
Z vanishes in the probability ration p(x′)/p(x).
Although MCMC convergence to the steady-state density p(x) is guaranteed for a wide
class of transition densities q(x, x′), successful implementation of MCMC sampling is heavily
dependent on choosing a transition density that can efficiently traverse the manifold of U .
The Langevin equation
X ′ = X − ε
2
2
∇U(X) + εZ, (1.2)
where Z ∼ N(0, In) is Gaussian noise and ε > 0 is the size of discretization, can be used
as the basis of an MCMC sampling algorithm. The complete MCMC algorithm requires an
additional momentum update
Z ′ = Z +
ε
2
(∇U(X) +∇U(X ′))
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and Metropolis-Hastings acceptance step
α(X → X ′) = min
{
1,
exp{−U(X ′) + 1
2
‖Z ′‖2}
exp{−U(X) + 1
2
‖Z‖2}
}
but these are often ignored in practice because the acceptance ratio is very close to 1 when
small enough ε is used. The Langevin update (1.2) is used for the majority of MCMC
implementations in the paper. In order to maximize exploration and minimize computational
cost, one generally uses largest value of ε possible. In the MCMC literature it is well-
known that the optimal ε corresponds to the width of the most constrained direction in
the local energy landscape [Nea11]. A range of suitable epsilon can be found by using the
MH adjustment and tuning ε to attain an acceptance of around 60%. The use of ε in the
Langevin equation will implicitly refer to the largest possible value of  for a give target
distribution.
The two terms of the Langevin update have natural interpretations. The first is a gradient
descent term encouraging movement down the energy slope, and the second term is Brownian
motion encouraging random exploration. The first-order landscape information from ∇U(x)
leads to more efficient landscape traversal than gradient-free methods such as Gibbs sampling
in high-dimensional spaces. Langevin dynamics nonetheless exhibits high auto-correlation
and slow mixing between different modes like most MCMC methods. Despite its drawbacks,
Langevin is a powerful tool for exploring high-dimensional landscapes and its slow mixing
behavior can actually be useful for detecting landscape features as discussed in Chapter 4.
1.4 Energy-Based Models and the DeepFRAME Model
The discussion of the Gibbs measure up to this point has focused on a known landscape
U(x) which could represent a variety of systems (see Table 1.1 for examples). In general,
the true density q(x) and true energy V (x) = − log q(x) +C is unknown. To investigate the
non-convex structures of the V to uncover system clusters and relations, one must first learn
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a parametric energy function
p(x; θ) =
1
Z(θ)
exp{−U(x; θ)} (1.3)
that accurately approximates q(x). The term Energy-Based Model (EBM) will be used
to refers the Gibbs measure (1.3) with a learnable parameter θ. Generally the learning
parameter θ will implicitly included the temperature T of the model.
A simple example of an EBM is the case where p(x; θ) is Gaussian with potential U(x; θ) =
(x−µ)2
2σ2
, where the parameter θ = (µ, σ) gives the Gaussian mean and standard deviation.
Although any functional form can be used for U(x; θ), provided that U(x; θ) defines is a valid
density for all θ, it is essential that U(x; θ) has sufficient capacity to accurately approximate
V (x). For example, a multivariate Gaussian family p(x; θ) is not suitable for representing
complex image patterns. This section briefly reviews the main functional forms U(x; θ) that
have been used to model images, including the DeepFRAME model that is the primary focus
of this work. Learning image potentials using Maximum Likelihood is thoroughly covered in
Chapters 2 and 3.
1.4.1 Early Energy-Based Models
The Hopfield Network [Hop82] learns weights of an Ising-type energy
U(σ;α, J) = −
∑
i
αiσi −
∑
i 6=j
Jijσiσj
where αi is an external magnetic field acting on σi and Jij is the strength of the coupling
between σi and σj. Hopfield used this network to encode image states for retrieval from
corrupted initialization, thereby introducing the interpretation of an EBM as a form of
computational memory. The interpretation of an EBM as a model of computational memory
is the focus of Chapters 4 and 5.
The Restricted Boltzmann Machine [Hin02] defines an Ising-type density of observed and
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hidden pixels:
E(X, Y ;α, β, J) = −
∑
i
αiXi −
∑
j
βjYj −
∑
i 6=j
JijXiYj,
U(X;α, β, J) = − log
∑
Y
exp{−E(X, Y ;α, β, J)}
The hidden units allow the RBM to have greater representation capacity than the fully-
visible Ising potential used in the Hopfield Network. Multiple units of RBM’s can be stacked
to train Deep Boltzmann Machines [SL10], but computational difficulties from the hidden
units limit this approach.
The FRAME model [ZWM98] defines energy with histograms of image response to local
convolutional filters
U(X;λ, F,H) = −
∑
α
〈λα, Hα(Fα ∗X)〉
where F = {Fα} is a pre-defined bank of convolutional filters, H = {Hα} is histogram
discretization for filter responses, and λα is a Lagrange multiplier that ensure the expected
histogram statistics of p(x; θ) match those of q(x) for each filter Fα. The convolutional filters
in the potential define a local Markov graph between neighboring pixels that represents image
structure much more efficiently that the fully-connected graphs of the Hopfield model and
RBM. Nonetheless, the FRAME model is limited by the use of pre-defined filters and the
exclusively local structure of the Markov graph.
1.4.2 DeepFRAME Model
The DeepFRAME Model [XLZ16] extends the FRAME model by using multiple layers of
filter convolution and allowing filter parameters to be learnable rather than using pre-defined
filters as done for ConvNet classifier networks [KSH12]. The multiple layers of convolution
allow local information to be sequentially encoded and combined into global information
in higher layers. Learnable filters are essential for capturing features of arbitrary signals
without the need for human design. The DeepFRAME potential U(x; θ) has the simple
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form
U(x; θ) = F (x; θ) (1.4)
where F is a ConvNet with scalar output and weights θ. The potential (1.4) is the central
object of study in this work. The original formulation of the DeepFRAME model adds a
Gaussian prior with standard deviation σ > 0 to obtain the form
U(x; θ, σ) = F (x; θ) +
1
2σ2
‖x‖22 (1.5)
which has additional properties, in particular local Gaussian structure over every linear
region of F when ReLU activations are used between network layers. This work focuses on
(1.4) because this formulation is more fundamental and all major observations results to
(1.5).
The pioneering work [HOW06] studies the hierarchical energy-based model. [NCK11] is
an important early work proposing feedforward neural networks to model energy functions.
The energy-based model in the form of (1.4) is introduced in [DLW15]. Deep variants of the
FRAME model [XLZ16, LZW16] are the first to achieve realistic synthesis with a ConvNet
potential and Langevin sampling. Similar methods are applied in [DM19]. The Multi-
grid model [GLZ18] learns an ensemble of ConvNet potentials for images of different scales.
Learning a ConvNet potential with a generator network as approximative direct sampler is
explored in [KB16, DAB17, XLG18, HNF19, KGC19]. The works [JLT17, LJT17, LXF18]
learn a ConvNet potential in a discriminative framework.
1.5 Outline of the Dissertation
Chapters 2 and 3 are devoted to a careful diagnosis of the DeepFRAME learning process.
The DeepFRAME model is very expressive and capable of synthesizing highly realistic im-
ages but the learned potentials often exhibit surprising behaviors that are not observed for
earlier EBM’s. Chapter 2 reviews the Maximum Likelihood algorithm used to train the
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DeepFRAME model and identifies two axes that explain important features of the learning
dynamics. Examining the effect of learning hyper-parameters and the outcomes along these
axes reveals crucial information that about DeepFRAME learning. Chapter 3 translates
observations about the learning process to methodology for training DeepFRAME models
with different capabilities than those from previous work: a convergent DeepFRAME model
with realistic long-run samples and a non-convergent DeepFRAME model that can generate
samples from white noise. The learning outcomes are investigated across low-dimensional
toy datasets and high-dimensional image datasets.
Once the systematic defects in the DeepFRAME landscape have been addressed, it be-
comes possible to map the macroscopic non-convex structures of the potential (1.4) to iden-
tify recognizable image concepts. Chapter 4 extends methods from the physical chemistry
literature to develop a framework for mapping highly non-convex structures. The crucial in-
novation introduced by this work is the metastable description of the energy landscape which
captures the essential macroscopic features in the landscape while ignoring the overabun-
dance of noisy local features. The chapter also introduces a method for efficiently detecting
metastable structures. Chapter 5 presents experiments for mapping the energy landscape
of the SK spin glass model and DeepFRAME image potentials. The experiments mapping
image potentials reveal central connections between the metastable behavior of an image in
a DeepFRAME potential and human perceptibility of differences between images.
A summary of the work and directions for future research are presented in Chapter 6.
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CHAPTER 2
Diagnosing MCMC-Based Maximum Likelihood
Learning of the DeepFRAME Model
This chapter diagnoses and demystifies unexpected behaviors that appear across all prior
implementations of DeepFRAME learning. Investigation of models learned by prior authors
reveals a systematic difference between the appearance of short-run MCMC samples, which
are often quite realistic, and the appearance of long-run MCMC samples, which are often
oversaturated and unrecognizable as natural images. The discrepancy between short-run
and long-run images indicates that realism is learned in a non-convergent region of the
Langevin trajectory and that probability mass is not assigned correctly in the image space.
This unexpected outcome is a central issue in the context of the present work because
incorrect distribution of probability mass precludes the possibility of obtaining meaningful
conceptual groupings from the structure of the landscape. Two axes of learning are presented
to classify possible outcomes and diagnostics for measuring behavior along these axes are
introduced. Chapter 3 applies these observations to train convergent models with realistic
long-run samples and non-convergent models that can generate images from a noise signal.
The content of this chapter is based on material from [NHH20].
2.1 Unsupervised Maximum Likelihood Learning with MCMC
This section review the Maximum Likelihood (ML) framework that has been used to train
many EBM’s such as the FRAME model [ZWM98], the RBM [Hin02], and recently the Deep-
FRAME model [XLZ16]. The central challenge during learning is handling the intractable
normalizer Z(θ) in the EBM density (1.3) which varies across the model parameter θ. While
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direct treatment is impossible, a useful analytic identity shows that MCMC sampling can
be used to calculate an approximate gradient for Z(θ) during learning. Implementation of
MCMC sampling and the method of MCMC initialization play a crucial but often misun-
derstood role in learning. Section 2.1.1 reviews the MCMC implementation used in previous
work and Section 2.3 investigates how MCMC sampling and network weight updates influ-
ence the DeepFRAME learning outcome. Pseudocode for the MCMC-based ML learning
method is given in Section 3.1 along with tuning guidelines based on the observations in
Section 2.3
2.1.1 Maximum Likelihood Gradient for EBM Learning
When learning an EBM (1.3), one seeks a parameter θ such that the parametric model p(x; θ)
is a close approximation of the data distribution q(x). A standard measure method for
separation between two probability distributions of is the Kullback-Leibler (KL) divergence
DKL(·‖·). Using KL divergence as the loss function L(θ) for EBM training yields
arg min
θ
L(θ) = arg min
θ
DKL(q(x)‖p(x; θ)) (2.1)
= arg min
θ
{
Eq(x)[log q(x)]− Eq(x)[log p(x; θ)]
}
(2.2)
= arg min
θ
−Eq(x)[log p(x; θ)] (2.3)
= arg min
θ
{
logZ(θ) + Eq(x)[U(X; θ)]
}
. (2.4)
Equation (2.3) is equivalent to the traditional ML objective arg maxθ Eq(x)[log p(X; θ)]. One
can minimize L(θ) by finding the roots of the derivative
d
dθ
L(θ) = d
dθ
logZ(θ) +
d
dθ
Eq(x)[U(X; θ)]. (2.5)
The term d
dθ
logZ(θ) is intractable, but it can be expressed
d
dθ
logZ(θ) = −Ep(x;θ)
[
∂
∂θ
U(X; θ)
]
. (2.6)
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The gradient used to learn θ then becomes
d
dθ
L(θ) =
∂
∂θ
Eq(x)[U(X; θ)]− Ep(x;θ)
[
∂
∂θ
U(X; θ)
]
(2.7)
≈ ∂
∂θ
(
1
n
n∑
i=1
U(X+i ; θ)−
1
m
m∑
i=1
U(X−i ; θ)
)
(2.8)
where {X+i }ni=1 are i.i.d. samples from the data distribution q (called positive samples since
probability is increased), and {X−i }mi=1 are i.i.d. samples from current learned distribution
pθ (called negative samples since probability is decreased).
In practice, the positive samples {X+i }ni=1 are a batch of training images and the negative
samples {X−i }mi=1 are obtained after L iterations of MCMC sampling. For theoretical validity,
the negative samples {X−i }mi=1 must closely match the steady-state p(x; θ). Intuitively, the
MCMC updates are needed to identify the location of the probability mass of the current
model p(x; θ) so that θ can be updated in a way that brings the probability mass of p(x; θ)
closer to the mass of q.
2.1.2 MCMC Sampling and Initialization
Efficient implementation of MCMC sampling is crucial for practical EBM learning. MCMC
methods can often be extremely computationally intensive because many iterative updates of
an MCMC sample are required before approximate steady-state convergence can be achieved.
Moreover, the sampling must be conducted anew for each weight update of the model p(x; θ).
Early EBM’s such as the RBM and FRAME model use Gibbs sampling to update image
states. Gibbs sampling involves conditional sampling from the distribution of one dimension
of a state given all other dimensions, which translates to iterative updates of individual pixels
for image potentials. Gibbs sampling scales poorly with image size and is not a feasible option
when learning potentials of real-world images.
Langevin dynamics (1.2) has been recruited by many works that study to DeepFRAME
potential because the gradient information in the Langevin update leads to more efficient lo-
cal exploration in high-dimensional spaces than zero-order methods such as Gibbs sampling.
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Despite superior local exploration, Langevin dynamics exhibits the much of the same high
auto-correlation and difficulty mixing between global modes that occurs when using simpler
MCMC methods such as Gibbs sampling. In general it is not appropriate to describe long-run
Langevin samples from a fixed low-energy starting image as steady-state samples because
the chains cannot mix between modes in computationally feasible time scales. Despite these
limitations, Langevin sampling can be an indispensable tool for DeepFRAME learning when
used with a suitable method of MCMC initialization.
pθt
q
pθt
q
pθt
pθt−1
q
Noise Init. Data Init. (CD) Persistent Init.
Figure 2.1: Intuitive visualization of different MCMC initialization strategies. In all dia-
grams, Ω is the state space of the data x, pθt is the learned distribution at training step t, q
is the true data distribution, and dots are the initial points for MCMC samples.
Prior works studying EBM learning overcome the slow-mixing behavior of MCMC sam-
ples with the insight that the number of steps needed for MCMC convergence is strongly
dependent on the initial distribution of the chain. In the most extreme case, a Markov chain
initialized from its steady-state distribution will follow the steady-state after a single MCMC
update. In more general cases, a Markov chain initialized from an image that is likely under
the steady-state can converge much more quickly than a Markov chain initialized from noise.
For this reason, all prior works studying ML learning of EBM potentials use informative ini-
tialization of MCMC samples during learning, meaning the density of initial states is meant
to approximate the model density. An unspoken assumption in the EBM literature is that
noise initialization, where initial states come from a noise distribution such as uniform or
Gaussian, is unrealistic and inefficient for high-dimensional EBM learning due to slow con-
vergence towards the model steady-state from a distant starting distribution. Two major
branches of informative initialization, called data-based initialization and persistent initial-
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ization, are discussed below. An intuitive visualization of noise initialization, data-based
initialization, and persistent initialization is shown in Figure 2.1
Data-based initialization uses samples from the training data as the initial MCMC states.
Contrastive Divergence (CD) [Hin02] introduces this practice to train RBM models. A small
number of MCMC updates of the training images, sometimes as few as one, are used gen-
erate negative samples. Data-based initialization can be intuitively understood as a guiding
or leading approach since MCMC samples are initialized in a target region of the image
space. A major drawback of CD is the lack of exploration in regions of the image space that
are distant from the data, which can lead to overfitting of the EBM in a confined observed
region and poor generalization of modeling in other regions. Interestingly, CD has not been
used to train DeepFRAME potentials. A possible explanation is given in Section 2.3.2. The
Multigrid Model [GLZ18] improves CD by using multi-scale energy functions to sequentially
refine downsampled data to train DeepFRAME potentials.
Persistent initialization uses negative samples from a previous learning iteration as initial
MCMC states in the current iteration. The original FRAME Model uses a single persistent
texture image which is updated at each step. The persistent FRAME image is initialized
either from the zero image or a noise image. Persistent Contrastive Divergence (PCD)
[Tie08] initializes persistent samples from the data images. Several works have trained a
DeepFRAME potential using persistent chains initialized from noise. The persistent states
are either a single batch of images that are updated before each weight update [XLZ16]
or a large bank of persistent images from which a smaller batch are sampled and updated
[LXF18, DM19]. Intuitively, persistent initialization as a follower approach to initialization
because samples are initialized from states that have been previously explored. Persistent
chains are generally preferred to standard CD in current practice because the persistent
chains explore a much wider region of the image space as they transition from noise to re-
alistic images. The Cooperative Learning model [XLG18] generalizes persistent chains by
learning a generator network for proposals in tandem with the energy. The generator net-
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work can be interpreted as a persistent manifold that yields greater diversity of initialization
than pointwise persistent chains.
When training with informative initialization, this work will use a large bank of persistent
images initialized from noise unless otherwise noted. One persistent image is created for each
data image so that the image dataset and the persistent image bank contain roughly the same
amount of information. Batches of the same size, typically 100 images, are selected from
both the dataset and the persistent image bank in each iteration of the learning algorithm.
Long-run Langevin chains from both data-based and persistent initialization are consid-
ered to be approximate steady-state samples in this work, even when Langevin chains cannot
mix between modes. Prior art indicates that both initialization types span the modes of the
learned density, and long-run Langevin samples will travel in a way that respects p(x; θ) in
the local landscape. The assumption is a somewhat unsatisfying way to alleviate the failure
of Langevin chains to move between modes and multimodal sampling from DeepFRAME
models remains an important open direction for future work.
Despite its usefulness as an accelerator of convergence, informative MCMC initialization
during ML training can limit the ability of the final model p(x; θ) to generate new and diverse
images after training. MCMC samples initialized from noise distributions after training tend
to result in images with a similar type of appearance when informative initialization is used
in training. This behavior highlights some interesting differences between sampling from
a probability distribution in the classical sense and sampling from an EBM density with
MCMC. The structure of the high-energy and low-density regions of the image space is rel-
atively unimportant from the perspective of classical probability because a perfect sampler
will virtually never encounter such states. On the other hand, the structure of high-energy
regions of an EBM density can be of great practical interest because high-energy local struc-
ture will influence later low-energy states after the MCMC burn-in period. High-energy
pathways from noise to realistic images can actually be learned by standard ML despite the
fact that these pathways account for only a tiny portion of the probability mass of the EBM
(see Section 3.3).
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The diagnosis of DeepFRAME learning in Section 2.3 gives two different perspectives
on MCMC initialization. In contrast to common wisdom, informative initialization is not
necessary for efficient and realistic synthesis when training DeepFRAME potentials with
ML. In accordance with common wisdom, informative initialization is extremely useful for
learning DeepFRAME potentials with a realistic steady-state. These claims are explored in
Chapter 3.
2.2 Unexpected Learning Outcomes for DeepFRAME Potentials
Previous works studying the DeepFRAME potential (1.4) universally find that MCMC sam-
ples generated by short-run Langevin from informative initialization (see Section 2.1.2) are
realistic images that resemble the data after sufficient training of the DeepFRAME model.
Some examples of successful short-run synthesis are shown in Figure 2.2 (left). The majority
of these works are based on the ML learning procedure in Section 2.1.1, although other learn-
ing methods are also used. Closer investigation shows that DeepFRAME potentials learned
by prior works have a major defect regardless of MCMC initialization, network structure,
and auxiliary training parameters. The long-run and steady-state MCMC samples of en-
ergy functions from all previous implementations are oversaturated images with significantly
lower energy than the observed data, as shown in Figure 2.2 (right). In this case it is not
appropriate to describe the learned model as an approximate density for the training set
because the model assigns disproportionately high probability mass to images which differ
dramatically from observed data. The systematic difference between high-quality short-run
samples and low-quality long-run samples is a crucial phenomenon that appears to have gone
unnoticed in previous studies.
The difference between long-run and short-run samples indicates that the informative
initialization techniques used to accelerate MCMC convergence during training are not play-
ing the expected role. One can easily learn a DeepFRAME model that can use short-run
MCMC from to produce realistic images from a realistic starting point, but these samples
cannot be considered an approximate steady-state sample from p(x; θ) because the mass is
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CoopNets [XLG18] WINN [LXF18] IGEBM [DM19]
Figure 2.2: Left: Short-run samples from recent EBM’s that use (1.4). The models all
obtain good results when sampling with the same number of Langevin steps as used during
training. Right: Long-run samples of recent EBM’s that use (1.4). All models exhibit
oversaturated steady-state samples, and the problem appears to be systematically linked
with the DeepFRAME potential. The W-GAN model [ACB17] is not intended to be an
unnormalized density but long-run samples are included for reference.
actually concentrated on oversaturated images. Contrary to common expectations, the ML
learning process can remain quite stable for a large number of weight updates even when the
basic assumption of MCMC convergence is never satisfied. Moreover, the realistic appear-
ance of short-run MCMC states is a red herring that has caused many authors to claim that
their model can learn a valid distribution of probability mass in the image space without
investigating long-run sampling behavior that strongly undermines this claim. Many authors
also cite informative initialization as a key ingredient for the success of their implementa-
tion despite the fact that its purported role of facilitating efficient convergence is not being
fulfilled.
The discrepancy between short-run and long-run samples appears to be a phenomenon
that is unique to the DeepFRAME potential. Earlier EBM’s such as the RBM and FRAME
model do not exhibit a dramatic difference in appearance between short-run MCMC samples
used during training and long-run MCMC samples generated after training. There are two
likely explanations for this phenomenon. The first is that earlier EBM’s used Gibbs sampling
to generate negative samples instead of Langevin dynamics. In these works, a single Gibbs
update actually refers to a complete Gibbs sweep of the image where every pixel is visited
and changed. A single Gibbs update is therefore much more intensive than a single Langevin
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step and several dozens or hundreds of Langevin steps are needed to explore the same amount
of the image space. More thorough MCMC implementation in early EBM’s could facilitate
a closer agreement between short-run and long-run samples. Another difference between
the DeepFRAME potential and earlier EBM’s is the extreme flexibility of the DeepFRAME
potential with respect to its Lipschitz norm.
Given that ML learning can be stable even when MCMC samples are highly non-convergent
with respect to the true steady-state, two natural perspectives emerge:
1. Is it possible to learn DeepFRAME potentials that learn a steady-state distribution
that accurately approximates a data distribution? In this case both short-run and
long-run MCMC samples should have similar and appearances.
2. Is it possible to remove informative initialization from ML learning to train a Deep-
FRAME potential that can generate realistic images from noise initialization? In this
case one can use the DeepFRAME potential as a non-invertible flow for image genera-
tion while acknowledging that the potential might not accurately distribute probability
mass in the image space.
Both questions can be answered in the affirmative. Observations to help answer these ques-
tions are presented in Section 2.3 and experiments are presented in Chapter 3.
2.3 Two Axes of DeepFRAME Learning
Inspection of the gradient (2.8) reveals the central role of the difference of the average energy
of negative and positive samples. Let
dst(θ) = Eq[U(X; θ)]− Est [U(X; θ)] (2.9)
where st(x) is the distribution of negative samples given the finite-step MCMC sampler and
initialization used at training step t. The difference dst(θ) measures whether the positive
samples from the data distribution q or the negative samples from st are more likely under
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the model pθ. The ideal case p(x; θ) = q(x) (perfect learning) and st(x) = p(x; θ) (exact
MCMC convergence) satisfies dst(θ) = 0. A large value of |dst(θt)| indicates that either
learning or sampling (or both) have not converged.
Although dst(θ) is not equivalent to the ML objective (2.4), it bridges the gap between
theoretical ML and the behavior encountered when MCMC approximation is used. Two
outcomes occur for each update on the parameter path {θt}T+1t=1 :
1. dst(θt) < 0 (expansion) or dst(θt) > 0 (contraction)
2. st ≈ pθt (MCMC convergence) or st 6≈ pθt (MCMC non-convergence) .
The two axes showing the placement of prior learning implementations and the learning
implementations from this work along these axes are shown in Figure 2.3.
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Figure 2.3: Two axes characterize ML learning of DeepFRAME potential energy functions:
1) energy difference between data samples and synthesized samples, and 2) MCMC conver-
gence towards steady-state. Learning a sampler with realistic short-run MCMC synthesis
is surprisingly simple whereas learning an energy with realistic long-run samples requires
proper MCMC implementation. This work introduces: a) short-run training with noise ini-
tialization of the Markov chains, and b) an explanation and implementation of correct tuning
for training models with realistic long-run samples.
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One can easily estimate dst(θ) by finite-sample approximation of the expectations. Eval-
uating behavior the second axis is more difficult. This work evaluates MCMC convergence
by generating samples from st(x) and generating long-run MCMC samples from informative
initialization to approximately sample p(x; θ). Given short-run and long-run samples, one
can evaluate convergence by comparing the visual appearance and energy spectrum of the
groups. A distinct visual difference between short-run and long-run samples along with a
much lower energy value for long-run samples indicates MCMC non-convergence. Long-run
and short-run samples that are visually similar and located within the same energy spectrum
are evidence of MCMC convergence.
The observations in Section 2.3.1 show that the first axis governs the stability and short-
run synthesis outcome of the learning process. Oscillation of expansion and contraction
occurs when short-run samples from st(x) and data samples from q(x) are located in approx-
imately the same energy spectrum of U(x; θt) so that dst(θt) is approximately symmetrically
distributed around 0 across t. DeepFRAME implementations will remain stable for many
weight updates and achieve good short-run synthesis st(x) ≈ q(x) as long as the data and
short-run samples frequently exchange the role of being more likely under p(x; θt) as t pro-
gresses. Oscillation of energy differences is essential for controlling the network Lipschitz
norm to prevent either vanishing or exploding gradients which would destabilize Langevin
sampling and weight updates.
Stable oscillation along the first axis over training iterations t can occur in either the
convergent outcome st(x) ≈ p(x; θt) or the non-convergent outcome st(x) 6≈ p(x; θt) along the
second axis. Traditional methodology does not recognize that stable learning is possible at
all when non-convergent samples are used to update a model throughout training. Behavior
along the second axis determines the realism of steady-state samples from the learned energy
because MCMC convergence is the only mechanism transfer the realism of the short-run
sample st(x) ≈ q(x) to the model density p(x; θ). The term convergent ML will refer to
implementations where st(x) ≈ p(x; θt) for all t > t0, where t0 represents burn-in learning
steps (e.g. early stages of persistent learning). The term non-convergent ML will refer to all
other implementations. All prior DeepFRAME potentials are learned with non-convergent
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ML, although this is not recognized by the authors.
Together, these axes explain the puzzling phenomena where stable ML learning of realistic
short-run synthesis is possible even when the true models are invalid approximations of the
data density. The learning process circumvents the desired outcome p(x; θt) ≈ q(x) by
achieving st(x) ≈ q(x) so that learning has stable oscillation along the first axis despite
non-convergent sampling st(x) 6≈ p(x; θt) along the second axis. Although achieving st(x) ≈
q(x) appears to be relatively easy, enforcing st(x) ≈ p(x; θ) in an efficient way to achieve
convergent ML with p(x; θ) ≈ q(x) is much more challenging. The experience of many
authors and my own experience working with the DeepFRAME potential show that learning
heavily gravitates towards non-convergent ML without proper tuning of the sampling phase
and gradient update for θ. This section outlines principles to explain this behavior and
provide a remedy for the tendency of model non-convergence.
2.3.1 First Axis: Expansion or Contraction
Symmetric distribution of dst(θt) around 0, also referred to as oscillation of energy differ-
ences, can be observed for a wide class of DeepFRAME learning implementations. A typical
example is shown in Figure 2.4. Finite sample evaluations of dst(θ) for the ideal outcome
q(x) = p(x; θ) = st(x) will in fact be exactly symmetrically distributed around 0. Oscillation
of energy differences is expected for realistic short-run sampling with st(x) ≈ q(x) because
states from similar distributions should have similar values for any function, including the
potential U(x; θ). While the balanced energy and similar appearance of positive and negative
samples during training can be viewed as evidence of valid EBM learning, this balance can be
achieved without ensuring that steady-state samples are also in the same energy spectrum.
Observation of learning dynamics shows that the sign of dst(θ) can be linked to landscape
geometry, in particular the magnitude of learning gradients and the Lipschitz norm of U ,
that explain the connection between energy oscillation and learning stability.
The magnitude of the learning gradient plays a central role in both the sampling and
learning phase of ML since both phases use backpropagation on U , with respect first to
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X and then to θ. In particular, the magnitude of the Langevin gradient ‖∇XU(X; θ)‖2
should fall in a spectrum that reflects the geometry of the data density q(x). As a trivial
example, a DeepFRAME potential modeling images with pixels in the range [-1, 1] should
have a gradient that is about two orders of magnitude smaller than a DeepFRAME potential
modeling images with pixels in the range [0, 255]. The quasi-linear structure of ConvNet
functions makes it very easy for the DeepFRAME model to adjust its Lipschitz norm across
many orders of magnitude. While this feature of the DeepFRAME potential is quite useful,
it can have unintended consequences for the model steady-state.
Let wt give the joint distribution of a Langevin chain (Y
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t , . . . , Y
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where ε > 0 is Langevin step size, which gives the average image gradient magnitude along
a Langevin MCMC path at training step t. ML learning is typically implemented with the
same ε throughout training so rst will vary in proportion to the gradient norm ‖∇XU(X; θ)‖2.
Langevin sampling at noise magnitude ε will lead to very different behavior depending on
the gradient magnitude. If rst  ε, gradients will overwhelm the noise and the resulting
dynamics are similar to gradient descent. If rst  ε, sampling becomes an isotropic random
walk. A valid image density should appropriately balance energy gradient magnitude and
noise strength to enable realistic long-run sampling.
The energy difference dst(θt) and average gradient magnitude rst often have a strong
positive linear correlation as illustrated in Figure 2.4. The strong correlation occurs for a
simple and intuitive reason: Langevin sampling with stronger gradients allows the chains to
travel to lower energy regions than Langevin sampling with weaker gradients given the same
number of MCMC updates and MCMC initialization. One would therefore expect to observe
larger (i.e. more positive) values of dst(θt) when the magnitude of the potential U(x; θt) is
stronger over the Langevin sampling path and smaller (i.e. more negative) values of dst(θt)
when the gradient magnitude is weaker. The energy levels of negative samples are sensitive
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to minor changes in the gradient norm of U . On the other hand, the energy levels of the
positive data change relatively slowly over time because the energy of these states can only
change as U learns features of the data. The positive samples remain in a relatively fixed
energy spectrum over a small number of θ updates, while the energy of the negative samples
can vary widely in a few θ updates by simply making the landscape steeper or flatter.
The DeepFRAME potential can therefore easily control the value of dst(θt) by only ad-
justing the gradient magnitude of Langevin sampling and/or Lipschitz norm of U(x; θt)
so that the condition dst(θt) ≈ 0 can be achieved after a burn-in learning period. While
this feature appears to be highly beneficial for stable EBM learning, it also provides the
DeepFRAME potential with a short-cut route to learn realistic synthesis along the slopes
of an energy potential by adjusting geometry along the burn-in path rather than learn-
ing steady-state geometry that is reflective of the data. Non-convergent ML outcomes ap-
pear to be the result of a simpler computational game that learns θ by balancing dst(θ) =
Eq(x)[U(X; θ] − Est(x)[U(X; θ)] around 0 as a proxy for the more difficult task of balancing
dp(x;θ)(θ) = Eq(x)[U(X; θ]− Ep(x;θ)[U(X; θ)] around 0.
While energy oscillation of the DeepFRAME model appears to be a natural mechanism
that encourages stability of learning gradients across many hyper-parameters and alternative
learning methods, it is also possible to implement unsuccessful training with exclusively
contraction or expansion updates. Learning can become unstable when U is updated in
the expansion phase for many consecutive iterations if rst → ∞ and as U(X+; θ) → −∞
for positive samples and U(X−; θ) → ∞ for negative samples. This behavior is typical
of W-GAN training [ACB17] if one informally interprets the generator as wt with L = 0.
The theoretical requirement of bounded Lipschitz norm for the W-GAN critic is needed
to prevent such instability. In ML learning with ConvNet potentials, consecutive updates
in the expansion phase will increase rst so that the gradient can better overcome noise
and samples can more quickly reach low-energy regions. In contrast, many consecutive
contraction updates can cause rst to shrink to 0, leading to the solution U(x) = c for some
constant c. In proper ML learning, the expansion updates that follow contraction updates
prevent the model from collapsing to a flat solution and force U to learn meaningful features
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Figure 2.4: Illustration of expansion/contraction oscillation for a single training implemen-
tation. This behavior is typical of both convergent and non-convergent ML. Left: Energy
difference dst(θt) is always distributed approximately symmetrically around 0 for stable Deep-
FRAME learning with good short-run synthesis. Right: Langevin gradients for stable Deep-
FRAME implementations converge to a constant value that depends on MCMC sampling
implementation. Strong positive correlation of energy difference and gradient magnitude can
almost always be observed. This behavior is expected because stronger Langevin gradients
should push deeper into the energy landscape causing the negative samples to have lower
energy. The opposite occurs for weaker gradients. The relation between energy difference
and Langevin gradient is further explored in Section 3.2.2.
of the data. Learning exclusively in the contraction phase is ultra-stable but incapable of
learning realistic synthesis. The pathological outcomes of learning with exclusively expansion
or exclusively contraction updates are briefly explored in Section 3.5.
The geometric explanation of energy oscillation outlined in this section can applies to
both convergent cases with st(x) ≈ p(x; θt) and non-convergent cases st(x) 6≈ p(x; θ). The
DeepFRAME potential often achieves dst(θt) ≈ 0 after only a few model updates. Main-
taining the equilibrium dst(θt) ≈ 0 for enough updates of the model appears sufficient to
achieve realistic short-run synthesis st(x) ≈ q(x). In fact, one can obtain high-quality sam-
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ples from virtually any initial distribution in a reasonable number of MCMC steps as long
as approximately the same initialization distribution is used to update the model each time.
Interestingly, a consequence of the natural stability of DeepFRAME learning appears to be
a heavy gravitation of learning towards non-convergent outcomes as discussed next.
2.3.2 Second Axis: MCMC Convergence or Non-Convergence
In the literature, it is expected that the finite-step MCMC distribution st(x) must approx-
imately converge to its steady-state p(x; θt) for learning to be effective. On the contrary,
energy oscillation of data and short-run samples provides a path where high-quality synthe-
sis is possible, and actually easier to learn, when there is a drastic difference between the
finite-step MCMC distribution st(x) and true steady-state samples of p(x; θt). An examina-
tion of ConvNet potentials learned by existing methods shows that in all cases, running the
MCMC sampler for significantly longer than the number of training steps results in samples
with significantly lower energy and unrealistic appearance. Although synthesis is possible
without convergence, it is not appropriate to describe a non-convergent ML model p(x; θ)
as an approximate data density. Oscillation of energy differences occurs for both convergent
and non-convergent ML learning, but for very different reasons. Both explanations are linked
to gradient magnitude.
In convergent ML where short-run samples approximately converge to the steady-state
(i.e. st(x) ≈ p(x; θ)), energy oscillation should occur as the gradient magnitude ‖∇XU(X; θ)‖2
balances with noise magnitude ε. Chains with stronger gradients will push deeper into the
landscape as minimization dynamics become more dominant while chains with weaker gradi-
ents will be buffeted upwards in the landscape by the noise term. Conceptually, convergent
samples from a DeepFRAME potential should float in a spectrum where noise and gra-
dient strength are evenly balanced. Convergent DeepFRAME training reaches its natural
equilibrium st(x) ≈ q(x) by balancing rst with ε to achieve dst(θt) ≈ 0. Steady-state conver-
gence then ensures that p(x; θ) ≈ q(x) and that ‖∇XU(X; θ)‖2 approximately converges to
‖ − ∇X log q(X)‖2.
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Figure 2.5: Illustration of gradient strength for convergent and non-convergent ML. With low
noise (blue) the energy either learns only the burn-in path (left) or contracts to a constant
function (right). With sufficient noise (red), the network gradient learns to balance with
noise magnitude and it becomes possible to learn a realistic steady-state.
To achieve convergent learning in practice it is essential to use the maximum possible
value ε to accelerate MCMC mixing and reduce the required number of Langevin steps. Any
value of ε that is suitably small can lead to a convergent outcome but values of of ε that
are too small will require an astronomical number of MCMC updates. Since one is trying
to learn q, it is natural to use the maximum possible value of ε that is compatible with
q. This is known to be approximately the standard deviation of q in the most constrained
direction of its local geometry [Nea11]. Although the width of the most constrained location
direction might vary throughout the state space, in most cases one can choose a single ε that is
suitable throughout the landscape. For image data where each pixel is in the range [-1, 1] the
optimal value of ε is typically between 0.01 and 0.02, which roughly corresponds to a change
in appearance that is barely perceptible to a human. Although one could use a different value
of ε for each model U(X; θt), this can cause significant additional complications and tuning.
All convergent ML experiments in this paper use a constant value of ε that is guided by
standard tuning for Langevin sampling from target distribution q, i.e. the most constrained
local standard deviation of q.
DeepFRAME potentials can circumvent convergence st(x) ≈ p(x; θ) and still achieve
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short-run realism st(x) ≈ q(x) by tuning rst with respect to the burn-in energy landscape
rather than the noise ε. Figure 2.5 illustrates the difference between learning outcomes
that balance with noise and learning outcomes that balance with burn-in displacement by
showing how rst is affected by noise magnitude ε and number of Langevin steps L for noise,
data-based, and persistent MCMC initializations.
For noise initialization with low ε, the model adjusts rst so that rstL ≈ R where R is the
average distance between an image from the noise initialization distribution and an image
from the data distribution. In other words, the MCMC paths obtained from non-convergent
ML with noise initialization are nearly linear from the starting point to the ending point.
MCMC mixing does not improve when L increases because rst shrinks in proportion to
the increase. Oscillation of expansion and contraction updates occurs because the model
tunes rst to control how far along the burn-in path the negative samples travel. Samples
never reach the steady-state energy spectrum and MCMC mixing is not possible. Noise
initialization of MCMC samples has conventionally been viewed as computationally infeasible
due to the difficulty of convergence from noise. If the requirement of MCMC convergence is
removed, then non-convergent noise initialized ML can be just as efficient and effective as
non-convergent ML from informative initialization that is inadvertently learned in previous
works.
For data initialization and persistent initialization with low ε, rst → 0 and learning tends
to the trivial solution U(x) = c. This occurs because contraction updates dominate the
learning dynamics. At low ε, samples initialized from the data will easily have lower energy
than the data since sampling reduces to gradient descent. Since R = 0 for convergent learning
and R → 0 for persistent learning, the gradient norm rst → 0 without a sufficiently strong
noise term with which to compete. In fact, no authors have trained 1.4 using CD, possibly
because the energy can easily collapse to a trivial flat solution. For persistent learning with
very low ε, the model learns to synthesize meaningful features early in learning and then
contracts in gradient strength once it becomes easy to find negative samples with lower
energy than the data.
Previous authors who trained models with persistent chains use auxiliary techniques
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such as a Gaussian prior [XLZ16] or occasional rejuvenation of chains from noise [DM19]
which prevent unbalanced network contraction, although the role of these techniques is not
recognized by the authors. Rejuvenation from noise can be viewed as a hybrid between
purely persistent learning and purely noise-initialized learning. Rejuvenation ensures that
R > 0 since some chains will always start from a distant noise distribution. Enforcing
a separation between q and the persistent initialization distribution can compensate for
the tendency of persistent learning to collapse to a flat solution. A Gaussian prior can
compete with the DeepFRAME in a way that is similar to noise to prevent extreme gradient
contraction. The Gaussian DeepFRAME (1.5) is briefly explored in Section 3.4.3. In general
neither rejuvenation from noise nor a Gaussian prior are essential for either convergent or
non-convergent learning. Noise alone is enough to prevent contractive learning with rst → 0
when using informative initialization.
For all three initialization types, convergent ML becomes possible when ε is large enough.
ML with noise initialization behaves similarly for high and low ε when L is small. For large
L with high ε, the model tunes rst to balance with ε rather than R/L. The MCMC samples
complete burn-in and begin to mix for large L, and increasing L will indeed lead to improved
MCMC convergence as usual. For data-based and persistent initialization, the gradient
magnitude rst adjusts to balance with ε instead of contracting to 0 because the noise added
during Langevin sampling forces U to learn meaningful features. For example, Langevin
samples from initialized from the data will quickly deteriorate in appearance if ε  rst
because the sampling process will simply add noise to the images. The noisy appearance
of the negatives samples makes it very easy for the DeepFRAME potential to distinguish
positive and negative samples and assign lower energy to the positive samples. However,
the landscape becomes much steeper as the positive samples attain lower energy, eventually
causing rst to increase until dst(θt) ≈ 0 and rst is approximately balanced with ε.
The majority of prior DeepFRAME outcomes maintain energy oscillation dst(θt) ≈ 0 by
balancing rst partially with ε and partially with displacement along the burn-in landscape.
DeepFRAME landscapes often develop leaky basins that temporarily slow the descent of
samples in a realistic region of the image space before further sampling causes the images
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to escape to the true low-energy steady-state regions. The dynamics from along the burn-
in landscape dominate the learning process and any contamination from non-convergent
samples in the negative sample set {X−i } will lead to a non-convergent outcome overall.
Persistent initialization is a useful method for ensuring that negative samples are as close to
the steady-state as possible. Nonetheless, persistent initialization will only lead to convergent
outcomes when θ is updated very slowly so that samples from prior learning iterations
are accurate approximations of the current steady-state. When θ is updated too quickly,
persistent states remain on the burn-in landscape of p(x; θt). Even with proper Langevin
tuning, overly aggressive weight optimization during DeepFRAME learning will still lead to
a non-convergent outcome. Correct Langevin implementation in the image space must be
paired with sufficiently slow weight updates in the image space to achieve convergent ML.
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CHAPTER 3
Learning Convergent and Non-Convergent
DeepFRAME Models
This chapter applies the observations in Chapter 2 to learn DeepFRAME potentials with
different properties using the same learning framework. As discussed in the previous chap-
ter, DeepFRAME outcomes can be broadly classified into convergent models which have
realistic MCMC samples for any number of steps and non-convergent models which have re-
alistic short-run MCMC samples and unrealistic long-run MCMC samples. Non-convergent
models have been inadvertently learned in place of convergent models in many prior im-
plementations. Without precise tuning, the DeepFRAME learning dynamics bypass the
intended convergent outcome in favor of the simpler computational game of non-convergent
learning which involves linear geometry in the burn-in energy landscape instead of complex
steady-state geometry. Understanding the short-cut outcome of non-convergent ML leads to
two new learning outcomes: the first convergent DeepFRAME models that are consistent
with theoretical expectations for an EBM, and the first non-convergent DeepFRAME models
learned using purely noise-initialized MCMC.
The chapter begins by condensing the ML learning procedure described in Section 2.1 into
an algorithmic form. Algorithm 1 gives a minimal and unified framework for DeepFRAME
learning that can yield a wide spectrum of outcomes across different hyper-parameters. The
algorithm is accompanied by an in-depth discussion of tuning choices for both convergent
and non-convergent ML that show how the observations of Chapter 2 apply in practice.
Section 3.2 visualizes convergent and non-convergent results for toy and image distributions,
and investigates typical learning dynamics and sampling for convergent and non-convergent
outcomes. Noise-initialized non-convergent learning is discussed in Section 3.3. Section 3.4
35
covers chaotic dynamics of convergent MCMC paths and modifications for improving the
efficiency of convergent learning. The chapter concludes with an investigation of unsuccess-
ful learning outcomes that are learned with exclusively expansion updates or exclusively
contraction updates. The failed outcomes give an instructive perspective on successful out-
comes.
The content of this chapter is based on material from [NHH20]. Section 3.3 is based on
material from [NHZ19].
3.1 Learning Algorithm and Tuning Guidelines
Algorithm 1 presents a standard recipe for DeepFRAME learning used MCMC-based ML.
The algorithm is essentially the same as that used in earlier works such as [XLZ16] that
investigate the potential (1.4). Despite widespread implementation of the algorithm, its fun-
damental properties are not well understood. The intention of this chapter is to demonstrate
the range of phenomena that can occur with the unsupervised ML algorithm for different hy-
perparameter settings to solidify basic expectations for outcomes of DeepFRAME learning.
The main features of the algorithm are the Langevin update (1.2) and the ML stochastic
gradient (2.8). The updates use alternating backpropagation on the potential U(x; θ) since
the former modifies the states with the gradient ∇xU(x; θ) and the latter modifies the weight
gradients ∇θU(x; θ).
When tuning the hyper-parameters of Algorithm 1, one should be guided by the con-
vergence properties that one intends for the final model. Good tuning for a non-convergent
outcomes is very different than good tuning for convergent outcomes. The remainder of this
section discusses tuning choices from the perspective of non-convergent and convergent learn-
ing that are motivated by the observations in Chapter 2. Further general tuning guidelines
are discussed at the end of the section.
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Algorithm 1: ML Learning
input : ConvNet potential U(x; θ), number of training steps T , initial weight θ1,
training images {x+i }Ndatai=1 , data perturbation εdata, step size ε, noise
indicator τ ∈ {0, 1}, Langevin steps L, optimizer schedule {gt}Tt=1.
output: Weights θT+1 for energy U(x; θ).
for t = 1 : T do
1. Draw batch images {x+(i)}mi=1 from training set, where (i) indicates the randomly
selected index for sample i, and get positive samples Xi = x(i) + εdataZi, where
Zi ∼ N(0, IN) i.i.d.
2. Draw initial negative samples {Y (0)i }mi=1 from MCMC initialization method
(noise or informative initialization, see Section 2.1.2). Update {Y (0)i }mi=1 with the
Langevin equation
Y
(`)
i = Y
(`−1)
i −
ε2
2
∂
∂y
U(Y
(`−1)
i ; θt) + ετZi,`,
where Zi,` ∼ N(0, IN) i.i.d., for L steps to obtain negative samples
{X−i }mi=1 = {Y (L)i }mi=1.
3. Update the weights by θt+1 = θt − gt(∆θt), where gt optimizer at time t and
∆θt =
∂
∂θ
(
1
n
n∑
i=1
U(X+i ; θt)−
1
m
m∑
i=1
U(X−i ; θt)
)
is the ML gradient approximation.
3.1.1 Tuning for Convergent Learning
Noise and Step Size: For convergent training, it is essential to include noise with τ = 1
and precisely tune ε so that the network learns true mixing dynamics by balancing gradient
strength and noise magnitude. One should use the largest possible value of ε to maximize
MCMC efficiency, which should approximately match the local standard deviation of the
data along the most constrained direction [Nea11]. An effective ε for 32 × 32 images with
pixel values in [-1, 1] appears to lie between 0.01 and 0.02. Precise tuning of ε can vary
between datasets. Simpler images such as digits are best learned with larger ε ≈ 0.0175
since the images contain more flat surfaces which are relatively easy to explore while com-
plex images such as faces or animals require smaller ε ≈ 0.01 to preserve fine local details
during sampling.
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MCMC Initialization: Informative initialization can greatly reduce the number of Langevin
steps L needed for convergent ML with st(x) ≈ p(x; θt). The most reliable method is
persistent initialization. Persistent chains in this work are initialized from noise. Using a
large bank of persistent images allows the DeepFRAME to explore a wide area of the image
space. Storing a single persistent chain for each data sample is a natural choice to ensure that
the persistent images contain roughly the same amount of information as the data. When
using a large bank of persistent images, a batch of persistent images should be sampled at
random and updated for each training step t. Again, it is natural to use the same batch
size for persistent and data images. It is best not to rejuvenate persistent chains from noise
when implementing convergent ML because the rejuvenation process introduces systematic
non-convergent samples that sway the entire potential towards non-convergence.
Convergent ML with noise initialized MCMC is possible but L ≈ 20, 000 Langevin steps
are needed to ensure st(x) ≈ p(x, θt) from such a distant initial distribution. Although ef-
ficiently combining noise initialization and convergent ML appears to be out of reach using
Algorithm 1 and (1.4), it might be possible with modifications to the learning procedure or
DeepFRAME potential. Noise-initialized convergent ML via the introduction of a Gaussian
prior is briefly explored in Section 3.4.3.
Number of Langevin Steps : When τ = 1 and ε is correctly tuned, sufficiently high values
of L lead to convergent ML and lower values of L lead to non-convergent ML. Although
one can learn convergent models using virtually any MCMC initialization given a sufficient
number of MCMC steps, efficient learning is more easily obtained when informative MCMC
initialization is used. With correct implementation, convergent DeepFRAME learning is
possible with L ≈ 100 steps. Since DeepFRAME networks are typically much smaller than
classifiers, a backprop of a standard ResNet classifier network takes about 10 to 20 times as
long a backprop of a DeepFRAME network. This keeps the cost of convergent DeepFRAME
learning within a reasonable range of classifier training cost.
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Optimizer and Learning Rate: For convergent ML, Adam [KB15] appears to interfere with
learning a realistic steady-state. Use of Adam virtually always results in non-convergent
outcomes regardless of other training parameters. Updating θ with standard SGD as opposed
to Adam is essential for convergent learning. When using SGD with τ = 1 and properly
tuned ε and L and persistent MCMC initialization, higher values of γ lead to non-convergent
ML and sufficiently low values of γ lead to convergent ML.
The SGD learning rate must be small enough so that the model has changed only slightly
between subsequent times that a persistent chain is encountered. As long as the model
changes slowly enough, short-run sampling from persistent initialization can function as
extremely long-run chains from an ensemble of models that are essentially interchangeable
with the current model. Using a large SGD learning rate causes learning to become non-
convergent because states from previous models are representative of the burn-in landscape
rather than the steady-state landscape of the current model.
In practice, DeepFRAME learning with a suitably small SGD learning rate for convergent
ML can be extremely expensive because the model changes very slowly. Although convergent
ML with a constant SGD learning rate is possible, realistic synthesis requires significantly
more model updates than prior non-convergent implementations. Standard annealing tech-
niques can overcome this problem. Approximate MCMC convergence of short-run samples
(i.e. st ≈ pθt) only needs to occur at the end of training for convergent ML. Using a high
SGD learning rate with non-convergent learning dynamics early in training helps the model
learn realistic features before annealing the learning rate to correct the steady-state over-
saturation. Convergent ML works well using an optimizer schedule where gt is an SGD
optimizer with decaying learning rate γt. In this work SGD without momentum is used.
Starting at a high learning rate of γ1 = 0.01 early in training and annealing to the target
value of γt = 0.0005 using an exponential decay of 0.99995 works well across toy and image
datasets. Obtaining both high quality and efficient synthesis requires precise tuning of the
annealing schedule.
Despite its strong tendency to cause non-convergence, Adam can be very useful for learn-
ing realistic short-run synthesis without need for precise tuning of the learning rate. A
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hybrid learning method that benefits from the strengths of Adam and SGD is discussed
in Section 3.4.2. The hybrid optimizer uses Adam for gt early in training to achieve good
short-run synthesis and then uses SGD for gt later in training to correct the modes of the
landscape. The highest quality and most efficient results for convergent learning presented
in this work use the hybrid optimizer.
3.1.2 Tuning for Non-Convergent Learning
Noise and Step Size: The use of noise and tuning of step-size have little effect on training
stability. ML learning with noise-initialized MCMC or a large bank of persistent chains can
be learned using ε = 1 and τ = 0. Noise is not needed for oscillation because dst is controlled
by the depth of samples along the burn-in path. Including low noise can sometimes improve
synthesis quality. For noisy learning with τ = 1, the maximum possible value of ε is the
same as for convergent learning, namely the most constrained local standard deviation of q.
MCMC Initialization: Informative MCMC initialization is not needed for non-convergent ML
even with as few as L = 100 Langevin updates. The model can naturally learn fast pathways
to realistic negative samples from an arbitrary initial distribution. Non-convergent learn-
ing is naturally stable if the MCMC initialization remains fixed as in data-based or noise
initialization or if the MCMC initialization varies slowly over time as in persistent initializa-
tion. Non-convergent learning can be intuitively understood as learning burn-in pathways
to realistic images from the MCMC initialization. The pathways can be used for generation
of images from noise in the case of noise initialized learning or for short-run refinement of
images for data-based or persistent learning. Interestingly, DeepFRAME models will not
contain pathways from noise to a diverse set of images unless these pathways are learned via
training MCMC initialization. Both convergent and non-convergent DeepFRAME models
learned with data-based or persistent initialization will generate images with a similar and
often unrealistic appearance when samples are initialized from noise instead of persistent or
data images.
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Number of Langevin Steps : When ε and τ arae correctly tuned, learning leads to similar
short-run synthesis for any L ≥ 100. There does not appear to be significant additional
benefit for increasing the number of steps of non-convergent ML beyond the bare minimum
needed for training stability. Stable learning with noise initialization typically requires at
least L = 100 steps for stability, while stable learning with persistent and data-based ini-
tialization requires about L = 50 steps. It is possible to further reduce Langevin steps to
L = 10 or even lower for persistent initialization but training stability can suffer as a result.
Optimizer and Learning Rate: For non-convergent ML, Adam improves training speed and
image quality. Non-convergent models can be trained most easily and quickly using Adam.
The default Adam learning rate γ = 0.0001 works well. When Adam is used, DeepFRAME
learning is both naturally stable and highly non-convergent across many different choices of
hyper-parameters.
3.1.3 Further General Tuning Guidelines
Number of Training Steps: Good training results can be obtained with T ≈ 100, 000 up-
dates. The most significant changes in appearance occur in the first few thousand updates
and refinement towards realism proceeds much more slowly after. Proper implementation of
DeepFRAME learning should remain stable for many updates beyond T ≈ 100, 00 although
gains in realism are increasingly minor. The maximum number of training iterations used
in this work was T = 500, 000. Training can begin to destabilize earlier if too few Langevin
steps L are used.
Network Structure: Most of the DeepFRAME networks employed in this work are simple
and lightweight. A 3×3 convolution with stride 1 and padding 1 is used as the first network
layer. The following three layers use 4× 4 convolutional filters with stride 2 and padding 2
to reduce the size of the feature maps. The output of the first 3×3 layer has 32 channels and
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the number of feature maps are doubled at each 4×4 layer. The final layer is fully-connected
with scalar output that gives the energy. ReLU activation functions are used between layers
and the output of the final layer has no activation function.
The minimal network above is very effective for DeepFRAME learning. Increasing net-
work size and using more complex structures such as residual layers can improve synthesis
quality, but the cost of MCMC sampling with larger networks quickly becomes prohibitive.
Use of non-local layers [WGG18] for convergent learning might improve synthesis quality
for certain implementations (see Figure 3.2) but equivalent results can be obtained by the
minimal DeepFRAME using a more effective implementation.
Previous studies employ a variety of auxiliary training techniques such as weight regu-
larization, batch normalization, layer normalization, and spectral normalization to stabilize
sampling and weight updates. These techniques are unnecessary for both non-convergent
ML and convergent ML. Batch normalization in particular is problematic for DeepFRAME
learning because energy evaluation varies depending upon network input unless batch statis-
tics are replaced by a fixed estimate. In general, one must be careful that modifications to
the basic training scheme do not inadvertently cause learning dynamics to gravitate towards
non-convergent ML.
Data Noise: For the 2D toy experiments presented in Section 3.2.1.1, one can easily generate
infinite samples from the true density q(x). Additional complications arise when training
an EBM p(x; θ) to model image data because typical image datasets only contain a finite
number of samples so that the data distribution q(x) is actually a Dirac-delta distribution
over the training images. In this case the true target distribution q is actually degenerate
over the continuous state space RN .
The discrepancy between the degenerate target distribution q(x) and the fully-supported
distribution p(x; θ) can cause instabilities during training. Images with a solid color back-
ground such as MNIST digits can easily be assigned disproportionately low energy, because
the energy function p(x; θ) can learn to discriminate between positive and negative samples
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based on the behavior of a few consistent pixels in the training data. If pθ is able to consis-
tently assign lower energy to positive images based on features do not occur for the negative
images then learning can collapse as dst → −∞.
The instability described above arises because certain linear dimensions of the training
distribution have a much lower local standard deviation than synthesized samples, which
have a standard deviation of at least ε in all directions from Langevin sampling. In fact,
all dimensions of the training distribution have a local standard deviation of 0 since q(x) is
a Dirac-delta function. One can overcome this discrepancy by adding Gaussian noise when
sampling images from the training set:
X+j = x
+
(i) + εdata Zi (3.1)
where (i) ∼ Unif({1, . . . , Ndata}), x+ϕ(i) ∈ {x+i }Ndatai=1 is a training image, Zi ∼ N(0, IN) and
εdata ≥ ε. If (3.1) is applied each time that an image is sampled from the training data, then
q becomes a Gaussian mixture model with modes at the training data and isotropic covari-
ance with standard deviation εdata around each mode. Therefore q is no longer degenerate
over RN and the minimum local standard deviation ε of the Langevin process is smaller
than the minimum local standard deviation εdata of q as required for stable learning. A good
choice is εdata = 2ε. Although seemingly insignificant, adding a small amount of noise when
obtaining positive samples can dramatically increase training stability.
Weight Initialization: This section discusses some fine points about initializing the energy
function and scaling the SGD learning rate. Energy initialization is important for efficient
convergent ML but not crucial for non-convergent ML. Convergent ML is most effective when
rt (see Section 3.2) has approximately the same order of magnitude throughout training.
With noise ε = 0.01, one can observe that rt typically lies in the range [0.08, 0.15] for large t.
However, when the initial weights θ1 come from standard ConvNet initialization, the initial
Langevin gradient r1 ≈ 10−6 is much too small. To address this one can use the scaled
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energy
U(x; θ) =
F (x; θ)
ε2/2
, (3.2)
where F is a ConvNet. This is equivalent to using the Langevin update
X`+1 = X` − ∂
∂X`
F (X`; θ) + εZ`. (3.3)
When θ1 is obtained from standard ConvNet initialization and the rescaled energy (3.2) is
used, one observes that
r1 =
[
1
L+ 1
L∑
`=0
∥∥∥∥ ∂∂yF (Y (`)1 ; θ1)
∥∥∥∥
2
]
≈ 0.01
which is within a reasonable magnitude of the approximate target range [0.08, 0.15]. Addi-
tional scaling is required when r1 ≈ 0.01 is either too low or high for the ideal noise ε and
the target range of rt but the same principles apply.
The rescaling causes further complications, since the computational loss
dst(θ) =
2
ε2
(Eq[F (X; θt)]− Est [F (X; θt)])
now depends on ε. To address this, it is helpful to use a scaled learning rate γ = ε
2
2
γ0 where
γ0 ≈ 0.0005, to obtain the update gradient
γ∆θt = γ0
[
∂
∂θ
(
1
n
n∑
i=1
F (X+i ; θt)−
1
m
m∑
i=1
F (X−i ; θt)
)]
(3.4)
where ∆θt is given by (2.8). When using the vanilla SGD update
θt+1 = θt − γ∆θt, (3.5)
the scale of the parameter change ‖θt+1 − θt‖2 = ‖γ∆θt‖2 depends only on the scale of
‖ ∂
∂θ
F (x; θt)‖2 and the scale of γ0 and not on the scale of ε. This enables standardized weight
initialization and LR tuning that is independent of ε. In practical training of convergent
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models, ML learning is implemented using (3.2), (3.3), (3.4), and (3.5).
3.2 Convergent and Non-Convergent Outcomes for Toy and Image
Distributions
This section concretely demonstrates convergent and non-convergent ML outcomes of Deep-
FRAME learning. The first section visualizes representative examples of non-convergent
and convergent outcomes for 2D toy distributions and image distributions. The next sec-
tions examine typical dynamics for both outcomes in terms of energy oscillation and sampling
dynamics. All training implementations use Algorithm 1 and differences in outcomes are due
solely to tuning choices.
3.2.1 Visualizations of Convergent and Non-Convergent ML
3.2.1.1 Toy 2D Distributions
Learning gravitates towards non-convergent outcomes for both low-dimensional and high-
dimensional distributions, indicating that the systematic bias of DeepFRAME learning is not
a consequence of the curse of dimensionality in the image space. Nonetheless, convergent
outcomes are easier to obtain in low dimensions because Langevin exploration is much more
efficient.
Low-dimensional toy experiments are useful because the ground-truth distribution is
exactly known and the DeepFRAME normalizing constant Z(θ) can be estimated accurately
by grid discretization for 2D potentials. Moreover, kernel density estimation can be used
to approximate the short-run density st(x) given a sufficient number of samples in low
dimensions. This allows for explicit comparison between the data distribution q(x), the short-
run distribution st(x), and the DeepFRAME distribution p(x; θt). Direct comparison is not
possible in the practical case where the true distribution is unknown and the high-dimensional
distribution are difficult to visualize. The visual appearance of data, short-run, and long-run
images demonstrate the same behaviors occur for high-dimensional DeepFRAME models.
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Figure 3.1: Comparison of convergent and non-convergent ML for 2D toy distributions. Non-
convergent ML does not learn a valid density but the kernel density estimate of the negative
samples reflects the groundtruth. Convergent ML learns an energy that closely approximates
the true density.
Figure 3.1 visualizes a convergent and non-convergent outcomes for a Gaussian mixture
model and for a distribution concentric rings. The ground-truth distributions both have a
standard deviation of 0.15 along their most constrained direction. All models are trained
using τ = 1 and ε = 0.125, which is the appropriate magnitude for the data distribution, and
L = 100 Langevin steps, and persistent MCMC initialization. Convergent models are trained
using SGD with a learning rate γ = 0.0005 and non-convergent models are trained using
Adam with a learning rate γ = 0.0001. Adam alone can lead to non-convergence even in low
dimensions. Non-convergent models exhibit st(x) ≈ q(x) but p(x; θt) 6≈ q(x). The sharply
concentrated distribution of the non-convergent p(x; θt) manifests as oversaturated images
for DeepFRAME image potentials. The convergent models exhibit p(x; θt) ≈ st(x) ≈ q(x)
as intended for conventional EBM learning.
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Figure 3.2: Comparison of negative samples and steady-state samples. Method: non-
convergent ML using noise initialization and 100 Langevin steps (left), convergent ML with
a vanilla ConvNet, persistent initialization and 500 Langevin steps (center), and convergent
ML with a non-local net, persistent initialization and 500 Langevin steps (right).
3.2.1.2 Image Distributions
In the image space, convergence or non-convergence cannot be directly verified because
the true distribution q is unknown and because complete visualization of the DeepFRAME
potential is not possible. The two main tools to diagnose the convergence of a DeepFRAME
potential p(x; θ) are visual appearance and energy paths of long-run samples. Convergent
models should have long run samples whose appearance and energy spectrum match the
data, while non-convergent samples will have unrealistic long-run samples and significantly
lower energy than the training data. Section 3.2.3 looks at the Langevin sampling paths of
non-convergent and convergent models.
With the correct Langevin noise τ = 1 and ε = 0.01, one can ensure that MCMC samples
eventually mix in the steady-state energy spectrum for each weight update. The model will
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eventually learn a realistic steady-state as long as MCMC samples approximately converge
for each parameter update t beyond a burn-in period t0. A large bank of persistent images
(one persistent image for each training image) is used for MCMC initialization. The non-
convergent model is trained using L = 100 Langevin steps while the convergent model is
trained using L = 500 steps. The non-convergent model uses Adam with a learning rate
γ = 0.0001 while the convergent models use SGD with initial learning rate γ1 = 0.01,
decay 0.99995, and minimum learning rate γt = 0.0005. For convergent learning, the same
training procedure is implemented for a vanilla ConvNet and a network with non-local layers
[WGG18]. The results are shown in Figure 3.2.
As in the low-dimensional case, non-convergent models have realistic short-run synthesis
st(x) ≈ q(x) but unrealistic long-run synthesis p(x; θt) 6≈ q(x) while convergent models have
similar distributions p(x; θt) ≈ st(x) ≈ q(x). The short-run synthesis quality is best for
non-convergent learning, corroborating the general observation that high-quality synthesis
is more easily achieved for non-convergent models. The synthesis quality convergent model
using a standard ConvNet is significantly worse than for non-convergent learning, while
the synthesis quality fo convergent learning with the non-local net is on par with the non-
convergent short-run synthesis. This difference seems to be due to the difficultly of fine-
tuning the SGD learning rate for convergent learning. Section 3.4.2 presents experiments
with a hybrid optimizer that enable high-quality synthesis without the use of non-local layers
and with a reduced computational load of L = 100 Langevin steps.
3.2.2 Strong and Weak Energy Oscillation
Energy oscillation shows different patterns across implementations. These differences are
typically associated with either convergent or non-convergent ML. The terms strong oscilla-
tion and weak oscillation will be used to distinguish the varieties of energy oscillation. Strong
oscillation refers to learning outcomes where the sign of dst(θt) in the current learning iter-
ation tends to be the opposite of the sign of dst+k(θt+k) within a few steps k ≈ 5. In other
words, expansion updates tend to immediately follow contraction updates and vice-versa
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Figure 3.3: Diagnostic plots for ML learning with strong oscillation. The values of dst
are symmetrically distributed around 0 (upper left) and the Langevin gradient magnitude
converges to a value that is balanced with ε (upper right) as expected. This time dst has
a strong negative auto-correlation at a short-range lag (lower right). Moreover, Langevin
gradient magnitude shares this short-range negative auto-correlation (lower right) and the
cross-correlation of dst and rt (lower left) follows the contraction/expansion relation de-
scribed in Section 3.1. The oscillation of dst around 0 is highly dependent on the outcome
of recent updates.
when the learning system experiences strong oscillation. Weak oscillation refers to learning
outcomes where the sign of dst(θt) is not influenced by the sign of dst+k(θt+k) for k > 0.
The prototypical case of weak oscillation occurs for perfect modeling q(x) = p(x; θt) = st(x)
with no learning (i.e. optimizer gt(∆) = 0). In this case dst+k(θt+k) = 0 and the difference
of the finite-sample expectation from the positive and negative samples will be symmetri-
cally distributed around 0 independently of the finite-sample expectations from any previous
learning iteration t.
Figure 3.3 and Figure 3.4 visualize representative diagnostics from learning with strong
oscillation and weak oscillation respectively. Behavior in the top two plots in each figure
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Figure 3.4: Diagnostic plots for ML learning with weak oscillation. The values of dst are
symmetrically distributed around 0 (upper left) and the Langevin gradient magnitude con-
verges to a value that is balanced with ε (upper right) as expected. However, there is no
observable trend in the auto-correlation of dst (lower right). Although dst does oscillate
around 0, the oscillation is not dependent on the outcome of recent learning iterations.
indicates behavior along the first ML axis. Both plots show the stabilization of Langevin
gradient and energy oscillation that is expected of stable learning for both convergent and
non-convergent outcomes. The bottom two plots visualize the auto-correlation function
(ACF) of energy difference dst(θt) and Langevin gradient magnitude rst over t and the cross-
correlation of dst(θt) and rst . In these plots, rst is mean-centered while dst(θt) is uncentered
so that correlation plots measure deviation around 0.
Both strong and weak oscillation exhibit a strong positive correlation of dst(θt) and rst
as already observed in Section 2.3.1. This occurs because Langevin sampling with stronger
gradients will cause negative samples to attain lower energy relative to the positive samples,
while sampling with weaker gradients leads to higher energy negative samples because of
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the upward influence of the noise term. Positive correlation at lag 0 is expected for parallel
finite-sample evaluations of dst(θt) and rst in the ideal case q(x) = p(x; θt) = st(x) because
finite-sample Langevin chains with stronger gradients will still attain lower energy on average
even when no learning is occurring.
The difference between strong and weak oscillation can be observed at non-zero lags.
The significant negative auto-correlation of energy difference in Figure 3.3 at short lags
indicates strong oscillation. Positive values of dst(θt) tend to be followed by negative values
of dst(θt) in the near future and vice-versa. The same pattern can be observed in the
auto-correlation of rst and the cross correlation of dst(θt) and rst . Stronger gradients are
soon followed by weak gradients and vice-versa. Furthermore, positive values of dst(θt) are
typically followed by weaker gradients and the near future while negative values of dst(θt) are
typically followed by stronger gradients. In other words, contraction updates dst(θt) > 0 tend
to cause the image energy landscape to become flatter while expansion updates dst(θt) < 0
tend to cause the energy landscape to become steeper. This tendency can be taken to
extreme (but unsuccessful) outcomes of ultra-flat potentials learned with only contraction
updates or ultra-steep potentials learned with only expansion updates (see Section 3.5). The
weak oscillation in Figure 3.4 has correlations that are nearly 0 for non-zero lags, indicating
that the steepness or flatness of the landscape is not heavily influenced by the outcome of
recent learning iterations.
Weak oscillation tends to occur for convergent ML and strong oscillation tends to occur
for non-convergent ML. The substantial dependence on previous learning iterations during
strong oscillation is evidence that the DeepFRAME potential is changing quickly with each
update, perhaps too quickly to learn a realistic steady-state from the distribution of negative
samples. Highly non-convergent sampling, use of the Adam optimizer, or use of SGD with
a high learning rate can all lead to strong oscillation. In contrast, weak oscillation is the
expected outcome in the case of perfect ML learning and a convergent model should also
display this behavior. Models undergoing weak oscillation are changing slowly enough so that
persistent samples from past learning iterations are remain close to the current steady-state,
enabling convergent ML.
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There are some notable exceptions to the general observation that weak oscillation occurs
with convergent ML and that strong oscillation occurs with non-convergent ML. While strong
oscillation almost always occurs for non-convergent ML in high dimensional state space, non-
convergent DeepFRAME learning in low dimensions often exhibits weak oscillation. This
likely occurs because low-dimensional energy landscapes have less flexibility when tuning the
steepness of burn-in paths. On the other hand, convergent ML with strong oscillation can
be accomplished by introducing a Gaussian prior (see Section 3.4.3). The Gaussian prior
can stabilize sampling in the image space so that MCMC convergence is possible even when
the slope of the DeepFRAME ConvNet F (x; θ) is varying significantly between learning
iterations. Strong variations in the ConvNet F are regularized by the Gaussian prior during
learning so that the energy landscape of U becomes resistant to non-convergence. Since
higher learning rates tend to lead both to quick learning of realistic short-run synthesis and
to strong oscillation, reconciling convergent ML and strong oscillation with a Gaussian prior
can be useful for efficient learning of realistic synthesis.
3.2.3 Energy Landscapes and Sampling Paths
This section looks into sampling paths and landscape structures of convergent and non-
convergent models. Long-run MCMC samples with significantly lower energy than data
samples are a definite indicator of non-convergent ML. Behavior of sampling paths is a general
way of diagnosing convergence or non-convergence that does not rely on a known ground
truth as in Section 3.2.1.1 with toy distributions, or the ability to evaluate convergence based
on visual appearance as in Section 3.2.1.2. Although approximately equal energy of long-
run MCMC samples and data samples is not a guarantee of convergence, this outcome is
observed only for image models whose long-run samples are also realistic. The agreement of
these diagnostics supports the conjecture that both visual appearance and energy of long-run
MCMC samples are valid indicators of approximate convergence for high-dimensional image
densities.
Figure 3.5 shows an intuitive visualization of a non-convergent landscape along with
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Figure 3.5: Left: Intuitive visualization of non-convergent DeepFRAME landscape structure
Right: Sampling path from noise to oversaturated images for non-convergent DeepFRAME
trained with purely noise-initialized ML. Realistic images form along the slopes of the Deep-
FRAME potential before the samples leak into low energy oversaturated states.
sampling paths of a non-convergent model trained with purely noise-initialized MCMC with
L = 100 Langevin steps (see Section 3.3). Samples from the initial noise distribution have
high energy, and realistic features quickly emerge as the chains descend in the landscape.
After about L = 100 Langevin steps, the chains begin to encounter an area of the energy
landscape which corresponds to the spectrum of realistic images. Samples from the short-
run distribution st(x) and samples from the data distribution q(x) both fall within this
energy spectrum. The burn-in landscape captures realistic images for a brief range of about
L ≈ 80 to L ≈ 120 steps before the chains escape into steeper landscape structures that
lead to highly oversaturated steady-state samples. The same overall landscape structure also
applies for non-convergent ML trained with persistent initialization except that paths from
noise distributions to realistic images general do not exist for persistent-trained models and
diagnostic MCMC must be initialized from negative or data samples.
Figure 3.6 shows an intuitive visualization of a convergent landscape along with a sam-
pling path from data. The convergent sampling paths float in an energy spectrum around
that data samples as one would expect for conventional ML. The sampling chains maintain
a realistic appearance that remains similar to the original states for many steps. Although
this is evidence that Langevin chains cannot mix between modes for the convergent models
learned in this paper, the metastability of Langevin chains is also essential for the success of
the mapping algorithm in Chapters 4 and 5. One can adjust the temperature of convergent
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Figure 3.6: Left: Intuitive visualization of convergent DeepFRAME landscape structure
Right: Long-run Langevin path of convergent DeepFRAME from data initialization. The
samples maintain a realistic appearance for a very large number of sampling steps, indicat-
ing that the model assigns probability mass in realistic regions of the image space. The
consistent appearance of chains indicates that samples cannot jump between modes effi-
ciently. Although this property remains a limitation in some respects, it can be useful for
the mapping method it Chapter 4.
DeepFRAME models to explore different spectrums of the energy landscape (see Figure 3.8).
Raising the temperature results in noisier states with organic features and few sharp edges
while lowering the temperature yields the oversaturated states that are encountered for
non-convergent models. Interestingly, the low-temperature and minimum energy states of a
convergent DeepFRAME are oversaturated just like samples from a non-convergent Deep-
FRAME. Convergent models have sufficient Langevin noise to remain the the realistic energy
spectrum against the downward pull of the Langevin gradient, while the dominant gradient
term of non-convergent Langevin sampling eventually pull chains to the oversaturated states
despite the upward influence of the noise.
3.3 Noise-Initialized Non-Convergent DeepFRAME Learning
Given that persistent initialization will not necessarily lead to MCMC convergence and that
MCMC convergence is not necessary for realistic short-run synthesis with a DeepFRAME
potential, it is natural to investigate noise-initialized ML learning of the DeepFRAME.
Conventional expectations suggest that such a learning method would be highly inefficient,
but the ability of the DeepFRAME method to easily learn burn-in paths might enable
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efficient learning as long as realistic short-run samples are the desired outcome as opposed
to realistic steady-state samples. Noise-initialized non-convergent DeepFRAME learning
can indeed be successfully implemented with only slightly greater cost than persistent non-
convergent DeepFRAME learning. While the noise-initialized learning is most easily learned
with non-convergent ML, noise-initialized convergent ML is certainly possible and is explored
briefly in Section 3.4.3.
Cifar-10 CelebA LSUN
Figure 3.7: High-quality image generation from a noise signal with a DeepFRAME potential.
Non-convergent DeepFRAME learning with purely noise-initialized MCMC is possible using
the standard ML framework. Training requires only slightly greater computational expense
than training with persistent initialization.
A major shortcoming of persistent learning is the difficulty of obtaining new samples
from the model. Samples initialized from noise tend to be very similar and unrealistic when
persistent initialization is used for both convergent and non-convergent ML. Data-based or
persistent states, both of which are fixed once training has concluded, must be used as
starting points when drawing from a learned model. Noise-initialized ML overcomes this
limitation because paths from noise to realistic images are directly learned during training.
The resulting DeepFRAME is a non-invertible flow (similar to the invertible flow model
[KD18]) that can easily generate new images a noise signal alone. This type of image
generation is unexpected for an EBM because the generated states are completely dependent
on initial noise states, in contrast to the conventional EBM behavior where samples are
independent of initial states.
Figure 3.5 visualizes a sampling path from noise initialization for a DeepFRAME model
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trained with non-convergent ML and Figure 3.7 shows short-run MCMC samples from noise
for a variety of datasets. Langevin sampling uses noise parameters τ = 1 and ε = 0.01 with
L = 100 sampling steps. During learning, the network adjusts the magnitude of the Langevin
gradient so that the paths from the noise distribution to realistic states are essentially linear,
as shown in Figure 2.4. Noise-initialized short-run MCMC with a DeepFRAME model is a
powerful method for image generation with generative modeling scores that are comparable
to those of GAN and VAE, as shown in Table 3.1.
Table 3.1: Comparison of noise-initialized DeepFRAME learning with the GAN [RMC16]
and VAE [KW14] model on image realism (left) and reconstrution (right).
Since the noise term plays little role in sampling for non-convergent noise initialized
DeepFRAME learning, one can remove the noise term from the Langevin equation to define
a deterministic generator
M(Z; θ) = XL, X`+1 = X` − ε
2
2
∇X`U(X`; θ), X0 = Z
which maps a latent image Z to a realistic image M(Z; θ) by gradient descent on U for L
steps. Interestingly, M(Z; θ) has many of the same properties as a GAN, VAE, or invertible
flow. Linear interpolation between latent vectors Z1 and Z2 yields a non-linear interpolation
between the generated images M(Z1; θ) and M(Z2; θ) that reflects the structure of the image
manifold. Moreover, one can take an observed image X and find a reconstruction vector Z∗
such that M(Z∗; θ) ≈ X by minimizing the reconstruction loss
Z∗ = arg min
Z
‖M(Z; θ)−X‖22.
Applying this reconstruction method to unseen images yields results that are on par with
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state-of-the-art GAN and VAE models.
3.4 Investigations into Convergent Learning
This section presents several further explorations of convergent ML. The first subsection
identifies an order-to-chaos transition that occurs as noise magnitude is increased for con-
vergent models that corresponds to a transition from oversaturated to realistic images. The
next subsections present modifications of the DeepFRAME learning algorithm that improve
the efficiency and capabilities of convergent ML.
3.4.1 Chaotic Dynamics
An interesting aspect of the Langevin equation is explicit trade-off between optimization and
diffusion dynamics. One can explore the tradeoff between these terms by sampling with the
Langevin equation
X ′ = X − ε
2
2
∇XU(X; θ) + εγ Z, (3.6)
which is equivalent to sampling from the tempered energy U(x; θ)/γ2 [Nea11]. Sampling
with γ = 1 corresponds to the same dynamics as those used during learning, while sampling
with γ > 1 or γ < 1 corresponds to sampling at a higher or lower temperature respectively.
Investigating sampling dynamics across γ for a convergent DeepFRAME U(x; θ) reveals that
convergent models also have lower-energy oversaturated states that are encountered when
sampling with γ = 0. These states are not encountered during sampling with γ = 1 because
probability mass is distributed among realistic images at the training temperature. Further
investigation shows that the transition from oversaturated to realistic images that occurs
from γ = 0 to γ = 1 corresponds to a change from ordered to chaotic sampling dynamics.
For a trajectory X(t) ∈ RD, one can define a concept of order or chaos for the resulting
dynamics based on the behavior of local perturbations. Intuitively, small initial perturbations
should remain small in an ordered system and rapidly expand in a chaotic systems as the
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Figure 3.8: Maximal Lyapunov exponent of (3.8) for a DeepFRAME potential over noise
magnitude γ (top). Changing γ is equivalent to changing the DeepFRAME temperature.
The value γ = 1 corresponds to training temperature while γ > 1 or γ < 1 are higher or
lower temperature dynamics respectively. The system undergoes a transition from order to
chaos very close to γ = 1. The training temperature generates realistic images while hotter
or colder systems generate oversaturated or noisy images, as seen in the long-run MCMC
samples for different γ (bottom).
dynamics evolve. The most common tool for analyzing chaotic behaviors is the maximal
Lyapunov exponent
λ = lim
t→∞
lim
|δX(0)|→0
1
t
log
|δX(t)|
|δX(0)| (3.7)
where δX(0) is an initial infinitesimal perturbation between two states and δX(t) is the
perturbation between the two states after both have been updated for time t. In an er-
godic system, all states in the system should have the same maximal Lyapunov exponent so
it becomes sensible to speak of the maximal Lyapunov exponent of the system in general.
Chaotic systems have a positive maximal Lyapunov exponent, while ordered system have a
maximal exponent that is either 0 or negative. Maximal Lyapunov exponents can be esti-
mated using the method in [BGS76], which measures the behavior of perturbations between
nearby chains while periodically projecting one chain into a small L2-ball to correct for ac-
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cumulated errors in the trajectories. There are an entire spectrum of Lyapunov exponents
for each dimension of X(t) that provide more information about system dynamics, but this
work only investigates the maximal exponent.
Figure 3.8 shows the maximal Lyapunov exponent of the stochastic differential equation
(SDE)
dXt = −∇XtU(Xt; θ)dt+ γ
√
2dBt, , (3.8)
where Bt is Brownian motion, over the paramter γ. The SDE (3.8) is the continuous-time
limit of the dynamics (1.2). It is known that the SDE
dXt = F (X)dt+ γdBt (3.9)
often exhibits a transition from ordered to chaotic dynamics as γ is increased [LLB03]. The
maximal Lyapunov exponent of (3.9) is at least 0 because dynamics in the direction of the
gradient flow F are neither expanding or contracting. Therefore the transition from order
to chaos for (3.9) should be a transition between a Lyapunov exponent of 0 and a positive
Lyapunov exponent. The Langevin dynamics (3.8) are a subclass of the family (3.9) and
Figure 3.8 shows that Langevin dynamics of a convergent DeepFRAME follow the same
pattern. Interestingly, it appears that the transition between order to chaos appears very
close to the training parameter γ = 1. This indicates that convergent DeepFRAME learning
occurs at just beyond the border between order to chaos. The gradient term is prevented from
settling into ordered attractor dynamics by the chaotic influence of the Gaussian noise that
enables sampling. The transition from noise to chaos is accompanied by a visual change from
oversaturated to realistic images. Further increasing γ beyond 1 results in noisy unrealistic
images are the counterparts of the oversaturated states.
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3.4.2 Hybrid Optimizer for Efficient Convergent Learning
As observed in Section 3.1.1, it is essentially impossible to learn a convergent model when
updating θ using the Adam optimizer [KB15]. One possible explanation is that the invariance
of the Adam update with respect to the scale of the gradient obfuscates the temperature
of the underlying model. Despite the drawbacks of Adam for convergent learning, it is still
an effective tool for non-convergent learning with short-run synthesis. One can draw on
the capabilities of both Adam and SGD by learning a convergent EBM using Adam for
weight updates early in training to achieve realistic short-run synthesis and using SGD later
in training to fix the model temperature and correct the degenerate steady-state from the
Adam phase. This simple method works surprisingly well. Switching from Adam to SGD
learning of convergent EBM’s for complex datasets such as Cifar-10 using a small budget of
100 MCMC steps without the need for a precisely tuned tempering schedule of the learning
rate.
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Figure 3.9: Correction of oversaturation by switching from Adam to SGD after 50,000
batches. The Adam phase of learning is very useful for learning realistic synthesis effi-
ciently and without careful tuning, while the SGD phase is essential for learning a valid
steady-state. Although the appearance of short-run samples changes little during the SGD
phase, important work is being done to align st(x) and p(x; θ) in the second half of training.
Top: Samples after 100 Langevin Steps. Bottom: Samples after 100,000 Langevin steps.
Figure 3.9 shows long-run MCMC samples from a DeepFRAME model trained on Cifar-
10 at various stages of the training process. The early training updates use Adam and the
steady-state samples are highly oversaturated as expected. Once training has switched to the
SGD optimizer, the oversaturation from the Adam phase is gradually reversed until realistic
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long-run sampling is achieved. The ability of SGD to correct the oversaturated Adam steady-
state seems to be evidence that the non-convergent weights θ learned by Adam are in some
sense “close” to a good set of convergent weights which can be found by exploring at a fine
resolution. Although the change in appearance of short-run samples is negligible during the
SGD phase, the dramatic change in the steady-state distribution is evidence that important
learning is indeed occurring. Given the difficulty of learning valid steady-state geometry, it
is reasonable to devote about half of the computation time of learning to the Adam phase
to achieve realistic short-run synthesis and half of the time to SGD to solidify the realism in
the steady-state.
3.4.3 Convergent Learning with a Gaussian Prior
The original DeepFRAME implementation used the potential
U(x; θ) = F (x; θ) +
1
2σ2
‖x‖22 (3.10)
which is the sum of a ConvNet F and a Gaussian prior. Although this work focuses on
the more primitive potential U(x; θ) = F (x; θ) for the sake of minimalism, the same general
principles of convergent and non-convergent ML apply to the Gaussian DeepFRAME (3.10).
The DeepFRAME formulation (3.10) has the additional intriguing property that the energy
landscape is locally Gaussian [XLZ16]. This implies that all local modes of the Gaussian
DeepFRAME are Gaussian modes, although in general there is no guarantee that a locally
Gaussian piece of a DeepFRAME model contains its associated mode.
With a solid understanding of the learning behaviors for the fundamental DeepFRAME
(1.4), the addition of the Gaussian prior can be useful tool to improve the efficiency of
convergent learning. When the Gaussian prior is included, competition with the Gaussian
prior can lead to oscillation of the value of F that is identical to energy oscillation that occurs
from competition with noise. This competition can lead to larger gradients of U and faster
exploration than is possible with noise alone. Moreover, use of the Gaussian prior enables
convergent learning even when F is experiencing strong oscillation from high learning rates.
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While strong oscillation typically leads to non-convergent outcomes, the stabilizing influence
of the Gaussian can prevent this with proper tuning.
Figure 3.10: Long-run MCMC samples from a DeepFRAME model trained with purely noise
initialized ML and a Gaussian prior. Noise initialized learning does not necessarily have to
be non-convergent and a Gaussian prior appears to be a promising tool for combining the
strengths of convergent ML for steady-state modeling and noise-initialized ML for image
generation. The current results still exhibit some oversaturation.
The scale of σ should be the same as the scale of ε, which is approximately the standard
deviation of the data distribution q in its most constrained direction. Values of σ that are
close to correct tuning can improve learning efficiency. When σ is much smaller than its ideal
value, learning proceeds in a nearly identical way as without the Gaussian prior. Choosing
a value of σ much larger than the ideal values results in a landscape that is peppered with
a large number of small Gaussian modes.
Use of a Gaussian prior could be a path to efficient noise-initialized convergent ML.
Including a Gaussian prior allows Langevin chains to maintain stronger gradients and explore
the image space more efficiently that is possible with noise alone. It also stabilizes the
energy U by dampening large changes in F that normally would lead to non-convergence. A
preliminary investigation of convergent noise-initialized ML via the use of a Gaussian prior
is presented in Figure 3.10. Although the results are not perfect, there appears to be good
reason to believe in the possibility of high-quality and efficient noise-initialized convergent
ML.
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3.5 Pathological Learning Outcomes
This section intentionally implements unsuccessful learning to demonstrate interesting be-
haviors that occur at the extreme ends of the energy oscillation axis of ML learning (see Fig-
ure 2.3). As discussed Section 2.3.1 and visualized in Figure 2.4, 3.3, and 3.4, ML learning
that is stable and capable of realistic synthesis experiences energy oscillation around 0 (i.e.
learning remains balanced along the first axis on average). Moreover, this happens naturally
across many different settings of hyper-parameters. Specific choices of hyper-parameters can
nonetheless result in defective learning. In particular, one can induce vanishing gradients by
learning with only contraction updates dst(θt) > 0 and exploding gradient by learning with
only expansion updates dst(θt) < 0. These extreme behaviors support the assertion that
contraction updates lead to smaller Langevin gradients and the expansion updates lead to
larger Langevin gradients.
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Figure 3.11: Failed learning outcomes learned exclusively at the expansion or contraction
ends of the first ML axis. Left: Sampled images. Contraction learning results in gray
images with few features while expansion learning results in oversaturated features in the
brief period before learning collapses. Right: Energy difference and gradient magnitude.
Contraction-only learning leads to a flat solution that while expansion-only learning quickly
destabilizes.
Figure 3.11 visualizes the failed outcomes. Expansion-only learning is created by using
noise-initialized learning with L = 5 updates. The network gradient quickly explodes as
increasing the slope of the landscape to balance the energy of the positive and negative sam-
ples forces the Langevin gradient to grow to a scale that is too large for generating realistic
images. The Langevin samples can attain low energy quickly but the negative samples can
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never match the energy of the positive samples because the DeepFRAME network can dis-
criminate between the data and negative samples to drive the energy difference to negative
infinity.
Contraction-only learning is created using persistent initialization with no noise (τ = 0).
Langevin samples will virtually always have lower energy than the data without noise to
corrupt learned details of persistent images. While learning can remain stable for a large
number of updates when contraction updates dominate, realistic synthesis is never possible
because the learning process simply causes the landscape to become very flat. For the same
reasons, minimizing U(x; θt) instead of sampling from U(x; θt) will result in learning that
can never learn realistic synthesis.
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CHAPTER 4
Mapping Metastable Structures of Non-Convex Energy
Landscapes
Many complex systems can be represented by defining an energy function over the possible
states of the system. The state spaces associated with complex systems are far too large for
enumeration and brute force analysis of the system energy function is not possible. However,
not all system states are relevant because the energy function often takes low energy only in
concentrated regions of the state space. Most possible states have virtually zero probability
of occuring. The local modes of the energy function correspond to locally stable or optimal
system states. Local modes and nearby low-energy states are the most relevant system states
because they appear with the highest probability, and the system as a whole can be analyzed
by examining the structure of the local modes. The relatively tiny portion of the state space
occupied by the most relevant low-energy regions is often still vast and difficult to analyze.
Mapping and visualizing the structure of highly non-convex landscapes reveal important
properties about the system in question.
Computationally identifying the structure of the energy landscape is useful for many tasks
which are linked to the system represented by the energy function, as previously discussed in
Section 1.2. Mapping techniques were originally developed to give insight into the potential
surfaces of chemical systems. Loss functions for statistical optimization can be mapped to
analyze the intrinsic difficulty or complexity of the optimization or the effective learning
conditions such as regularization and supervision [PTZ14]. This work focuses on analyzing
the concepts learned by probabilistic image models. After training an image model to learn a
potential energy function over the image space (see Chapter 2 and 3), one can map the local
modes of the potential to identify conceptual groupings in the image space. Investigating the
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local mode structure of utility functions to identify local adaptations is another important
application to be explored in future work.
Becker and Karplus [BK97] present the first work for visualizing multidimensional energy
landscapes. The work maps the local minima of molecular systems whose energy structure
is known through physical experimentation. The landscapes are visualized using a Discon-
nectivity Graph, or DG, which is a tree structure where each leaf node represents a local
minimum and each non-leaf node represents the barrier between adjacent energy basins. A
simple 1D landscape and its associated DG are shown in Figure 4.1. The DG characterizes
the energy landscape with the number of local minima and their energy levels and the energy
barriers between adjacent local minima.
Figure 4.1: Illustration of Disconnectivity Graph construction. A 1D energy landscape (left)
and its associated DG (right), which encodes minima depth and the lowest known barrier
between basins.
Wales et al. [WD97, WT04] develop computational methods to map the potential energy
surface of quantitative molecular models and use the DG visualization from [BK97] to display
the mappings. Statisticians also developed a series of MCMC methods for improving the
efficiency of the sampling algorithms that traverse complex state space. [Lia05] generalizes
the Wang-Landau algorithm [WL01] for random walks in the state space. The work [Zho11]
uses the generalized Wang-Landau algorithm to plot the DG for Ising model with hundreds
of local minima and proposes an effective way for estimating the energy barriers. Although
the these computational explorations of complex energy landscapes give promising results,
prior methodology still has difficulty dealing with extremely non-convex landscapes where
exhaustive enumeration of modes is not possible. This situation is almost always encountered
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when analyzing image potentials and a different theoretical framework and methodology are
needed for successful mapping.
This chapter begins with an intuitive discussion of the non-convex structure of image
memories which motivates the mapping framework presented in this chapter. Although
mapping image memories is the originally intended application of the methodology pre-
sented in this section, the same principles naturally extend to other types of landscapes.
The following section presents different methods for partitioning the state space according
to a potential function. Choosing a suitable definition of partitioning of the state space is
essential for efficient and meaningful mapping results. In particular, partitioning an energy
landscape according to its metastable basins summarizes the most important global system
properties while suppressing an overabundance of local features which overwhelm prior map-
ping methods. The final section introduces an innovative MCMC algorithm for detecting
metastable structures in arbitrary landscapes. The methodology developed in this chapter
is applied in Chapter 5 to map DeepFRAME image potentials.
The content of this chapter is based on material from [HNZ19].
4.1 Structure of Image Memories
The degree and type of non-convexity in the energy landscape varies depending upon the
system in question. In some settings, the landscape has only slight non-convexity, and
optimizing the non-convex energy function leads to a solution close to the global minimum,
as in [LW15]. In contrast, the loss surfaces of ConvNet classification and regression functions
are highly non-convex, because symmetry-breaking occurs early in training as the filters
compete to represent different features of the data. Eventually, the filters settle into one of
an astronomical number of distinct parameterizations with nearly equivalent loss [CHM15].
In fact, it appears the all local modes of a ConvNet potential are connected by low-energy
pathways in the high-dimensional space [GIP18], although global convexity may still hold in
the ConvNet functional space [JGH18].
Often, a highly non-convex landscape can have simple and recognizable global structure.
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A well-known example is the funnel structure of potential energy surfaces associated with
protein folding [OW04]. A funnel shape is well-suited for guiding an unfolded or partially-
folded protein to its native state. Weakly stable intermediate states might occur along the
folding path, but random perturbations from the environment are enough to upset these
shallow minima and allow the folding process to continue. Once the protein has reached
its native state, its configuration is stable and resistant to small perturbations. The macro-
scopic landscape has a single global basin, despite the astronomical number of weakly stable
intermediate states along the sides of the funnel. This insight provides inspiration for a
conceptual description of image potentials that focuses on large-scale landscape features.
4.1.1 Image Galaxies, Information Scaling and Perceptibility
One can imagine the image space as a vast and mostly empty universe, U as gravitational
potential energy, and the local modes of U as dense stars that lie on the pattern manifold.
Groups of related local modes separated by low energy barriers (such as different images of
the same digit) form connected clusters of pattern images, which are galaxies in the image
universe (see Figure 4.2). If the large-scale structure of an energy landscape is dominated
by a manageable number of global basins (i.e. a several distinct image galaxies), it should
be possible to identify these energy basins and to estimate the energy barriers between
them. Describing image landscapes in terms of macroscopic basins or galaxies that are akin
to the protein folding funnel vastly reduces the overabundance of information from endless
possible image variations into a high-level descriptions. Experiments in Chapter 5 shows that
macroscopic landscape features correspond to concepts that are recognizable to humans.
Following the approach of Bovier [BH06], one can formally characterize image galaxies by
dividing the image space into metastable regions, such that a diffusion process on U mixes
over short time-scales within a region, while mixing occurs over long time-scales between
regions (see Section 4.2.2). In other words, a local MCMC sample of p initiated from an
image galaxy will travel in the same galaxy for a very long time, because random fluctuations
are enough to overcome small energy barriers within the galaxy, while much larger energy
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Figure 4.2: Intuitive visualization of the structure of “galaxies” of image potentials. Realistic
images corresponding to local modes are stars in the image universe. Groups of related images
that are located near the data manifold can form macroscopic basins, or galaxies, that are
similar to the protein folding funnel. Image galaxies have different structures for different
types of image. Texton galaxies have stable substructures like the arms of a spiral galaxy,
while texture galaxies lack significant internal structure like nebulas.
barriers restrict movement between galaxies. The primary goal in this chapter and Chapter 5
is to computationally identify metastable regions in an image density while only visiting a
few of the local modes within each region, because exhaustive enumeration of modes is
computationally infeasible.
Image scale should have a strong influence on the structure of image galaxies. In one
of the central paradigms of pattern representation, Julesz identifies two major regimes of
image scale: texture and texton. Textures are high-entropy patterns defined as groups of
images sharing the same statistics among nearby pixels [Jul62]. Textons, on the other hand,
are low-entropy patterns, and can be understood as the atomic building elements or local,
conspicuous features such as bars, blobs or corners [Jul81].
As illustrated in Figure 4.3, texton-scale images have explicit structure that is easily
recognizable, and this structure allows humans to reliably sort texton images into coherent
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Figure 4.3: Ivy leaves at different scales. As image scale increases from left to right, an
increasing variety of image groups can be identified, until one reaches the threshold of per-
ceptibility, after which it becomes difficult to distinguish between images. The fourth scale
is close to the perceptibility threshold of humans, while the fifth scale is beyond human per-
ceptibility. A regime transition from explicit, sparse structure to implicit, dense structure
occurs as the threshold is crossed. A similar transition occurs in the energy landscape (see
Figure 5.11).
groups. Texture-scale images have implicit structure, and it is usually difficult or impossible
to find groups among images of the same texture, because no distinguishing features can be
identified within a texture ensemble. As image scale increases, the number of recognizable
image groups tends to increase until one reaches the threshold of perceptibility, where texton-
scale images transition into texture-scale images and humans begin to lose the ability to
identify distinguishing features [WGZ07]. Beyond the threshold of perceptibility, texture
images cannot be told apart or reliably sorted into groups. Change of image scale causes a
change in the statistical properties of an image. This phenomenon is known as Information
Scaling.
This work conjectures that Information Scaling is reflected in the structure of the image
landscape, and that there is a connection between the perceptibility of differences between
pattern images and the stability/depth of local modes images. When the landscape models
texton-scale images, where groups among the images can easily be distinguished, one expects
to find many separate, stable basins in the landscape encoding the separate appearances of
the groups. In the galaxy metaphor, groups of related texton modes organize together into
recognizable substructures like the arms of a spiral galaxy. Landscapes that model texture-
scale images, on the other hand, should exhibit behavior similar to human perception and
form a single macroscopic basin of attraction with many shallow local minima to encode
the texture. These macroscopic basins are more similar to nebulas because mass is diffused
evenly throughout the manifold and no significant substructures can be found. By mapping
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images from the same pattern at multiple scales, one can show that the transition in percep-
tibility that occurs between scales results in a transition in the landscape structure of image
memories. This is explored in Section 5.2.2.4 and Figure 5.11.
4.2 Energy-Based Partitions of the State Space
In this work, an Energy Landscape Map (ELM) of a non-convex potential U will refer to a
partition of the state space that reflects the evolution of each point in the state space under
gradient or diffusion flow on the landscape of U . Let Ω be the state space over which a
probability distribution p(x) and energy U(x) are defined. The goal of energy landscape
mapping is to partition Ω into J disjoint energy basins Dj:
Ω = ∪Jj=1Dj, ∩Jj=1Dj = ∅. (4.1)
This section discusses two definitions of the energy basins Dj. The first definition is intro-
duced in Section 4.2.1, which is the standard gradient flow partition used in previous works.
The Disconnectivity Graph (DG) visualization and two methods for computational mapping
with the standard partition, Minimum Pathway Estimation (MEP) and Generalized Wang-
Landau (GWL), are also covered. An alternative partition is introduced in Section 4.2.2
that is based on the metastable behavior of MCMC samples. This definition formalizes the
intuition of Section 4.1.1 and will serve as the partition to be recovered by the mapping
experiments in Chapter 5.
4.2.1 Partitioning by Gradient Flow and Disconnectivity Graphs
The simplest way of defining an energy-based partition D = {Dj}Jj=1 is to associate each
distinct local minimum with the set of points which converge to that minimum under gradient
descent. Formally, let {x∗j}Jj=1 be the set of local minima of U . Let ϕ(x) be a function which
maps a point x to its target local minimum under steepest descent. Then x∗j defines a basin
Dj = {x : ϕ(x) = x∗j}, as shown by the vertical dashed lines in Figure 4.6.
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This partitioning method can be used for mapping as long as U has a finite number J
of local minima. Landscapes should have finitely many minima if U is sufficiently regular
or if Ω is discrete and finite. If U has infinitely many local minima then we cannot use this
definition of D for mapping because discovery of new minima would continue indefinitely.
Defining a separate basin for each distinct minimum can be still problematic when there are
a finite but astronomical number of local minima. The alternate partitioning in Section 4.2.2
addresses this issue.
4.2.1.1 Disconnectivity Graphs
A Disconnectivity Graph (DG) can be used to visualize the structure of a landscape partition
D = {Dj}Jj=1 once the basins Dj and pairwise barriers Cij between basins Di and Dj have
been identified. In practice, a mapping algorithm must be used to obtain the Dj and Cij.
Recall that the energy barrier between two system states gives a non-Euclidean measure
of distance between the states that indicates similarity of the states in terms of system
properties. Therefore the minimum energy barrier between two basins can be used to identify
hierarchical relations between basins.
Visualizing all barriers between minima in a meaningful way is often an impossible task,
because it is difficult to concisely represent the complex pairwise relations between the modes.
In a DG, basins are displayed as separate in the spectrum below the energy barrier between
basins and are merged in the spectrum above the barrier. The merging process continues
hierarchically until all basins have merged in the DG. DG’s reduce the complexity of the
visualization task by displaying only the lowest barrier at which two groups of minima merge
in the landscape.
A DG displays the basins and their minimum energy in the terminal nodes of the tree,
and the minimum energy barrier at which basins or groups or basins merge in the branching
nodes. One can also display the probability mass and volume of each basin. DG construction
requires an estimate of the minimum energy barrier between each pair of basins, which can
be stored as a symmetric matrix. Given the symmetric barrier matrix, the DG can be
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Figure 4.4: Iterative construction of a Disconnectivity Graph using the energy barriers be-
tween basins.
created one basin at at time using the algorithm below. Figure 4.4 illustrates the process.
After construction, one can remove spurious basins of depth less than a constant . Circles
indicating probability mass and volume can be added to each leaf node after construction.
The leaf nodes in the DG represent local minima in the landscape, and the non-leaf
nodes are placed at the lowest-energy barrier at which the basins of the child nodes merge
(see Figure 4.1). Each child node has a single parent node, and the entire DG has a tree
structure. The non-leaf nodes are often interpreted as “superbasins” [BK97] of attraction
which are composed of basins of attraction with similar properties.
Figure 4.5 shows a 2D landscape visualizing the loss of a Gaussian Mixture Model (GMM)
as all but two mean parameters are held fixed. In this case, it is easy to see how the
structure of the DG reflects the structure of the landscape, since one can visualize the loss
function directly. In virtually all real cases, the landscape cannot be directly visualized or
exhaustively explored via grid search, but high-dimensional landscape features can still be
displayed effectively with a DG.
A major issue with the DG visualization is the greedy nature of the branch-merging step.
Merging basins at the lowest possible energy can prevent the appearance of true landscape
features in the DG, because lower-energy groups of minima tend to disrupt the structure
among higher-energy groups of minima. Nonetheless, DG’s are a simple and often effective
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way of displaying the shape and connectivity of a landscape.
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Figure 4.5: Landscape Visualization (left) and DG (right) of 2D landscape for GMM mean
parameters.
4.2.1.2 Mapping with Minimum Energy Path Estimation
To visualize a non-convex potential with a DG, it is first necessary to identify the local
minima Dj and energy barriers Cij. It is relatively easy to identify local minima but much
harder to calculate energy barriers. One way to find energy barriers involves approximating
the Minimum Energy Pathway (MEP) between the minima. The simplest approach is to
find the maximum energy along the linear 1D subspace between two minima [HL77], but
this often significantly overestimates the true energy barrier between points on the manifold,
even over short distances (see Figure 4.13 and Figure 5.8). The chemical physics community
has developed two major families of methods for MEP estimation. One branch of MEP
methods, known as single-ended methods, involves starting at a known local minimum and
finding a transition state between minima by following the path of slowest ascent along the
minimum-eigenvalue direction of the local Hessian [CM81, SJT85, ZPH14]. This method
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Algorithm 2: Disconnectivity Graph (DG) Construction
Input: Symmetric N ×N matrix M (each row/column gives lowest barrier between
single basin and others, diagonal gives the minimum energy within each basin)
Output:Tree Graph G with label and y-value for each node (giving either basin
minimum energy or energy of merge)
Initialize the leaf nodes of G as the N basins. The y-value for each leaf node is the
minimum energy of each basin. Let M1 = M and let L1 = {1, 2, . . . , N} be an ordered
set representing the initial nodes.
for n = 1 : (N − 1) do
1. Find (i∗n, j
∗
n) = argmini 6=j [Mn](i,j). Let an = Ln(i
∗
n) and bn = Ln(j
∗
n), where Ln(k)
refers to the kth element of the ordered set Ln.
2. Add node with label (N + n), y-value [Mn](i∗n,j∗n), and child nodes an and bn to G.
3. Let Ln+1 = (Ln \ {an, bn}) ∪ {(N + n)} represent the nodes which have yet to be
merged.
4. Define an updated (N − n)× (N − n) symmetric matrix Mn+1 as
[Mn+1](i,j) =

[Mn](ϕn(i),ϕn(j)) if Ln+1(i) ∈ Ln and Ln+1(j) ∈ Ln
min
(
[Mn](ϕn(i),i∗n), [Mn](ϕn(i),j∗n)
)
if Ln+1(i) ∈ Ln and Ln+1(j) /∈ Ln
min
(
[Mn](i∗n,ϕn(j)), [Mn](j∗n,ϕn(j))
)
if Ln+1(i) /∈ Ln and Ln+1(j) ∈ Ln
[Mn](i∗n,j∗n) if Ln+1(i) /∈ Ln and Ln+1(j) /∈ Ln
.
where ϕn(i) = L
−1
n (Ln+1(i)). ;
end for
fails when Hessian information is not available or cannot be accurately approximated.
Another branch of MEP methods, called double-ended methods, involves refining a chain-
of-states (F0 = Xa, F1, . . . , FN , FN+1 = Xb) between two minima Xa and Xb by minimizing
the objective function
L({Fj}Nj=1) =
N∑
j=1
U(Fj) +
N∑
j=0
Nk
2
‖Fj+1 − Fj‖22 (4.2)
where U is the target energy and k > 0 is a “spring force” between successive chain states
[FW65, KW86]. Double-ended MEP methods require an initialization path, which by default
is the 1D linear subspace between minima, since no other choices are available. Optimiz-
ing the loss (4.2) leads to misleading paths where the 1D energy barrier between successive
images in the chain is significantly higher than the energy of the images in the chain. Modifi-
cations such as the Nudged Elastic Band (NEB) and Doubly-Nudged Elastic Band (DNEB)
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Figure 4.6: 1D state space Ω = R partitioned into energy basins Dj (along the x-axis), and
the energy R (the y-axis) is partitioned into uniform intervals [uk, uk+1). The intersection of
these partitions creates energy bins Bjk. Non-empty bins are labeled in the figure.
methods [WT04] have been introduced to improve optimization by projecting energy and
spring gradients onto the perpendicular and parallel components of the current path direc-
tion respectively. NEB and DNEB require numeric gradients and cannot be directly applied
in discrete spaces.
MEP methods have been successfully used to map the energy landscape of stable con-
figurations of molecular systems [Wal05]. Similar methods have been applied to machine
learning problems [BSD16, DW17], but the results yield an overabundance of local minima
and trivial, single-basin macroscopic structure. The approach in this work is related to the
double-ended MEP methods, although the method do not try to find the MEP explicitly. On
the other hand, the barriers estimated by AD are often significantly lower than the barriers
estimated by MEP methods (see Figure 5.8), and AD can be used for MEP estimation in
both discrete and continuous spaces. More importantly, this work aims to formulate a more
natural criterion the for evaluating the “closeness” of two minima, based not on raw barrier
height but on the stability of local minima under the time-evolution implied by the energy
function.
4.2.1.3 Generalized Wang-Landau Mapping
BasinsDj from a partitionD can be further partitioned into intervals {[u1, u2), . . . , [uK , uK+1)}
across the energy spectrum. Figure 4.6 illustrates such a division. Thus one obtains a set of
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bins B = {Bjk}1≤j≤J,1≤k≤K where
Bjk = {x : x ∈ Dj, U(x) ∈ [uk, uk+1)}. (4.3)
The partition B plays a central role in the Generalized Wang-Landau (GWL) algorithm
[Lia05]. The choice of intervals depends on the energy function and careful tuning of the
number of intervals K and the width of the intervals is necessary for good results.
The objective of the Generalized Wang-Landau (GWL) algorithm is to simulate a Markov
chain that visits all the bins {Bjk}1≤j≤J,1≤k≤K with equal probability, and thus effectively
reveals the structure of the landscape. Let ϕ : Ω→ {1, . . . , J} × {1, ..., K} be the mapping
between the model space and bin indices: ϕ(x) = (j, k) if x ∈ Bjk. Given any x, one can
use gradient descent or its variants to find and record the basin Dj to which x belongs and
compute its energy level U(x) to find the index ϕ(x). An MCMC sample is updated using
the time-inhomogeneous, modified Metropolis-Hastings acceptance probability
α(S → S∗) = min
(
1,
Q(S∗ → S)P (S∗)
Q(S → S∗)P (S) exp
{
γ(Nϕ(S) −Nϕ(S∗))
})
(4.4)
where p is the target density, Q is the transition probability, ϕ(S) gives the indices (i, j) of
the basin i and energy spectrum j to which S belongs, N(i,j) is the number of previous visits
to bin (i, j), and γ > 0 is a penalty for repeated visits to the same bin.
In theory, this algorithm should result in a stationary distribution that visits each energy
bin within each basin of attraction in the landscape with equal probability. Barriers between
minima can be estimated by locating and refining transition states along the MCMC path.
Zhou [Zho11] demonstrated that the GWL algorithm can be effective in moderately-sized dis-
crete landscapes by mapping the local minima structure of 100-dimensional SK spin-glasses.
The GWL method has also been applied successfully to small-scale machine learning prob-
lems [PTZ14]. However, the GWL Algorithm is ineffective in complex landscapes where the
number of distinct local minima is too large for a full enumeration. The new MCMC method
introduced in this work addresses this problem by grouping minima that are separated only
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by small barriers, which greatly reduces the complexity of the landscape. The GWL Algo-
rithm and the AD method can be used together, although in the experiments presented in
this paper, the GWL penalty was not necessary.
After the GWL mapping has been implemented, it is necessary to estimate the energy
barriers between the basins identified by GWL to construct a DG and visualize the landscape.
Suppose one has collected a chain of samples {x1, . . . , xN} from the GWL algorithm. Since
each state in the chain is obtained by a local MCMC proposal from the previous state,
the GWL path can be used to pinpoint transitions between energy basins by identifying
consecutive samples that belong to different basins.
4.2.2 Metastability and a Macroscopic Partition
“Galaxies” of local minima in non-convex landscapes (see Section 4.1.1) can be formalized
using the concept of metastability. Instead of dividing the state space into basins of attraction
for each local minimum, one can divide the image space into metastable regions such that
(1) a diffusion process on U mixes over short time-scales within a region, and (2) a diffusion
process on U mixes over long time-scales between regions. In other words, a local MCMC
sample of p initiated from a minima galaxy will travel in the same galaxy for a very long
time, because random fluctuations are enough to overcome small energy barriers within the
galaxy, while much larger energy barriers restrict movement between galaxies.
Following Bovier [BH06], one can formally define the ”galaxies” as disjoint sets {Dj}Jj=1
such that ∪Jj=1Dj ⊂ Ω and
supx 6∈∪jDj E[τ(x,∪jDj)]
infx∈∪jDj E[τ(x,∪k 6=ϕ(x)Dk)]
< ε (4.5)
where τ(x, S) is the hitting time for a set S starting from a point x, ϕ(x) gives the index j for
which x ∈ Dj, and ε > 0 is a small parameter that characterizes the degree of metastability.
The numerator term quantifies how strongly the galaxies attract states in Ω \ (∪Jj=1Dj).
An MCMC sample initialized outside of the galaxies should visit one of the galaxies in a
short time period. The denominator quantifies the separation between galaxies in terms of
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expected mixing time between galaxies. An MCMC sample initiated from any Dj should
visit another Dk only after a long period of diffusion. Metastability is satisfied when the
mixing time between galaxies is slow relative to the attractor time from outside of the
galaxies. Crucially, the definition of hitting time τ(x, S), and by extension the definition
of the partition {Dj}Jj=1, implicitly depends on the MCMC sampler that is used. When
detecting metastability, it is actually desirable to use a sampler with poor mixing rather
than good mixing, because the definition of metastability presented here actually relies on
the high auto-correlation exhibited by MCMC samples when trapped in strong modes.
Mapping only the large-scale features while ignoring local irregularities in a landscape
is a key innovation for efficient and meaningful mapping. This approach distinguishes this
work from previous efforts to characterize non-convex landscapes such as [Wal05, Zho11,
BSD16, DW17], which attempt to identify all local minima (or the N lowest-energy minima)
in the landscape, no matter how weak the basin of attraction. By focusing on macroscopic
features, one can define a new partition that scales well with landscape dimension and/or
complexity (see Section 4.3 and Section 5.1).
The crucial challenge when attempting to applying the metastable partition is the diffi-
culty of detecting metastable behavior. It is unrealistic to simply wait for chains to directly
mix in the image space because the relatively short mixing times within a metastable basin
are still far too long for efficient simulation. Putting the metastable partition (4.5) to use in
practice requires an efficient way of detecting metastable behavior, and an innovative MCMC
method this task that is inspired by the magnetized Ising model is presented in Section 4.3.
4.3 Attraction-Diffusion
This section proposes a new method for characterizing the relative stability of local minima
of an energy function called Attraction-Diffusion (AD). Given an energy function U and two
local minima, one minima is designated as the starting location X0 and the other as the
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Figure 4.7: Left: Simplified diagram of local minima ”galaxies”. The circles are low-
dimensional manifolds with high density. Between the galaxies are high-energy, ”empty”
regions (in practice, empty space is vast compared to galaxy size). Right: Diagram of
metastable behavior within image galaxies. The Attraction-Diffusion algorithm is used to
detect such behavior.
target location X∗. An MCMC sample is initiated from X0 using an altered density
pT,α,X∗(X) =
1
ZT,α,X∗
exp {− (U(X)/T + α‖X −X∗‖2)} (4.6)
whose energy function is the sum of the original energy U and a magnetization term penaliz-
ing the distance between the current state and the target location. T gives the temperature
of the system, while α is the strength of the magnetic field penalizing distance from the
target minimum. The roles of starting and target location are arbitrary and diffusion in
both directions is possible. The space of X can be continuous or discrete.
By adjusting the value of α and T , the altered landscape can be tuned so that a diffusion
path can overcome small obstacles in the original landscape while remaining trapped in strong
basins. If the Markov chain comes within a close distance of the target state, then the starting
state belongs to the same energy basin as the target state at an energy resolution implicitly
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defined by the strength of magnetization. If the chain cannot improve on the minimum
distance between the previous states of the chain and the target state for M consecutive
iterations, then there must be an energy barrier between the starting and target location
that is stronger than the force of the magnetization. Intuitively, implementing AD with a
carefully tuned α should accelerate mixing within a metastable basin while preserving long
mixing times between basins. Figure 4.8 demonstrates the basic principles of AD in a simple
1D landscape with two global basins.
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Figure 4.8: Magnetization of a toy 1D landscape with target positions X = 5.1 (left) and
X = 10 (right). The original landscape has two flat and noisy basins. Both target positions
belong to the same basin, even though they are distant in Euclidean space. The magnetized
landscapes have easily identifiable minima, and preserve the large barrier separating the two
basins. Since diffusion in the left-hand landscape from initiated from X = 10 will reach
X = 5.1, and vice-versa in the right-hand landscape, these points belong to the same basin.
Low-temperature diffusion initiated from the left of the barrier will be unable to reach the
target position in either landscape.
AD can also be used to estimate the MEP and the energy barrier between minima,
since the maximum energy along a successful diffusion path is an upper bound for the
minimum barrier height. This estimate can be refined by setting α just above the threshold
where the diffusion path fails to reach the target. By using a local MCMC method such as
Random-Walk Metropolis-Hastings, Component-Wise Metropolis Hastings, Gibbs sampling,
or Hamiltonian Monte Carlo [Nea11], one can limit the maximum Euclidean distance between
points in the diffusion path and ensure that the step size is small enough so that the 1D
landscape between successive images is well-behaved. An AD chain moves according to
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geodesic distance in the magnetized landscape, which should be similar to geodesic distance
in the raw landscape as long as the strength of magnetization is not too strong.
The choice of the L2-norm as the magnetization penalty is motivated by the observation
that d
dX
‖X‖2 = X/‖X‖2, which means that the AD magnetization force points towards the
target minimum with uniform strength α throughout the energy landscape. This can be
seen in the Langevin Equation
dX(t) = −
(
∇U(X(t))/T + α X(t)−X
∗
‖X(t)−X∗‖2
)
dt+
√
2 dB(t) (4.7)
associated with the magnetized dynamics. An L1 penalty would probably give similar re-
sults. The penalty α‖X − X∗‖22 would not have desirable properties because the strength
of magnetization would depend on the distance between the points, and the magnitude of
alteration would vary throughout the landscape.
4.3.1 Magnetization of the Ising Model
The AD penalty term is closely related to the magnetization term found in energy functions
from statistical physics. Consider the N -state magnetized Ising energy function
UT,H(σ) = − 1
T
∑
(i,j)∈N
σiσj −H
N∑
i=1
σi (4.8)
where σi = ±1, N is the set of neighboring nodes, T > 0 gives the temperature, and H gives
the strength of an external magnetic field. This energy function is sometimes parameterized
by the slightly different form UT,H(σ) =
1
T
(−∑σiσj −H∑σi), but the same properties and
diagrams hold either way. The first term − 1
T
∑
σiσj is the energy function of the standard
Ising model, and −H∑σi represents a uniform magnetic field with strength H acting on
each node. When H > 0, the field has a positive magnetization, encouraging every node to
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be in state +1. In this case, UT,H can be rewritten as
U∗T,H(σ) = UT,H(σ) +NH
= − 1
T
∑
(i,j)∈N
σiσj +H
N∑
i=1
(1− σi)
= − 1
T
∑
(i,j)∈N
σiσj +H||σ − σ+||1
where σ+ is the state with σ+i = 1 for all nodes. The probability distribution defined by
U∗T,H is the same as the distribution defined by UT,H because they differ only by a constant.
Similarly, when H < 0 and the magnetic field is negative, the energy function can be
rewritten as
U∗T,H(σ) = −
1
T
∑
(i,j)∈N
σiσj + |H| ||σ − σ−||1
where σ− is the state with all σ−i = −1. This shows that the role of H in the magnetized
Ising model is the same as the role of α in (4.6), because U∗T,H is the sum of the unmagne-
tized Ising energy and a term that penalizes distance to either σ+ or σ−, the mirror global
minima. Introducing the magnetization term upsets the symmetry of the standard Ising
energy function and causes either σ+ or σ− to become the sole global minimum, depending
on the sign of H.
The behavior of the system with respect to the parameters (T,H) can be represented by
the simple phase diagram in Figure 4.9. The dot is the critical temperature of the system,
and the solid line is a first-order phase transition boundary. When the parameters of the
system are swept across the first-order transition boundary, a discontinuous change in the
state space occurs as the system flips from a predominantly positive state to a predominantly
negative state, or vice-versa. On the other hand, sweeping the magnetic field H across 0
above the critical temperature results in a smooth transition where positive and negative
nodes coexist [LB09].
Let H > 0 be a weak magnetic field, and suppose the temperature T is below the critical
temperature Tc. In this situation, a phenomenon known as metastability can occur. If the
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Figure 4.9: Left: Phase diagram of the magnetized Ising model. Below the critical tem-
perature, sweeping the magnetic field H from positive to negative (or vice-versa) results
in a jump between the basins of σ+ and σ−. However, if the magnetization force is weak,
states in the opposite basin can remain stable for long time periods. Right: Magnetization
M =
∑
i σi as a function of H for a fixed T
∗ < Tc. The metastable interval is the region
between the dashed lines along the vertical line T = T ∗ in the left figure.
system is initialized from a random configuration (each node +1 or −1 with probability
1/2), the influence of the magnetic field will cause the system to collapse to σ+, or a nearby
predominantly positive region of the state space, with high probability. However, if the
system is initialized from σ−, and if H is sufficiently small, the system will exhibit metasta-
bility, because magnetic force H will be unable to overcome the strength of the bonds in
σ−, which are very strong below the critical temperature. The system will stay in a stable,
predominantly negative state for a long period of time, even though the global minimum of
the energy landscape is σ+, because the magnetic field force cannot overcome the barriers
between σ+ and σ− in the raw Ising energy landscape [LB09].
4.3.2 Attraction-Diffusion and Metastability
Metastability can be observed in any multi-modal energy landscape. Let X∗ be a local
minimum of an energy function U . Even if X∗ is a shallow minimum, the temperature can
be lowered so that the basin of attraction of X∗ is strong enough to trap a local diffusion
process. To be more precise, for T less than a critical temperature TX∗ , a Markov chain
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Figure 4.10: Visualization of detecting metastable behavior with AD. The AD penalty points
towards the target with constant strength α throughout the landscape. An MCMC sample
initialized from the same image galaxy as the target will travel quickly to the target. An
MCMC sample initiated from a different galaxy can approach the target for a short time,
but will eventually be trapped by the strong obstacles that separate galaxies.
initialized from X∗ using a local reversible sampling method according to the density
pT (X) =
1
ZT
exp{−U(X)/T}
will remain trapped in a δ-ball around X∗ for a large number of sampling iterations with high
probability. The chain becomes trapped in the local mode because the behavior of MCMC
is very similar to gradient descent when sampling at low temperature. The acceptance
probability for proposals to higher energy regions of the landscape is virtually zero, and any
movement away from X∗ has high probability of being reversed. To be considered a local
sampling method, the probability of displacement in a single step of the sampler must be
virtually 0 above some maximum tolerated step size ε that is small relative to the scale of
landscape features. Most standard MCMC methods, such as Random-Walk/Component-
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Wise Metropolis-Hastings, Gibbs sampling, and Hamiltonian Monte Carlo, are local, or can
be tuned to be local.
Now consider two minimaX∗1 and X
∗
2 and suppose T < min(TX∗1 , TX∗2 ). Since the diffusion
temperature is less than the critical temperature for both minima, an MCMC sample of pT
initiated from either X∗1 or X
∗
2 should remain in its original basin for a long period of time.
Consider the altered density
pT,α1,α2(X) =
1
ZT,α1,α2
exp {− (U(X)/T + α1||X −X∗1 ||2 + α2||X −X∗2 ||2)} (4.9)
for magnetization strengths α1, α2 ≥ 0.
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Figure 4.11: Metastable regions of the density (4.9) in the parameter space (T, α1, α2). The
system behavior in the quarter-planes (T, α1, 0) and (T, 0, α2) is similar to the upper and
lower half of the Ising phase diagram Figure 4.9, except that the system is not symmet-
ric. The diagram shows that Minimum 1 is more stable, because it has a higher critical
temperature and larger metastable region. See Figure 4.12 for a practical example of this
behavior.
Suppose that a sample is initialized from X∗2 according to density pT,α1,0 (i.e. set α2 = 0).
If α1 is sufficiently small, the role of the magnetization term is negligible and the dynamics
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of the altered distribution are nearly identical to the original distribution. In this case, since
T < TX∗2 , the sample should remain trapped in the local energy basin of X
∗
2 and unable to
approach X∗1 for a long period of time. On the other hand, it is clear that as α1 → ∞,
X∗1 becomes the sole global minimum of the energy landscape of pT,α1,0 and that an MCMC
method initialized from X∗2 would quickly travel to a δ-ball around X
∗
1 and stay within that
ball indefinitely. The same properties hold when the roles of X∗1 and X
∗
2 are reversed and
α1 = 0.
The above observations show that the phase space of pT,α1,α2 with respect to the non-
negative parameters (T, α1, α2) in the quarter-planes (T, α1, 0) and (T, 0, α2) has properties
similar to the phase space of the magnetized Ising energy UT,H with respect to (T,H). The
latter model has only two parameters because of the symmetry in the Ising model where
||σ − σ+||1 = 2n − ||σ − σ−||1, so the magnetization penalties for both σ+ and σ− use the
same parameter H.
An important difference between the magnetized Ising model and the AD model in a
general energy landscape is the asymmetry in the stability of local minima that can occur in
the latter case. Detecting asymmetry in the phase space is an essential feature of AD. When
the metastable region of one minimum is significantly smaller than the metastable region of
the other, this can be evidence that the former minimum belongs to a high-energy region of
a large scale funnel, and that the latter minimum is located deeper within the funnel as in
the protein folding model. See Figure 4.12 for a practical demonstration of asymmetry in
the AD phase space.
The properties of the phase space can be analyzed with local MCMC methods. Such
methods are often criticized for their tendency to become trapped in local minima, and
for their inability to travel freely throughout the state space. In AD, this “shortcoming”
is exploited as a tool for measuring landscape features. When an MCMC sample of U is
initiated from a local mode, the correlation over time between the MCMC states and the
initial local mode is an order parameter that can be used to detect critical phenomena [LB09].
If temperature is low and an MCMC sample initialized from a local mode is unable to escape,
the system is in an ordered phase, and the Markov chain remains highly correlated with the
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Figure 4.12: Top: The three minima tested. Middle: Metastable regions for the minima
pairs AB, AC, and BC respectively. These plots are a superimposition of the two planes
from Figure 4.11. Bottom Left: Comparison of metastable boundaries. Min C merges
with Min A at a low α, while the other minima merge at around the same energy level.
The relation is approximately linear, and the upward turn reveals the critical temperature.
Bottom Right: Barrier estimates across T .
local mode indefinitely (i.e. the order parameter remains non-zero). When the temperature
is high enough to permit escape from the local mode, correlation with the local mode will
decay quickly over time (i.e. the order parameter vanishes to 0), representing a disordered
phase. By examining whether an induced magnetization force disrupts or preserves an
ordered phase, it is possible to discover landscape features.
As discussed earlier, a major goal of the present work is to identify macroscopic landscape
structures while ignoring noisy local structure. A natural way to accomplish this goal is to
shift the focus of the mapping from basins of attraction under gradient descent, the standard
practice in ELM applications, to regions of the landscape that are metastable under an
MCMC flow, as presented by Bovier [BH06]. This work divides the landscape into basins
where the time-scale of the mixing within basins is exponentially small relative to the time-
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scale of mixing between basins. Local minima separated only by minor energy barriers belong
to the same metastable region. This results in a simple landscape description that directly
reflects the dynamics implied by the energy function.
Unfortunately, it is not possible to identify the metastable regions of a landscape simply
by initiating MCMC chains from two minima and waiting for the chains to meet, because
the “short” time-scales of mixing within basins are far too long for efficient simulation.
The magnetization term in AD is meant to accelerate the short mixing time-scales within
basins while still respecting the long mixing time-scales between basins. In this way, one can
computationally identify the metastable regions described in [BH06], because the metastable
regions of the magnetized landscape should be very similar to the metastable regions of the
original landscape as long as α is not too strong.
In the worst case scenario, for any temperature T , all local minima collapse into a single
mode above a threshold αT , while an essentially infinite number of minima can be found when
the magnetization is below αT . However, if the energy landscape has a manageable number
of macroscopic basins, there should be a critical range of (T, α) that will allow movement
across the small noisy barriers within metastable basins while restricting movement across
the large barriers between basins.
4.3.3 Attraction-Diffusion in an Image Landscape
This section demonstrates the principles of AD using an energy function defined over 16×16
grayscale images of the digits 0, 1, 2, and 3. Each pixel is discretized to 8 values from 0 to
255 and a Gibbs sampler is used for MCMC. In this experiment, AD is performed directly in
the 256-dimensional image space. Although the images are small, the number of dimensions
is quite large for an ELM application, which typically deal with landscapes of at most 100
dimensions. The energy function and minima are taken from the experiment in Section
5.2.2.1. The network was trained using the DeepFRAME training method in Algorithm 1
with 500 examples of the MNIST digits 0, 1, 2, and 3 each. The energy network structure is
given in the third row of the Appendix. Minimum A is Minimum 5, Minimum B is Minimum
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4, and Minimum C belongs to the group represented by Minimum A in the DG of Figure
5.6.
The metastable regions of each minima pairing in the parameter space (T, α) can be
mapped using AD, and the results are similar to the phase space of the magnetized Ising
function, as described in Section 4.3.1. An improvement limit M = 20 (one Gibbs sweep is a
single iteration) and distance resolution δ = 150 (each pixel has a value from 0 to 255, so this
resolution is quite strict) were used. For a range of temperatures spaced evenly on log scale,
the metastable threshold of α was estimated by searching for the point where diffusion just
failed to reach the target. The trials started at a high value of α, and attempted 20 AD trials
for each pairing. If any of these trials were successful, the value of α was decreased by 3%
and ran another 20 trials were ran. This was repeated until none of the trials were successful.
The minimum energy barrier found during the search was recorded. The minima played both
roles in each pairing, so there were 6 tests in total. The plots, shown in Figure 4.12, validate
the AD principles discussed in Section 4.3.2 and are evidence that the autocorrelation of
an MCMC sample can be used as a reliable metric for metastable phenomena in an energy
landscape.
Figure 4.12 also gives an idea of how AD can be used to group minima. The plots show
that Minimum C collapses to Minimum A in a region of the parameter space where the
other minima are highly stable. Moreover, the barrier found along the AD path between
Minimum A and Minimum C is almost 0, despite the fact that the minima are distant in
Euclidean space and are separated by an energy barrier along the 1D interpolation path.
This is evidence that Minimum C is located along the side of a “funnel” of the energy basin
represented by Minimum A, much like an intermediate state in protein folding.
AD can also be used as a method for estimating the MEP between minima. When
finding MEP estimates, it is best to run AD chains below critical temperature using a
magnetization α that is just above the metastable boundary. Running AD chains at or
above critical temperature yields poor results because the chains will not be restricted to the
lowest-energy regions of the landscape. When α is too strong, the interpolations will be very
close to the 1D linear interpolation, because the chain will ignore landscape features and
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Figure 4.13: Top: 1D Interpolation Barrier vs. AD Barrier for diffusion from digit 1 to
digit 0, and from digit 1 to digit 3. The AD barriers are much lower, and the AD paths are
quite flat. Middle: Distance from target minima vs. Gibbs Sweep. Bottom: Visualization
of interpolations. The AD paths are able to move along the image manifold using only an
energy network.
simply travel straight to the target. When α is too low, the chain will never reach the target
and no barrier estimate can be obtained. In a small critical region above the metastable
boundary, the magnetization force and energy features have equal magnitude and jointly
encourage the chain to travel to the target while respecting landscape structure.
Figure 4.13 shows interpolations performed in a 16×16 image space using the energy
network from the experiment in Section 5.2.2.1. The red curve gives the barrier along the
1D linear path between minima in the image space, while the blue curve shows the energy of a
successful AD path between the minima. The barriers estimated by AD are drastic reductions
of the 1D estimates. Visualizing the images in the AD path shows that the chains diffuse
along the image manifold to find non-linear interpolations using only an energy function.
AD can also be used to refine pathways in a latent space of a generator network, as shown
in Figure 5.8.
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CHAPTER 5
Mapping Experiments in Highly Non-Convex Energy
Landscapes
Energy Landscape Mapping (ELM) methods have three basic exploration steps:
1. Get a state X as the starting point for a mode search.
2. Find a local mode Y starting from X.
3. Determine if Y is grouped with a previously found mode basin or if Y starts a new
mode basin.
These steps are repeated until no new local modes are found for a certain number of iterations.
After the local modes are identified, the barriers between the modes are estimated.
Step 2 can be accomplished with standard gradient descent methods or sampling, and the
GWL Algorithm provides a principled way to propose X in Step 1. Previous ELM methods
lack a reliable way to tackle Step 3. Traditionally, ELM studies have attempted to enumerate
all basins of attraction of the energy landscape (or the N lowest-energy modes), no matter
how shallow [Wal05, Zho11, BSD16, DW17]. modes are only grouped together if they are
identical in discrete spaces, or if they are extremely close in continuous spaces. This approach
is doomed to failure in all but the simplest cases, because the number of distinct local modes
grows exponentially with landscape complexity and/or dimension. On the other hand, for
some families of energy functions, the macroscopic structure might remain unchanged as
landscape complexity/dimension increases. For example, the Ising energy landscape will
always have two global basins, regardless of neighborhood structure or number of nodes.
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Instead of dividing up the state space according to basins of attraction under gradient
flow, this work follows the approach of Bovier [BH06] and divides the state space according to
disjoint regions which are metastable under the flow induced by a reversible MCMC process.
This results in a much simpler description of the landscape, because the metastable regions
will merge basins of attraction which are only separated by small barriers. Section 4.3
presents the AD density as an efficient method for detecting metastable behavior. If the
magnetization α used in AD is weak, the metastable regions of the altered landscape should
roughly correspond to the metastable regions of the original landscape, and the success or
failure of an AD trial can be used as an indicator of membership in a given metastable
region. Mapping regions that are metastable under an MCMC process rather than basins of
attraction under gradient flow is essential for the success of ELM in complex landscapes.
The chapter begins by presenting an algorithm that ties together the observations in
Section 4.3 into an ELM algorithm. The next sections presents applications of this algorithm
to the SK spin glass potential and image potentials.
The content of this chapter is based on material from [HNZ19].
5.1 Attraction-Diffusion ELM Algorithm
This section presents an Attraction-Diffusion Energy Landscape Mapping (ADELM) Algo-
rithm. Steps 1 and 2 do not involve AD and the implementation details are left open-ended.
The remainder of the section discusses tuning details.
The MCMC sampler S should be local in the sense that displacement after a single step
is small relative to landscape features with high probability. MCMC methods with step
size parameter ε such as Metropolis-Hastings with a Gaussian proposal or HMC/Langevin
Dynamics are local samplers, since ε can be tuned to limit displacement. Gibbs sampling is
also local, because only a single dimension is changed in each update. The requirement that
S is local is needed to ensure that a Markov chain updated using S cannot escape from local
modes at low temperatures. Usually, this is considered an undesirable feature of MCMC
methods, but in AD it is essential that the Markov samples remain trapped in the absence
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Algorithm 3: Attraction-Diffusion ELM (ADELM)
input : Target energy U , local MCMC sampler S, temperature T > 0, magnetization
force α > 0, distance resolution δ > 0, improvement limit M , number of
iterations N
output: States {X1, . . . , XN} with local modes {Y1, . . . , YN}, mode group labels
{l1, . . . , lN}, and group global modes {Z1, . . . , ZL}, where L = max{ln}
for n = 1 : N do
1. Get proposal state Xn for modes search. (Random initialization, or a GWL
MCMC proposal)
2. Start a local mode search from Xn and find a local mode Yn.
3. if n = 1 then
Set Z1 = Y1 and l1 = 1.
else
Determine if Yn can be grouped with a known group using AD. Let
Ln = max{l1, . . . , ln−1}, and let mode group membership set Gn = ∅.
for j = 1 : Ln do
a) Set C = Yn, X
∗ = Zj, d1 = ||C −X∗||2, d∗ = d1, and m = 0.
while (d1 > δ) & (m < M) do
Update C with a single step of sampler S using the density
P (X) =
1
Z
exp{−(U(X)/T + α||X −X∗||2)}
and find the new distance to the target mode: d1 ← ||C −X∗||2.
If d1 ≥ d∗ then m← m+ 1, else m← 0 and d∗ ← d1.
b) Set C = Zj, X
∗ = Yn, d2 = ||C −X∗||2, d∗ = d1, and m = 0, and repeat
the loop in Step a).
c) If d1 ≤ δ or d2 ≤ δ, then add j to the set Gn, and let Bj be the barrier
along the successful path. If both paths are successful, let Bj be the
smaller of the two barriers.
if Gn is empty then
Yn starts a new mode group. Set ln = max{l1, . . . , ln−1}+ 1, and Zln = Yn.
else
Yn belongs to a previous mode group. Set ln = argminjBj.
if U(Yn) < U(Zln) then
Update the group global mode: Zln ← Yn.
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of magnetization. Upsetting this baseline behavior by introducing a magnetic field enables
the discovery of landscape features.
In the ADELM algorithm, the global modes Zj of each basin are used as the targets
for AD trials. One reason for this choice is the intuition that, for the same strength α, an
AD chain should be more likely to successfully travel from a higher-energy mode to a lower-
energy mode than vice-versa. While not true in general, in practice the intuition holds in
most cases, especially for very deep modes. A more nuanced implementation could consider
multiple candidates from the same basin as targets for diffusion instead of just the global
mode.
Correct tuning of T and α is essential for good results. The temperature T must be set
low enough so that movement is restricted to the current mode, but not so low that the
chain becomes totally frozen. It is best to first tune the temperature independently of α by
initializing unmagnetized chains from a local mode and observing at the change in energy
that occurs over a long trajectory. The change in energy should be small relative to the
barriers that exist in the landscape. If the temperature is too high, MCMC samples can
easily cross between metastable regions even without magnetization and the mapping fails
to recover meaningful structure. See Figure 5.2 for an example of tuning AD temperature.
The magnetization strength α must be strong enough to overcome the noisy shallow
barriers in the landscape while respecting the large-scale barriers. Once the temperature
T has been tuned and fixed so that chains can diffuse in a limited metstable region, one
can run trial mappings across the spectrum of α to locate the critical range where α yields
meaningful mapping results. In the limiting case α→ 0, each distinct mode defines its own
metastable region, while in the limiting case α→∞, all modes merge in a single superbasin.
By plotting the number of modes that are discovered in a small number of trial steps as a
function of α, it is possible to quickly identify the critical range where magnetization and
energy features compete on approximately equal footing. See Figure 5.2 for an example of
tuning AD magnetization. Figure 4.12 shows that the behavior of AD is quite consistent
across a range of T below the critical temperature. Choosing α seems to be the most
important tuning decision.
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Ideally, in each step of the ADELM Algorithm, diffusion to only one basin representative
Zj should be successful. Successful diffusion to a large number of previously found basins
is a sign of poor tuning — in particular, either the value of T or α (or both) is too high,
causing leakage between basins. On the other hand, some leakage between modes is usually
inevitable, because there are often plateau regions that sit between stronger global basins.
This is not too much of a problem as long as the basin representatives remain separated. The
global basin representatives {Zj} should be checked periodically to make sure they remain
well-separated at the current parameter setting. If an AD chain successfully travels between
two of the {Zj}, these modes should be consolidated into a single group. This is especially
important in the early stages of mapping, when good basin representatives have not yet
been found. A single basin can split into multiple groups if the early representatives are not
effective attractor states for the entire basin. When consolidating modes, the lower-energy
mode is kept as the group representative.
The ADELM algorithm has two computational bottlenecks: the local mode search in
Step 2, and the AD grouping in Step 3. The computational cost of Step 2 is unavoidable
for any ELM method, and the MCMC sampling in Step 3 is not unreasonable as long as it
has a comparable running time. The running time for local mode search and a single AD
trial are about the same in the experiments in this work. Step 3 of the ADELM algorithm
involves AD trials between a new mode and several known candidates, and the efficiency of
ADELM can be greatly increased by running the AD trials in parallel.
5.1.1 Barrier Estimation and Landscape Visualization
AD can be used to estimate the energy barriers and the MEP between local modes after
exploration is over. This is done by fixing the temperature T and tuning α to find a threshold
where successful travel between modes is just barely possible. The AD barrier estimates are
lowest when α is just above the metastable border in the AD phase space, and will increase
as α increases. In the limit α→∞, the AD barriers are identical to the 1D linear barriers,
because the MCMC samples will simply move in a straight line towards the target. Estimated
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Figure 5.1: GWL DG for SK Spin Glass. The map records the 500 lowest energy modes in
the landscape and the tree is nearly symmetric. The blue and orange dots indicate basins
that were identified by the ADELM mapping. The blue dots show modes whose mirror state
was also identified during the ADELM run, while the orange dots show modes whose mirror
state was not identified. The blue dots cover the most important features of the landscape,
which are very stable for the AD parameters (T = 0.1, α = 1.35), while the orange dots
record substructures within stronger basins that are close to the metastable border.
barrier height appears consistent for a range of T below critical temperature, as in Figure
4.12. The mappings in this work are primarily interested in the energy barriers between
the global basin representatives, which are the most significant features of the macroscopic
landscape.
Disconnectivity graphs, or DG’s (see Section 4.2.1.1 and Figure 4.1), have been used in
many previous ELM studies as a method for visualizing the energy landscape. Construction
of a DG is straightforward once the modes have been identified by ADELM and the barriers
have been estimated by running AD trials between the basin representatives. The DG
visualizations in this work introduce two new elements to the standard DG format. First,
the plots draw circles around the mode nodes of the DG whose size is proportional to the
number of local modes sorted into the corresponding global basin. Second, when mapping
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Figure 5.2: Top: Tuning the temperature T for AD trials. The system must be cold enough
so that MCMC chains do not travel in an energy spectrum above the lowest energy barriers.
The critical temperature T = 1 is too warm, using T = 0.1 is a better choice to ensure
sufficiently low-energy sampling paths. Bottom: Tuning the magnetization α for AD trials.
The experiment runs 100 mapping iterations and records the number of distinct basins
encountered. As α→ 0, one can find a new mode for nearly every iteration. As α→∞, all
modes merge into a single basin. In a critical range between the limiting cases, macroscopic
behavior can be detected. The ADELM mappings of the SK spin glass in Figures 5.3 and
5.4 use α = 1.35, which is shown by the vertical dotted line.
image landscapes, the plots display the global basin representatives in a row at the bottom
of the DG, and above the basin representatives, they display randomly selected examples of
mode images sorted into each basin, sorted from top to bottom in order of decreasing energy.
See Figure 5.7 for an example.
5.2 Experiments
This section present several experiments that apply the ADELM Algorithm to map the
energy landscape of non-convex energy function. The first experiment maps the landscape of
an SK spin glass and compares the ADELM DG to the GWL DG. The remaining experiments
focus on the mapping image potentials over the latent space and image space.
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Figure 5.3: AD DG for SK Spin Glass. The AD diagram is quite symmetric (see Figure 5.1)
and the structure of the DG is very consistent with the DG created from the GWL mapping
(see Figure 5.4). 44 of the AD modes are also located by GWL, while 14 of the ADELM
modes are not among the 500 lowest energy modes. The GWL mapping, which records only
lowest-energy modes, misses significant stable features in higher-energy regions. The size of
circles around mode nodes is proportional to the number of modes sorted to each basin, as
described in Section 5.1.1.
5.2.1 Mapping an SK Spin Glass
The first ADELM experiment maps the structure of a sample from the 100-state SK spin
glass model. The N -state SK spin glass is a generalization of the standard N -state Ising
model where the coefficients for couplings unspecified. The energy function for the N -state
SK spin glass is
U(σ) = − 1
TN
∑
1≤i<k≤N
Jik σiσk (5.1)
where σi = ±1, T > 0 is the temperature, and Jik are couplings. In standard Ising model,
the coupling coefficients are either 1 (i.e. the nodes are adjacent) or 0 (i.e. the nodes are
not adjacent). The energy landscape of an SK spin glass contains multiple well-separated
global basins that have noisy local structure. Like the Ising model, the landscape is exactly
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symmetric, since U(σ) = U(−σ).
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Figure 5.4: Overlay of Ising AD and GWL mapping. Blue horizontal lines indicate nodes
of the ADELM DG where branch merges are consistent with the GWL DG. Red horizontal
lines indicate nodes where the ADELM DG and GWL DG merge branches in a different
order. The inconsistencies are minor and mostly occur in higher energy regions. Most
inconsistencies only occur for a single merging, and are corrected by the next merge. The
ADELM mapping effectively captures the macroscopic features of the GWL mapping.
Computationally mapping the local mode structure of an SK spin glass is a challenging
task, because exhaustive search of the state space is infeasible for N > 30, and the landscape
structure is highly non-convex. The work [Zho11] has shown that the GWL algorithm can
accurately identify the lowest-energy modes and barriers for as many as N = 100 states.
Mapping a 100-dimensional SK spin glass is a good setting for validating the ADELM al-
gorithm because the results of the ADELM mapping can be compared with the results of a
GWL mapping, which are very close to the ground truth. The symmetry of SK spin glass
landscapes is also useful for evaluating the ADELM method, because one can compare the
mappings of the mirror basins.
A replication of the GWL mapping in [Zho11] is shown in Figure 5.1. The couplings Jik
are independent Gaussians with mean 0 and variance 1/N , as in the original experiment.
The GWL mapping ran for 5× 108 iterations using the same GWL parameters described in
100
the original paper, and searched for the 500 lowest modes in the landscape. The number of
local modes in an SK spin glass is far more than 500 even with only N = 100 states, but
previous mappings show that the 500 lowest-energy local modes capture the main landscape
features. In more complex landscapes or larger spin glasses, even the lowest-energy regions
can contain an astronomical number of local modes, making the GWL approach problematic.
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Figure 5.5: Interpolation between SK spin-glass global modes. The AD path travels in an
energy spectrum very close to the barriers in the GWL and ADELM DG’s.
After running the GWL mapping, the 500 lowest modes identified were exactly symmetric,
meaning that for each mode discovered, its mirror state as a mode in the mapping. Two
methods were used to estimate the barriers between modes, and recorded the lower result
as the energy barrier. The first method is the one described in [Zho11], which involves
identifying transitions between mode basins along the GWL MCMC path and refining these
transition states by ridge descent to identify the barrier between the modes.
The second method is a greedy algorithm for interpolation in discrete spaces where a
starting state is changed to a target state by iteratively choosing, among the spins differing
from the target state, the change that causes either the smallest increase or the greatest
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decrease in energy. Suppose σ and τ are two states, and let I = {i : σi 6= τi}. Let
σ
(i)
j =
σj if j 6= iτj if j = i
for 1 ≤ j ≤ N , and i∗ = argmini∈I U(σ(i)) − U(σ). Update the state σ ← σ(i∗) and repeat
until σ = τ . This procedure is not symmetric, so the roles of σ and τ should also be reversed,
and the lower barrier of the two paths recorded.
In nearly all cases, the barriers estimated by the second method were significantly lower
than the barriers estimated by the first method. Even with the GWL penalty, most MCMC
crossings between basins occur well above the mode energy barrier that separates the basins.
This is corroborated by the observation that the GWL mapping exhibited very poor mixing
when the energy spectrum was changed from [-0.8, -0.35], as in the original experiment, to
[-0.8, -0.55], which is still well above the maximum barrier between any of the lowest 500
modes. It appears that the global basins of the SK spin-glass model influence the energy
landscape in regions that have significantly higher energy than the energy barrier at which
the basins merge, and one encounters the same behavior in other ADELM experiments. In
this case, it is more appropriate to describe the landscape in terms of metastability, as done
in ADELM, rather than barrier height between basins, because the barrier along the MEP
is not representative of the energy level at which a diffusion process is affected by a basin of
attraction.
The same energy landscape was mapped using ADELM to compare results and to see
if ADELM can reliably identify the most important features of the landscape. The map-
pings use temperature T = 0.1, which is well below the critical temperature Tc = 1, and
magnetization strength α = 1.35 as the AD parameters. Setting T exactly at the critical
temperature yielded poor results, because the energy fluctuation of the chains in the absence
of magnetization was greater than the depth of the landscape features, and a colder system
is needed to restrict diffusion to the lowest energy levels. After tuning and fixing T , we
tuned α by running 100 mapping iterations for different α spaced evenly on a log scale and
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105 ADELM DG for Digits 0-3
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Figure 5.6: Top Left: DG for Digits 0-3 ELM using generator proposals. Top Right: Latent
space N(0, I2) colored by basin membership found by ADELM. Bottom: t-SNE visualizations
of local modes found in ADELM colored by basin membership.
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recording the number of modes identified. See Figure 5.2 for plots showing tuning results.
The same approach is used to tune T and α in each of the experiments.
The ADELM algorithm used 5,000 iterations, an AD improvement limit to M = 100
Gibbs sweeps of all states, and distance resolution δ = 0, which requires that AD chains
travel exactly to their target for a successful trial. The ADELM result is shown in Figure
5.3, and a side-by-side comparison of the ADELM and GWL mappings is shown in Figure
5.4. The ADELM mapping identifies the lowest energy modes for all of the major basins of
the landscape, as well as substructures within the basins. ADELM is also able to identify a
number of basins which are stable but not recorded by the GWL mapping, since these local
modes are not among the 500 lowest-energy modes in the landscape. Overall, 44 of the AD
basins were also included in the GWL mapping, while 14 stable basins identified by AD were
beyond the energy threshold of inclusion in the GWL mapping.
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Figure 5.7: DG of Digits 0-9 ELM in latent space at magnetization α =5e4. The descriptor
network is over 64×64 images, but the generator latent space has only 8 dimensions, allowing
for efficient mapping. Remarkably, all 10 digits have at least one well-separated branch in
the DG. modes representing the same digit generally merged at low energy levels.
The barriers estimated by the GWL mapping and the ADELM mappings are very similar,
although in most cases the GWL barriers are slightly lower than the barriers estimated by
AD. This shows that using a large number of modes during barrier estimation can be helpful,
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Figure 5.8: Comparison of barrier estimation between AD, DNEB [WT04], and 1D linear
interpolation. Top: Barrier estimation with 3 different methods. Both AD paths have
lower energy than the 1D linear path and the DNEB path found by refining the 1D path.
Bottom: Visualization of interpolations. The DNEB interpolation is almost identical to the
1D interpolation, while AD finds a latent-space interpolation that differs from the 1D linear
interpolation in appearance.
because shallow modes can help bridge the gap between stronger basins of attraction. Even
though nearly all of the individual barriers identified by GWL are higher than the barriers
identified by AD (see Figure 5.5), the total information of barrier estimates between 500
modes can lead to overall barriers that are lower than the estimates obtained using only 58
modes. On the other hand, it might not be possible to exhaustively identify all of the relevant
lowest-energy modes in other landscapes, and it is important to be able to accurately estimate
barriers between distant modes without many shallow intermediate modes to connect the
basins. Figure 5.5 shows an AD path between the two global modes of the SK spin-glass.
The maximum energy along the path is only slightly above the barrier identified in GWL
and ADELM DG’s. This is evidence that AD can provide reliable interpolations between
distant locations.
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5.2.2 Mapping an Cooperative Energy Function over Latent States
The first efforts for mapping DeepFRAME potentials used in this work focus on a modi-
fication of the potential (1.4). By composing a generator network g(z;W2) and descriptor
energy U(x; θ1), one can define a new energy function
U(z; θ1, θ2) = U(g(z; θ2); θ1) (5.2)
over the latent space. A method for jointly learning a DeepFRAME potential U(x;W1)
and generator network g(z; θ2) can be found in Appendix A. Section 5.2.3 explores energy
landscape mapping in the image space directly.
Sampling in the lower-dimensional latent space vastly reduces computational cost, pro-
viding a way to more efficiently explore the pattern manifold of realistically-sized images.
Concatenating the DeepFRAME potential and generator can combat non-convergence and
oversaturation from the DeepFRAME potential so that the cooperative energy distributes
its mass over latent vectors corresponding to realistic images. This strategy was essential
for obtaining meaningful mappings until convergent models were introduced in [NHH20].
Moreover, exploring the energy (5.2) is easier than exploring (1.4) because perturbations
in the latent space correspond to meaningful perturbations along the data manifold in the
image space. Mapping the energy (5.2) provides a way to characterize both the image space
and the latent space of a generator network in a completely unsupervised way.
5.2.2.1 Mapping the Digits 0, 1, 2, and 3
The first ADELM experiment with the potential (5.2) train a Co-Op Network to model the
training images of the digits 0, 1, 2, and 3. In each iteration of the ADELM algorithm, a
random variable Z is drawn from the latent distribution and used as the starting point for
local mode search. Figure 5.6 displays the mapping results. The modes are more consistent
with the training data than those found when searching the image space from random initial-
ization. The members of the image basins are coherent, and all but single basin correspond
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Figure 5.9: Ivy texture image and image patches from four scales
Table 5.1: Modes of Ivy texton images with magnetization α = 2650 in latent space for the
DG depicted in Figure 5.10.
to recognizable digits.
The DG shows that the basins of the left-tilted 1 and the digit 3 merge at a relatively
low energy, and the right-tilted 1 and the skinny 2 merge at a slightly higher energy. Two of
the barriers found in the diagram are quite shallow. Nonetheless, these modes are still well-
separated under AD at the parameter setting used during mapping. This is evidence that
metastability rather than barrier height is best suited for grouping modes, especially if there
are stable but flat basins in the landscape. Raw barrier height is not always representative of
the dynamics of the system, and global basins influence the landscape well above the energy
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Figure 5.10: DG’s of Ivy Textons for two different values of magnetization α. Both mappings
show 3 strong global basins and substructures within these basins that are stable at different
magnetizations. There is no ground-truth grouping for texton image patches, so it is useful
to map images structures at multiple resolutions to identify “concepts” at different degrees
of visual similarity. The colors below the basin representatives indicate regions that appear
in both mappings.
at which basins merge.
As noted earlier, it is possible to use the ADELM groupings to map the structure of the
generator network. Figure 5.6 shows the latent vectors used to find proposal images, colored
according to the ADELM groupings. The ADELM group labels form well-defined clusters
in the latent space, and images representing the same digit are adjacent. Moreover, the
arrangement of the latent space reflects the structure of the energy landscape. For example,
the group of left-tilted 1’s borders the group of the digit 3 in the latent space, and the
group of right-tilted 1 borders the group of the skinny 2 digits. The mode groupings are
also visualized using t-SNE embeddings. Since t-SNE is a random algorithm, two different
results are given. The mode labels match well with the clusters found by t-SNE in both
variants.
108
5.2.2.2 Mapping MNIST
Next, ADELM is applied to map the energy (5.2) of Co-Op Networks modeling all of the
digits of MNIST. This time, image size is increased to 64 × 64 pixels. Sampling in the
lower-dimensional latent space greatly increases efficiency when dealing with large images.
500 burn-in iterations and 5000 testing iterations were used for mapping. The results are
shown in Figure 5.7. The DG in Figure 5.7 has many strong, well-separated energy basins.
A close look at the DG shows that all 10 digits are represented by at least a single strong
mode basin. The basin members and the global structure of the DG both match closely with
human visual intuition.
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Figure 5.11: Landscape of ivy image patches at four different scales. Images from Scale 1
and Scale 2 are textons, while images from Scale 3 and Scale 4 are textures. The texton-scale
images account for the majority of the basins in the landscape. More basins are identified
for Scale 2 than Scale 1 because Scale 2 has a richer variety of distinct appearances, while
the Scale 1 modes have lower energy, since appearances from this scale are more reliable.
The texture-scale images form separate basins with little substructure. Basin members from
each scale are shown in Figure 5.2.
Figure 5.8 compares MEP estimates from the DNEB [WT04] method with MEP estimates
from AD. The latent space has only 8 dimensions, so this landscape is a manageable test
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Table 5.2: Modes of multiscale ivy in latent space for the DG depicted in Figure 5.11. The
appearance of randomly selected members is consistent with the appearance of the basin
representative.
setting. DNEB uses the 1D linear space between modes as the initial path for further
refinement, and Figure 5.8 shows that the DNEB image paths appear similar to the initial
1D path. On the other hand, the AD paths travel through a different, significantly lower
energy region of the landscape. It is well-known that 1D interpolations in the latent space
provide more intuitive paths between modes than 1D interpolations in Euclidean space.
Figure 5.8 shows that AD can find interpolations of the latent space that are distinct from
the 1D latent interpolation in terms of both energy and appearance. AD and DNEB can be
used in conjunction, since AD can provide a rich variety of initialization paths for further
refinement by DNEB, which is currently limited to linear 1D initialization.
5.2.2.3 Mapping Ivy Texton Images
This section maps a Co-Op Network trained on image patches from an ivy texture. At close
range, ivy patches have distinct and recognizable structure, and the goal of the mapping is
to identify the main patterns that recur in the ivy textons. Figure 5.9 shows the entire ivy
texture image along with image patches from the texture taken at four different scales. The
networks in this experiment are trained to model 1000 image patches from Scale 2.
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Figure 5.12: DG of Cat Faces in latent space. The landscape has a single global basin, likely
because interpolations between cat faces that respect geometry and color constraints are
easily found, unlike interpolations between digits, which must pass through a high-energy
geometric configuration along the path. Despite the lack of overall landscape structure, AD
is able to find meaningful image basins that show a variety of cat faces.
The DG’s for the ivy texton mapping in Figure 5.10 show that the landscape is dominated
by 3 or 4 global basins. The images within basins are very consistent, and the barriers
between the basins are representative of visual similarity between the mode images. Unlike
the digits mapping, there is no ground-truth for the mode groupings, so it is useful to
explore the landscape at different energy resolutions to identify image groupings at different
degrees of visual similarity. One major advantage of ADELM is the ability to perform
mappings at different energy resolutions simply by changing the magnetization strength α
used during the AD trials. Figure 5.10 presents two mappings of the same landscape at
different energy resolutions. The same landscape features appear in both mappings with
more or less substructure depending on the magnetization strength.
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Table 5.3: Modes of Cat Faces in latent space for the DG depicted in Figure 5.12. Despite
the shallow barriers found throughout the landscape, there are still metastable regions that
capture consistent appearances.
5.2.2.4 Mapping Ivy Images from Multiple Scales
This sections continues the investigation of the ivy texture image from the previous section
by mapping a Co-Op Network trained on 1000 image patches from each of the four scales
shown in Figure 5.9. The goal of this experiment is to investigate the differences in memory
formation between the different scales. In particular, the mappings should identify a relation
between the metastability of local modes in the landscape and the perceptibility of visual
difference among the modes. One expects to find fewer structures at the extreme scales as
discussed in Section 4.1.1. Image patches from Scale 1 are mostly solid-color images with
little variety, which should form a few strong basins in the landscape. Image patches from
Scale 4 have no distinct features and cannot be told apart by humans, so one expects these
images will form a wide basin without much substructure. For the intermediate scales, one
would expect to find a richer assortment of stable local modes, because the intermediate scales
contain more variation than Scale 1, but the variation still can be distinguished visually, in
contrast to the Scale 4 images.
Figure 5.11 shows the results of the mapping, and Figure 5.2 gives a closer look at basins
from each scale. The structure of the landscape does indeed differ between the image scales.
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As expected, the memories from Scale 1 form a few strong and large basins. Scale 2 accounts
for the majority of the basins in the landscape, since this scale contains the most variety
of perceptible image appearances. The Scale 2 basins merge with the Scale 1 basins in the
DG visualization, indicating that there are accessible low-energy connections between these
regions of the landscape. The images from Scale 3 and Scale 4 each form a separate region
of the energy landscape with little substructure. The mapping shows that the perceptibil-
ity threshold for ivy texture images (at least in terms of memories learned by the Co-Op
Network) lies somewhere between Scale 2 and Scale 3. Above the perceptibility threshold,
the network cannot reliably distinguish variation between images, and the landscape forms
a single region with no significant substructure. It is difficult for a human to distinguish
groups among images from Scale 3, so the perceptibility threshold for the network seems
similar to that of humans.
5.2.2.5 Mapping Cat Faces
The next experiment maps a Co-Op Network trained on aligned cat face images gathered
from the internet. The results of the mapping are shown in Figure 5.12, and Figure 5.3
gives a closer look at some of the basins. The DG has a single branch and the energy
barriers are quite shallow. The main features of the local modes are the geometry and
color of the cat faces, but these can be smoothly deformed during interpolation without
encountering improbable images, in contrast to images such as digits, which must enter
an improbable geometric configuration along an interpolation path. For this reason, the
energy barriers throughout the cat landscape are very low. Nonetheless, the global basins
found by ADELM coherently identify major groups of cat faces. AD can effectively identify
landscape structure even when the majority of basin members have energy that is higher
than the barrier at which the basin merges. This is further evidence that macroscopic basins
influence the energy landscape in regions well above the lowest barrier between basins, and
that metastability is a more suitable criterion than barrier height for identifying landscape
structure.
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Figure 5.13: Visualization of basin structure of the learned energy function U(x) for the
Oxford Flowers 102 dataset.
5.2.3 Mapping a DeepFRAME Potential over the Image Space
The experiments mapping the cooperative energy from the previous section are the first
efforts to map a DeepFRAME potential. The use of a generator network to modify the
DeepFRAME landscape alleviates the systematic non-convergence of the DeepFRAME po-
tentials available at the time. Consistent observation of defects in the raw DeepFRAME
landscape indeed are the motivating factor behind the careful analysis of the DeepFRAME
learning process and identification of the correct implementation for convergent learning
presented in Chapters 2 and 3. The ability to efficiently and consistently train convergent
energy functions is introduced in [NHH20] very recently, and important observations to im-
prove the efficiency and synthesis quality of convergent learning such as those in Section 3.4.2
are even more recent. For these reasons, mapping in the DeepFRAME image space has yet
to be thoroughly investigated. Nonetheless, this section presents some initial experiments
mapping the potential (1.4) directly in the image space. In future investigations, it is inter-
esting to consider both mappings in the image space using (1.4) (e.g. to map image modes
directly) and mappings in the latent space using (5.2) (e.g. to uncover both image modes
and groups of latent factors in a learned generator).
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5.2.3.1 Mapping FashionMNIST
The first experiments in the image space map the FashionMNIST dataset. The DG is dis-
played in Figure 1.1 at the beginning of the text. The local modes of the dataset are realistic
images that closely resemble the training data. In this case, the modes do not correspond to
true minimum energy states and are actually floating in a steady-state spectrum as described
in Section 3.2.3. The MCMC behavior in the steady-state spectrum is nevertheless affected
by the metastable basins and samples have a consistent long-run appearance. The ADELM
algorithm is still effective for mapping the energy landscape even when the sampled states
are not local minima because the definition of metastable partition in Section 4.2.2 is based
on MCMC behavior. The standard partition in Section 4.2.1 is unsuitable for DeepFRAME
potentials because the probability mass of the local minima (which are oversaturated just
as for non-convergent DeepFRAME potentials) is actually 0 when sampling at the correct
Langevin temperature (i.e. the temperature used during training). The true minimum en-
ergy barriers between local minima are far lower than the energy of realistic sampled states,
but ADELM can nonetheless detect global non-convex structures that affect the landscape
in a higher-energy spectrum.
5.2.3.2 Mapping Oxford Flowers 102
An experiment mapping a DeepFRAME potential trained on the Oxford Flowers 102 dataset
can be found in Figure 5.13. The synthesis results are not as clean as for the FashionMNIST
dataset due to the increased complexity of the images. The local modes also exhibit a slight
amount of oversaturation. Nonetheless, the mapping gives a rough conceptual grouping of the
dataset. The method used to learn the convergent DeepFRAME potential in this experiment
do not take advantage of observations for better convergent learning discussed in Section 3.4.2
and Section 3.4.3 that are essential implementing large-scale mapping experiments. With
a solid understanding of DeepFRAME learning dynamics, future investigations will be able
to bypass the significant computational difficulty of convergent DeepFRAME learning and
focus on the more powerful task of landscape mapping.
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CHAPTER 6
Conclusion
The first efforts in this work are focused on developing a solid understanding of the Deep-
FRAME learning process. Observing the learning process for potentials with the form (1.4)
reveals two distinct axes of ML learning in Chapter 2. Insights from the diagnosis are
used to train models with sampling capabilities that are unobtainable by previous imple-
mentations in Chapter 3. The informative MCMC initializations used by previous authors
are not necessary for high-quality synthesis. By removing this technique one can train en-
ergy functions capable of high-diversity and realistic synthesis from noise initialization after
training. The diagnosis also reveals a severe defect in the steady-state distributions of prior
implementations and this work introduces the first ConvNet potentials of the form (1.4)
for which steady-state samples have realistic appearance. The observations could be very
useful for convergent ML learning with more complex MCMC initialization methods used
in [XLG18, GLZ18]. Long-run MCMC sampling appears to be a promising direction for
purification adversarial images, possibly due to security from the chaotic dynamics of the
Langevin sampling path discussed Section 3.4.1.
Chapter 4 introduces a new MCMC tool called Attraction-Diffusion, which uses local
sampling in an altered landscape to gain information about the relative stability of local
minima in the original energy landscape. A unique feature of AD is the exploitation of
the high autocorrelation that occurs when MCMC samples are trapped in local modes. In
most MCMC research, this phenomenon is considered a major obstacle, but this work uses
this aspect of MCMC sampling to measure landscape features. AD learns from both the
success and failure of a local Markov sample as the chain is encouraged to escape from
local barriers by an induced magnetization. The principles of AD are rooted in magnetized
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energy functions from statistical physics, and AD can be interpreted as a way of detecting
metastable regions of non-convex potentials.
Chapter 5 introduces a new Energy Landscape Mapping algorithm called ADELM, which
uses AD to sort local minima into separate metastable regions. By tuning the AD parameters
to permit successful travel across the low-energy barriers within metastable basins while
respecting the large barriers between metastable basins, it is possible to efficiently map the
macroscopic structure of complex landscapes with noisy local structure. In the experiments
presented, the main energy basins were identified within the first 100 iterations, and the
mappings require only a few thousand iterations, whereas previous ELM methods require
millions or billions of iterations. The ADELM algorithm can be applied to a wide variety of
continuous and discrete energy functions.
Using the ADELM Algorithm, this work presents a novel ELM application – mapping
the local minima structure of ConvNet functions which are trained to model real image data.
Experiments on DeepFRAME image potentials show that it is possible to computationally
identify image memories of a learned density, and that the structure of memories varies
according to the images in the training set. The metastable basins identified by ADELM
contain coherent groups of images, and the landscape structure of different image patterns
reflects aspects of human visual intuition. The mappings support the conjecture that the
metastability of local minima is related to the perceptibility of differences between minima.
The memory landscape forms many separate and stable basins when it is able to distinguish
variation between low-entropy images, while large basins with little substructure are formed
for memories of high-entropy images such as textures.
Further investigations into mapping the local minima structure of a variety of image
densities are a promising direction for future work. Efficient and effective implementation of
convergent DeepFRAME learning removes a major obstacle that greatly hindered mapping
efforts to power further investigations into mapping DeepFRAME potentials in the image
space and latent space. In the long term, the ADELM mapping method could be extended to
identify hierarchical relations between image memories at different scales to define composi-
tional dictionaries that describe how image patches of smaller scales combine to form image
117
patches of larger scales. ADELM shows great potential for future application to many other
non-convex energy functions, including statistical loss functions and potential functions of
physical systems.
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APPENDIX A
Generator Networks and Cooperative Learning
Section 5.2.2 uses a cooperative energy function that combines the abilities of a generator and
DeepFRAME network. This appendix covers the formulation for jointly learning a generator
network g(z; θ2) and DeepFRAME network U(x; θ1).
Let the D-dimensional image data X follow the distribution
X ∼ N(g(Z; θ2), τ 2IdD) (A.1)
with Z ∼ N(0, Id) for d D, variance parameter τ 2, and weights θ2 of a ConvNet function
g. The joint energy function for (X,Z) has the form
U(X,Z; θ2) =
1
2τ 2
‖X − g(z; θ2)‖2 + 1
2
‖Z‖2
which is simply the sum of the Gaussian energy functions of Z and X|Z, θ2. The energy
function of the conditional variable Z|X, θ2 is UZ;X,θ2(z) = U(z,X; θ2) , since the posterior
distribution Z|I is proportional to the joint distribution of (X,Z).
The latent factors {Zi}ni=1 are unknown, and θ2 must be learned by maximizing the
observed data log-likelihood, which corresponds to maximizing the function
L(θ2) =
n∑
i=1
log p(Xi; θ2) =
n∑
i=1
log
∫
Z
p(Xi, Z; θ2)dZ
that integrates the latent factors out of the joint distribution. This loss cannot be computed
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directly, but the gradient of the log likelihood can be rewritten as
∂
∂θ2
log p(X; θ2) = −EZ|X,θ2
[
∂
∂θ2
U(X,Z; θ2)
]
,
so the log-likelihood gradient can be estimated by drawing MCMC samples of Z|X, θ2, the
latent factors conditioned on the observed data, using the current weight θ2. Langevin
Dynamics can be used to sample from Z|Xi,W , and the Langevin update equation is
Zt+1 = Zt +
ε2
2
(
1
τ 2
(Xi − g(Zt; θ2)) ∂
∂Z
g(Zt; θ2)− Zt
)
+ εBt (A.2)
for Bt ∼ N(0, Idd) and step size ε, for t = 1, . . . , K iterations. One Zi is inferred for each
observed image Xi. PCD is used during training, so MCMC sampling in each new inference
phase is started from the Zi of the previous inference phase. Once the Zi have been sampled
from p(Z;Xi, θ2), the weights θ2 can be updated with
∇˜L(θ2) = − 1
n
n∑
i=1
∂
∂θ2
U(Xi, Zi; θ2) = − 1
n
n∑
i=1
1
τ 2
(Xi − g(Zi; θ2)) ∂
∂θ2
g(Zi; θ2) (A.3)
in the second phase of the algorithm. The inference phase uses a back-propagation gradient
∂
∂Z
g(Z; θ2), while the learning phase uses a back-propagation gradient
∂
∂θ2
g(Z; θ2). The
calculations required to obtain ∂
∂Z
g(Z; θ2) are needed as part of the calculation of
∂
∂θ2
g(Z; θ2),
so both phases can be implemented in a similar way.
The Co-Op Net Algorithm [XLG18] provides a way to simultaneously learn the weights
θ1 of a DeepFRAME energy function U(x; θ1) and the weights θ2 of a generator network
g(z; θ2) for any dataset. During training, the generator g learns to mimic the manifold
of U , while the energy function U learns to model the real data. Following [XLG18], the
DeepFRAME network in the Co-Op Net model is referred to as the descriptor network,
because the energy function encodes a description of image features, which are expressed
through filter activations. The descriptor and generator networks provide a natural warm-
start initialization for the MCMC sampling phase of the partner network. A sketch of the
Co-Op Net Training is presented in Algorithm A.
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Algorithm 4: Cooperative Learning Algorithm
input : Observed images {Xi}ni=1, number of latent samples m, number of Langevin
iterations K, descriptor step size δ1 > 0, generator step size δ1 > 0, number
of learning steps S, initial weights θ1,0 for descriptor and θ2,0 for generator.
output: Weights θ∗1 for descriptor energy U(x; θ1) and θ
∗
2 for generator g(z; θ2).
for s = 1 : S do
1. Draw i.i.d. samples {Zi}mi=1 from the latent distribution N(0, Idd) of the
generator network g(Z; θ2, s−1). Compute images {Yi}mi=1, where
Yi = g(Zi|W2, s−1).
2. Using Equation (1.2), apply K Langevin updates to the images {Yi}mi=1 with
the current energy U(X; θ1, s−1) to obtain revised images {Y˜i}mi=1.
3. Using Equation (1.2), apply K Langevin updates to the latent factors {Zi}mi=1
with the current weights θ2, s−1, where the revised Y˜i from the previous step is the
conditional image for each Zi.
4. Use a mini-batch {Xi}mi=1 of training data and revised images {Y˜i}mi=1 to update
W1 according to
θ1, s = θ1, s−1 + δ1∇˜L1(θ1, s−1)
where ∇˜L1(θ1) is the log-likelihood gradient in (2.8).
5. Use revised latent factors {Zi}mi=1 and revised images {Yi}mi=1 to update W2
according to
θ2, s = θ2, s−1 + δ2∇˜L2(θ2, s−1)
with ∇˜L2(θ2) is the log-likelihood gradient in (A.3).
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