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Abstract
Spatial differentiability of solutions of stochastic differential equations (SDEs) is required
for the Itoˆ-Alekseev-Gro¨bner formula and other applications. In the literature, this differ-
entiability is only derived if the coefficient functions of the SDE have bounded derivatives
and this property is rarely satisfied in applications. In this article we establish existence
of continuously differentiable solutions of SDEs whose coefficients satisfy a suitable local
monotonicity property and further conditions. These conditions are satisfied by many SDEs
from applications.
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1 Introduction
It is a classical result that there exist spatially differentiable solutions of stochastic differential
equations (SDEs) if the coefficient functions are continuously differentiable and the derivatives
are globally bounded; see, e.g., [18]. We are not aware of results in the literature which ensure
1
existence of spatially differentiable solutions of SDEs for non-globally Lipschtitz continuous co-
efficient functions. There do exist results which ensure spatial Sobolov differentiability if the
coefficient functions satisfy a certain local monotonicity property; see [3, 19, 23, 25].
Strong spatial differentiability of solutions of SDEs can be used for Taylor expansions. An
example application is the Itoˆ-Alekseev-Gro¨bner formula (see [10]) which expresses the difference
of a solutions of an SDE and of a general Itoˆ process in terms of spatial derivatives of the solution
processes and differences of the local characteristics of the solution process and of the Itoˆ processes.
For example, the Itoˆ-Alekseev-Gro¨bner formula can be applied to prove strong convergence rates
for tamed Euler approximations (proposed in [15, 13]); classical Euler approximations diverge in
the strong and weak sense for most one-dimensional SDEs with superlinearly-growing coefficients
(see [14, 16]) and also for some stochastic partial differential equations (see [2]). The Itoˆ-Alekseev-
Gro¨bner formual also leads to estimating moments of derivative processes. Our estimate of the
first derivative process in Item (iv) of Theorem 1.1 below leads to estimating exonential moments
of approximation processes; see, e.g., [17, 12].
The following theorem, Theorem 1.1, derives conditions on the coefficient functions which
ensure existence of a solution version which is continuously differentiable in the initial point.
Theorem 1.1 is an immediate consequence of Theorem 4.5 below which is the main result of this
article. The proof of Theorem 1.1 is therefore omitted.
Theorem 1.1 (Spatially differentiable solution). Let d,m ∈ N, T ∈ (0,∞), let (Ω,F ,P) be
a complete probability space with a filtration (Ft)t∈[0,T ], let W : [0, T ] × Ω → Rm be a standard
Brownian motion, let ∆T = {(s, t) ∈ [0, T ]2 : s ≤ t}, let µ ∈ C1(Rd,Rd), σ ∈ C1(Rd,HS(Rm,Rd)),
for all s ∈ [0, T ], x ∈ Rd let Xxs : [s, T ]×Ω→ Rd be an adapted stochastic process with continuous
sample paths which satisfies that for all t ∈ [s, T ] it holds P-a.s. that
Xxs,t = x+
∫ t
s
µ(Xxs,r) dr +
∫ t
s
σ(Xxs,r) dWr, (1)
let α ∈ [0,∞), β ∈ R, c ∈ R, let V ∈ C2(Rd, [0,∞)), let V¯ : [0, T ] × Rd → R be a continuous
function which satisfies for all s ∈ [0, T ], t ∈ [s, T ], x ∈ Rd that
V ′(x)µ(x) + 1
2
tr
(
σ(x)σ(x)∗(Hess V )(x)
)
+ 1
2eαt
‖σ(x)∗(∇V )(x)‖2 + V¯ (t, x) ≤ αV (x) + β, (2)
let p ∈ [2,∞), q ∈ (2p,∞], q0, q1 ∈ (0,∞], δ ∈ (0,∞) satisfy that 1q0 + 1q1 = 1q , assume that for all
t ∈ [0, T ), x, y ∈ Rd, h ∈ Rd \ {0} it holds that〈
h,
1
∫
0
µ′(λx+ (1− λ)y) + δ dλ h
〉
Rd
+ 1+δ
2
∥∥∥ 1∫
0
σ′(λx+ (1− λ)y) dλ h
∥∥∥2
HS(U,Rd)
+ (p− 1 + pδ)
∥∥∥〈h,∫10 σ′(λx+(1−λ)y) dλ h〉
Rd
∥∥∥2
HS(U,R)
‖h‖2
Rd
≤ ‖h‖2Rd ·
(
c+ V (x)+V (y)
2q0(T−t)eα0t
+ V¯ (x)+V¯ (y)
2q1(T−t)eα1t
)
,
(3)
let γ ∈ (0,∞) be such that for all x ∈ Rd it holds that
max
{‖µ(x)‖Rd, ‖σ(x)‖HS(U,Rd)} ≤ c(1 + V0(x))γ, (4)
such that for all x, y ∈ Rd it holds that
max
{∥∥∥∥ 1∫
0
µ′
(
λx+ (1− λ)y) dλ∥∥∥∥
L(Rd,Rd)
,
∥∥∥∥ 1∫
0
σ′
(
λx+ (1− λ)y) dλ∥∥∥∥
L(Rd,HS(U,Rd))
}
≤ c (2 + V0(x) + V0(y))γ ,
(5)
and such that for all x1, x2, x3, x4 ∈ Rd, λ ∈ [0, 1] it holds that∥∥µ′(λx1 + (1− λ)x2)− µ′(λx3 + (1− λ)x4)∥∥L(Rd)
≤ c‖λ(x1 − x3) + (1− λ)(x2 − x4)‖Rd
(
4 +
∑4
j=1V0(xi)
)γ
,
(6)
2
and assume that pq
p+q
∈ [ 1
γ
,∞)∩ (2d+6,∞). Then there exists a function X : ∆T ×Rd×Ω→ Rd
such that
(i) X is B(∆T × Rd)⊗ F/B(Rd)-measurable,
(ii) for all x ∈ Rd, s ∈ [0, T ] it holds P-a.s. that (X xs,t)t∈[s,T ] = (Xxs,t)t∈[s,T ],
(iii) for every ω ∈ Ω it holds that X (ω) ∈ C0,1(∆T × Rd,Rd), that is, the mapping ∆T × Rd ∋
(s, t, x) 7→ ∂
∂x
Xxs,t(ω) ∈ Rd is well-defined and continuous, and
(iv) for all x ∈ Rd, (s, t) ∈ ∆T it holds that
∥∥ ∂
∂x
Xxs,t
∥∥
L
pq
p+q (P;H)
≤ ‖v‖H exp
(∫ t
s
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x)
qieαis
)
. (7)
An important step in the proof of Theorem 1.1 is to establish strong completeness of the SDE,
that is, to prove that the exceptional subsets of Ω in Item (ii) can be chosen independently of the
starting point. Strong completeness does not hold in general, in fact, there exist counterexample
SDEs with smooth and globally bounded coefficients; see [20]. Under suitable general assumptions
on the coefficient functions, however, strong completeness of the SDE (1) holds; see [4] and also,
e.g., [24, 1, 8, 7, 6, 22, 21, 19]
1.1 Notation
Throughout this article we frequently use the following notation. For every topological space
(E, E) we denote by B(E) the Borel-sigma-algebra on (E, E). For all measurable spaces (A,A)
and (B,B) we denote by M(A,B) the set of A/B-measurable functions from A to B. For every
probability space (Ω,A,P), real number p ∈ [1,∞], and normed vector space (V, ‖ · ‖V ) we
denote by ‖·‖Lp(P;V ) : M(A,B(V )) → [0,∞] the function that satisfies for all X ∈ M(A,B(V ))
that ‖X‖Lp(P;V ) = (E[‖X‖pV ])
1/p
if p < ∞ and ‖X‖L∞(P;V ) = inf{c ∈ [0,∞) : ‖X‖V ≤ c P-a.s.}
otherwise. For every a ∈ (0,∞) we denote by a
0
, 0−a, and ∞a the extended real numbers given
by a
0
= ∞, 0−a = ∞, and ∞a = ∞. We denote by sup(∅), 0
0
, 0 · ∞, and 00 the extended real
numbers given by sup(∅) = −∞, 0
0
= 0, 0 ·∞ = 0, and 00 = 1. For two finite dimensional Hilbert
spaces (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U), an open set O ⊆ H , and two functions µ : O → H
and σ : O → HS(U,H), we define the linear operator (that we call generator) Gµ,σ : C2(O,R) →
M(O,B(R)) by
(Gµ,σφ)(x) := φ′(x)µ(x) + 12 tr
(
σ(x)σ(x)∗(Hess φ)(x)
)
(8)
for all x ∈ O, φ ∈ C2(O,R).
2 Preliminary results
In Subsection 2.1 we prove that if there exists a continuous version of difference quotients, then
there exists a differentiable version. Moreover, we recall for the convenience of the reader results
from the literature which are used in our proofs of existence of solutions of SDEs which are differ-
entiable in the initial value. More precisely, we will use in our proofs a local Kolmogorov-Chentsov
continuity theorem (see Subsection 2.2 below), a stochastic Gronwall lemma (see Subsection 2.3
below), and exponential moment estimates (see Subsection 2.4 below)
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2.1 Inferring a differentiable version from continuity of difference quo-
tients
The following lemma shows, informally speaking, that if the difference quotient of a random field
with continuous sample paths has a continuous version, then the random field has differentiable
sample paths.
Lemma 2.1 (A continuous version of the difference quotient implies differentiability). Let (Ω,F ,P)
be a probability space, let (H, 〈·, ·〉H, ‖ · ‖H) and (U, 〈·, ·〉U , ‖ · ‖U) be separable R-Hilbert spaces, let
H ⊆ H be an orthonormal basis of H, let O ⊆ H be an open subset, let D ⊆ O be a countable
dense subset, let T be a set, and let X : T ×O×Ω→ U and Z : T ×∩h∈H{(x, p) ∈ O×R : x+hp ∈
O}×Ω→ HS(H,U) be random fields satisfying for all x ∈ D, p ∈ Q\{0}, h ∈ H with x+ph ∈ O
that P-a.s. it holds for all t ∈ T that
Zt(x, p)h = X
x+ph
t −X
x
t
p
(9)
and satisfying that for P-almost all ω ∈ Ω and all t ∈ T it holds that the functions O ∋ x 7→
X xt (ω) ∈ U and ∩h∈H{(y, q) ∈ O × R : y + hq ∈ O} ∋ (x, p) 7→ Zt(x, p, ω) ∈ HS(H,U) are
continuous. Then there exists a set Ω0 ∈ F such that
(i) P(Ω0) = 1, and
(ii) it holds for all ω ∈ Ω0 and all t ∈ T that the mapping O ∋ x 7→ X xt (ω) ∈ U is continuously
Fre´chet-differentiable and it holds for all x ∈ O that d
dx
X xt (ω) = Zt(x, 0, ω).
Proof of Lemma 2.1. Throughout this proof let hi ∈ H , i ∈ N ∩ [1, dim(H)], be pairwise distinct
and satisfy that {hi : i ∈ N∩ [1, dim(H)]} = H and let OR ⊆ H×R be the set OR = ∩h∈H{(x, p) ∈
O × R : x + hp ∈ O}. By assumption there exists a set Ω1 ∈ F satisfying that P(Ω1) = 1 and
that for all ω ∈ Ω1, t ∈ T it holds that the functions O ∋ x 7→ X xt (ω) ∈ U and ∩h∈H{(y, q) ∈
O × R : y + hq ∈ O} ∋ (x, p) 7→ Zt(x, p, ω) ∈ HS(H,U) are continuous. Let Ω0 ∈ F be the set
satisfying that
Ω0 = Ω1 ∩
⋂
(x,p)∈OR∩(D×Q)
⋂
h∈H
{
∀t ∈ T : X x+pht − X x = pZt(x, p)h
}
. (10)
The fact that for all (x, p) ∈ OR ∩ (D ×Q), h ∈ H it holds P-a.s. that for all t ∈ T it holds that
Zt(x, p)h = X
x+ph
t −X
x
t
p
, the fact that (OR∩ (D×Q))×H is a countable set, the fact that X ,Z are
random fields, and the fact that P(Ω1) = 1 imply that Ω0 ∈ F and that P(Ω0) = 1. This proves
Item (i).
Next we prove Item (ii). For the rest of the proof, let ω ∈ Ω0, t ∈ T , x ∈ O, and r ∈ (0,∞)
with {y ∈ O : ‖y − x‖ < 2r} ⊆ O be fixed. The fact that ω ∈ Ω0, the fact that the functions
O ∋ y 7→ X yt (ω) ∈ U and ∩h∈H{(z, q) ∈ O × R : z + hq ∈ O} ∋ (y, p) 7→ Zt(y, p, ω) ∈ HS(H,U)
are continuous, and the fact that {(y, p) ∈ O × R : ‖y − x‖2H + |p|2 < r2} ∩ (D × Q) is dense in
{(y, p) ∈ O × R : ‖y − x‖2H + |p|2 < r2} ⊆ OR imply that for all (y, p) ∈ O × R, h ∈ H with
‖y − x‖2H + |p|2 < r2 it holds that
X y+pht (ω)−X yt (ω) = pZt(y, p, ω)h. (11)
Now for all v ∈ H , i ∈ N∩ [1, dim(H)] with ‖v‖H < r it holds that
∥∥x+∑i−1j=1〈v, hj〉Hhj − x∥∥2H +
|〈v, hi〉H |2 =
∑i
j=1 (〈v, hj〉H)2 ≤ ‖v‖2H < r2. Consequently, this, a telescoping sum, and (11) yield
4
that for all v ∈ H with ‖v‖ < r it holds that
X x+vt (ω)−X xt (ω)− Zt(x, 0, ω)v
=
dim(H)∑
i=1
(
X x+
∑i
j=1〈v,hj〉Hhj
t (ω)− X
x+
∑i−1
j=1〈v,hj〉Hhj
t (ω)
)
− Zt(x, 0, ω)
dim(H)∑
i=1
〈v, hi〉Hhi
=
dim(H)∑
i=1
〈v, hi〉HZt
(
x+
∑i−1
j=1〈v, hj〉Hhj , 〈v, hi〉H , ω
)
hi −
dim(H)∑
i=1
〈v, hi〉HZt(x, 0, ω)hi.
(12)
This, the triangle inequality, and the Cauchy-Schwarz inequality show that for all v ∈ H with
‖v‖H ∈ (0, r) it holds that
‖Xx+vt (ω)−Xxt (ω)−Zt(x,0,ω)v‖U
‖v‖H
= 1
‖v‖H
∥∥∥∥∥∥
dim(H)∑
i=1
〈v, hi〉H
(
Zt
(
x+
∑i−1
j=1〈v, hj〉Hhj , 〈v, hi〉H , ω
)
hi − Zt(x, 0, ω)hi
)∥∥∥∥∥∥
U
≤ 1
‖v‖H

dim(H)∑
i=1
(〈v, hi〉H)2


1/2
dim(H)∑
i=1
∥∥∥Zt(x+∑i−1j=1〈v, hj〉Hhj , 〈v, hi〉H , ω)hi − Zt(x, 0, ω)hi∥∥∥2
U


1/2
= ‖v‖H
‖v‖H
∥∥∥Zt(x+∑i−1j=1〈v, hj〉Hhj , 〈v, hi〉H , ω)− Zt(x, 0, ω)∥∥∥
HS(H,U)
.
(13)
This and continuity of the function ∩h∈H{(z, q) ∈ O × R : z + hq ∈ O} ∋ (y, p) 7→ Z(y, p, ω) ∈
HS(H,U) in the point (x, 0) yield that
lim
H∋v→0
‖Xx+vt (ω)−Xxt (ω)−Zt(x,0,ω)v‖U
‖v‖H
= 0. (14)
This together with continuity of the function O ∋ x 7→ Zt(x, 0, ω) ∈ HS(H,U) proves Item (ii)
and thus completes the proof of Lemma 2.1.
2.2 A local Komogorov-Chentsov continuity theorem
For convenience of the reader the following proposition, Proposition 2.2, formulates Proposition
4.5 in [11] which is a version of the Kolmogorov-Chentsov continuity theorem.
Proposition 2.2 (A local Komogorov-Chentsov continuity theorem). Let (Ω,F ,P) be a proba-
bility space, let (H, 〈·, ·〉H , ‖·‖H) be a finite-dimensional R-Hilbert space, let D ⊆ H be a set, let
(E, ‖·‖E) be a Banach space, let F ⊆ E be a closed subset, let p ∈ (dim(H),∞), α ∈ (dim(H)p ,∞),
and let X : D × Ω→ F be a random field which satisfies for all n ∈ N that
sup
({
E [‖X(x)‖pE] : x ∈ D, ‖x‖H ≤ n
}
∪
{
(E[‖X(x)−X(y)‖pE ])
1
p
‖x−y‖αH
: x, y ∈ D, ‖x‖H ≤ n, ‖y‖H ≤ n, x 6= y
}
∪ {0}
)
<∞.
(15)
Then there exists a function X : D × Ω→ F which satisfies
(i) that X is B(D)⊗F/B(F )-measurable,
(ii) that for all ω ∈ Ω it holds that (D ∋ x 7→ X (x, ω) ∈ F ) ∈ C(D,F ), and
(iii) that for all x ∈ D it holds P-a.s. that X (x) = X(x).
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2.3 A stochastic Gronwall inequality
For convenience of the reader the following proposition, Proposition 2.3, formulates a part of
Corollary 2.5 in [11].
Proposition 2.3 (A stochastic Gronwall inequality). Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U)
be separable R-Hilbert spaces, let p ∈ [2,∞), T, δ ∈ (0,∞) let (Ω,F ,P) be a probability space
with a filtration (Ft)t∈[0,T ] which satisfies that {B ∈ F : P(B) = 0} ⊆ F0, and let (Wt)t∈[0,T ] be a
cylindrical IdU -Wiener process, let X, a : [0, T ]×Ω→ H, b : [0, T ]×Ω→ HS(U,H), α, β : [0, T ]×
Ω→ [0,∞) be B([0, T ])⊗F-measurable and adapted stochastic processes which satisfy P-a.s. that∫ T
0
‖as‖H + ‖bs‖2HS(U,H) + |αs| + |βs|2 ds < ∞ which satisfy for all t ∈ [0, T ] that it holds P-a.s.
that Xt = X0 +
∫ t
0
as ds+
∫ t
0
bs dWs, and which satisfy P-a.s. that for all t ∈ [0, T ] it holds that
〈Xt, at〉H + 12‖bt‖2HS(U,H) + p−22
‖〈Xt,bt〉H‖
2
HS(U,R)
‖Xt‖2H
≤ αt‖Xt‖2H + |βt|2. (16)
Then it holds for all t ∈ [0, T ], q, r ∈ (0,∞) with 1
q
= 1
p
+ 1
r
that
‖Xt‖Lq(P;H)
≤
∥∥∥∥∥
(
‖X0‖pH + δ
p−2
2
∫ t
0
|βs|p ds
) 1
p
∥∥∥∥∥
Lp(P;R)
∥∥∥∥ exp ( t∫
0
αu du
)∥∥∥∥
Lq(P;R)
exp
( 1
2
− 1
p
δ
t
)
.
(17)
2.4 Exponential moment estimates
In this subsection we collect two results from the literature which formalize a Lyapunov-method
to derive (exponential) moment estimates. We will use these estimates to prove condition (15)
for suitable difference quotients.
In this subsection we frequently use the following setting.
Setting 2.4. Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let T, c ∈
(0,∞), let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ] which satisfies that
{B ∈ F : P(B) = 0} ⊆ F0, let W : [0, T ] × Ω → U be a standard (Ω,F , (Ft)t∈[0,T ],P)-Brownian
motion, let O ⊆ H be an open set, let O ∈ B(O), let µ : O → H and σ : O → HS(U,H) be Borel
measurable functions, and let X : [0, T ]×Ω→ O be an adapted stochastic process with continuous
sample paths which satisfies that P-a.s. it holds that ∫T0 ‖µ(Xs)‖ + ‖σ(Xs)‖2 ds < ∞ and that
Xt = X0 + ∫ t0 µ(Xs) ds+ ∫ t0 σ(Xs) dWs.
For the convenience of the reader, we recall the following well-known Lyapunov estimate
consequence of e.g., Theorem 2.4 in [11], Lemma 2.2 in [4] or the proof of Lemma 2.2 in Gyo¨ngy
& Krylov [9]).
Lemma 2.5 (A Lyapunov estimate). Assume Setting 2.4 and let V ∈ C2(O, [0,∞)) and a real
number α ∈ [0,∞) satisfy that P-a.s. it holds for all t ∈ [0, T ] that (Gµ,σV )(Xt) ≤ αV (Xt). Then
it holds that E
[
V (XT )
] ≤ eαT E[V (X0)].
The next result, Lemma 2.6, is a minor generalization of Corollary 2.4 in [4] to arbitrary
nonnegative starting times.
Lemma 2.6 (Exponential moment estimates). Assume Setting 2.4, let α, β ∈ R, V ∈ C2(O,R),
s ∈ [0, T ], and let V¯ : [s, T ] × O → R be a Borel measurable function which satifies that P-a.s.
it holds that
∫ T
s
|V¯ (r,Xr)| dr < ∞ and that it holds for all (t, x) ∈ ∪ω∈Ω ∪r∈[s,T ] {(r,Xr(ω)) ∈
[s, T ]×O} that
(Gµ,σV )(x) + 12eαt ‖σ(x)∗ (∇V )(x)‖2 + V¯ (t, x) ≤ αV (x) + β. (18)
Then
E
[
exp
(
V (XT )
eαT
+
T
∫
s
V¯ (r,Xr)
eαr
dr
)]
≤ E
[
exp
(
V (Xs)
eαs
+
T
∫
s
β
eαr
dr
)]
∈ [0,∞]. (19)
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Proof of Lemma 2.6. Corollary 3.3 in [11] (applied with T = T − s, (Ft)t∈[0,T−s] = (Ft+s)t∈[0,T−s],
(Wt)t∈[0,T−s] = (Ws+t−Ws)t∈[0,T−s], (Xt)t∈[0,T−s] = (Xt+s)t∈[0,T−s], V = (O ∋ x 7→ e−αsV (x) ∈ [0,∞)),
U¯ =
(
[0, T − s]×O ∋ (t, x) 7→ e−αsV¯ (t + s, x)− e−αsβ ∈ R) in the notation of Corollary 3.3
in [11]) implies (19). This proves Lemma 2.6.
The next result, Lemma 2.6, is a consequence of Corollary 3.4 in [11].
Lemma 2.7 (Exponential moment condition implies moments). Assume Setting 2.4, let α, β ∈
[0,∞), V ∈ C2(O, [0,∞)), s ∈ [0, T ], satisfy that it holds for all t ∈ [0, T ], x ∈ O that
(Gµ,σV )(x) + 12eαt ‖σ(x)∗ (∇V )(x)‖2 ≤ αV (x) + β, (20)
and let s ∈ [0, T ], t ∈ [s, T ], p ∈ [1,∞). Then it holds that
‖1 + V (Xt)‖Lp(P;R) ≤ eαt
(
p +
t
∫
s
β
eαr
dr + e−αs‖V (Xs)‖Lp(P;R)
)
. (21)
Proof of Lemma 2.7. Corollary 3.4 in [11] (applied with T = t − s, τ = t − s, (Fu)u∈[0,t−s] =
(Fu+s)u∈[0,t−s], (Wu)u∈[0,t−s] = (Ws+u − Ws)u∈[0,t−s], (Xu)u∈[0,t−s] = (Xu+s)u∈[0,t−s], β = βe−αs,
U = ([0, t− s]×O ∋ (r, x) 7→ e−αsV (x) ∈ [0,∞)) in the notation of Corollary 3.4 in [11]) implies
that
‖1 + V (Xt)‖Lp(P;R) ≤ eαt
∥∥p+ e−α(t−s)e−αsV (Xt)∥∥Lp(P;R) = eαt ‖p+ U(t− s,Xs+t−s)‖Lp(P;R)
≤ eαt
∥∥∥∥p+ U(0, Xs) + t−s∫
0
βe−αs
eαr
dr
∥∥∥∥
Lp(P;R)
= eαt
∥∥∥∥p+ e−αsV (Xs) + t∫
s
β
eαr
dr
∥∥∥∥
Lp(P;R)
≤ eαt
(
p+
t
∫
s
β
eαr
dr + e−αs‖V (Xs)‖Lp(P;R)
)
.
(22)
This proves (21) and finishes the proof of Lemma 2.7.
The following result, Lemma 2.8, generalizes the k = 1 case of [4, Lemma 2.23] which is a
special case of Lemma 2.8 with H = Rd, s = 0, V¯ (t, ·) = V¯ (·) for all t ∈ [0, T ], X(1) = Xx,
X(3) = Xx, X(2) = Xy, and X(4) = Xy for d ∈ N, x, y ∈ O.
Lemma 2.8. Assume Setting 2.4, let s ∈ [0, T ], let X(j) : [s, T ] × Ω → O, j ∈ {1, 2, 3, 4}
be (Ft)t∈[s,T ]-adapted stochastic processes with continuous sample paths satisfying for all j ∈
{1, . . . , 4}, t ∈ [s, T ] that P-a.s. it holds that ∫Ts ‖µ(X(j)r )‖ + ‖σ(X(j)r )‖2 dr < ∞ and that X(j)t =
X
(j)
s + ∫ ts µ(X(j)r ) dr + ∫ ts σ(X(j)r ) dWr, let α0, α1, β0, β1 ∈ R, let V0, V1 ∈ C2(O, [0,∞)), let
V¯ ∈ C([s, T ]×O,R) satisfy for all i ∈ {0, 1}, (t, x) ∈ ∪ω∈Ω ∪r∈[s,T ]∪4j=1{(r,X(j)r (ω)) ∈ [s, T ]×O}
that
(Gµ,σVi)(x) + 12eαit‖σ(x)∗(∇Vi)(x)‖2 + 1{1}(i) · V¯ (t, x) ≤ αiVi(x) + βi, (23)
let q, q0, q1 ∈ (0,∞] satisfy 1q0 + 1q1 = 1q , and let φ : [s, T ] → R be a Borel measurable function
which satisfies that it holds P-a.s. that
∫ T
s
|φ(r)| dr <∞. Then it holds that∥∥∥∥∥exp
(∫ T
s
φ(r) +
4∑
j=1
[
V0(X
(j)
r )
4q0(T−s)eα0r
+ V¯ (r,X
(j)
r )
4q1eα1r
]
dr
)∥∥∥∥∥
Lq(P;R)
≤ exp
(∫ T
s
φ(r) +
β0 (1−
r−s
T−s
)
q0eα0r
+ β1
q1eα1r
dr
) 1∏
i=0
4∏
j=1
∥∥∥exp (Vi(X(j)s )4qieαis
)∥∥∥
L4qi (P;R)
.
(24)
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Proof of Lemma 2.8. Without loss of generality we assume for the rest of the proof that φ ≡ 0,
otherwise divide by exp(
∫ T
s
φ(r) dr) ∈ (0,∞). Ho¨lder’s inequality together with 1
p
= 4 1
4q0
+ 4 1
4q1
,
the fact that
∫ T
s
β0(1−
r−s
T−s
)
q0eα0r
dr =
∫ T
s
∫ r
s
β0
q0(T−s)eα0u
du dr, Jensen’s inequality, nonnegativity of V1,
and Lemma 2.6 (applied with T = t, V¯ = −β0, α = α0, X = X(j) for j ∈ {1, . . . , 4} and t ∈ [s, T ]
and applied with V0 = V1, V¯ = V¯ − β1, α = α1, X = X(j) for j ∈ {1, . . . , 4} in the notation of
Lemma 2.6) show that∥∥∥∥∥exp
(∫ T
s
4∑
j=1
[
V0(X
(j)
r )
4q0(T−s)eα0r
+ V¯ (r,X
(j)
r )
4q1eα1r
]
dr
)∥∥∥∥∥
Lp(P;R)
exp
(
−
∫ T
s
1∑
i=0
βi(1−
r−s
T−s
)1−i
qieαir
dr
)
≤
4∏
j=1
[∥∥∥∥exp
(∫ T
s
V0(X
(j)
r )
4q0(T−s)eα0r
−
∫ r
s
β0
4q0(T−s)eα0u
du dr
)∥∥∥∥
L4q0 (P;R)
·
∥∥∥∥exp
(∫ T
s
V¯ (r,X
(j)
r )−β1
4q1eα1r
dr
)∥∥∥∥
L4q1 (P;R)
]
≤
4∏
j=1
[
sup
t∈[s,T ]
(
E
[
exp
(
V0(X
(j)
t )
eα0t
−
∫ t
s
β0
eα0u
du
)])1/4q0
·
(
E
[
exp
(
V1(X
(j)
T )
eα1T
+
∫ T
s
V¯ (r,X
(j)
r )−β1
eα1r
dr
)])1/4q1]
≤
4∏
j=1
[(
E
[
exp
(
V0(X
(j)
s )
eα0s
)])1/4q0 (
E
[
exp
(
V1(X
(j)
s )
eα1s
)])1/4q1]
=
1∏
i=0
4∏
j=1
∥∥∥exp (Vi(X(j)s )4qieαis
)∥∥∥
L4qi (P;R)
.
(25)
This implies (24). The proof of Lemma 2.8 is thus completed.
3 Existence of a C0-solution
Setting 3.1. Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be R-Hilbert spaces, let T ∈ (0,∞), let
(Ω,F ,P) be a probability space with a filtration (Ft)t∈[0,T ] which satisfies that {B ∈ F : P(B) =
0} ⊆ F0, let (Wt)t∈[0,T ] be a cylindrical IdU -Wiener process, let ∆T = {(s, t) ∈ [0, T ]2 : s ≤ t}, let
O ⊆ H be an open set, let O ∈ B(O), let µ ∈ C(O,H) σ ∈ C(O,HS(U,H)), for all s ∈ [0, T ],
x ∈ O let Xxs,· : [s, T ]×Ω→ O be an (Ft)t∈[s,T ]-adapted stochastic process with continuous sample
paths satisfying that for all t ∈ [s, T ] it holds P-a.s. that
Xxs,t = x+
∫ t
s
µ(Xxs,r) dr +
∫ t
s
σ(Xxs,r) dWr, (26)
let α0, α1 ∈ [0,∞), β0, β1 ∈ R, V0, V1 ∈ C2(O, [0,∞)), let V¯ : [0, T ] × O → [0,∞) be a Borel
measurable function satisfying that for all s ∈ [0, T ], x ∈ O it holds P-a.s. that ∫ T
s
|V¯ (r,Xxs,r)|dr <
∞ and that for all i ∈ {0, 1}, t ∈ [0, T ], x ∈ O it holds that
(Gµ,σVi)(x) + 12eαit‖σ(x)∗(∇Vi)(x)‖2 + 1{1}(i) · V¯ (t, x) ≤ αiVi(x) + βi, (27)
let φ : [0, T ] → [0,∞) be a Borel measurable function satisfying that ∫ T
0
φ(r) dr < ∞, let p ∈
[2,∞), q ∈ (0,∞), q0, q1 ∈ (0,∞) satisfy that 1q0 + 1q1 = 1q , and assume that for all t ∈ [0, T ],
x, y ∈ O it holds that
〈
x− y, µ(x)− µ(y)〉
H
+ 1
2
∥∥σ(x)− σ(y)∥∥2
HS(U,H)
+ p−2
2
∥∥〈x−y,∫10 σ′(λx+(1−λ)y) dλ(x−y)〉H∥∥2HS(U,R)
‖x−y‖2H
≤ ‖x− y‖2H ·
(
φ(t) + V0(x)+V0(y)
2q0Teα0t
+ V¯ (x)+V¯ (y)
2q1eα1t
)
.
(28)
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3.1 Strong local Ho¨lder estimate
Lemma 3.2 (Strong local Ho¨lder estimate). Assume Setting 3.1, let γ ∈ (0,∞) satisfy for all
x ∈ O that
max
{‖µ(x)‖H , ‖σ(x)‖HS(U,H)} ≤ (1 + V0(x))γ, (29)
assume that pq
p+q
∈ [2,∞)∩ [ 1
γ
,∞), and let s1, s2, t1, t2 ∈ [0, T ], x1, x2 ∈ O satisfy s1 ≤ t1, s2 ≤ t2.
Then it holds that
‖Xx1s1,t1 −Xx2s2,t2‖L pqp+q (P;R) ≤
√
|t1 − t2|eαγT | pqp+qγ + e−αs1V0(x1)|γ
(√
T + pq
p+q
)
+ ‖x1 − x2‖H exp
(∫ T
0
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x1)+Vi(x2)
2qi
)
+
√
|s1 − s2|eαγ|s2−s1||pγ + V0(x2)|γ
(√|s2 − s1|+ p)
· exp
(∫ T
0
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2)
2qieαs2
+
1∑
i=0
Vi(x2)
2qieαis1
)
.
(30)
Proof of Lemma 3.2. Without loss of regularity we additionally assume throughout this proof
that s1 ≤ s2 (otherwise exchange the roles of (s1, t1, x1) and of (s2, t2, x2). Lemma 3.8 in [11]
(applied with T = T − s1, (Ft)t∈[0,T−s1] = (Fs1+t)t∈[0,T−s1], (Wt)t∈[0,T−s1] = (Ws1+t −Ws1)t∈[0,T−s1],
(Xt)t∈[0,T−s1] = (X
x1
s1,s1+t)t∈[0,T−s1], (Yt)t∈[0,T−s1] = (X
x2
s1,s1+t)t∈[0,T−s1], V0 = (O ∋ x 7→ e−αs1V0(x) ∈
[0,∞)), V¯ = ([0, T − s1] × O ∋ (t, x) 7→ e−αs1 V¯ (s1 + t, x) ∈ R), β0 = e−αs1β0, β1 = e−αs1β1,
φ = ([0, T − s1] ∋ t 7→ φ(s1 + t) ∈ [0,∞)), t1 = t1 − s1, t2 = s2− s1 in the notation of Lemma 3.8
in [11]) implies that
‖Xx1s1,t1 −Xx2s1,t2‖L pqp+q (P;R) ≤
√
|t1 − t2|eαγ(T−s1)| pqp+qγ + e−αs1V0(x1)|γ
(√
T − s1 + pqp+q
)
+ ‖x1 − x2‖H exp
(∫ T−s1
0
φ(s1 + r) +
e−α0s1β0
q0eα0r
+ e
−α0s1β1
q1eα1r
dr +
1∑
i=0
Vi(x1)+Vi(x2)
2qieαs1
)
.
(31)
Moreover, the fact that for all t ∈ [0, T − s2] it holds P-a.s. that
Xx2s1,s2+t = X
x2
s1,s2 +
∫ t
0
µ(Xx2s1,s2+r) dr +
∫ t
0
σ(Xx2s1,s2+r) d(Ws2+r −Ws2) (32)
and Lemma 3.8 in [11] (applied with T = T − s2, (Ft)t∈[0,T−s2] = (Fs2+t)t∈[0,T−s2], (Wt)t∈[0,T−s2] =
(Ws2+t −Ws2)t∈[0,T−s2], (Xt)t∈[0,T−s2] = (Xx2s1,s2+t)t∈[0,T−s2], (Yt)t∈[0,T−s2] = (Xx2s2,s2+t)t∈[0,T−s2], V0 =
(O ∋ x 7→ e−αs2V0(x) ∈ [0,∞)), V¯ = ([0, T − s2] × O ∋ (t, x) 7→ e−αs2 V¯ (s2 + t, x) ∈ R),
β0 = e
−αs2β0, β1 = e
−αs2β1, φ = ([0, T − s2] ∋ t 7→ φ(s2 + t) ∈ [0,∞)), t1 = t2 − s2, t2 = t2 − s2
in the notation of Lemma 3.8 in [11]) imply that
‖Xx2s1,t2 −Xx2s2,t2‖L pqp+q (P;R) = ‖X
x2
s1,s2+t2−s2 −Xx2s2,s2+t2−s2‖L pqp+q (P;R)
≤
∥∥∥Xx2s1,s2 − x2∥∥∥
Lp(P;H)
exp
(∫ T−s2
0
φ(s2 + r) +
e−α0s2β0
q0eα0r
+ e
−α1s2β1
q1eα1r
dr +
1∑
i=0
Vi(x2)
2qieαs2
)
·
1∏
i=0
(
E
[
exp
(
Vi(X
x2
s1,s2
)
eαis2
)]) 1
2qi .
(33)
This, the fact that p ≥ pq
p+q
≥ max{1, 1
γ
,∞)}, Lemma 3.7 in [11] (applied with T = s2 −
s1, (Ft)t∈[0,s2−s1] = (Fs1+t)t∈[0,s2−s1], (Wt)t∈[0,s2−s1] = (Ws1+t − Ws1)t∈[0,s2−s1], (Xt)t∈[0,s2−s1] =
(Xx2s1,s1+t)t∈[0,s2−s1], V0 = (O ∋ x 7→ e−αs1V0(x) ∈ [0,∞)), V¯ = ([0, s2 − s1] × O ∋ (t, x) 7→
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V¯ (s1 + t, x) ∈ R), φ = ([0, s2 − s1] ∋ t 7→ φ(s1 + t) ∈ [0,∞)), t1 = s2 − s1, t2 = 0 in the notation
of Lemma 3.7 in [11]), and Lemma 2.6 yield that
‖Xx2s1,t2 −Xx2s2,t2‖L pqp+q (P;R) ≤ e
αγ(s2−s1)|pγ + e−αs1V0(x2)|γ
(√
s2 − s1 + p
)√
s2 − s1
· exp
(∫ T−s2
0
φ(s2 + r) +
β0
q0eα0s2eα0r
+ β1
q1eα0s2eα1r
dr +
1∑
i=0
Vi(x2)
2qieαs2
)
exp
( 1∑
i=0
Vi(x2)
2qieαis1
)
.
(34)
Finally, the triangle inequality, (31), and (34) yield that
‖Xx1s1,t1 −Xx2s2,t2‖L pqp+q (P;R) ≤ ‖X
x1
s1,t1 −Xx2s1,t2‖L pqp+q (P;R) + ‖X
x2
s1,t2 −Xx2s2,t2‖L pqp+q (P;R)
≤
√
|t1 − t2|eαγT | pqp+qγ + V0(x1)|γ
(√
T + pq
p+q
)
+ ‖x1 − x2‖H exp
(∫ T
s1
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x1)+Vi(x2)
2qieαs1
)
+ eαγ|s2−s1||pγ + V0(x2)|γ
(√|s2 − s1|+ p)√s2 − s1
· exp
(∫ T
s2
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2)
2qieαs2
+
1∑
i=0
Vi(x2)
2qieαis1
)
..
(35)
This completes the proof of Lemma 3.2.
The following lemma, Lemma 3.3, provides a moment estimate for spatial derivatives of solu-
tions of SDEs.
Lemma 3.3 (Moment estimates for the first derivative process). Assume Setting 3.1, let s ∈
[0, T ], t ∈ [s, T ], x ∈ O, v ∈ H, ε ∈ (0, 1) satisfy that {y ∈ R : ‖x − yv‖H < ε} ⊆ O, let
D : Ω→ H be measurable, and assume that ((Xx+vys,t −Xxs,t)/y)y∈{z∈R\{0} : ‖x−zv‖H<ε} converges in
probability to D as y → 0. Then it holds for all t ∈ (s, T ] that
‖D‖
L
pq
p+q (P;H)
≤ ‖v‖H exp
(∫ t
s
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x)
qieαis
)
. (36)
Proof of Lemma 3.3. The fact that
(
(Xx+vys,t − Xxs,t)/y
)
y∈{z∈R\{0} : ‖x−zv‖H<ε}
converges in proba-
bility to D as y → 0, Fatou’s lemma (e.g. Lemma 3.10 in [13]), and Lemma 3.2 (applied for every
y ∈ {z ∈ R \ {0} : ‖x− zv‖H < ε} with T = t, s1 = s, s2 = s, t1 = t, t2 = t, x1 = x+ vy, x2 = x
in the notation of Lemma 3.2) yield for all t ∈ [s, T ] that
‖D‖
L
pq
p+q (P;H)
≤ lim inf
{z∈R\{0} : ‖x−zv‖H<ε}∋y→0
[
1
|y|
∥∥Xx+vys,t −Xxs,t∥∥L pqp+q (P;H)
]
≤ lim inf
{z∈R\{0} : ‖x−zv‖H<ε}∋y→0
[
1
|y|
‖x+ vy − x‖H exp
(∫ t
s
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x+vy)+Vi(x)
2qieαis
)]
= ‖v‖H exp
(∫ t
s
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x)
qieαis
)
.
(37)
This proves (36) and finishes the proof of Lemma 3.3.
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3.2 Existence of a C0-solution
Lemma 3.4 (Existence of a C0-solution). Assume Setting 3.1, assume that V0, V1 are bounded
on every bounded subset of O, assume that pq
p+q
∈ [ 1
γ
,∞) ∩ (2 dim(H) + 4,∞), and let γ ∈ (0,∞)
satisfy for all x ∈ O that
max
{‖µ(x)‖H , ‖σ(x)‖HS(U,H)} ≤ (1 + V0(x))γ. (38)
Then there exists a function X : ∆T ×O × Ω→ O such that
(i) X is B(∆T ×O)⊗ F/B(O)-measurable,
(ii) for all x ∈ O, s ∈ [0, T ] it holds P-a.s. that (X xs,t)t∈[s,T ] = (Xxs,t)t∈[s,T ], and
(iii) for every ω ∈ Ω it holds that X (ω) ∈ C(∆T ×O,O).
Proof of Lemma 3.4. Throughout this proof let Kn ⊆ R×R×H , n ∈ N, be the sets which satisfy
for all n ∈ N that Kn = {(s, t, x) ∈ ∆T × O : s2 + t2 + ‖x‖2H ≤ n2}. Lemma 3.2, the fact that∫ T
0
φ(r) dr <∞, and boundedness of the functions V0, V1 on each of the bounded subsets (Kn)n∈N
of O hence demonstrate for all n ∈ N that
sup
(s1,t1,x1),(s2,t2,x2)∈Kn :
(s1,t1,x1)6=(s2,t2,x2)
(
E
[
‖Xx1s1,t1 −Xx2s2,t2‖
pq
p+q
H
]) p+q
p
(|s1 − s2|2 + |t1 − t2|2 + ‖x1 − x2‖2H)
1
4
<∞. (39)
In particular this implies for all n ∈ N that
sup
(s,t,x)∈Kn
(
E
[
‖Xxs,t‖
pq
p+q
H
]) p+q
p
≤ sup
(s,t,x)∈Kn :
t6=s
(
E
[
‖Xxs,t −Xxs,s‖
pq
p+q
H
])p+q
p
(|s− s|2 + |t− s|2 + ‖x− x‖2H)
1
4
sup
(s,t,x)∈Kn
√
|t− s|+ sup
x∈Kn
‖x‖H <∞.
(40)
This, (39), Proposition 2.2 (applied with H = R × R × H , D = ∆T × O, E = H , F = O,
p = pq
p+q
, α = 1/2, X =
(
∆T ×O ∋ (s, t, x) 7→ Xxs,t ∈ O
)
in the notation of Proposition 2.2), and
path continuity of Xxs,·, s ∈ [0, T ], x ∈ O establish the existence of a B(∆T × O) ⊗ F/B(O))-
measurable function X : ∆T × O × Ω → O which satisfies that for all ω ∈ Ω it holds that
X (ω) ∈ C(∆T × O,O) and which satisfies that for all x ∈ O, s ∈ [0, T ] it holds P-a.s. that
(X xs,t)t∈[s,T ] = (Xxs,t)t∈[s,T ]. This completes the proof of Lemma 3.4.
4 Existence of a C1-solution
Setting 4.1. Let (H, 〈·, ·〉H , ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert spaces, let T ∈
(0,∞), let (Ω,F ,P) be a probability space with a filtration (Ft)t∈[0,T ] which satisfies that {B ∈
F : P(B) = 0} ⊆ F0, let (Wt)t∈[0,T ] be a cylindrical IdU -Wiener process, let ∆T = {(s, t) ∈
[0, T ]2 : s ≤ t}, let O ⊆ H be an open sets, let O ∈ B(O) be a convex set, let µ ∈ C1(O,H),
σ ∈ C1(O,HS(U,H)), for all s ∈ [0, T ], x ∈ O let Xxs : [s, T ] × Ω → O be an adapted stochastic
process with continuous sample paths which satisfies that for all t ∈ [s, T ] it holds P-a.s. that
Xxs,t = x+
∫ t
s
µ(Xxs,r) dr +
∫ t
s
σ(Xxs,r) dWr, (41)
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let α0, α1 ∈ [0,∞), β0, β1 ∈ R, c1, c2, c3 ∈ R, let V0, V1 ∈ C2(O, [0,∞)), let V¯ : [0, T ]× O → R
be a Borel measurable function which satisfies for all s ∈ [0, T ], x ∈ O that it holds P-a.s. that∫ T
s
|V¯ (r,Xxs,r)|dr <∞ and for all i ∈ {0, 1}, s ∈ [0, T ], t ∈ [s, T ], x ∈ O that
(Gµ,σVi)(x) + 12eαit‖σ(x)∗(∇Vi)(x)‖2 + 1{1}(i) · V¯ (t, x) ≤ αiVi(x) + βi, (42)
let φ : [0, T ] → [0,∞) be a Borel measurable function which satisfies that ∫ T
0
φ(r) dr < ∞, let
p ∈ [2,∞), q ∈ (2p,∞], q0, q1 ∈ (0,∞], δ ∈ (0,∞) satisfy that 1q0 + 1q1 = 1q , assume that for all
t ∈ [0, T ), x, y ∈ O, h ∈ H \ {0} it holds that〈
h,
1
∫
0
µ′(λx+ (1− λ)y) + δ dλ h
〉
H
+ 1+δ
2
∥∥∥ 1∫
0
σ′(λx+ (1− λ)y) dλ h
∥∥∥2
HS(U,H)
+ (p− 1 + pδ)
∥∥∥〈h,∫10 σ′(λx+(1−λ)y) dλ h〉
H
∥∥∥2
HS(U,R)
‖h‖2H
≤ ‖h‖2H ·
(
φ(t) + V0(x)+V0(y)
2q0Teα0t
+ V¯ (x)+V¯ (y)
2q1eα1t
)
,
(43)
let γ ∈ (0,∞) satisfy that for all x ∈ O it holds that
max
{‖µ(x)‖H , ‖σ(x)‖HS(U,H)} ≤ c1(1 + V0(x))γ , (44)
satisfy that for all x, y ∈ O it holds that
max
{∥∥∥∥ 1∫
0
µ′
(
λx+ (1− λ)y) dλ∥∥∥∥
L(H,H)
,
∥∥∥∥ 1∫
0
σ′
(
λx+ (1− λ)y) dλ∥∥∥∥
L(H,HS(U,H))
}
≤ c2 (2 + V0(x) + V0(y))γ ,
(45)
and satisfy that for all x1, x2, x3, x4 ∈ O, λ ∈ [0, 1] it holds that∥∥µ′(λx1 + (1− λ)x2)− µ′(λx3 + (1− λ)x4)∥∥L(H)
≤ c3‖λ(x1 − x3) + (1− λ)(x2 − x4)‖H
(
4 +
∑4
j=1V0(xi)
)γ
,
(46)
for all s ∈ [0, T ] let Dvs (x, y) : [s, T ]× Ω→ H, x ∈ O, v ∈ H, y ∈ {z ∈ R \ {0} : x+ vz ∈ O} be
adapted stochastic processes with continuous sample paths which satisfy for all t ∈ [s, T ], x ∈ O,
v ∈ H, y ∈ R \ {0} with x+ vy ∈ O that
Dvs,t(x, y) =
Xx+yvs,t −Xxs,t
y
. (47)
Lemma 4.2. Assume Setting 4.1 and let t ∈ [0, T ], x, y ∈ O. Then it holds that
〈
x− y, µ(x)− µ(y)〉
H
+ 1
2
∥∥σ(x)− σ(y)∥∥2
HS(U,H)
+ 2p(1+δ)−2
2
∥∥〈x−y,σ(x)−σ(y)〉
H
∥∥2
HS(U,R)
‖x−y‖2H
≤ ‖x− y‖2H ·
(
φ(t) + V0(x)+V0(y)
2q0Teα0t
+ V¯ (x)+V¯ (y)
2q1eα1t
)
.
(48)
Proof of Lemma 4.2. The fundamental theorem of calculus and assumption (43) (applied for all
x ∈ O, y ∈ O \ {x} with h = x− y in the notation of assumption (43)) yield that
〈
x− y, µ(x)− µ(y)〉
H
+ 1
2
∥∥σ(x)− σ(y)∥∥2
HS(U,H)
+ 2p(1+δ)−2
2
∥∥〈x−y,σ(x)−σ(y)〉
H
∥∥2
HS(U,R)
‖x−y‖2H
=
〈
x− y,
1
∫
0
µ′(λx+ (1− λ)y) dλ(x− y)〉
H
+ 1
2
∥∥ 1∫
0
σ′(λx+ (1− λ)y) dλ(x− y)∥∥2
HS(U,H)
+ (p− 1 + pδ)
∥∥〈x−y,∫10 σ′(λx+(1−λ)y) dλ(x−y)〉H∥∥2HS(U,R)
‖x−y‖2
H
≤ ‖x− y‖2H ·
(
φ(t) + V0(x)+V0(y)
2q0Teα0t
+ V¯ (x)+V¯ (y)
2q1eα1t
)
.
(49)
This completes the Proof of Lemma 4.2.
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Lemma 4.3 (Difference process satisfies linear SDE). Assume Setting 4.1 and let x, v ∈ O,
v ∈ H, y ∈ R \ {0}, s, t ∈ [0, T ] satisfy x+ vy ∈ O and s ≤ t. Then it holds P-a.s. that
Dvs,t(x, y) = v +
∫ t
s
∫ 1
0
µ′(Xxs,r + λ(X
x+vy
s,r −Xxs,r))Dvs,r(x, y) dλ dr
+
∫ t
s
∫ 1
0
σ′(Xxs,r + λ(X
x+vy
s,r −Xxs,r))Dvs,r(x, y) dλ dWr.
(50)
Proof of Lemma 4.3. Note that (47), (41), µ ∈ C1(O,H), σ ∈ C1(O,HS(U,H)), and the funda-
mental theorem of calculus imply that it holds P-a.s. that
Dvs,t(x, y) =
x+vy−x
y
+
∫ t
s
µ(Xx+vys,r )−µ(X
x
s,r)
y
dr +
∫ t
s
σ(Xx+vys,r )−σ(X
x
s,r)
y
dWr
= v +
∫ t
s
∫ 1
0
µ′(Xxs,r + λ(X
x+vy
s,r −Xxs,r))Dvs,r(x, y) dλ dr
+
∫ t
s
∫ 1
0
σ′(Xxs,r + λ(X
x+vy
s,r −Xxs,r))Dvs,r(x, y) dλ dWr.
(51)
This proves (50) and finishes the proof of Lemma 4.3.
4.1 Strong local Ho¨lder estimate
Lemma 4.4 (Strong local Ho¨lder estimate). Assume Setting 4.1 and let s1, s2, t1, t2 ∈ [0, T ],
x1, x2 ∈ O, v1, v2 ∈ H, y1, y2 ∈ R\{0}, δ ∈ [0,∞) satisfy that s1 ≤ t1, s2 ≤ t2, x1+v1y1, x2+v2y2 ∈
O, qδ > 2p(1 + δ), and γpq(1 + δ) ≥ (q − 2p)δ. Then it holds that∥∥∥Dv1s1,t1(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
≤
(
‖x1 − x2‖H + ‖v1y1 − v2y2‖H + ‖v1 − v2‖H +
√
|s1 − s2|+
√
|t1 − t2|
)
·
(
2 + 5γδ−
1
pT
1
p
1+δ
2
)
e2αγT (
√
T + p)
(
2γpq(1+δ)2
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
ι∈{0,1},j∈{1,2}
V0(xj + ιvjyj)
)2γ
· ‖v1‖H max{c2, c3} max
ι∈{0,1},j∈{1,2}
exp
(
3
∫ T
0
φ(r) +
1∑
i=0
βi
qieαir
dr + 3
1∑
i=0
Vi(xj+ιvjyj)
qi
)
.
(52)
Proof of Lemma 4.4. Without loss of regularity we additionally assume throughout this proof
that s1 ≤ s2 (otherwise exchange the roles of (s1, t1, x1) and of (s2, t2, x2). Throughout this proof
let Y, a, ζµ : [0, T − s2] × Ω → H , b, ζσ : [0, T − s2] × Ω → HS(U,H), and η : [0, T − s2] × Ω →
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L(H,HS(U,H)) be the functions which satisfy for all r ∈ [0, T − s2] that
ar =
∫ 1
0
µ′(Xx1s1,s2+r + λ(X
x1+v1y1
s1,s2+r −Xx1s1,s2+r))Dv1s1,s2+r(x1, y1) (53)
− µ′(Xx2s2,s2+r + λ(Xx2+v2y2s2,s2+r −Xx2s2,s2+r))Dv2s2,s2+r(x2, y2) dλ,
br =
∫ 1
0
σ′(Xx1s1,s2+r + λ(X
x1+v1y1
s1,s2+r −Xx1s1,s2+r))Dv1s1,s2+r(x1, y1) (54)
− σ′(Xx2s2,s2+r + λ(Xx2+v2y2s2,s2+r −Xx2s2,s2+r))Dv2s2,s2+r(x2, y2) dλ,
Yr = D
v1
s1,s2
(x1, y1)− v2 +
∫ r
0
au du+
∫ r
0
bu d(Ws2+u −Ws2), (55)
ηr =
∫ 1
0
σ′
(
Xx1s1,s2+r + λ(X
x1+v1y1
s1,s2+r −Xx1s1,s2+r)
)
dλ, (56)
ζµr =
∫ 1
0
µ′(λXx1+v1y1s1,s2+r + (1− λ)Xx1s1,s2+r) (57)
− µ′(λXx2+v2y2s2,s2+r + (1− λ)Xx2s2,s2+r) dλDv1s1,s2+r(x1, y1),
ζσr =
∫ 1
0
σ′(λXx1+v1y1s1,s2+r + (1− λ)Xx1s1,s2+r) (58)
− σ′(λXx2+v2y2s2,s2+r + (1− λ)Xx2s2,s2+r) dλDv1s1,s2+r(x1, y1).
Note that Y, a, b, η, ζµ, ζσ are (Fs2+r)r∈[0,T−s2]-adapted processes with continuous sample paths
and, therefore, B([0, T − s2]) ⊗ F -measurable. Lemma 4.3 implies that for all t ∈ [0, T − s2] it
holds P-a.s. that
Dv1s1,s2+t(x1, y1)−Dv2s2,s2+t(x2, y2) = Dv1s1,s2(x1, y1)− v2 +
∫ s2+t
s2
ar−s2 dr +
∫ s2+t
s2
br−s2 dWr
= Dv1s1,s2(x1, y1)− v2 +
∫ t−s2
0
ar dr +
∫ t−s2
0
br d(Ws2+r −Ws2) = Yt.
(59)
We consider the one-sided affine-linear growth condition for the Itoˆ process Y . Equation (59)
implies that for all r ∈ [0, T − s2] it holds that
ar =
∫ 1
0
µ′(Xx1s1,s2+r + λ(X
x1+v1y1
s1,s2+r −Xx1s1,s2+r))Dv1s1,s2+r(x1, y1)
− µ′(Xx2s2,s2+r + λ(Xx2+v2y2s2,s2+r −Xx2s2,s2+r))Dv2s2,s2+r(x2, y2) dλ,
=
1
∫
0
µ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) dλ Yr
+
1
∫
0
µ′(λXx1+v1y1s1,s2+r + (1− λ)Xx1s1,s2+r)− µ′(λXx2+v2y2s2,s2+r + (1− λ)Xx2s2,s2+r) dλDv1s1,s2+r(x1, y1)
=
1
∫
0
µ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) dλ Yr + ζµr .
(60)
Analogously, equation (59) implies that for all r ∈ [0, T − s2] it holds that
br =
1
∫
0
σ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) dλ Yr + ζσr = ηrYr + ζσr . (61)
Equation (60), the Cauchy-Schwarz inequality, and Young’s inequality yield for all r ∈ [0, T − s2]
that
〈Yr, ar〉H ≤
〈
Yr,
1
∫
0
µ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) dλ Yr
〉
H
+
∥∥Yr∥∥H∥∥ζµr ∥∥H
≤
〈
Yr,
1
∫
0
µ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) + δ dλ Yr
〉
H
+ 1
4δ
∥∥∥ζµr ∥∥∥2
H
.
(62)
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Similarly, equation (61), the Cauchy-Schwarz inequality, and Young’s inequality imply for all
r ∈ [0, T − s2] that
1
2
‖br‖2HS(U,H) + p−22
‖〈Yr ,br〉H‖
2
HS(U,R)
‖Yr‖2H
= 1
2
‖ηrYr + ζσr ‖2HS(U,H) + p−22
‖〈Yr ,ηrYr+ζσr 〉H‖
2
HS(U,R)
‖Yr‖2H
= 1
2
‖ηrYr‖2HS(U,H) + 〈ηrYr, ζσr 〉HS(U,H) + 12‖ζσr ‖2HS(U,H)
+ p−2
2
‖〈Yr ,ηrYr〉H‖
2
HS(U,R)
‖Yr‖2H
+ p−2
2
2〈〈Yr ,ηrYr〉H ,〈Yr ,ζ
σ
r 〉H 〉HS(U,R)
‖Yr‖2H
+ p−2
2
‖〈Yr ,ζσr 〉H‖
2
HS(U,R)
‖Yr‖2H
≤ 1
2
‖ηrYr‖2HS(U,H) + ‖ηrYr‖HS(U,H) ‖ζσr ‖HS(U,H) + 12‖ζσr ‖2HS(U,H)
+ p−2
2
‖〈Yr ,ηrYr〉H‖
2
HS(U,R)
‖Yr‖2H
+ p−2
2
2‖〈Yr ,ηrYr〉H‖HS(U,R)‖〈Yr ,ζ
σ
r 〉H‖HS(U,R)
‖Yr‖2H
+ p−2
2
‖〈Yr ,ζσr 〉H‖
2
HS(U,R)
‖Yr‖2H
≤ 1+δ
2
‖ηrYr‖2HS(U,H) + (p−2)(1+δ)2
‖〈Yr ,ηrYr〉H‖
2
HS(U,R)
‖Yr‖2H
+ (1+δ
−1
2
+ (p−2)(1+δ
−1)
2
)‖ζσr ‖2HS(U,H)
= 1+δ
2
‖ηrYr‖2HS(U,H) + (p−2)(1+δ)2
‖〈Yr ,ηrYr〉H‖
2
HS(U,R)
‖Yr‖2H
+ (p−1)(1+δ
−1)
2
‖ζσr ‖2HS(U,H).
(63)
Next, (62), (63), the fact that 2p(1 + δ)− 2 ≥ (p− 2)(1 + δ), and the hypothesis (43) imply for
all r ∈ [0, T − s2] that
〈Yr, ar〉H + 12‖br‖2HS(U,H) + p−22
‖〈Yr ,br〉H‖
2
HS(U,R)
‖Yr‖2H
≤
〈
Yr,
1
∫
0
µ′(Xx2s2,s2+r + λ(X
x2+v2y2
s2,s2+r −Xx2s2,s2+r)) + δ dλ Yr
〉
H
+ 1+δ
2
‖ηrYr‖2HS(U,H)
+ (p−2)(1+δ)
2
‖〈Yr ,ηrYr〉H‖
2
HS(U,R)
‖Yr‖2H
+ (p−1)(1+δ
−1)
2
‖ζσr ‖2HS(U,H) + 14δ‖ζµr ‖2H
≤ ‖Yr‖2H
(
φ(s2 + r) +
V0(X
x2+v2y2
s2,s2+r
)+V0(X
x2
s2,s2+r
)
2q0Teα0(s2+r)
+
V¯ (X
x2+v2y2
s2,s2+r
)+V¯ (X
x2
s2,s2+r
)
2q1eα1(s2+r)
)
+ (p−1)(1+δ
−1)
2
‖ζσr ‖2HS(U,H) + 14δ‖ζµr ‖2H .
(64)
This, (59), Proposition 2.3 (applied with P = P(·|Fs2), T = T − s2, Wr =Ws2+r −Ws2, Xr = Yr,
αr = φ(s2 + r) +
V0(X
x2+v2y2
s2,s2+r
)+V0(X
x2
s2,s2+r
)
2q0Teα0(s2+r)
+
V¯ (X
x2+v2y2
s2,s2+r
)+V¯ (X
x2
s2,s2+r
)
2q1eα1(s2+r)
, (65)
βr =
(
(p−1)(1+δ−1)
2
‖ζσr ‖2HS(U,H) + 14δ‖ζµr ‖2H
) 1
2
, (66)
q = p
1+p/q
, r = q for all r ∈ [0, T − s2] in the notation of Proposition 2.3), the triangle inequality,
and Lemma 2.8 (applied with P = P(·|Fs2), T = t + s2, s = s2, X1 = Xx2+v2y2s2,· , X2 = Xx2+v2y2s2,· ,
X3 = Xx2s2,·, X
4 = Xx2s2,· in the notation of Lemma 2.8) yield for all t ∈ [0, T − s2] that P-a.s. it
holds that∥∥∥Dv1s1,s2+t(x1, y1)−Dv2s2,s2+t(x2, y2)∥∥∥
L
pq
p+q (P(·|Fs2);H)
=
∥∥∥Yt∥∥∥
L
pq
p+q (P(·|Fs2);H)
≤
∥∥∥∥
(∥∥Y0∥∥pH + δ p−22 t∫
0
(
(p−1)(1+δ−1)
2
‖ζσr ‖2HS(U,H) + 14δ‖ζµr ‖2H
) p
2
dr
) 1
p
∥∥∥∥
Lp(P(·|Fs2);R)
·
∥∥∥ exp ( t∫
0
φ(s2 + r) +
V0(X
x2+v2y2
s2,s2+r
)+V0(X
x2
s2,s2+r
)
2q0Teα0(s2+r)
+
V¯ (X
x2+v2y2
s2,s2+r
)+V¯ (X
x2
s2,s2+r
)
2q1eα1(s2+r)
dr +
1
2
− 1
p
δ
t
)∥∥∥
Lq(P(·|Fs2);R)
≤
(
Dv1s1,s2(x1, y1)− v2
+ δ
1
2
− 1
p
( t
∫
0
(
(p−1)(1+δ−1)
2
∥∥∥ζσr ∥∥∥2
Lp(P(·|Fs2 );HS(U,H))
+ 1+δ
−1
2
∥∥∥ζµr ∥∥∥2
Lp(P(·|Fs2);H)
)p
2
dr
) 1
p
)
· exp
( s2+t∫
s2
φ(r) +
β0 (1−
r−s
T−s
)
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2+v2y2)+Vi(x2)
2qieαis2
)
.
(67)
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This implies that∥∥∥Dv1s1,t2(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
=
∥∥∥∥∥∥Dv1s1,s2+t(x1, y1)−Dv2s2,s2+t(x2, y2)∥∥∥
L
pq
p+q (P(·|Fs2);H)
∥∥∥
L
pq
p+q (P;H)
≤
(∥∥∥Dv1s1,s2(x1, y1)− v2∥∥∥
L
pq
p+q (P;H)
+ δ
1
2
− 1
p sup
r∈[0,T ]
max
{∥∥ζµr ∥∥Lp(P;H), ∥∥ζσr ∥∥Lp(P;HS(U,H))}t 1p
√
p(1+δ−1)
2
)
· exp
( t2∫
s2
φ(r) +
β0 (1−
r−s
T−s
)
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2+v2y2)+Vi(x2)
2qieαis2
)
.
(68)
Moreover, (57) and assumption (46), yield for all r ∈ [0, T − s2] that∥∥∥ζµr ∥∥∥
Lp(P;H)
≤
∥∥∥ 1∫
0
∥∥∥µ′(λXx1+v1y1s1,s2+r + (1− λ)Xx1s1,s2+r)
− µ′
(
λXx2+v2y2s2,s2+r + (1− λ)Xx2s2,s2+r
)∥∥∥
L(H)
dλ
∥∥∥Dv1s1,s2+r(x1, y1)∥∥∥
H
∥∥∥
Lp(P;R)
≤
∥∥∥ 1∫
0
c3
∥∥λ(Xx1+v1y1s1,s2+r −Xx2+v2y2s2,s2+r )+ (1− λ)(Xx1s1,s2+r −Xx2s2,s2+r)∥∥H dλ∥∥Dv1s1,s2+r(x1, y1)∥∥H(
4 + V0(X
x1+v1y1
s1,s2+r ) + V0(X
x1
s1,s2+r
) + V0(X
x2+v2y2
s2,s2+r ) + V0(X
x2
s2,s2+r
)
)γ∥∥∥
Lp(P;H)
(69)
This, Ho¨lder’s inequality (applied with 1
p
= 2 1
2p(1+δ)
+ δ
p(1+δ)
), and the triangle inequality show for
all r ∈ [0, T − s2] that∥∥∥ζµr ∥∥∥
Lp(P;H)
≤
∥∥∥Dv1s1,s2+r(x1, y1)∥∥∥
L
2p(1+δ)q
2p(1+δ)+q (P;H)
·
∥∥∥ 1∫
0
c3
∥∥λ(Xx1+v1y1s1,s2+r −Xx2+v2y2s2,s2+r )+ (1− λ)(Xx1s1,s2+r −Xx2s2,s2+r)∥∥H dλ
∥∥∥
L
2p(1+δ)q
2p(1+δ)+q (P;R)
·
∥∥∥(4 + V0(Xx1+v1y1s1,s2+r ) + V0(Xx1s1,s2+r) + V0(Xx2+v2y2s2,s2+r ) + V0(Xx2s2,s2+r))γ∥∥∥
L
pq(1+δ)
δq−2p(1+δ) (P;R)
≤
∥∥∥Dv1s1,s2+r(x1, y1)∥∥∥
L
2p(1+δ)q
2p(1+δ)+q (P;H)
· c3 max
ι∈{0,1}
∥∥∥Xx1+ιv1y1s1,s2+r −Xx2+ιv2y2s2,s2+r ∥∥∥
L
2p(1+δ)q
2p(1+δ)+q (P;H)
· 4γ max
i∈{1,2}
max
z∈{xi,xi+viyi}
∥∥∥1 + V0(Xzsi,s2+r)∥∥∥γ
L
γ
pq(1+δ)
δq−2p(1+δ) (P;R)
(70)
Lemma 4.2 and Lemma 3.2 (applied for all r ∈ [0, T − s2] with T = s2 + r, s1 = s1, s2 = s1,
t1 = s2 + r, t2 = s2 + r, x1 = x1 + v1y1, x2 = x1, p = 2p(1 + δ) in the notation of Lemma 3.2)
yield for all t ∈ [s1, T ] that
∥∥∥Dv1s1,t(x1, y1)∥∥∥
L
2p(1+δ)q
2p(1+δ)+q (P;H)
≤ ‖v1‖H exp
(∫ t
0
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x1+v1y1)+Vi(x1)
2qi
)
. (71)
Moreover, (70), (71), (48), Lemma 3.2 (applied for all r ∈ [0, T − s2], ι ∈ {0, 1} with T = s2 + r,
s1 = s1, s2 = s2, t1 = s2 + r, t2 = s2 + r, x1 = x1 + ιv1y1, x2 = x2 + ιv2y2, p = 2p(1 + δ) in the
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notation of Lemma 3.2), Lemma 2.7 yields for all r ∈ [0, T − s2] that
∥∥∥ζµr ∥∥∥
Lp(P;H)
≤ ‖v1‖H exp
(∫ s2+r
0
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x1+v1y1)+Vi(x1)
2qi
)
· c3 max
ι∈{0,1}
(
‖x1 + ιv1y1 − x2 − ιv2y2‖H
· exp
(∫ s2+r
0
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x1+ιv1y1)+Vi(x2+ιv2y2)
2qi
)
+
√
|s1 − s2|eαγ|s2−s1||2p(1 + δ)γ + V0(x2 + ιv2y2)|γ
(√|s2 − s1|+ 2p(1 + δ))
· exp
(∫ s2+r
0
φ(r) + β0
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2+ιv2y2)
2qieαs2
+
1∑
i=0
Vi(x2+ιv2y2)
2qieαis1
))
· 4γeαγT
(
2γpq(1+δ)
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
z∈{x1,x2,x1+v1y1,x2+v2y2}
V0(z)
)γ
(72)
and ∥∥∥ζµr ∥∥∥
Lp(P;H)
≤
(
‖x1 − x2‖H + ‖v1y1 − v2y2‖H +
√
|s1 − s2|
)
· ‖v1‖H c3 max
ι∈{0,1},j∈{1,2}
exp
(
2
∫ T
0
φ(r) +
1∑
i=0
βi
qieαir
dr + 2
1∑
i=0
Vi(xj+ιvjyj)
qi
)
· 5γe2αγT
(
2γpq(1+δ)2
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
ι∈{0,1},j∈{1,2}
V0(xj + ιvjyj)
)2γ
(73)
An analogous argumentation shows for all r ∈ [0, T − s2] that∥∥∥ζσr ∥∥∥
Lp(P;HS(U,H))
≤
(
‖x1 − x2‖H + ‖v1y1 − v2y2‖H +
√
|s1 − s2|
)
· ‖v1‖H c3 max
ι∈{0,1},j∈{1,2}
exp
(
2
∫ T
0
φ(r) +
1∑
i=0
βi
qieαir
dr + 2
1∑
i=0
Vi(xj+ιvjyj)
qi
)
· 5γe2αγT
(
2γpq(1+δ)2
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
ι∈{0,1},j∈{1,2}
V0(xj + ιvjyj)
)2γ
(74)
Next we derive a temporal regularity estimate. Lemma 4.3, the triangle inequality, the Burkholder-
Davis-Gundy type inequality in [5, Lemma 7.7], Ho¨lder’s inequality (with p+q
pq
− 2p(1+δ)+q
2p(1+δ)+q
=
1+2δ
2p(1+δ)
≥ 1
2p
), and assumption (45) prove for all u1 ∈ [s1, T ], u2 ∈ [u1, T ] that∥∥Dv1s1,u2(x1, y1)−Dv1s1,u1(x1, y1)∥∥L pqp+q (P;H)
≤
∫ u2
u1
∥∥∥∥∥
∥∥∥∥
∫ 1
0
µ′
(
λXx1+v1y1s1,r + (1− λ)Xx1s1,r
)
dλ
∥∥∥∥
L(H)
‖Dvs1,r(x, y)‖H
∥∥∥∥∥
L
pq
p+q (P;H)
dr
+

p(p−1)
2
∫ u2
u1
∥∥∥∥∥
∥∥∥∥
∫ 1
0
σ′
(
λXx1+v1y1s1,r + (1− λ)Xx1s1,r
)
dλ
∥∥∥∥
L(H,HS(U,H))
‖Dvs1,r(x, y)‖H
∥∥∥∥∥
2
L
pq
p+q (P;H)
dr


1
2
≤
∫ u2
u1
∥∥c2 (2 + V0(Xx1+v1y1s1,r ) + V0(Xx1s1,r))γ∥∥L2p(P;R) ∥∥Dvs1,r(x, y)∥∥
L
2pq(1+δ)
2p(1+δ)+q (P;H)
dr
+
(
p(p−1)
2
∫ u2
u1
∥∥c2 (2 + V0(Xx1+v1y1s1,r ) + V0(Xx1s1,r))γ∥∥2L2p(P;R) ∥∥Dvs1,r(x, y)∥∥2L 2pq(1+δ)2p(1+δ)+q (P;H) dr
)1
2
.
(75)
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This, the triangle inequality, (71), and Lemma 2.7 imply that∥∥Dv1s1,u2(x1, y1)−Dv1s1,u1(x1, y1)∥∥L pqp+q (P;H)
≤ (u2 − u1 + p√u2 − u1) c2
· sup
r∈[u1,u2]
[(
sup
ι∈{0,1}
∥∥1 + V0(Xx1+ιv1y1s1,r )∥∥L2pγ(P;R)
)γ ∥∥Dvs,r(x, y)∥∥
L
2pq(1+δ)
2p(1+δ)+q (P;H)
]
≤ √u2 − u1
(√
T + p
)
c2e
αγu2
(
2pγ +
∫ u2
0
β0
eα0r
dr + sup
ι∈{0,1}
V0(x1 + ιv1y1)
)γ
· ‖v1‖H exp
(∫ u2
0
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x1+v1y1)+Vi(x1)
2qi
)
(76)
The triangle inequality and (68) yield that∥∥∥Dv1s1,t1(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
≤
∥∥∥Dv1s1,t1(x1, y1)−Dv1s1,t2(x1, y1)∥∥∥
L
pq
p+q (P;H)
+
∥∥∥Dv1s1,t2(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
≤
∥∥∥Dv1s1,t1(x1, y1)−Dv1s1,t2(x1, y1)∥∥∥
L
pq
p+q (P;H)
+
(∥∥∥Dv1s1,s2(x1, y1)− v2∥∥∥
L
pq
p+q (P;H)
+ δ
1
2
− 1
p sup
r∈[0,T ]
max
{∥∥ζµr ∥∥Lp(P;H), ∥∥ζσr ∥∥Lp(P;HS(U,H))}t 1p
√
p(1+δ−1)
2
)
· exp
( t2∫
s2
φ(r) +
β0 (1−
r−s
T−s
)
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2+v2y2)+Vi(x2)
2qieαis2
)
.
(77)
This, inequality (76), inequality (73), and inequality (74) ensure that∥∥∥Dv1s1,t1(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
≤ √t2 − t1
(√
T + p
)
c2e
αγt2
(
2pγ +
∫ t2
0
β0
eα0r
dr + sup
ι∈{0,1}
V0(x1 + ιv1y1)
)γ
· ‖v1‖H exp
(∫ t2
0
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x1+v1y1)+Vi(x1)
2qi
)
+
(
‖v1 − v2‖H +
√
s2 − s1
(√
T + p
)
c2e
αγs2
(
2pγ +
∫ s2
0
β0
eα0r
dr + sup
ι∈{0,1}
V0(x1 + ιv1y1)
)γ
· ‖v1‖H exp
(∫ s2
0
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x1+v1y1)+Vi(x1)
2qi
)
+ δ
1
2
− 1
p
(
‖x1 − x2‖H + ‖v1y1 − v2y2‖H +
√
|s1 − s2|
)
· ‖v1‖H c3 max
ι∈{0,1},j∈{1,2}
exp
(
2
∫ T
0
φ(r) +
1∑
i=0
βi
qieαir
dr + 2
1∑
i=0
Vi(xj+ιvjyj)
qi
)
· 5γe2αγT
(
2γpq(1+δ)2
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
ι∈{0,1},j∈{1,2}
V0(xj + ιvjyj)
)2γ
t
1
p
√
p(1+δ−1)
2
)
· exp
( t2∫
s2
φ(r) +
β0 (1−
r−s
T−s
)
q0eα0r
+ β1
q1eα1r
dr +
1∑
i=0
Vi(x2+v2y2)+Vi(x2)
2qieαis2
)
.
(78)
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Consequently, we obtain that∥∥∥Dv1s1,t1(x1, y1)−Dv2s2,t2(x2, y2)∥∥∥
L
pq
p+q (P;H)
≤
(
‖x1 − x2‖H + ‖v1y1 − v2y2‖H + ‖v1 − v2‖H +
√
|s1 − s2|+
√
|t1 − t2|
)
·
(
2 + 5γδ−
1
pT
1
p
1+δ
2
)
e2αγT (
√
T + p)
(
2γpq(1+δ)2
δq−2p(1+δ)
+
T
∫
0
β0
eα0r
dr + max
ι∈{0,1},j∈{1,2}
V0(xj + ιvjyj)
)2γ
· ‖v1‖H max{c2, c3} max
ι∈{0,1},j∈{1,2}
exp
(
3
∫ T
0
φ(r) +
1∑
i=0
βi
qieαir
dr + 3
1∑
i=0
Vi(xj+ιvjyj)
qi
)
.
(79)
This completes the proof of Lemma 4.4.
4.2 Existence of a C1-solution
Theorem 4.5 (Existence of a C1-solution). Assume Setting 4.1, assume that O ⊆ O, assume
that V0, V1 are bounded on every bounded subset of O, and assume that pqp+q ∈ [ 1γ ,∞)∩(2 dim(H)+
6,∞). Then there exists a function X : ∆T × O × Ω→ O such that
(i) X is B(∆T × O)⊗ F/B(O)-measurable,
(ii) for all x ∈ O, s ∈ [0, T ] it holds P-a.s. that (X xs,t)t∈[s,T ] = (Xxs,t)t∈[s,T ], and
(iii) for every ω ∈ Ω it holds that X (ω) ∈ C0,1(∆T × O,O).
(iv) for all x ∈ O, (s, t) ∈ ∆T it holds that
∥∥ ∂
∂x
Xxs,t
∥∥
L
pq
p+q (P;H)
≤ ‖v‖H exp
(∫ t
s
φ(r) +
1∑
i=0
βi
qieαir
dr +
1∑
i=0
Vi(x)
qieαis
)
. (80)
Proof of Theorem 4.5. Throughout this proof let d ∈ N, H ⊆ H satisfy that d = dim(H) and
that H is an orthonormal basis of H , let D˜h ⊆ ∆T ×O × R, h ∈ H, be the sets which satisfy for
all h ∈ H that D˜h = {(s, t, x, y) ∈ ∆T ×O×R : x+ hy ∈ O}, and let Khn ⊆ H , n ∈ N, h ∈ H, be
the sets which satisfy for all n ∈ N, h ∈ H that Khn = {(s, t, x, y) ∈ D˜h : s2+ t2+‖x‖2H+y2 ≤ n2}.
Lemma 4.2, the fact that p ≥ pq
p+q
> 2d + 6 ≥ 2d + 4, and Lemma 3.4 yield that there exists
a B(∆T × O) ⊗ F/B(O)-measurable function X˜ : ∆T × O × Ω → O such that for all x ∈ O,
s ∈ [0, T ] it holds P-a.s. that (X˜ xs,t)t∈[s,T ] = (Xxs,t)t∈[s,T ], and such that for every ω ∈ Ω it holds that
X˜ (ω) ∈ C0(∆T ×O,O). Next, Lemma 4.4, the fact that
∫ T
0
φ(r) dr <∞, and boundedness of the
functions V0, V1 on each of the bounded subsets ({x ∈ O : ∃s, t, y ∈ R s.t. (s, t, x, y) ∈ Khn})n∈N,h∈H
of O demonstrate for all n ∈ N, h ∈ H that
sup
(s1,t1,x1,y1),(s2,t2,x2,y2)∈Khn :
(s1,t1,x1,y1)6=(s2,t2,x2,y2)
(
E
[
‖Dhs1,t1(x1, y1)−Dhs2,t2(x2, y2)‖
pq
p+q
H
]) p+q
pq
(|s1 − s2|2 + |t1 − t2|2 + ‖x1 − x2‖2H + |y1 − y2|2)
1
4
<∞. (81)
In particular this implies for all n ∈ N, h ∈ H that
sup
(s,t,x,y)∈Khn
(
E
[
‖Dhs,t(x, y)‖
pq
p+q
H
]) p+q
pq
≤ sup
(s,t,x,y)∈Khn :
t6=s
(
E
[
‖Dhs,t(x, y)−Dhs,s(x, y)‖
pq
p+q
H
]) p+q
p
(|s− s|2 + |t− s|2 + ‖x− x‖2H + |y − y|2)
1
4
sup
(s,t,x,y)∈Khn
√
|t− s|+ ‖h‖H <∞.
(82)
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This, (81), Proposition 2.2 (applied for every h ∈ H withH = R×R×H×R, D = D˜h, E = H , F =
H , p = pq
p+q
, α = 1/2, X =
(
D˜h ∋ (s, t, x, y) 7→ Dhs,t(x, y) ∈ H
)
in the notation of Proposition 2.2),
and path continuity of Dhs,·(x, y), (s, x, y) ∈ [0, T ] × O × R with x + hy ∈ O, establish for every
h ∈ H the existence of a B(D˜h)⊗F/B(H))-measurable function Dh : D˜h×Ω→ H which satisfies
that for all ω ∈ Ω it holds that Dh(ω) ∈ C(D˜h, H) and which satisfies that for all (s, t, x, y) ∈ D˜h it
holds P-a.s. that (Dhs,t(x, y))t∈[s,T ] = (Dhs,t(x, y))t∈[s,T ]. Let D : ∆T ×∩h∈H{(x, y) ∈ O×R : x+yh ∈
O} × H × Ω → H be the function which satisfies that for all (s, t, x, y) ∈ ∆T × O × R, v ∈ H
with ∀h ∈ H : x+hy ∈ O it holds that Ds,t(x, y, v) =
∑
h∈H〈v, h〉HDhs,t(x, y). Then it holds for all
(s, x, y, h) ∈ [0, T ]× O × R×H with x+ yh ∈ O that P-a.s. it holds for all t ∈ [s, T ] that
Ds,t(x, y, h) = Dhs,t(x, y) = Dhs,t(x, y) = X
x+yh
s,t −X
x
s,t
y
=
X˜x+yhs,t −X˜
x
s,t
y
. (83)
This, continuity of the random fields X˜ , D, and Lemma 2.1 prove that there exists Ω0 ∈ F
such that P(Ω0) = 1 and such that for all ω ∈ Ω0, (s, t) ∈ ∆T it holds that the mapping
O ∋ x 7→ X˜ xs,t(ω) ∈ O is continuously differentiable and in holds that for all x ∈ O, v ∈ H
that ∂
∂x
X xs,t(ω)v = Ds,t(x, 0, v). This and continuity of D prove that for all ω ∈ Ω0 it holds that
X˜ (ω)|∆T×O ∈ C0,1(∆T × O,O). Let X : ∆T × O × Ω → O be the function which satisfies for all
(s, t, x, ω) ∈ ∆T × O × Ω that X xs,t(ω) = 1Ω0(ω)X˜ xs,t(ω). Then it holds that X is B(∆T × O) ⊗
F/B(O)-measurable, that for all x ∈ O, s ∈ [0, T ] it holds P-a.s. that (X xs,t)t∈[s,T ] = (X˜ xs,t)t∈[s,T ] =
(Xxs,t)t∈[s,T ], and that for every ω ∈ Ω it holds that X (ω) ∈ C0,1(∆T × O,O). This proves
Items (i) – (iii). Item (iv) follows from Lemma 4.2 and Lemma 3.3. This finishes the proof of
Theorem 4.5.
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