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Desain penelitian ini merupakan penelitian kuantitatif, adapun yang 
dimaksud dengan penelitian kuantitatif adalah penelitian ilmiah yang sistematis 
terhadap bagian-bagian dan fenomena serta hubungan-hubungannya. Tujuan 
penelitian kuantitatif adalah mengembangkan dan menggunakan model-model 
matematis, teori teori atau hipotesis yang berkaitan dengan fenomena alam.
Proses pengukuran adalah bagian yang sentral dalam penelitian 
kuantitatif karena hal ini memberikan hubungan yang fundamental 
antara pengamatan empiris dan ekspresi matematis dari hubungan-hubungan 
kuantitatif (https://id.wikipedia.org/wiki/Penelitian_kuantitatif).
3.2 Variabel Penelitian
Penelitian ini menggunakan dua jenis variable yaitu:
1. Variabel Terikat (Dependent Variable) adalah variabel yang dipengaruhi oleh 
variabel bebas. Variabel Terikat dalam penelitian ini adalah Kebijakan 
Dividen.
2. Variabel Bebas (Independent Variable) adalah variabel yang mempengaruhi 
variabel yang lain. Variabel bebas yang digunakan dalam penelitian ini adalah 
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kepemilikan manajerial, pajak penghasilan, pertumbuhan perusahaan dan arus 
kas.
3.3 Definisi Operasional Variabel Penelitian
Definisi operasional dari variabel yang digunakan dalam penelitian ini 
adalah sebagai berikut:
3.3.1 Kebijakan Dividen
Variabel dependen yang digunakan dalam penelitian ini adalah 
kebijakan dividen. Kebijakan dividen diwakili oleh dividend payout ratio. 
Dividend payout ratio merupakan proporsi laba yang dibayarkan kepada 
pemegang saham dalam bentuk tunai selama tahun tertentu. Jadi, dividend 
payout ratio (DPR) adalah perbandingan antara dividen yang dibayarkan 
dengan laba bersih yang didapatkan dan biasanya disajikan dalam bentuk 
persentase. Dihitung dengan cara:
DPR = Dividen per lembar sahamLaba per lembar saham
3.3.2 Kepemilikan Manajerial
Variabel ini diukur dengan menggunakan presentase board ownership. 
Board ownership menggambarkan besar kepemilikan saham oleh directors 
(direksi) dan commissioners (komisaris), dengan rumus matematis:
BO = D SHR + C SHRTOTAL SHR
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dimana:
BO = Board Ownership
D&C SHR = Kepemilikan saham oleh direksi dan komisaris
TOT SHR = Jumlah total dari saham biasa perusahaan yang beredar
3.3.3 Pajak Penghasilan
Tarif pajak (tax rate) merupakan jumlah pajak penghasilan yang 
dikenakanterhadap laba sebelum pajak / Earning Before Tax (EBT). 
Perubahan peraturanperpajakan setiap periode akan mempengaruhi 
kebijakan dividen dan pembayarandividen itu sendiri, sehingga tarif pajak 
yang berubah-ubah dan tarif yang tinggi mendorong perusahaan untuk 
menghindarinya. Undang-undang Perpajakan No. 36 Tahun 2008 tentang 
Pajak Penghasilan (PPh) pasal 17 ayat (1) huruf b yang mengatur tarif pajak 
penghasilan kena pajak bagi wajib pajak badan dalam negeri dan bentuk 
usaha tetap adalah sebesar 28% dan mulai tahun 2010 berubah menjadi 25%. 
Ketentuan dasar pengenaan tarif pajak yang berlaku di Indonesia bagi 
perusahaan terbuka yang memiliki kriteria sesuai peraturan pemerintah No. 
77 tahun 2013 tentang penurunan tarif pajak, akan mendapat pengurangan 
tarif pajak sebesar 5% dari tarif pajak normal sebelumnya 25% sehingga tarif 
yang dikenakan menjadi 20%.
3.3.4 Pertumbuhan Perusahaan (Growth)
Perusahaan yang berkembang adalah perusahaan yang mengalami 
peningkatan pertumbuhan dalam perkembangan usahanya dari tahun ke 
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tahun (Sulistiyowati, 2010:11). Semakin cepat tingkat pertumbuhan, maka 
semakin besar kebutuhan akan dana untuk membiayai pertumbuhan 
perusahaan. Variabel ini diperoleh dengan menghitung tingkat pertumbuhan 
penjualan setiap tahunnya, dengan rumus:
GROWTH = TOTAL SALES t − TOTAL SALES t− 1TOTAL SALES t− 1
dimana:
GROWTH = Pertumbuhan perusahaan
Total Sales t = Total penjualan pada tahun t
Total Sales t-1 = Total penjualan 1 tahun sebelum tahun t
3.3.5 Arus Kas Operasi
Dalam penelitian ini arus kas yang digunakan sebagai variabel 
independen ialah yang dihasilkan dari aktivitas operasi selama satu periode. Arus 
kas penting diperhatikan karena dapat digunakan untuk mengukur kemampuan 
perusahaan dalam memenuhi kewajibannya. Arus kas operasi dihitung dengan 
cara:
Arus Kas Operasi = Cash Flow From OperationTotal Aset
3.4 Populasi dan Sampel
Populasi adalah wilayah generalisasi yang terdiri dari atas subjek atau 
objek yang mempunyai kaulitas dan karakteristik tertentu yang ditetapkan oleh 
peneliti untuk dipelajari dan kemudian ditarik kesimpulannya. Sedangkan sampel 
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adalah bagian dari jumlah dan karakteristik yang dimiliki oleh populasi tersebut. 
Populasi dalam penelitian ini adalah perusahaan manufaktur yang terdaftar di 
BEI  periode tahun 2014 – 2016 yaitu sebanyak 142 perusahaan.
Sedangkan sampel perusahaan ditentukan dengan menggunakan 
Purposive Sampling yaitu teknik penentuan sampel dengan pertimbangan 
tertentu. Berdasarkan pertimbangan-pertimbangan maka perusahaan yang 
dijadikan sampel sebanyak 11 perusahaan untuk periode 2014-2016. Adapun 




NO Keterangan Jumlah 
Perusahaan
1. Perusahaan Manufaktur yang terdaftar di BEI selama 
tahun 2014-2016 secara berturut-turut.
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2. Perusahaan Manufaktur yang terdaftar di BEI 2014-2016 
yang Delisting
(30)
3. Perusahaan Manufaktur yang terdaftar di BEI 2014-2016 
yang IPO
(5)
4. Perusahaan Manufaktur yang tidak menyajikan laporan 
keuangannya menggunakan nilai mata uang rupiah.
(20)
5. Perusahaan Manufaktur yang terdaftar di BEI 2014-2016 
yang tidak membagikan dividen selama periode 
penelitian.
(47)
6. Perusahaan Manufaktur yang terdaftar di BEI 2014-2016 
yang tidak memiliki saham kepemilikan manajerial.
(28)
Perusahaan yang menjadi sampel 11
Sumber: Hasil pengolahan data
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Berdasarkan proses penentuan sampel diatas, diperoleh jumlah sampel 




1. Lion Mesh Prima, Tbk
2. Duta Pertiwi Nusantara, Tbk
3. Trias Sentosa, Tbk
4. Astra International, Tbk
5. Selamat Sempurna, Tbk
6. Sekar Laut, Tbk
7. Gudang Garam, Tbk
8. Wismilak Inti Makmur, Tbk
9. Industri Jamu dan Farmasi Sido Muncul, Tbk
10. Tempo Scan Pasific, Tbk
11. Mandom Indonesia, Tbk
Sumber: Bursa Efek Indonesia
3.5 Jenis dan Sumber Data
Jenis data yang digunakan dalam penelitian ini adalah kuantitatif, 
sedangkan sumber data yang digunakan merupakan data sekunder. Penelitian ini 
menggunakan data sekunder yang diperoleh dari laporan keuangan tahunan 
perusahaan yang terdaftar di BEI pada periode 2014-2016. Data sekunder ini 
diperoleh dengan mengakses situs resmi Indonesia Stock Exchange 
(www.idx.co.id).
3.6 Pengumpulan Data
Metode pengumpulan data dalam penelitian ini adalah dengan metode 
dokumentasi, yaitu mengumpulkan data dari dokumen-dokumen yang sudah ada. 
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Setelah memperoleh daftar perusahaan yang terdaftar di BEI, kemudian 
mengakses laporan tahunannya dan mengumpulkan data-data yang dibutuhkan.
Metode yang digunakan dalam pengumpulan data untuk melakukan 
penelitian ini adalah sebagai berikut:
3.6.1 Metode Dokumentasi
Metode dokumentasi merupakan metode pengumpulan data-data 
sekunder yaitu berasal dari sumber yang ada. Data sekunder pada penelitian 
ini diperoleh dengan mengakses situs resmi www.idx.co.id.
3.6.2 Metode Studi Pustaka
Metode Studi Pustaka merupakan metode pengumpulan data dengan 
melakukan telaah pustaka. Data yang diperoleh dari berbagai literatur seperti 
buku, majalah, jurnal, koran, internet dan hal lain yang berhubungan dengan 
aspek penelitian sebagai upaya untuk memperoleh data yang valid.
3.6.3 Internet Research 
Terkadang buku referensi atau literatur yang kita miliki atau pinjam 
diperpustakaan tertinggal selama beberapa waktu atau kadarluarsa, karena 
ilmu yang selalu berkembang, penulis melakukan penelitian dengan 
teknologi yang berkembang yaitu internet sehingga data yang diperoleh up 
to date.
3.7 Metode Analisis Data
3.7.1 Analisis Deskriptif
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Penelitian ini menggunakan analisis deskriptif kuantitatif dan analisis regresi data 
panel untuk mengukur pengaruh variabel independen dan variabel dependen. Dalam 
penelitian ini digunakan analisis regresi data panel. Ariefianto (2012:148) data panel 
adalah jenis data yang merupakan gabungan dari data time series (runtut waktu) dan 
cross section (seksi silang). Keunggulan dari penggunaan data panel salah satunya 
adalah dapat memberikan data yang lebih informatif dan lebih baik dalam mendeteksi 
dan mengatur efek yang tidak dapat diamati dalam data time series dan cross section.
Penelitian ini dibuat dengan menggunakan multiple regression yang didalam 
pengujiannya akan dilakukan dengan bantuan program EViews versi10.
3.7.2 Uji Asumsi Klasik
Model regresi memiliki beberapa asumsi dasar yang harus dipenuhi untuk 
menghasilkan estimasi yang baik atau dikenal dengan BLUE (Best Linear 
Unbiased Estimator). Tujuan pengujian asumsi klasik adalah untuk memberikan 
kepastian bahwa persamaan regresi yang didapatkan memiliki ketepatan dalam 
estimasi, tidak bias dan konsisten. Asumsi-asumsi dasar tersebut mencakup 
normalitas, multikolinearitas, heteroskedastisitas dan autokorelasi.
3.7.2.1 Uji Normalitas
Uji normalitas residual motode Ordinary Least Square secara 
formal dapat dideteksi dari metode yang dikembangkan oleh Jarque-
Bera (JB). Deteksi dengan melihat Jarque Bera yang merupakan 
asimtotis (sampel besar dan didasarkan atas residual Ordinary Least 
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Square). Uji ini dengan melihat probabilitas Jarque Bera (JB) sebagai 
berikut Gujarati (2013)
Bila probabilitas > 0.05 maka signifikan, H0 diterima
Bila probabilitas < 0.05 maka tidak signifikan, H0 ditolak
3.7.2.2 Uji Autokorelasi
Uji autokorelasi adalah hubunngan antara anggota seri dari 
observasi-observasi yang diurutkan berdasarkan waktu (data time 
series) atau tempat (data cross section) (Gujarati, 2013). Model regresi 
yang baik adalah regresi yang bebas dari autokorelasi. Salah satu uji
yang dapat digunakan untuk mendeteksi adanya autokorelasi adalah uji 
Breusch Godfrey atau disebut dengan Lagrange Multiplier. Apabila 
nilai probabilitas > α = 5% berarti tidak terjadi autokorelasi. Sebaliknya 
nilai probabilitas < α = 5% berarti terjadi autokorelasi (Winarno, 
2015:5.29).
3.7.2.3 Uji Heteroskedastisitas
Uji heterokedastisitas bertujuan untuk menguji apakah dalam 
model regresi terjadi ketidaksamaan varian dari residual satu 
pengamatan ke pengamatan yang lain. Jika variance dari residual satu 
pengamatan ke pengamatan lain tetap, maka disebut Homoskedastisitas 
dan jika variance tidak konstan atau berubah-ubah disebut dengan 
Heterokedastisitas. Model regresi yang baik adalah Homoskedastisitas 
atau tidak terjadi heteroskedastisitas. Menurut Winarno (2015:5.8) 
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pengujian ini dilakukan dengan uji Glejser yaitu meregresi masing-m 
asing variabel independen dengan absolute residual sebagai variabel 
dependen. Residual adalah selisih antara nilai observasi dengan nilai 
prediksi, sedangkan absolute adalah nilai mutlak. Uji Glejser digunakan 
untuk meregresi nilai absolute residual terhadap variabel independen. 
Jika hasil tingkat kepercayaan uji Glejser > 0,05 maka tidak terkandung 
heteroskedastisitas.
3.7.2.4 Uji Mutikolinearitas
Pengujian ini berguna untuk mengetahui apakah model regresi 
ditemukan adanya korelasi antara variabel bebas (independen). Model 
yang baik adalah model yang tidak terjadi korelasi antar variabel 
independennya. Menurut Gujarati (2013:429), jika koefisien korelasi 
antar variabel bebas > 0,8 maka dapat disimpulkan bahwa model 
mengalami masalah multikolinearitas. Sebaliknya, koefisien korelasi < 
0,8 maka model bebas dari multikolinearitas.
3.7.3 Analisis Regresi dengan Data Panel
Menurut Ariefianto (2012:148) data panel dapat didefinisikan sebagai 
gabungan antara data silang (cross section) dengan data runtut waktu (time 
series). Model estimasi dalam penelitian ini adalah sebagai berikut:
Yit = β0+ β1X1it+ β2X2it +β3X3it + β3X4it +ɛit 
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Keterangan: 
Yit : Kebijakan Dividen
β0 :Konstanta 
β1, β2, β3, :Koefisien variabel independen
X1it : Kepemilikan Manajerial
X2it : Pajak Penghasilan
X3it : Pertumbuhan Perusahaan
X4it : Arus Kas
ɛit : Error 
Terdapat tiga pendekatan dalam mengestimasi regresi data panel yang 
dapat digunakan yaitu Poolingl Least square (model Common Effect), model 
Fixed Effect, dan model Random Effect. 
a. Common Effect
Estimasi Common Effect (koefisien tetap antar waktu dan individu) 
merupakan teknik yang paling sederhana untuk mengestimasi data panel. Hal 
ini karena hanya dengan mengkombinasikan data time series dan data cross 
secsion tanpa melihat perbedaan antara waktu dan individu, sehingga dapat 
menggunakan metode OLS dalam mengestimasi data panel. maka model 
persamaan regresinya adalah: 
Yit = β0+ β1X1it+ β2X2it +β3X3it + ɛit
b. Fixed Effect
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Model yang mengasumsikan adanya perbedaan intersep biasa disebut 
dengan model regresi Fixed Effect. Teknik model Fixed Effect adalah teknik 
mengestimasi data panel dengan menggunakan variabel dummy untuk 
menangkap adanya perbedaan intersep. Pengertian Fixed Effect ini didasarkan 
adanya perbedaan intersep antara perusahaan namun intersepnya sama antar 
waktu. Di samping itu, model ini juga mengasumsikan bahwa koefisien 
regresi (slope) tetap antar perusahaan dan antar waktu. Model Fixed Effect
dengan teknik variabel dummy dapat ditulis sebagai berikut: 
Yit = β0+ β1X1it+ β2X2it +β3X3it+….+ βndnit+ɛit
c. Random Effect 
Pada model Fixed Effect terdapat kekurangan yaitu berkurangnya 
derajat kebebasan (Degree Of Freedom) sehingga akan megurangi efisiensi 
parameter. Untuk mengatasi masalah tersebut, maka dapat menggunakan 
pendekatan estimasi Random Effect. Pendekatan estimasi random effect ini 
menggunakan variabel gangguan (error terms). Variabel gangguan ini 
mungkin akan menghubungkan antar waktu dan antar perusahaan. Penulisan 
konstanta dalam model random effect tidak lagi tetap tetapi bersifat random 
sehingga dapat ditulis dengan persamaan sebagai berikut: 
Yit = β0+ β1X1it+ β2X2it +β3X3it + ɛit + µi
3.7.4 Uji Spesifikasi Model
3.7.4.1 Uji Chow
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Uji Spesifikasi bertujuan untuk menentukan model analisis data 
panel yang akan digunakan.Uji Chow digunakan untuk memilih antara 
metode Common Effect dan metode Fixed Effect, dengan ketentuan 
pengambilan keputusan sebagai berikut: 
H0 : Metode common effect 
H1 : Metode fixed effect 
Jika nilai p-value cross section Chi Square < α = 5%, atau nilai 
probability (p-value) F test < α = 5% maka H0 ditolak atau dapat 
dikatakan bahwa metode yang digunakan adalah metode fixed effect. 
Jika nilai p-value cross section Chi Square ≥ α = 5%, atau nilai 
probability (p-value) F test ≥ α = 5% maka H0 diterima, atau dapat 
dikatakan bahwa metode yang digunakan adalah metode common effect.
3.7.4.2 Uji Hausman
Uji Hausman digunakan untuk mengetahui model yang sebaiknya 
dipakai, yaitu Fixed Effect Model (FEM) atau Random Effect Model
(REM). Dalam FEM setiap objek memiliki intersep yang berbeda-beda, 
akan tetapi intersep masing-masing objek tidak berubah seiring waktu. 
Hal ini disebut dengan time-invariant. Sedangkan dalam REM intersep 
(bersama) mewakilkan nilai rata-rata dari semua intersep (cross section) 
dan komponen mewakili deviasi (acak) dari intersep individual terhadap 
nilai rata-rata tersebut (Gujarati, 2013). Hipotesis dalam uji Hausman 
sebagai berikut:
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H0 :Random Effect Model
Ha :Fixed Effect Model
Jika H0 ditolak maka kesimpulannya sebaiknya memakai FEM. 
Karena REM kemungkinan terkorelasi dengan satu atau lebih variabel 
bebas. Sebaliknya, apabila Ha ditolak, maka model yang sebaiknya 
dipakai adalah REM.
3.7.5 Uji Hipotesis
3.7.5.1 Analisis Koefisien Determinasi (R2)
Koefisien determinasi (R2) digunakan untuk mengetahui 
presentase variabel independen secara bersama-sama dapat menjelaskan 
variabel dependen. Nilai koefisien determinasi adalah diantara nol dan 
satu. Jika koefisien determinasi (R2) = 1, artinya variabel independen 
memberikan informasi yang dibutuhkan untuk mempredisikan variabel-
variabel dependen. Jika koefisien determinasi (R2) = 0, artinya variabel 
independen tidak mampu menjelaskan pengaruhnya terhadap variabel 
dependen.
3.7.5.2 Pengujian Parsial (Uji t-statistik)
Uji parsial digunakan untuk menguji variabel-variabel bebas 
secara individual (parsial) berpengaruh terhadap variabel terikat. 
Pengujian ini dilakukan dengan membandingkan nilai t-hitung dengan t-
tabel signifikasi 0,05 (5%).
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a. Jika nilai signifikan t < 0,05 berarti terdapat pengaruh yang signifikan 
antara masing-masing variabel independen terhadap variabel 
dependen sehingga H0 ditolak.
b. Jika nilai signifikan t > 0,05 berarti terdapat pengaruh yang signifikan 
antara masing-masing variabel independen terhadap variabel 
dependen, sehingga H0 diterima.
