We study the Neyman-Pearson theory for convex expectations (convex risk measures) on L ∞ (µ). Without assuming that the level sets of penalty functions are weakly compact, a new approach different from the convex duality method is proposed to find a representative pair (Q * , P * ) such that the optimal tests are just the classical Neyman-Pearson tests between the representative probabilities Q * and P * . The key observation is that the feasible test set is compact in the weak * topology by a generalized result of Banach-Alaoglu theorem. Then the minimax theorem can be applied and the representative probability Q * is found first. Secondly, under the probability Q * , we find the representative probability measure P * by solving a dual problem. Finally, we apply our results to a shortfall risk minimizing problem in an incomplete financial market.
hypotheses versus composite alternatives in 2001. Later Schied [20] gave a Neyman-Pearson lemma for law-invariant coherent risk measures and robust utility functionals. Ji and Zhou [13] studied hypothesis tests for g-probabilities in 2010. Rudloff and Karatzas [18] studied composite hypotheses by using convex duality in 2010. Apart from their own theoretical value, the nonlinear versions of Neyman-Pearson lemma have been found to have many applications especially in finance. For instance, Föllmer and Leukert [7] and [8] studied the quantile hedging and efficient hedging which minimizes the shortfall risks in an incomplete financial market. Rudloff [19] found a self-financing strategy that minimize the convex risk of the shortfall using convex duality method.
In fact, the composite hypotheses testing problem in [4] can also be seen as discriminating between two sublinear expectations. A natural generalization is how to discriminating between two convex expectations.
In this paper, we mainly investigate the Neyman-Pearson lemma for convex expectations on L ∞ (µ). In our context, the definition of convex expectation is essentially equivalent to that of convex risk measure (see Definition 2.1). For two given convex expectations ρ 1 , ρ 2 on L ∞ (µ) and a significance level α, we want to find an optimal test X * which minimizes the expectation of Type II error with respect to ρ 2 , among all tests that keep the expectation of Type I error with respect to ρ 1 below the given acceptable significance level α ∈ (0, 1). In other words, we study the following problem:
over the set X α = {X ∈ L ∞ (µ) : 0 ≤ X ≤ 1, ρ 1 (X) ≤ α}. In order to study the Neyman-Pearson-type optimization problems more conveniently, in this paper, we actually embed problem (1.1) into a broader problem: for two given random variables K 1 and K 2 belonging to L ∞ (µ) such that 0 ≤ K 1 < K 2 , minimize ρ 2 (K 2 − X), (1.2) over the set X α = {X : K 1 ≤ X ≤ K 2 , ρ 1 (X) ≤ α, X ∈ L ∞ (µ)}.
The main purpose of studying Neyman-Pearson lemma is to find the form of the optimal test. An interesting question is whether there exists a representative pair of probabilities (Q * , P * ) such that the optimal test for problem (1.1) is just the optimal test between the simple hypotheses Q * and P * . In most literatures, the convex duality method is employed to study the nonlinear Neyman-Pearson lemma (Neyman-Pearson-type optimization problems) and the corresponding pair of simple hypotheses is found. For example, without assuming the set of densities which generate the sublinear expectation is weakly compact, Cvitanić and Karatzas [4] studied the Neyman-Pearson lemma for sublinear expectations. To minimize the shortfall risk in an incomplete market, Föllmer, Leukert [8] and Rudloff [19] chose a specific convex risk measure and the convex risk measure on L 1 (µ) respectively. They solved the corresponding Neyman-Pearson-type optimization problems in which the sets of densities that generate the convex risk measures are weakly compact.
To solve problem (1.2), we can not apply the convex duality method as in [4] . The reason is that this method needs to determine the representative pair (Q * , P * ) at the same time and the additional penalty function terms in the representation of convex expectations make this approach impossible. So in this paper,
We propose first finding the probability Q * and then looking for the probability P * under the fixed probability Q * . The main difficulty in finding Q * is that we only assume that the level sets of penalty functions are closed under the µ-a.e. convergence which is similar to the assumption in [4] . Under this assumption, the set of densities which generate a convex expectation on L ∞ (µ) is not weakly compact in general and the minimax theorem seems inapplicable. The key to solving this difficulty is that we find the feasible set X α is compact in the weak * topology σ(L ∞ , L 1 ) by a generalized result of Banach-Alaoglu Theorem. Based on this observation, the minimax theorem can be applied and the representative probability Q * for ρ 2 is found. Under the fixed probability Q * , finding the probability P * directly by the convex duality method is technically complicated. By solving its dual problem, we also find the representative probability measure P * for ρ 1 . Thus, the optimal tests for convex expectations on L ∞ (µ) are just the classical Neyman-Pearson tests between a fixed representative pair (Q * , P * ).
It is obvious that a convex expectation on L 1 (µ) is also a convex expectation on L ∞ (µ). So the Neyman-Pearson lemma for convex expectations on L 1 (µ) is a natural inference of the Neyman-Pearson lemma for convex expectations on L ∞ (µ) (see Corollary 4.14) .
Finally, we apply our results to a shortfall risk minimizing problem in an incomplete financial market.
The shortfall risk is measured by the convex expectation of the shortfall. For a partially hedged contingent claim H ∈ L ∞ (µ), we consider the convex expectation on L ∞ (µ) and solve this minimizing problem by Theorem 4.13 and the classical Neyman-Pearson lemma. For H ∈ L 1 (µ), we need to study the following problem: for K 1 and K 2 belonging to L 1 (µ) such that 0 ≤
where ρ 1 and ρ 2 are two given convex expectations on L 1 (µ). We find that similar ideas for solving problem (1.2) can be used to solve problem (1.3). Since the set of densities which generate a convex expectation on L 1 (µ) is weakly compact which greatly simplifies the proof, we only put this result in the appendix and give a brief proof.
This paper is organized as follows: In Section 2, we give some preliminaries and formulate the simple hypothesis testing problem for convex expectations on L ∞ (µ). The existence of the optimal tests is derived in section 3. In section 4, we obtain the form of the optimal tests. An application is given to illustrate our main results in section 5. Finally, in the appendix we show that if convex expectations are continuous from above, then Assumption 4.1 holds naturally and solve problem (1.3) for convex expectations on L 1 (µ).
Preliminaries and Problem Formulation
Let (Ω, F , µ) be a probability space and M be the set of probability measures on (Ω, F ) that are absolutely continuous with respect to µ. P and Q are probability measures and their Radon-Nikodym derivatives dP dµ and dQ dµ are denoted as G P and H Q respectively.
we have
(ii) Invariance: If c is a constant, then ρ(X + c) = ρ(X) + c;
In the above definition, If L ∞ (µ) is replaced by L 1 (µ), then we can define the convex expectation on L 1 (µ) similarly. Obviously a convex expectation on L 1 (µ) is also a convex expectation on L ∞ (µ). Unless specifically stated, a convex expectation refers to a convex expectation on L ∞ (µ) in this paper.
Note that if we define ρ ′ (X) = ρ(−X), then ρ ′ is a convex risk measure.
Definition 2.2
We call a convex expectation ρ is continuous from below iff for any sequence {X n } n≥1 ⊂ L ∞ (µ) increases to some X ∈ L ∞ (µ), then ρ(X n ) → ρ(X).
The following theorem comes from Theorem 6 and Proposition 7 in [11] .
3 If a convex expectation ρ is continuous from below, then i) For any X ∈ L ∞ (µ),
1)
where ρ * is the penalty function of ρ and ρ * (P ) = sup
then ρ(X) ≤ lim inf n→∞ ρ(X n ).
Composite hypotheses and alternatives
Given two convex expectations ρ 1 and ρ 2 , by (i) of Theorem 2.3,
where ρ * i is the penalty function of ρ i for i = 1, 2. If we denote P = {P : P ∈ M, ρ * 1 (P ) < ∞} and Q = {Q : Q ∈ M, ρ * 2 (Q) < ∞}, then P and Q are nonempty convex sets and
Suppose that P ∩ Q = ∅. Now we want to discriminate P (composite hypotheses) against Q (composite alternatives) for a significance level α. Then we shall look for a randomized test X * which minimizes the maximum error (Type II) sup
It is worth pointing out that problem (2.2) is a natural extension of the problem (2.6) in [4] . For a possible probability measure P (resp. Q) and a candidate randomized test X, only the expectation E P [X] (resp. E Q [X]) was taken into account in [4] . Different from this in [4] , we generalize to the case that considering
where ρ * 1 (P ) (resp. ρ * 2 (Q)) may be understood as a "weight" for a probability measure P (resp. Q) over P (resp. Q).
Note that sup
ρ * 2 (Q)) define two convex expectations. Then, from another point of view, the problem (2.6) in [4] (resp. our problem (2.2)) can be understood as discriminating between two sublinear expectations (resp. convex expectations). In other words, our problem (2.2) can be rewritten as problem (1.1):
A general problem
In order to investigate Neyman-Pearson lemma and Neyman-Pearson-type optimization problems together, we study the following more general problem.
Given two convex expectations ρ 1 and ρ 2 , for a significance level α and two random variables
over the set
Without loss of generality, we assume ρ 1 (K 1 ) ≤ α ≤ ρ 1 (K 2 ). Note that if K 1 = 0 and K 2 = 1, then the above problem becomes problem (1.1).
For simplicity, we still call X ∈ X α a test for our general problem (2.3).
Definition 2.4
We call X * the optimal test of (2.3) if X * ∈ X α and
Under some mild assumptions on P and Q, we shall prove that an optimal test exists and has a similar form of the optimal tests for the classical Neyman-Pearson theory.
The existence of the optimal test
Set β = inf X∈Xα ρ 2 (K 2 − X). The following result shows that the optimal test exists.
Theorem 3.1 If ρ 1 and ρ 2 are convex expectations continuous from below, then the optimal test of (2.3)
exists.
Proof. Take a sequence {X n } n≥1 ⊂ X α such that
By the Komlós theorem, there exist a subsequence {X ni } i≥1 of {X n } n≥1 and a random variable X * such that lim
Since for any n,
which leads to X * ∈ X α . On the other hand,
Thus,
This completes the proof.
The form of the optimal test
Note that
Then X * is the optimal test of (2.3) if and only if it is the optimal test of the problem:
Now we focus on solving problem (4.1). Denote the level sets of penalty functions ρ * 1 and ρ * 2 as
where c is a constant. Since ρ * 1 and ρ * 2 are convex functions on M, then both G c and H c are convex sets. Since K 1 and K 2 belong to L ∞ (µ), we denote the least upper bound of them by M . convergence, which is similar as the assumption given by Cvitanić and Karatzas in [4] . In Appendix, we
show that if ρ 1 and ρ 2 are continuous from above, then Assumption 4.1 holds naturally.
The existence of a representative probability Q *
In this subsection, we want to find a representative probability Q * ∈ Q such that
If such a Q * exists, then for any optimal test X * of (2.3), we have there exists Q * ∈ Q such that for any optimal test X * of (2.3), we have
Before proving Theorem 4.2, we first give some lemmas.
Proof. For any X ∈ X α , we have
Lemma 4.4
If ρ 1 is a convex expectation continuous from below, then X α is compact in the weak * topology
Then φ is a sublinear function on L 1 (µ) and dominated by M || · || L 1 (µ) . Set
By a generalized result of Banach-Alaoglu theorem (Theorem 4.2 of chapter I in [21] ),X α is compact in the weak * topology σ(L ∞ (µ), L 1 (µ)). Then we only need to show
Since X α ⊂X α obviously, in the next, we will showX α ⊂ X α .
Firstly, for anyX ∈X α , we show that K 1 ≤X ≤ K 2 , µ-a.e.. If there existsX ∈X α such that µ({ω :
X(ω) < K 1 }) = 0, then there will exist a constant ǫ > 0 such that µ(A) = 0, where A = {ω :X(ω) ≤ K 1 −ǫ}.
For any X ∈ X α , sinceX
. Then
Due to X can be taken in X α arbitrarily, we have
Since h A ∈ L 1 (µ), it contradicts withX ∈X α . Thus,X ≥ K 1 , µ-a.e.. Similarly, we can proveX ≤ K 2 , µ-a.e..
Next, we show for anyX ∈X α , ρ 1 (X) ≤ α. SinceX ∈X α , for any P ∈ P,
Then
Thus,X ∈ X α .
Remark 4.5 If ρ 1 degenerates to be a sublinear expectation, the above result can also be found in [19] . 
is a linear continuous function on L ∞ (µ), with X α is compact in the weak * topology σ(L ∞ (µ), L 1 (µ)), then by the minimax theorem (Refer to Theorem 3.2 of chapter I in [21] ), the equation The following lemma shows that ρ * is lower semi-continuous. Proof. Set
Then ρ * can be redefined as
and positive real number m.
This completes the proof. 
Proof. Take a positive constant 0 < ǫ < 1 and a sequence {Q n } n≥1 ⊂ Q such that
Since
For v defined in Assumption 4.1, we have ρ * 2 (Q n ) ≤ v which implies {H Qn } n≥1 ⊂ H v . By the Komlós Theorem, there exist a subsequence {Q ni } i≥1 of {Q n } n≥1 and a random variable H * ∈
Since H v is a convex set and closed under the µ-a.e. convergence, then H * ∈ H v . Denote Q * as the corresponding probability measure of H * . Since 
Since Q * ∈ Q, we have
Summarizing all the lemmas above, we obtain the following proof of Theorem 4.2:
Proof. By Lemma 4.8, there exists Q * ∈ Q such that
If X * is the optimal test of (2.3), then
i.e.,
This completes the proof. . 
The existence of a representative probability P *
In the rest of this paper, Q * is always the probability measure found in Theorem 4.2. Define
If γ α = 0, then it is trivial and the optimal test X * = K 2 , Q * -a.e.. In the following, we only consider the case γ α > 0. holds, then for any optimal test X * of (2.3), we have X * ∈ X γα and
Proof. X * ∈ X γα comes from Theorem 4.2. For any X ∈ X α , if ρ 1 (X) < α, we claim E Q * [K 2 − X] > γ α .
If not, then there will exist a test X ′ ∈ X α such that ρ 1 (X ′ ) < α and Set
By the definition of convex expectation,
which implies that X ′′ ∈ X α . As X ′′ ∈ X α and X ′′ ≥
we have X ′′ = X ′ , Q * -a.e., which implies that Q * (A) = 0 and X ′ = K 2 , Q * -a.e.. Then γ α = 0 which contradicts with γ α > 0.
Thus, for any X ∈ X γα , we have ρ 1 (X) ≥ α. With ρ 1 (X * ) = α, the result holds.
Theorem 4.11 Suppose that γ α > 0, ρ 1 and ρ 2 are convex expectations continuous from below and Assumption 4.1 holds. Then there exists P * ∈ P such that for any optimal test X * of (2.3),
By Lemma 4.10,
i.e., sup P ∈P
Applying similar analysis as in Lemma 4.4, we obtain that Y γα is compact in the topology σ(L ∞ (µ), L 1 (µ)).
By the minimax theorem,
Now we prove that there exists a probability measure P * ∈ P such that
. This completes the proof. We solve problem (2.3). It is easy to check that
i.e., γ α = 1 2 . By Lemma 4.10, to solve problem (2.3) is equivalent to solve the following problem:
minimize ρ 1 (X), (4.11)
When p = e e+3 , sup P ∈P inf X∈X γα E P [X] − ρ * 1 (P ) attains its maximum on P. Thus,
Main result
Theorem 4.13 If ρ 1 and ρ 2 are convex expectations continuous from below and Assumption 4.1 holds, then there exist P * ∈ P and Q * ∈ Q such that for any optimal test X * of (2.3), it can be expressed as Proof. We divide our proof into two cases:
i) The case γ α > 0. By Theorem 4.11, X * is the optimal test of the following problem:
, dP dP * =
and dQ dQ * =
Then Z * is the optimal test of the problem:
By the classical Neyman-Pearson lemma (see [4] or Theorem A.30 in [9] ), any optimal test Z * of (4.13) has the form
(4.14)
for some constant z ′ ≥ 0 and random variable B ′ taking values in the interval [0, 1]. Since dP dP * =
if we take (with conventions +∞ = 1 0 and 0 = 0 0 )
then z ∈ (0, +∞) ∪ {+∞} and ii) The case γ α = 0. For this case, X * = K 2 , Q * -a.e.. This is a special case of (4.15) when z equals 0.
In the next, we consider the case that ρ 1 and ρ 2 are two convex expectations defined on L 1 (µ). It is obvious that ρ 1 and ρ 2 are also two convex expectations on L ∞ (µ 
SinceX ∈ X α , with (4.16), we have 
Application
In a financial market, if an investor does not have enough initial wealth, then he may fail to (super-) hedge an contingent claim and will face some shortfall risk. In this case, we need a criterion expressing the investor's attitude towards the shortfall risk (see [7, 8, 10, 11] ). Föllmer and Leukert [8] use the expectation of the shortfall weighted by the loss function as a shortfall risk measure. In this section, we use a general measure, the convex risk measure, to evaluate the shortfall and consequently minimize such a shortfall risk.
In more details, we adopt the same financial market model as in [8] . The discounted price process of the underlying asset is described as a semimartingale S = (S t ) t∈[0,T ] on a complete probability space (Ω, F , µ).
The information structure is given by a filtration F = {F t } 0≤t≤T with F T = F . Let P denote the set of equivalent martingale measures. we assume that F 0 is trivial and P = ∅. For an initial investment X 0 ≥ 0 and a portfolio process π such that the wealth process
is well defined. A strategy (X 0 , π) is called admissible if the corresponding wealth process X is nonnegative.
For a given nonnegative contingent claim H ∈ L ∞ (µ), we define that
It is well known that if the investor's initial wealthX 0 < U 0 , then some shortfall (H − X T ) + will occur at time T .
In this section, we introduce a general convex expectation ρ to measure the shortfall (H − X T ) + .
Definition 5.1 For a given convex expectation ρ, the shortfall risk is defined as
Consequently, the investor wants to find an admissible strategy (X 0 , π) which minimizes the shortfall risk and control his initial investment X 0 ≤X 0 . Thus, we will solve the following optimization problem:
whereX 0 is the initial wealth of the investor. Now we show that the optimal X * T must satisfy 0 ≤ X * T ≤ H. In fact, if P (X * T > H) > 0, we can construct a feasible terminal wealthX T such that 0 ≤X T ≤ H and (H −X T ) + < (H − X * T ) + . Thus, ρ((H −X T ) + ) < ρ((H − X * T ) + ) by the monotonicity property of ρ. This leads to a contradiction. Thus, without loss of generality we assume that 0 ≤ X T ≤ H and (5. Then by the optional decomposition theorem (see [15] and [6] ), we obtain the optimal strategy (X 0 , π * ) corresponding to X * T .
Remark 5.2 Instead of minimizing the convex risk measure under the initial investment constraint, we can solve the following essentially equivalent problem: fix a bound on the convex risk measure and minimize the initial investment.
Remark 5. 3 We assume that the given nonnegative contingent claim H ∈ L ∞ (µ). If H ∈ L 1 (µ), then we can use Theorem 6.4 in the appendix.
Appendix
In this appendix, we first prove that when the convex expectations are continuous from above, Assumption 4.1 holds naturally. Then an example is given to show that Assumption 4.1 is only a sufficient condition for the existence of Q * . Finally, we give the Neyman-Pearson lemma for convex expectations on L 1 (µ). Definition 6.1 We call a convex expectation ρ is continuous from above iff for any sequence {X n } n≥1 ⊂ L ∞ (µ) decreases to some X ∈ L ∞ (µ), then ρ(X n ) → ρ(X). Proposition 6.2 If ρ 1 and ρ 2 are continuous from above, then Assumption 4.1 holds.
Proof. We only show the result holds for ρ 1 .
For any u > max{0, M −ρ 1 (0)+1}, we have u > max{0, −ρ 1 (0)}. By Theorem 3.6 in [14] , G u is uniformly integrable. For any sequence {G Pn } n≥1 ⊂ G u that converges to GP , µ-a.e., since {G Pn } n≥1 is uniformly integrable, Then GP ∈ G u . Thus, G u is closed under the µ-a.e. convergence.
Now we show that even if Assumption (4.1) does not hold, the probability measure Q * may still exist. By the classical Neyman-Pearson lemma, through simple calculations, we can obtain that X * is also the optimal test for discriminating between probability measures P and Q * , i.e.,
If K 1 and K 2 belong to L 1 (µ) such that 0 ≤ K 1 < K 2 , for two finite convex expectations ρ 1 and ρ 2 , consider the following problem: minimize ρ 2 (K 2 − X), (6.1) over the set X α = {X : K 1 ≤ X ≤ K 2 , ρ 1 (X) ≤ α, X ∈ L 1 (µ)}. We find that similar ideas for solving problem (1.2) can be used to solve problem (1.3). So we obtain the following theorem and only give a brief proof.
Theorem 6.4 If ρ 1 and ρ 2 are two finite convex expectations defined on L 1 (µ) space, then the optimal test of (6.1) exists and has the same form as in Theorem 4.13.
Proof. Since ρ 1 and ρ 2 are finite, then they are Lebesgue-continuous. Repeating the proof of Theorem 3.1, we will get the optimal test exists. On the other hand, ρ 1 and ρ 2 can be represented by some probability set P and Q for which the density sets {G P ∈ L ∞ (µ) : P ∈ P} and {H Q ∈ L ∞ (µ) : Q ∈ Q} are weakly compact.
The property of this representation reduces the difficulty of the problem. Then, the form in Theorem 4.13
can also be obtained by the same method as in section 4. The detailed proofs are omitted.
