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Abstract 
We give an analogue for vertex operator algebras and superalgebras of the notion of endo- 
morphism ring of a vector space by means of a notion of “local system of vertex operators” for 
a (super) vector space. We first prove that any local system of vertex operators on a (super) 
vector space M has a natural vertex (super)algebra structure with M as a module. Then we 
prove that for a vertex (operator) superalgebra V, giving a V-module M is equivalent to giving 
a vertex (operator) superalgebra homomorphism from V to some local system of vertex opera- 
tors on M. As applications, we prove that certain lowest weight modules for some well-known 
infinite-dimensional Lie algebras or Lie superalgebras have natural vertex operator superalge- 
bra structures. We prove the rationality of vertex operator superalgebras associated to standard 
modules for an affine algebra. We also give an analogue of the notion of the space of linear 
homomorphisms from one module to another for a Lie algebra by introducing a notion of “gen- 
eralized intertwining operators”. We prove that G(M’,M*), the space of generalized intertwining 
operators from one module M’ to another module M2 for a vertex operator superalgebra V, is 
a generalized V-module. Furthermore, we prove that for a fixed vertex operator superalgebra 
V and three V-modules M’ (i = 1,2,3), giving an intertwining operator of type 
( ’ 1 
,“;‘L? is 
equivalent o giving a V-homomorphism from M’ to G(M2,M3). 
1. Introduction 
Vertex (operator) algebras [2, 91, which are mathematical counterparts of chiral 
algebras in conformal field theory (cf. [30]), are analogues of both Lie algebras and 
commutative associative algebras (see for example [2, 8, 91). In classical Lie theory, 
both the notion of endomot-phism algebra of a vector space and the notion of the space 
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of linear maps between vector spaces are of fundamental importance. Thus we naturally 
expect to have certain analogues for vertex operator algebras, which may play important 
roles. 
In this paper, we give an analogue for vertex operator superalgebras of the notion 
of endomorphism algebra of a vector space and an analogue of the notion of the space 
of linear homomorphisms from one module to another for a Lie algebra. As appli- 
cations, we prove that certain lowest weight modules for certain infinite-dimensional 
Lie algebras or Lie superalgebras such as the Virasoro algebra, the Neveu-Schwarz 
algebra and affine superalgebras have natural vertex operator superalgebra structures. 
We also prove the rationality of certain vertex operator superalgebras associated to 
standard modules for an affine Lie superalgebra. This gives an alternate proof for 
some known results [ 10, 19, 241. Our results are more general than the corresponding 
results of [ 191. 
In vertex operator superalgebra theory, in addition to the notion of module we have 
the notion of twisted module [4, 7, 91. All the corresponding results of this paper in 
the twisted case have also been obtained [23]. 
Now we give an outline of this paper. For simplicity, let us just consider the or- 
dinary (“unsuper”) case; all the results summarized here are carried out for superal- 
gebras in this paper. Starting with a vector space M, we consider the vector space 
(EndWUz,z-‘II consisting of all formal series of operators on M, which can be 
viewed as a complex analogue of EndM. Next, we need to find an appropriate “alge- 
bra product”. Suppose that a subspace A of (EndM)[[z,z-‘I] is equipped with a linear 
map Y(.,zi) from A to (EndA)[[zi,z;‘]] such that (A,Y) is a vertex algebra with 
(M, Y,) as a natural A-module, in the sense that Y~(a(z),zi ) = a(zi) for any a(z) E 
A. Then Y~(.,zi) satisfies the Jacobi identity. Let a(z) and b(z) be two elements of A. 
Taking ResZ, of the Jacobi identity for Y~(.,zi ) and using the naturality, we obtain the 
following “iterate formula:” 
= Res,, (z;‘s (5$) a(z,)b(z2)-z;18 (*=) MzMz,)). (1.1) 
Since c(z) = c(z~)]~,=~ = Y~(c(z),zi)/,,=, for any c(z) E A, we obtain 
Y(@),zo)&) = Y~(Y(a(z),zo)~(z),zz)l,:=Z. 
Therefore 
(1.2) 
Y(4zh zo )Wz) 
= Res,, 
This is our desired “product” formula. Noticing that the expression on the right-hand 
side of (1.3) is not well defined for arbitrary a(z), b(z) E (EndM)[[z,z-‘I], we restrict 
our attention to the subspace F(M) consisting of those formal series u(z) satisfying 
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the truncation condition, i.e., a(z)u E M((z)) for any u E M; note that we must have 
A C_ F(M). Then F(M) is a subspace on which the right-hand side of (1.3) is well 
defined and on which D = (d/dz) acts. Let l(z) = idM be the identity operator of M. 
Then we obtain a quadruple (F(M),I(z),D, Y). But (F(M),Z(z),D, Y) is not a vertex 
algebra. 
To a certain extent, vertex algebras look like commutative associative algebras with 
identity because of the “commutativity” and the “associativity” [5, 8, 91. Just as there 
is no canonical largest commutative associative algebra associated to a vector space, 
there is no (canonical) universal or largest vertex algebra associated to M, but there 
are maximal vertex algebras inside the space F(M), what we call “local systems of 
vertex operators”. 
Formal series a(z) and b(z) of operators on A4 are said to be mutually local if there 
is a positive integer k such that 
(Zl - z2 )%z, )&2) = (21 - z2 Yw2 )+I ). (1.4) 
This is a variant form of the “commutativity” [5, 8, 91 or the “locality” (cf. [Go]). 
This variant seems to have been first noticed and exploited by Dong and Lepowsky 
[5]. An element a(z) of F(M) is called a (local) vertex operator if a(z) is local with 
itself. Motivated by the notion of “local system” in [ 111, we define a local s&pace 
of F(M) to be a subspace A such that any two elements of A are mutually local and 
we define a local system of vertex operators on M to be a maximal local subspace 
of F(M). Then our first main result is that any local system of vertex operators on A4 
is a vertex algebra with A4 as a module (Theorem 3.2.10). 
To do this, we first prove that any local system A of vertex operators on M is 
closed under the “product” (1.3) (Proposition 3.2.7). Then we prove that the quadru- 
ple (A,I(z),D, Y) satisfies the commutativity formula (1.4) (Proposition 3.2.9) and all 
the axioms for vertex algebra except the Jacobi identity. Then by proving that these 
properties imply the Jacobi identity (Proposition 2.2.4), we prove that any local system 
of vertex operators on M is a vertex algebra with M as a module. 
It has been well known [5, 8, 9, 1 l] that the “commutativity” implies the Jacobi 
identity for vertex operator algebra in the presence of some elementary properties. As 
one of their results, Dong and Lepowsky [5] have proved that the Jacobi identity can 
be replaced by the commutativity (1.4) for “generalized vertex operator algebra” and 
for “generalized vertex algebra” under a milder assumption. This refines and simplifies 
the corresponding results of [8, 91. (See for example [ 1, 121 for other applications of 
formula ( 1.4).) 
In the present paper, we refine result of [5] further as follows: Notice that the 
commutativity formula ( 1.4) is really a commutativity formula for “left multiplications”. 
At the classical level, if A is an algebra with identity such that the left multiplications 
associated to any two elements of A commute, then one can easily prove that A is 
a commutative associative algebra. Motivated by this classical analogue, instead of 
using the commutativity for products of three vertex operators applied to 1 as the 
intermediate step as in [5, 81, we first prove the skew-symmetry and then use this to 
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prove the associativity. This new route enables us to refine the corresponding result 
of [5] further for (generalized) vertex algebra (where the milder assumption assumed 
in [5] has been removed). The main difference between vertex operator algebras and 
vertex algebras is that two grading-restriction axioms are removed. For instance, there 
may be no grading at all for an arbitrary vertex algebra. Our proof is completely 
“matrix coefficient”-free, so that it meets our need for dealing with local systems 
without assuming the existence of a certain grading. 
Let M be any vector space and let S be any set of mutually local vertex opera- 
tors on M. It follows from Zorn’s lemma that there exists a local system A contain- 
ing S. Let (S) be the vertex subalgebra of A generated by S. Since the “product” 
(1.3) does not depend on the choice of A, the vertex algebra (S) is canonical and 
M is a (Sj-module (Corollary 3.2.11). Let V be a vertex (operator) algebra. Then 
we prove that giving a V-module M is equivalent to giving a vertex algebra ho- 
momorphism from V to some local system of vertex operators on M (Proposition 
3.2.13). 
For applications, let us consider the following illustrative example. Let Vir be the 
Virasoro algebra and let A4 be a any restricted I&-module, i.e., for any u E M, 
L(n)u = 0 for II sufficiently large. Then L(z) = xnEzL(~)~-n-2 can be viewed as an 
element of F(M). Since the commutator formula implies the commutativity or locality, 
the generating function L(z) is a local vertex operator on M. Then our results give 
a vertex algebra V generated by L( z with M as a V-module. One can prove that V ) 
is a lowest weight V&module with Z(z) as a lowest weight vector. (This module is 
called the vacuum module by physicists.) More generally, as long as a given “algebra” 
can be defined in terms of the general “cross bracket” formula (2.2.6), this procedure 
works. The main difference between Frenkel and Zhu’s approach [lo] and ours is that 
they start with an “algebra” (a certain completion of the universal algebra) while we 
start with a “module.” 
Let g be a finite-dimensional simple Lie algebra and let g” be the affine algebra. let / 
be a positive integer and let L,(e,O) be the standard g-module of level & with lowest 
weight zero. As in the previous paragraph, it is easy to see that L,(/,O) is a vertex 
operator algebra. (This has also been known in [lo] and [5].) In [5], Dong and Lep- 
owsky have obtained an important formula [5, Proposition 13.161: Y~((v_,)~+‘l,z) = 
Y‘(%z)k+‘, where M is a module for a vertex operator algebra V and v is an element 
of V such that [Y&v,zi),Y~(v,z2)] = 0, so that Y~(v,z)~ is well defined for any 
k E N. Using this formula they have proved that every irreducible L,(e,O)-module is 
a standard &module (of level e) [5, Proposition 13.171. For the other direction, they 
have noticed that every standard g-module of level / which can be obtained from the 
tensor product of G basic standard g-modules (of type A,D or E) is an irreducible 
module for the vertex operator algebra. (See [27] for further developments in this 
direction.) 
In this paper, combining the complete reducibility of certain integrable g-modules 
with the complete reducibility of certain g-modules, we prove that every lower trun- 
cated Z-graded “weak” Ls(d,O)-module (relaxing one of the two restrictions on the 
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homogeneous subspaces) is a direct sum of standard g-modules of level 4 (Proposition 
5.2.6). That is, L,(e, 0) is rational in the sense of [29]. (This extends the correspond- 
ing result of [5]). Conversely, by employing Dong and Lepowsky’s formula and the 
analogue of endomorphism ring, we prove that every standard g-module of level e 
is an Ls(L,O)-module (Proposition 5.2.4). These results have also been obtained by 
Frenkel and Zhu [lo] by using Zhu’s A(V)-theory [29]. Although our approach is 
closely related to Frenkel and Zhu approach, it has a different flavor. 
Let M’ and M2 be two modules for a vertex operator algebra V. Then we introduce 
a notion of what we call “generalized intertwining operators” from M’ to M2 and prove 
that G(M’,M2), the space of generalized intertwining operators from M’ to M2, is a 
generalized V-module. Furthermore, we prove that for any third V-module M, giving 
an intertwining operator of type MMi, 
( $’ > 
is equivalent to giving a V-homomorphism 
from M to G(M’,M2). Therefore, we may think of G(M’,M2) as an analogue of the 
notion of the space of linear homomorphisms from one module to another for a Lie 
algebra. 
This paper is organized as follows: In Section 2 we recall some basic definitions and 
prove that the Jacobi identity for vertex superalgebra can be equivalently replaced by 
the commutativity formula (1.4) or (2.2.7). In Section 3 we give an analogue of the 
notion of endomorphism ring of a vector space by means of local systems of vertex 
operators. In Section 4 we study vertex operator superalgebras and modules associated 
to some well-known infinite-dimensional Lie algebras or Lie superalgebras. In Section 
5 we give the semisimple representation theory for vertex operator algebras associated 
to standard modules for an affine Lie algebra. In Section 6 we give an analogue of the 
notion of the space of linear homomorphisms. 
2. Vertex superalgebras and modules 
In this section, we shall prove that the Jacobi identity for vertex superalgebra can 
be equivalently replaced by the supercommutativity formula (1.4) (and (2.2.7)) or 
by the skew symmetry (2.2.5) and the associativity (2.2.9). The same proof shows 
that the Jacobi identity for a module of a vertex superalgebra can be replaced by 
the associativity (2.2.9). This proves that Borcherds’ notion of vertex algebra [2] is 
essentially equivalent to the notion of vertex operator algebra formulated by Frenkel 
et al. [9]. (This is presumably known to Borcherds.) Since our approach is “matrix- 
coefficient”-free, it meets our needs for dealing with arbitrary vertex superalgebras for 
which there may be no grading at all. All the results of this section could be easily 
extended to “colored vertex operator superalgebra” (cf. [28]). 
2.1. Formal calculus 
In this subsection we shall present some elementary operations and properties of 
formal series. Our notations agree with those in [9] and [8]. Let x, y, z, ZO, ~1,. . . be 
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commuting formal variables. For a vector space V, we set 
V(z) = ~v,z”Ivn E v ) C I V[[z,z_‘I] = ~?l,z”Ju, E v . ?ZEC 1 ?lEZ 1 
We set the following subspaces of V[[z,z-‘I]: 
V[z] = C u,znjun E V, v, = 0 for sufficiently large 
t&N 
Wdl = Lz n I v zn v, E V, v, = 0 for all but finitely many 12 , 
V[[z]] = ~vnz”Iv, E v ) 
{ flEN I 
V((z>) = Cwnlv?l E v, { 
0, = 0 for n sufficiently small . 
?lEZ 1 
For fW = CnEZ v,z” E V[[z,z-‘I], the formal derivative is defined to be 
if(z) = f’(z) = c nv,lz”-‘, 
nEZ 
and the formal residue is defined as follows: 
Res, f(z) = ~-1 (the coefficient of z-l in f(z)). 
If f‘(z) E C((z)),g(z) E V((z)), we have: 
ResU’(z)s(z)) = -Res,(J’(z)s’(z)). 
For LY E C, as a formal series, (zi + ~2)” is defined to be 
@I +z2Y = g (;) z;-“z[, 
(2.1.1) 
(2.1.2) 
(2.1.3) 
(2.1.4) 
(2.1.5) 
(2.1.6) 
(2.1.7) 
(2.1.8) 
(2.1.9) 
where z 
0 
= r(a-l)‘~~r-kS-‘). If f’(z) E V(z), then we have the following Taylor 
formula: 
e”Oif(z) = f(z + ~0). (2.1.10) 
In vertex algebra theory, one of the most important formal series is the formal 
b-function, which is defined to be 
6(z) = Cz” E c[[z,z-‘I]. (2.1.11) 
IIEZ 
Thus 
Zl -z2 
6--- ( > zo = n~zz;“(zl - Z2Y = c n,zk~N’- 1 Y 1 Zp-k4. 0 (2.1.12) 
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Furthermore, we have: 
(2.1.13) 
(2.1.14) 
Lemma 2.1.1. As formal series, we have 
& (1,‘6(yq) =g (1,16(=&y) =--& (r;‘6(yq). 
(2.1.15) 
Proof. It is clear that 
2& (z;‘d (Z’)) = --& (z;‘6 (Z”)). 
By (2.1.14), we have 
(2.1.16) 
Lemma 2.1.2 (Frenkel, Lepowsky and Meurman [9]). (a) rf f(zl,zz) E V[[Z~,Z;‘]] 
((~2 )), then 
Lemma 2.1.3. If m, n E N,m > n, then 
@I - z2) m (n) 6 
0 
5! = 0 
z2 I 
(2.1.17) 
(2.1.18) 
(2.1.19) 
where S@)(z) is the formal nth derivative of 6(z). 
Proof. We prove this lemma by using induction on n. If n = 0, it follows from Lemma 
2.1.2 that 
for any 0 < m E Z. (2.1.20) 
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Assume that 
(2, - z*)k$“) “I = 0 0 z2 
for any k > n. If m > n + 1, then by assumption, 
(Z] -z2y- 1 6 (n) 0 ZI = 0, (z1 - ZJW) 
z2 
0 z = 0. (2.1.21) 
Differentiating (zi - .Q)~@) 
0 
z = 0 with respect to zi, then using (2.1.21) we obtain 
(z, -Z2)yp+l) T! 0 = 0. z2 (2.1.22) 
This finishes the induction procedure. q 
Lemma 2.1.4. Let V be any vector space and let fo(z~),.. .,fm(z2) E V[[Z~,Z;~]]. 
Then 
z+i ; ff)(z*) +. . . +z,“-‘P) z fm(z2) = 0 0 0 
lj’andonlyiffk(z2)=Ofork=O,...,m 
Proof. First, we show that for any nonnegative integer n, 
($)’ (zr’h (;)) = (-1)” (-&J (z? (;)). 
This easily follows from an induction on n and a fact: 
(&) (z3(~)) =-(&) (z3(;)). 
(2.1.23) 
(2.1.24) 
(2.1.25) 
Now we prove this lemma by contradiction. Suppose fk(z2) # 0 for some k. Let n be 
the nonnegative integer such that f,,(z2) # 0 and fk(z2) = 0 for n < k 5 m. Applying 
Res,, (zi - ~2)~ to the left-hand side of (2.1.23) by Lemma 2.1.3 we obtain 
0 = Res,,(zi - ~2)~~7-‘6(~) 
= Resz, (zi - ~2)~ (&)” (z;Q (;)) fn(zz) 
=Res,,(-l)“(zl -z2) (&)” (z;‘6 (;)) fn(z2) 
= Res,,n!zr’6 z2 fn(zz) 
0 21 
= n! f n(z2). 
Therefore fn(z2) = 0. This is a contradiction. 0 
(2.1.26) 
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2.2. Vertex (operator) superalgebras 
Let M = M” @Ml be any Zz-graded vector space. Then any element u in M” (resp. 
M’) is said to be even (resp. odd). For any homogeneous element U, we define 1~1 = 0 
if u is even, Iu( = 1 if u is odd. If M and W are any two Zz-graded vector spaces, 
we define E,,, = (- 1 )lUllUl for any homogeneous elements u E M, 21 E W. 
The following definition of vertex (operator) superalgebra (cf. [26]) is formulated 
according to Frenkel et al.‘s definition of vertex operator algebra [8, 91 and Borcherds’ 
definition of vertex algebra [2]. 
Definition 2.2.1. A vertex superalgebra is a quadruple (V, 1, D, Y ), where V = V” @ V’ 
is a Zz-graded vector space, D is an endomorphism of V, 1 is a specified vector called 
the vacuum of V, and Y is a linear map 
Y(.,z) : V + (End V)[[z,z-‘I]; 
a H Y(a,z) = za,z-“-’ (where a,, E End V) 
?lEZ 
(2.2.1) 
such that 
(Vl) For any a, b E V, a,6 = 0 for 12 sufficiently large; 
(V2) [D,Y(a,z)] = Y(D(a),z) = $,Y(a,z) for any a E V; 
073) Y(l,z) = Idv (the identity operator of V); 
(V4) Y(a,z)l E (End V)[[z]] and limz+o Y(a,z)l = a for any a E V; 
(V5) For Zz-homogeneous elements a, b E V, the following Jacobi identity holds: 
ZO -‘b Y(a,zl Y(b,z2) - w~~‘fi 
z2 -z1 
( ) 
- 
-zo 
Y(b,zz)Y(a,zl) 
ZI -zo 
=;;‘d( ) - Y(Y(wo)b,z2). 
z2 
(2.2.2) 
This completes the definition of a vertex superalgebra. The following are the conse- 
quences: 
Y(a,z)l = eZDa for any a E V, (2.2.3) 
eZoDY(a,z)eCZoD = Y(a,z + ZO) for any a E V, (2.2.4) 
Y(a,z)b = E,,beZDY(b, -z)a for Zz-homogeneous a, b E V. (2.2.5) 
Notice that (2.2.3) and (2.2.4) follow from (V2t(V4) without using the Jacobi 
identity. For any nonnegative integer k, taking Res,,zt of the Jacobi identity, we obtain: 
(z~ -z2?[Y(a,zr), Ub,n)L =: @I -z21k (Y(a,zlP’(b,z2) - E,,bY(b,z2)Y(a,zl)) 
z/$Y(Y(a,zo)b,z2) 
= gi ((~+)~;;‘a (:)) Y( k+hZz). (2.2.6) 
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If k = 0, we get the supercommutator jbrmula. Let m be a positive integer such that 
a,b = 0 for n > m. Then we obtain the following supercommutativity: 
+I -z2)*Y(a,z1)Y(b,zd = NAZI -z~Y’Y(~,z~)Y(~,~I). (2.2.7) 
Taking Res,, of the Jacobi identity, we obtain the following iterate formula: 
= Res,, (;,16 (‘9) Y(a,zl )Y(b,zZ) - E,,bzg’S (‘e) Y(b,zz)Y(a,zl)) 
= Y(wo +z2)Y(b,z2) - c,,bY(b,z2)(Y(a,zo +z2) - Y(a,z2 +zo)). (2.2.8) 
For any c E V, let m be a positive integer such that z”‘Y(a,z)c involves only positive 
powers of z so that (ZO +~2)~(Y(a,zo fz2)c - Y(a,z2 +ZO)C) = 0. Then we obtain the 
following associativity: 
(ZO + ~2)“‘Y(Y(a,zo)b,z2)c = (zo + z~)~Y(Q,zo + z2)Y(b,zz)c. (2.2.9) 
A vertex superalgebra V is called a vertex operator superalgebra (cf. [26]) if there 
is another distinguished vector o of V such that 
(V6) [L(m),L(n)] = (m - n)L(m + n) + $?j%?,+,,o(rank V) 
for m,n E Z, where Y(w,z) = CnEZ L(n)zPP2, rank V E C; 
(V7) L(-1) = D, i.e.,Y(L(-l)a,z) = $Y(a,z) for any a E V; 
W) V is ;Z -graded such that V = $nE;ZVcn~, L(O)Iv,,,, = nldv,!!,, dim VC~, 
< co, and VC~, = 0 for n sufficiently small. 
An ideul of a vertex superalgebra V is a subspace I such that a,u E I for any 
a E V, u E I, n E Z. Let I be an ideal of V. Then the quotient space V/I is a 
vertex superalgebra. A homomorphism from a vertex superalgebra U to another vertex 
superalgebra V is a linear map f from U to V such that f(1) = 1 and f( Y(a,z)b) = 
Y(f(a),z)f(b) for any a, b E U. 
Remark 2.2.2. In the definition of vertex operator superalgebra, since the first equality 
of (V2) follows from the Jacobi identity, it is enough only to assume the second 
equality. But for vertex superalgebra, it is necessary to assume both of them. 
Remark 2.2.3. Let A4 be any vector space with a set {L(m)lm E Z} of endomorphisms 
of M and let 1 be a complex number. Set L(z) = CnEZL(n)z-“-2. Then the Virasoro 
relation (V6) with central charge L is equivalent to the following equation: 
L%),W2)1= C 
M 2 --n-2 
[~(mMn)lz~ - z2 
liT,tlEZ 
= ,,sz ((m - n)L(m + n) + +&+B,ol) zlm-2zZn-2 
=,zZ((-m - n - 2)L(m + n) + 2(m + l)L(m + n))zlm-2z2n-2 
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?n3 -in 
+8X----z --m-2 m-2 
mEZ 12 ’ z2 
=z -16 
1 
0 z2 L’(z2) + 2zL26 0 5 L(Q) + ;z;16(3) 0 ; . 
zl Zl 
(2.2.10) 
Then it follows from Lemma 2.1.4 and the commutator formula (2.2.6) that the Vi- 
rasoro relation (V6) and the L( - 1)-d erivative relation (V7) are equivalent to the fol- 
lowing conditions: 
Y(Wca,z) = $Y(a,z) for any a E V, (2.2.11) 
wto = 210, w2w = 0, 
G 
co3w= 51, conLo = 0 for yt > 3. (2.2.12) 
Proposition 2.2.4. In the definition of vertex superalgebra, the Jacobi identity can be 
equivalently replaced by the supercommutativity formula (2.2.7). 
Remark 2.25 Notice that the supercommutativity formula (2.2.7) is really a super- 
commutativity formula for “left multiplications.” Let us give a “proof” of Proposition 
2.2.4 at the classical level as follows: Let A be any algebra with a right identity 1 
and denote by L, the left multiplication by an element a. Suppose that L,Lb = G&, 
for any a, b E A. Then a(bc) = b(ac) f or any a, b, c E A. Setting c = 1, we obtain the 
commutativity ab = ba. Furthermore, we obtain the associativity: 
a(cb) = a(bc) = b(ac) = (ac)b for any a,b,c E A. (2.2.13) 
Therefore A is a commutative associative algebra. 
Proof of Proposition 2.2.4. Our proof, which consists of three steps, is exactly an 
analogue of the argument given in Remark 2.2.5. 
(I) The skew-symmetry (2.2.5) holds. Let k be a positive integer such that b,a = 0 
for all m > k so that the supercommutativity formula (2.2.7) holds. Since (2.2.3) and 
(2.2.4) follow from (V2 j(V4) without using the Jacobi identity, we have: 
(ZI - ~2)~ Y(a, ~1 Ytb, z2)1= G&I - z2)kY(b,zdYta,zdl 
= E,,~(zI - ~2)~Y(b,zz)e”~a 
= E,,~(z, - z2)kezlDY(b,z2 - ~,)a. (2.2.14) 
Since (zt - z~)~Y(!I,z~ - zl)a involves only nonnegative powers of (~2 - zt ), we may 
set z2 = 0. Thus 
zfY(a,zl)b = Ea,bzfeZIDY(b, -zl)a. (2.2.15) 
Multiplying both sides of (2.2.15) by zlk we obtain Y(a,zl)b = E,,beZIDY(b, -ZI )a. 
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(2) The associativity formula (2.2.9) holds. For any Zz-homogeneous a,c E V, let k 
be a positive integer such that the supercommutativity formula (2.2.7) for (a,~) holds. 
It is clear that it is enough to prove the associativity formula (2.2.9) for any Zz- 
homogeneous b E Y. Since (- l)lanrbl = (- 1 )lal+lbl for any m E Z, we have &*,,& = 
Eb,cEaC for any m E Z. Thus 
(zo + zz )k Y(a, zo + 22 )Y(b, ~2 >c 
= &b,c(zO + z~)~Y(u,zo + z2)ezzoY(c, -z2)b 
= Eb,CeZ2D(za + ~2)~Y(a,zo)Y(c, -z2)b 
= &6,&a,& @(zo +~2)~Y(c, -z2)Y(a,zo)b 
= c &0s,&CeZ2D(zo + z~)~Y(c, -~2)&bz;~-’ 
VIE2 
= &(zo +~2)~z~“--lY(u,b,z2)c 
= (zo +~2)~Y(Y(u,zo)b,z2)c. (2.2.16) 
(3) The Jacobi identity holds. Let k be a positive integer such that both (2.2.7) and 
(2.2.9) hold and that for all m > k, zmY(u,z)c = 0 involves only positive powers of 
z. Then by using (2.1.17) and (2.1.13) we get 
Y(u,z,)Y(b,z2)c - &,,bz;‘b 
z:(z~ - ~2)~Y(u,z, )Y(b,z2)c 
&I - z2)kY@,z2)Y@,z, >c 
Y(b, z2 )Y(U, ZI )c 
&,b (&I - z2)kY(b,z2)Y(v, k) 
=z &a,b (z&o +z2)kY(b,z2)Y(u,z2 +zo)c). (2.2.17) 
Since Umc = 0 for all m 2 k, (to +z2)“Y(u,z2 +zo)c involves only nonnegative powers 
of (~2 + ZO), so that 
z,“(zo +z2)kY(b,z2)Y(a,z2 +zo)c =z,“(zo +~2)~Y(b,z2)Y(u,z~ +z2)c. (2.2.18) 
Therefore 
Y(b, z2 )Y(U, z~ )c 
&a,b (&Zo +z2)kY(b,z2)Y(u,zo fz2)c) 
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Zl -zo =z;‘d( ) --g- (&zo + z2)kYu(~,zo)b,Z*)C) 
=z ;ls Zl -zo ( > y- (z,kZ:y(Y(~,zo)b,Z2)C) 
= z;z:z;‘~ z1 ( > Y( Y(a, zo P, z2 k. z2 (2.2.19) 
Then the Jacobi identity follows. 0 
Proposition 2.2.6. The Jacobi identity for vertex superalgebra V can be equivalently 
replaced by the skew symmetry (2.2.5) and the associativity formula (2.2.9). 
Proof. For any a, b,c E V, let k be a positive integer such that zkY(b,z)c involves 
only positive powers of z and that the following associativities hold: 
(zo +z#Y(wo +.~)Y(b,z2)c = (zo +z2)kY(Y(a,zo)b,zz)c, 
(-Z,J +z~)~Y(b, -ZO +zl)Y(a,z,)c = (-zo fz~)~Y(Y(b, -zo)a,zl)c. 
Then 
Y(a,z,)Y(b,z2)c - E,,~z;‘c? Y(b,z2)Y(a,zlk 
+z2)kz2kY(Y(a,zo)b,z2)c) 
zo +z~)~Y(Y(b,-zo)a,zl)c) 
((zo + z2)kz2kY(Y(a,zo)b,z2)c) 
zo +z,)kY(W,zo)b,z~ -zo>c). 
Since z,“(zo + ~2>~Y(Y(a,zo)b,z2)c = (zo + z~)~Y(a,zo + z2)(ziY(b,z2)c) involves only 
positive powers of ~2, by (2.1.18) we have: 
(&I - zo)kW’(voP,zl - zok) . (2.2.20) 
Thus 
(2.2.2 1) 
Multiplying both sides by zFkzTk, we obtain the Jacobi identity. q 
In [2], Borcherds first defined the notion of vertex algebra with a set of axioms 
consisting of (VI), (V3), (V4), the skew-symmetry (2.2.5) and the iterate formula 
(2.2.8). In the skew-symmetry (2.2.5) the operator D is defined by Da = a-21 for 
a E I/. It can be easily proved that (V2) follows from the other axioms of Borcherds’. 
Therefore, we have: 
Corollary 2.2.7. Borcherds’ de~n~t~o~ [2] and ~e~~i~~~n 2.1 for a vertex supera~geb~a 
are equivalent. 
2.3. Modules for vertex superalgebras 
Definition 2.3.1. Let (V, l,D, Y) be a vertex superalgebra. A V-module is a triple 
(h&d, Y,) where M is a Zz-graded vector space, d is an endomorphism of A4 and 
Y, is a linear map YM(+,z): V + (EndM)[[z,z--‘I]; a H Y&a,z) = xnEZan~-n-’ 
(where a, E EndM) satisfying the following conditions: 
(Ml) For any a E V, u f M, u,u = 0 for n sufficiently large; 
(M2) Y~(l,z) = IdiM; 
(M3) [d, Y~(a,z)] = YM(D(a),z) = $Y&a,z) for any a E V; 
(M4) For Zz-homogeneous a, b E V, the following Jacobi identity holds: 
YM(a,zl)YM(hz2) - Gl,bZO -‘rs YM(hzz)YM(a,zl) 
h(Y(voPzz). (2.3.1) 
This completes the definition of module for a vertex superalgebra. A V-honzomor- 
perish from a Y-module Mi to another V-module Mz is a linear homomo~hi~m f 
from Mi to M2 such that f( ~~~(~,z)~) = Y~~(a,z)~(u) for a E Y, u E Mt. A V- 
module M is called a ~jt~~u~ module if Y~(e,z) is injective. If V is a vertex operator 
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superalgebra, a module A4 for V as a vertex superalgebra is called a weak module for 
V as a VOSA. A weak V-module M is said to be ;Z-graded if A4 = BnEfZM(n) 
such that 
(M5) a,M(n)CM(n+r-m-1) foraEV~,),mEZ,n,rE~Z. 
Furthermore, a weak V-module M is called a generalized module [14] for V as a 
VOSAifM=@ zE~MtI) such that 
(M6) L(O)u = CIU for CI E C,u E MC&), 
and a generalized module A4 is called a module for V as a VOSA if 
(M7) For any fixed c~,A4(,+~) = 0 for E Z sujiciently small; 
(MS) dim MC,, < co for any a E C. 
If V is a vertex operator superalgebra, it is clear that any V-module is a direct sum 
of $Z-graded modules which are truncated from below. 
Remark 2.3.2. As has been noticed by many authors (see for example [14]), the Vi- 
rasoro algebra relation (V6) follows from the axioms (M2)-(M4). This simply follows 
from Remark 2.2.3 and the commutator formula (2.2.6). 
It has been proved [S] that the rationality, the commutativity and the associativ- 
ity in terms of “matrix coefficients” are equivalent to the Jacobi identity for vertex 
operator algebra and module. In fact, part three of the proof of Proposition 2.2.4 
gives a proof without involving “matrix-coefficients.” Moreover, the proof of Propo- 
sition 2.2.6 with Y, in place of Y as appropriate, proves the following 
proposition: 
Proposition 2.3.3. Let V be a vertex superalgebra. Then the Jacobi identity (M4) in 
the dejnition of a V-module can be equivalently replaced by the associativity: 
(ZII +z2)mY~(Y(a,zo)b,z2)u = GO +z2)mh(a3zo +z2)Y,db,z2)~. (2.3.2) 
Remark 2.3.4. Since the iterate formula (2.2.8) implies the associativity formula (2.2.9), 
it follows from Proposition 2.3.3 that the iterate formula (2.2.8) implies the Jacobi 
identity for a module of a vertex superalgebra. 
For the rest of this subsection, we shall discuss some simple but important ana- 
logues from the classical associative algebra theory, which will be useful in the study 
of module theory for some vertex operator algebras in Sections 4 and 5. 
Let V be a vertex superalgebra and let M be a V-module. Let a, b, co,. . . , ck be Z2- 
homogeneous elements of V. If M is faithful, it follows from the commutator formula 
(2.2.6) and Lemma 2.1.4 that 
k 1 I (i) 
[YM(a,zl), Yhf(hz2)l = C 7~;~~ 6 
22 
i=o l! 0 
- hf(CiJ2) 
Zl 
(2.3.3) 
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if and only if 
aib=O fori>k andaib=c” fori=O,...,k. 
Then the following lemma is clear. 
(23.4) 
Lemma 2.3.5. Let V be a vertex superalgebra nd let a, b,c”, . . . , ck E V be Zz- 
h~~oge~~o~ elements uch that 
k 1 i 1 (i) 
[YJda,z~ 1, Ydb,zdl = C 3°F - 6 
0 
‘_T. 
Ydc’, c? >. (2.3.5) 
j=o 1. ZI 
Then (2.3.3) holds jar any V-module M (which need not be faithful). Conversely, let 
M be a faithful V-module such that (2.3.3) holds. Then (2.3.5) holds. 
Noticing that V is a faithful V-module, we have: [Y(a,zl), Y(b,zz)]h = 0 if and 
only if sib = 0 for all i E Z+. 
Proposition 2.3.6 (Dong and Lepowsky [5]). Let V be any vertex operator algebra 
and let ( W, d, Yw) be any V-module. Let v E V be such that the component operators 
vn (n E 2;) all commute with one another, so that Y~~(v,z)~ is well defined on W for 
N E N. Then 
Y~((v_~)qz) = Yw(V,z)N. (2.3.6) 
In particular, if (v- 1 )N 1 = 0 for a fixed N, then 
Y&,z)n = 0. (23.7) 
Remark 2.3.7. More generally, let V be a vertex superalgebra and let v be an even or 
odd element of V such that [Y&v,zi), Y&v,z~)], = 0. Then the assertion of Proposi- 
tion 2.3.6 still holds. Conversely, let M be a faithful V-module and let v E V such that 
Y&v,z)~ = 0 on M for N E N. Then Y(v,z)~ = 0 on V. The “two-edged” formufa 
(2.36) turns out to be very useful in Section 5. 
Remark 2.3.8. Let A be an associative algebra and let P(xi,. . . ,x,) be a polynomial 
in noncommuting variables xi’s. Let ai,. . . ,a, E A be such that P(ai,. . . ,a,) = 0 on A. 
Then P(al, . . . , a,) = 0 on any A-module iw. Conversely, let M be a faithful A-module 
and let al,. ..,a, E A such that P(ai, . . . . a,) = 0 on M. Then P(al,...,a,) = 0 on 
A. From this point of view we may think of Lemma 2.3.5 and Dong and Lepowsky’s 
Proposition 2.3.6 as complex analogues for vertex (operator) superalgebras of these 
classical facts. 
3. Local systems of vertex operators 
In this section, we shall introduce what we call “local systems of vertex operators” 
for any Zz-graded vector space M and present the main results of this paper. Those 
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results are, first, that any local system has a natural vertex superalgebra structure with 
M as a module, and second, that for a fixed vertex superalgebra V, giving a V-module 
M is equivalent to giving a vertex superalgebra homomorphism from V to some local 
system of vertex operators on M. 
3.1. Weak vertex operators 
Let us first define three categories C, C” and Cf. Define C to be the category with 
Zz-graded vector spaces as its objects and with Zz-homomorphisms as morphisms. We 
define Co to be the category with ob C” consisting of (M, d) where M is an object 
of C and d is a morphism from M to M. A morphism from (M,dl) to (FV,dz) is a 
morphism f from M to W such that fd, = d2 f. A Vir-module M is a restricted 
module if for any u E M, L(n)u = 0 for n sufficiently large. For any restricted Vir- 
module M, if M is not given as a Zz-graded vector space, we may consider M as 
a Zz-graded vector space with MO = M and MI = 0. For any complex number L, 
we define C, to be the category with restricted Vir-modules of central charge e as its 
objects and with Vir-homomorphisms as morphisms. 
Let M = M’@M’ be a zz-graded vector space. Then EndM = (EndM)‘@(EndM)’ 
is also a Zz-graded vector space where 
(EndM)‘= {A E EndM(AM’&M’ for i = 0, l}, 
(EndM)’ = {A E EndM(AM’ CM’,AM’ C MO}. 
(3.1.1) 
(3.1.2) 
Furthermore, 
(EndM)[[z,z-* ]] = (EndM)‘[[z,z-‘I] cg (EndM)‘[[z,z-‘I] (3.1.3) 
is also a Zz-graded vector space. It is clear that the derivative operator (d/dz) is an 
endomorphism of (EndM)[[z, z-’ I], which preserves both the even subspace and the 
odd subspace. 
Definition 3.1.1. Let M be any Zz-graded vector space. A weak vertex operator on 
M is a formal series a(z) = CnEZanz-“-’ E (EndM)[[z,z-‘I] such that 
a(z)u E M((z)) for any u E M. (3.1.4) 
That is, a,u = 0 for II sufficiently large. Let (M,d) be a pair consisting of a Za-graded 
vector space M and a Zz-endomorphism d of M. A weak vertex operator on (M,d) 
is a weak vertex operator a(z) on M such that 
[d,a(z)] = a’(z) (= ia( . (3.1.5) 
Denote by F(M) (resp. F(M,d)) the space of all weak vertex operators on M (resp. 
(M,d)). Then both F(M) and F(M,d) are Z;?-graded subspaces of (EndM)[[z,z-‘I]. 
It is easy to see that F(M) coincides with Horn,-(M,M((z))). 
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By definition, it is clear that if a(z) is a weak vertex operator on M (resp. (M,d)), 
the formal derivative a’(z) is also a weak vertex operator on M (resp. (M,d)). Then 
we have an endomorphism D = d/dz for both F(M) and F(M,d). 
Definition 3.1.2. Let M be a restricted W-module of central charge e. A weak vertex 
operator a(z) on (M,L( - 1)) is said to be of weight h E C if it satisfies the following 
condition: 
[L(O), u(z)] = ha(z) + za’(z). (3.1.6) 
Denote by F(M, L( - 1 ))(h) the space of weak vertex operators on (M, L( - 1)) of weight 
h and set 
F”WJ-1)) = @m3’(M,L(-l))(/z). (3.1.7) 
Remark 3.1.3. For any super vector space M, the identity operator Z(z) = idM is a 
weak vertex operator on M. Let M be a restricted I&--module. Then I(z) = idM is a 
weak vertex operator on (M,L(- 1)) of weight zero and L(z) = CnEz L(~)z-“-~ is 
a weak vertex operator on (M,L( - 1)) of weight two. If u(z) is an even (resp. odd) 
weak vertex operator on (M,L(-1)) of weight h, then u’(z) = (d/dz)u(z) is an even 
resp. odd) weak vertex operator of weight h + 1. 
Lemma 3.1.4. Let M be a super vector space and let u(z) and b(z) be Zz-homo- 
geneous weak vertex operators on M. For any integer n, set 
u(z),b(z) = Res,, ((zi - z)~u(z~ )b(z) - (- 1 )la(r)llb(z)l( -z + zr )“b(z)u(zl )). (3.1.8) 
Then u(z),b(z) is a Zx-homogeneous weak vertex operator on M satisfying lu(z),b(z)/ 
= lu(z)l lb(z)l. 
Proof. For any u E M, by definition we have 
(u(z),b(z))u = Res,, ((zi - z)~u(z~ )b(z)u - (- l)~a(z)i~b(z)~( -z + zi )“b(z)u(zl )u) 
(-z)kun_kb(z)u _ (- l)ia(Z)llb(Z)I _( z)“-kb(z)u,u) . 
(3.1.9) 
It is easy to see that (u(z),b(z))u E M((z)). Therefore, u(z),b(z) is a weak vertex 
operator on M. •1 
Definition 3.1.5. Let M be a super vector space and let u(z) and b(z) be Zz-homo- 
geneous weak vertex operators on M. Then we define 
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= Res,, a(zl )b(z) - &,bZ;‘b r$) NzMa 1) . 
(3.1.10) 
Extending the definition bilinearly, we obtain a linear map 
Y(.,zo) : fYW + @ndWW>hz~‘ll; 
a(z) H Y(4z),zo>. (3.1.11) 
Lemma 3.1.6. For any u(z) E F(M), we huoe 
y(~(z),zo)4z) = &>; (3.1.12) 
Y(u(z),zo)z(z) = e”kZ(z) (= u(z + z(I)). (3.1.13) 
Proof. By Definition 3.1.5 and the formula (2.1.13), we have: 
YU(zb0h-4~) = Res,, (z&3 (7) a(z) -z,16 (3) u(z)) 
= u(z) 
and 
a(z + zo) 
= u(z tzo) 
= e’o~a(z). 0 (3.1.14) 
Lemma 3.1.7. Let M E ob C and u(z), b(z) E F(M). Then we have 
&a(z),zo)b(z) = Y(D(a(z)),zo)b(z) = [D, y(4z>,zo>l@>. (3.1.15) 
Proof. Without losing generality, we may assume that both u(z) and b(z) are Zz- 
homogeneous. By definition, we have 
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Y&Y(~z),zoP(z) = Res,, 
-w-& (z&3 ( y )) b(ZMZl)) 
= -ResZ, (tb’6 (y)) a(z,)b(z) 
+Res,,~~,b (&z,16 (y)) b(z)&) (by Lemma 2.1.1) 
= Res,, (z;‘a ( y ) a’(z, )b(z) 
-E,,bZgld (%) b(z)u’(z, 1) 
= Y(a’(z),zo)&) (3.1.16) 
and 
[D, Y(a(z),zo)]b(z> = ~(Y(4z),zoP(z)) - y(4z)JoPw) 
= ~(Y(u~z~,zop(z)~ - y(+)JoW(z) 
= Res,, ($ (z;Q (7)) u(z*Hz) 
-E+& (z,‘;i (7)) b(ZMZl)) 
= ~Y(u(z),Zo)bo = Y(a’(zboW) 
= Y(D u(z),zo)b(z). 0 (3.1.17) 
Lemma 3.1.8. Let (A&d) be an object of C” und let u(z), b(z) E F(M,d). Then 
u(z),b(z) E F(A4,d). Furthermore, ifA4 is a restricted Vir-module with central charge 
/ and a(z), b(z) are weak vertex operators on (A4, L( - 1)) of weights CI, p, respectively, 
then for any integer n, a(z),b(z) is a weak vertex operator of weight (a + /I - n - 1) 
on (M,L(-1)). 
Proof. It is equivalent to prove the following: 
W-l), Y(4z),zoW)l = ~~Y@W,zoW); (3.1.18) 

144 
Tfie following definition is motivated by physicists’ work for exarnpte fll]. 
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Definition 3.2.1. Two Zz-homogeneous weak vertex operators a(zt ) and b(q) are said 
to be mutually local if there a positive integer n such that 
(ZI - z2>“a(zl)b(z2) = (-l)~a(r)~b(z)i(~~ - z*)“b(zz)a(zl). (3.2.1) 
A Zz-homogeneous weak vertex operator is called a vertex operator if it is local with 
itself, a graded subspace A of F(M) is said to be local if any two Zz-homogeneous 
weak vertex operators in A are mutually local, and a local system of vertex operators 
on M is a maximal local (graded) space of F(M). 
Remark 3.2.2. Let V be a vertex superalgebra and let (M, d, YM) be a v-module. Then 
the image of V under the linear map YM(.,z) is a local subspace of F(M). 
Remark 3.2.3. Let M be a super vector space and let a(z) and b(z) be Zz-homogeneous 
mutually local weak vertex operators on M. Let k be a positive integer satisfying 
(3.2.1). Then a(z),b(z) = 0 whenever n > k. Thus Y(a(z),zo)b(z) involves only finitely 
many negative powers of ZO. (This corresponds to the truncation condition (Vl).) 
Lemma 3.2.4. If a(zl) is local with b(zz), then a(~,) is local with b’(z~). 
Proof. Let IZ be a positive integer such that (3.2.1) holds. Then 
(ZI - z*)“+‘a(zl)b(z2) = (-1) ‘+)‘b(=)‘(Z, - z*)“+%(z2)u(z,). 
Differentiating (3.2.2) with respect to ~2, then using (3.2.1) we obtain 
(ZI - z2)“+‘a(zl)b’(z2) = (-1) la(r)lb(z)l(zt - z2)“+‘b’(z2)a(zl). 0 
(3.2.2) 
(3.2.3) 
Remark 3.2.5. For any super vector space M, it follows from Zom’s lemma that 
there always exist local systems of vertex operators on M. Since the identity operator 
Z(z) = ZdM is mutually local with any weak vertex operator on M, any local system 
contains Z(z). From Remark 3.1.3 and Lemma 3.2.4, any local system is closed under 
the derivative operator D = (d/dz). 
Lemma 3.2.6. Let M be both a Zz-graded vector space and a restricted Vir-module 
with central charge L such that the even subspace and the odd subspace are Vir- 
submodules of M. Then L(z) = CnEZ L(n)zend2 is an even (locul) vertex operator 
on (M,L(-1)) of weight two. 
Proof. It follows from Remark 2.2.3 and Lemma 2.1.3 that 
(ZI - z~)~[L(z~),L(z~)] = 0 for k > 4. (3.2.4) 
Then L(z) is a local vertex operator on M. 0 
The proof of the following proposition was given by Professor Chongying Dong. 
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Proposition 3.2.7. Let a(z), b(z) and c(z) be Zz-homogeneous weak vertex operators 
on M. Suppose both a(z) and b(z) are local with c(z). Then a(z),b(z) is local with 
C(Z) for all n E Z. 
Proof. Let r be a positive integer greater than -n such that the following identities 
hold: 
@I - ~2 )‘a(zi )b(z2 > = b, b(Zl - z2 )‘bh )+I ), 
(z~ - z2 )‘a(~1 k(z2) = h(z~ - zdr4z2 Mzl 1, 
@I - z2 )‘b(zl k(z2 > = &b&i - z2 )I+2 )&I >. 
By definition, we have 
a(z),&) = Res,, (( zl - z)“a(zl)b(z) - &,b(-z + ZI )“b(z)a(zl)) . (32.5) 
Since 
(z - zd4’ ((~1 - z)nh P(zk(z3) - &J-Z + ZI )“b(zMzl)&)) 
3r 3r 
= c( > s=o s (z - Z] )+-s(Zi - z3)yz - z3y 
X ((a - zjna(zl >b(z>c(zs > - &d-Z + ZI Yb(z)a(zl >c(z3 )) 
3r 3r 
= 
4 1 s=r+l s 
(z - z#--s(Z, - z3)7z - z3y 
x ((~1 - z)‘+I )&)c(z3) - &J-Z + ZI Yb(zMzl)c(z3)) 
3r 3r 
= 
4 1 s=r+l s 
(z - z1 >+qz, - z3 )$(z - z3 )’ 
X&,&c ((a - z)“c(z3)4zi P(z) - &,b(-Z +zl>“ch)b(z)a(z~ )) 
= &z,c&b,c(Z - 23)4’ (( ZI - z)nc(z3)4z~ P(z) - &,6(-z + ZI )“c(z3>&>4zl)) 2 
(3.2.6) 
taking Res,, , we have: 
(z - ~3 )4’(44nW)4z3) = &,&b& - z3 )4rC(z3 )(@)&z)). 0 (3.2.7) 
Remark 3.2.8. Let A4 be any super vector space and let V be any local system of 
vertex operators on M. Then it follows from Proposition 3.2.7, Remarks 3.2.3 and 3.2.5 
and Lemmas 3.1.6 and 3.1.7 that the quadruple (V,I(z),D,Y) satisfies (Vl)-(V4) of 
Definition 2.2.1. 
Proposition 3.2.9. Let V be any local system of vertex operators on M. Then fbr 
any vertex operators a(z) and b(z) in V, Y(a(z),zl) and Y(b(z),zz) are mutually local 
on (V,D). 
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Proof. Let c(z) be any Zz-homogeneous weak vertex operator on M. Then considering 
Y(b(z),zo)c(zz) as the series xnEZ b(z),c(zz)z,“-’ of weak vertex operators and using 
Definition 3.1.5, we have 
Y(u(~),~~)Y(~(~),~o)c(zz) = Rew3 -‘a 
Zl -z2 
( ) 
- dz1 )( Y(&), zo)c(z2 )) 
z3 
-z2 + Zl 
-Ea,bEa.d3 -‘6 
( > 
(Y(b(z),zo)c(zz))a(z1) 
z3 
= Res,, Res, A, 
where 
.4 =zj9 (z?$) z,16 (zy) a(zl)b(z4)c(z*> 
--Eb,czj -16 (zy) z(y’6 (y4) a(z,)c(z2)b(z4) 
-+a,b&z,cZ3 -16 (259 z;‘6 (zy) b(z4>c(z2>a(zl) 
+E,,b&z,cEb,c$b (59 z;‘6 (T) c(z2)b(z4)a(z,>. 
Similarly, we have 
Y(&),z0)Y(a(z),z3 )+2) = Res,, ReszJ B, 
where 
BXZ316 (“‘) z;ls (z=$) b(z4)a(zl)c(z2) 
-Gl,cZ3 -16 (“ii) z&5 (zy) b(z4)c(z2)a(z,) 
-Ea,bEb,cZ3 -16 (zy) z,‘6 (y4) a(zl)c(z2)b(z4> 
+&,bEb,c&z,cz;‘6 
Let k be any positive integer such that 
(Z, - z4)k&)b(z4) = &&I - z4>k&z4)+1 ). 
(3.2.8) 
Since 
(z3 _Zo)kz;Q (“> z,‘6 (ze) 
= (zl _Z4)kZ;16 (zy) z;Q (zy) ? 
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it is clear that locality of a(z) with b(z) implies the locality of Y(a(z),zi) with 
Y(&), 22 1. 0 
Now, we are ready to present our main theorem: 
Theorem 32.10. Let M be any Z2-graded vector space and let V be any local system 
of vertex operators on M. Then V is a vertex superalgebra and M satisfies all the 
conditions for module except the existence of d satisfying (M3). If V is u local 
system on (M, d), then (M, d) is u V-module. 
Proof. It follows from Proposition 2.2.4, Remark 3.2.8 and Proposition 3.2.9 that V 
is a vertex superalgebra. It follows from Proposition 2.3.3 and Remark 2.3.4 that M 
is a V-module through the linear map Y&a(z),zo) = a(zo) for a(z) E V. 0 
Corollary 3.2.11. Let M be any Z,-graded vector space and let S be any set oj 
mutually local homogeneous vertex operators on M. Let (S) be the subspace of 
F(M) generated by S U {Z(z)} under the vertex operator multiplication (3.1.10) (or 
(3.1.8) for components). Then ((S),l(z),D, Y) is a vertex superalgebra with M as a 
module. 
Proof. It follows from Proposition 3.2.7 that (S) IS a local subspace of F(M). Let A 
be a local system containing (S) as a subspace. Then by Theorem 3.2.10, A is a vertex 
superalgebra with M as a module. Since (S) is closed under (3.1.10), (S) is a vertex 
subalgebra. Since the “multiplication” (3.1.10) does not depend on the choice of the 
local system A, (S) is canonical. 0 
Proposition 3.2.12. Let M be both a Zz-graded vector space and a restricted Vir- 
module with central charge G such that both the even subspace and the odd sub- 
space are Vir-submodules of M and let V be a local system of verte.x operators on 
(M, L(- 1)) containing L(z). Then the vertex operator L(z) is a Virasoro element of 
the vertex superalgebra V. 
Proof. First, by Theorem 3.2.10, V is a vertex superalgebra with M as a V-module. 
Set w = L(z) E V. By Remark 2.2.3 and Lemma 3.2.6, the components of the vertex 
operator Y(o,zo) give rise to a representation on V of central charge 8 for the Virasoro 
algebra Vir. For any a(z) E V(h), by definition we have 
L(Z)@(Z) = [L( - I), a(z)] = u’(z); (3.2.9) 
L(z)] a(z) = [L(O), a(z)] - z[L( - 1 ), a(z)] = ha(z). (3.2.10) 
Therefore V satisfies all conditions for a vertex operator superalgebra except the 
requirements on the homogeneous subspaces. 0 
Let V be a vertex (operator) superalgebra and let (M,d) be a V-module. Then the 
image V of V inside F(M,d) is a Zl-graded local subspace. By Zom’s lemma, there 
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exists a local system A containing V as a subspace. From the vacuum property (M2) 
we have: 
YM(.,Z)(l) = YM(l,Z) = IdM = I(z). (3.2.11) 
For any Zz-homogeneous elements a, b E V, we have: 
M~,z)(Y(a,zoP) = YdY(a,zo)kz) 
= Res,, YM(a,zi )YM(b,z) 
--I 
-&z,bZo 6 
= YA(Y,(a,z),zo)Y~(b,z). (3.2.12) 
Thus YM(.,z) is a vertex superalgebra homomorphism from V to A. Conversely, let 
4 be a vertex superalgebra homomorphism from V to some local system A of vertex 
operators on (M,d). Since q5(u) E A c(EndM)[[z,z-‘I] for any u E V, we use $= for 
variable zt, set &,(a) = 
a E V. By definition we 
4 to indicate the dependence of 4(u) on z. For any formal 
&(a)(rZz, for any a E V. We define YM(a,z)u = &(a) for 
have: 
Y&z) = &(l) = I(z) = IdM. (3.2.13) 
For Zz-homogeneous elements a, b E V, we have: 
YdY(a,zo)b) = 4Z(Y(a,zo)b)12=z2 = (YA&(a)~zoMr(b)) Iz=z2 
= Res,, (z;id (‘9) A (a)&,(b) 
YM(a,zl)Y+&z2) 
Ydb,z2Eda,zl) (3.2.14) 
It follows from Remark 2.3.4 that (M,d, YM) is a V-module. Therefore, we have 
proved: 
Proposition 3.2.13. Let V be a vertex (operator) superalgebra. Then giving a V- 
module (M,d) is equivalent to giving a vertex superalgebra homomorphism from V 
to some local system of vertex operators on (M,d). 
170 H.-S. LilJournal of Pure and Applied Algebra 109 (1996) 143-195 
4. Vertex operator superalgebras and modules associated to some 
infinite-dimensional ffine Lie superalgebras 
In this section, we shall use the machinery we built in Section 3 to study vertex 
operator superalgebras and modules associated to the representations for some well- 
known infinite-dimensional Lie algebras or Lie superalgebras such as the Virasoro 
algebra, the Neveu-Schwarz algebra and affine Lie superalgebras. 
4.1. Vertex operator algebras associated to the Virasoro algebra 
Let us start with an abstract result which will be used in this section and the next 
section. 
Proposition 4.1.1. Let (V, l,D, Y) be a vertex superalgebra and let (M,d, Y,) be a 
V-module. Let u E M such that du = 0. Then the linear map 
f: V-+M; a++a_lu foraE V, (4.1.1) 
is a V-homomorphism. 
Proof. It follows from the proof of Proposition 3.4 in [22]. q 
For any complex numbers c and h, let M(c, h) be the Verma module for the Virasoro 
algebra Vir with central charge c and with lowest weight h. Let 1 be a lowest weight 
vector of M(c,O). Then L(-1)l is a singular vector, i.e., L(n)L(-1)l = 0 for n > 
1. Set A?(c,O) = M(c, O)/ < L(-1)l >, where < L(-1)l > denotes the submodule 
of M(c, 0) generated by L(- 1 )l. Denote by L(c, h) the (unique) irreducible quotient 
module of M(c, h). By slightly abusing notations, we still use 1 for the image of 1 for 
both n;/(c,O) and L(c,O). 
Proposition 4.1.2. For any complex number c, A?(c,O) has a natural vertex operator 
algebra structure and any restricted Vu--module M of central charge c is a weak 
A?(c, 0)-module. In particular, for any complex number h, M(c, h) is a #(c, 0)-module. 
Proof. Let M be any restricted Vir-module with central charge c. Then A?(c, 0) $ M 
is a restricted Vir-module. Furthermore, we consider A?(c, 0) @M as a superspace with 
the odd subspace being zero. By Lemma 3.2.6, L( z is an even local vertex operator on ) 
(A?(c, O)@M,L( - 1)). Then by Corollary 3.2.11, V = < L(z) > is a vertex superalgebra 
with A?(c, 0) @M as a module. Consequently, both A?(c, 0) and M are V-modules. By 
Lemma 2.3.5, the components of Y(L(z),za) on V satisfy the Virasoro relation. Since 
L(z),J(z) = 0 for n 2 0, V is a lowest weight Vir-module with lowest weight 0, so that 
V is a quotient module of k(c, 0). Let 1 be a lowest weight vector of A?(c, 0). Since 
L(- 1)l = 0, by Proposition 4.1.1, we have a V-homomorphism from V to A?(c, 0) 
mapping Z(z) to 1. By the universal property of M(c, 0), we have a Vir-homomorphism 
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f from A?(c,O) to V, which maps 1 to I(z). Then it follows that V is isomorphic to 
A?(c,O). Therefore, A?(c,O) is a vertex operator algebra and any restricted %--module 
M is a weak module. 0 
4.2. Vertex operator superalgebras and modules associated to the Neveu-Schwarz 
algebra 
Let us first recall the definition of the Neveu-Schwarz algebra (cf. [7, 19, 261). The 
Neveu-Schwarz algebra is the Lie superalgebra 
NS = @ ,~zCL(m)c~$n~zCG n+; @Cc 
( ) 
with the following commutation relations: 
(4.2.1) 
[L(m),L(n)] = (m - n)L(m + n) + q$Ltn,oc, (4.2.2) 
b@),G(n+;)]=(;-n-;)G(m+n+f), (4.2.3) 
(4.2.4) 
K(m), cl = 0, b(n+;),c] =o. (4.2.5) 
By definition, NS” = @,&X(m) @ cc and NS’ = @,&G(n + i). We define 
deg L(m) = m, deg c = 0, deg G(n) = n for m E Z, n E i + Z. (4.2.6) 
Then NS = c&+~NS~ becomes a iZ-graded Lie superalgebra. Set 
NS,=+(&n)+CG(*..;)), NSo=CL(O)$cc. (4.2.7) 
Then we have the triangular decomposition NS = NS+ @ NS, $ NS,. 
Set 
(4.2.8) 
Then we have: 
[L(z,),L(z2)] = zy’6 ; L’(z*) + 2z,%’ ; L(zz) + ;z;Y (;) ) 
0 0 
(4.2.9) 
[t(z, ), G(z~)] = ,zz (5 - n - k) G (m + n + I) z~"-~z~"-~ 
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=z$ ; $G(z,)+ 3 
0 
2 (-&~;‘a (3) G(z2) (4.2.10) 
and 
[WI 1, G(z2 )It 
0 
mfl 
= mzZ2L(m + n)z~m--n-2z~’ : 
+ C im(m + 1)cz[“-2zy-’ 
t&Z 
(4.2.11) 
It is clear that (4.2.2)-(4.2.4) are equivalent to (4.2.9)-(4.2.1 l), respectively. 
For any complex numbers c and h, let Mc,h be the Verma module over NS with 
lowest weight h and with central charge c. Then there exists a unique maximal proper 
submodule Jc,h of k&h. Denote the quotient module Mc,h/Jc,h by Lc,h. A vector v E k&h 
is called a singular vector if NS+v = 0 and v is an eigenvector of L(0). It is easy to 
see that G( - i )l is a singular vector of MC,0 for any c. Denote the quotient module 
M,,oI(G(-; )I) by MC, where (G( - i )l) is the submodule of MC,0 generated by the 
singular vector G( - i )l. 
Let M be any restricted module with a central charge c over the Neveu-Schwarz 
algebra NS. Then L(z), G(z) E F(M). By Lemma 2.1.3, we obtain 
@I - z~)~W, 1, W2)l = 0, (4.2.12) 
(z~ - ~2 I3 [Gh ), (3~2 )I+ = 0. (4.2.13) 
Then {L(z),G(z)} . IS a set of mutually local homogeneous vertex operators on 
(M, L( - 1)). By Corollary 3.2.11, V = < L(z), G(z) > is a vertex superalgebra with M 
as a V-module. By the same argument as one in proof of Proposition 4.1.2, we obtain 
Proposition 42.1. For any complex number c, MC has a natural vertex operator 
superalgebra structure such that any restricted NS-module M with central charge c 
is a weak MC-module. 
Then the defining relations (4.3.4)-(4.3.7) of g are equivalent to the following equa- 
tions: 
]@I ), 02)l = z,‘6 2 
0 
[a, bl(Z2) + zF26’ ; B(a, b)c, 
0 
(4.3. 10) 
[+I >, u(z2 )I = $6 
z2 
0 
- (uu)(zz), (4.3. 11) 
21 
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4.3. Vertex operator superalgebras associated to an aJ3Tne Lie superalgebra 
Let (g,B) be a pair consisting of a finite-dimensional Lie superalgebra g = g, CB g, 
such that [g,,g,]+ = 0 and a nondegenerate symmetric bilinear form B such that 
B(gc, g, ) = 0, B([a, ~1, 0) = -B(u, [a, ~1) for a E go, u, 0 E g. (4.3.1) 
This amounts to having a finite-dimensional Lie algebra go with a nondegenerate 
symmetric invariant bilinear form Bo(., .) and a finite-dimensional g,,-module g, with 
a nondegenerate symmetric bilinear form Bl(., .) such that 
Bl(au,u) = -B,(u,au) foranyaEgo, u,vEg,. (4.3.2) 
Set 
g = C[t, t-l] @ g @ cc. 
Then we define 
(4.3.3) 
[a,, &I = [a, bl,+n + dr,+n,oB(a, b)c, (4.3.4) 
[a,, 4 = -[h,4 = (a~)~+~, (4.3.5) 
[u,, unl+ = &+n+~oB(~> u)c, (4.3.6) 
[~,&I = 0 (4.3.7) 
for any a, b E go, u, v E g,, x E g and m, n E Z, where x, stands for t”’ @ x. It is 
easy to check that we obtain a Lie superalgebra g with 
g,=qt,t-‘]@goEX, g, =C[t,t-‘]@gg,. (4.3.8) 
For any x E g, we set 
x(z) = cx,z-n-1. (4.3.9) 
PIE2 
[+I ), o(zz)l+ = B(u, u)z,‘~ 
z2 
0 
- c, (4.3.12) 
Zl 
[x(z), cl = 0 (4.3.13) 
for any a,b E go, u,v E g,,x E g. 
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Define 
dega, = -m, degu, = --n + 5, degc = 0 (4.3.14) 
for any a E g,, u E g,, m, n E Z. Then g is a ;Z-graded Lie superalgebra. Set 
N+=tC[t]@g,,$c[t]@gi, N_=t-‘C[t-‘]@g, No=g,@cc. (4.3.15) 
Then we obtain a triangular decomposition g” = N+ @ NO $ N_. Let P = N+ @ NO 
be a parabolic subalgebra. For any go-module U and any complex number e, de- 
note by M(s,~)(e, U) the generalized Verma module or Weyl module for g” with c 
acting as scalar /. Namely, A4~.&8, U) = U(g) @u(p) U. For any g-module M, we 
may consider x(z) for x E g as an element of (EndM)[[z,z-‘I]. A g-module M is 
said to be restricted if for any u E M, (rkC[t] @I g)u = 0 for k sufficiently large. 
Then a g-module M is restricted if and only if x(z) for all x E g are weak vertex 
operators on M. 
Theorem 4.3.1. For any complex number e, A4c,+m(/,C) has a natural vertex 
superalgebra structure and any restricted g-module M of level e is a A4cg,~)(e,C) 
-module. 
Proof. Let h4 be any restricted g-module of level e. Then W = Mc~,B)(&, C) $ A4 
is also a restricted g-module of level 8. It follows from Lemma 2.1.3 and (4.3.10)- 
(4.3.12) that g = {a(z)Ia E g} IS a local subspace of F(W). Let V be the subspace 
of F(W) generated by g. Then by Corollary 3.2.11, V is a vertex superalgebra and 
W is a V-module. Consequently, both A4 and A4 (s,~,(e,C) are V-modules. It follows 
from Lemma 2.3.5 and (4.3.10)-(4.3.12) that V is a g-module (of level /) 
with a vector Z(z) satisfying P . Z(z) = 0, so that V is a quotient g-module of 
4s,B)(lr C). 
To finish the proof, we only need to prove that V is isomorphic to M(s,B)(e,C) as 
a V-module. Let d be the endomorphism of M(s,B)(/, C) such that 
d . 1 = 0, [d,a,] = -ma,_1 for a E g. (4.3.16) 
Then [d, a(z)] = a’(z) for any a E g. Then (Mcs,~(e, C), d) is a V-module. It follows 
from Proposition 4.1.1 and the universal property of Mcs,B)(/, C) that V and M(s,~)(t, C) 
are isomorphic V-modules. 0 
Remark 4.3.2. It is clear that Mcs,~)(e, C) = k&&a-‘L, C) for any nonzero complex 
number a (see for example [24]). 
In order to study A4(s,~)(/, C) more closely, we first consider the following interesting 
special cases. 
Case 1. Let go be a finite-dimensional Lie algebra with a fixed nondegenerate sym- 
metric invariant bilinear form B(., .) and let g, = 0. Then for any complex number e, 
by Theorem 4.3.1 we obtain a vertex algebra M(s,~)(e, C). 
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Next, we shall show that if g is simple, Mcs,~)(e, C) is a vertex operator algebra 
except for one L. Let g be a finite-dimensional simple Lie algebra with a fixed Cartan 
subalgebra h. Let A be the set of all roots, let IZ be a set of simple roots, and let 8 
be the highest root. Let B(., .) be the normalized Killing form such that B(8,@ = 2. 
Then the Killing form on g is 20tB(., .), where R is the dual Coxeter number. Let ui 
(i = 1, . . , d) be an orthonormal basis for g. Set 
1 
&&l)U’(-1)l E M@,B)(e,c). 
o = 2(0 + a>,=, 
(4.3.17) 
Since we have already proved that M (,B)(~,C) has a vertex algebra structure, by a 
calculation in [5] or [24], we have: 
Proposition 4.3.3. For any complex number e # -R, Mcg,+(6’,C) is a vertex oper- 
ator algebra of rank de/n + e with the Virasoro element o given by (4.3.17) and 
any restricted g-module M of level e is a weak module for Mc~,JQ(~,C) as a VOA. 
In particular, for any jinite-dimensional g-module U, Mcg,B)(d, U) is a module for 
Mcg,&L,C) as a VOA. 
Case 2. Let g, be an n-dimensional vector space with a nondegenerate symmetric 
bilinear form (., .) and let g, = 0. Then by Theorem 4.3.1, Meg, (1, C) is a vertex super- 
algebra. Since the vertex superalgebra Mg, (1, C) only depends on the positive integer 
n (up to isomorphism), we set F” = Mg, (1, C). Since F” is an irreducible module for 
the Clifford algebra U($j,), F” is a simple vertex superalgebra. Let {ul,. . . ,u”} be an 
orthonormal basis for g, and set 
0 = f $y_,uy 11.
r-l 
(4.3.18) 
Then for any u E g,, we have: 
ulyzo= ; =guoul,ui,l = -3 &4)u1g = -;1(_21 = -+, (4.3.19) 
l-1 Z-I 
1 n 
UlW = - CU,Uf,U’_, 
2 i=r 
(4.3.20) 
and 
uX_w = 0 for any k > 2. (4.3.21) 
By the commutator formula (2.2.6), we have: 
(4.3.22) 
for any m, n E Z. 
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Proposition 43.4. F” is a vertex operator superalgebra of rank in with the Virasoro 
element w given by (4.3.18). Furthermore, any lower truncated $Z-graded F”-module 
is a direct sum of copies of adjoint module F”, i.e., F” is rational in the sense of Zhu 
v91. 
Proof. To prove that w is a Virasoro element with central charge in, by Lemma 2.35 
it is equivalent to check the following conditions: 
Y(woa,z) = $Y(a,z) for any a E F”, (4.3.23) 
O]W = 20, 02w = 0, 
n 
030 = -, 
4 
f&&u=0 for m > 4. (4.3.24) 
These can be easily obtained by using (4.3.22) and (4.3.18). Let A4 be any lower 
truncated ;Z-graded F”-module. Then for any u E M, there is a positive integer k 
such that 
(v’)n,(~2)s~~~(~“)n~,~=0 ifnl+...+n, > k foranyv’Egt. (4.3.25) 
Then the complete reducibility follows from the Stone-Von Neumann theorem (for the 
case of Heisenberg algebras, see Lemma 9.13 in [ 171). 0 
Case 3. Let g = g, @g, where g, is a finite-dimensional simple Lie algebra with the 
normalized Killing form (., .)s as in Case 1 and g, is a finite-dimensional go-module 
with a nondegenerate symmetric bilinear form (., .) 1 such that (au, v) = -(u, au) for 
any a E g,, u,v E g,. Set B(., .) = (., .)o @ (., .)I. 
Let V’ and V2 be two vertex superalgebras. Then it is well known ([2, 81) that 
V’ @ V2 has a vertex superalgebra structure. We shall prove that if 8 # 0, M(s,~)(e, C) 
is isomorphic to the tensor product vertex superalgebra of a vertex algebra M(&,BI,( 1, C) 
with the vertex operator superalgebra F”, where B’ is a certain nondegenerate symmetric 
invariant bilinear form on gs. 
Proposition 43.5. Let V be a vertex superalgebra and let V’ and V2 be two vertex 
subsuperalgebras of V such that V’ and V2 generate V and that 
[Y(u1,zl),Y(u2,z2)] = 0 for any ui E V’. (4.3.26) 
Suppose that V2 is a vertex operator superalgebra itself such that kerV2 D = Cl. 
Then V is isomorphic to the tensor product vertex superalgebra V’ @ V2. 
Proof. Define a linear map II/ from V’ @ V2 to V such that $(a @ u) = a-1 u (= u-la) 
for a E V’,u E V2. For any a,b E V’,u,v E V2, we have: 
Il/(Y(a @ l,z)(b @ 1.4)) = $(Y(a,z)b @ Y(l,z)u) = (Y(a,z)b)_lu 
= u_lY(a,z)b = Y(a,z)u_lb = Y(a,z)b_lu 
= Y($(a @ l),z)$(b @ u). (4.3.27) 
Similarly, we have: 
$$Y(l c3 u:z)fb @ 0)) = R$=(l 63 u~~~)~t~ @ v:. (4.328) 
Since 1~ V2 and V’ @ 1 generate Yt @Z V2, $ is a vertex superalgebra homomorphism. 
Since V’ and P generate V, tl, is surjective. Since kery2 L(-I) = C1, it is easy to 
see that ker(X @L(;-i )) = ti’ @ I. Suppose ker $i + 0. Since P’ @ Vz as a ~~-rnod~e 
is a direct sum of copies of V2, ker II/ contains at Ieast one copy of V2, so that there 
is a nonzero vector a E V’ such that a @ 1 E ker $. Thus a = a-11 I= +(a CG 1) = 0. 
This is a ~~ntra~~t~on* Therefore, q$ is injective. That is, tfi is an ~somo~h~~rn. D 
13~ Theorem 4.3.1, for any complex number 1p, A4 cs,~)(rP, C) is a vertex superalgebra. 
We may consider g as a subspace of M&B~(J’+ C) by identifying a with a-1 1 for any 
56 f g. 
Let (u’ , , + _, u”) be an orthonormal basis for gt + For any a, b E go, we define 
3-&T, b) = f-&Ad, bti). (4.329) 
i=i 
Let p be the representation of go on gr. Then 
Thus 32 is a symmetric invariant bilinear form on ga. Set B’ = 3 -I- .B2. 
For any M E g, , we bave ti = ELI $.z~ &2. Therefore 
a - 12 = “$ (au’, d)d for any 12 E g,. 
i=l 
For any a f g,,+ set 
Fclr any a E go, u E g,, by definition we have: 
(43.30) 
(4.3.3 1) 
f4.3.32f 
(43.33) 
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u$ = QLZ + $,$ (au’,~j)~pi_,d~,l = 0 for k > 1. (4.3.34) 
b/-l 
Thus by the commutator formula (2.2.6) we get 
[Up,&] = 0 for any m,n E Z. (4.3.35) 
Let F” and V2 be the vertex subsuperalgebras of Mu&L, C) generated by &, = {+ E 
G} and by g,, respectively. Since V’ is generated by even elements, I” is a vertex 
algebra. It is clear that V2 N F” for n = dim g as in Case 1. By (4.3.32) and the iterate 
formula (2.2.8), we get: 
[a,, u,] = 0 for any a E V’, u E V2. (4.3.36) 
Since F” is a simple vertex operator superalgebra, it follows from the proof of Lemma 
4.3 [22] or [26] that kerL(-1) = Cl. By Proposition 4.3.5, M(a,~(/,c) is isomorphic 
to the tensor product vertex superalgebra of vertex algebra V’ with the vertex operator 
superalgebra F" . 
Let a, b E go. Then we have: 
ii& = sob + 
= a& 
= a,,b + 
=aob+ 
= a,,b + 
=a,,b - 
=aob - 
=aob+ 
= [a, bl, 
and 
a,b=a,A+ 
=a,& 
$$d,(b~j~ 
&,I$ ((au’)_,(bu’) + u’_,(abu’)) 
au’,u+$(bu’) + +&:,(abd) 
r-l 
u’,auj)u~,(bu’) + $$u’,(abu’) 
r-1 
(4.3.37) 
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=a1b + &z,u’,(6ui) 
l-l ( 1 
= &(a, b) + -&(a, b) 1. 
2 > 
It is easy to see that a,& = 0 for 12 2 2. Thus 
(4.3.38) 
ii,,& = &b = 0 for n 2 2. 
By the commutator formula (2.2.6) we have: 
(4.3.39) 
[a,, &I = [a, bl,+, + B’(a, b) (4.3.40) 
for any a, b E g,, m, n E Z. Therefore, &, = {ala E go} is a Lie algebra isomorphic to 
g, under the multiplication [&b] = [a, b]. Then we have V’ N k&~)(e,C). Therefore 
we obtain: 
Proposition 4.3.6. Let (g,B) be any pair satisfying (4.3.1) with [g,, g,] = 0 and let e 
be any nonzero complex number. Then vertex superalgebra M(%B)(t, C) is isomorphic 
to the tensor vertex superalgebra M~&,BJ,( 1, C) @ F”. 
Corollary 4.3.1. For any complex number e # 0, AJ&J)(L,C) is a vertex operator 
superalgebra of rank (n/2) + (t? - Q)d/e. 
Proof. Since B2 = -2RB, we have B’ = (e - R)B. Then this corollary follows from 
Propositions 4.3.3, 4.3.4 and 4.3.6. 0 
Since Mca,~)(e,C) as a vertex operator superalgebra is generated by g, it follows 
from the iterate formula (2.2.8) that the (unique) maximal proper g-submodule of 
Mcs,s)(d, C) is a module for the vertex superalgebra M(s,s)(L, C). Therefore, the uniquely 
determined irreducible quotient module Lca,~)(G,0) is a quotient vertex operator super- 
algebra. From now on, we fix this bilinear form B and we will drop B from the related 
notations. 
Corollary 4.3.8. The vertex operator superalgebra L,(e, 0) is isomorphic to the tensor 
product vertex operator superalgebra of the vertex operator algebra L,(e - s2,O) with 
the vertex operator superalgebra F”. 
Remark 4.3.9. In [19], the authors have studied the special case when g, is simple 
and g, = g, is the adjoint module. 
5. The semisimple representation theory for I.&!, 0) 
In this section we shall prove that if L is a positive integer, then any lower truncated 
Z-graded weak L,(e,O)-module is completely reducible and the set of equivalence 
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classes of irreducible ~~(~,O~-modules is exactly the set of equivalence classes of 
standard g-modules of level 8. This in particular proves the rationality of L,(&,O) (in 
the sense of Zhu [29]). 
5.1. The semisimple quotient algebras of U(g) 
In order to prove the rationality of L,(e,O), we need a result about complete re- 
ducibility for a class of g-modules. In this subsection we study the semi-simplicity for 
some quotient algebras of the universal enveloping algebra U(g) of a given simple 
Lie algebra g. Let g be a finite-dimensional simple Lie algebra with a fixed Cartan 
subalgebra h. Let A be the set of roots, and fix a set n of simple roots. Let 8 be the 
highest root. For any positive integer / and 01 E A, define A,(sd) to be the quotient 
algebra of U(g) modulo the two-sided ideal generated by gf+‘. 
Proposition 5.1.1. Let g = sl(2,C) and let k be any positive integer. Then the quo- 
tient algebra A = U(g)/(ee+‘) is semisimple. Equivalently, any A-module is completely 
reducible. 
Proof. First, we will prove that any nonzero A-module M contains an irreducible 
submodute of dimension at most G + 1. Let Y be the no~egative integer such that 
e’M # 0 and el+‘M = 0. If Y = 0, or equivalently eM = 0, then hhf = [e,f]M = 0 
and fM = i [ f, h]M = 0. Therefore M is a direct sum of one-dimensional modules. 
Next, we assume r # 0. Since 
[e’+’ ,f] = (r + l)(h - rk’, (5.1.1) 
we have 
eu = 0, hu = ru for any u E e’A4. (5.1.2) 
Let 0 # u f e’M. Then u generates a highest weight module n/r, of highest weight 
r. If U, = f” u # 0, then up generates a highest weight module of highest weight 
-r - 2, which is infinite-dimensional and irreducible. Thus e”fnu, # 0 for any positive 
integer n. This is a contradiction. Therefore fr+‘u = 0. Consequently, A41 is a (P + l)- 
dimensional irreducible submodule. 
Now we will prove that any A-module M is completely reducible. Let M” be the 
sum of all irreducible submodules of dimension at most L + 1. If A4 = M’, then M 
is completely reducible. Otherwise, by the first part of the proof, there is a submodule 
F’V,V,M’ c W CM, such that W/M’ is an irreducible module of dimension at most L 4- 1, 
Since e and f act nilpotently on both W/A4’ and M’, e and f act nilpotently on W. 
Since h is semisimple on both W/M’ and M’, h acts locally finitely on W, i.e., for any 
v E W, u,hv,h2v ,... are linearly dependent. Then it follows from PBW theorem that 
any vector v of W generates a finite-dimensional g-module Y so that Y is completely 
reducible as a g-module. That is, there is an irreducible submodule M2 of dimension at 
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most 8 + 1 such that W = M’ $ M2. This contradicts to the choice of M’. Therefore, 
M = M’ is completely reducible. 0 
Proposition 51.2. Let 6’ be the highest root of g. Then any A,(fI,e)-module M is 
a direct sum of finite-dimensional irreducible g-modules L,(R) such that (R, 0) < t. 
Consequently, A,(8,/) is semisimple. 
Proof. For any positive root a of (g,h), we have a copy of sl(2,C) inside g, denoted 
by g” with a basis {e,,f,, hZ}. It follows from Proposition 5.1.1 that M = @t=_,M,, 
where M,, is the eigenspace of eigenvalue n for ho. Since 
eE Mn C M,+(u,,) for any n, and 0 # (0, X) E Z, (5.1.3) 
we get e, 2’f2M = 0. It follows from Proposition 5.1.1 that A4 is a direct sum of finite- 
dimensional g”-modules. Let SI go through all positive roots. Then h acts semisimply 
on M. Similarly to the proof of Proposition 5.1.1, it follows from PBW theorem that 
M is completely reducible as a g-module. Since the highest weight 1 of any irreducible 
g-submodule is also a highest weight for g’, then (A,@ 5 L. 0 
Remark 5.1.3. From [lo], A,(Q, e) is Zhu’s algebra A(L,(L, 0)) for the vertex operator 
algebra L,(e,O). Furthermore, A,(@, e) is closely related to the quotient algebra of 
quantum group U,(g) with q = exp ($$) in a certain subtle way. 
Remark 5.1.4. Let A be any finite-dimensional quotient algebra of U(g). Since A is a 
finite-dimensional g-module, there is a positive integer e such that eG+‘A = 0. Therefore 
A is a quotient algebra of A(g, e). Consequently, A is semisimple. 
Proposition 5.1.5. Let a be any root of g with respect to h, and let k be any non- 
negative integer. Then the quotient algebra A,(cc, k) of U(g) is semisimple. 
Proof. Let M be any A,(cc, k)-module. As before, g’ = g, + Ch, + g_, is a subalgebra 
isomorphic to sl(2, C). By Proposition 5.1.1, we have: 
M = $Fz_kM(i) where M(i) = {u E Mlh,u = iu}. (5.1.4) 
Since go M,, CA~,,+(H,~) for any n and 0 # (0, M) E Z, we obtain gik+2M = 0. In 
particular, if M = Ap(a,k), then this implies that A,(cc,k) is a quotient algebra of 
A,(Q, 2k + 2). It follows from Proposition 5.1.2 and Remark 5.1.4 that A,(@, k) is 
semisimple. c7 
Remark 5.1.6. This section was written in the first preprint of this paper about one 
year ago. Later, we noticed that Kac and Wang [ 191 gave a more general result by 
using a Lie group approach which is much simpler. Since we think that our algebraic 
approach may be useful to certain quadratic algebras, we just keep it as it was. 
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5.2. Untwisted representation theory for L,(e, 0) 
The following two propositions are well known (at least for simple Lie algebras of 
type A, D or E). In this subsection we shall give a slightly different proof. 
Proposition 5.2.1. Let e, be any root vector of g with root K. Suppose L,(L,O) is 
an integrable g-module. Then Y(e,,z) l/+’ = 0 acting on L,(e, 0) where t = 1 if c( is 
a long root, t = 2 if u is a short root and g # Gz, t = 3 if CI is a short root and 
g = G,. 
Proof. By Proposition 2.3.6 (quoted from [5]), it is equivalent to prove that 
(e&e, = 0 forallnEZ+; (er)tP,ea = (e,)<T’l = 0. (5.2.1) 
Since [(e,),,(e,),] = 0 for any m,n E Z and (e,),l = 0 for any n E Z+, we obtain 
(e&eor = (e,),(e,)_ll = 0 for all n E Z+. So it is enough to prove (ea)‘et’l = 0. 
From the standard semisimple Lie algebra theory (cf. [15-171) we can embed sZ(2,C) 
into g as g” linearly spanned by erx, f a, h,. Then L,(l, 0) is an integrable $-module, 
so that 1 generates an integrable g”-submodule W. It follows from Theorem 10.7 in 
[17] that W is irreducible. Since (h,,h,) = 4(c(,a)e-’ = 2t, we have: [(fa)l,(ea)-11 = 
h, + 2t. Then by a simple calculation we get (fU)t(eU)“Pf’l = 0. If (e,)zt’l # 0, it 
is a highest weight vector in W because (e~)o(el)~~‘l = 0. Since W is irreducible, 
(ea)Kt’l = 0. 0 
Proposition 5.2.2. Let g = sZ(2,C). Then Y(e,z)l+’ = Y(f,z)e+’ = 0 acting on 
Lp(a,m) for 0 5 m 5 e. 
Proof. By Proposition 5.2.1, Y(e,z)2 = Y( f ,z)2 = 0 on Lg( 1,O). Let o be the involu- 
tion of s”1(2, C), defined as follows: 
0: t”@eHt”+’ @f, t”@f I--tt”-‘Be, 
t” @ h H &,,)c - t” @ h, c H c for n E Z. 
In terms of generating functions, o may be written as 
(5.2.2) 
o(Y(e,z)) = zY(f,z), a(Y(f,z)) = z-‘Y(e,z), o(Y(h,z)) = c - Y(h,z). 
(5.2.3) 
It is clear that cr corresponds to the Dynkin diagram automorphism of AI’). Let 71 
denote the representation on L,( 1,1) of g. Then rcc~ gives a representation of $j on the 
same space. Since o is an isomorphism of g, 7~0 is still irreducible. Let u be a highest 
weight vector for (L,( I,1 ), x). Then by the definition of cr, u is also a highest weight 
vector for (Lg( 1, I), R~J) with A0 as its highest weight. Then the g-module associated 
to the representation rra is isomorphic to L,(l,O). Then 
(7raY(e,z))2 = (xzY(f,z))2 = 0, (7caY(f,z))’ = (nz-’ Y(e,z))2 = 0. (5.2.4) 
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Thus 
(nY(e,z))* = (nY(f,z))* = 0. (5.2.5) 
Let e be any positive integer and let 0 < m < &. Since Y(e,z)“+* = Y(f,z)‘+’ = 
0 on L,(z!, 0)@(/-m) @ L,(L, l)@m and Lg(e,m) can be embedded into the m tensor 
L,(G,O)@(p-“) @L,(L, l)@“, we have 
Y(e,z)‘+i = Y(f,z)‘+’ = 0 (acting on L,(tp, m)). q 
Pro~sition 5.2.3. Let e be csny root vector of g with root a. If L,(&,R) is an inte- 
grable g-module, then Y(~,z)“~’ = 0 acting on L,(tP,J). 
Proof. For any root cx of (g, h), we can embed s”1(2,C) into g with center tc. Then 
L,(e, A) is a direct sum of standard &2,C)-modules of level td, From Proposition 
5.2.2, we have: 
Y(e,z)“+’ = 0 (acting on La(e,A)) 
for any vector e E g,. Cl 
(5.2.6) 
Pro~sition 5.2.4. Any standard &module L,(C, 2) is a module for the vertex operator 
algebra L,(&‘, 0). 
Proof. Let V be the subspace of F(ta(t,O)) generated by all a(z) = CnEZa(n}z-n-l 
for a E g. By Corollary 3.2.11 and Proposition 4.3.3, V is a vertex operator alge- 
bra (which is a quotient module of Ma(e,O)) and L,(L,O) is a faithful V-module. 
By Proposition 5.2.3, Y(ee,z) “’ = 0 on L,(d,I). It follows from Remark 2.3.7 that 
Y(eo,z)“’ = 0 on V. Since Y(e,z)P”l = 0 implies that (e_l)e+ll = 0 (the constant 
term), I’ is an integrable &module. Therefore V = L,(d,O). That is, L,(L, A) is a 
module for the vertex operator algebra L,(&,O). 0 
Proposition 5.2.5. Let A4 = @ ,EzM(a) be any lower truncated Z-graded weak 
L~(~,O)-module. Then M is a direct sum of standard ~-rnodu~e~ of level C. 
Proof. First, we will show that any nonzero Z-graded weak L&8,0)-module M = 
@+$4(n) truncated from below contains ome graded submodule which is a standard 
g-module of level 4. Let it be the integer such that M(n) # 0 and n/r(m) = 0 for 
m < n. Then 
Y(eo,z)‘+‘M(n) = 0. (5.2.7) 
Extracting the coefficient of z-~-* from (5.2.7), we obtain (eo)F’M(n) = 0. From 
Proposition 5.1.2, M(n) is a direct sum of unite-~mensional g-modules L(I) such that 
(A,@) < e. Let tl be any highest weight vector for g in M(n). Extracting the constant 
from Y(ee,z)‘+’ u = 0, we obtain (ee)<T’u = 0. Let A41 be the submodule generated 
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by U. Then Mi is an integrable lowest weight g-module (the semisimplicity of h is 
obvious). It follows from Theorem 10.7 in [ 171 that Mi is irreducible. Then Mi is a 
standard g-module. 
Next we shall prove that any lower truncated Z-graded weak La(e,O)-module is 
completely reducible. Let Mi be the sum of all graded standard g-modules inside M. 
If M # Ml, by the first part of the proof, M/Ml contains a graded standard g-module, 
i.e., there is a submodule M2,Mi G M2 CM, such that M2IMt is a standard g-module. 
Then M2 is an integrable g-module which satisfies the conditions of Theorem 10.7 
in [17] (a complete reducibility theorem). Therefore M2 = Ml $ L,(d, A). This is a 
contradiction. 0 
It has been proved in [6] that if both V’ and V2 are rational vertex operator algebras, 
then so is the tensor vertex operator algebra V’ C% V2. Here, we give a different proof 
for the following special case. 
Lemma 5.2.6. Let V be a rational vertex operator superalgebra and let n be any 
positive integer. Then the tensor vertex operator superalgebra V @ F” is rational. 
Proof. Let M be any 3 Z-graded weak V @ F”-module, which is truncated from below. 
Set W = {U E MI(1 @L(-1))~ = 0}, w h ere L( - 1) in the second slot is from Fn. 
Define a linear map: 
$: W@F”+M; V@UUH_~V foranyvEW, UEF”. (5.2.8) 
We shall prove that M rv W @F” as a V 6~ F”-module. For any a E V, u E F”, v E W, 
we have: 
II/(Y(a 63 I,z)(v c3 u)) = $(Y(a,z)v @ u) = u-~(Y(a,z>v) = Y(a,z)u-lv 
= Y(a, z)$(u CG 24). (5.2.9) 
Then $ is a V-homomorphism. On the other hand, it follows from Proposition 4.1.1 
that $ is a F”-homomorphism. Thus II/ is a (V 8 F”)-module homomorphism. Since 
M is a ;Z-graded weak F”-module truncated from below, by Proposition 4.3.5 M is a 
direct sum of copies of F”, so that II/ is surjective. Since F” is simple, it follows from 
Proposition 4.1.1 that for any u E W, $ restricted to u @ F” is injective, so that II/ is 
injective on W @ F”. Therefore, any V 6% F” has a canonical decomposition. Since W 
is a completely reducible V-module, for proving that W @ F” is a completely reducible 
V @ F”-module, it is enough to prove that M @ F” is an irreducible V @ F”-module 
for any irreducible V-module M. Let Ml be any nonzero submodule of M @ F”. Then 
there is a vector 0 # u E MI such that (1 @L(- 1))~ = 0. Since F” is simple, it follows 
from the proof of Lemma 4.3 [22] (see also [26]) that kerp L( - I) = Cl. Therefore, 
ker,@p( 1 @ L(- 1)) = M @ 1. Then it is easy to see that u generates M @ F” by 
V @ F”. Thus Ml = M @J F”. Therefore, M @ F” is irreducible. 0 
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Proposition 5.2.1. Let g, be a finite-dimensional simple Lie algebra and let g, be a 
finite-dimensional go-module equipped with a nondegenerate symmetric bilinear form 
BI such that 
Bl(au.u) = -Bl(u,av) for any a E g,, u,z’ E g,. (5.2.10) 
Let / be such that C! - R is a positive integer. Then the vertex operator superalgebra 
L,(f!, 0) is rational. 
Proof. It is a simple consequence of 
5.2.6. 0 
Proposition 5.2.5, Corollary 4.3.8 and Lemma 
6. Generalized intertwining operators 
In [2 11, we gave an analogue of the space of linear homomorphisms from one module 
to another for a Lie algebra by introducing the notion of generalized intertwining 
operators from one module to another for a vertex operator algebra. In this section, we 
generalize this result for vertex operator superalgebras. 
Throughout this section, V will be a fixed vertex operator superalgebra. 
6.1. Generalized intertwining operators 
In this subsection, we define “generalized intertwining operators” from one module to 
another for a vertex operator superalgebra V and we prove that the space of generalized 
intertwining operators has a natural generalized V-module structure. 
Definition 6.1.1. Let V be a vertex operator superalgebra and let M’ (i = 1,2) be V- 
modules. A formal series 4(z) E (Hom&4’,M2)){ z is called an even homogeneous } 
generalized intertwining operator if it satisfies the following conditions: 
(GIOl ) There are finitely many complex numbers hl, . . . , h, such that 
&z)u E kGzhh (M2) ((z)) for any u E M’. 
(GI02) [U-l ), &>I = $dG> = 4’(z). 
(GI03) NO)>4(z)l = WG) + z&W f or some complex number h, called the 
weight of 4(z). 
- 
(G104) For any a E V, there is a positive integer n 
(ZI - zYYkt4a,zI M(z) = (ZI - z)“$(z)Y~ (a,zl). 
Denote by (G(M’ , M2))yh, the vector space of all even 
twining operators of weight h from h4’ to M2. 
such that 
(6.1.1) 
homogeneous generalized inter 
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Similarly, a formal series 4(z) E Homc(M’,M*){z} is called an odd homogeneous 
generalized intertwining operator if 4(z) satisfies (GIOl)-(G103) and the following 
condition: 
(G104)’ For any Zz-homogeneous a E V, there is a positive integer n such that 
(z, -z)“Y~*(a,z,)f$(z) = (-l)‘qz, -z)“C$(Z)Y~i(a,z,). (6.1.2) 
Denote by (G(M’,M*))&, the vector space of all odd homogeneous generalized 
intertwining operators of weight h from M’ to M*. Then we set 
(G(M’N*))’ = @ (G(M’,M*))P,,, 
hEC 
(Wf’N*))’ = $ (W’,~*)):,, , 
hEC 
(6.1.3) 
(6.1.4) 
G(M’,M*) = (G(M’,A42))o @ (G(A4’,A4*))‘. (6.1.5) 
Any element of (G(M’,M*))’ IS called an even generalized intertwining operator 
and any element of (G(M’,M2)) ’ IS called an odd generalized intertwining operator. 
Furthermore, we call any element of G(M’,M*) a generalized intertwining operator. 
It is clear that G(M’,M2) is a Z2-graded vector space. If 4(z) is an even (resp. 
odd) generalized intertwining operator (of weight h), then 4’(z) is an even (resp. odd) 
generalized intertwining operator (of weight h + 1). Therefore, we have: 
(6.1.6) 
$ . (G@‘f’,M*));,, c (G(~‘t~*))fh+,). (6.1.7) 
A generalized intertwining operator $(z) of weight h is said to be primary if it satisfies 
the following condition: 
[L(m), 4(z)] = 
( 
zm+’ ; + h(m + 1 )z-) $(z) for any m E Z. (6.1.8) 
A homogeneous (with respect to both gradings) generalized intertwining operator #J(Z) 
is called a lowest weight generalized intertwining operator if it satisfies the following 
condition: 
(z’ -~2)~&42(~,z~M(z2) = &,,&I -z2)k4(z2)Y,~(v~) (6.1.9) 
for any homogeneous element a E V and for any k > wtu. 
Definition 6.1.2. For any homogeneous a E V, 4(z) E G(M’,M*), we define 
Ua, ZO) 0 ~(ZZ >= Res,, (z;‘d (53 YM2(u,z1M(z2) 
--E44@0 -‘c? (6.1.10) 
Then we extend the definition bilinearly to any a E V, Cp(z) E G(M’,M2). 
Remark 6.1.3. For any a E VP g(z) E G(M’, Mz), we set 
Y(a,zo) Q dG2) = can o dG2)qy 
noz 
(6.1.11) 
It follows from (GI04) and (GIU4)” that a, o &z2) = 0 for n sufficiently large. By 
Remark 2.3.4, we have the following Jacobi identity: 
(6.1.12) 
Proposition 6.1.4. For my ~o~uge~~~~~ a E V, &z) E ~~~~,~~~~ a,, o #(z) is a 
homogeneous generalized intertwining operator of weight (wt a + wt I$ - n - 1) for 
any FJ and Ia, 0 #(z)l = l4l4(z~l. 
Proof. This easily follows from the proofs of Lemma 3.l.g and Proposition 3.2.7. q 
Lemma 5.1.S Under ~e~~~ti~n 6.1.2, we haue 
Y(Kzo) 0 dG2) = &2) fir any 4422) E G(M’,M2), (6.1.13) 
Proof. This directly follows from the definitions, (GI02) and (GI03). 0 
Lemma 6.1.6. For any a E V,c$(z> E G(M’,M*), we haue: 
k-1>, Y(a,zr%N 0 ch(z2) = Y@(--~)a,zo~~ &I&> = gY(a,z*) 0 #(z2)_ {6.X.16) 
0 
Praof. It is similar to the proof of Lemma 3.1.7. q 
In [2I]_ we have proved that G(~l~~~~~ is a gencrali~~d module when V is a vertex 
operator algebra by using FHL’s notion of “transpose” intertwining operator [8]. Here, 
we give a direct proof when Y is a vertex operator superalgebra, 
Proof. Notice that only the Jacobi identity is left to be checked. For any homogeneous 
a, b E V, &z) E G(Mi, Mt), let n be a positive integer such that 
(z3 - ~)nk2(v3MZ) = %&3 - zYmYM’(QJ3)r (6.1.17) 
188 
(6.1,22) 
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z0 -‘a z;z;z,“(A - B - C + 0) 
where 
x = (z3 - Z)n(Zq - Z)n(Z3 - Zq)nY~z(a,z3)Y~2(b,z4)~(Z). 
Similarly, we have: 
z;z;z;(A - B’ - C’ + 0’) 
Therefore 
z;Iz;z2” (b’6 (z7) Y(a,z1)Y(b,z2) 
On the other hand, we have 
n n n -1 
zoz1 z2z2 6 Y(Y(a,zoYJ,z2) 0 &z> 
(6.1.31) 
(6.1.32) 
(6.1.33) 
-&,, &b, 4 Res,, Z;;Z;Z;Z; ’ 6 
(6.1.34) 
Since, for i = 1,2, 
- Res - z”z-‘6 23 0 0 
-&J Res,, Zo”Z;‘6 
z4 - z3 
( ) 
- yA4~(b,z4)YM’(%z3) 
-zo 
((z3 - z4)nY~,(a,z3)Y~l(b,z4)) 
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(6.1.353 
we have 
By using formulas (2.1.14) and (2.1.17), we obtain 
Thea we have: 
Multiplying both sides by z;~z~*z~~~ we obtain the Jacobi identity, El 
(6.1.37) 
Remark 61.7. If C+(Z) is a primary generalized intertwining operator, then 4(z) is a 
primary vector in the generalized V-module G(M1,M2), i.e., L(m) o c#@) = 0 for any 
positive integer 111. If r@(z) is a lowest weight generalized intertwining operator, then 
a, o &z) = 0 for any homogeneous a E V and far any R > wt a. 
6.2. -4 miverstzl property ,for G(M’, M2> 
En this s~bsec~~n~ we prove a n~iv~~~~ property for G(~~,~~)~ by which we 
can identifl the fusian rule of certain type with the dimension of the space of V- 
homomorphisms from a certain V-module ta G(M’,A4*)). 
Let M be another Y-module and let q!~ E ~om~~~~G(~*~_~2)). Then we define a 
linear map f&*,2) by: 
By definition, we have 
(6.2.1) 
(62.2) 
j4.2.3) 
This proves that I+(.J) is an jnte~~in~n~ operator of type 
L > 
iv;, ~ If &f.,z) = 0, 
then #(u)(z) = 0 for all u E M. Thus 4 = 0. Therefore, we obtain a linear injective 
map 
0~ the other hand, for any i~te~~ning oper&or 1(.,x) of type ~~~~~~ >> it is dear 
that I( UJ) E G(M’ ,A@> for any u E n/i. Then we obtain a linear map f 1 from M 
to G(M*,M2) defined by fr(u) = J(u,z). Tracing back the argument above, we see 
that fr is a ~‘-homomo~~ism such that If, = f(V,z). Therefore we have proved the 
following universal property: 
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Theorem 6.2.1. Let M’ and M2 be modules jbr a given vertex operator superalgebra 
V. Then for any V-module M and any intertwining operator I(.,z) of type (M!i,) , 
there is a unique V-homomorphism $ from M to G(M’,M2) such that I(u,z) = 
$(u)(z) for u E M. 
The following corollary of Theorem 6.2.1 is parallel to Proposition 3.2.13. 
Corollary 6.2.2. Let M’ (i = 1,2,3) be three modules for a vertex operator super- 
algebra V. Then giving an intertwining operator of type 
> 
is equivalent to 
giving a V-homomorphism jiom M’ to G(M2,M3). 
Remark 6.2.3. Let M’ and M2 be any two modules for a vertex operator superalgebra 
V. Then for any set A of homogeneous generalized intertwining operators from M’ to 
M2, there exists a generalized V-module M and an intertwining operator I(.,z) of type 
M2 
( > M,M’ 
such that each element of A can be considered as an intertwining operator 
of type I(., z) evaluated at a vector of M. Also notice that the commutator formula 
(2.2.6) implies (G104) or (G104)‘. 
Remark 6.2.4. Just as in Lie algebra theory, G(M’,M2) is closely related to a tensor 
product of certain two modules ([14, 211). Here, we will not go in that direction. 
Proposition 6.2.5. Let M be a V-module. Then G( V,M) E M. 
Proof. For any Z2-homogeneous u E M, we define 
h(z) : V + Mkz-‘II; 
h(z>a = he ZL(-‘)Y(a, -z)u for any homogeneous a E V. (6.2.5) 
By definition, we get 
= ( $eri(-l)) Y(a, -z)u + eZL(-‘) ($Y(a, -zju) 
For any b E V, there is a positive integer k such that 
(ZO +z2)kY(b,zo +a)Y(a,a)u = (ZO +z2)kY(Y(b,zo)a,z2)u 
for any a E V where k is independent of a. By definition, we have 
(ZO + ~2 )k Y(b, zo + ~2 )e “w’~*(-z2) 
= &b,u(zo + ~2)~e~‘~(-‘)&-z2)Y(b,z0)a. 
(6.2.6) 
(6.2.7) 
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By the conjugation formula (2.2.4), we get 
(ZO+Z2)kY(b,zO)~,(-z2) = Eb,u(ZO+Z2)k~u(-ZZ)Y(b,zO). (6.2.8) 
Thus 4,(z) E G( V,M) for any tl E M. By Definition 6.1.2, one can easily prove that 
the linear map 4 from A4 to G( V, M) is a V-homomorphism. 
On the other hand, let t&z) be any even or odd generalized intertwining operator 
from V to M. Write $(z) as 
$4~) = $&) where zh’$&) E (HomdV,WNz,z-‘II, (6.2.9) 
where hi(i = 1,. . . ,k) are different modulo Z. It is easy to see that every &(z) is 
an even or odd generalized intertwining operator. Now we may assume that ll/(z) = 
c &+z*Kn-’ f or some complex number h. From condition (GI02), we have 
[L(-l),$n] = -n&-i for any n E h + Z. (6.2.10) 
If $1~1 = 0 for some nonzero n, then 
l//+,1 = -;(L(-l)$n - &J-l))1 = 0. (6.2.11) 
If h is not an integer, it follows from (GIOl ) that $nl = 0 for all n E h + Z. 
Furthermore, we have e(z) = 0 because {a E Vl$(z)a = 0}, the annihilating ideal 
of $(z) in V, contains 1. For the rest of the proof, we assume h = 0. By condition 
(GIOl), it follows that &l = 0 for any nonnegative n. Therefore Ic/(z)l involves only 
nonnegative powers of z. Let I+!-11 = u E M. By using (GI02), one can easily get 
l&)1 1 ezL(-‘) u. For any a E V, let k be a positive integer such that 
(2 - Zl )k$(z)Y(Q,z,) = &,$(Z - ZI )kY(a,zi M(z). (6.2.12) 
Then 
zk$(z)a =Zti_m,(z - ZI Y$(z)y(a,z, )I 
= lim E&Z - zi )k Y(a, z, )$(z)l 
i, -0 
=~i_mooE,,~(z - ~~)~Y(a,z~)e’~(-‘)u 
u =rli_mo~E,,$(~ - ~~)~e~~(-‘)Y(u,z~ - z)u 
= E,,~zkezL(-‘)Y(a, -z)u. (6.2.13) 
Thus $(z)a = E,,$e ZL(-‘)Y(u, -z)u. That is, $(z) = 4,(z). Therefore G( V,M) is iso- 
morphic to M as a V-module. 0 
Remark 6.2.6. If A4 = V, then V = G( V, V). That is, any generalized intertwining 
operator is a vertex operator. 
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