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Abstract
We study the link between some modified porous media equation and Sobolev inequalities on
a Riemannian manifold M whose Ricci curvature tensor is bounded below by a negative constant
−ρ. The method used deals with entropy–energy differentiation and follows the way the author got
inequalities under nonnegative Ricci curvature assumptions. The key of the proof is the curvature-
dimension criterion.
 2005 Elsevier SAS. All rights reserved.
Résumé
Nous étudions le lien entre des équations des milieux poreux modifiées et des inégalités de Sobolev
sur une variété Riemanniene M à courbure de Ricci minorée par une constante négative −ρ. Nous
utilisons des méthodes de différentiation d’entropie et d’énergie analogues à celles considérées par
l’auteur sous la condition de courbure positive ou nulle. La clé de la preuve est le critère de courbure-
dimension.
 2005 Elsevier SAS. All rights reserved.
Keywords: Porous media equation; Sobolev inequalities; Curvature-dimension criterion
Mots-clés : Équation des milieux Poreux ; Inégalités de Sobolev ; Critère de courbure-dimension
E-mail address: jdemange@math.ups-tlse.fr (J. Demange).0007-4497/$ – see front matter  2005 Elsevier SAS. All rights reserved.
doi:10.1016/j.bulsci.2005.05.003
J. Demange / Bull. Sci. math. 129 (2005) 804–830 8051. Introduction
In [7] the authors give the following form of the Sobolev inequality on the Euclidean
space Rd in which its own extremal functions appear: whenever f > 0 satisfies
∫
f = ∫ v
where (d − 1)v(x)−1/d = (1/2)ρ|x|2 + C, for given C > 0 and ρ > 0, one has (dx stands
for the Lebesgue measure):∫ (
d
v1−1/d − f 1−1/d
(d − 1)2 + v







∣∣∇(f−1/d − v−1/d)∣∣2 dx.
The key is to do integrations by parts on the left-hand side, so that the terms in which v
appears annihilate each other. In [8] the author generalised this inequality to a general d-
dimensional manifold M of nonnegative Ricci curvature tensor equipped with a function
T = (d − 1)v−1/d such that:
∃ρ > 0 HessT  ρ · g, g being the metric of M.
To do this, one of the keys is to consider the solution ut of the following modified porous
media equation on M :
∂u
∂t
= u1−1/d + div(u∇T ), starting from f > 0,




∣∣∇(u−1/dt − v−1/d)∣∣2 dµ, (1)
so as to obtain the differential inequality:
−I ′(t) 2ρI (t). (2)
Then this gives the Sobolev inequality, after integration of (2) over R+. The main idea
which led to (2) is the curvature-dimension criterion CD(0, d) for the Laplacian of M (cf.
[1–5]) which states that:
∀g smooth, Γ2(g) := 1/2
(
Γ (g)− 2Γ (g,g)) (g)2/d, (3)
where Γ is the standard carré du champs operator: Γ (A) = ∇A · ∇A for any smooth
function A. Inequality (3) arises from the well-known Bochner–Lichnerovitz formula in
Riemannian geometry.
The purpose of this paper is to apply the last method to the case of a d-dimensional
Riemannian manifold M , with a metric g, whose Ricci curvature tensor is bounded below
by a constant −ρ, where ρ > 0, and such that:
∃T :M → R∗+, ∃β ∈ R, HessT 
(
ρT/(d − 1)+ β)g. (4)
On M , the criterion CD(−ρ,d) is satisfied: i.e. for any smooth g,
Γ2(g) := 1/2
(
Γ (g)− 2Γ (g,g))−ρΓ (g)+ (g)2/d. (5)
A standard example of such a manifold is the d-dimensional hyperbolic space H, with its
representation in Rd−1 × R∗+, which has a constant negative Ricci curvature −(d − 1)g
and on which the functions Tx0 = (1 +
∑d






806 J. Demange / Bull. Sci. math. 129 (2005) 804–830Although in the paper we focus the work on a Riemannian manifold M , we could replace
it with a space X equipped with a diffusion (see Section 2) operator L acting on smooth
functions defined on X, but the key is to assume that L satisfies the CD(−ρ,d) criterion:
the operators Γ and Γ2 can be defined in the same way as in (3), replacing  by L and we
must assume that:
∀g, Γ2(g, g)−ρΓ (g,g)+ (Lg)2/d.
The condition on T (4) can be expressed in term of Γ in the following way:
∀g smooth, Γ (g,Γ (T ,g))− Γ (T ,Γ (g,g))/2 (ρT/(d − 1)+ β)Γ (g,g).
As an example take L = f ′′ − (d − 1)f ′ on X = R. Then, L satisfies CD(−d + 1, d) and
Theorem 1 can be applied with T satisfying:
T ′′ = ρT/(d − 1)+ β.
For more explanations and examples see Section 3 and [3]. More generally, L = f ′′ −
a(·)f ′ satisfies CD(−ρ,d) as soon as
a′ −ρ + a
2
d − 1 ,
which gives a lot of examples. The condition on T to get an inequality is that:
T ′′  ρT/(d − 1)+ β.
As in [8], we will focus our work on the modified porous media equation:
∂u
∂t
= u1−1/d + div(u∇T ), starting from f > 0.
Instead of (2), I (t), defined as in (1), will satisfy:
−I ′(t)L′(t), (6)
for a certain functional L whose derivative cannot be compared to I in a simple way.
Nevertheless, after integration of inequation (6) over R+ we get the theorem:
Theorem 1. Let d  2 and M be a d-dimensional complete Riemannian manifold whose
Ricci curvature tensor is bounded below by −ρ, ρ > 0. Note µ its canonical measure and





d − 1T + β
)
g, β ∈ R.




T −m|∇T |4 dµ+
∫
T −d dµ< ∞.
Then for any smooth positive function f :M → R+, such that
∫
f = ∫ v and f = v on the
complementary of a compact set, the following generalised Sobolev inequality holds:
2βE(f )+ ρ J (f ) I (f ).d − 1
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∣∣∇(−(d − 1)f−1/d + T )∣∣2 dµ,











(−(d − 1)s−1/d + T (x))ds]dµ(x).
The conditions on f are given so that the quantity J (f ) be finite. We should insist on
the fact that the inequality may have no sense for compactly supported functions, unlike
usual Sobolev inequalities, and this imposes some additional information on f near the
infinity. In the last part of the paper, we prove that (1) gives an equivalent formulation of
the classical Sobolev inequality on the hyperbolic space H:





However this form has no extremal functions whereas in Theorem 1, v is an extremal
function.
First we will give a general integral inequality derived from the curvature-dimension
criterion (5) which will be useful in the estimation of I ′(t) that will follow. However deal-
ing directly with the porous media equation does not ensure some qualitative results like
mass preservation of the solutions on the whole domain (see Section 5.1). So in order to
justify the calculus, and in particular the mass preservation of the solution, we will consider
general elliptic equations that will approximate the porous media equation, and consider
solutions on smooth bounded domains in order to justify all the integrations by parts and
derivations under the integral sign. But in a first lecture, the reader can consider a global
solution.
2. A general inequality under CD(−ρ,d)
2.1. General notations
Let M be a Riemannian complete and connected manifold of dimension d (d > 2).
We note: ∇ the gradient operator, · or g the scalar product (also called metric) on the
tangent space, µ the Riemannian measure, “div” the divergence operator, “Hess” the
Hessian operator (it is a bilinear form over the tangent space),  = div◦∇ the Laplace–
Beltrami operator. Let f,g be sufficiently smooth real-valued functions on M . We note
Γ (f,g) = ∇f · ∇g (Γ is the square-field operator), Γ (f ) = Γ (f,f ),
Γ2(f, g) = 1
(
Γ (f,g)− Γ (f,g)− Γ (g,f )) and Γ2(f ) = Γ2(f,f ). (7)2
808 J. Demange / Bull. Sci. math. 129 (2005) 804–830We refer to [1] for more information about Γ and Γ2. The main assumption on M is that
its Ricci curvature is bounded below by a negative constant −ρ. Hence  satisfies the
curvature-dimension criterion CD(−ρ,d):
∀ξ, Γ2(ξ) = ‖Hess ξ‖2 + Ricc(∇ξ,∇ξ)−ρΓ (ξ)+ (ξ)2/d. (8)
Finally, recall the integrations by parts formulae:∫




f div(V )dµ = −
∫
V · ∇f dµ.
As mentioned in the introduction, the results of the present paper can be applied to other
operators than the Laplace–Beltrami operators. Replace M by a space X equipped with an
operator L, which we will require to be of “diffusion” type, that is if Γ is defined as:
∀f,g smooth Γ (f,g) = (L(fg)− Γ (f,Lg)− Γ (g,Lf ))/2,
then the following properties should hold:




)= ϕ′(f )Γ (f,g).
In other words, L is a “good” differential operator. But the main assumption on L is that it
satisfies the curvature-dimension criterion: define Γ2 as in formula (7), replacing  by L.
Then we should assume that:




More over, we need a measure µ under which an integration by part formula holds. There
are a lot of examples of such operators. For example, with X = R, as mentioned in the
introduction, the operator L = f ′′ − a(·)f ′ satisfy the criterion if, and only if
a′ −ρ + a
2
d − 1 .
For example, a(x) = (d − 1) or a(x) = −(d − 1) th(x) satisfy CD(−d + 1, d). More
generally, if X is a Riemannian manifold of dimension d , and L an operator of the form
L = + ∇h · ∇ , then L satisfies the CD(−ρ,m) criterion if and only if
m d and (m− d)[Ricci − Hessh+ ρg]∇h⊗ ∇h,
where Ricci is the Ricci curvature tensor on M . Of course, all these operators come along
with a measure µ = exp(h)dx, dx being the Riemannian measure, under which an integra-
tion by parts formula holds. For more explanations see [3].
2.2. A general inequality
In this section, we formulate a general inequality derived from (8). We note R = R ∪
{−∞,+∞}. We first give an inequality that may not have sense for any functions, but we
want to make the reader aware that it is this inequality that formally leads to the Sobolev
inequality, that is if we work with the porous media equation. Also, Proposition 2.1, implies
J. Demange / Bull. Sci. math. 129 (2005) 804–830 809in fact the CD(−ρ,d) criterion since the “” sign comes from an integration of Γ2(φ) +
ρΓ (φ) − (φ)2/d for a certain function φ. Note that the left-hand side can be expressed
in terms of Γ2(ξ) + ρd/(d − 1)Γ (ξ) instead of Γ2(ξ) + ρΓ (ξ), which naturally arises in
inequality (8). The counterparts are the terms on the left, which will later annihilate other
terms appearing in the derivation of the information.
Proposition 2.1. Let u,v be smooth positive functions. Set S = −(d − 1)u−1/d , T = (d −




Hess ξ(3∇ξ − 2∇T ,∇ξ)+ d
d − 1u
1/dΓ (S, ξ)2 − HessT (∇ξ,∇ξ)
}
dµ






Remark that this inequality holds as soon as u = v on the complementary of a given
compact set. This is a consequence of the following proposition, which generalises the last
one and will be helpful to prove the inequalities mentioned in the introduction. In order to
justify the integrations, we introduce a cut-off function ϕ. So the proposition looks quite
complicated. In the first lecture, the reader can set ϕ ≡ 1, in which case ∇ϕ ≡ 0 and the
reminder terms Ri are null.
Proposition 2.2. Let p(x) be a function defined on R∗+, taking value in R \ [0, d[ such that
p−1 is smooth. Take two functions ψ,A :R∗+ → R with A > 0 and ψ ′ > 0. Let u,v :M →
R
∗+ be two smooth functions. Note S = ψ(u) and ξ = ψ(u)−ψ(v). Let ϕ be a nonnegative
and compactly supported function on M . Then:∫
ϕ
(
C1 Hess ξ(∇ξ,∇ξ)+C2 Hess ξ







dµ+ |R1| + |R2| + |R3|,
where we let Z(u) = ( Au
p(u)−1 )
′ψ ′(u)−1, C1 = 3Z(u), C2 = 2Z(u) and
C3 = −ρA(u)up(u)/
(







p(u)− 1 dµ, R2 =
∫




p(u)− 1Γ (ξ,ϕ)ξ dµ.
The proof of this inequality can be found in [8]. It is in fact less general since in [8]
there is another function H which complicates the form of the inequality. The idea of the
proof is to apply (8) to ξ , to multiply the inequality by a well chosen nonnegative function,
and then to integrations by parts.
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3.1. Notations
In this section we study the case of a d-dimensional Riemannian manifold M (d > 2)
whose Ricci curvature is bounded below by −ρ, ρ > 0, and equipped with a function T
satisfying for a real number β:
infT > 0 and HessT 
(
ρT/(d − 1)+ β)g.
For simplicity, we will consider the case β = 0, but in the proof of Theorem 1 we will say
what happens when β = 0. We will state some basic statements about the equation
(E) ∂tu = div
{
u∇(ψ(u)−ψ(v))}, with u(0, x) = f (x),
for a given function ψ and integrable function v > 0 so that −ψ(v) = T . If Ω is a regular
domain in M , note ufΩ the Dirichlet solution of (E) on Ω starting from f . To guarantee
its existence we assume the following ellipticity conditions: if σ satisfies σ ′(x) = xψ ′(x),
then we assume σ ′ to be constant near 0 and that there exist positive constants α1 and α2
such that α1  σ ′  α2. Moreover we will suppose that there exists a δ ∈ ]0,1[ so that:
δxσ ′(x) σ(x) d − δ
d − 1xσ
′(x) and d(1 − δ)σ ′(x)−ψ(x).
Under those conditions, we are able to prove a family of inequalities (depending on σ ) that
approximate the Sobolev inequality, which theoretically corresponds to the case where
σ(x) = x1−1/d , hence the study of the porous media equation.
Firstly, ufΩ is nondecreasing with respect to Ω and f . Secondly, if f  0 and f = 0,
then ufΩ > 0 at any time t > 0. In the following sections we fix a smooth cut-off function
0  ϕ  1 and assume that f is smooth, compactly supported in Ω with f > 0 on the
support of ϕ. For any σ real we note, whenever it has sense: vσ = ψ−1(ψ(v) + σ). The
functions vσ are stationary solutions of (E). Suppose that for a given real number σ , f 
vσ . Then the same holds at any time t for the solution ufΩ . Since T is strongly convex, all
the stationary solutions are bounded (since T has a minimum: see [9]). Finally, the fact that
σ ′ is bounded below by α1 easily implies that ∃C > 0 so that vσ  Cv, hence the same
holds for the solution of (E). Note that we will also assume, for technical reasons, that∫
vΓ (ψ(v))2 dµ< ∞.
3.2. Definition of entropy and information
Let H be a primitive of ψ . We will use the word “local” when we integrate against the
cut-off function ϕ. Define:
the local entropy Eϕ(t) =
∫ (
H(ut )−H(v)−ψ(v)(ut − v)
)
ϕ5 dµ,Ω














ψ(s)+ T )2 ds)ϕ5 dµ, t  0.




∫ (the integrand will be compactly supported). However some
terms involving ∇ϕ will appear and in order to control them properly, we need to consider
ϕ5 instead of ϕ.
In the rest of the paper, we will also note ξt = ψ(ut ) − ψ(v), S = ψ(ut ), A(u) =
2uψ ′(u) and R(u) = uψ ′′(u)
ψ ′(u) . We may omit to write the time-dependence, and the argument
u for functions such as R,ψ and so on.
4. Differentiation of entropy and information
In this chapter, the computations are rather tedious due to a cut-off function ϕ. The
reader may wish to set ϕ ≡ 1 and Ω = M in a first approach in which case all the compu-
tations are much simpler (although not rigorously justified).
4.1. First differentiation: the entropy
In the following, we implicitly integrate on Ω . Remember that ϕ is compactly supported





The corresponding entropy E and information I will be formally linked by the relation
E′(t) = −I (t). This relation is untrue when we consider the solution on a bounded domain,
and the first lemma gives estimates on the difference between the information, integrated
over time, and the entropy.
Lemma 4.1.1. There exist constants Ki and εi depending only on v, α2, C such that:




uΓ (ξ)ϕ3 dµds K1
(
T2 − T1 +
∣∣Eϕ(T2)−Eϕ(T1)∣∣).




uΓ (ξ)ϕ5 dµds 
(
Eϕ(T2)−Eϕ(T1)
T2 − T1 +K2‖∇ϕ‖∞
)
.T1
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uΓ (ξ)ϕ5 dµds +K2‖∇ϕ‖∞.
(iv) If ‖∇ϕ‖∞  ε4 and c = 1 +K4‖∇ϕ‖∞, for all T1 < T2,
Jϕ(T1)− Jϕ(T2)






uΓ (ξ, ξ2)ϕ5 dµds +K2‖∇ϕ‖∞.
The proofs of (i), (ii) and (iii) can be found in [8] whereas the proof of (iv) is similar. It






ψ(s)+ T )2 ds)dµ = ∫ ∂u
∂t




In the following lemma, we use the hypothesis:
∫
vΓ (ψ(v))2 dµ< ∞ to estimate the term∫
utΓ (ξt )
2 dµ which will appear in Section 4.2. The proof is simple and can be found
in [8].
Lemma 4.1.2. Suppose that J = ∫ vΓ (ψ(v))2 dµ < ∞. Then there exists a constant C1






utΓ (St , ξt )
2ϕ5 dµ+C1.
The purpose of the next lemma is to give an estimate of the reminder terms appearing
in the curvature-dimension inequality of Proposition 2.2. The proof is rather similar to
the one given in [8], however, in that proof, we explicitly used the condition CD(0, d),
whereas we are concerned here with CD(−ρ,d). So we will rewrite the proof according
to our condition.
Lemma 4.1.3. Let Y = ∫ T2
T1
∫
ut {−Hessψ(v)(∇ξ,∇ξ)+ Γ2(ξ)}ϕ5 dµdt .





utΓ (St , ξt )
2ϕ5 dµdt  C2
(
Y + T2 − T1 +
∣∣Eϕ(T1)−Eϕ(T2)∣∣).




∣∣∣∣< ∞.[0,C‖v‖∞] p(x)− 1 xψ (x)
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that if ‖∇ϕ‖∞ < ε4 then for all T1 < T2, if we note T = T2 − T1 + |Eϕ(T1) − Eϕ(T2)|,























Y + √T )‖∇ϕ‖∞√T .
Proof. Let p(x) be a function defined for x > 0, taking value in R \ [0, d[ such that p−1
is a regular function (∞−1 = 0).
A general inequality derived from CD(−ρ,d). We will apply the inequality given by
Proposition 2.2. ψ and p are the same, u is our solution at time t and v is also the same.
We choose A(x) = 2xψ ′(x). However, we replace ϕ by ϕ5. We keep the notations of that
























dµ− |R1| − |R2| − |R3|. (9)
First we shall estimate R1,R2 and R3. In the first lecture, the reader should directly skip
to formula (13). Remember that under our curvature assumption, the Bochner–Lichnerovitz












































T2 − T1 +
∣∣Eϕ(T1)−Eϕ(T2)∣∣). (12)
In the last inequality, we applied Lemma 4.1.1 part (i) and assumed that ‖∇ϕ‖∞ < ε1.
In the same way we get, if we note Z = ∫∫ uϕ5Γ (S, ξ)2 dµdt (do not confuse with the










T2 − T1 +











T2 − T1 +
∣∣Eϕ(T1)−Eϕ(T2)∣∣),
where D is the maximum of ( 2x
2ψ ′(x)
p(x)−1 )
′(xψ ′(x))−1 on [0,C‖v‖∞]. Eventually, from (9)
we have the following inequality under the assumption that D < ∞ and so for a general




















Y + √Z + √T ). (13)
Where we note T = T2 −T1 +|Eϕ(T1)−Eϕ(T2)|. We shall observe that K depends only
on v, C, α2 and the maximum of the quantity D previously mentioned: K = (10α2(1 +√
d + √ρK1)+ 5D)√K1.
Proof of Lemma 4.1.3. Now fix β = 2α1











We remark that this value is always < ∞ and lies in R \ [0, d[. Moreover ( 2x2ψ ′(x)
p(x)−1 )
′ ×
(xψ ′(x))−1 = β . Hence D = β and K depends only on α1, α2 and K1. Hence substitution
of this in (13) gives that βZ is bounded by
(2α2 + β)Y +R4 +R5 +R6 +K‖∇ϕ‖∞(T ) 12
(√
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∫
























Z +√C1√T2 − T1).

























Z +√C1√T2 − T1 ).
From (14), and the estimates of R4, R5 and R6 above, we conclude that there exists a
constant C3 depending only on v, C, α1 and α2 such that if ‖∇ϕ‖∞ < ε1, then Z  C3(Y +√
ZY + (√Z + √Y + √T )(T )1/2). Lemma 4.1.4 below ensures that there exists a




Y + (T )1/2). This proves part
(i) using the inequality (a+ b)2  2(a2 + b2), a, b ∈ R. Now combine inequality (13) with
the upper bound of
√
Z given by (i). We have: √Y + √Z √Y (1 + √C2)+ √C2T 1/2
which implies (ii) with C0 = K(1 + √C2). 
Lemma 4.1.4. Let Z,Y,A and C be nonnegative real numbers. Then
Z C
(
Y + √ZY +A(√Z + √Y +A))⇒ √Z  2 max(C,√C )(√Y +A).
We let the proof to the reader.
4.2. Differentiation of information
The next proposition is the heart of this paper. To make it clear, let us write the sketch
of the proof, for an eventual global solution on M of the porous media equation. Note
T = −(d − 1)v−1/d . First, we differentiate I (t) and show that:


































Finally, using −HessT  ρ T g = ρv−1/dg, we get:
d−1




−1/d − u−1/d)Γ (ξ)dµ






(−s−1/d + v−1/d)2 ds
)
dµ. (15)
Then the integration of this inequality over R+ leads to the Sobolev inequality. However,
to make things rigorously, we must differentiate with the presence of the cut-off functions
ϕ, and this complicates quite the proof. Recall the definition of Jϕ given in Section 3.2.
Since most part of the calculus of I ′(t) is made in [8], we will only write the main lines
up to the use of the inequality given by Proposition 2.2 which directly arouse from the
curvature-dimension criteria CD(−ρ,d).
Proposition 4.1. There exist constants ε0,M1 and M2 depending on ψ,C and v, satisfying
2 −M1ε0 > 0, such that if ‖∇ϕ‖∞ < ε0, for all T1 < T2:





Proof. We will divide the proof into several parts. First we differentiate the information,
then we estimate the terms in which ∇ϕ appears. After that, we combine our results with
the general curvature inequality mentioned in Lemma 4.1.3 part (ii) which in fact was an
application of Proposition 2.2. To conclude, we choose the function p(u) so as to obtain
Proposition 4.1.









K = 2uψ ′(u)Γ2(ξ)+ 2
(
R(u)+ 1)Hess ξ(3∇ξ + 2∇ψ(v),∇ξ)














2u(R + 1)Γ (S, ξ)Γ (ϕ5, ξ)dµ.
Let us note RE1,RE2 and RE3 the last 3 integrals respectively.
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Y + √T ). (17)
Here again T = T2 − T1 + |Eϕ(T1) − Eϕ(T2)|. The last inequalities come from Lem-
mas 4.1.1, 4.1.2, the identity
√
a + b  √a + √b, a, b ∈ R+, and L1 depends only on
C, v, α1 and α2 since on can take L1 = 5√K1 max(2,√C1). We assumed ‖∇ϕ‖∞ < ε1,
where ε1 appears in Lemma 4.1.1. In the same way if ‖∇ϕ‖∞ < min(ε, ε1), where ε ap-










Y + √T ). (19)
With L2 = 10α2√K1 and L3 = 10√K1√C2 max |R + 1|‖∇ϕ‖∞, the max being taken
on [0,C‖v‖∞] (it is finite because σ ′ is constant near 0 as well as R). Thus these two
constants depend only on C, v and ψ .
Combination with the curvature inequality of Lemma 4.1.3. Here we will give a mi-
noration of the term K appearing in inequality (16): this minoration comes from the
curvature-dimension criterion applied with a variable dimension p(u) instead of d (which
comes from the fact that σ(u) is not u1−1/d ). Remember that A(x) = 2xψ ′(x). Remember
also that δ ∈ ]0,1[ satisfies:
δxσ ′(x) σ(x) d − δ
d − 1xσ
′(x).






and consider constants ε4,C0 corresponding from Lemma 4.1.3. Assume also that
‖∇ϕ‖∞ < min(ε, ε1, ε4). Then applying this lemma, and multiplying the inequality by




Hence combining with (16) integrated with respect to t , and summing estimates (17), (18)


































Y − L˜2‖∇ϕ‖∞T. (20)
The constants L˜i depend on C, v, α1, α2, and δ which will be fixed later. Actually: L˜1 =
(1 − δ)C0 +L3 +L2 +L1 and L˜2 = (1 − δ)C0 +L3 +L1.
Accurate choice of p(u). If we can find p solving the equation Hδ(u) = 0, it is obvious
that inequality (20) will be much simpler. Now this equation admits the following solution,
where h(x) = −R(x)− 1 (recall that σ ′(x) = xψ ′(x)):








(take +∞ for example when the denominator is 0) which gives a smooth p−1 (and real).
Thanks to the hypothesis on σ :
δxσ ′(x) σ(x) d − δ
d − 1xσ
′(x),
which easily implies that p takes values in R \ [0, d[. Moreover, the quantity D previously
mentioned is bounded since the function under the max is null near 0. The calculus are
therefore valid with this value of p. The constant D depends only on ψ,v and δ, hence
on ψ,v. Therefore the constants C0, L˜1 and L˜2 depend only on C,v,ψ . From (20), if we
note Y1 =
∫∫
uΓ2(ξ)ϕ5 dµdt and Y2 = Y − Y1, we have:









σ(u)− δuσ ′(u))Γ (ξ)dµdt + 2Y2.
But thanks to Lemma 4.1.1 part (iii), there exists K˜ depending on v, α1, α2, C (since
K˜ = max(1 +K3ε3,K2ε3)) such that if










Y2 + T2 − T1
]
.
(The term 12r comes from the hypothesis −Hessψ(v)  ρd−1T g  rg for a positive con-
stant r , since we assumed that T is bounded below by a positive constant.) Finally if
dT = T2 − T1, since T = dT + |Eϕ(T1) − Eϕ(T2)|, and since, thanks to the hypothesis
on σ given in Section 3.1 which imply that σ(u)− δuσ ′(u)−uψ(u) , we have:d−1
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utψ(ut )Γ (ξ)dµdt + 2Y2
− L˜2‖∇ϕ‖∞
(

































L˜1(1 + K˜)+ L˜2(1 + K˜)
)
‖∇ϕ‖∞(T2 − T1).
Let us use the hypothesis – Hessψ(v) ρ












































Take ε0 < min(ε, ε1, ε3, ε4) sufficiently small such that 2δα1 − L˜12 ε0 > 0 and 2 −
{ 12 L˜1(1 + K˜2ρ ) + L˜2 K˜2ρ }ε0 > 0. Such a value of ε0 depends only on v,ψ,C and ρ (we
could write it explicitly). Then for ‖∇ϕ‖∞ < ε0,
Iϕ(T1)− Iϕ(T2) 2 −M1‖∇ϕ‖∞
d − 1 ρ
∫ ∫
utξtΓ (ξ)ϕ
5 dµdt −M2‖∇ϕ‖∞(T2 − T1).
Where M1 and M2 depend only on v,ψ,C and ρ, and therefore only on v,ψ,C, since
ρ depends only on ψ and v (−Hessψ(v) ρg). For instance, take M1 = 12 L˜1(1 + K˜2ρ ) +
L˜2
K˜
2ρ and M2 = 12 L˜1(1 + K˜)+ L˜2(1 + K˜). Now use part (iii) of Lemma 4.1.1. This gives:






−M2‖∇ϕ‖∞(T2 − T1)−K2‖∇ϕ‖∞(T2 − T1).
So for two constants N1 and N2 depending only on the last ones, and if ε0 is chosen small
enough, we have:
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5. Partial proof of the inequality
5.1. Global solution
In this section, we define a global solution of (E) and prove the asymptotic behaviour
of u(t, ·) as t → ∞. Now fix a smooth f > 0 such that f  vσ and
∫
f = ∫ v. Since M is
complete, there exists an increasing sequence ϕn of smooth compactly supported functions,
with 0 ϕn  1, whose gradient converges uniformly to 0, and an increasing sequence of
regular domains Ωn such that the support of ϕn lies in Ωn and ϕn = 1 on Ωn−1. Choose
a smooth sequence fn such that fn  f , fn is compactly supported in Ωn and equals f
on the support of ϕn. Thus fn is nondecreasing and converges to f . Now remember as
mentioned in Section 3.1 that un = ufnΩn is nondecreasing, and since fn  f  vσ , that
un  vσ . Thus the following function is well-defined:
u(t, x) = lim
n→∞,x∈Ωn
↑ un(t, x).
One easily sees that this is a (global) solution of (E) on the whole M (but we won’t use
it), at least is the distribution sense. Moreover its mass is preserved, but we must make
the reader aware that this is due to our ellipticity condition on σ . In the limit case of the
porous media equation on the hyperbolic space H, there are simple solutions that have not
constant mass and that vanish in finite time. For instance, let x0 = (0, . . . ,0,1) and, as in
the introduction, Tx0 = (1 +
∑d
1(xi − (x0)i)2)/xd . Then the function:
u(t, x) =
(
2 sin((d − 1)t)
−2 cos((d − 1)t)+ Tx0
)d
,
is an explicit solution to the porous media equation, which we let to the reader. Obvi-
ously, the solution vanishes and hence the mass is not preserved. Now, we will prove that
limt→∞ u(t, ·) = v in L1(M).
5.2. Convergence towards the stationary solution
In the following proposition, we use Proposition 4.1 applied to the solution un and
the function ϕn defined above, and a local Poincaré-like inequality on the manifold M to
deduce an inequality that will be helpful in proving that ut → v in L1(M). Bx(r), for
x ∈ M and r > 0 will denote the ball of M centred at x and of radius r . The following







Recall that α1 and α2 satisfy α1  xψ ′(x) α2 and that un  u vσ  Cv.







, t  0, x ∈ M.
Then there exist a constant H only depending on r , ψ and vσ , and constants F1, F2 de-







∣∣Zt − [Zt ]Bx(r)∣∣dµds H
√
E(T2)−E(T1)
T2 − T1 .
Where E(t) is the global entropy at time t :
E(t) =
∫
H(ut )−H(v)−ψ(v)(f − v)dµ.
Note that the proof includes the fact that E is nondecreasing, so the formula has sense.
Proof. The proof relies on a local Poincaré-like inequality. Choose n0  1 such that for all
n n0, Bx(r) ⊂ Ωn and ‖∇ϕn‖∞ < ε0. Fix n n0. Moreover let:





, t  0, x ∈ Ωn.
Note that since un  vσ , Znt  1. Thanks to [6], there exists Hr > 0 such that for any
regular function g on Bx(r):∫
Bx(r)
∣∣g − [g]Bx(r)∣∣dµHr ∫
Bx(r)
|∇g|dµ.
Let us apply it to gn = ϕ3nZnt .∫
Bx(r)

















Hence by Cauchy–Schwarz inequality:∫
Bx(r)
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The calculus made in Section 4 holds for a general Ω , u(t, x). Since the constants
appearing depend only on C, v and ψ , and since un  Cv for all n, we can apply the



































and let n → ∞: the proposition follows. We actually have un → u, ϕn → 1 and
‖∇ϕn‖∞ → 0. This concludes this proposition. 
Corollary 5.1. There exists a sequence tn converging towards ∞ so that
lim
n→∞utn = v in L
1(M).

















∣∣∣∣∣dµ< ∞, since ut  Cv.
Let r > 0 and x ∈ M . Let T > 0. Thanks to Proposition 5.1, we have, for T2 = (T +1)m,













∣∣Zum − [Zum]Bx(r)∣∣dµdu → 0.
So at least for one T1 ∈ [T ,T +1] (and in fact for almost every), we have: limm→∞ |ZT1m−[ZT1m]Bx(r)| = 0 almost everywhere in M and in L1(Bx(r)). Since [ZT1m]Bx(r) lies in[0,1], one can extract an increasing sequence mk such that [ZT1mk ]Bx(r) converges towards
a real number a ∈ [0,1]. This implies that ZT1mk converges in Bx(r) towards a. Remind
this and let ε,T > 0. Note a = ar . Let rn be an increasing diverging sequence and since
0 arn  1, you can assume that arn has a limit a. Choose n such that
∫
Bx(rn)c




v dµ< ε. Let mk be a sequence such that ZT1mk converges to arn in L1(Bx(rn))
as k → ∞. So one can find k so that ∫
Bx(rn)
|ZT1mk − arn |dµ ε. Therefore:∫
M
v|ZT2 − a|dµ 3ε
with T2 = T1mk  T . On can therefore construct a increasing and diverging sequence Tk
so that v|ZTk − a| converges to 0 in L1(M) and almost everywhere. Hence, ZTk converges
almost everywhere towards a. From the definition of Z, it follows that ψ(uTk ) − ψ(v)
almost surely converges in R∪{−∞}. Since ∫ uTk = ∫ v dµ, that limit is 0, and uTk almost
surely converges towards v, and in L1(M) since uTk  Cv. This concludes the proof. 
5.3. Proof of the inequality in a special case
The following proposition is a consequence of the calculus made in Sections 4 and 5.
Proposition 5.2. Keep the assumptions made on ψ,v and f up to now. Then:
−∞ < ρ
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Note that we will show that J (f ) is well-defined.
Proof. In what follows, Iϕn and Jϕn stand for the information and entropy just as the
definition of Section 2, where ϕ, Ω and u are replaced by ϕn, Ωn and un. We can suppose
that I (f ) < ∞ since if it is infinite, inequality (23) is satisfied. Let us apply Proposition 4.1.








Let first T1 → 0 and then n → ∞, observing that Iϕn(T1)− Iϕn(T2) Iϕn(T1). Then:
I (f ) ρ
d − 1
(
J (f )− J (uT2)
)
.









∣∣log(u)∣∣2 du∣∣∣∣∣v ∈ L1(M).
Finally choose for T2 = Tk , where Tk is like in Corollary 5.1 and let k → ∞. Then the
dominated convergence theorem implies that J (uTk ) → 0. This concludes the proof. 
6. Proof in the general case
In this section, the calculus are rather tedious, so we won’t detail the proofs. We want
to prove the last inequality with σ(x) = x1−1/d and f compactly supported, so the idea is
to approximate x1−1/d by functions σ satisfying suitable conditions. The same holds for
f . Let us prove Theorem 1, which the reader can find in the introduction.
Proof. First, we suppose that β = 0. Let 0 < ε, δ < 1/2 and d ′ > d satisfy d ′
d ′−1 = d−δd−1 .
Consider the following function σ defined on R+ by:
if 0 x  ε, then σ(x) = Cx,





(1 − 1/d ′)x−1−1/d ′ dx.
One easily verifies that
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d − 1xσ
′(x) ∀x > 0, x = ε, (24)





ds ∀x > 0, x = ε. (25)
We let the reader construct a smooth approximation of σ that coincides with σ on [ε/2, ε]c ,
is smooth and satisfy (24) and (25). So we can still suppose that σ is smooth and converges,
as well as its derivatives, towards x1−1/d , as well as its derivatives, on every compact set
of R∗+ as δ, ε → 0. Hence σ satisfies the conditions of Section 3.1. So we will keep the
notations of that section. Now let T be as in the theorem and v > 0 such that T = −ψ(v).
Suppose first that m = d . One easily proves that there exists a constant D not depending
on δ, ε such that v DT −d . So v is integrable and satisfies:∫
vΓ (T )2 dµ< ∞.
We can therefore apply (5.2) and we have:
ρ
d − 1J (f ) I (f ), (26)
as soon as f > 0 has the same integral as v and there exists λ so that f  vλ.
From now on define v0 by (d − 1)v−1/d0 and let f0 be positive and of the same integral
as v0, and suppose that f = v0 on the complementary of a given compact set K . In other
words, f0 = v0 + ϕ0 where ϕ0 is compactly supported with support lying in K . So let
f = v + ϕ0. Since f = v on Kc , there exists λ so that f  vλ. Moreover
∫
f = ∫ v. So
(26) holds and reads:
ρ











∣∣∇(−(d − 1)f−1/d + T )∣∣2 dµ.
Now you can let ε, δ → 0 since K is compact, f and v converge uniformly towards
f0 and v0 on K , as well as their gradients, and since σ(x) and its derivatives converge to
x1−1/d uniformly on any compact of R∗+ (obviously, on K , v remains bounded below by a
positive constant not depending on ε, δ). So this proves the theorem when the condition on
T is satisfied for m = d . When m > d , the assumption is weaker and you have to consider
Tn = T + T α/n, for α > 1 which will be fixed later. Remark that:
HessTn = HessT + α
n
T α−1 HessT + α(α − 1)
n
T α−2∇T ⊗ ∇T  ρ
d − 1Tng.
Define vn by (d − 1)v−1/dn = Tn and observe that:∫
T −dn Γ (T )4  C
∫
T −dα+2(α−1)Γ (T )2 dµ, (27)
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d−2 , those integrals are finite.
Now let f > 0 be of the same integral as v0 and suppose that f = v0 on Kc . That is let
f = v + ϕ, where ϕ is compactly supported. Let fn = vn + ϕ. Since (27) holds, we have
an inequality for each fn, and since K is compact, we can let n → ∞. This concludes the
proof if β = 0.
If β = 0, then we have to use HessT  ( ρT
d−1 + β)g instead of HessT  T g in Propo-
sition 4.1. To understand better what happens we will be formal, as in the formal calculus
made before Proposition 4.1. But the justifications can be led in the same way. So we get
instead of (15):






(−s−1/d + v−1/d)2 ds
)
dµ+ 2βI (t).
In other words, the quantity
φ(t) = I (t)− ρ
d − 1J (ut )− 2βE(ut )
is non-increasing. So if we say that φ(∞) φ(0), and use the fact that limut = v, then the
theorem follows. 
Remark. Theorem 1 is also valid under the following hypothesis:∫
M
T −dΓ (T )2 + T −d + T −(d−2) dµ< ∞, and f  0 is compactly supported.
And in this case, since f may take value 0, we have to define I (f ) = ∫
f>0 fΓ (−(d −
1)f−1/d + T )dµ. We won’t give the proof here. Nevertheless the conditions on v are too
strong on the model space given by the hyperbolic space H. In this space, the functions
such that HessT = T g always satisfy ∫ T −d+2 dµ = ∞ and this is due to the fact that
there are no extremal function for the classical Sobolev inequality in H which tells that for
any smooth compactly supported function f  0:
‖f ‖2d/(d−2)  4
d(d − 2)‖∇f ‖
2
2 − ‖f ‖22.
7. Comparison with the hyperbolic space
The purpose of this section is to prove that Theorem 1 implies the classical Sobolev
inequality (it is in fact equivalent) on the d-dimensional hyperbolic space. We note H =
R
∗+ × Rd−1 equipped with the metric g = (dx21 + · · · + dx2d)/x2d and the measure dµ =
1/xdd dx1 . . .dxd . The Ricci curvature is −(d − 1)g and the Hessian can be expressed as











where H˜ess is the Euclidean Hessian.
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In this case Γ (T ) = T 2 + 4(x0)dT − 4 and T = dT + 2(x0)dd . Note r2 = ∑d1(xi −
(x0)i)2. Firstly,∫
M
T −d dµ =
∫
Rd−1×R∗+
(1 + r2)−ddx1 . . .dxd < ∞.
Now let m> 0. Then there exists C > 0 so that:
C
∫
T −mΓ (T )2 dµ
∫
T 4−m dµ =
∫
Rd−1×R∗+









(1 + ρ2)−(m−4)ρd−2 dρ
)
ωd−1,
where ωd−1 is the volume of the (d − 1)-dimensional sphere. So the last quantity is finite






, wx0 = v1/2−1/dx0 ,
Fx0 = {f  0 smooth such that f = wx0 near the infinity of H},







Γ (f )− Γ (wx0)
)− (f 2 −w2x0))dµ.
Then Theorem 1 is equivalent, on H, to the following one:
Theorem 2. For any x0 ∈ Rd , h ∈Fx0 we have:





Proof. Keep the notations of Theorem 1 where T = Tx0 , v = vx0 , ρ = d − 1 and β =
2(x0)d . If we develop I , J and E and make an integration by part in I , which is justified
since f 1−1/d − v1−1/d is compactly supported, then:




T 2(f − v)+ (d − 1)2 f
1−2/d − v1−2/d
1 − 2/d
− 2(d − 1)T f
1−1/d − v1−1/d )
dµ and
1 − 1/d






(d − 1)f−1/d)− vΓ ((d − 1)v−1/d)+ (f − v)Γ (T )





(d − 1)f−1/d)− vΓ ((d − 1)v−1/d)+ (f − v)Γ (T )





d(v1−1/d − f 1−1/d)+ T (f − v))dµ.
Now use the fact that in our case T = dT + βd and Γ (T ) = T 2 + 2βT − 4. Then
the inequality given by Theorem 1 reads Kx0(h)  0 where h = f 1/2−1/d . This proves
the theorem for positive g. The case when g  0 is obtained by standard approximation
arguments. 
Now we will see that Theorem 2 is an equivalent form of the classical Sobolev inequality
on H. We first need:
Lemma 7.0.1. Let xn = (0, . . . ,0, n), n  1. There exists fn in Fxn such that fn → 0











1 + ‖y‖2)/(d − 1))−d dy)1−2/d .
Proof. Note w˜0(y) = ((1 + ‖y‖2)/(d − 1))1−d/2, y ∈ Rd . A basic calculus on H shows
that for any function h, if you note ∇˜ the Euclidean gradient:
4





∣∣∇˜(hy1−d/2d )∣∣2 − ∂∂xd (h2y1−dd )
)
ydd .






∣∣∇˜(fy1−d/2d )∣∣2 dx − ∫
{yd>−n}
|∇˜w˜0|2 dx.
Note that the integrals on the right have to be taken with respect to the Lebesgue measure.
Let 0 ϕn  1 be smooth functions on Rd such that ϕn(y) = 0 if ‖y‖ > n − 1, ϕn = 1 if
‖y‖ < n/2 and ‖∇ϕn‖∞ → 0 with n.
Let ∀yd > 0, y¯ ∈ Rd−1, fn(y¯, yd) = wxn(y¯, yd)(1 − ϕn(y¯, yd − n)). Recalling the def-
inition of wxn shows that wxn(y¯, yd) → 0 uniformly on any compact set. Hence the same








1 − ϕn(y¯, yd)
)2d/(d−2) dy¯ dyd.
H {yd>−n}
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∣∣∇˜(w˜0(1 − ϕn(y¯, yd)))∣∣2 dy − ∫
{yd>−n}
|∇˜w˜0|2 dy.











The last equality comes from the fact that w˜0 is an extremal function of the Sobolev in-
equality in Rd (since it is classical, we don’t prove it). 
Corollary 1. (i) Note w˜0(y) = ((1 + ‖y‖2)/(d − 1))1−d/2, y ∈ Rd . For any smooth




w˜0(y)2d/(d−2) dy, there exists an ∈ R+ converging towards 1 such that






(ii) Theorem 2 implies the classical Sobolev inequality on H.




n = 0 and lim
∫
vxn =∫
g2d/(d−2), you can choose, for n big enough, an ∈ R+ converging towards 1 so that if
























Since g is compactly supported, the last two integrals converge towards 0. From
Lemma 7.0.1, Kxn(fn) → 0. This proves (i). (ii) comes from (i), Theorem 2 and the fact
that gn ∈Fxn 
In fact one can prove that, conversely, the classical Sobolev inequality on H or more
precisely, the Euclidean Sobolev inequality (both are equivalent), implies Theorem 2.
8. Conclusion
Just as what was done in [8] where the author generalised the Euclidean Sobolev in-
equality to abstract manifolds equipped with strongly convex functions, we did the same
here: we generalised the Sobolev inequality of the hyperbolic space to the case of mani-
folds M whose Ricci curvature tensor is bounded below by a negative constant. In this case,
830 J. Demange / Bull. Sci. math. 129 (2005) 804–830we must suppose that M is equipped with a function T such that HessT  ( ρ
d−1T + β)g(if RicM −ρg). In the Euclidean case, [7] derives an estimate of the convergence of the
porous media equation towards its stationary solution from the Sobolev inequality. The
question that naturally arises is whether we can do the same here.
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