Scheduling 'n' jobs on 'm' machines in a flow shop is NP-hard problem and places itself at prominent place in the area of production scheduling. The essence of any scheduling algorithm is to minimize the makespan in a flowshop environment. In this paper an attempt has been made to develop a heuristic algorithm, based on the reduced weightage of machines at each stage to generate different combination of 'm-1' sequences. The proposed heuristic has been tested on several benchmark problems of Taillard (1993) [Taillard, E. (1993) . Benchmarks for basic scheduling problems. European Journal of Operational Research, 64,[278][279][280][281][282][283][284][285]. The performance of the proposed heuristic is compared with three well-known heuristics, namely Palmer's heuristic, Campbell's CDS heuristic, and Dannenbring's rapid access heuristic. Results are evaluated with the best-known upper-bound solutions and found better than the above three.
Introduction
Scheduling is a decision making practice used on a regular basis in most of the manufacturing industries. Its aim is to optimize the objectives with the allocation of resources to tasks within the given time periods. The resources and tasks in an organization can take a lot of different forms. The resources may be machines in a workshop, processing units in a computing environment and so on. The tasks may be jobs or operations in a production process, executions of computer programs, stages in a construction project, and so on. The objectives can take many different forms and one objective may be the minimization of total completion time of jobs. A typical flow shop scheduling problem involves the determination of the order of processing of jobs with different processing times over different machines. Consider an mmachine flow shop where there are n-jobs to be processed on the m machines in the same order. The prime objective is to generate the optimal sequence of processing jobs that minimize the total completion time of all jobs. Scheduling of operations is very difficult issues in the planning and managing of manufacturing processes. Toughness and easiness of scheduling task depends on shop environment, process constraints and the performance measures. Due to the complexity of flow shop scheduling problem, exact methods become impractical for instances with medium to large number of jobs and machines. This has introduced the basis for development and adoption of various heuristic algorithms. The flow-shop problem was first studied by Johnson (1954) for two machines. He considered the problem with respect to total completion time as objective function for both m=2 and m>2 flow shops. For m≥2 it becomes a NP-hard problem (Gonzalez & Sahni, 1978) . Many researchers have generalized the Johnson's rule to 'm' machine flow shop scheduling heuristics. While first heuristic for makespan minimization for the flow shop scheduling problem was introduced by Palmer (1965) . The heuristic calculates a slope index for each job and then schedules the jobs in descending order of the slope index. Campbell et al. (1970) developed an extension of Johnson's algorithm. The Campbell, Dudek, and Smith (CDS) heuristic generate m-1 sequences by converting m original machines into two auxiliary machines and then solving the two machine problem using Johnson's rule repeatedly. Finally, the best sequence is selected. CDS heuristic performs better as compared to the Palmer heuristic. Gupta (1971) suggested another heuristic which was similar to Palmer's heuristic. He defined his slope index based on the optimality of Johnson's rule for three machine problem. Dannenbring (1977) developed a method called rapid access (RA). It attempts to combine the advantages of Palmers slope index and the CDS methods. Its purpose is to provide a good solution as quickly as possible. RA heuristic solves only one artificial problem using Johnson's rule in which a waiting scheme is used to determine the processing times for two auxiliary machines. The NEH heuristic algorithm made by Nawaz, Enscore, and Ham (1983) is based on the assumption that the job with larger total processing time should be given higher priority than job with low total processing time. Then, it generates the final sequence by adding a new job at each step and the best partial solution is found. Hundal and Rajgopal (1988) proposed an improvement in the Palmer's heuristic. Two more slope indexes are calculated and with these two slope indexes and the original Palmer's slope index, three sequences are calculated and the best one is given as a final result. Taillard (1993) proposed 260 scheduling problems that are randomly generated. The problem size corresponds to the practical aspects of industry related problems. They proposed problems for general flow shop, job shop and open shop scheduling problems. The main objective of the problems is the minimization of makespan. Rajendran (1994) introduced a new heuristic for flow shop, in which heuristic preference relation is developed. He considered the problem of scheduling in flow shop and flow-line based manufacturing cell with bi-criteria of minimizing makespan and total flow time of jobs. Rajendran and Zeigler (1997) developed a heuristic procedure with an objective of minimizing makespan, where set-up, processing and removal times are separable. Large number of randomly generated problems is used for the evaluation of heuristic. Danneberg et al. (1999) proposed and compared various heuristic algorithms for permutation flow shop scheduling problem including setup times with objective function of weighted sum of makespan and completion times of the jobs. Chakraborty and Laha (2007) modified the original NEH algorithm for makespan minimization problem in permutation flow shop scheduling. Computational study reveals that the quality of the solution is significantly improved while maintaining the same algorithmic complexity. Ruiz and Stutzle (2007) presented a new iterated greedy algorithm that applies two phases iteratively, named destruction, where some jobs are eliminated from the incumbent solution, and construction, where the eliminated jobs are reinserted into the sequence using the well-known NEH construction heuristic. Chia and Lee (2009) introduced the concept of learning effect in a permutation flow shop for total completion time problems. This concept plays an important role in production environments. In addition, the performances of various well-known heuristics are evaluated with the presence of learning effect. Jabbarizadeh et al. (2009) considered hybrid flexible flow shops with sequence-dependent setup times and machine availability constraints caused by preventive maintenance. Three heuristics, based on SPT, LPT and Johnson rule and two meta-heuristics based on genetic algorithm and simulated annealing is proposed. Zobolas et al. (2009) proposed a hybrid metaheuristic for the minimization of makespan in permutation flow shop scheduling problems in which a greedy randomized constructive heuristic provides an initial solution and then it is improved by genetic algorithm (GA) and variable neighbourhood search (VNS). Ramezanian et al. (2010) presented a new discrete firefly meta-heuristic to minimize the makespan for the permutation flow shop scheduling problem. The results of implementation of the proposed method are compared with other existing ant colony optimization technique which indicate the superiority of new proposed method over the ant colony for some wellknown benchmark problems. Wang et al. (2010) proposed a novel hybrid discrete differential evolution (HDDE) algorithm for solving blocking flow shop scheduling problems to minimize the maximum completion time.
Shu-Hui Yang and Ji-Bo Wang (2011) considered the minimization of total weighted completion time in a two-machine flow shop under simple linear deterioration. The objective was to obtain a sequence so that the total weighted completion time is minimized. Chiang et al. (2011) proposed a memetic algorithm by integrating a general multi-objective evolutionary algorithm with a problem-specific heuristic (NEH). Cheng et al (2011) proposed a hybrid algorithm three frequently applied ones: the dispatching rule, the shifting bottleneck procedure, and the evolutionary algorithm. Bhongade and Khodke (2012) proposed two heuristics NEH-BB (Branch & Bound) and Disjunctive to solve assembly flow shop scheduling problem where every part may not be processed on each machine. By computational experiments these methods are found to be applicable to large size problems. Khalili and Reza (2012) presents a new multiobjective electromagnetism algorithm (MOEM) based on the attraction-repulsion mechanism of electromagnetic theories. Choi and Wang (2012) presented a novel decomposition-based approach (DBA), which combines both the shortest processing time (SPT) and the genetic algorithm (GA), to minimizing the makespan of a flexible flow shop (FFS) with stochastic processing times. Computation results show that the DBA outperforms SPT and GA alone for FFS scheduling with stochastic pro-cessing times. Pour et al. (2013) presented an efficient solution strategy based on a genetic algorithm (GA) to minimize the makespan, total waiting time and total tardiness in a flow shop consisting of n jobs and m machines. Fattahi et al. (2013) presented a two-stage hybrid flow shop scheduling problem with setup and assembly operations. A combinatorial algorithm is proposed using heuristic, genetic algorithm (GA), simulated annealing (SA), NEH and Johnson's algorithm to solve the problem. Jaroslaw et al. (2013) proposed a new idea of the use of simulated annealing method to solve certain multi-criteria problem. Li et al. (2013) proposed a mathematical model for a two-stage flexible flow shop scheduling problem with task tail group constraint, where the two stages are made up of unrelated parallel machines. Behnamian and Ghomi (2014) considered bi-objective hybrid flow shop scheduling problems with bell-shaped fuzzy processing and sequence-dependent setup times. To solve these problem a bi-level algorithm with a combination of genetic algorithm and particle swarm optimization algorithm is used. Wang and Choi (2014) presented a novel decomposition-based holonic approach (DBHA) for minimising the makespan of a flexible flow shop (FFS) with stochastic processing times. Rahmani and Heydari (2014) proposed a new approach to achieve stable and robust schedule despite uncertain processing times and unexpected arrivals of new jobs. Computational results indicate that this method produces better solutions in comparison with four classical heuristic approaches according to effectiveness and performance of solutions.
The above literature review reveals the continuous interest shown by the researchers in solving flow shop scheduling problems. As the problem became NP-hard, most of the researchers developed heuristic methods to obtain optimal schedule of jobs but over the past few years hybrid heuristics / meta-heuristics have been developed to improve the accuracy of results. In these techniques, an initial solution is obtained from existing heuristics and this solution is further improved by using meta-heuristics. In this paper, an attempt has been made to develop a simple heuristic without much sacrificing the accuracy to provide an initial solution for other methods to solve the flow shop scheduling problems for minimizing makespan.
The proposed heuristic is based on the reduced weightage scheme of machines at each stage to generate different combination of sequences for producing optimal results. The rest of this paper is organized as follows: Section 2 provides basic assumptions and statement of the problem. Section 3 introduces the concept and flowchart of proposed heuristic algorithm. Section 4 describes the evaluation of heuristic methods with experiment design and a detailed presentation of computational results. Towards the end the conclusion are drawn in section 5.
Problem Formulation

Problem Statement
In a flow-shop scheduling problem, a set of n jobs (1, …, n) are processed on a set of m machines (1, …, m) in the same technological order, i.e. first in machine 1 then on machine 2 and so on until machine m. The objective is to find a sequence for the processing of the jobs in the machines so that the total completion time or makespan of the schedule (Cmax) is minimized. Let ti,j denote the processing time of the job in position i (i = 1, 2, …, n) on machine j (j =1, 2, …, m). Let Ci,j denote the completion time of the job in position i on machine j. Therefore we have:
Assumptions
The assumptions regarding this problem are general and common in nature. The same are adapted from Baker (1974) , Ruiz and Maroto (2005) and others.
• Each job i can be processed at most on one machine j at the same time.
• Each machine m can process only one job i at a time.
• No preemption is allowed, i.e. the processing of a job i on a machine j cannot be interrupted.
• All jobs are independent and are available for processing at time 0.
• The set-up times of the jobs on machines are negligible and therefore can be ignored.
• The machines are continuously available.
• In-process inventory is allowed. If the next machine on the sequence needed by a job is not available, the job can wait and joins the queue at that machine.
Proposed heuristic algorithm
The proposed heuristic algorithm is applied to the processing of n-jobs through m-machines with each job following the same technological order of machines. The algorithm is based on the weightage of machines which is reduced at each stage to generate different combination of sequences of processing jobs to minimize the given performance measure. Similar to CDS heuristic, the algorithm generates m-1 sequences. The algorithm converts the original m-machines problem into m-1 artificial 2-machine problems. A weight parameter, wi,j is assigned at each stage which is used in a reverse manner for the two artificial machines. Johnson's rule is then applied to first artificial 2-machine problem to determine the sequence of jobs and the process is repeated by reducing the weight parameter until m-1 sequences are found. Then, makespan value is computed and the sequence with the minimum makespan value is selected as best sequence. The necessary steps for solving a given problem are as follows.
Fig. 1. Flow chart of proposed heuristic algorithm
Heuristics evaluation
Experiment design
In this section, we compare the performance of the heuristic algorithms using the MATLAB software on a HP 430 workstation with INTEL(R) Core(TM)-i3 CPU, M370 @ 2.40 GHz, 2GB RAM processor. The evaluation of the heuristics is done by varying the number of jobs and the number of machines. The benchmark problems for evaluating proposed heuristic and making a comparative study are taken from Taillard (1993) . These problems with their best-known upper bound solutions are taken from the OR Library (http://mscmga.ms.ic.ac.uk/info.html). These test problems have varying sizes with number of jobs varying from 20 to 500 and the number of machines varying from 5 to 20. There are 120 instances from Taillard's benchmark problems, 10 each of sizes 20×5, 20×0, 20×20, 50×5, 50×10, 50×20, 100×5, 100×10, 100×20, 200×10, 200×20 and 500×20.
Each instance is solved by the proposed heuristic, Palmer, CDS and RA heuristic algorithms. Best-known upper bounds for these problems are used for comparison purposes. We compare the performance of the heuristics using one measure: average percentage gap. The gap, in percent, which refers to as the difference between the Makespan and Upper Bound, is calculated by: Tables 1-4 show the results for Taillard's 20-job, 50-job, 100-job & 200-job and 500-job benchmark problems. In each of these tables, we display the results for Proposed Heuristic, Palmer, CDS and RA. We also show the best-known upper bounds and percentage gap from the best-known upper bound for each problem. The bold figures represent the minimum percentage gap for the particular problem. A summary of the average percentage gap (across all jobs and machines) is given in Table 5 . For i.e., 20×5, 20×10 and 20×20 size problems,  proposed heuristic provides the minimum average gap of for all three problem sets as 7.7%, 10.61% and 8.76% respectively. RA heuristic gives closer results with average gap of 8.81% for instance of size 20×5 and CDS with average gap of 12.81 % and 9.39% for 20×10 and 20×20 respectively (see Table 1 ).
Computational results
For Taillard's 50-job problems, the results are quite similar to that of 20-job problems. At instances of size 50×5, the proposed heuristic results are better than others with an average gap of 4.09%, at size 50×10 with 10.96% and at size 50×20 with 12%. The results, which are closer to the proposed heuristic, are of Palmer with an average gap of 5.34% for size 50×5 problems and of CDS with an average gap of 12.43% and 13.31% for size 50×10 and 50×20 problems respectively (see Table 2 ). For Taillard's 100-job problems, i.e. for the instance size of 100×5, the minimum average gap from the upper bound is 2.33% at Palmer compared with 2.88% at proposed heuristic. Proposed heuristic offer good results with an average gap of 7.64% for the size instance of 100×10 and 10.53% for 100×20 (see Table 3 ).
Table 3
Makespans and percentage gaps for Taillard's 100-Job benchmark problems Table 4 Makespans and percentage gaps for Taillard's 200-Job and 500-job benchmark problems 
Conclusion
In this paper, we have presented a heuristic for the general flow shop scheduling to minimize the makespan. The proposed method was based on the principle that weightage of the machines at each stage was reduced to obtain different combination of sequences. The sequence with minimum makespan is selected as the best sequence. The heuristic was tested using various benchmark problems taken from Taillard. The percentage gaps with best-known upper bound value were also tabulated. The computational results indicate that the proposed heuristic significantly performed better than the heuristics of CDS, Palmer and RA. Also, it can been seen that as the number of jobs increases, proposed heuristic provides good quality results. Therefore, it is the main reason to recommend this heuristic mainly for large size problems.
Future scope of this research provides the extensive use of proposed heuristics for researchers to develop hybrid heuristics / metaheuristics for solving flow shop scheduling problems and use of this algorithm for the generation of initial solutions because of the superiority over existing heuristic algorithms. Avg. % gap
Number of jobs
Proposed Heuristic Palmer CDS RA
