Abstract The effect of biological (pollen) and chemical air pollutants on respiratory hospital admissions for the Szeged region in Southern Hungary is analysed. A 9-year (1999)(2000)(2001)(2002)(2003)(2004)(2005)(2006)(2007) database includes-besides daily number of respiratory hospital admissions-daily mean concentrations of CO, PM 10 , NO, NO 2 , O 3 and SO 2 . Two pollen variables (Ambrosia and total pollen excluding Ambrosia) are also included. The analysis was performed for patients with chronic respiratory complaints (allergic rhinitis or asthma bronchiale) for two age categories (adults and the elderly) of males and females. Factor analysis was performed to clarify the relative importance of the pollutant variables affecting respiratory complaints. Using selected low and high quantiles corresponding to probability distributions of respiratory hospital admissions, averages of two data sets of each air pollutant variable were evaluated. Elements of these data sets were chosen according to whether actual daily patient numbers were below or above their quantile value. A nonparametric regression technique was applied to discriminate between extreme and nonextreme numbers of respiratory admissions using pollen and chemical pollutants as explanatory variables. The strongest correlations between extreme patient numbers and pollutants can be observed during the pollen season of Ambrosia, while the pollen-free period exhibits the weakest relationships. The elderly group with asthma bronchiale is characterised by lower correlations between extreme patient numbers and pollutants compared to adults and allergic rhinitis, respectively. The ratio of the number of correct decisions on the exceedance of a quantile resulted in similar conclusions as those obtained by using multiple correlations.
Introduction
Air pollution-a major and constantly rising hazard in the environment associated with large increases in medical expenses and morbidity-is estimated to cause about 800,000 premature deaths annually worldwide (Cohen et al. 2005) . Considering respiratory diseases, asthma is a global health problem affecting around 300 million patients in all countries around the world (Kupczyk and Wenzel 2012) . Clinical evidence reveals a substantial increase in both incidence and prevalence of respiratory diseases such as allergic rhinitis and asthma (Albertini et al. 2012; Ziello et al. 2012 ). This increase may be related not only to climate change, chemical air pollution and changes in lifestyle (Kiss and Béres 2006; Cecchi et al. 2010) , but also to an increase in the actual airborne concentrations of allergenic pollen (Ziello et al. 2012) . Global warming is recognised increasingly as a major risk to human health. The continuing increase in atmospheric CO 2 levels, as a major component of climate change associated with urbanisation (Ziska et al. 2007) , can influence public health directly by stimulating the growth and pollen production of allergy-inducing species such as ragweed (Ziska and Caulfield 2000; Rogers et al. 2006; Ziska et al. 2007) .
Allergic rhinitis (AR) is a common inflammatory condition of the nasal mucosa characterised by nasal pruritus, sneezing, rhinorrhoea, and nasal congestion. AR is mediated by an IgEassociated response to ubiquitous indoor and/or outdoor environmental allergens (Dullaers et al. 2012) .
Asthma is defined as a chronic inflammatory disorder, where chronic inflammation is associated with airway hyperresponsiveness that leads to recurrent episodes of wheezing, breathlessness, chest tightness and coughing, particularly at night or in the early morning (Global Strategy for Asthma Management and Prevention 2010). Asthma is caused by environmental and genetic factors (Martinez 2007) , which influence the severity of asthma. The interaction of these factors is complex and not fully understood (Miller and Ho 2008) .
Many patients with asthma, particularly those with allergic asthma, also have AR. The mucosa of the upper and lower airways is continuous, and the type of inflammation in AR and asthma is very similar, involving T helper type 2 cells, mast cells, and eosinophils (Jeffery and Haahtela 2006) . Both diseases have characteristic symptoms and are influenced strongly by environmental factors.
A number of characteristics that can lead to an increased risk of pollutant-related respiratory diseases have been identified, including sex, age (i.e. children, adults and the elderly), pre-existing respiratory disease and low socio-economic status (Sacks et al. 2011) .
The harmful effects of ozone (O 3 ), nitrogen dioxide (NO 2 ) and particulate matter (PM) on respiratory symptoms and functions are well documented (Chung et al. 2011; Nuvolone et al. 2011; Zhang et al. 2011) . Recent studies, particularly in urban areas, have suggested a role of pollutants in the development of respiratory diseases (Chiusolo et al. 2011; Darrow et al. 2011; Namdeo et al. 2011) . Evidence is emerging that traffic-related pollutants may contribute to the development of allergy (Kelly and Fussell 2011; Koppen et al. 2011) . Furthermore, numerous epidemiological and experimental studies suggest an association between exposure to ambient NO 2 , O 3 and PM and an increased susceptibility to respiratory morbidity (Giovannini et al. 2010; Kim et al. 2011; Tramuto et al. 2011) .
The substantial increase in respiratory diseases in industrialised countries is attributable partly to a combination of chemical air pollutants and allergenic pollen existing in the air of big cities (Gowers et al. 2012) . Several papers have analysed separately the effects of either chemical air pollutants (Chiu et al. 2009; Alves et al. 2010) or allergenic pollen (Díaz et al. 2007; Hanigan and Johnston 2007; Carracedo-Martínez et al. 2008 ) on the frequency of hospital admissions for respiratory diseases; however, only very few studies have yet examined the effect of both these variables together (e.g. Andersen et al. 2007; Magas et al. 2007) . Such studies revealed a significant effect between partly the pollen and chemical compounds and partly health for admitted respiratory patients, and this effect was higher than that detected separately for either the chemical air pollutants or pollen.
Air pollution in Hungary is one of the highest in Europe. An estimated 16,000 annual premature deaths in the country are attributable to exposure to ambient PM 10 concentrations (Barrett et al. 2008; Ågren 2010) . Furthermore, airborne pollen levels are also high. The Carpathian basin involving Hungary (Fig. 1) is characterized by the highest airborne ragweed (Ambrosia) pollen concentrations in Europe. The ratio of captured Ambrosia pollen in Hungary in relation to the captured total pollen in the late summer period is around 60-71 % (Makra et al. 2005) . The sensitivity of patients to ragweed in Szeged is 83.7 % (Makra et al. 2005) . About 30 % of the Hungarian population has some type of allergy, 65 % of them have pollensensitivity, and at least 60 % of this pollen-sensitivity is caused by Ambrosia (Járai-Komlódi 1998). The number of patients with registered allergic illnesses has doubled and the number of cases of allergic asthma in Southern Hungary has quadrupled over the last 40 years (Járai-Komlódi 1998) .
The purpose of this study was to analyse the effect of biological (pollen) and chemical air pollutants on daily respiratory hospital and outpatient admissions with AR and asthma bronchiale (AB) for both adult and elderly patients of both genders over three different seasons in the Szeged region of Southern Hungary.
Materials and methods

Study area
Szeged (46.25°N; 20.10°E) is the largest settlement in Southeastern Hungary (Fig. 1) . The area is characterised by the extensive flat landscape of the Great Hungarian Plain with an elevation of 79 m above mean sea level. The built-up area covers a region of about 46 km 2 . The city is the centre of the Szeged region and has 203,000 inhabitants.
Pollen data
The pollen content of the air was measured using a 7-day recording "Hirst-type" volumetric trap (Hirst 1952) . The air sampler is located about 20 m above the ground (Fig. 1, lower  panel) . After sampling, in order to determine pollen type and counts, a light microscope was applied at a magnification of × 400. Five horizontal sweeps were analysed on each slide. The accuracy of the measurement was proportional to the number of sweeps and the concentration of particles. Counting was performed using a standard sampling procedure (Käpylä and Penttinen 1981; Peternel et al. 2006) . Two pollen variables were formed for our analysis: special emphasis was places on the daily pollen counts of Ambrosia, due to its extremely high concentrations during its short pollen season, and the daily total pollen count (the pollen counts of each of the 24 taxa examined) excluding the pollen of Ambrosia. Pollen data were expressed as daily mean pollen concentration (pollen grains/m 3 ). The analysis was performed for a 9-year (1999-2007) dataset. Three periods were considered: the first is the Ambrosia pollen season (15 July-16 October ); the second period lasts from 14 January (the start date of the pollination of Corylus) to 14 July and corresponds to the period when most pollen is captured; the third is the pollen-free period (17 October-13 January) in which the amount of airborne pollen is very low or zero. Ambrosia pollen and total pollen excluding Ambrosia pollen were the pollen variables applied during the first period (15 July-16 October), total pollen excluding Ambrosia pollen was considered during the second period and any pollen variable was taken into account in the third period.
The pollen season is defined by its start and end dates. For the start (end) of the Ambrosia pollen season we used the 1st (last) day of the first (last) 6-day period, each day of which shows 1 or more pollen grains m −3 air (Galán et al. 2001 ).
Evidently, the pollen season varies from year to year. The atmospheric pollen season was defined for each year and the longest observed over the 9-year period was taken into account to determine the three given periods. This definition was considered even if the remaining years involved substantially different pollen seasons with either markedly later start or notably earlier end of pollen release.
Chemical air pollutant data
Chemical air pollutants were collected in a monitoring station located in downtown Szeged at a distance of about 10 m from ) (Alves et al. 2010) . Mean daily concentrations of the chemical air pollutants for the three periods are presented in Table 1 .
Patient data
The daily number of hospital admissions registered with respiratory diseases came from the Hospital of Chest Diseases, Deszk, Csongrád County, located about 10 km from the monitoring station in downtown Szeged (Fig. 1, lower panel) . The patients were admitted to the outpatient clinic and the hospital accepts patients directly from the ER without delay. Most of the patients were treated as out-patients. The diagnosis of allergy was defined according to the presence of appropriate clinical symptoms and signs associated with the evidence of IgE antibodies directed towards relevant allergens determined by a skin-prick test. If the result of the skin-prick test was not suitable for identifying the allergen, total IgE and specific IgE were measured from blood. Data on the age, sex, date of admission and disease type were all available for each patient.
Respiratory diseases were categorised using the International Classification of Diseases, Tenth Revision (ICD-10) (WHO 1999) . All patients registered with the diagnosis of AR and asthma bronchiale-either as inpatients or outpatients during the study period-were included. More precisely, AR due to pollen (J3010), seasonal allergic rhinitis (J3020), other allergic rhinitis (J3030), non-specific allergic rhinitis (J3040), as well as allergic asthma (J4500), non-allergic asthma (J4510) and mixed asthma (J4580) were considered.
Two age groups were considered in the research: adult patients (15-64 years) and the elderly patients (≥ 65 years). The younger age group (0-14 years), was not analysed due to the very small patient numbers. Hence male and female patients for the adult and elderly age groups were considered. The population consisted of 133,464 hospital admissions of subjects resident in Szeged. The number of hospital admissions registered with respiratory diseases is summarised for different groups of patients and periods (Table 2) . Note, that, as days without admission to the outpatient department, Saturdays, Sundays and holidays were excluded from the analysis.
The data set applied is unique in the sense that it includes both categories of air pollutants as influencing variables.
The study analyzes one of the largest data sets used in the literature on respiratory hospital admissions.
Statistical analysis
First, a factor analysis with special transformation was performed on the air pollutant and respiratory admission data in order to determine the strength and direction of the association of air pollutant and respiratory admission variables. Then, using selected low and high quantiles corresponding to probability distributions of AR and asthma, daily mean concentrations of pollen and chemical air pollutants were compared and evaluated. From here on, we refer to extreme patient number whenever the daily patient number is larger than the chosen high quantile of patients. Finally, two techniques were applied to discriminate between extreme and non-extreme respiratory admission variables using pollen and chemical air pollutants.
Optimal time lags
It is reasonable to allow time lags between pollutants concentrations and number of hospital admissions. A wide range of candidate time lags is applied in the literature to find the optimal time delay (e.g. Orazzo et al. 2009 ). Although there are examples of time lags of up to 5 days (Ko et al. 2007 ) and even 8 days (Nascimento et al. 2006 ), the literature generally shows delays of up to 3 days in patient response to pollution exposure (WHO 1992; Alves et al. 2010) . It is likely that the explanatory variables express their effects until the formation of the respiratory problems within 3 days (Knight et al. 1991) . Our optimal time lags were selected with the help of the tvalues of regression coefficients. Namely, a time lag accompanied with the highest absolute t-value was chosen as optimal for each explanatory variable separately.
Factor analysis and special transformation
Factor analysis identifies any linear relationships among subsets of examined variables and this helps to reduce the dimensionality of the initial database without substantial loss of information. First, a factor analysis was applied to the initial dataset consisting of nine variables (eight explanatory variables and one resultant variable defined by the number of daily hospital and outpatient admissions with AR and asthma) in order to transform the original variables to fewer variables. These new variables (called factors) can be viewed as latent variables that explain the behaviour of pollutant-hospital admission variables. The optimum number of retained factors can be determined by applying different statistical criteria (Jolliffe 1993) . The most common and widely accepted criterion is to specify a least percentage (80 %) of the total variance in the original variables that has to be achieved (Liu 2009 ).
After performing the factor analysis, a special transformation of the retained factors was made in order to discover to what degree the above-mentioned explanatory variables affect the resultant variable, and to rank their influence (Fischer and Roppert 1965; Jahn and Vahle 1968) . When performing a factor analysis on the standardised variables, the factor loadings obtained are correlation coefficients between the original variables and, after rotation, the coordinate values belonging to the rotated axes (namely, factor values). Consequently, if the resultant variable is correlated strongly with the factor; that is to say, if the factor has a high factor loading at the place of the resultant variable, and within the same factor an influencing variable is highly correlated with the factor, then the influencing variable is also highly correlated with the resultant variable. Accordingly, it is advisable to combine all the weights of the factors, together with the resultant variable, into one factor. Namely, it is effective to rotate such that only one factor has a big load with the resultant variable. The remaining factors are uncorrelated with the resultant variable; that is to say, they have zero weight (Fischer and Roppert 1965; Jahn and Vahle 1968) . This latter procedure is called a special transformation.
t-test
Quantiles corresponding to probabilities 0.9, 0.8 and 0.7 were determined first. Note that a P-quantile (0<P<1) q p is the value below which the daily number of patients occurs with relative frequency P. The above-mentioned chronic respiratory diseases were then assigned to two categories according to whether the actual daily number of admissions due to respiratory diseases was below the actual quantile or not. Values of daily chemical air pollutant and pollen variables corresponding to the number of respiratory hospital admissions below and above the quantiles 0.9, 0.8, 0.7 were analysed. Specifically, the t-test (Zimmerman 1997 ) was used to decide whether the means of each chemical air pollutant and pollen variable differ significantly under each above mentioned quantiles.
Nonparametric regression
Let Y be an indicator variable that takes the values 1 or 0 according to whether the daily patient number exceeds or does not exceed a quantile of patients. Our goal was to estimate the quantile exceedance probability conditioned on the explaining variables X=(X 1 ,…,X m ). In order to avoid misspecification of the analytical form of the relationship between X and Y a nonparametric regression technique was applied. Because every variable has an annual cycle, the estimator uses data from only a time interval (time window) of the actual time t. Having a data set x 1 ; y 1 ð Þ; . . . ; x n ; y n ð Þ available at instances t 1 ; . . . ; t n we extend the classical Nadaraya-Watson estimator to the time-varying case as
where K(u) is a kernel function evaluated at u, and b is the time window. Thus, the estimated probability is a weighted sum of the indicator values y i accompanied with explanatory variables x i . The weights are controlled by the distance x i À x k k via the kernel K, which is chosen here as the Epanechnikov kernel. Specifically, when x i is close to x the weight of y i is large, while an x i far from x provides a small weight for y i . The so-called bandwidth h plays a similar role to that of b; it controls the neighbourhood of the explaining variable x where x i , and thus y i , are taken into account. The distance mentioned above is the Euclidean distance with a slight modification. Namely, in order to ensure the same potential importance of every explanatory Fan and Yao (2005) .
The goodness-of-fit of estimating quantile exceedance probabilities conditioned on the explanatory variables is
and V is the variance calculated from the indicator data y 1 ; . . . ; y n ð Þ . Because R is identical with the multiple correlation for multivariate linear regressions, hereafter the quantity R will be called multiple correlation.
Usually, a data set available is divided into a learning set and a validation set. The learning set is used to estimate parameters of the statistical model, and this model is then applied to the validation set. A general rule of thumb is to consider the learning set to be around 80 % of the total data and the validation set to be the remaining 20 %. In this case, however, such a choice of validation set would cover only a small number of cases. Note that the parameters to be estimated in the nonparametric technique include the time window and bandwidth. Therefore, the validation should include only the proper selection of these parameters. Having Lyears of data, our validation makes it possible to use an L-year validation set with an (L−1)-year learning set. Taking the kth year from the entire data set, the parameters are estimated with data omitting the kth year, and estimates for the kth year are then obtained using these parameters. The procedure is applied for k=1,…L, and thus these estimates for the entire data set are validated directly. A simplification working with the mean of annually varying parameters can be made because the variability of the L number time windows and bandwidths is very small. The section below describing "Conditional probabilities and events of exceeding quantities" will show these validated results.
Test for statistically significant correlation
Significance levels for multiple correlations between the explaining variables and the indicator variables defined by events of exceeding/not exceeding quantile values (see below) were determined by a Monte-Carlo simulation experiment. First, patient number data were reordered randomly. The original observed values were then replaced by these reordered data and the nonparametric regression technique performed. Finally, the multiple correlation obtained from this procedure was calculated. These steps were repeated 1,000 times, and the appropriate quantiles of the empirical probability distribution function of these 1,000 simulated correlations yielded the critical value for checking the nullhypothesis of being the multiple correlation zero.
Results
Although the total pollen excluding the pollen season of Ambrosia comprises several allergens, this separation permits the respiratory health effects of the two pollen variables to be studied separately as Ambrosia dominates the pollen counts during the main part of its pollen season (Fig. 2) .
Optimal time lags
The optimal time lags vary from 0 to 5 days. There is a tendency with increasing age for more non-zero lags. NO 2 Fig. 2 Mean daily total pollen counts excluding Ambrosia pollen (14 January-14 July) and the mean daily pollen counts of Ambrosia (15 July-16 October), Szeged, 1999 Szeged, -2007 has the highest number of positive time shifts of all the air pollutants (typically 5 days for the pollen-free season and 5 days for the elderly in the pollination season excluding the pollen season of Ambrosia, while it is generally 2 days for the remaining period and categories) followed by O 3 and NO. Among the chemical air pollutants, 0-3 days and 0-4 positive lags are associated with SO 2 and CO, respectively. At the same time, for PM 10 uniform 2-day time lags are typical. As regards the age groups, the time delay is longest for the elderly, and shortest for adults. For the two pollen variables, the optimal time lags are the same for both age groups, namely 2 and 5 days for Ambrosia pollen and the remaining pollen, respectively.
Factor analysis with special transformation and t-test
After performing a factor analysis for adults and the elderly (for both categories male and female patients were considered, diagnosed with AR and asthma) for the three seasons (altogether 2×2×2×3=24 factor analyses), five factors were retained for each category in the pollen season of Ambrosia and in the pollen season of the total pollen excluding that of Ambrosia, respectively. At the same time, four factors were retained for each category in the pollen-free season. In order to calculate the rank of importance of the explanatory variables for determining the resultant variable, loadings of the retained factors were projected onto Factor 1 for all 24 factor analyses with the special transformation (Tables 3, 4, 5).
For the period 15 July-16 October, both diseases indicate substantially stronger pollutant-related associations for adults than for the elderly. For both age categories, AR shows stronger associations with the influencing variables than asthma. Furthermore, both adult male and adult female patients are practically equally endangered by chemical air pollutant-related asthma (Table 3) . For adult male and adult female subjects, both pollen variables are of key importance in influencing the prevalence of AR. Ambrosia pollen is the most important factor for both male and female asthmatic patients; however, the total pollen excluding Ambrosia pollen has only a moderate-to-weak role. For the elderly, ozone (O 3 ) is the most important variable in influencing respiratory hospital admissions with the exception of asthma among males (SO 2 ), while the role of pollen variables decreased substantially (Table 3 ). The total weight of the chemical and pollen variables was about the same for adult males and adult females with AR, while chemical pollutants represented a higher total weight for asthma. Regarding elderly male and female patients with AR and asthma, chemical pollutants had a significantly higher total weight compared to that of the pollen variables (Table 3) . For all adults, the pollen variables were the most important factor influencing the number of respiratory hospital admissions, while for all the elderly, O 3 had the highest weight, with the total pollen excluding Ambrosia pollen as well as Ambrosia pollen were ranked 2 and 6, respectively. Both pollen variables were statistically significant for the two categories. As regards the chemical variables for all adults and all the elderly, O 3 , SO 2 , and PM 10 were the most relevant variables, while NO 2 for adults and NO for the elderly were the least important pollutants (Table 3) .
For the period 17 October -13 January, the chemical air pollutants displayed stronger associations with AR and asthma in adults than in the elderly. Medical visits due to AR indicate a substantially stronger association with the chemical variables than visits due to asthma in each category (Table 4 ). For adult male and female AR subjects, NO 2 is the most important factor affecting respiratory admissions, while for adult females with asthma, O 3 is the primary factor. Regarding elderly patients, NO 2 , O 3 and CO are the key factors for males with AR, while NO 2 and O 3 are key for females with AR, and O 3 for females with asthma. Besides this, based on the total weights, AR indicates the highest risk both for adult and elderly female patients (Table 4 ). The total weight of the explanatory variables is substantially higher for all elderly than for all adult patients. For all adults, only NO is a relevant influencing variable. While for all the elderly patients, NO 2 , O 3 and NO (in decreasing order) are correlated significantly with the number of respiratory admissions (Table 4) .
For the period 14 January-14 July, the prevalence of AR and asthma denoted notably stronger associations with the chemical and pollen variables for adults than for the elderly. For both age groups, AR shows substantially stronger associations with both types of explanatory variables than does asthma. For adults of both sexes with AR, the CO level was the most important factor associated with hospital admissions, whereas with asthma it was NO concentration. In the case of the elderly, male and female patients with AR were influenced mostly by SO 2 . Asthma was strongly affected by the total pollen excluding Ambrosia in males while in females it was influenced mostly by CO. With all patients during this period, the chemical variables had a substantially higher total weight for both age categories compared to that for the total pollen level excluding Ambrosia pollen. The weight of the pollen variable was ranked five for all adults and two for all the elderly. Note, that this influencing variable is relevant for both age categories. For all adults, the total weights of the explanatory variables were far higher than those for all the elderly. In the latter category, there were fewer significant associations among the explanatory variables and the number of respiratory diseases; furthermore, the pollen variable has around half of the weight compared to the all adults category. The most relevant influencing variables, in decreasing order, were NO, SO 2 and NO 2 for all adults, while SO 2 , total pollen excluding Ambrosia pollen and NO for all the elderly (Table 5) . Regarding the 6-8 explanatory variables that depend on the three periods under the three quantiles, two age groups, two categories of sex and two categories of types of diseases, altogether 504t-tests were performed to check whether the averages of two data groups of an explanatory variable differ sigificantly. Elements of these groups were defined according to whether the actual daily patient numbers are below or above their quantile value. The results showed that 21.1 %, 12.1 % and 6.2 % of average pairs differed significantly at 10 %, 5 % and 1 % levels, respectively, i.e. 21.1 % of all avearge pairs differed significantly at least at the 10 % level. The fewest (1.8 %) statistically significant different averages (at 5 % level) were in the pollen season of the total pollen excluding Ambrosia, and the other two periods gave almost the same percentage values.
Conditional probabilities and events of exceeding quantiles
The time window b and the bandwidth h vary from 7 to 39 days and from 1.1 to 5.1, respectively, depending on the quantiles and periods within the year. The pollination season of Ambrosia had the smallest b and h, while the season of the remaining pollen had the largest. Table 6 summarises the multiple correlations between the explanatory variables and the indicator variables defined by events of exceeding/not exceeding the P-quantile values q p . The strongest relationships between extreme patient numbers and pollutants were observed during the pollination season of Ambrosia, while the pollen-free period exhibited the lowest correlations. Another important finding is that the elderly group is characterised by weaker relationships between extreme patient numbers and pollutants.
Estimates of the quantile exceedance probabilities conditioned on the explanatory variables made it possible to create a decision of whether the patient number exceeds a quantile under an individual formation of the explanatory variables. Namely, when the estimated probability is higher (lower) than 1−p, the answer is yes (no) for the exceedance of the p-quantile q p . Such a decision is called correct when the decision on the event of exceeding-not exceeding the quantile value is identical to the observed exceeding-not exceeding event. Table 7 shows the ratios of the number of correct decisions to the number of decisions of these events for p=0.9, 0.8 and 0.7. The lowest ratios were observed for the pollen-free season, while those for the two pollination seasons were quite similar. Again, the weakest results appeared for the elderly group, while the best ratios of the correct decisions were seen for adults (partly, with the exception of the pollen-free season). Note that percentage values of correct decisions are significantly higher for exceedance events than for events of no exceedance. The exceedance events are thus overrated, which is, however, a smaller problem than the reverse case of overrating the events of no exceedance. 
Discussion
Analysis of hospital admissions due to chronic respiratory diseases associated with air pollutant concentrations is a very important issue in public health. The present study analysed one of the largest databases in the field. Our study can be considered specific in the sense that it simultaneously includes two age categories, gender, as well as AR and asthma as resultant variables, along with two categories of influencing variables with six chemical and two biological (pollen) parameters; all these associations were examined for three seasons. Besides the research team of Makra et al. (2012) , we know of no study that describes such a comprehensive analysis in the field or applies these statistical Table 6 Multiple correlation between the explanatory variables and the indicator variable defined by the events of exceeding/not exceeding the Pquantile value q p for the three periods examined Table 7 Ratio (%) of the number of correct decisions for events 0 and 1 to the number of observed events 0 and 1 for the three periods examined. Events 1 and 0 refer to the case when the number of patients exceeds and does not exceed the p-quantile value of the patients' number, respectively procedures. Nevertheless, we know of one study (Chen et al. 2006 ) that calculated seasonal variations of respiratory admissions in association with levels of PM 10 , SO 2 , CO and NO 2 , and one other study (Kassomenos et al. 2008 ) that made an attempt to quantify the impact of different chemical pollutants, including meteorological elements, on the incidence of AR and asthma. However, pollen data have not been studied from this point of view. Factor analysis with a special transformation was applied in order to examine the role of pollen variables and chemical air pollutants in respiratory hospital admissions and to determine the rank of importance of these variables in influencing the prevalence of chronic respiratory diseases. After calculating high quantiles corresponding to probability distributions of respiratory hospital admissions, the averages of two data sets of each air pollutant variable were compared and evaluated. Elements of these data sets were chosen according to whether actual daily patient numbers were below or above their quantile value.
For all three seasons examined, the prevalence of admission due to AR and asthma exhibited notably stronger associations with the chemical and pollen variables in adults than in elderly people (Table 3) . Asthma in the elderly is frequently underdiagnosed and undertreated (Bauer et al. 1997) . Assessment of the disesase is complicated by different factors, namely a poor perception of the symptoms, acceptance of dyspnoe as being "normal" in old age, and reduced expectations of mobility and activity (Global Strategy for Asthma Management and Prevention 2011).
AR in both adult and elderly patients exhibits substantially stronger associations with both types of explanatory variables, than that for asthma (Table 3) . Several reasons might explain this. The majority of asthmatic patients can control or partly control the disease with regular long-term treatment and go to their doctor only in case of emergency or the lack of effectiveness of their usual therapy. However, for some subjects, late admissions of neglected or untreated AR can induce inflammation in the lower respiratory tract and hence lead to asthma (Miguel et al. 2006) . This leads to an apparently higher prevalence of AR and asthma. Morever, asthma can also develop independently. Whole pollen grains can provoke AR, while smaller pollen fragments capable of becoming deposited in the lower respiratory tract have been proposed as the trigger for asthma (Miguel et al. 2006) . Based on the total weights of the disease groups, the effect of the chemical and pollen variables was highest for the occurrence of respiratory admissions for the period 15 July-16 October (Table 3) , due mainly to the extra impact of Ambrosia pollen on the chemical variables and the remaining pollen. Key pollutants differ in the two age categories depending on the season, sex and disease types.
In most cases, we found substantial negative associations between CO levels and the different categories of patients. However, positive connections, and in some cases no clear associations, were also found (Tables 3-5) . Freitas et al. (2010) found no statistically significant relationship between respiratory hospital admissions and CO, while Fusco et al. (2001) and Kassomenos et al. (2008) confirmed the positive role of CO on respiratory health effects. The impact of a long-lasting but low level exposure to CO on the respiratory system is therefore still unclear.
For different seasons and categories, diverse significant associations were found between patient numbers and PM 10 levels in some cases, while in others no important connection was found (Tables 3-5) . Katsouyanni et al. (1996) and Fusco et al. (2001) suggested that gaseous air pollutants, especially CO and NO 2 , are more important predictors of acute hospitalization for respiratory conditions than particulate matter. In contrast, Kassomenos et al. (2008) found that elevated PM 10 levels play a dominant role among the main air pollutants. Fusco et al. (2001) and Alves et al. (2010) found that the association between particulate matter and health conditions was not significant, while others (Hajat et al. 2002; Ko et al. 2007; Freitas et al. 2010; Zhang et al. 2011) found that the number of admissions for respiratory causes rose significantly with increased exposure to particulate matter. It should be added that the health impact of particulates is complex as their biological effect can be influenced by particle size and composition (Alves et al. 2010 ).
Significant associations of NO and NO 2 are positive with AR and asthma in both the periods 15 July-16 October and 17 October-13 January while, conversely, they are inversely associated with the respiratory diseases in the period 14 January-14 July (Tables 3-5) . Although NO and NO 2 are thought to increase the predisposition to respiratory diseases, there is still a disparity between the results of different studies on the association between NO x and respiratory causes. For example, high levels of NO 2 sometimes indicate no significant association with respiratory admissions (Alves et al. 2010 ) and sometimes increase susceptibility to respiratory diseases . Other examples of the significant positive impact of NO 2 levels on respiratory causes were reported by Fusco et al. (2001) , Kassomenos et al. (2008) and Zhang et al. (2011) .
Several studies have suggested that high concentrations of O 3 are harmful to human health and reveal a positive association between O 3 and respiratory hospital admissions (e.g. Kassomenos et al. 2008) . Furthermore, the lowest ozone concentrations in the winter months were found to involve an apparent decrease in consultations for AR in London (Hajat et al. 2002 ). In contrast, we observed both statistically significant negative and positive associations between ozone concentrations and admissions due to respiratory symptoms (Tables 3-5) . Several studies suggest that high concentrations of O 3 are harmful to human health and reveal a positive association between O 3 and respiratory hospital admissions (e.g. Kassomenos et al. 2008) . Furthermore, the lowest ozone concentrations in the winter months were found to involve an apparent decrease in consultations for AR in London (Hajat et al. 2002) . In contrast, we observed both statistically significant negative and positive associations between ozone concentrations and admissions due to respiratory symptoms (Tables 3-5) .
The interpretation of these findings is not straightforward. However, it has been found that O 3 and NO 2 , with or without SO 2 , can enhance the airway allergic response in susceptible individuals such as those with asthma and rhinitis. Investigating cellular and subcellular mechanisms suggest that pollutants are likely to influence the actions and interactions of a variety of cells, and lead to the synthesis of pro-inflammatory mediators that modulate the activity and functions of inflammatory cells (Davies et al. 1998 ). As there is no evidence that low levels of ozone are harmful, this association seems paradoxical. The phenomenon known as paradoxical ozone association (POA; Joseph 2007) could be due to methyl nitrite from some combustion of methyl ethers or esters in engine fuels. Methyl nitrite is known to be highly toxic, and closely related alkyl nitrites are known to induce respiratory sensitivity in humans (Joseph and Weiner 2002) . Since sunlight is essential for ozone formation by photochemical oxidation, a probable explanation for POA is the existence of this nitrite pollutant, which is destroyed rapidly by solar radiation. Hence, methyl nitrite is correlated negatively with O 3 . Since sunlight has the opposite effect on methyl nitrite, one would expect the most acute methyl nitrite effect in winter (Joseph 2007) . A negative association between O 3 levels and respiratory diseases in the summer period (15 July-16 October, Table 3 ) can be explained by the fact that our monitoring station is situated at a junction with a high traffic volume.
We found a significant negative association between SO 2 levels and admissions due to AR and asthma for the different categories (Tables 3-5) . At the same time, previous findings concerning the role of SO 2 seem inconsistent. This pollutant was not significantly associated with respiratory diseases in studies by Katsouyanni et al. (1996) or Ko et al. (2007) , but other studies reported positive relationships (Hajat et al. 2002; Kassomenos et al. 2008; Alves et al. 2010; Zhang et al. 2011) .
Ambrosia pollen levels have a significant positive association with each disease group of adults, the total number of adults, as well as AR in elderly males and the total number of elderly patients (Table 3) . Similar results can be found e.g. in Carracedo-Martínez et al. (2008) ; Erkara et al. (2009) and Zhang et al. (2011) .
The results obtained for the elderly, especially concerning pollen variables (Table 3) differ substantially from those determined for adults for all three seasons examined. Some habits of elderly people, such as social factors, leads them to tend to underestimate chronic diseases and consider them as a natural attendant of ageing. Hence, the elderly often do not turn to a physician and seek medical treatment in time (Johnson 2005) .
Multiple correlations between the explanatory variables and the indicator variables defined by events of exceeding/not exceeding the p-quantile values q p (Table 6) show that strongest relationships between extreme patient numbers and pollutants can be observed during the pollination season of Ambrosia. In contrast, the pollination season of all taxa excluding Ambrosia exhibits the lowest correlations. Another important finding is that the elderly group is characterised by substantially weaker relationships between extreme patient numbers and pollutants. These results are in good agreement with those of the factor analysis (see total weights in Table 6 ).
Similar conclusions can be drawn from Table 7 . The ratio of the number of correct decisions to the number of decisions of events exceeding/not exceeding a quantile under individual formations of the explaining variables is lowest for the pollination season of all taxa excluding Ambrosia, while it is highest in the pollination season of Ambrosia. Again, much weaker results appear for the elderly group, while the best ratios of correct decisions can be seen for adults. Extreme patient numbers with AR can be estimated substantially better than those with asthma. Unfortunately, estimates of extreme patient numbers are of no use during the pollination season of all taxa excluding Ambrosia for elderly males. The percentage values in Table 7 can be compared with some reference percentage values as follows. If we omit the information of explanatory variables on daily patient numbers and decide the event of exceeding (not exceeding) the p-quantile q p for each day, the percentage of correct decisions will be 100 × (1−p)% (100 × p%). These values are taken as reference percentage values because the decision procedure involving explanatory variables should provide higher percentage values of correct decisions if air pollutants have an influence on extreme patient numbers.
Conclusions
In the three seasons examined, the frequency of hospital admissions due to AR and asthma represents significantly stronger associations with the chemical and pollen variables for adults than those for the elderly. Furthermore, in the case of adult and elderly patients, AR has substantially stronger associations with both types of explanatory variables than does asthma. Based on the total weights of the disease groups, the effect of the chemical and pollen variables is highest for the occurrence of respiratory hospital admissions in the period 15 July-16 October, due mainly to the extra impact of Ambrosia pollen on the chemical variables and the remaining pollen.
For adult patients, the total weight of chemical variables in the occurrence of respiratory admissions is higher in pollen-related seasons compared to the pollen-free season. This may be explained by the fact that air pollutants can affect allergens, e.g. pollen morphology, and thus change their allergenic potency.
Key pollutants differ for adults and the elderly depending on season, gender and disease type. As regards the concentrations of air pollutants, estimation of the extreme daily number of patients is best in the case of adults with AR and worst in the case of the elderly during pollen-related seasons. The pollen-free season does not exhibit substantial differences among ages, genders and types of respiratory disease. These findings suggest that a combination of chemical and pollen variables affects subjects with different ages and diseases types in a variety of ways.
