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Summary 
Tests were conducted to validate a two-dimensional shear-flow analytical model for 
determining the acoustic impedance of an acoustic liner test specimen in a grazing-incidence, 
grazing-flow environment using the infinite-wave-guide method. The test specimen consisted 
of a rigid matrix of small-diameter circular channels acoustically isolated from one another. 
This particular test specimen structure was chosen to minimize grazing-flow effects so that 
the analytical model could be expected to produce results nearly the same as normal- 
incidence impedance measurements. 
The analytical model was exercised at three levels of flow profile model complexity: a 
uniform (or “plug”) flow model, a one-dimensional shear-flow model, and a two-dimensional 
shear-flow model. Impedances for both downstream and upstream sound propagation 
generally agreed well with the normal-incidence impedances for all levels of flow profile 
model complexity. Consistency of the results suggests that if due consideration is given to 
the effects of variability in measured propagation constant, the analytical model can be relied 
upon to infer test specimen impedance changes when significant two-dimensional flow effects 
are involved. 
A math model sensitivity analysis revealed a wide ranging sensitivity of the grazing- 
incidence impedance to relatively small changes in the absolute slopes of the axial attenuation 
and phase profiles (the propagation constant components) over the test frequency range. 
The greatest sensitivity was associated with those frequencies near the antiresonance of the 
test specimen channels. Most of the propagation constant variability was attributed to the 
technique for extracting propagation constant components from the measured attenuation 
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Introduction 
The prediction of acoustic attenuation in lined 
ducts has been of interest for at least 50 years. One of 
the first attempts to predict duct liner performance 
was made by Sivian in 1937 (see ref. 1). He ob- 
tained measured values of liner impedance and used 
transmission line theory to predict the propagation 
constant for plane waves propagating in a circular 
duct lined with rock wool. Over the past 20 years 
an urgent need for more efficient acoustic treatments 
in aircraft engine ducts has produced an abundance 
of research papers directed toward understanding 
the fundamental mechanisms of sound attenuation in 
ducts carrying high subsonic flow and multiple high- 
order acoustic modes (see, for example, refs. 2-5). 
This effort has provided a good understanding of the 
propagation process associated with aircraft engine 
ducts. 
A critical input for all duct propagation models 
is the liner impedance boundary condition. From a 
practical standpoint in operational aircraft, the de- 
sired impedance must be incorporated into a struc- 
ture that does not compromise aircraft safety or aero- 
dynamic performance. In practice, these constraints 
have restricted liner configurations to lumped ele- 
ment resonating systems whose resistive components 
are implemented by thin porous sheets bonded to 
honeycomb cores to furnish reactive components as 
described in references 2 and 3. Thus, there has 
been an ongoing need to provide accurate determina- 
tions of the “effective” impedances presented by such 
liner configurations in typical aeroacoustic operating 
environments. 
The effective impedance of a duct liner beneath a 
boundary layer usually depends upon both the intrin- 
sic impedance of the liner and its interaction with the 
local aeroacoustic environment. The understanding 
of this interaction has also been the subject of inten- 
sive research. For example, there have been numer- 
ous experimental and theoretical studies conducted 
to improve impedance prediction models of the sim- 
ple perforate and honeycomb core resonators (see 
refs. 6-12). The proliferation of various prediction 
models can, in part, be attributed to a lack of accu- 
racy in propagation models (which permit impedance 
to be “backed out”) and in pressure measurements, 
especially at  high mean-flow speeds. 
To achieve the full potential of optimally designed 
liners, it may be necessary to  hold the impedance 
fairly close to  an optimum value. For example, in 
reference 13, Lester and Posey calculated contour 
plots of constant transmission loss in a fairly large re- 
gion of the admittance plane for two normalized fre- 
quency values. When converted into the impedance 
plane, a random departure of 0.05 in the normal- 
ized impedance components from the optimum value 
of 0.38 + i0.32 resulted in degradation up to 7.8 dB 
in the optimum transmission loss of 49.8 dB. Gen- 
eral statements regarding experimental scatter in 
impedance data are difficult to make. Data re- 
viewed in reference 5 for an installed liner show stan- 
dard deviations in the normalized resistance of nearly 
40 percent for a nominal measured value of 1.0. The 
data were taken for no flow using a two-microphone 
method. Melling (ref. 6) obtained careful measure- 
ments using the standing wave method on several 
perforates with honeycomb backed cavities. The 
scatter in his data ranged from 1 percent in ei- 
ther impedance component t o  5 percent and 10 per- 
cent in resistance and reactance, respectively, ap- 
parently depending on the particular backing cavity 
depth. Typically, the higher quality measurements 
reported in the literature exhibit absolute scatter of 
0.05 to  0.10 in the normalized resistance for values 
above about 0.5. Also, the scatter tends to increase 
with frequency above about 2.0 kHz. Thus, from 
an optimal design standpoint, the improvement of 
impedance prediction models and their application to 
measurement techniques continue to be important. 
Measurement of the impedance of an absorbing 
surface beneath a boundary layer with well-defined 
accuracy and precision presents a challenging prob- 
lem. One of the more extensive initial attempts to 
measure flow effects on duct liner face sheets was 
made by Feder and Dean in 1969 (see ref. 14). Their 
approach has been called the “T-tube” method be- 
cause it makes use of an impedance tube mounted 
perpendicularly to a flow duct to measure the change 
in impedance, from the no-flow side, of a porous sheet 
set into the wall of a flow duct. A special technique 
to minimize the effect of flow noise was developed 
to measure standing wave parameters in the normal- 
incidence sound field impinging on the no-flow side of 
the test sample. Feder and Dean used their T-tube 
arrangement to establish impedance trends for sev- 
eral liner face-sheet materials available at that time. 
The two main disadvantages of the method were 
the inability to  test an assembled liner sample and 
the necessity of subtracting a measured radiation 
impedance presented to the test sample by the flow 
duct. 
Some of the problems with the T-tube method 
can be alleviated by an in situ method of impedance 
measurement discussed by Melling in reference 6. 
The rnethod requires that one pressure sensor be 
mounted flush with the liner surface and a second 
sensor be mounted at the bottom of the backing 
cavity. The method provides a determination of the 
f-.. ~ >, 2- 
local impedance experienced by an acoustic wave 
incident at any angle on the flow side of the test 
sample surface. However, there are several disad- 
vantages: (1) sensor amplitude and phase calibra- 
tion must be precise and stable; (2) leakage around 
the face-sheet sensor must be avoided; (3) the mea- 
sured impedance value is localized and therefore sub- 
ject to local contamination effects, especially sensor- 
induced field distortions; and (4) the installation 
technique is delicate, tedious, and time consuming. 
In spite of these disadvantages, several investigators 
(see refs. 15-17) have evidently developed variations 
of the method to an acceptable level of reliability. 
Consequently, it serves as a useful complement to 
the infinite-wave-guide method, which is the final 
method to be discussed and is the subject of this 
paper. 
The infinite-wave-guide method extracts the 
acoustic impedance of a liner test specimen via a 
duct propagation model by using, as input data, the 
propagation constant derived from measurements of 
the axial pressure attenuation and phase rates. This 
method also assumes propagation of only the low- 
est order mode. Thus, the ultimate reliability of the 
method depends upon the accuracy of the propaga- 
tion model and propagation constant measurements. 
The method is attractive in that it is nonintrusive 
and does not generally require precision amplitude 
and phase calibration. Also, the result is more nearly 
a global impedance measurement since a larger area 
of liner contributes to the propagation constant at  a 
particular axial location along the test sample length. 
Armstrong, Beckemeyer, and Olsen (ref. 18) used the 
method to measure impedance using both zero and 
uniform flow models. They also developed an ana- 
lytical model for one-dimensional shear flow, but no 
experimental data making use of this model were re- 
ported. Probably the most serious disadvantage of 
the method, from an experimental standpoint, is the 
contaminating effect of end reflections on propaga- 
tion constant measurements. However, the effect of 
end reflections is usually minimal for impedance val- 
ues of interest and can usually be handled by appro- 
priate data processing. Also, severe material nonlin- 
earity essentially invalidates the impedance concept 
in the context of this method since the impedance 
becomes dependent on the SPL. 
The most practical flow duct geometry for im- 
plementing the wave-guide method allows maximum 
flow Mach number for a given mass flow, isolates the 
lowest order mode propagation over the frequency 
range of interest, and permits the testing of flat test 
specimens of sufficient size to represent parent ma- 
terial average properties. To minimize the mass flow 
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required to achieve a given flow Mach number and to 
maximize the upper frequency limit at which only the 
lowest order mode can be supported in a wave guide, 
a square cross section is desired for a given cross- 
sectional area. This preference for a square cross sec- 
tion exacerbates two-dimensional shear-flow effects. 
However, in principle, these effects can be taken into 
account by a more sophisticated propagation model. 
The evolution of propagation models for applica- 
tion to infinite-wave-guide impedance measurements 
has started from the zero-flow grazing-incidence con- 
dition, progressed to uniform flow models, then 
to one-dimensional shear-flow models, and finally 
to a two-dimensional shear-flow model by Watson 
(ref. 19). The purpose of this paper is to per- 
form a limited validation of the shear-flow model 
of reference 19 in a flow duct (henceforth called 
flow impedance tube) with a square cross section. 
To accomplish this goal, special care was taken to  
choose a test specimen that was demonstrably locally 
reacting, whose normal-incidence impedance exhib- 
ited no measurable amplitude-dependent nonlinear- 
ity, and whose structure suggested that grazing-flow 
effects should be minimal regardless of the sound 
propagation direction. 
Specifically, the propagation model developed in 
reference 19 was evaluated by testing its ability 
to reproduce normal-incidence impedance measure- 
ments for a well-understood test specimen in a well- 
controlled grazing-flow environment. This was done 
for both downstream and upstream sound propaga- 
tion over a specified frequency range. In essence, the 
test specimen was used as a calibration test mate- 
rial to build confidence for applying the propagation 
model to realistic test specimens that would be ex- 
pected to exhibit changes in impedance due to flow 
effects. To ascertain the quality of the comparisons, 
precision and accuracy of both normal-incidence and 
grazing-incidence impedance data due to random and 
systematic errors were investigated in some detail. 
Analysis 
Propagation Model 
In this section the boundary value problem which 
must be solved to determine the impedance of a test 
specimen installed on one wall of the grazing-flow 
impedance tube is presented. A more complete de- 
velopment of the two-dimensional shear-flow model 
employed here is given in reference 19. Assumptions 
underlying the model development include the small- 
amplitude assumption for all acoustic quantities rel- 
ative to the mean values. The acoustic medium is as- 
sumed inviscid, non-heat-conducting, and of uniform 
temperature. 
Figure 1 depicts the applicable geometry of 
the flow duct system and the coordinate system 
employed in the model. For convenience in the anal- 
ysis, the upper wall and two sidewalls of the duct 
are rigid and the test specimen is located along the 
bottom wall. All four walls are assumed to be of infi- 
nite extent in the axial direction (infinite wave guide) 
and sound waves are assumed to propagate only in 
the axial direction (Le., the test specimen length is ef- 
fectively infinite). The orientation of the coordinate 
system is chosen as shown in the figure. The mean- 
flow profiles in the y- and z-directions are assumed to 
be invariant with respect to the axial coordinate over 
the extent of the test specimen. Also, it is more con- 
venient in theoretical developments to work with the 
normalized specific acoustic admittance P. However, 
in laboratory work, it is general practice to express 
results in terms of normalized acoustic impedance, 
( = l/p. The latter practice is followed in this paper. 
The solution to the wave equation for harmonic 
time dependence in the presence of shear flow can be 
written in the form, 
P ( x ,  y:z, t )  = F ( y ,  z )  exp[-i(k,z - ut)] (1)  
where k, is the axial propagation constant. The 
following elliptic partial differential equation for 
the pressure eigenfunction F ( y ,  z )  is obtained (see 
ref. 20): 
F y y  + F,, + ( %) ( M y F y  + MZF,) 
1 - Mk, 
+ k 2  [ ( I -Mk,)  k, F = O  - 2-21 
where the subscripts y and z indicate partial dif- 
ferentiation with respect to y and z .  The function 
M(y, 2 )  specifies the mean-flow Mach number pro- 
file, k, = k,/k is the dimensionless axial propagation 
constant, and k is the free-space wave number (w/c). 
The physical boundary conditions associated with 
equation (2) require continuity of particle displace- 
ment along the wall boundaries (see refs. 3 and 5). 
These boundary conditions are expressed in the fol- 
lowing form for the three rigid boundaries: 
N 
(3) 
F,(H,z)  = 0 (41 
Thus, the normal derivative of the pressure function 
must vanish along the rigid boundaries. However, for 
the wall containing the test specimen, this boundary 
condition is expressed in the form 
2 
F y ( O ,  z )  = i k p  [l - G M ( 0 ,  z ) ]  F ( 0 ,  z )  (5) 
in which p is the normalized specific acoustic admit- 
tance of the test specimen and is to be determined. 
Note that realistic mean-flow profiles satisfy the con- 
dition of no slip at the boundaries, rendering zero 
mean flow there. In this paper, some unrealistic slip- 
flow velocity profiles for which M ( 0 , z )  # 0 are also 
considered. Therefore, the more general boundary 
condition given by equation (5) is used. 
Equations (2) through (5) constitute a boundary 
value problem for the acoustic pressure eigenfunc- 
tion F (y , z )  and the unknown acoustic admittance 
p. The solution to this boundary value problem can 
be cast in terms of known functions only for some 
special cases of two-dimensional shear flow. How- 
ever, these cases cannot generally be achieved in the 
laboratory and are of no use for general application. 
Further, since the differential equation and boundary 
conditions are homogeneous, the pressure eigenfunc- 
tion and acoustic admittance satisfying these equa- 
tions constitute an eigenvalue problem which must 
be solved numerically. The solution procedure is as 
follows (ref. 19): (1) Divide the cross-sectional area 
of the impedance tube into (NZ x NY) evenly spaced 
elements as shown in figure 2; (2) apply Galerkin’s 
weighted residual method to minimize the field er- 
ror (linear basis functions are used to approximate 
F ( y ,  2 )  and M(y, 2 ) ) ;  (3) account for the effects of the 
boundary conditions by integrating second derivative 
terms in the field error by parts and substituting the 
boundary conditions. This procedure results in a set 
of linear matrix equations in the form 
In equation (6), A and B are both square matrices 
of order (NY + 1)  x (NZ + 1) and q5 is a vector 
consisting of the values of F (  y, z )  at the various nodes 
of the system (see fig. 2).  
Equation (6) has the form of a generalized eigen- 
value problem. Here, the unknown admittance p is 
the eigenvalue and is determined by the determinant 
condition: 
det(A - PB) = 0 (7) 
in which the notation det denotes the determinant 
of the matrix. Some further comments coxernifig 
equation (7) should be made in order t o  avoid con- 
fusion. First, the solution to equation (6) has been 
obtained using a special form of the LZ algorithm 
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(ref. 19), which takes advantage of the banded na- 
ture of the matrices in this equation. Currently, ma- 
trices on the order of 6000 are easily handled by the 
algorithm. Secondly, there are a discrete set of eigen- 
values /3 and a corresponding set of pressure eigen- 
functions q5 which satisfy equations (6) and (7).  This 
appears to be contrary to the physics of the prob- 
lem, for which only a single value of the admittance 
/3 exists. The admittance for the physical problem 
is extracted as follows: (1) The pressure eigenfunc- 
tion is measured at  the centerline (y = H/2) of 
the impedance tube; (2) the admittance value whose 
pressure eigenfunction gives the best fit to the mea- 
sured data is determined to be the correct admittance 
for the physical problem. 
Test Specimen Math Model 
The test specimen consisted of a distribution of 
equal-length cylindrical channels embedded in a solid 
ceramic matrix as depicted in the sketch of figure 3 
and the frontal view photograph of figure 4. The pho- 
tograph shows a sketch of a 6 mm x 10 mm section 
of the test specimen enlarged by a factor of approxi- 
mately 10. In the installed configuration (to be dis- 
cussed in more detail in the section on experimental 
setup), each channel was considered terminated by a 
perfectly reflecting surface and acoustically isolated 
from its neighbors. 
Acoustic dissipation (Le., the resistive impedance 
component) was assumed to be due mainly to viscous 
dissipation along the length of the channels as illus- 
trated by the axial particle velocity profile in the top 
sketch at  the right of figure 3. Over the range of test 
frequencies of interest in this investigation, two lon- 
gitudinal resonances and one antiresonance existed, 
as depicted in the remaining three sketches showing 
axial particle velocity envelopes. 
According to Zwikker and Kosten (ref. 21), the 
impedance at  the entrance to a channel of diameter 
d, with a perfectly reflecting termination at depth Z 
is given by 
where r is the complex propagation constant in 
the channel, W is the normalized characteristic 
impedance (complex) in the channel, and coth de- 
notes the hyperbolic cotangent function. In refer- 
ence 22, Tijdeman has summarized much of the clas- 
sical work done on propagation of sound in tubes. In 
this summary he shows that the various analytical so- 
lutions for the propagation constant can be rewritten 
in terms of a shear wave number. For the purposes 
of this investigation, the Kirchoff ( “wide-tube”) so- 
lution for the propagation constant (which includes 
< = Wcoth(I’Z) (8) 
thermal dissipation effects) was found to suffice over 
the frequency range of interest. In terms of the shear 
wave number s, this solution is given by 
r = rl + ir2 
where 
W = i k / r  
and the subscripts 1 and 2 denote real and imaginary 
terms, respectively. The average impedance of the 
test specimen surface is computed by summing the 
admittances of a representative number of channels 
to get the total equivalent admittance. If there are 
N channels and all are identical, this reduces to 
1 dc 2 N  ’= ( d , )  coth(I’Z) 
or the equivalent normalized specific impedance is 
given by 
2 < = i k  (2)coth(I‘Z) 
where ds denotes the diameter of the sample area 
under consideration (see magnified insert in fig. 4), 
and d, represents a typical channel diameter. This 
result qualitatively describes the measured normal- 
incidence impedance at the test specimen surface 
and will be used to provide physical insight for un- 
derstanding the sensitivity of measured impedance 
values to measurement error. 
Error Analysis 
The effects of both random and systematic er- 
rors on the normal-incidence impedance, as mea- 
sured by the standing wave method, were estimated. 
For grazing-incidence measurements obtained by the 
infinite-wave-guide method, only the propagation of 
systematic errors was considered. The analytical 
treatment for estimating the effect of random errors 
was that developed by Parrott and Smith in refer- 
ence 23. In reference 23, probability density func- 
tions for standing wave ratios (SWR) and null PO- 
sitions for three different test specimens, covering a 
normalized impedance range of 0.1 to 20 for resis- 
tance and -5 to +5 for reactance, were measured 
repeatedly until statistically significant samples were 
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collected. It was shown that measurements of reflec- 
tion factors and null locations were distributed in a 
Gaussian manner about their respective mean values 
with standard deviations of approximately 0.001 for 
the reflection factor and 1 mm for the null locations. 
It should be noted that an error of f O . O O 1  in the re- 
flection factor corresponds to an error of f0.05 dB in 
a SWR of 20 dB and to an error of about k0.5 dB in 
a SWR of 40 dB. The same experimental setup was 
used for the normal-incidence measurements which 
are discussed in this investigation, but with the ad- 
dition of automatic data acquisition. Therefore, in 
the normal-incidence measurements reported in this 
paper, the distribution of random measurement er- 
rors was assumed to be the same as that reported in 
reference 23. 
The sensitivity of normal-incidence impedance 
to systematic errors in the primary measured 
quantities-SWR and null location-was studied. 
This was accomplished by assuming that all system- 
atic errors, from whatever source, could be stated in 
terms of changes in SWR and null location. Max- 
imum error bands for a particular normal-incidence 
impedance value were computed by mapping the re- 
gion in the measurement plane defined by “equiv- 
alent” systematic errors associated with SWR and 
null location into the corresponding region of the 
impedance plane. This procedure does not quan- 
tify the absolute magnitude of the systematic error. 
It does, however, provide some insight as to which 
regions of the measurement plane are critical with 
respect t o  systematic measurement error. 
Similarly, the sensitivity of grazing-incidence 
impedance to systematic errors in the primary mea- 
sured quantities-axial attenuation and phase rate 
(from which the propagation constant is derived)- 
was studied. It was assumed that all systematic er- 
rors could be stated in terms of changes in sound 
pressure and phase relative to the test specimen lead- 
ing edge. Again, maximum error bands for a par- 
ticular grazing-incidence impedance value were com- 
puted by mapping the region defined by “equivalent” 
systematic errors associated with a measured value 
of propagation constant into the corresponding re- 
gion of the impedance plane. Again, this procedure 
does not quantify the absolute magnitude of t h d y s -  
tematic error, but it does provide some insight as 
to which regions of the propagation constant plane 
are critical with respect to systematic measurement 
error. Sensitivity to grazing-flow variation about 
nominal measured values was not examined analyt- 
ically, since the test specimen in this investigation 
was specifically chosen to  exhibit minimal effects of Y 
d grazing flow. 
Propagation constant measurements reduce to  
the determination of the slopes of the axial attenua- 
tion and phase profiles corresponding to single mode 
propagation over the test specimen surface. The 
simplest way to extract the slopes is via a linear 
least-square fit t o  the “approximately linear region” 
of the profiles. It is of interest to relate system- 
atic changes in the individual measurements of sound 
pressure level and phase to resulting changes in the 
slopes. If N is the total number of data point pairs 
( X i ,  Yi), then from standard textbooks, the slope of 
the linear least-square fit is 
N N N 
Define 
N N 
A = Xi2 B = Xi 
i=l i= 1 
D = N A  - B~ 
Then equation (13) can be rearranged to become 
+ N  
1 
a2 = -E ( N X ~  -B ) Y ~  
D .  2=1 
The average value of the Xi coordinates is 
- B B = -  
N 
and if small systematic changes ei are assumed in Yi, 
then the resulting change in the slope a2 is 
As is intuitively clear from geometrical considera- 
tions, changes in the slope are more sensitive to 
changes in the Yi toward the extremes of the data 
fit since the quantity (X i  - 2) decreases as Xi 
approaches B. 
To determine the effects of random measurement 
error on propagation constant measurements, it is 
also of interest to relate the variances in the in- 
dividual measurements of sound pressure level and 
phase to the variances in the slope of the linear least- 
square fits to these data. As shown in reference 23, 
random-error in the slope of a linear least-square 
fit due to random error in the data can be easily 
calculated if the variances a2(Y,) are equal, that is, 
5 
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a2(Yz) = a2(Yz+1). The variance in the slope of the 
least-square fit due to variances a 2 ( K )  is then given 
by 
(3 2 (T (a2)  = 0 (Yz) - 
Typically, the ratio N / D  becomes small as N be- 
comes large; thus, the variance in the slope becomes 
a small fraction of the data variance if a sufficient 
number of data points are taken. 
Experimental Setup, Evaluation, and Test 
Procedure 
Flow Impedance Tube Apparatus Description 
The wave-guide method for measuring the 
impedance of an absorbing surface beneath a bound- 
ary layer was implemented in the flow impedance 
tube apparatus (FIT) at the Langley Research Cen- 
ter (ref. 24). This multi-configurational apparatus is 
designed to produce a controlled aeroacoustic envi- 
ronment with a sound pressure level of up to 140 dB 
and a flow speed of up to Mach 0.6 over a test spec- 
imen length up to 40 cm. In the standard configu- 
ration, sound propagates downstream with the flow; 
however, upstream propagation can be achieved by 
relocating the driver downstream of the trailing edge 
of the test specimen. The overall layout of the facility 
is depicted schematically in figure 5. 
Moving from left to right in figure 5, the appara- 
tus can be divided into three sections as indicated. 
The source section begins with a supply plenum from 
which air percolates into a round, 5.7-cm-diameter 
duct constructed of high resistance fiber metal. For 
downstream propagation, an acoustic driver is at- 
tached at  the upstream end as indicated. A ther- 
mocouple located at the plenum exit provided a con- 
trol point for airflow temperature, and a Pitot-static 
tube located about 12 duct diameters downstream 
from the plenum exit provided a means for deter- 
mining the reference centerline Mach number. To 
gain stability, the airflow rate and temperature were 
controlled to set points by electro-pneumatic regula- 
tor valves and electric heaters connected to a 150-psi 
supply line. 
The flow moves into the test section of the ap- 
paratus through a round to  square, constant-area 
transition (not shown). The test section accommo- 
dates the test liner specimen, the axial traverse bar, 
and various transducers, of which only the traverse- 
bar-mounted probe microphone is indicated. Other 
transducers are described in greater detail with the 
schematic of figure 6. The end purpose of the appa- 
ratus is to generate axial attenuation and phase rate 
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data so that the propagation constant for the funda- 
mental propagation mode over the test specimen can 
be extracted. An illustrative format for such data is 
shown in figure 5 beneath the tcst lincr spccimcn. 
Downstream from the exit of the test section, the 
flow and sound are absorbed by a termination de- 
signed to minimize acoustic reflections and flow noise. 
Also, just  upstream of the termination entrance, an 
adapter plug was included to allow installation of the 
acoustic driver when upstream propagation was de- 
sired. The termination section consisted of a square- 
ci-oss-seciioii duct with t w o  opposite sides iined with 
open cell foam contained in 30-percent-open perfo- 
rate U-shaped channels. The foam was mechanically 
compressed in the U-shaped channels so that the den- 
sity varied by an approximate 1O:l ratio from the 
upstream to the downstream end. The airflow was 
removed in a gradual manner along the entire length 
by inducing a pressure gradient across the foam lining 
via a vacuum line as indicated in the sketch. This ar- 
rangement provided a quiet exit for the flow and min- 
imized acoustic reflections. Reflection factors were 
not greater than 0.06, or equivalently, the standing 
wave ratios were not greater than 1 dB from 0.5 kHz 
to 3.0 kHz both with and without flow. 
The part of the test section accommodating the 
test liner specimen is depicted in figure 6. This sketch 
shows additional instrumentation used in this inves- 
tigation. In addition to the probe microphone, the 
traversing bar carried a vertically traversing total 
pressure rake and a static pressure port to ascertain 
changes in vertical flow profiles along the test spec- 
imen. Also, in the sidewall midway along the axial 
span of the test specimen, provision was made for the 
interchangeable installation of a probe microphone 
or a horizontally traversing total pressure rake to ex- 
amine horizontal acoustic pressure distributions and 
flow profiles. Fixed microphones were flush mounted 
in the sidewall at  the leading and trailing edges of the 
test specimen to monitor overall transmission losses. 
Finally, a temperature sensor was installed flush 
with the bottom inside wall surface a short distance 
upstream of the test specimen leading edge. 
A block diagram of the electronic instrumenta- 
tion necessary for measuring mean-flow characteris- 
tics is shown in figure 7. Total and static pressures 
at  the reference location (see fig. 5) were measured 
by electronic manometers as were the test section 
total and static pressures. Eight total pressures as- 
sociated with the eight-tube pressure rake were mea- 
sured with a single manometer in conjunction with 
a computer-controlled scanning valve. All pressures 
were multiplexed into a digital voltmeter and stored 
for later processing. The manometers also provided 
direct digital readouts for on-line monitoring. 
The automatic flow control system was designed 
to maintain set points of total pressure p t  and static 
pressure p ,  at the reference location (see fig. 5) to 
within system-dependent error bounds. This was ac- 
complished automatically by continuous adjustment 
of the supply pressure and vacuum. The system was 
capable of maintaining “long term” variations about 
target values to within about f 3  mm Hg. These 
small changes in total and static pressure, over time 
periods of 5-10 minutes, and the relatively slow re- 
sponse times of scanning valve and pressure sensor 
units necessitated four pressure measurements for 
each rake tube (static and total for reference loca- 
tion and the same for a particular rake tube) to en- 
sure the measurement of an “instantaneous” velocity 
profile. This procedure allowed the time and spatial 
variance of the flow profiles over the test specimen to 
be evaluated. Essentially, changes in total and static 
pressures at the reference location were measured af- 
ter each measurement of the corresponding quantities 
for a particular rake tube. The rake tube total and 
static pressure were then corrected by the change at 
the reference location since the start of the test. In 
this manner the flow profile for each rake tube could 
be related to the same nominal Mach number at the 
reference location. 
The flow profile data M(y,z) were conditioned 
for input to the grazing-incidence impedance math 
model (eq. (2)) by curve fitting. In the viscous 
sublayer, a linear extrapolation to zero velocity at 
the test specimen boundary was used. A 1/7 power 
law was then applied in the region that exhibited 
turbulent boundary layer behavior, and a polynomial 
curve fit was used for the remainder of the flow 
profile. Continuity of slope was required at the curve 
transition points. 
Acoustic instrumentation consisted of flush- 
mounted microphones, an acoustic pressure probe, 
and an acoustic driver as depicted in figures 5 
and 6. The pressure probe was constructed by 
bonding a strain-gage-type pressure sensor into a 
3-mm-diameter probe described in detail in refer- 
ence 25. The flush-mounted transducers were 6-mm- 
diameter condenser-type microphones. An electrody- 
namic 120-watt driver was used to generate discrete 
frequency acoustic waves for both downstream and 
upstream propagation at sound pressure levels such 
that acoustic data could be collected over a dynamic 
range of at least 50 dB. 
The conditioning instrumentation and data pro- 
cessing system for the acoustic signals are shown 
schematically in figure 8. For a given test frequency 
and flow Mach number, a preselected sound pressure 
level was set at the leading edge of the test specimen 
via the computer-controlled frequency synthesizer. 
Acoustic pressure and phase were then obtained at 
uniformly spaced locations in the axial direction 
along the centerline of the test section. Because of 
high flow noise levels, the signal was prefiltered with 
a 50-Hz-band-pass filter and then subjected to  syn- 
chronous ensemble averaging to further reduce flow 
noise contamination. Final processing of the signal 
was done by an on-line sine wave curve-fitting routine 
to obtain the amplitude and phase of the component 
at the excitation frequency. From such information, 
gathered over the length of the liner’s linear decay 
region, the propagation constant was obtained. 
Test Environment Evaluation 
As mentioned previously, the automatic flow con- 
trol system was able to control static and total pres- 
sures at the reference location to within f 3  mm Hg 
of the set point. In fact, these variations were highly 
correlated. A worst case sample of total and static 
pressure variations over a 3-hour period and for a 
nominal centerline Mach number of 0.1 is shown in 
figure 9. Because of the correlated variations of total 
and static pressure, the resulting variation in Mach 
number was not more than 3 percent. 
Figure 10 shows the extrema of static and total 
pressures versus distance along the test section for a 
nominal centerline Mach number of 0.3. The relative 
location of the test specimen is shown by the rect- 
angular hatched region starting at the origin of the x- 
coordinate. Pressures are stated in mm Hg relative to  
ambient atmospheric pressure. Open triangular sym- 
bols represent maxima and minima in the total pres- 
sure as indicated in the figure key. Static pressure 
maxima and minima are represented by shaded sym- 
bols. These measurements were taken during the ex- 
trema of total and static pressure variations observed 
over a continuous time period, as illustrated in fig- 
ure 9. The solid line represents the theoretical pres- 
sure drop with distance for turbulent flow through a 
circular duct of equal cross-sectional area. Clearly, 
the data suggest an approach to  fully turbulent flow 
over the test specimen region. 
Velocity profiles were measured at the test section 
center axial location (x = 20 cm) in the absence of a 
test specimen to further investigate flow symmetry 
and stability. Representative examples of vertical 
profiles at z = 1.91 cm are shown in figure 11 for the 
three Mach numbers of interest in this investigation. 
The lower wall surface is located at  y = 0 and the 
upper wall is located at y = 5.08 cm. As expected, 
the profiles are seen to change shape with increasing 
Mach number. Most of the apparent asymmetry 
near the walls is associated with measurement point 
placement asymmetry. Similar results were obtained 
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for profiles measured in the horizontal direction (i.e., 
along the z-axis at y = 2.54 cm). 
To further ensure stable flow conditions during 
test>, the temperature of the flow, as measured by 
the thermocouple at the plenum exit, was set equal to 
the average ambient temperature. This was accom- 
plished by means of the  temperature sensor installed 
upstream of the test specimen location as indicated 
in figure 6. This information was used to adjust the 
set point for airflow temperature control via the ther- 
mocouple located in the airflow at the plenum exit. 
Ambient temperature variations and control system 
error bounds allowed the test section wall temper- 
ature and the total temperature of the flow to be 
maintained to within about 2OC. 
Test Mach numbers of 0.1, 0.3, and 0.5, as mea- 
sured on the centerline at the reference location, were 
used in this investigation. The minimum of 0.1 was 
chosen because data scatter in the total static pres- 
sure measurements became excessive at smaller val- 
ues. The maximum of 0.5 was chosen because it was 
the highest value that could be consistently attained. 
Test Specimen 
As discussed under “Analysis,” the test specimen 
consisted of a ceramic honeycomb structure which 
had a porosity (open area ratio) of 0.57 and was 
permeated with parallel cylindrical channels with di- 
ameters of about 0.64 mm and lengths of 8.25 cm 
(shown in fig. 3). The material was machined and 
fitted to a test specimen fixture as illustrated in the 
photograph of figure 4. The machined surface per- 
pendicular to the channel axes was sensibly smooth. 
Normal-incidence impedance was measured prior to 
the present tests using the transmission line method 
at four locations along the test specimen surface and 
at 100-Hz frequency increments. These measure- 
ments are reported in reference 26 and reproduced 
here to establish a baseline for evaluating the grazing- 
incidence, grazing-flow impedance measurements on 
the same specimen. 
The normal-incidence impedance data are pre- 
sented in figure 12 along with the math model pre- 
diction from equations (8) and (9). Table I presents 
the same data in tabulated form along with the av- 
erage values for the four specimen locations, which 
are represented by the solid curve in figure 12. The 
table also presents calculated absolute and relative 
variability of the data as defined in the table head- 
ings. Absolute variability is seen to range from about 
0.02 to 0.20 for the resistance and 0.01 to 0.29 for the 
reactance. Relative resistance variability ranges be- 
tween 0.03 and 0.11. On the other hand, relative 
variability of the reactance is meaningless because of 
the zero crossings. Therefore, absolute variability is 
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the focus of attention in this work. Both the absolute 
variability and the calculated systematic error bound 
extrema, as indicated by the error bound symbol in 
figure 12, correlate approximately with the rate of 
change of the impedance with frequency. The ran- 
dom error contribution (short dashed line in fig. 12) 
was based on the results of reference 23 and is derived 
from standard deviations in the reflection factor and 
null location of 0.003 and 0.3 mm, respectively. Note 
that the standard deviations associated with random 
error have been scaled up by a factor of 5 for plot,t,ing 
purposes. 
To aid in discussing the quality of the impedance 
data, it is appropriate to define the role of systematic 
and random fluctuations in the measurement process. 
For the purpose of this investigation, fluctuations are 
classified as due to random measurement error if they 
arise from a statistically significant number of repet- 
itive measurements of a readily identifiable quan- 
tity of primary relevance to the measurement process 
(e.g., sound pressure level, standing wave ratio, null 
position, or phase). Fluctuations will be classified 
as systematic if the fluctuation interval tends to be 
long relative to that of a typical test run and if they 
are somewhat vaguely identified with the test con- 
ditions, for example, test specimen mounting condi- 
tions, ambient temperature, or instrumentation drift. 
As explained in reference 23, systematic errors asso- 
ciated with primary measurement quantities propa- 
gate with their algebraic sign intact, whereas random 
errors do not. Thus, it will be convenient to lump 
all systematic errors into “equivalent” systematic er- 
rors in the measured acoustic quantities of primary 
relevance to the particular measurement process of 
interest. 
As reported in reference 23, and confirmed again 
for the data of figure 12 (taken for a different test 
specimen), random measurement errors do not ex- 
plain the observed variability. On the other hand, 
the trends in the systematic error bounds calculated 
from assumed equivalent systematic errors of 0.1 dB 
and 0.1 mm in SWR and null location, respectively, 
are seen to  be consistent with the data variability. 
The results of reference 23 suggest that systematic 
errors probably arise from mounting condition vari- 
ability, instrumentation calibration drift, and uncon- 
trolled changes in the test environment, as opposed 
to direct systematic errors in SWR and null location 
measurement. 
When interpreted as equivalent systematic error, 
SWR and null location errors as low as 0.1 dB and 
0.1 mm, respectively, are probably as small as can 
be expected with present measurement techniques. 
The importance of mounting conditions and surface 
inhomogeneities to the increased data variability in 
the vicinity of the antiresonance at 1.9 kHz can be 
further appreciated by examining the math model 
for the test specimen (eqs. (8) and (9)) in the limit 
as the propagation constant r becomes purely imag- 
inary (i.e., no attenuation along the channel wall). 
This condition causes the coth(I’1) behavior to de- 
generate into -i cot(k1). Resonant liners consisting 
of honeycomb backed porous face sheets are typically 
modeled in the literature (see ref. 3) by an equation 
of the form 
where Of and wc are the liner face-sheet flow resis- 
tance and characteristic frequency, respectively. In 
many cases (w/wc)  is small enough to  be neglected 
so that 
When the impedance of such a lumped-element res- 
onant liner is measured over a range of frequencies 
that includes an antiresonance of the backing cav- 
ity (i.e., cavity depth equal to one-half the acoustic 
wavelength), a strong spike is observed in an other- 
wise nearly constant resistance (see ref. 23). Much 
variability in the measured resistance is observed in 
the vicinity of antiresonance frequencies. It appears 
from figure 12 that a similar, but less dramatic, trend 
is evident in the ceramic honeycomb test specimen, 
which has the resistance distributed over the length 
of the cavity. In this case, however, the effect of 
the antiresonance at 1.9 kHz is evident over a band- 
width of at  least 1.0 kHz centered at the antires- 
onance frequency. Such a resonant absorber with 
distributed resistance offers a good opportunity to 
test impedance measurement methods in the vicin- 
ity of both resonance and antiresonance frequencies. 
This is important because, depending on the magni- 
tude and the means by which resistance is incorpo- 
rated into a resonant absorber system, antiresonance 
effects may be significant over large bandwidths. 
This particular test specimen was chosen because 
it was anticipated that the ceramic honeycomb struc- 
ture would exhibit a high degree of acoustic linear- 
ity, local reaction, and little effect of grazing flow on 
the impedance. Locally reacting behavior was en- 
hanced by the rigid ceramic matrix and by sealing 
the channel terminations. The channel length-to- 
diameter ratio of 128 (see fig. 3) and large open area 
ratio of 0.57 suggest that most of the resistive compo- 
nent is furnished by dissipative processes distributed 
thoughout the channel length. This is in contrast 
to typical, lumped-element-type liner constructions 
in which the resistive element is concentrated in the 
vicinity of the face sheet. Therefore, grazing flow has 
much less capability of altering the resistance of the 
ceramic honeycomb structure. The same rationale 
holds for the reactive component with the exception 
of small values of reactance (i.e., near resonance). 
Results and Discussion 
Flow Profile Data 
The motivation for complicating the grazing- 
incidence impedance math model by introducing 
shear flow is to include the potential effects of 
nonzero boundary layer thickness and acoustic re- 
fraction on the test specimen effective impedance. 
These effects can be handled approximately by a 
one-dimensional shear-flow model if the rectangular 
cross section of the flow impedance tube has a suffi- 
ciently large aspect ratio. As discussed previously in 
the “Introduction,” design considerations for a flow 
impedance tube suggest a square cross section for 
maximum flow speeds, test frequencies, and opti- 
mal test specimen geometry. Thus, the trade-off for 
more flexibility in the experimental test facility is a 
more complex math model for inferring the grazing- 
incidence impedance. 
The math model under discussion here assumes 
the mean-flow velocity profiles to be invariant with 
respect t o  axial distance over the test specimen 
length. It is of interest therefore to determine the 
degree to which this assumption is satisfied with the 
test specimen installed in the flow impedance tube. 
Figures 13(a) and 13(b) show plots of eight super- 
imposed vertical velocity profiles at the leading edge 
(x = 0) and trailing edge (x = 39.4 cm), respec- 
tively, of the test specimen. The nominal centerline 
Mach number is about 0.27 in the test section for a 
centerline Mach number of 0.3 at the reference lo- 
cation (see fig. 5). For each of eight locations along 
the z-axis, the Mach number is plotted versus verti- 
cal distance y from the test specimen surface. Note 
that the second column in the keys of figure 13 gives 
the z-coordinates normalized by the test section, or 
specimen width. Thus, the profile measurement po- 
sitions on the z-axis ranged from 14 to 98 percent of 
the test section width. 
Comparison of figures 13(a) and 13(b) shows that 
with the exception of the rake element located at 
z = 5.00 cm (i.e., within 0.76 mm of the wall), the 
profiles show little variability over the length of the 
test specimen. In particular, little change in profile 
slopes (i.e., My) was observed near the test speci- 
men surfaee either in the 5- or z-directions. Hori- 
zontal velocity profiles were measured using a sim- 
ilar rake assembly at the midspan of the test spec- 
imen (x = 20 cm). These measurements exhibited 
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the same general character as the vertical profiles of 
figiire 13(a). In view of these observations, all mean- 
flow velocity profile data used as input to the shear- 
flow math models were obtained at  the midspan 
location of the test specimen and were considered 
representative of the flow profile character over the 
entire axial span of the test specimen. 
Acoustic Measurements 
It was desirable to validate the shear-flow analyti- 
cal model for measuring grazing-incidence impedance 
at a number of test frequencies so that both high and 
low attenuations would be represented. To deter- 
mine these frequencies, the insertion loss of the test 
specimen was determined using broadband acoustic 
excitation in the .absence of flow. For the data of fig- 
ure 14, tape was placed over the last 5.1 cm of the 
test specimen to allow pressure measurements to be 
made downstream of the “‘effective” trailing edge. 
The hard wall sound pressure levels (;.e., no spec- 
imen in place), as indicated by the dashed curve, 
were measured by a flush-mounted microphone lo- 
cated about 5.1 cni beyond the trailing edge of the 
test specimen. The solid line shows the sound pres- 
sure levels at the same position with the test spec- 
imen installed. Clearly, maximum insertion losses 
occur near 0.9 kHz and 2.6 kHz. The dashed vertical 
lines in the figure indicate the test frequencies chosen 
for this investigation. 
Estimation of the propagation constant for a 
given test condition is the most critical aspect of the 
infinite-wave-guide impedance measurement method. 
This is accomplished by determining axial attenua- 
tion and phase rates for a single propagating mode. 
Figures 15(a) and 15(b) illustrate typical axial at- 
tenuation and phase profiles, respectively, at  0.8 kHz 
and for three flow conditions along a reduced length 
of the test specimen. This was done to show the 
test specimen attenuation and phase profiles in con- 
text with the effects of end reflections. The reduced 
length was obtained by covering a 10-cm length at the 
trailing edge of the specimen with tape, as indicated 
by the dashed line in the photograph of figure 4. The 
vertical dashed lines in figure 15 indicate the leading 
edge and “effective” trailing edge of the test specimen 
for this test. In this figure, attenuation and phase 
data for nominal Mach numbers of 0.1 and 0.3 at  the 
reference location are compared with those for zero 
flow. Sound propagates from left to right with the 
flow. Sound pressure level and phase are referenced 
to the test specimen leading edge. 
For all three test runs shown in figure 15, a nearly 
linear region is observed to exist over a 10- to 15-cm 
length of the specimen for both the attenuation and 
the phase profiles. The most obvious effect of com- 
bining flow and sound in the same direction is to 
decrease the attenuation rate. Also, leading edge 
reflections cause standing waves of at least 10 dB 
upstream of the leading edge. Transition to the lin- 
ear attenuation region occurs within about 5 cm of 
the leading edge and contaminating effects of trailing 
edge reflections on the linear attenuation region are 
barely evident at the highest flow speed of Mach 0.3. 
Also, the axial phase profiles are less affected by flow 
than are the axial attenuation profiles. These ob- 
servations suggest that this particular test specimen 
should, at  least for the selected frequencies, produce 
well-defined linear attenuation regions for estimating 
single mode propagation constants. 
Determining linear decay rates for attenuation 
and phase profiles corresponding to a single prop- 
agating mode is the central focus of this experimen- 
tal procedure. This can be done either by a linear 
least-square fit to the data or by a least square fit of 
a single mode propagation model that includes end 
reflection effects. The extraction of propagation con- 
stants from data of the kind illustrated in figure 15, 
but taken over the entire specimen length, is now dis- 
cussed with attention given to sources of systematic 
and random errors. 
Figures 16 through 21 show a sequence of mea- 
sured axial attenuation and phase profiles over the 
entire test specimen length of 39.4 cm for test fre- 
quencies of 0.5, 1.0, and 3.0 kHz, for centerline 
Mach numbers of 0.3 and 0.5, and for downstream 
sound propagation. These data are representative 
of those used to infer the test specimen impedance 
and thereby to evaluate the shear-flow math model 
of interest in this investigation. The slope of the 
solid line, which is a linear least-square fit to the 
data, provides the simplest method for estimating 
the propagation constant. The intercept, slope, and 
correlation coefficients are given in the figure keys. 
Examples of both “low” and “high” quality data are 
represented in these figures. 
Figure 16(a) shows one of the more dramatic ex- 
amples of the effect of trailing edge reflection. The 
edge reflection sets up a standing wave pattern as in- 
dicated by the dashed curve faired through the data. 
It was anticipated that the linear least-square fit for 
these data (solid line in the figure) would not extract 
the underlying linear attenuation rate with sufficient 
accuracy. Therefore, the data were also fitted with 
a least-square single mode wave propagation model. 
In this fitting procedure, the edge reflection factor, 
Mach number, and propagation constant components 
were allowed to vary until fits to  the attenuation 
and phase profiles were optimized. This procedure 




strong standing wave phenomena. Unfortunately, for 
data with lower standing wave ratios, this fitting pro- 
cedure was poor. Thus, improvements to this sin- 
gle mode propagation model could be expected to 
improve the quality of results. 
One possible improvement in this model would 
be the inclusion of high-order modes. Obviously, 
this would destroy the simplicity of the infinite- 
wave-guide method. Also, the inclusion of high- 
order modes in the fitting procedure was beyond 
the scope of this investigation because it would re- 
quire a modal decomposition scheme and extensive 
additional measurements in the duct cross section. 
With few exceptions, the measured sound pres- 
sure level attenuation and phase profiles exhibited 
little or no discernible trailing edge reflection effects. 
A typical example of such data is shown in figure 17. 
Figure 18 shows a modest trailing edge reflection ef- 
fect for one of the higher test frequencies (3.0 kHz). 
However, at the highest Mach number of 0.5, some 
unexpected patterns did occur in the attenuation 
and phase profiles. Two such examples are shown 
in figures (19) and (20) for frequencies of 0.5 kHz 
and 1.0 kHz, respectively. In figure 19(a) the faired 
dashed line through the data suggests a modulated 
standing wave. Note that the corresponding phase 
profile of figure 19(b) shows a relatively linear re- 
gion for the first 23 cm downstream of the leading 
edge. Figure 20(a) shows an even more irregular at- 
tenuation profile pattern and the phase profile of fig- 
ure 20(b) shows a very large slope of nearly 40°/cm. 
This large increase seems inconsistent with the more 
slowly increasing slopes observed at other test fre- 
quencies. Finally, figure 21 again shows expected 
behavior of both the sound pressure level profile and 
phase profile at a Mach number of 0.5 and at 3.0 kHz, 
the highest frequency tested. 
Some possible causes for the anomalous behav- 
ior depicted in figures 19 and 20 are reviewed here. 
Spatially modulated standing wave patterns can be 
produced by interaction of the acoustic waves with 
structure-borne waves in the duct walls or by inter- 
action of two or more acoustic modes. The excita- 
tion source of structure-borne waves could be flow 
turbulence in the air supply valve because signifi- 
cant increases in vibration levels were observed at 
the highest flow Mach number of 0.5. Another poten- 
tial source of structure-borne waves is excitation from 
the driver, which was mechanically coupled to the air 
supply plenum. This source seems unlikely, however, 
since modulated attenuation patterns did not occur 
at the lower flow speeds. A final possibility is the 
cut-on of a higher order acoustic mode. Transverse 
pressure measurements in the test section revealed 
that nonuniform pressure distributions and increased 
flow speed does lower the cut-on frequencies of the 
duct. However, this effect should first become evi- 
dent at the highest test frequency. The occurrence 
of higher order mode contamination at  the lowest 
test frequency is inconsistent with the observation 
of “clean” attenuation profiles at  the highest test 
frequencies. In summary, the observed modulation 
is consistent with acoustic and structure-borne wave 
interactions. Within the scope of this investigation, 
the measured attenuation and phase profile behaviors 
shown in figures 19 and 20 were considered anoma- 
lous and, although the extracted propagation con- 
stants were generally not discarded, the creditabil- 
ity of the resulting impedance values was discounted. 
However, for the extreme case at 1.0 kHz and a flow 
Mach number of 0.5 (fig. 20), the impedance was not 
computed since the slope of the attenuation profile 
was not acceptable within the context of the infinite- 
wave-guide method for measuring grazing-incidence 
impedance. 
Data quality improved and the anomalous behav- 
ior discussed above disappeared for upstream sound 
propagation. Figures 22 through 24 show sound pres- 
sure level and phase profiles for flow Mach numbers 
of 0.3 and 0.5 at test frequencies of 0.5 and 1.0 kHz 
for upstream propagation. Note that for sound prop- 
agating against the flow, the attenuation and phase 
profiles decrease from right to left. Also, for these 
profiles, the least-square wave propagation model 
provided no consistent improvement over the linear 
least-square method for estimating the propagation 
constants. Note that barely discernible trailing edge 
reflections (at z = 0 in this case) occurred in the at- 
tenuation profiles in figures 22(a) and 24(a). The lin- 
earity of the phase profiles for upstream propagation 
was excellent. 
The improved data quality for upstream sound 
propagation implies that the absorbing efficiency of 
the section upstream of the leading edge (see fig. 5) 
need not be as great as that of the section down- 
stream of the trailing edge to avoid potential data 
contamination by reflections. This is largely a con- 
sequence of the more rapid attenuation of upstream 
propagating sound. Thus, if the direction of sound 
propagation with respect to flow has no effect on 
the test specimen impedance, these results suggest 
that higher quality data are obtained for upstream 
propagat ion. 
Changes in the measured propagation constants 
are directly proportional to changes in the slopes of 
the attenuation and phase profiles. As mentioned 
previously, almost all the slopes could be accurately 
extracted from linear least-square fits to the data. 
The best repeatability attainable for individual SPL 
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and phase measurements over a time period of about 
24 hours with the measurement system used in this 
experiment was never better than about 0.2 dB and 
2’: respectively. This range of repeatability would 
translate into changes in attenuation and phase pro- 
file slopes by about 0.005 dB/cm and 0.05O/cm, re- 
spectively. In practice, of course, many factors other 
than instrumentation drift can contribute to variabil- 
ity in the propagation constant measurements. How- 
ever, the instrumentation drift limits of 0.2 dB and 
2” are used as a baseline to  determine the sensitiv- 
systematic variability in the propagation constant. 
Variability in the profile slopes due to random 
measurement errors in sound pressure level and phase 
can be estimated from equation (16) relating the 
slope variance to .the variance of individual measure- 
ments defining the profile. Random measurement er- 
rors in the context of this experiment are at least an 
order of magnitude smaller than the longer term sys- 
tematic errors discussed in the previous paragraph. 
Also, the application of equation (16) for N = 8, 
one half the number of data points defining a profile, 
shows that the slope variance is about 0.4 percent 
of that of the individual measurements. Therefore, 
the random measurement error contribution to slope 
variability is considered insignificant. 
ity of grazicg-incidecce impcdance measurernests io 
Grazing-Incidence Impedance Comparisons 
Before proceeding, recall that the purpose of 
this investigation is to validate the two-dimensional 
shear-flow math model as developed in reference 19 
for inferring grazing-incidence impedance using the 
infinite-wave-guide method. Ideally, this goal could 
be accomplished if a linear, homogeneous, locally re- 
acting test specimen were available that exhibited 
“known” impedance changes due to grazing flow. 
Unfortunately, such a test specimen is not available. 
To perform a validation test in a limited way, a test 
specimen was intentionally chosen to exhibit little or 
no effect of grazing flow and yet provide a range of 
impedance values likely to be encountered in prac- 
tical situations. These results provide a validation 
of the two-dimensional shear-flow model in the sense 
that the answer is known, on a physical basis, before 
the test is conducted. Also, it should be noted that, 
even though no change in impedance due to grazing 
flow is expected, all the terms in the math model 
(i.e., eq. (2)) were exercised in this test. 
An appropriate next step in the validation process 
would be to devise a linear, homogeneous, locally re- 
acting test specimen with known impedance changes 
due to grazing flow. However, the confidence level 
in other experimental methods is not such that any 
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single one can be regarded as a standard. Conse- 
quently, further validation must necessarily reduce 
to a comparison of two independent methods such as 
the infinite-wave-guide versus the in situ method. 
Figures 25 through 27 show grazing-incidence 
impedance data, normalized by pc, for the ceramic 
honeycomb test specimen. Each of the three figures 
shows the results of using a progressively more so- 
phisticated flow profile model for “backing out” the 
grazing-incidence impedance via the finite-element 
solution of equation (2), with 49 elements in both the 
9- iiiid iiie z-direction jiVrF = N Z  = 49j. in figure 25, 
a uniform plug flow profile model was used. An aver- 
aged flow Mach number for this model was obtained 
by an area integration of the two-dimensional flow 
velocity profile data illustrated in figure 13, that is, 
In figure 26, a one-dimensional (1-D) shear-flow 
profile model was used. In this flow model, the 
vertical velocity profile located at z/L = 0.51 
was used to  model the entire flow profile, that is, 
M = M(y,0.51L). In figure 27, a two-dimensional 
(2-D) shear-flow profile model was used that included 
all the vertical flow profile data of the type illustrated 
in figure 13. If all the measurements were perfect and 
all the assumptions about the test specimen were ide- 
ally satisfied, then all three flow profiles would pro- 
duce the same result. Thus, the three impedance 
data sets inferred via the three flow models serve as 
a consistency test. 
Specifically, the three figures compare grazing- 
incidence impedance data, for four flow conditions, 
with normal-incidence data. The normal-incidence 
impedance curve is a reproduction of the averaged 
impedance shown in figure 12. Normalized resistance 
and reactance are given in parts (a) and (b) of each 
figure, respectively, for four flow conditions, with 
the normal-incidence value included as a baseline in 
each of the figures. Note that the upper left plot 
(MC,L = 0) is repeated in each figure for reference 
purposes. The square and round symbols represent 
results for downstream and upstream sound prop- 
agation, respectively. Maximum systematic error 
bounds (see figure key) were calculated by the pro- 
cedure discussed in the analysis section. All possible 
combinations of positive or negative changes in at- 
tenuation and phase profile slopes caused by changes 
in profile slopes of f0.0025 dB/cm and fO.O25’/cm, 
respectively, were examined for each test frequency. 
These particular limits were chosen because they 
were thought to be the best attainable repeatability 
under ideal conditions. They should in no way be in- 
terpreted as the repeatability actually obtained. The 
main purpose for inserting these error bound calcula- 
tions is to provide an indication of which frequencies 
are more vulnerable to systematic error. 
An inspection of all the figures reveals gener- 
ally good agreement between grazing-incidence and 
normal-incidence impedance results. In particu- 
lar, the agreement between grazing-incidence and 
normal-incidence data for the no-flow condition is ex- 
cellent. As might be expected, the agreement tends 
to degrade when the flow is turned on, but only 
at specific frequencies and flow conditions. For the 
uniform flow model (fig. 25), the downstream prop- 
agation results remain in good to excellent agree- 
ment with the normal-incidence data, whereas the 
upstream propagation results depart substantially, 
especially at  the highest flow Mach number of 0.5. 
Most of this departure at Mach 0.5 for upstream 
propagation occurs at the two highest frequencies 
of 2.5 and 3.0 kHz and is removed with the use of 
the shear-flow models as shown in figures 26 and 27. 
For the most part, the l-D and 2-D shear-flow mod- 
els are in good agreement for both downstream and 
upstream propagation except for the frequencies of 
1.5 and 2.0 kHz. These frequencies are in the re- 
gion dominated by the specimen antiresonance where 
small systematic errors in the propagation constants 
can cause relatively large changes in the impedance 
as indicated by the wide ranging error bounds. In 
general, these results hold no surprises except that 
impedances from the upstream propagation data 
seem to depart further from the normal-incidence 
impedances than do those from downstream propaga- 
tion data, whereas the quality of upstream propaga- 
tion attenuation and phase profiles appears superior 
to that of the downstream propagation profiles. Ta- 
ble I1 displays the impedance results as determined 
using the three computational models (uniform, l-D 
shear, and 2-D shear flow) versus the impedances o b  
tained using normal-incidence measurements. Care- 
ful examination of the shear-flow results reveals that, 
in general, the 2-D results are closer to normal- 
incidence values than the l-D results. The excep- 
tions to this observation tend to occur at the more 
sensitive frequencies, such as those near the specimen 
antiresonance. 
It is of interest to note that the error bounds 
are not generally symmetrical with respect t o  the 
data points around which the variations are calcu- 
iated. This is in contrast to the same procedure 
used to calculate the systematic error bounds for 
the normal-incidence data of figure 12 which ap- 
pear nearly symmetrical with respect to the base 
point. A careful examination of the numerical re- 
sults for the normal-incidence error bounds does re- 
veal asymmetry. However, it appears that small 
systematic errors in the propagation constant have 
the potential for being much more asymmetrical and 
of greater consequence than the errors in normal- 
incidence measurements. 
Propagation Constant Variability 
Measured propagation constant variability and 
the resulting effect on grazing-incidence impedance 
were investigated by repeating attenuation and phase 
profile measurements over a time period of several 
days. The reported results are limited to downstream 
sound propagation at frequencies of 0.5 and 2.0 kHz 
and for a flow Mach number of 0.3. The frequencies 
0.5 and 2.0 kHz were chosen because they exhibit 
minimum and maximum sensitivity, respectively, to 
systematic error. Table I11 displays relative changes 
between the results of three test cases. The first line 
for each frequency corresponds to the baseline data 
already discussed in figures 25 through 27. Moving 
from left to right across the table, the table entry 
labeled L‘Slopes,’’ lists the phase profile and attenua- 
tion slopes in deg/cm and dB/cm, respectively. The 
next entry lists the relative changes in the attenua- 
tion and phase profile slopes for the second and third 
test relative to those of the first test. Finally, the last 
two table entries list the impedance components and 
their relative changes. 
Several general features of these data are worthy 
of note. Observe that as the frequency increases 
from 0.5 to 2.0 kHz, the phase and attenuation 
profile slopes increase by factors of about 2.5 and 2.0, 
respectively. The resistance component increases 
approximately by a factor of 10, while the reactive 
component remains fairly constant. Relative changes 
in the phase and attenuation profile slopes for the 
repeat tests at 0.5 kHz range from 2.5 to 4.9 percent. 
In contrast to these changes in attenuation and phase 
profile slopes, the impedance component changes for 
the repeat tests ranged up to nearly 16 percent for 
0.5-kHz data and to almost 62 percent for the 2.0-kHz 
data. As suggested by the error bound calculations 
presented in figures 25 through 27, these results 
confirm that the effects of systematic measurement 
error strongly depend upon the particular frequency 
being investigated. 
The tests reported in table I11 were conducted 
over a time period of 1 day or more during which 
flow temperature varied by no more than 3°C. Test 
specimen leading edge sound pressure levels were 
held constant during a given test to within f0 .2  dB 
but ranged from 124 to 140 dB for the test series. 
To maintain maximum dynamic range, driver output 
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was maintained near its maximum so that no attempt 
was made to duplicate sound pressure levels from test 
to test. The repeatability, however, was not observed 
to significantly improve in those few cases when 
leading edge sound pressure levels were duplicated. 
Within these operational limits, the data of table I11 
represent some of the best attainable repeatability 
for the entire test series. 
Direct overlay of repeated attenuation and phase 
profiles suggested that most of the slope variability 
arose from the least-square fitting procedure. There 
waq a l w a y  an e!ement cf slclbjectivc judgment involv- 
ing which of the profile data points, if any, to exclude 
from the “linear” region. As discussed previously, 
consistency of results was not improved by imple- 
menting a single mode least-square fit wave propa- 
gation model that permitted the trailing edge reflec- 
tion factor to systematically vary until a best fit was 
obtained . 
For the reasons presented above, the weakest part 
of this experimental procedure is most likely the pro- 
cedure for extracting the propagation constant via 
the slopes of the attenuation and phase profile mea- 
surements. One partial solution to this problem is to 
modify the test section to accept a longer test spec- 
imen to further remove end effects from the linear 
decay region. A more practical possibility, at least 
for the present experimental apparatus, is to gen- 
erate a new, extensive data base of multiple repeat 
test runs from which the experimenter can, by expe- 
rience, learn to discard the outlying data points at 
the extremities of the attenuation and phase profiles. 
A final possibility for propagation constant extrac- 
tion is to include higher order modes excited near the 
specimen trailing edge in the data-fitting procedure. 
However, to take full advantage of this possibility, 
the axial resolution of pressure attenuation and phase 
profiles would need to be increased substantially. In 
addition, transverse measurements would be helpful 
to further isolate which higher order modes to in- 
clude. As remarked previously, exploratory trans- 
verse measurements did not reveal the existence of 
any higher order modes, at least for the “clean” test 
data. Thus, for this particular experimental setup, 
this refinement would appear nonproductive. 
The results of this limited validation experiment 
are encouraging despite the measured propagation 
constant variability and dramatic sensitivity changes 
exhibited by the math model. The investigation has 
shown that grazing-incidence impedance measure- 
ments for both downstream and upstream propaga- 
tion are generally consistent with normal-incidence 
impedance measurements for a test specimen that 
would not be expected to exhibit significant effect of 
flow or sound pressure level. Further work needs to 
be done to find a consistent and objective means to 
extract propagation const,ants from the test specimen 
axial attenuation and phase profiles. Also, a next 
stage in the validation of the shear-flow model which 
forms the analytical basis of this method should be 
a comparison of results using the present method 
with those obtained by an in situ method for a lin- 
ear, homogeneous, locally reacting test specimen that 
exhibits consistent changes in impedance due to flow. 
Concluding Remarks 
The infinite-wave-guide method was used to con- 
duct a limited validation test on a two-dimensional 
shear-flow analytical model for determining the 
acoustic impedance of an acoustic liner test spec- 
imen in a grazing-incidence, grazing-flow environ- 
ment. This method requires, in the present appli- 
cation, that the test specimen be effectively infinite 
in length, acoustically linear, homogeneous, and lo- 
cally reacting. Also, the specimen would be expected 
to exhibit changes in impedance due to grazing flow. 
In the present experiment, however, a test speci- 
men was purposely chosen to exhibit minimal effects 
of grazing flow so that the analytical model could 
be exercised and the resulting “meas~red’~ grazing- 
incidence impedance compared with carefully docu- 
mented normal-incidence impedance measurements. 
The analytical model was exercised at three 
levels of complexity which included uniform, one- 
dimensional shear, and two-dimensional shear-flow 
profiles. Inferred impedances for both downstream 
and upstream sound propagation were generally 
in good agreement with the normal-incidence 
impedances, regardless of the level of flow profile de- 
scription complexity used in the analytical model. 
For upstream propagation, the impedance exhibited 
slightly more scatter than for the downstream prop- 
agation tests, even though the measured upstream 
propagation constants were of higher quality. Over- 
all, the consistency of the results suggests that the 
analytical model can be confidently relied upon to 
infer changes in the impedance of acoustic materi- 
als subjected to grazing-incidence sound and flow. 
For this test specimen, the two-dimensional shear- 
flow model provides modestly improved agreement 
with normal-incidence results over that of the one- 
dimensional model. 
Perhaps the most disconcerting aspect of these 
tests was the wide ranging sensitivity of the grazing- 
incidence impedance to relatively small changes in 
the measured propagation constant for certain re- 
gions of the impedance plane. In this experiment, 
the lowest propagation constant variability consis- 
tently attained was about 5 percent for either the 
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attenuation or the phase component. A great por- 
tion of this variability was thought to be due to the 
procedure used to extract the slopes of the “linear” 
regions of the attenuation and phase profiles. There- 
fore, further validation work should concentrate upon 
improving the consistency of the propagation con- 
stant extraction technique. However, error analysis 
suggests that the analytical model is reliable if due 
consideration is given to sensitivity to variability in 
measured propagation constant. 
NASA Langley Research Center 
Hampton, VA 23665-5225 
March 2, 1987 
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Uniform 1-D shear 2-D shear Normal incid. 

























Table 11. Impedances Obtained From Computational Models and From Normal-Incidence Measurements 
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Table 11. Concluded 
(b) Upstream sound propagation (driver located downstream of TE) 
1-D shear 2-D shear Normal incid. 









0.277 -1.063 0.278 -1.030 0.311 -1.120 
.492 .197 .501 .211 ,491 .223 
1.516 1.613 1.490 1.602 1.475 1.600 
2.728 -2.093 2.613 -1.990 2.921 -2.010 
.848 -.911 .812 -.840 ,853 -.863 . 


















































0.204 -1.982 0.356 
,601 .119 .633 
2.860 1.639 2.520 
2.884 -3.178 1.940 
1.442 --.811 .897 















































































Table 111. Grazing-Incidence Impedance Variability at Mach Number of 0.3 
Slopes, a2 Slope change Impedance, < 
kHz deg/cm dB/cm percent percent 0 X 
Frequency, Phase, Atten., Phase, Atten., 
a0.5 6.360 0.0868 0.404 -1.160 
.5 6.669 .0903 4.9 4.0 .340 -.985 
.5 6.520 ,0903 2.5 4.0 .385 -1.028 
a2.0 17.280 .1614 3.420 -1.241 
2.0 17.212 .1597 -.4 -1.1 3.560 -1.069 









aBaseline data (presented in figs. 25-27) with which data from the repeat test data are compared. 
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Figure 7. Diagram of flow instrumentation signal conditioning. 
Traversing probe microphone Downstream 








I Amplifier 1-i 
I 
I Spectrum analyzer 
Figure 8. Diagram of acoustic signal processing. 
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Time, min 
Figure 9. Variation of total and static pressure at reference location with time for nominal centerline Mach 
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Figure 10. Axial variation of maximum and minimum total and static pressure relative to atmospheric pressure. 
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Figure 11. Comparison of vertical velocity profiles for three centerline Mach numbers at z = 1.91 cm and hard 
wall boundary conditions. z = 20 cm. 
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(b) Normalized acoustic reactance, x. 
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(a) Axial attenuation relative to test specimen leading edge at 0.8 kHz. 
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(b) Axial phase profile at 0.8 kHz. 
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(a) Sound pressure level attenuation profile. 
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Figure 26. Measured grazing-incidence impedance as inferred from one-dimensional shear-flow model. 
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Figure 27. Concluded. 
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