Conventional Akaike's Information Criterion (AIC) for normal error models uses the maximum-likelihood estimator of error variance. Other estimators of error variance, however, can be employed for defining AIC for normal error models. The maximization of the log-likelihood using an adjustable error variance in light of future data yields a revised version of AIC for normal error models. It also gives a new estimator of error variance, which will be called the "third variance". If the model is described as a constant plus normal error, which is equivalent to fitting a normal distribution to one-dimensional data, the approximated value of the third variance is obtained by replacing (n − 1) (n is the number of data) of the unbiased estimator of error variance with (n − 4). The existence of the third variance is confirmed by a simple numerical simulation.
Introduction
Akaike's Information Criterion (AIC) for multiple linear models with normal i.i.d. errors is defined as (e.g., [1, 2] 
where n is the number of data and q is the number of predictors of the multiple linear model. Hence, the number of regression coefficients in this model is (q + 1) when the error variance is regarded as a regression coefficient. X is a design matrix composed of the predictor values in the data. y is the vector composed of values of the target variable in the data. RSS stands for the residual sum of squares:
where are the estimators of regression coefficients of a multiple linear model.
is the log-likeli-hood of the regression model in light of the data at hand. It is defined as because AIC is a statistic based on the maximum-likelihood estimator. However, the unbiased error variance shown below rather than the maximum-likelihood estimator of error variance is utilized in most statistical calculations.
The maximum-likelihood estimator of error variance may not be the only choice for the error variance for AIC. Hence, in this paper, we discusses the adjustment of error variance to calculate AIC for normal error models after recalling the derivation of conventional AIC for normal error models. Then, this consideration leads to a new estimator of error variance, which will be called the "third variance". Finally, the existence of the third variance is shown by a simple numerical simulation.
where is a vector comprising the values of the target variable in future data. The design matrix of future data is identical to that of the data at hand (X).
is the residual sum of squares when future data are employed:
where holds because it is assumed that the regression equation adopted here contains the real equation producing the data as a special case.
Since is a normal error (the mean is 0 and the variance is  ), the following equation is obtained:
The following equation is also derived:
where H is the trace of H . Hence, Equations (8)- (10) give Considering Equations (11) and (12), the content in the third term on the right-hand side of Equation (6) . Hence, the expectation of the random variable given by Equation (13) n q n q n q n q n q n E F n n q n q n q n q n n q
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By substituting this equation into Equation (6) and using Equation (3), the following equation is obtained:
, ,
This is AIC c for normal error models ( [1, 3, 4] ). When n is large, the approximation below holds:
    
This is conventional AIC for normal error models.
