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This study discusses the validation of an agent-based model of emergent city systems with
heterogeneous agents. To this end, it proposes a simplified version of the original agent-
based model and subjects it to mathematical analysis. The proposed model is transformed
into an analytically tractable discrete Markov model, and its city size distribution is
examined. Its discrete nature allows the Markov model to be used to validate the
algorithms of computational agent-based models. We show that the Markov chains lead
to a power-law distribution when the ranges of migration options are randomly
distributed across the agent population. We also identify sufficient conditions under
which the Markov chains produce the Zipf's Law, which has never been done within a
discrete framework. The conditions under which our simplified model yields the Zipf's
Law are in agreement with, and thus validate, the configurations of the original
heterogeneous agent-based model.
& 2014 The Authors. Published by Elsevier B.V. Open access under CC BY license. 1. Introduction
The agent-based paradigm has been increasingly used to model the impact of decentralized decision-making on the
observed spatial patterns (Page, 1999; Batty, 2005; Irwin, 2010). This paradigm shift has been brought about by the
realization that explaining complex patterns requires explicit considerations of agent diversity (Kirman, 1992), as complex
systems generally cannot be approximated by statistical averages (Page, 2011). The new paradigm, which emphasizes the
role of agents that are not alike, challenges the conventional approach to modeling system behavior based on the
representative agent framework. The explicit recognition of heterogeneity, however, usually comes at the cost of analytical
tractability (Hommes, 2006). The present study proposes a Markov-chain platform to validate a simple agent-based model
of settlement patterns. We use an analytically tractable discrete model to identify the core mechanism that generates the
Zipf's Law in a previously developed heterogeneous agent-based model (HABM). This is the main contribution of our paper.er B.V.
; fax: þ1 607 255 1971.
Open access under CC BY license. 
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literature on the statistical distribution that best fits the observed city size distribution is growing (see, e.g., Rosen and Resnick,
1980; Eaton and Eckstein, 1997; Dobkins and Ioannides, 2000). In this study, we calibrate our Markov model to produce a system of
cities that follows the rank-size rule, known as the Zipf's Law. The rule implies that the population of the ith largest city, si, scales
according to s1=ðriÞγ , where s1 is the population of the largest city, ri is the city's ranking by size and the exponent γ is equal to
unity.1
Whether the Zipf's Law provides the most appropriate description of the actual city size distribution has been intensely
debated (see Soo, 2005; Eeckhout, 2004; Levy, 2009; Giesen et al., 2010). Indeed, across disciplines debates continue over
whether the lognormal or the power law (of which the Zipf's Law is a special case) provides a better description of the
observed empirical distribution (Mitzenmacher, 2004). We do not wish to engage in this controversy in this study. We take
the Zipf's Law for granted and use it to anchor the size distribution produced by our Markov model. Every modeling
endeavor needs an endpoint, and ours is the rank-size rule. It is, however, a flexible endpoint in the sense that the Markov-
chain model is amenable to changes that would make it possible in the future to generate other distributions, such as the
lognormal or the double Pareto lognormal, that compete with the Zipf's Law for best fit.
A number of theoretical studies starting with Simon (1955) have proposed random-growth models that successfully produce
the Zipf's Law, including Córdoba (2008a, 2008b), Duranton (2007), Gabaix (1999), and Rossi-Hansberg andWright (2007). In these
previous studies, as in our model, the rank-size rule emerges as a stationary outcome of a stochastic process. The random-growth
models also rely on the mechanism of preferential attachment (Barabasi and Albert, 1999), which, in an urban studies context,
corresponds to the tendency for mobile people and activities to gravitate toward larger agglomerations (Glaeser et al., 1995).
Despite these common features, there are important differences between the above models and the HABM. Specifically,
the random-growth approach treats migration as a process based on aggregate level information. Therefore, these random
growth models are not directly applicable to describe the core mechanism of the HABM, where bounded rationality implies
limited information access. The mechanism we discuss here is more bottom-up in the sense that changes in the size
distribution are driven by the migration decision of utility-maximizing individuals. Information asymmetries are another
important difference, especially because numerical simulations of our HABM suggest that it is heterogeneity in the
information set that leads to the emergence of the Zipf's Law. In this paper, we strip down the rich HABM so that it is
analytically tractable, and we will show that the stripped down HABM yields a closed form solution, which in turn confirms
that heterogeneity is indeed the key component of the Zipf's Law.
Discrete agent-based models have been advanced as a framework that explains complex patterns at the aggregate level while
maintaining consistency between the system and the individual constituents. The models are “agent based” because the main
decision-making units are individuals who respond to changes in the economic environment. Spatial agent-based models have
produced the Zipf's Law size distribution from the uncoordinated decisions of agents to migrate to locations that, according to
their private assessment, are the most attractive (see, e.g., Axtell and Florida, 2001; Mansury and Gulyas, 2007). The discrete
nature, however, combined with elements of non-linearity and non-convexity, produce spatial patterns (i.e., size distributions)
that cannot possibly be derived analytically. Therefore, most agent-based models rely on numerical, computational methods.
Computer simulations have long been indispensable to urban and regional economists. However, it was Krugman (1991)
who spawned a strand of literature branded as the “new economic geography” (NEG), which brought computational
methods to the attention of mainstream economists (Neary, 2001). The core-periphery model Krugman (1991) proposes is
not analytically tractable; simulation is the only resort. Spurred by the excitement that the NEG generated, computational
methods appeared poised to become the method of choice for location theorists across disciplines (Fujita et al., 1999).
Although acceptance is growing, a search of recently published articles in the core economic journals suggests that
agent-based modeling endeavors remain scanty. The key problems in applying agent-based models to spatial issues appear
to be generalization and validation. The generalization problem is due to the sensitivity of numerical results on specific
parameter values. For agent-based models that produce the rank-size rule, the range of parameter values where the Zipf's
Law emerges and the point where it begins to unravel can only be pinned down by running more simulations. However,
agent-based models often involve multiple parameters, each of which can potentially be “tuned” to generate the Zipf's Law.
The vast parameter space in turn leads to a virtually infinite number of configurations. An exhaustive exploration is
prohibitive, which means one cannot be certain whether the analysis is complete.
Even if it were possible to probe the entire parameter space, validating the algorithm would still be a challenge. Having
implemented the basic model in a programing language, ideally the algorithm would then be validated by comparing the
simulation outcomes with the prediction of the analytical model. This is not possible when the analytical model lacks a
solution. Agent-based models of city systems in particular are difficult to validate because of heterogeneity, local search,
positive feedbacks, and path dependencies.
Generalization and the identification of the causal mechanism are critical to agent-based modeling applications but are
barely addressed in the literature, with only a few exceptions.2 However, agent-based models that can be solved analytically
are important due to the increasing recognition of computational models as a legitimate platform to examine heterogeneous1 Without restrictions on the power exponent, city sizes are said to be Pareto or power-law distributed.
2 Hommes (2006) reviews agent-based models that are at least partially amenable to the analytical approach. None, however, is designed for a system
of cities, although a few address spatial systems.
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an analytical solution to an agent-based model while preserving heterogeneity and the discrete nature of contemporary
migration. The mutual complementarity between analytical models and simulations has been touted elsewhere (Judd,
1997). We offer here a small vision of such integration in a study of complex spatial systems.
The rest of the paper proceeds as follows. In Section 2, we discuss our motivation for the agent-based model analyzed in
this study. In Section 3, we present the corresponding general Markovian growth model and its steady-state behavior.
Section 4 describes how the model can be applied to validate the simulation results of the model in Section 2. Section 5
shows how fast cities in our model converge to Zipf's Law. Section 6 concludes and discusses directions for future research.
2. Derivation of the agent-based model
Mansury and Gulyas (2007) present a heterogeneous agent-based model that was inspired by and is the extension of the
“racetrack”model of Krugman (1993). The HABM is more powerful than its predecessor in at least one aspect, namely, that it
generates the Zipf's Law in a system of cities, which Krugman's racetrack model is incapable of.3
The HABM introduced in Mansury and Gulyas (2007) makes at least four major modifications to Krugman's model:U.SAgents live in a two dimensional world instead of in the one dimensional ring of Krugman's model.
 The market potential function takes a different form in our model.
 Agents have limited vision and mobility in our model, i.e., they can only evaluate the market potential of and move to
locations not farther than a certain limit.
 The above limits of vision and mobility are heterogeneously distributed across agents.
To understand the main driving factors of the Zipf's Law in our model, we created a series of model versions, relaxing
various combinations of the above assumptions. Numerical experiments with these model variants suggested that the key is
the heterogeneity of vision (or information access), provided that there is also a limit on the number of moves an agent can
make.4 To investigate this insight further, we defined a very simple agent-based model having these characteristics.
Consider a set of n urban settlements, indexed by the subscript i¼1, 2, …, n, that are gradually populated by rural
migrants who arrive every period one by one. Let si(t) denote the population of the ith urban settlement at time t. In the
beginning, we assume that all locations are empty: si(0)¼0 for all 1r irn. We shall refer to non-empty locations as “cities”
in the ensuing discussion. There is no reverse migration from the urban to rural areas, which implies exogenously
determined and positive net rural–urban migration flows.5 In addition, migrants settled in a city do not move any farther.
When rural agent at arrives at time t, it collects information for 1rkrn settlements, each of which is uniformly selected,
and then chooses the one with the largest population (ties are settled randomly). Here, k corresponds to the agent's limited
information access (or vision) in terms of our previous discussion. To introduce heterogeneity, we assume that k is randomly
drawn with probability αk with domain [1, n]. For example, an agent whose options include all n locations has full
information access to the entire system. We may also refer to k as the agents' migration reach because a greater information
set corresponds to the more educated section of the population, which in the United States is known to be highly mobile,6
even though, strictly speaking, geography plays no explicit role here.
We implemented this simple agent-based model, and our computational experiments confirmed that these assumptions
are sufficient to generate the Zipf's Law in a system of (non-spatial) cities. In the remainder of the paper, we will focus on the
mathematical analysis of this finding.
Our first observation is that while the main decision making rule for the migrating rural agent is optimization, i.e.,
choosing the location offering the largest population, the location selection procedure can be rewritten as a purely
probabilistic rule. To appreciate this, let us consider the case of the (unique) location with the largest population smax(t).
Clearly, if the arriving agent has this location in its information set, it will move to smax(t). On the other hand, given k, it is
straightforward to calculate the probability of smax(t) being included in the set of sampled locations. Similarly, a location
having the rth largest population will be selected if and only if it is included in a sample that contains lower ranking
locations only. Note that the probability of selection does not monotonically increase in size, although it does in ranking.
However, larger differences in size stabilize the ranking.
More generally, the probability that the information set of agent at is of size k is αk. Because there are
n
k
 
sets of this
size and every one of them is equally likely, the probability of selecting any particular set of size k is given by
αk=
n
k
 
: ð1Þ3 For a discussion on the agent-based implementation of Krugman's original model and its behavior, see Gulyás (2002).
4 In a spatial context, limited vision and migration reach implies that maximizing agents will eventually settle down.
5 This net migration flow is exactly equal to 1 agent migrating from a rural to an urban area in every period.
6 See, e.g., Dahl (2002), Greenwood (1969) and Schwartz (1976). The breakdown of mobility rates by education is available from Geographical Mobility,
. Census Bureau's Current Population Survey, http://www.census.gov/population/www/socdemo/migrate.html.
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i¼1, 2, … , n at time t such that sst(1)(t)Zsst(2)(t)Z⋯Zsst(n)(t). That is, the index st(i) corresponds to the ith largest urban
place at time t. The largest city has the population sst(1)(t).
The ith largest location, sst(i)(t), will be joined by agent at if and only if it is included in a sample that has k1 other cities
whose size is smaller than sst(i)(t). Because there are n i such cities, there are
n i
k1
 
possible combinations in a sample of
size k where the ith largest city will be the location of choice. The maximum possible sample size is n iþ1 because a larger
sample will necessarily include a larger location. Therefore, the number of samples that yield sst(i)(t) as a selection is
∑
n iþ1
k ¼ 1
n i
k1
 
: ð2Þ
Combining (1) and (2), we obtain the probability that at joins the ith largest location as the following:
pi ¼ ∑
n iþ1
k ¼ 1
αk
n i
k1
 
n
k
  : ð3Þ
The most important insight from Eq. (3) is that the sequence p1;…;pn is strictly positive and decreasing (i.e., “agents
prefer larger cities”). We have thus expressed the agents' decision making as a path-dependent stochastic process, where
the probability of an agent choosing a specific location in its information set is proportional to the location's population
ranking. In particular, an agent selects the ith largest location with probability pi, and in so doing expands the location's
population size so that sst(i)(tþ1)¼sst(i)(t)þ1.
To provide microfoundations, the positive feedback effect postulated above can be integrated with a full behavioral
model. Alternative sources of the positive feedback effect leading to spatial agglomeration that have been proposed in the
literature include backward/forward linkages (Fujita et al., 1999), labor market pooling (Helsley and Strange, 1990), and
knowledge spillovers (Glaeser et al., 1995). Such integration invariably results in models that are analytically intractable and,
thus, will not be attempted here.
3. Mathematical analysis of the model
In this section, we examine the long-run distribution of the urban population of the model presented above. An alternative
representation of that model is one in which each location is represented by a token, and its population size is replaced by the
token's slot on the integer line. The slots are indexed according to their population size and then arranged from right to left such
that the largest location is labeled “1”, followed on its left by “2”, and so on until the leftmost token is reached, representing the
smallest location.
In this alternative representation, the arrival of a rural agent moves a token to its right by one slot. Without loss of
generality, if a slot is occupied by multiple tokens, then the location at the top is selected. Similarly, when a token moves to
the right joining a slot that is already occupied, then the token is inserted to the bottom of the stack. This rule implies that
the relative order never changes because tokens cannot overtake one another. Let vi denote the population size for the i
th
ordered token obtained by sorting the tokens in descending order, v1ðtÞZv2ðtÞZ⋯ZvnðtÞ. Thus, for example, in Fig. 1, v1¼9,
while v4 ¼ 4¼ v5. The state of the urban system can then be described by the set VðtÞ  fv1ðtÞ;…; vnðtÞg. We note that
sst ðiÞðtÞ¼viðtÞ in the distribution, but these are random variables that need not be equal in every trajectory.
Because the mechanics are identical, the original model and its token representation follow the same probability laws. In the
following, we employ the token model because it is a simpler abstraction to describe how the Markov transition probabilities
evolve over time. We note, however, that it is straightforward (though tedious) to derive all the results below using the original
model without loss of generality. The token model is preferred because it avoids complicated combinatorics associated with the
possibility for cities to overtake one another.6
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Fig. 1. Token representation of a city system's rank-size distribution. Note: Cities of equal size are represented by multiple tokens that are stacked on the same slot.
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Fig. 2. The Markov chain G and its transition kernel P for n¼2.
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The system state, VðtÞ  fv1ðtÞ;…; vnðtÞg, corresponds to a Markov-chain process because the next period's probabilities
depend only on the present state. The dynamics of the Markov process, however, cannot be directly analyzed because the
transition probabilities are not time homogeneous; they depend on the current population distribution. Nonetheless, it
should be clear that, over time, all tokens (populated locations) tend to shift to the right. To determine the speed of this shift,
the evolution of the tokens' relative positions needs to be examined.
Our strategy is as follows. First, we show that the system eventually reaches a state in which the size differences
(population gaps) between cities are strictly positive (Lemma 1). Having performed this, next we show that over time these
positive population gaps become larger (Lemma 2). Then, Theorem 1 shows that the population size of the ith largest city
asymptotically tends to pit. As a corollary, if the probability pi is initially Power-Law distributed, then city sizes converge to a
Power Law as well. Lastly, in Section 4 we show that our stripped down HABM, introduced in Section 2, naturally leads to
Power Law distributed pi's at the beginning.
Let gi be the size difference in terms of the population gap between settlement i and iþ1 such that gi ¼ viviþ1 for
1r irn1 and gn ¼ vn. Denote by hi the index of the settlement whose token is stacked at the top of the pile above
settlement i's token, i.e.,
hi ¼ min fjr i; vj ¼ vig ¼ min jr i; ∏
j
k ¼ i
gk ¼ 0
( )
: ð4Þ
By construction, G¼ ðg1; :::; gnÞ is a Markov chain with the state space in Ζnþ , which can be grouped into 2n subsets
ZS ¼ fðg1;…; gnÞAZnþ j8 iAS; gi ¼ 0g, also called faces, for all SDf1;…;ng where the chain's kernel is space-homogeneous. The
face homogeneous Markov chain has raised many interesting questions, but it so far lacks a general theorem to characterize
its steady-state behavior (see Fayolle et al., 1995).
Definition. Let SDf1;…;ng. A face ZS ¼ fðg1;…; gnÞAZnþ j8 iAS; gi ¼ 0g is homogeneous if for any vector vAZn and any states
G; G'AZSthe probability of reaching the state Gþv starting from G equals the probability of reaching G0 þv from G 0.
The Markov chains V ¼ ðv1;…; vnÞ and G¼ ðg1;…; gnÞ have the transition kernels O and P, respectively, such that at time
tþ1 with probability pi for 1r irn:
ðv1;…; vnÞ-
pi ðv1;…; vhi þ1;…; vnÞ; ð5Þ
and
ðg1;…; gnÞ-
pi ðg1;…; ghi11; ghi þ1;…; gnÞ: ð6Þ
For example, the kernel P of the chain G is displayed in Fig. 2 for n¼2.
Lemma 1. The Markov chain G¼ g1;…; gn
 
reaches a state where the population gap gi40 for all 1r irn in finite time,
almost surely.
The proof involves the construction of a new Markov chain BðtÞ ¼ b1ðtÞ;…; bnðtÞð Þ with a bounded state space. Appendix A
shows that this new chain reaches the no-null component state with a probability of one, which means that Gwill also reach
the state where the population gap gi40 for all i with a probability of one.
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where cities are selected with equal probability, in which case the long run probability of finding two cities of the same size
is non-zero.
The second step of the analysis is to show that the chain GðtÞ drifts toward the state in which the population gaps
g1;…; gn grow increasingly larger. In particular, the ratio of the gap to elapsed time will approach the difference in the
probabilities of choosing the two cities associated with the gap.
Lemma 2. After some finite time t0, all components of the chain GðtÞ remain positive, almost surely. Furthermore, for all i,
lim
t-1
giðtÞ
t
¼ pipiþ1: ð7Þ
To see the intuition behind Lemma 2, let us first construct yet another Markov chain SðtÞ ¼ s1ðtÞ; :::; snðtÞð Þ with the
transition kernel Q defined as follows:(i) If X has only positive components, then
Q ðX;YÞ ¼ PrðGð1Þ ¼ YjGð0Þ ¼ XÞ ¼ PðX;YÞ: ð8Þ(ii) On the other hand, if X also contains null components, then,
Q ðX;YÞ ¼ PrðGðυÞ ¼ YjGð0Þ ¼ XÞ ¼ PυðXÞðX;YÞwhere the time
υðXÞ ¼ infftZ0; s:t:GðtÞZð1;…;1Þ;Gð0Þ ¼ Xg ð9Þ
is almost surely finite and uniformly bounded, according to Lemma 1. Indeed, for all X containing null coordinates, let us
denote by X2  maxðX1;2Þ;…; maxðXn;2Þð Þ the state X with all its components truncated at 2. Then,
υðXÞr stinfftZ0; s:t:BðtÞZð1;⋯;1Þ; Bð0Þ ¼ X2g
r st max
ZA f0;1;2gn
infftZ0; s:t:BðtÞZð1;…;1Þ; Bð0Þ ¼ Zg ð10Þ
which does not depend on X.
Appendix A shows that the transition kernels of S and G become one and the same as soon as X40 for all components.
This means that after a finite time t0, all of the components of G remain positive. Applying the Strong Law of Large Numbers,
one then obtains Eq. (10) above.
The last statement describes how the gaps g1;…; gn grow over time. Lemma 2 can be combined with the Central Limit
Theorem to determine the population gap giðtÞ as t-1. Specifically, in distribution
lim
t-1
giðtÞtðpipiþ1Þ
s
ﬃﬃ
t
p ¼Nð0; 1Þ; ð11Þ
where Nð0; 1Þ is the standard normal distribution with mean 0 and variance 1, and s2 ¼ piþpiþ1p2i p2iþ1þ2pipiþ1. Note
that because only one migrant arrives every period, t is also equal to the total migrants thus far, which, as t-1, approaches
the true population size. Eq. (11) standardizes the population gap and then applies the Central Limit Theorem. Now, because
the gaps gj's asymptotically become independent, and because the finite sums of independent normal distributions are also
normally distributed, we can establish the (ergodic) steady-state of city sizes:
Theorem 1. For all iAf0;…;ng, the size of the ith largest city is equal to
∑
n
j ¼ 1
gjðtÞ ¼ pitþ
ﬃﬃ
t
p
SiðtÞ; ð12Þ
where SiðtÞ is a centered random variable that converges in distribution to a normal distribution with zero mean and bounded
variance.
It is worth noting that pi's denote the probability of selecting the i
th rank (ith largest city independent of its identity or
size). This is important because while city sizes evolve over time, the probability of selecting a given rank does not: it
remains exogenous and fixed.
Corollary 1. If the probabilities pi's are Power-Law distributed with power coefficient γ, Eq. (12) above shows that when t is
sufficiently long, then the city sizes ultimately follow a Power Law with the same power coefficient γ (because SiðtÞ=
ﬃﬃ
t
p
-0 as
t-1).
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shows that the stripped down HABM, introduced in Section 2, inevitably leads to the probability pi being Power-Law
distributed, hence justifying our assumption in Corollary 1.
Remark 1. It can also be easily shown that initializing the Markov process with city sizes different from zero does not
change the asymptotic behavior.
Remark 2. We have used the fact that the sequence ðpiÞ1r irn is decreasing when we apply Foster's Theorem,7 which
ensures that from a certain point in time the gap between city sizes remains strictly positive and that from that point on the
ith-ranked city grows almost independently from the others at rate pi.
4. Application to the heterogeneous agent-based model
This section demonstrates how our analytical framework can be used to benchmark the agent-based computational
model presented in Section 2. We will show that the Zipf's Law generated by the stripped down HABM is a special case of
our Markov-chain results. For this, we need to show that the probabilities, ðpiÞ1rkrn, of our probabilistic agent-based model
meet the conditions of our analytic results.
Recall that a decreasing sequence enables the asymptotic behavior of the face-homogenous Markov chain to be analyzed
(see Remark 2). Because Eq. (3) shows that the sequence of pi's is indeed strictly positive and decreasing, then all the results
of Section 3 apply. Eq. (12) shows that in a steady-state the size of the ith largest city is approximately pit. Thus, the
emergence of the Zipf's Law primarily depends on the distribution of the pi's.
Next, we show why the probability pi is Power-Law distributed in our agent-based model, thus justifying our assumption
in Corollary 1. We can obtain a closed-form solution for the sum in Eq. (3) using power series. Specifically:
pi ¼
ði1Þ!ðn iÞ!
n!
½xn i S
0ðxÞ
ð1xÞi
; ð13Þ
where ½xn i is the coefficient of xn i in the series S0ðxÞ=ð1xÞiwith S0ðxÞ being the derivative of SðxÞ ¼∑nk ¼ 1αk xk.
To prove this formula, one can rewrite the sum by defining pi in the following way:
∑
n i
k ¼ 0
αkþ1
n i
k
 
n
kþ1
 ! ¼ ði1Þ!ðn iÞ!
n!
∑
n i
k ¼ 0
ðkþ1Þαkþ1
ðnk1Þ!
ðn ikÞ!ði1Þ!
¼ ði1Þ!ðn iÞ!
n!
∑
n i
k ¼ 0
ðkþ1Þαkþ1
nk1
i1
 
: ð14Þ
The last sum has the structure of the Cauchy product of two power series. One of them is equal to the power series:
∑kZ0
kþm
k
 
xk ¼ 1
ð1xÞmþ1
: ð15Þ
Denoting the coefficient of xn in an SðxÞ series as ½xnSðxÞ, we express the sum in the following way:
∑
n i
k ¼ 0
ðkþ1Þαkþ1
nk1
i1
 
¼ xn1  ∑
kZ0
ðkþ1Þαkþ1xk
 !
∑
jZ0
j
i1
 
xj
 !
¼ xn1  ∑
kZ0
ðkþ1Þαkþ1xk
 !
∑
jZ0
jþ i1
i1
 
xjþ i1
 !
¼ xn1 xi1 ∑
kZ0
ðkþ1Þαkþ1xk
 !
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
S0 ðxÞ
∑
jZ0
jþ i1
j
 !
xj
 !
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
1=ð1xÞi
¼ xn i
h i S0ðxÞ
ð1xÞi
: ð16Þ
Thus, we have shown that the decision making rule of our agent-based model inevitably leads to the probability pi being
Power-Law distributed, starting from an initial distribution that differs from perfect uniformity only by a small random deviation.
Intuitively, consider the simple case of n¼2. The full information case would result in all migrants settling in one
location, the one chosen by the first migrant. In the limited information case of the HABM, however, the larger settlement
would occasionally be outside of later migrants' information set. This imperfection leads to a non-degenerated equilibrium
size distribution, which in turn depends on the distribution of αk. For example, if α1¼1 and α2¼0, then the long-run7 See the proof for Lemma 2 in Appendix A.
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individuals can sometimes choose between the two cities and, in such case, will choose the larger one. Thus, α240 naturally
leads to a higher concentration in one city than in the other, and the larger the α240, the larger the concentration. In
between, α1¼α2¼0.5 is the intermediate case that ultimately produces the Zipf's Law.8
This finding based on a discrete approach complements Córdoba (2008a), who, using a stochastic continuum model,
shows that the Zipf's Law obtains only if random shocks are also Power-Law distributed.
4.1. Example A: Uniformly-distributed k
We continue by presenting a simple example to demonstrate our results. We will assume that the size of the information
set (k) of the rural migrant is uniformly distributed. That is, pk ¼ ð1=nÞ for all 1rkrn. Under this most general condition
the Markov chain produces a Power-Law, but not the Zipf's Law.
In this case, the probability pi that the i
th largest city is chosen as a migration destination is equal to:
pi ¼
ði1Þ!ðn iÞ!
n!
½xn i S
0ðxÞ
ð1xÞi
; ð17Þ
where ½xn i is the coefficient of xn i in the series S0ðxÞ=ð1xÞi, with S0ðxÞ being the derivative of
SðxÞ ¼∑nk ¼ 1αk xk ¼ ð1=nÞ∑nk ¼ 1xk ¼ ð1=nÞðxxnþ1=1xÞ. This implies that S0ðxÞ ¼ ð1=nÞðð1ðnþ1Þxnþnxnþ1Þ=ð1xÞ2Þ. Con-
sequently, for all 1r irn, we have:
pi ¼
ði1Þ!ðn iÞ!
n!
½xn i1
n
1ðnþ1Þxnþnxnþ1
ð1xÞiþ2
¼ ði1Þ!ðn iÞ!
n:n!
½xn i 1
ð1xÞiþ2
¼ ði1Þ!ðn iÞ!
n:n!
½xn i 1
ð1xÞiþ2
¼ ði1Þ!ðn iÞ!
n:n!
nþ1
iþ1
 !
¼ nþ1
n
1
iðiþ1Þ : ð18Þ
That is, pi  i2, a Power Law with γ ¼ 2. Thus, because the sequence of pi is strictly positive and decreasing, we can apply
all the results of Section 3. In particular, because the pi's follow a Power Law with γ ¼ 2 and IðxÞ ¼ max
fij1=pirxg  ððnþ1Þx=nÞ1=2, the city-size distribution is a Power Law with γ ¼ 1=2.
4.2. Example B: Zipf's Law
Naturally, we are interested in conditions under which the stripped down HABM of the Section 2 model is able to
produce the Zipf's Law. To this end, we study a setting where the probability of finding a rural migrant with access to k cities
to choose from is decreasing in k: αk ¼ an=k, where an is a normalizing constant guaranteeing that ∑kαk ¼ 1. Thus, in this
case, larger sets have lower probabilities of being selected, representing the more realistic case in which it is more difficult
to find highly mobile agents with access of information to a large number of urban locations. We note that this construction
is similar to the conditions imposed on the simulations of the original HABM (Mansury and Gulyas, 2007).
If αk ¼ an=k, then, by definition, SðxÞ ¼ an∑nk ¼ 1xk=k, and S0ðxÞ ¼ an∑n1k ¼ 0xk1. Therefore
S0ðxÞ
ð1xÞi
¼ an
1xn
ð1xÞiþ1
: ð19Þ
Now, looking at the coefficients,
½xn i S
0ðxÞ
ð1xÞi
¼ an½xn i
1xn
ð1xÞiþ1
¼ an½xn i ð1xnÞ ∑
n
k ¼ 1
kþ i
i
 
xk
 !
¼ an
n
i
 
: ð20Þ
Using Eq. (17), it follows that:
pi ¼
1
n
i
  an
i
n
i
 
¼ an
i
: ð21Þ
Therefore, the probabilities pi's are Power-Law distributed with exponent 1. Applying Theorem 1, it then follows that city
sizes follow the Zipf's Law distribution.8 We thank an anonymous referee for pointing out the example.
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Fig. 3. Plot of city sizes against city ranks for n¼100, various t, in log-log scales.
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In Sections 3 and 4, we established our analytical results based on the steady-state behavior of the face-homogeneous
Markov chain. There are, however, auxiliary functions and constants that disappear asymptotically, but it is unclear whether
they influence the convergence speed in the short to medium term. In Eq. (18), for example, we know that the term SkðtÞ=
ﬃﬃ
t
p
converges to zero in probability as t-1, yet in finite time it is difficult to determine how fast that term vanishes.
In reality, settlements converge rapidly to the Zipf's distribution, less than 150 years in the case of American cities
(Dobkins and Ioannides, 2000). Thus, one may question whether our model converges to the steady state within a
reasonable timeframe. The formalization of the convergence speed remains difficult, at least for now. In this section,
therefore, we employ Monte Carlo simulations to demonstrate how rapidly cities in our model converge to Zipf's Law (i.e.,
Power Law with exponent 1). As shown in Section 4.2, Zipf's Law is obtained by setting the probability αk ¼ an=k (where
an ¼ 1=ð1þ12 þ13 þ⋯þ1n Þ is the normalizing constant).
Fig. 3 shows a typical dynamic trajectory of the rank-size distribution of cities in Monte Carlo simulations with n¼100
initial locations.9 In that figure, city sizes are plotted against their rankings at time t¼100, 1000, 10,000, 100,000, and
1,000,000. We employed the log-log scales to highlight the resulting power-law distribution. The straight lines correspond
to the theoretical rank-size plot under the asymptotic regime, namely, pi t  t=i for the ith-ranked city. It can be seen that,
consistent with the empirical finding of Dobkins and Ioannides (2000), the rank-size distribution of cities converges to Zipf's
Law (i.e., power law with power coefficient¼1) in less than 1000 periods.
It is also noteworthy that after sufficient time has elapsed, our model reaches the point at which all cities grow at the
same scale-invariant rate. To see this, Lemma 2 shows that at any time t, the ith largest settlement (with population sstðiÞ ðtÞ)
grows, on average, at a rate of 1þpi=sst ið Þ ðtÞ. When t is small, this rate varies across cities because it depends on the
settlement's exact size and rank. However, when t is sufficiently large, the population sstðiÞ ðtÞ is approximately pit and,
therefore, settlements grow at a mean rate of 1þ1/t, independent of size and rank.
This scale-independent feature Gibrat (1931) originally proposed can also be found in Gabaix (1999). In contrast to
Gabaix's continuous approach, however, our discrete model generates time-varying growth rates. As seen, the growth rate
here decreases and tends to 1 as t-1 due to the additive process that restricts a city to accommodate a maximum of only
one new migrant every period.6. Conclusions
In this paper, we provided a two-step validation of a previously developed heterogeneous agent-based model of city
formation. In the quest to understand the key mechanism that leads that model to generate the Zipf's Law, we first proposed
a simplified agent-based model that is also able to yield that distribution of city sizes. We then subjected this model to9 We used aliasing techniques in our simulation to determine which city an arriving agent will join within constant time (Walker, 1977).
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Law distributed city sizes. This was followed by an analysis describing sufficient properties for the parameters of the
simplified agent-based model to produce the Zipf's Law (a special case of the Power Law distribution). This latter result is in
agreement with, and thus another validation of, the conditions proposed in Mansury and Gulyas (2007) for the original
agent-based model.
The Markov-chain model we develop in this study highlights the role of random events in generating the long-run
population distribution. Altering the initial probabilities in our model can lead to distinct power coefficients, including γ ¼ 1,
associated with the rank-size rule. This is an interesting feature of our model that can be deployed to explain the varying
values of α in a cross section of countries (see Rosen and Resnick, 1980; Soo, 2005). While the current model is too stark to
explore policy implications, its analytical results are useful for future extensions that include explicit considerations of the
housing, labor, and goods markets to generate the Zipf's Law pattern from the interactions among consumers, workers,
and firms.
Although both emphasize the role of random events, there are important distinctions between our model and that of
Gabaix (1999). First and foremost, while agent heterogeneity in our model plays a central role in generating the Zipf's Law, it
is absent in the Gabaix model. For most heterogeneous systems, a discrete, additive growth model such as ours provides a
more natural platform than a continuous, multiplicative growth model such as that of Gabaix. Furthermore, beyond the
obvious differences between a discrete and a continuum framework, cities in Gabaix's model, as in Córdoba (2008b), must
have a minimum size (the “lower reflective barrier”) that grows continuously over time, while our model imposes no such
condition to generate Zipf's Law. Lastly, cities in our model indirectly compete with one another to attract in-migrants. City
sizes, therefore, must be correlated because a migrant's current choice of location precludes the possibility for that agent to
reside in another city during the same period. This inter-dependence can be interpreted as competition among cities to
attract young and talented migrants (Florida, 2002). In contrast, competitive interaction is absent in Gabaix (1999) because
all cities exhibit independent (and identical) dynamics.
One advantage of our discrete framework is that it can be deployed to validate the algorithm of a numerical model. In
particular, the analytical results can provide a benchmark to calibrate the baseline agent-based model before one pursues
more complex applications for which closed-form solutions are not readily available. Our discrete framework can also be
used to examine whether the results of an otherwise similar but continuous model could still hold within a discrete context,
which is of interest because most contemporary urban populations usually evolve discretely, both over time and across
space. For example, we can show that the comparable discrete version of Simon's continuous model does not yield a Power
Law.10
The simplified model we used to validate the HABM has no explicit considerations for “geography”. One can interpret the
parameter k (which controls the number of cities accessible to an arriving migrant) as a measure of migration reach that
varies across agents. Larger values of k thus correspond to more mobile agents because these agents have access to a greater
number of cities. Such an interpretation cannot be taken too far, however, because our Markov-chain model lacks spatial
considerations. In the current model, an agent selects a city from a sample of size k, and which cities are included in that
sample are chosen with equal probability from the entire set of n urban locations. However, geography was already
represented in the original HABM as an abstract two-dimensional space.
Appendix A
A.1. Proof of Lemma 1
The proof of Lemma 1 involves the construction of a new Markov chain BðtÞ ¼ ðb1ðtÞ;…; bnðtÞÞ with a bounded state space.
We will show first that this new chain reaches the no-null component state with a probability of one. We can show, then,
that G will reach the state where the population gap gi40 for all i with a probability of one.
Consider a new chain BðtÞ ¼ b1ðtÞ;…; bnðtÞð Þ with the bounded state space 0;1;2f gn. Define a function f i similar to hi (see
Eq. (4)) in construction:
f i ¼ min jr i; ∏
j
k ¼ i
bk ¼ 0
( )
: ðA1Þ
The transition kernel W of the chain B is such that for every 1r irn:
ðb1;…; bnÞ-
pi ðb1; :::; bf i11; bf i þ1;…; bnÞ if f i ¼ i and bf io2;
ðb1;…; bnÞ-
pi ðb1;…;bf i 1 1; bf i ;…; bnÞ if f i ¼ i and bf i ¼ 2;
ðb1;…; bnÞ-
pi ðb1;…;bf i 1 1; bf i þ1;…; bnÞ if f io i:10 The proof is available upon request.
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Fig. A1. The Markov chain B and its transition kernel W for n¼2.
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positive probability.
Next, we will use induction to show that if initially Bð0ÞrGð0Þ component wise, then at any time t, BðtÞr stGðtÞ. Assume
that BðtÞr stGðtÞ. By coupling the transitions in the two Markov chains, we will show that Bðtþ1Þr stGðtþ1Þ. Specifically,
with probability pi, the two Markov chains evolve as follows:
Gðtþ1Þ ¼ ðg1ðtÞ;…; ghi1ðtÞ1; ghi ðtÞþ1;…; gnðtÞÞ; ðA2Þ
and either
Bðtþ1Þ ¼ ðb1ðtÞ;…; bf i1ðtÞ1; bf i ðtÞþ1;…; bnðtÞÞ ½Case 1 ðA3Þ
or
Bðtþ1Þ ¼ ðb1ðtÞ;…; bf i1ðtÞ1; bf i ðtÞ;…; bnðtÞÞ: ½Case2 ðA30Þ
First, note that if f i ¼ hi, then it is straightforward to establish that BðtÞr stGðtÞ implies Bðtþ1Þr stGðtþ1Þ in either case.
The only remaining case is when f iohir i as in Case 2 and bhi1ðtÞ ¼ 0. Because Gðtþ1Þ is non-negative by construction, this
remaining case also implies that:
ghi ðtþ1Þ ¼ ghi ðtÞþ1Zbhi ðtÞþ1Zbhi ðtþ1Þ;
ghi1ðtþ1Þ ¼ ghi1ðtÞ1Z0¼ bhi1ðtÞ ¼ bhi1ðtþ1Þ;
gf i ðtþ1Þ ¼ gf i ðtÞZbf i ðtÞ ¼ bf i ðtþ1Þ ðif f iohi1Þ;
gf i1ðtþ1Þ ¼ gf i1ðtÞZbf i1ðtÞZbf i1ðtþ1Þ:
All of the other coordinates are unchanged in G and B with probability pi. Thus, we have shown that Bð0Þr stGð0Þ implies
Bðtþ1Þr stGðtþ1Þ for all t. To finish the proof, it is sufficient to note that because BðtÞ reaches the state where bi40 for all i
in finite time, then so does GðtÞ with a probability of one. This completes the proof. &
A.2. Proof of Lemma 2
We shall prove the first statement of Lemma 2. Consider the Lyapounov function min: ℜn-ℜ, which has bounded
average increments for the kernel Q. For all XAΝn, if X contains null components, then:
Eðminðs1ð1Þ;…; snð1ÞÞ minðs1ð0Þ;…; snð0ÞÞjðs1ð0Þ;…; snð0ÞÞ ¼ XÞZ1: ðA4Þ
On the other hand, if X has no null components, then:
Eðminðs1ð1Þ;…; snð1ÞÞ minðs1ð0Þ;…; snð0ÞÞjðs1ð0Þ;…; snð0ÞÞ ¼ XÞZmin
n
i ¼ 1
ðpipiþ1Þ: ðA5Þ
Using an adequate version of Foster's Theorem (see, e.g., Lamperti, 1960), it can be shown that the chain S is transient and
that minðs1ðtÞ;…; snðtÞÞ approaches infinity as t-1. Thus, there exists a finite time τ such that for all tZτ, siðtÞ remains
strictly positive for all i. Furthermore, the transition kernels of S and G coincide as soon as X40 for all components.
Therefore, there exists two finite random variables n0 and m0 such that SðtÞ ¼ Gðtþm0Þ for all tZn0. This means that after a
finite time t0, all of the components of G remain positive. This ends the proof for Lemma 2's first statement.
B. Gaujal et al. / Journal of Economic Dynamics & Control 41 (2014) 38–49 49For the second statement of Lemma 2, consider the i.i.d. sequence ðδjÞjAΝ such that:δj¼1 with probability pi;
δj¼1 with probability piþ1; and
δj¼0 with probability 1pipiþ1.Because giðtÞ40 almost surely after a finite time t0 according to the first statement, and giðtÞgiðt0Þ ¼∑tj ¼ t0δj for all
tZt0, the Strong Law of Large Numbers yields:
lim
t-1
giðtÞ
t
¼ lim
t-1
∑tj ¼ t0δj
t
¼ pipiþ1 almost surely: ðA6Þ
This completes the entire proof for Lemma 2. &
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