Abstract. We prove that, for a good meromorphic flat bundle with poles along a divisor with normal crossings, the restriction of the irregularity complex to each natural stratum of this divisor only depends on the formal flat bundle along this stratum. This answers a question raised by J.-B. Teyssier. The present version takes into account the published erratum of [Sab17] .
Statement of the results
Let X be a complex manifold of dimension n and let D = i∈J D i be a divisor with normal crossings. We assume that each irreducible component D i of D is smooth. For any subset I ⊂ J, we set D I = i∈I D i and D We then say that M is a meromorphic flat bundle with poles along D. In this note, we assume that M has a good formal structure along D (we simply say that M is a good D-meromorphic flat bundle, or a good meromorphic flat bundle on (X, D)). This notion, together with the Riemann-Hilbert correspondence, will be recalled in Section 2. Recall also that, given any meromorphic flat bundle on (X ′ by this modification is a divisor with simple normal crossings D and the pullback meromorphic flat bundle is a D-meromorphic flat bundle having a good formal structure along D (see [Ked10, Ked11] , and [Moc09, Moc11a] in the algebraic case; see also [Sab00] for special cases when dim X = 2). are not defined by the procedure of [Meb90] . To give a meaning to the question, we start by proving in Section 2.f the following proposition. In other words, the complexes ι Acknowledgements. The statement of Theorem 1.2 has been suggested, in a numerical variant, by Jean-Baptiste Teyssier, against my first expectation. He was motivated by a nice application to moduli of Stokes torsors obtained in [Tey16] . I thank him for having led me to a better understanding of the irregularity complex, and for suggesting a simpler proof of Proposition 1.1. I thank the referee for interesting comments.
2. Good formal structure and the Riemann-Hilbert correspondence 2.a. Notation. We keep the notation of the introduction. If Z is any locally closed analytic subspace of the complex analytic manifold X, we denote by O Z , the formal completion of O X with respect to the ideal sheaf I Z . We regard O Z as a sheaf on Z.
Given x o ∈ D, there exists a unique I ⊂ J such that x o ∈ D
• I , and we will be mostly interested in the case where Z is the point x o ∈ D and the case where Z is equal to D
) denotes the sheaf-theoretic restriction to Z of the sheaf O X of holomorphic functions on X (resp. the sheaf O X ( * D) of meromorphic functions on X with poles at most on D).
If
It only depends on the class, also denoted by ϕ (resp. ϕ), of ϕ (resp. ϕ) modulo O X (resp. O Z ).
2.b. Good formal structure. We say that the D-meromorphic flat bundle M has a good formal structure if, for any x o ∈ D, there exists a local ramification ρ d I of multi-degree d I around the branches (D i ) i∈I passing through x o (hence inducing an isomorphism above D
• I in the neighbourhood of x o ) such that the pullback of the formal flat bundle M xo := O xo ⊗ OX,x o M xo by this ramification decomposes as the direct sum of formal elementary D-meromorphic connections E ϕ ⊗ R ϕ , as defined below.
We denote by nb(x o ) a small open neighbourhood of x o in X above which the ramification is defined, and we denote by x ′ o the pre-image of x o , so the ramification is a finite morphism
In the above decomposition, ϕ varies in a good finite subset , the ϕ's are convergent, i.e., the set Φ xo is the formalization at x o of a finite subset
(1) Note that, here, the goodness condition is assumed for Φ ∪ {0} and not only for Φ, because of [Sab13, Cor. 12.7] . This is unfortunately not made precise in [Sab13, Th. 12 .16] and should be corrected. . Locally, it is described as follows. Given a germ
and thus defines a germ in Φ yo ∪ {0} for any y o ∈ D In order to state the Riemann-Hilbert correspondence, we will lift these objects to the real oriented blowing-up ̟ :
By considering the fiber product
we obtain a finite covering Σ More precisely, we have a commutative diagram of functors (2.1)
similar to that of [Mal91, p. 58] , where gr means grading with respect to the Stokes filtration and the horizontal functors are equivalences of categories. Recall that grading a Stokes-filtered local system is well-defined only when one restricts to Σ 
2.e. The Riemann-Hilbert correspondence (global theory). We now consider the previous correspondence all along D 
and the horizontal functors remain equivalences, due to the full faithfulness of the horizontal functors in (2.1).
Arguing similarly with the equivalence of Proposition 2.2, we obtain the RiemannHilbert correspondence. 2.g. An equivalence of categories. Let A be a category and let G be a group. The category G-A is the category whose objects are G-objects of A, that is, pairs (M, ρ) where M is an object of A and ρ is a morphism G → Aut(M ), and for which
Let Σ → ∂ X be a good stratified I-covering and let Mod hol (X, D, Σ) denote the full subcategory of that of holonomic D X -modules whose objects consist of good meromorphic flat bundles on (X, D) with associated stratified I-covering contained in Σ.
Let us fix a nonempty subset I ⊂ J, let D 
There is a natural equivalence of categories:
Proof. We set ∂ X
) and we denote similarly by Σ
• I (x o ) the restriction of Σ above this set.
(1) By the Riemann-Hilbert correspondence (Theorem 2.4), we can replace the category on the left-hand side with that of Stokes-filtered local systems on ∂ X
with base-point y o above x o and let G = Gal(π) be the corresponding Galois group. We consider the fibre-product diagram
and we denote by
. This is a standard argument. (3) (See [Moc11b, Th. 4.13] and Remark A.11) The sheaf-theoretic restriction functor is an equivalence from the latter category to the category of
with associated I xo -covering contained in Σ xo (we identify here (π −1 I) yo with I xo and π
. This proof will be reviewed in the appendix.
(4) By applying now the G-Riemann-Hilbert correspondence of Theorem 2.4 in the reverse direction to ((Ω, 0), D Ω , Σ xo ), one ends the proof of the theorem.
The irregularity complex
Our aim in this section is to show that, under the goodness assumption as above, the irregularity complex is determined by its restriction to the smooth part of D. More precisely, for every I ⊂ J, and for every connected component of D ) the sheaf on X of holomorphic functions on X D having moderate growth (resp. rapid decay) along ∂ X. One can then define the moderate (resp. rapidly decaying) de Rham complex
With the goodness assumption, it is known that both have cohomology in degree zero at most. More precisely, the Riemann-Hilbert correspondence recalled in Section 2.e gives
We set L >0 := L /L 0 , and similarly DR >mod D M is defined as the cone of
Proof. We have
where j : X D ֒→ X is the inclusion. We then apply [Meb04, Def. 3.4-1].
Remark 3.2 (The irregularity complex Irr * D M ). Recall that Mebkhout also defined the irregularity complex Irr *
On the other hand, as
and as
We also notice that Irr * exists, due to the goodness condition). Equivalently, the number of ϕ ∈ Φ xo having no pole on D k ′ is maximum (this maximum could be zero).
For every subset I ⊂ J, we have a natural inclusion lifting ι I :
Proposition 3.3. Let us fix I ⊂ J and let us set k = k(I) for simplicity. Then the nat-
is an isomorphism. The same property holds for L ≺0 up to replacing k(I) with k ′ (I).
By applying R̟ * and using Proposition 3.1, we obtain:
Corollary 3.4. With the notation as in Proposition 3.3, the natural morphism ι
is an isomorphism. The same property holds for Irr * D (M ) up to replacing k(I) with k ′ (I).
Proof of Proposition 3.3. Since the morphism is globally defined, the proof that it is an isomorphism is a local question. We thus fix x o ∈ D
• I and work in some neighbourhood nb(x o ) of x o that we may shrink if needed.
Let us first assume that M = E ϕ (see Section 2.a) for some ϕ ∈ O X,xo ( * D).
and there is nothing to prove.
, where u ∈ O X,xo satisfies u(x o ) = 0, and m i ∈ N for i ∈ I. In particular, m k(I) = 0. We choose polar coordinates on ̟ −1 (nb(x o )) of the form (ρ 1 , . . . , ρ ℓ , θ 1 , . . . , θ ℓ , (x j ) j / ∈I ) with ρ i ∈ [0, ε). We can assume that, in these coordinates, m i = 0 for i = 1, . . . , p, m i = 0 for i = p + 1, . . . , ℓ, and that k(I) = 1. Then, in these coordinates,
is the constant sheaf of rank one on the closed subset of
, and it is zero outside this closed subset. Let us describe this closed subset. We set
with g holomorphic and g(0) = 0 and we set e i θo := u(x o )/|u(x o )|. A simple computation shows that, if ε > 0 is small enough, the map . For our topological computation, we can thus as well consider the situation where u(x) is constant and replace u(x) with u(x o ) in (3.5).
Each connected component of (3.5) is then homeomorphic to a product
for suitable a, b. The trace of this set on
) is the set defined by ℓ j=2 ρ j = 0. This is the subset (3.6)
Its closure is the subset (3.7)
The ordinary pushforward of the constant sheaf on (3.6) by the open inclusion (3.6) ֒→ (3.7) is the constant sheaf on (3.7) and the higher pushforwards vanish.
Since ̟ −1 (D I ) is the subset of (3.7) defined by ρ i = 0 for i = 2, . . . , ℓ, the restriction of the latter sheaf to ̟ −1 (D I ) is the constant sheaf on ̟ −1 (D I ), and the morphism ι
is nothing but the identity C ̟ −1 (DI ) → C ̟ −1 (DI ) , proving the proposition in this case.
Let us now consider the general case. As already said, the question is local, and we argue now locally on ∂ X. One can then reduce the question to the non-ramified case and apply the higher dimensional Hukuhara-Turrittin theorem (see e.g. [Sab13, Th. 12.5]). Let A X denote the sheaf of C ∞ functions on X which are holomorphic on X * in some neighbourhood of x o . We can thus assume that A X ⊗ ̟ −1 M decomposes as the direct sum of terms A X ⊗ ̟ −1 (E ϕ ⊗ R ϕ ). By induction on the rank, we can also assume that R ϕ has rank one, and locally on ̟ −1 (D • I ) the corresponding local system is trivial, so we can finally assume that M = E ϕ , a case which was treated above.
The case of L ≺0 is treated similarly by reducing to the case where M = E ϕ . Assume first that ϕ has poles along all components of D passing through x o (i.e., p = ℓ). If we regard all sheaves considered above as external products of constant sheaves of rank one with respect to the product decomposition in (3.6) and (3.7), the case of 
Proof of Theorem 1.2
The case ℓ = 1. We first assume that I = {i}. The transversal slice Ω has dimension one and D Ω = {0}. Let us first prove a statement in dimension one. Let (L , L • ) be a Stokes-filtered local system on S 1 and let (gr L , (gr L ) • ) be the associated graded Stokes-filtered local system. We denote by N resp. N ′ the corresponding meromorphic flat bundles on (Ω, 0).
It is well-known that H k Irr DΩ (N ) and H k Irr DΩ (N ′ ) have the same rank for any k, and vanish except for k = 1, and similarly for Irr *
on the other hand (this is of course a particular case of Proposition 3.1 and Remark 3.2).
Lemma 4.1. There exists an isomorphism between the vector spaces H 1 (S 1 , L ≺0 ) and • every open interval which contains at most one Stokes direction for every pair of distinct exponential factors (see e.g. Example 1.4 in [Sab13] ),
• the intersection of two intervals of the covering is an interval not containing any Stokes direction,
• there are no triple intersections of intervals of the covering. Then this covering is a Leray covering for L ≺0 (see e.g. the proof of Lemma 3.12 in loc. cit.), and moreover the only nonzero term of the associated Čech complex is the term in degree one. It follows that
Recall that, on each interval U α , the Stokes-filtered local system (L , L • ) is graded, i.e., the Stokes filtration splits (see e.g. Lemma 3.12 in loc. cit.). Let us choose a splitting on U α ∩ U α+1 . Then Theorem 3.5 (and its proof) in loc. cit. shows that any automorphism λ is graded with respect to the chosen splitting on U α ∩ U α+1 . It follows that the action of the automorphism on
is the same as the action of the associated graded automorphism on
, so we have found a model where both actions are equal.
For L
>0
we argue by duality. Recall that the dual local system L ∨ is naturally endowed with a Stokes-filtration
, C) (this is similar to [Sab13, Lem. 2.16]), and this isomorphism is compatible with grading. In particular, it induces isomorphisms
and by the first point applied to
, and let λ ∨ be its dual. Then the first point applied to λ ∨ gives the desired property for λ.
End of the proof of Theorem 1.2 in the case ℓ = 1. We set I = {i},
, and the induced G-action on The case ℓ 2. When ℓ = #I 2, the structure of a Stokes-filtered local system on (S 1 )
ℓ is more difficult to analyze, although it shares many properties with the case ℓ = 1 (see e.g. [Sab13, §9.e]). This is why we use another argument. Namely, Proposition 3.1 enables us to deduce the case ℓ 2 from the case ℓ = 1.
We set k = k(I) as defined after Proposition 3.1. Let nb(D
Indeed, this follows from the uniqueness of M 
and therefore, by applying ι , we are in the situation of loc. cit. except that we do not assume that the C ∞ fibration is topologically trivial. Remark A.11 will then provide the main result used in Step 3 of the proof of Theorem 2.6. We will also review some other essential results which are proved in loc. cit.
A.a. Grading of a Stokes-filtered local system. The result in this subsection is local with respect to D, hence we allow a ramification around the components of D. We fix a nonempty subset I ⊂ J. We fix a simply connected open set U
, and we set Σ
where Φ is a finite subset of Γ U
. Moreover, by the goodness assumption on Σ, Φ is a good set, namely, for every pair ϕ = ψ, the divisor of ϕ − ψ is negative. The set St(ϕ, ψ) ⊂ U
of Stokes directions is smooth over U
• I with fibers equal to a union of translated codimension-one subtori
where c(x) is an invertible holomorphic function on U
• I and (m 1 , . . . , m ℓ ) ∈ N ℓ {0}. We denote by St(Φ) the union of the subsets St(ϕ, ψ) for all pairs ϕ = ψ ∈ Φ.
Let us fix
In the following, S 1 α,θo denotes this circle.
Proposition A.2. Let A
• be an open interval of length < 2π in S 1 α,θo and let A be its closure. Assume that A satisfies the following property.
• For every x ∈ U
is graded when restricted to a sufficiently small neighbourhood U
Proof. We first prove that, for every ϕ ∈ Φ, we have
×A is compatible with base change, hence its germ at x is equal to H k (A, L <ϕ|{x}×A ). By our assumption on A, this is also equal to By mimicking the proof of [Sab13, Th. 3.5 & Prop. 9.21], we also obtain the following proposition. Proof. Since the functor is globally defined, the question is local near a point x o ∈ ∂U
• I . Moreover, as in Section A.a, we can assume that Σ • I is a trivial covering on some neighbourhood of x o . It is enough to prove the statement in the non-ramified case since, by uniqueness the construction, it will descend by means of the Galois action of the ramification. We will work with the corresponding set Φ of exponential factors.
Firstly, we note that Assumption ( * ) also holds for ̟ −1 (U • I ), since any point in ̟ −1 (x) has a fundamental systems of neighbourhoods of the form of the product of neighbourhoods V with a product of ℓ open intervals. It follows that the local system L extends in a unique way as a local system on ̟ −1 (U • I ), and the latter is  * L . Similarly, a morphism between local systems extends in a unique way by the functor  * . The same property holds for the local systems gr ψ L for ψ ∈ Φ.
Let us first show that the functor  * takes values in the category of Stokes-filtered local systems. For a pair ϕ = ψ ∈ Φ, we denote by β ψ ϕ the functor composed of the restriction to the open subset where ϕ ψ (i.e., Re(ϕ − ψ) < 0) and the extension by zero to the whole space. The point is to check that every  * L ϕ decomposes as ψ∈Φ β ψ ϕ  * gr ψ L in the neighbourhood of every point (
. If we fix a small interval A
• containing this point as in Proposition A.2, we find that, according to this proposition and Assumption ( * ),
We are thus reduced to checking that, for a local system L, the natural morphism
L is an isomorphism: we will apply this to the local system
The question is then local, and we can work in the neighbourhood of (x o , θ o ), with the constant sheaf of rank one as the given local system.
If (x o , θ o ) / ∈ St(ϕ, ψ) xo , the result is easy. We will thus focus on the case where (x o , θ o ) ∈ St(ϕ, ψ) xo . This can be written as m j θ o,j − arg c(x o ) = ±π/2. We will consider the case +π/2, the other one being similar. We need to check that the germ at (x o , θ o ) of  *  −1 β ψ ϕ C is zero for any such (x o , θ o ). For that purpose, it is enough to prove that, for small enough closed neighbourhoods V of x o and nb(θ o ) of θ o , the cohomology of the sheaf on
which is zero on
and constant on the complementary set, is zero for 0 < ε ≪ 1 and V small enough. We can regard m j θ j − arg c(x o ) − π/2 as a coordinate θ Since the projection to V is proper, the base change formula shows that the pushforward to V of this sheaf is identically zero, as the cohomology with compact support of a semi-closed interval is zero. Hence its global cohomology on (A.6) is also zero. The next step is to show that the extension by  * of a morphism λ between Stokesfiltered local systems is compatible with the Stokes filtration. The question is local, and we can assume that the morphism λ is graded on (V ∩ U
, according to Proposition A.3. Then  * λ is also graded on this open set with respect to the Stokes filtration constructed above, and is thus also Stokes-filtered.
Once the functor  * is defined, that it is essentially surjective is proven similarly, since in the neighbourhood of any point (x o , θ o ) the sheaves L ϕ are given by a formula like (A.5).
The full faithfulness follows from the full faithfulness for the underlying local systems.
A.c. Openness. We keep the notation as above.
) xo between such objects also extends locally in a unique way.
Proof. The problem is local on D • I and, by the uniqueness of the extension of morphisms, one can reduce the proof to the non-ramified case. We can therefore assume that Σ
• I = Φ×nb(x o ). Moreover, the unique extension of local systems and morphisms between them is clear, so the question reduces to checking that Stokes filtrations extend as well, and that the extended morphism between the extended local systems is compatible with the extended Stokes filtrations.
By Proposition A.2, we can cover (S 1 )
by simply connected open sets U α such that, for every α, there exists a neighbourhood V α of the compact subset U α and an isomorphism (A.8)
and the Stokes filtration on V α is given by
The transition maps λ αβ for (A.8) on V αβ := V α ∩V β satisfy the cocycle condition and are compatible with the Stokes filtration, that is, λ ψ,ϕ αβ : gr ψ L xo|V αβ → gr ϕ L xo|V αβ is zero unless ψ ϕ on V αβ .
Let us shrink nb(x o ) to a contractible open neighbourhood such that, for all ψ = ϕ ∈ Φ, ψ < ϕ on V αβ implies ψ < ϕ on nb(x o ) × U αβ . The local system gr ϕ L xo|Uα extends in a unique way to a local system gr ϕ L |nb(xo)×Uα on nb(x o ) × U α , and so do the morphisms λ ψϕ αβ , which satisfy thus the cocycle condition. In particular, if such an extension λ ψϕ αβ is non-zero at one point of nb(x o ) × U αβ , it is nonzero everywhere on this open set and we have ψ < ϕ on this open set. Let us set L |nb(xo)×Uα := ϕ∈Φ gr ϕ L |nb(xo)×Uα , that we equip with the Stokes filtration given by a formula similar to (A.9). It follows that λ αβ is compatible with the Stokes filtrations. We regard now λ αβ as gluing data. The cocycle condition shows that they define a local system L on ̟ −1 (nb(x o )) whose restriction to ̟ −1 (x o ) is isomorphic to L . It is thus uniquely isomorphic to the unique extension of L xo . Moreover, due to the compatibility with the Stokes filtrations, the latter also glue correspondingly as a Stokes filtration L • of this local system, and its restriction to
• ) xo be a morphism. We can choose the covering (U α ) and the decomposition (A.8) so that each µ xo,α is graded (see [Sab13, Prop. 9 .21]). It extends uniquely as a morphism µ : L |nb(xo)×Uα → L . This shows that one can uniquely extend an object in the second category to an object in the first category along paths starting from y o and that this extension does not depend on the choice of the path. A similar assertion holds for morphisms.
Remark A.11. The uniqueness of the extension of morphisms enables one to obtain the equivalence between the corresponding G-equivariant categories, and this gives the implication (2) ⇒ (3) in the proof of Theorem 2.6.
