We prove a coding theorem for the class of variable-to-fixed length codes and memory less processes using a generalized version of average word length and Rényi's entropy. Further, a generalized version of Tunstall's algorithm is introduced and its optimality is proved.
In this study, we undertake the exercise of obtaining an operational characterization of Rényi's entropy through the class of variable-to-fixed length codes. A coding theorem analogous to the original coding theorem is proved. This theorem states that it is possible to encode so that the generalized compression ratio is arbitrarily close to Renyi's entropy of the source. We also give an algorithm that minimizes the redundancy. These results are extracted from [2] .
The rest of the paper is organized as follows: In Section II, we discuss Shannon's, Campbell's and the Tunstall's coding theorems. In Section III, we prove a generalized Tunstall theorem and prove a coding theorem for variable-to-fixed length codes. In Section IV, we give an algorithm that minimizes the generalized redundancy. In Section V, we prove an inequality relating generalized average word length used by Campbell, the one introduced by us with the ordinary version used by Shannon. In conclusion, we point out directions for further work.
II. PRELIMINARIES
Rényi introduced a one-parameter family of information measures. His entropy is given by H α (P ) = Some important properties of Rényi's entropy that are relevant to this work are as follows:
1) In the limit as α → 0, H α (P ) goes to the Hartley's entropy and as α →1, H α (P )
goes to the Shannon's entropy To establish the context of our result, we give the precise statements of Shannon's, Campbell's and Tunstall's theorems. Let X i , i = 1,... be an i.i.d. source with finite alphabet and let P denote the distribution on the alphabet.
A. Fixed-to-variable length Codes
Theorem 1 (Shannon) : If P = (p 1 , ..., p m ) and (l 1 , ..., l m ) are the lengths of the codewords assigned to m source symbols, then the average word length
Campbell [7] generalizes Shannon's result (Theorem 1). He defines generalized average word length as
He proves the following: Theorem 2:
The redundancy of the code, defined as
is minimized by generalized Huffman algorithm [6] . This algorithm is similar to Huffman algorithm except that the new node obtained after combining two nodes with lowest weights (w i and w j ) on the available nodes is assigned the weight 2 s (w i + w j ). The equality in the theorem holds if
log(p i ) gives integer lengths. In any case, the inequality holds if
B. Variable-to-fixed length codes
Assign a codeword of length log m bits to the ordinal of a source string identified with a leaf in a tree with m leaves. Let the leaf depths and probabilities be l i 's and p i 's respectively. There is an algorithm that minimizes the redundancy. This algorithm is called Tunstall Algorithm. In this, we form a tree by splitting a leaf with maximum probability at each step into two till we have m leaves starting from the tree having just the root node. During splitting, assign the probability to the left leaf as p times the probability of node that is split, and the probability of the right leaf as q times the probability of node that is split, where p+q=1.
Theorem 3:
log(m) m i=1 p i l i ≥ H(p) (Shannon's entropy).
III. GENERALIZED TUNSTALL THEOREM
Motivated by Campbell's generalization of Shannon's noiseless coding theorem, we consider Rényi's entropy to establish the following generalization of Tunstall theorem.
where
for P = (p,q) with q = 1 -p and s > 0. For the rest of the document, we will use the notation H s (p) for Rényi's entropy of a distribution (p,q) on a two point set. Also, unless specified otherwise, Rényi's entropy will refer to H s (p).
The left hand side of eqn (1) is referred to as generalized compression ratio and the denominator as generalized average length of the input words. We now give some lemmas that will help in the proof of Generalized Tunstall theorem, and then give an algorithm (Generalized Tunstall Algorithm) to minimize the redundancy.
Remark 1:
Both sides of inequality (1) increase with s as is shown in Lemma 1 and in [10] . A full m-ary tree is defined as a m-ary tree in which each node has exactly zero or m children. Unless specified otherwise, full tree will mean full binary tree.
Lemma 1:
increases where s>0.
(The sum unless specified otherwise runs from 1 to m) To prove l ′ (s) ≤ 0, we need to prove
To prove this, use induction wrt l i 's . For one point set sl 1 2
We can assume without loss of generality l 1 < l 2 < ...... < l k as all the three sums above can be broken into inner and outer sums where the inner sums are over all i's for which l i 's are same. Now, consider a k+1 point set (A m point set here means one with m different l i 's). Without loss of generality, assume l 1 < l 2 < ...... < l k+1 as re-ordering the quantities won't change the sums. We have to prove Lemma 3:
Proof: This follows from equation (3) which has already been proved in Lemma 1. Lemma 4:
Proof: The proof is similar to Lemma 3, and hence is omitted here.
Lemma 5: For a given distribution (p,q) on a two point set, a parameter s > 0, let h(s) be the Rényi's entropy and h Sh (s) be the Shannon's for the distribution
Or,
Define a r.v. X which takes value p − s s+1 with probability p and q − s s+1 with probability q. We have to prove, E(X . log(X)) ≥ E(X) . log(E(X)), which is true by Jensen's inequality.
Lemma 6: For a given full binary tree with m leaves, let
the so called generalized compression ratio and h(s) be Rényi's entropy.
Thus, if g(s) ≥ h(s), we have
(using Lemma 1)
( where h Sh (s) is defined in Lemma 5)
by Lemma 3,5. This completes the proof of Lemma 6.
Theorem 4 (Generalized Tunstall Theorem):
For a given full binary tree with m leaves,
Proof:
holds for s → 0 + and for s → ∞ as proved in Lemma 2, so it is enough to prove that the two curves g(s) and h(s) do not cross each other. If the two curves intersect at s 0 , the difference at s 0 decreases (by Lemma 6), and thus can never attain a positive value. Since the difference is ≥ 0 as s → ∞ , if the two curves intersect at s 0 , then the difference is zero for all s ≥ s 0 , which will mean equality in (1) as s → ∞. This is equivalent to saying that the minimum length of the tree = log(m) which means that depth of each leaf of the tree is log(m) for m = 2 k , for some k. So, the two curves can't intersect when all the lengths are not identical in which case also (1) holds. This completes the proof.
Theorem 5 (Generalized Coding Theorem ):
There exists an encoding and decoding scheme within the class of variable-to-fixed length codes for which the generalized compression ratio g(s) is arbitrarily close to Rényi's entropy. It is not possible to find a variable-to-fixed length code whose generalized compression ratio is less than entropy.
Proof: We know that there exists an encoding and decoding scheme for which g(0) → h (0) Note that each full tree defines a variable-to-fixed length code. Thus, the second statement follows as a consequence of theorem 4 as there does not exist a tree with g(s) < h(s).
IV. GENERALIZED TUNSTALL ALGORITHM (GTA)
We define generalized redundancy as the difference between generalized compression ratio and the generalized entropy (Rényi's entropy). In this section. we present an algorithm that minimizes the generalized redundancy. 
where p(x) and l(x) are the probability and the length (depth) of the node split to obtain T m+1 from T m .
where C is a constant to be determined later.
Note that for m=2, L(T m ) = 1 and
Now, we give an algorithm that minimizes the generalized redundancy. Let this algorithm be named Generalized Tunstall Algorithm. In this, we form a tree by splitting the leaf with maximum weight w i at each step into two till we have m leaves starting from the tree having just the root node, where w i = p i .2 −sl i . During splitting, assign the probability to the left leaf as p times the probability of the node that is split, and the probability of the right leaf as q times the probability of node that is split, where p + q = 1.
Theorem 6: GTA minimizes generalized compression ratio which is bounded below by Rényi's entropy and thus minimizes the generalized redundancy.
Proof: GTA maximizes internal nodes W (x) or equivalently the expression 
