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a  b  s  t  r a  c t
Information about infectious  disease  outbreaks  is  often  gathered indirectly,  from doctor’s  reports  and
health board  records. It  also typically  underestimates the  actual  number  of cases,  but the  relationship
between  the  observed  proxies  and  the  numbers that  drive the  diseases  is complicated, nonlinear and
potentially time-  and  state-dependent.  We  use  a combination  of data  collection from the  2009–2010
H1N1  outbreak  in Malta,  compartmental  modelling  and  Bayesian  inference to explore the  effect  of using
various  sources  of information  (consultations,  doctor’s  diagnose,  swabbing  and  molecular  testing)  on
estimation  of  the  effective  basic  reproduction  ratio,  Rt. Different proxies  and  different sampling  rates
(daily  and  weekly) lead to  similar behaviour  of Rt as the epidemic  unfolds,  although  individual  parameters
(force  of infection, length  of latent and  infectious  period)  vary.  We also  demonstrate that  the  relationship
between  different proxies  varies  as  epidemic progresses,  with  the  first  period characterised  by  high
ratio of consultations  and  influenza  diagnoses  to  actual confirmed  cases  of H1N1. This  has  important
consequences  for  modelling  that  is based  on reconstructing  influenza cases from doctor’s  reports.
©  2014  The Authors.  Published by  Elsevier  B.V.  This  is an  open  access article under  the CC BY-NC-ND
license  (http://creativecommons.org/licenses/by-nc-nd/3.0/).
Introduction
On the 1st of July 2009, the Health Authorities in Malta reported
the first official case of the swine-origin influenza A (H1N1), but
in the world, it was already during April 2009 that the first offi-
cial cases were confirmed in United States (California) and Mexico
(Chowell et al., 2011a). Shortly afterwards the influenza started
to spread in the European countries (Flasche et al., 2011). During
the initial stages of the epidemic the overall spread was similar
in Europe but in autumn 2009 the second wave of infection pri-
marily emerged in UK (Flasche et al., 2011). A  lot of uncertainty
about this influenza existed especially during the initial stages of
the influenza, but the availability of data sets has now made this
outbreak an excellent case for developing epidemiological models.
The main role of epidemiological modelling is to  estimate the
reproduction ratio, Rt of an unfolding epidemic of the infectious
disease and to provide recommendations for its treatment. How-
ever, even the best models cannot perform their required function
if the quality of data used to parameterise them is  inadequate.
∗ Corresponding author at: University of Stirling, Computing Science and Mathe-
matics, Room 4B59, Cottrell Building Stirling FK94LA, United Kingdom.
Tel.:  +35699891390.
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Unfortunately, we are unlikely to ever have a  complete data set of
disease cases; instead we  typically struggle with incomplete data
sets using various proxies to estimate the numbers we need. One
of the biggest problems in epidemiological parameter estimation
is associated with low reporting rates. In fact the World Health
Organization (WHO) in 2010 said that the total deaths from H1N1
is unquestionably higher (WHO, 2010; Ishak et al., 2011)  due to  a
substantial amount of unreported cases. In the USA the reported
number of H1N1 cases was  “substantially underestimated” when
compared with the estimated number of Reed et al. (2009). This
happens due to several reasons, but the obvious ones are due to
the fact that not all people go to visit their doctor when they fall ill,
not  all cases are sent to laboratories to  be investigated and due to
the timing of the specimen taken (Reed et al., 2009).
Additionally, the reporting efficiency often varies over the
period of the epidemic. Thus, people might be  reluctant to go and
seek the doctor’s attention early in the epidemic if they are not
aware of the risks. Conversely, once the information about the
unfolding outbreak is public, there is likely to be a  rush to seek med-
ical assistance. Thus, the relationship between what we observe
(reported cases) and what is  actually happening in  the field is a
non-trivial function of time, size of the epidemic and news cover-
age. As  these relationships are complex, there are comparatively
few studies that address the influence of choice of proxies and the
time-and state-dependent reporting on the parameter estimation
http://dx.doi.org/10.1016/j.epidem.2014.09.010
1755-4365/© 2014 The Authors. Published by Elsevier B.V. This is  an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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for epidemics and in particular on the estimation of the effective
reproduction ratio, Rt (Ong et al., 2010; Chowell et al., 2006, 2011b;
Griffin et al., 2011; Boëlle et al., 2009; Fraser et al., 2009; Hsieh
et al., 2011; Clancy, 2008; White et al., 2009; Katriel et al., 2011). In
order to do so, for the case of the H1N1, several papers considered
and compared different datasets coming from different states and
countries (Chowell et al., 2011a; Flasche et al., 2011; Flahault et al.,
2009; Opatowski et al., 2011; Kenah et al., 2011).
Parameter estimation for epidemiological models has so far
been mostly based upon positive cases of H1N1 (laboratory-tested-
positive) (Flasche et al., 2011; Hsieh et al., 2011; Buckley and Bulger,
2011; Nishiura et al., 2009; Chang et al., 2010)  although some ana-
lyzed swabbed cases (Influenza-Like-Illness) (Correia et al., 2010;
Rizzo et al., 2010) and others compared swabbed and positive cases
(Chowell et al., 2011a; Opatowski et al., 2011). Many datasets were
analysed with resolution varying from weekly reporting (Rizzo
et  al., 2010; Yu et al., 2012)  to  daily datasets (Flasche et al., 2011;
Chowell et al., 2011b).
It  is therefore very important to look for systems that would
allow us to study in detail the relationship between different
types of epidemiological data. The outbreak of H1N1 influenza in
Malta gives us a unique opportunity to  study such a  relationship.
The Malta Health Promotion Department (MHPD) was  collecting
various epidemiological data during the 2009/2010 outbreak. In
this paper, we use a  combination of these data and the Bayesian
parameter estimation technique to  explore how usage of differ-
ent information about the epidemic influences our understanding
of the disease progress. Our assumption is that  health authorities
would typically have access to  only one of the data types that we
include in our study and so would like to  know how the estimation
would be affected by which type of data is available. Our research
will use data describing the number of people visiting their physi-
cian based on their symptoms (consultations), data about people
that were diagnosed with any influenza (diagnosed), those that
were swabbed for H1N1 (swabbed data) and those that were tested
positive for H1N1 (positives data). The general idea is  to give bet-
ter understanding to the estimation of the force of infection based
on different related sources of data. Furthermore, this analysis
includes both daily and weekly data.
Material and methods
All data collection was performed by  the Maltese Health Author-
ities and led by  the Malta Health Promotion Department (MHPD).
The H1N1 data began to  be collected when the first cases emerged
in  Malta in 2009, but the MHPD also collects data informing about
the seasonal influenza. The total population in Malta as end of
December 2009 was ca. 414,000. This included the non-resident
(tourists) population ranging from ca.  6000 in December to as much
as ca. 50,000 in August. Malta is a densely populated country with
circa 1311 inhabitants per square kilometre.
Doctors’ consultations and diagnosed
The first data set incorporates consultations to the Health Pro-
motion Department between week 1 (1st January) in  2009 and
week 21 (28th May) in 2011 (Fig. 1(a) and (b), based upon eight
physicians selected by the MHPD to report on a weekly basis).
Two types of information were collected, the number of patients
who attended the practice with any medical problems (consulted,
see Fig. 1) and the number of those subsequently diagnosed with
influenza (diagnosed, Fig. 1(a)). The diagnosis was  based on symp-
toms (a sudden onset of disease, cough, fever >38 ◦C, muscular
pain and/or headache; MHPD, private communication). Unfortu-
nately, no data were collected between week 49—2009 and week
53—2009. In our paper we concentrate on the period September
2009–June 2010, during which 52,016 patients sought the physi-
cian’s help and 4544 patients were diagnosed with influenza by the
eight physicians.
Swabbed and H1N1 positive
The physician’s diagnosis typically is not  based upon any micro-
bial analysis and therefore is to some extend arbitrary. In order to
study the process of reporting in more detail, we include in  our anal-
ysis the data for individuals who  were selected for further testing,
based upon their increase risk of complications due to  influenza. In
the community, general practitioners were able to contact MHPD
to have their patients swabbed if they developed flu-like symp-
toms (temperature of 38 ◦C  or higher) and if they fell  under one of
the following high risk groups: elderly, pregnant women, children
under 5 years of age, those with chronic disease and health care
workers. These people were more at risk of developing complica-
tions and could be offered early treatment with antiviral drugs. On
average there were 8.5 doctors sending reports each day. Moreover,
all those admitted directly to hospital with influenza-like sickness
and having a  temperature of 38 ◦C  or higher were swabbed dur-
ing this period. Although testing was  done centrally, not all people
that should have been tested, were actually swabbed. MHPD esti-
mates that for every swabbed person, there were another three
people in the risk group who were not swabbed (private commu-
nication). A total of 1 847 people tested in this way between the
21st of September 2009 (week 39) and 20th of June 2010 (week
24), Fig. 2; of these, 622 tested positive to H1N1. Those who  tested
negative to H1N1 had flu-like symptoms, possibly due to  various
reasons such as having other respiratory illness. In addition, incor-
rect swabbing may  have resulted in missed cases; late swabbing
or inaccuracy of the swabbing system may  also have resulted in  an
inaccurate virus pick-up rate.
Most of the patients who  were swabbed were followed-up,
but doctors did not specifically record the date of recovery. Non-
fatalities were considered to have recovered within seven days of
their swab date, following the usual progression of influenza symp-
toms. During this period, there were five deaths due to the H1N1 in
Malta. Epidemiological data included both residential people and
tourists. In fact one of the deaths recorded was  that of a Spanish
Tourist.
During January 2010 till the end of February 2010, the vaccine
was available to  everyone and so March 2010 can be  considered
as the end of the epidemic. In total, Malta’s Health Department
dispensed 2700 courses of antiviral drugs through the government
dispensary, but it is know that around 10%  of the population had
already bought a stock of antiviral drugs which had not yet expired,
hence using their own  medication. Following the end of  February,
there were no new positive cases.
Data aggregation
In order to compare data collected at different time steps (daily
and weekly), we aggregated the daily data by summing the cases
over the same intervals as covered by the weekly data. Thus, we
analysed the data for swabbed and positive cases twice, once at
the daily intervals (as collected) and once at the weekly intervals
(corresponding to the consultations and diagnosed cases).
Model
A discrete time SEIR stochastic compartmental model (Ong
et al., 2010; Anderson and May, 1991) was used to estimate the
parameters. The model includes four compartments, susceptible
(S), exposed (E) (infected but not infectious), infectious (I) and
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Fig. 1. The epidemiological data from Malta covering the period from January 2009 to May  2011. Consultations and diagnosed were reported weekly by 8 sentinel doctors
selected by MHPD. During the H1N1 epidemic, data were collected daily for swabbed and positive patients from risk groups; data collected centrally for those doctors who
selected to report the case (on average 8.5 doctors per day).
recovered (R). The SEIR model describes the flow of individuals
between the compartments
St = St−1 − At
Et = Et−1 + At − Bt
It = It−1 + Bt − Ct
Rt = Rt−1 + Ct
(1)
where At, Bt and Ct are the numbers of newly infected people in
the population, the number of infectious and recovered, respec-
tively. These variables are assumed to  binomially distributed and
are defined by:
At∼Bin
(
St−1, 1 − e
{
−[ε+ˇIt−1]/N
})
Bt∼Bin
(
Et−1,  1 − e{
−1/˛}
)
Ct∼Bin
(
It−1, 1 − e{
−1/}
)
(2)
where ε, ˇ, ˛−1 and −1 are the importation rate, infection rate
of the local population, the rate of transition from exposed to
infectious and the rate of transition from infectious to removed,
respectively. Hence  ˛ represents the latent period, and  the infec-
tious period.
The population size is  taken to be the total population of
Malta, 414,000. The vector of parameters  =
(
ˇ, ε,  ˛, 
)
and
the current state ˙t =
{
St, Et, It, Rt
}
are unknown. Observa-
tions, Dt,  are assumed to  be  Poisson distributed with mean
Ntıd(t)
{
 +  (It/300)
}
where Nt is the number of physicians sub-
mitting reports on day t and ıd(t) is the weight associated with a
given day of the week d(t) corresponding to  the current day t; Mon-
day being equal to  1, Tuesday being equal to 2 and so on. Then, ıi
is  the proportion of individuals seeking medical help on the day
of the week i.  For weekly data, only one ı  was  used.   represents
the ‘background’ consulting rate (for Consultations this term will
represent all patients visiting a  doctor for any non-flu illness; for
other data this term corresponds to non-H1N1 ILIs). The number of
physicians in Malta was  estimated to be around 300 and so is used
here to convert the actual total number of cases It to the number of
observations by selected physicians.
Once the parameters are computed, the effective reproduction
ratio at any given time t is  calculated according to:
ˇ
(
1 −  e−(1/)
)
S
N
(3)
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Fig. 2. Malta influenza data used in the analysis. The dotted lines denote Malta’s holidays; no apparent correlation with holidays was  found in the data.
where  ˇ is the infection rate,  is  the recovery rate, S is the current
number of susceptible individuals and N the population size.
Parameter estimation
The particle filter algorithm (Doucet et al., 2000, 2001) is a
sequential Monte Carlo algorithm designed to represent the poste-
rior density by a  set of random particles with associated weights.
Details of the approach are given in  (Ong et al., 2010)  and we only
provide a short summary here.
The particle filter algorithm (Doucet et al., 2000, 2001) is a
sequential Monte Carlo algorithm designed to represent the poste-
rior density by a set of random particles with associated weights.
Details of the approach are given in Ong et al. (2010) and we only
provide a short summary here.
The algorithm starts at time t =  0,  and with a  set P of initial
states ˙0 and parameters   generated from the prior distribution.
For each particle, p, at each time step t +  1,  ˙t+1 is drawn using
Monte Carlo simulation from its conditional distribution given xpt ,
were xpt = (˙t, ϑ)  with an associated weight w
p
t .  Following this,
we set xpt+1 = (˙t+1, ϑ) and calculate the likelihood contribution
Lpt+1 = f (Dt+1|x
p
t+1) conditioned on the path of the respective parti-
cle using the same parameter values and on Dt,  which is  the number
of reported cases on day t.  This likelihood is  then used to find the
weights by setting w∗(p)t+1 = w
(p)
t L
(p)
t+1 which are then scaled to  sum to
one: w
∗(p)
t+1 = w
∗(p)
t+1/
∑q=1
P
w
∗(q)
t+1 .
Re-sampling (Doucet et al., 2001)  is  used to  ‘recover’ particles
that are assigned low weights by letting x
∗(p)
t+1 = x
∗(q)
t+1 where q is
selected from the set of integers
{
1, 2, . .  ., P
}
with probability pro-
portional to  w∗(q)t+1 . Thus, whenever some of the particles fell below
a  certain threshold, the current set of particles were re-sampled.
Particle diversity is retained by kernel smoothing (Ong  et al., 2010;
Trenkel et al., 2000). The complete algorithm is  then repeated and
the state values at time t +  1 are calculated using parameters for
time t.
Priors
The prior distributions were based on priors used in Ong et al.
(2010) and were generally very broad. For the daily data sets the
infection rate,   ˇ was  assumed to  follow a  normal distribution with
mean and standard deviation equal to  1. The prior distribution for
the daily importation rate, ε, follows a  normal distribution with
mean 30 and standard deviation equal to 15; for the latent period,
˛, the daily prior distribution was  set to N+(1, 1). For  the infectious
period, , the prior for the daily data was set to N+ (2, 0.5). For
the daily background rate, , the prior was  set to  N+(1, 0.25). For
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the four weekly datasets,  ˇ was assumed to follow a normal distri-
bution with mean and standard deviation equal to 2; importation
weekly rate, ε,  a  normal distribution with mean 80 and standard
deviation 60. The prior distribution for the weekly latent period, ˛,
was set N+(1, 1) for all weekly datasets. For the infectious period, the
prior followed a normal distribution with mean of 1 and standard
deviation of 1. The prior distribution for the background rate,  ,  for
the consultations was set to N+(750, 300), while for all the other
weekly datasets to N+(1, 0.25). The consultations dataset includes a
substantial number of non-flu illness hence the high prior number
for the background rate.
The prior distributions for E(0) and I(0), were derived using the
number of confirmed cases at the start of the epidemic, normally
distributed, with mean and variance related to the observed values
of I(0) using similar approach to Ong et al. (2010). As the epidemic
analyzed here follows from the first summer wave, we  used rough
estimate of cases between July ‘09 and September’ 09 as a guide
for choosing R(0). For the consultation and diagnosed data, the R(0)
value was assumed equal to 65,000, for swabbed equal to 50,000
and for positive equal to  20,000. For the consultation we  assumed
the same R(0) as  diagnosed, but then for the consultation data we
assumed a much higher prior for the background rate. The prior dis-
tribution for the proportion of infected seeking medical help, ı, for
all data sets except consultation was assumed to follow beta distri-
bution, ˇ(5, 15), while for the consultation data ˇ(15, 5). The mean
for the prior beta distribution for consultation is 0.75 while for the
other data sets is 0.25, reflecting large number of consultations
cases.
Simulation parameters
The performance of the simulations depends on the size of the
data sets. The memory and time constraints limit the number of
particles that can realistically be used for large data sets. Hence, for
daily swabbed data, a  series of 10,000 particles is used while for a
smaller daily positive data set, a series of 15,000 particles is used.
For the weekly data 50,000 particles were used. R statistical pro-
gramming language (R  Development Core Team, 2010) was  used to
run the particle filtering algorithm and the SEIR model.
Results
Three periods can be identified in  the data that describe consul-
tations and influenza diagnosed from January 2009 to May  2011,
Fig. 1. The first (January 2009–June 2009) period is characterised by
a  very low level of influenza infections (Fig. 1b), whereas consul-
tations for any illnesses (including influenza) are relatively stable
at approximately 500–700 per week. The last (October 2010–May
2011) of these periods illustrates typical seasonal influenza out-
breaks, characterized by  a winter peak in  flu cases (Fig. 1b), which
is also visible in Consultations above the background level of other
illnesses (Fig. 1a). In contrast, the 2009/2010 outbreak shows a  mas-
sive increase in consultations (Fig. 1a)  that can be almost entirely
associated with the H1N1 influenza (more detailed analysis below).
Three waves can be identified in  the period July 2009–June 2010,
with the first (summer) wave essentially finished by  the time
children returned to school in September 2009 and the second
(October–November) wave initiated shortly afterwards and the
third (December–March) wave following. Data recording is more
complete for the second and the third waves and in particular we
are able to capture the initial stages of this outbreak. Thus, in this
paper we are concentrating our analysis on the period September
2009–June 2010, Fig. 2.
Fig. 3. Relationship between the number of consultations and diagnosed (a)  and
the  number of diagnosed and swabbed (b) over the period shown in Fig. 2.
Lines  of best least-squares fit are used to ‘reconstruct’ the missing data. Consul-
tations = 772.32 +  4.49 (diagnosed), R2 = 0.76 and diagnosed =  26.54 + 1.76 (swabbed),
R2 =  0.71. The diagnosed was first ‘reconstructed’ from swabbed data and subse-
quently, the consultations from diagnosed.
The data reflect the process of identification of H1N1 influenza
among patients who  sought help from the doctors. There is  a  broad
agreement between the excess of consultations above the back-
ground and the number of diagnosed individuals, Fig. 2(a) and
(b),  and the relationship can be approximated by a  linear func-
tion (R2 = 0.71), Fig. 3(a) (we  discuss this relationship in more detail
later in the paper). The background level of consultations (for any
illnesses which are not  related to the influenza) can be estimated
from the linear relationship at about 770 consultations per week,
in good agreement with the rest of the data shown in  Fig. 1a. The
approximately linear relationship seen in  Fig.  3 can be  used to
reconstruct the missing portion of data for consultations and diag-
nosed for December 2009, see Fig. 4.  Up to 64% of swabbed samples
tested positively for H1N1 (cf. Fig. 2c  with Fig. 2d), although no
more positive cases were identified after 21 February 2010.
All four data sets follow a typical epidemic curve, with an ini-
tial slow build-up up to mid-November 2009 followed by  the
main epidemic wave in  December 2009 and a  decline to approxi-
mately constant level  from March 2010 onwards, Figs.  2  and 3.  This
behaviour is  broadly consistent with other data sets available in
the literature (Hsieh et al., 2011; Kenah et al., 2011; Correia et al.,
2010; Poletti et al., 2011; Omori and Nishiura, 2011; Nishiura, 2011;
Fierro, 2011). However, two  main periods can be identified in  the
Malta data, Figs. 2 and 4.  In the early phase (October–December
2009) the level of consultations and diagnosis was high but the
number of individuals referred for further testing (swabbed) and
the resulting number of confirmed cases of H1N1 remained rela-
tively low. For instance, consultations peaked in  October 2009 and
again in December 2009, but swabbed and positives have only one
peak in December, see Fig. 4.  The data for swabbed and positive indi-
viduals aggregated at the weekly intervals unsurprisingly reveal
more variation (Fig. 2c and d), some of which can be associated
with the day of the week, see Fig. 5.
The model successfully represents the main features of  all data
sets, both for the weekly data sets (with the swabbed and posi-
tives aggregated over the weekly periods), Fig. 4,  and for the
daily sampling rate, Fig. 5.  Note that we used the background
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Fig. 4. Comparison of weekly (consultations, (a), and diagnosed, (b)) and weekly-aggregated (swabbed, (c), and positive, (d)) data, solid line, with the results of model fit,
dashed  line (mean) and shaded area (95% high predictive density regions). The ‘reconstructed’ data for consultations and diagnosed cases is marked by dashed–dotted line.
consulting rate  to  represent the consultations that are not associ-
ated with the influenza outbreak. In particular, both waves (October
and December 2009, respectively) are captured by the model and
so are their relative strengths, revealed particularly in  the weekly
data. In addition, some fine scale oscillations are captured by the
model at the higher resolution, Fig. 5.
The estimates of individual parameters vary widely among dif-
ferent data sets and the sampling frequencies, Table 1,  but the
estimates of the effective reproduction ratios Rt based on differ-
ent epidemiological proxies are broadly consistent among the four
data sets for the weekly sampling, Fig.  6.  They are  also consistent
with other data sets available in the literature, for example see Ong
et al. (2010). The initial attack rate is  high, with Rt values of order
3–6 and therefore well over the invasion threshold of Rt =  1.  The sec-
ond wave in December has a lower rate of growth than the October
one and is also initiated with a higher value of already infected
individuals. It  is therefore associated with relatively lower values
of Rt. The epidemic peak is again reflected in  the estimates of Rt for
swabbed and positive data, with Rt consistently exceeding 1 until
well into January 2010. Interestingly, the Rt estimates for consulta-
tions individuals drop below 1 already in November and stay below
the threshold, Fig. 6.
The posterior variability in the estimates of parameters is  ini-
tially high (Fig. 7), but quickly settles on the final values. These
long-term estimates are largely independent of the prior choice,
except for ε  and .
Among the parameters for the weekly data, the infection rate,
ˇ, is decreasing as the proxy becomes more specific, except for
the consultation data (diagnosed > swabbed > positive), Table 1. The
estimate for the external infection pressure, ε, is characterised by
huge variability (Fig. 7). In addition, the data resolution did not
allow us to identify the imported cases to compare the estimate
with the data. There is some uncertainty associated with the latent
period (Table 1)  suggesting that the data are not able to pinpoint
its actual value. The infectious period based on weekly diagnosed,
swabbed and positive data is  on average about 3.5 days, slightly
longer than Ong et al. (2010) estimates. The estimates for  based
on daily data are more consistent with Ong et al. (2010) (1–2  days).
There does not seem to be much variation between days of  the week
for the weekly data, again consistent with Ong et al. (2010). Finally,
the background consultation rate is  high for the consultations data
reflecting the need for accounting for non-ILI patients, whereas for
other data sets it is relatively low. Note that   in Table 1 is calculated
per doctor—with 8 doctors on average reporting per week.
Discussion
Epidemiological models can only be used in  practical applica-
tions if  we successfully and reliably can parameterise them. This,
in turn, depends on the quality of available date. Unfortunately,
this situation is rare in human epidemiology of influenza and sim-
ilar diseases as we always struggle with incomplete data coming
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Table  1
Parameter values estimated for different data sets. Numbers in brackets represent highest density 95% symmetric credible intervals based on  a normal approximation to
posterior distributions.
Definitions Parameter Daily swabbed
(10,000
particles)
Daily positive
(15,000 particles)
Weekly
consultations
(50,000 particles)
Weekly
diagnosed
(50,000 particles)
Weekly swabbed
(50,000 particles)
Weekly positive
(50,000 particles)
Infection rate
(day−1 or
week−1)
ˇ 0.29 (0.16–0.43) 0.38 (0.18–0.58) 0.86 (0.83–0.89) 1.29 (0.90–1.67) 1.13 (0.90–1.35) 0.74 (0.61–0.88)
Importation rate
(day−1 or
week−1)
ε 58.32 (12.77–103.87) 67.88 (−15.16–150.91) 6.08 (4.10–8.07) 581.55
(45.03–1118.06)
98.93
(−73.07–270.94)
246.19
(−17.95–474.44)
Latent period (day
or  week)
˛ 0.07 (−0.04–0.17) 0.31 (−1.28–1.89) 0.32 (0.17–0.48) 0.54 (0.14–0.95) 0.07
(−0.01–0.15)
0.05
(−0.01–0.11)
Infectious period
(day or week)
 2.71 (1.91–3.51) 1.42 (0.77–2.07) 3.87 (3.42–4.32) 0.68 (0.42–0.94) 0.47 (0.27–0.68) 0.39 (0.26–0.53)
Background rate
(day−1 or
week−1)
  1.06 (0.75–1.37) 0.70 (0.39–1.0) 294.95
(285.83–304.07)
0.79 (0.46–1.11) 1.08 (0.60–1.55) 1.50 (0.94–2.06)
Reporting rate ı n/a n/a 0.33 (0.31–0.34) 0.60 (0.54–0.65) 0.31 (0.20–0.42) 0.13 (0.06–0.20)
Monday reporting
rate
ı1 0.15 (0.10–0.21) 0.21 (0.12–0.30) n/a n/a n/a n/a
Tuesday reporting
rate
ı2 0.24 (0.15–0.32) 0.27 (0.16–0.38) n/a n/a n/a n/a
Wednesday
reporting rate
ı3 0.29 (0.20–0.38) 0.26 (0.16–0.35) n/a n/a n/a n/a
Thursday reporting
rate
ı4 0.23 (0.16–0.31) 0.2 (0.12–0.29) n/a n/a n/a n/a
Friday  reporting
rate
ı5 0.25 (0.16–0.35) 0.2 (0.11–0.29) n/a n/a n/a n/a
Saturday  reporting
rate
ı6 0.26 (0.17–0.35) 0.22 (0.12–0.32) n/a n/a n/a n/a
Sunday  reporting
rate
ı7 0.24 (0.16–0.31) 0.21 (0.09–0.33) n/a n/a n/a n/a
from different sources and at different sampling intervals. More-
over, we only rarely can infer the number of actual cases–more
often we have access to various proxies which in different ways
represent the progress of the epidemic. In this paper we use a multi-
proxy data set from the 2009–2010 H1N1 epidemic in  Malta. The
SIR compartmental model is used to estimate the current value
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Fig. 5. Comparison of daily (swabbed and positive) data, solid line, with the results of
model fit, dashed line (mean) and shaded area (95% high predictive density regions).
of the effective reproductive ratio, Rt. We  show that the results
from different proxies are basically consistent, although in  some
cases we observe Rt <  1 from some proxies and Rt > 1 for others. We
also note a  general linear relationship between different epidemic
proxies.
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Fig. 6. Estimation of the effective reproduction ratio at any given point of the epi-
demic for different data sets, including weekly (consultations and diagnosed) and
weekly-aggregated (swabbed and positives) data, (a), and daily (swabbed and posi-
tives) data, (b). Horizontal line corresponds to Rt = 1,  an  invasion threshold.
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Fig. 7. Posterior and priors parameter distributions for the swabbed weekly data (for illustration). The box-plot represents on right represents the prior distribution, whereas
the  graph shows the evolution of the posterior distribution over  time (solid line represents the mean and the dotted lines show the marginal point-wise 95% credible intervals).
However, the datasets presented here allow us an even more
detailed study of the relationship between different approximate
data sets each describing the same epidemic. In particular, as the
proxies become more specific, they introduce different biases and
different processes underlying the reporting of data. The consul-
tations reflect individual’s need for seeing a doctor regardless of
whether the person has or has not got influenza. In among con-
sultations for other illnesses there will be patients with influenza,
but who do not satisfy the ‘official’ criteria for influenza, as well as
‘true’ cases. The doctor will then assign the diagnosed status, again
with some level of arbitrariness. The problem with these data is
that they are only collected at the weekly period and reported by
a small number of doctors. There is therefore a  large uncertainty
associated with the data. Only individuals at risk are swabbed but
the recording is  much stricter and if we can assume that  the dis-
ease affects both individuals at risk and not at risk equally, then the
record of swabbed can be  a  good representation of doctor’s diag-
nose of influenza. However, the swabbed person might not really
have influenza or if he/she has one, it might not be H1N1. The pos-
itive result of testing confirms the H1N1 infection, but introduces
further bias, as  the test is  not  fully accurate. In this paper we have
investigated the relationship between this different data sets and
how the use of one proxy or  another influences the parameter esti-
mation. In particular, we found that broadly the different proxies
are related to each other by an approximately linear relationship,
Figs. 3 and 8.
However, there is an additional time-dependent factor that
becomes apparent when these relationships are  considered for dif-
ferent parts of the epidemic (we limit ourselves here to weekly
data, with aggregation of the daily data for swabbed and pos-
itive). We  split the period from October 2009 and June 2010
into two  periods; see Figs. 2 and 8.  In the early period (weeks
39–46 in 2009), the slope relationship between the level of  con-
sultations/diagnosed and swabbed/positive cases is much higher
than in the second period (weeks 47 in 2009 to  13 in  2010).
Thus, while the number of swabbed and positive cases is much
smaller in the first (autumn) wave of the epidemic than in  the
second (winter) wave, the number of consultations/diagnosed
cases is comparable between the two  waves, Figs. 2 and 4.
Thus it appears that many people actually sought consultations
in the first period and were diagnosed by doctors as having
influenza. However, most of these cases seem to be rather mild
and so doctors were not performing swabbing in  this period,
Figs. 2 and 4.  The number of positive cases was even smaller than
the number of swabbed cases, further corroborating the inter-
pretation of the first period as dominated by panic among the
public.
In contrast, for the mid  to  late period (weeks 47—2009 to
24—2010), the number of consultations seems to largely follow the
swabbed and positive cases (Fig. 8). As in  the early period, it seems
that the number of consultations rises again after April 2010, but
this is not reflected in either diagnosed or swabbed cases (there are
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Fig. 8. Relationship between weekly and weekly-aggregated data for different periods in the epidemic timeline. Early period (weeks 39/2009 to 46/2009) is characterised
by  high overall levels and high variability of consultations and diagnosed cases as compared to  swabbed and positive.
no positive cases after February 21 and so we do not show those
data in Fig. 8).
This lack of stationarity in the relationship between the informa-
tion that can be gathered from doctor’s reports (consultations and
diagnosed) and what the more detailed epidemiological analysis
can reveal (swabbed and positives) is  reflected in a small difference
among the estimates of the effective reproduction ratios, Rt, Fig.  5.
In particular, while the estimate based on diagnosed, swabbed
and positive individuals remains above one in  the winter period
(November through January), the consultation data suggest that
the influenza was not spreading during this time period (Rt close
to, but below 1).
Further work needs to  be done to  understand the process by
which different approximate data are produced and influenced, for
example, by news. This might lead to an improved way of translat-
ing different proxies (and in particular ILIs) into infected individuals
for the purpose of fitting dynamic, SIR-like models. The relationship
between the observed and actual cases is  usually assumed to be lin-
ear and independent of the stage of the epidemic. Our results show
that the relationship might be linear, but it is  certainly not constant.
The feedback between the number of cases and the reporting effi-
ciency needs to be studied in  more detail and might lead to modified
SIR models leading to improved ability to predict a  future course of
any outbreak in real time. Similarly, prediction can be  improved if
different proxies can be combined into one framework. This can be
achieved in the Bayesian framework, but probably would need an
explicit model of various stages of data collection.
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