Cancer is a life-threatening disease with high mortality rates. In the Indian subcontinent, women have a higher possibility to be diagnosed with cancer than men. The most common cancers identified in Indian women are Breast Cancer and Cervical Cancer. Both these cancers have high survival rates in case of early prediction. This paper reviews the attributes which are used in the existing datasets for prediction of these two cancers. The paper also proposes new attributes to overcome the limitations of existing ones, which will further increase the effectiveness of cancer prediction systems. The efficiency of existing and proposed attributes is compared by processing datasets through data mining algorithms using WEKA tool. The algorithms used for this study are -J48 (Decision Tree), Naï ve Bayes, Random Forest, Random Tree, KStar and Bagging Algorithm. The empirical analysis done in the paper reported improvement in the efficiency of cancer prediction over existing prediction systems.
Introduction
According to a report by Indian Council of Medical Research -by 2020, 17 lakh more Indians will fall victim to cancer [1] . It is one of the deadliest diseases with limited knowledge of cures. The occurrence of the disease is increasing exponentially worldwide. Chances of survival are more in case of early diagnosis of cancer. Along with endorsing a healthy lifestyle, doctors have recommended [2] regular check-ups and identification of genetic factors and environmental factors. Amongst the Indian population, women are more likely to be diagnosed with cancer than men [3] . The most common cancers identified in Indian women are Breast Cancer and Cervical Cancer [4] . Both the cancers when detected early, promise a high survival rate.
There is sufficient literature written on cancer prediction systems. After reviewing and analyzing the existing studies [5] [6] [7] [8] [9] [10] [11] , there shortcomings and limitations were observed. This paper focusses on the review of attributes used for the datasets of existing breast and cervical cancer prediction systems and proposes new attributes after identifying the limitation of the existing attributes. Apart from this, statistics on cancer [12, 13] and recommendations of cancer prevention experts are also taken into consideration while proposing new attributes. Comparative analysis of existing and proposed cancer prediction system is done using classification algorithms namely -J48 (Decision Tree), Naï ve Bayes, Random Forest, Random Tree, KStar and Bagging Algorithm.
The paper is organized into six sections. Section 2 reviews the attributes of the existing datasets for cancer (breast and cervical cancer) prediction and discuss their limitations. Section 3 discusses the proposed attributes for cancer (breast and cervical cancer) prediction systems. Section 4 briefly explores the classification algorithms which are used to check the efficiency of existing and proposed cancer prediction systems. Section 5 analyses the results derived from the comparative analysis of the datasets formed using existing and proposed systems, followed by the conclusion in section 6.
Attributes of Existing Cancer Prediction Systems
For this study, datasets available on trusted online sources [14, 15] are referred. After analyzing the data-sets, based on the quality and quantity of attributes, two datasets with sizeable records and eminent attributes are selected for this study. [16, 17] The Breast Cancer dataset has 286 records with 85 of them belonging to one class and the rest to other. There are 9 attributes, namely:
Breast Cancer
 Age: The age of the women.  Menopause: The age of menopause of the women.  Tumour Size: The size of tumour recorded in case of cancer.  Inv-nodes: node size in major portion of breasts  Node-caps: if the presence of node is in the cap of the breasts  Deg-malig: stage of breast cancer  Breast: Affected in left, right or both breasts  Breast-quad: Specification of location regarding upwards, downwards or towards the center  Irradiat: Cancer present or not  Class: Recurrence cases of cancer or non-recurrence cases.
After analysis of this data-set, it is found that some of the parameters mentioned in the data-set are referring to extreme conditions which may not be found in women with early stages of breast cancer. Moreover, some of the parameters cannot be efficiently determined by every woman herself without a medical checkup. Another limitation of this dataset is that it takes into account only those women who are at least diagnosed with one type of cancer and the classification is done with recurrence and non-recurrence cancer cases. Hence, this study observed that there is some gap and the listed attributes of the dataset are insufficient for cancer prediction.
Cervical Cancer [18]
The cervical cancer dataset has 858 instances distributed on the basis of 36 attributes. One class has 803 instances and the other has 55. The classes are divided on the basis of the biopsy results which include women who were diagnosed positive and negative. The attributes are mentioned below: After analysis, it is found that although the dataset is thorough but the women who recorded their data were aware of extensive details about the presence of STDs and HPV (Human papillomavirus). These details cannot be assumed to be in the knowledge of regular women. The major disadvantage of this dataset is that it requires the knowledge of specific attributes which are not commonly known to all women and hence is a limitation in the prediction of cancer disease.
Proposed Attributes for Cancer Prediction

Breast cancer
This paper considered symptoms, statistics and medical recommendations of breast cancer to propose the attributes for breast cancer prediction. The limitations of the existing attributes is corrected to improve the effectiveness of the parameters. The proposed attributes are easy to understand and known to common women without any medical diagnosis. It can be used by any individual to predict cancer. The proposed attributes are:
(i) Immediate Family History: Breast Cancer is highly related to family history. The probability to have breast cancer increases exponentially if an immediate family member has the same. The risk also increases with the number of immediate family members diagnosed. Immediate family members include -mother, sister, daughter, paternal aunt (father's sister) and grandmother. (ii) Extended Family History: The effect of the extended family is comparatively less than the effect of immediate family, but it is significant enough to note. It is directly proportional to the risk of breast cancer. Extended family members include -mother's sisters, cousins, and other male relatives. However, there affect reduces to almost none in 10 years. Therefore, women who have had hormone therapies in the past 10 years are susceptible to breast cancer. (x) Exposure to Radiation: Women who were exposed to radiation in the chest area (generally at a young age), are at a higher risk of developing breast cancer. (xi) Birth Control Pills: The effect of birth control pills is analogous to that of hormone therapy. Only women using them in the past 10 years are susceptible to cancer. (xii) Swelling: Swelling in the chest area is a symptom of breast cancer. Anyone who experiences this, man or woman, are highly recommended to get a medical check-up. (xiii) Irritation: Irritation in the chest area could be due to many reasons. This is a mild symptom, anyhow, individuals experiencing it for a prolonged time are recommended to get a check-up done. (xiv) Redness: Redness of the chest area is another mild symptom. This could be due to many reasons but breast cancer is one of them and hence, check-ups are recommended. (xv) Lumps: Lumps in the breasts are one of the most significant and common symptoms of breast cancer.
Anyone who feels a lump in the chest area should get it checked immediately.
(xvi) Bleeding: Bleeding in the chest area of from nodes is a serious symptom. It should be immediately checked by a medical professional.
To review the efficiency of the above attributes in comparison to the existing attributes, a dataset was created. The data is anonymously collected from patients with breast cancer, individuals who have suffered from breast cancer in the past and women who have never suffered from breast cancer with the help of a form (refer Appendix A). A well-formed and diverse train set was generated for prediction of breast cancer with maximum accuracy.
A total of 184 instances were recorded, 42 instances belonged to the class of individuals who were diagnosed with breast cancer and 142 instances of individuals who were not.
Cervical Cancer
After studying the limitations of the existing parameters for cervical cancer prediction and referring to cervical cancer symptoms [19] , statistics [20] and medical recommendations this paper has proposed various attributes for accurate cervical cancer prediction. The proposed attributes are mostly self-diagnosable and can be filled by any individual with nominal knowledge of cancer. The proposed attributes are:
(i) Family History: The probability of acquiring the cancer gene is very high. Hence, anyone with a cancer-diagnosed immediate family member is at high risk and should look out for all the symptoms along with regular check-ups. (ii) Age Group: Statistics have found that older women (specifically 45-60 years of age) are at a higher risk of cervical cancer [21] . Hence, women in this age bracket should get checked more regularly, even if symptoms are not present yet. To analyze the efficiency of the above attributes, a dataset was created. Anonymous data was collected from patients with cervical cancer and individuals who have never suffered from cervical cancer with the help of a form. The instances were recorded from women of different age groups and varied lifestyle to generate a wellformed and diverse train set for prediction.
A total of 256 instances were recorded, 53 instances belonged to the class of individuals who were diagnosed with cervical cancer and 203 instances of individuals who were not.
Classification Algorithms used for the Study
The effectiveness of existing and proposed cancer prediction system is analysed using classification algorithms present in WEKA (Waikato Environment for Knowledge Analysis) tool [23] . It is a popular Java based tool used for classification, regression, data pre-processing, visualization, etc. It consists of machine learning algorithms that can be used for data mining tasks.
Details of the algorithms used in this study are as follows:
J48 Algorithm [24]
J48 is a decision tree based supervised learning algorithm which uses univariate approach. It is an extension of ID3 and uses divide and conquer to classify data. A decision tree is created by generating different branches according to the choices or paths a problem can take. It is used to conclude the value of a dependent unknown variable on the basis of a one or more independent known values. The limitations of the algorithm is the time complexity due to traversal of longest branch and the space complexity can be high as everything is stored in arrays. [25] This algorithm was proposed by Thomas Bayes for supervised learning. Bayesian classifiers allocate the highly likely class to the feature variable. The best results are obtained with functionally dependent features and completely independent features. Its advantage is that it is robust and can tolerate noise in input. The limitation is that it is only capable of checking the presence or absence of a feature.
Naï ve Bayes
Random Forest Algorithm[26]
The algorithm was introduced by Leo Breiman. As the name suggests, it is a combination of tree predictors. These trees are distributed throughout equally. The robust nature and efficiency of a tree decides the error percentage of the algorithm. It can be used for both classification and regression. They have a unique quality of bias reduction which can be used as an advantage by further increasing correlation. [27] This algorithm considers a tree which is made by various features randomly. These random features are adopted by other probable trees of the same problem. The number of features in these trees at each and every node are equal. All the trees have the same probability of being sampled and hence, on repeating the algorithm enough times on different records, we get accurate results.
Random Tree Algorithm
K Star Algorithm[28]
The K star algorithms are lazy algorithms developed by John G. Cleary and Leonard E. Trigg. They store the training records in a look-up table and defer the work as long as possible. Each new record is compared with the older records in order to find relations. The strongest relation i.e. the nearest instance to the current instance is selected and given the same class. It can tolerate noise in input.
Bagging Algorithm[29]
It combines multiple predictors by sampling multiple train-sets from one train-set. It increases accuracy and identifies bias. With the help of different algorithms for k different train-sets we can have k classifiers. This increases the stability of the regression or classification model. It can also be used in unsupervised cluster analysis. Bootstrap Aggregating is another name for it. A limitation of the algorithm is the high increase in computational complexity.
Results and Analysis
To review the performance of the proposed attributes in comparison to the existing attributes, three metrics were recorded -Efficiency, Mean Absolute Error and Root Mean Square Error. The observations were recorded in WEKA with percentage split test option for classifying the dataset into the train set and test set. The percentage breakage of the two sets were 66% and 33% respectively.
Breast Cancer
The efficiency, Mean absolute error and Root mean square error of the proposed and existing breast cancer prediction systems are listed in Table 1 and are shown graphically in Fig. 1 and 2 . It is observed from the figures and Table 1 that efficiency of proposed prediction system is better than the existing system in case of every classification algorithm. Out of all the algorithms, the performance of the proposed system is best with Naï ve Bayes. 
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EfficiencyEfficiency - 
Cervical Cancer
The efficiency, Mean absolute error and Root mean square error of the proposed and existing cervical cancer prediction systems are listed in Table 2 and are shown graphically in Fig. 3 and 4 . It is observed from the figures and Table 2 that efficiency of proposed prediction system is better than the existing system in case of every classification algorithm. Out of all the algorithms, the performance of the proposed system is enhanced with the maximum difference of increase in efficiency with Random Tree algorithm. 
Conclusion
This paper reviewed the existing cancer prediction systems for breast and cervical cancers and proposed new attributes to enhance the performance. The performance of existing and proposed systems was calculated using data mining algorithms namely J48 (Decision Tree), Naï ve Bayes, Random Forest, Random Tree, KStar and 
Name of Algorithm---------------------------------->
Comparison of Existing and Proposed Cervical Cancer Prediction Systems Root Mean Square Error
Bagging Algorithm using WEKA tool. It is observed from the empirical analysis that proposed system is more efficient than the existing cancer prediction systems.
