This paper investigates the robustness of 31 community speci…c explanatory variables for house prices in the Swiss metropolitan area of Zurich using Bayesian Model Averaging. The main variables which capitalize with a high posterior probability are location speci…c real estate characteristics, municipal taxes and expenditures for culture, health and social services. Demographic as well as other socioeconomic controls seem to be of minor importance. The analysis suggests a minimal list of variables that may be included in any estimation for capitalization of community speci…c characteristics in the context of a metropolitan area in a highly developed country. 
Introduction
In an urban area with diverse and competing local governments, the price of housing depends on tax-expenditure packages, local school, demographic, socioeconomic and other locaction speci…c real estate characteristics of a community. In theory we expect that communities with attractive characteristics, for example, short distance to the center, access to public transport facilities, low taxes, high quality public services, neighborhood schools etc. will have higher property values than communities without these attributes.
Following the pioneering work of Oates (1969) , a number of studies concerning capitalization of the most diverse variables have been performed in the last three decades. 1 Altogether many variables that in ‡uence property values have been identi…ed. Indeed, as Fischel (2001) mentions, "Everything seems to be capitalized".
The basic methodology of most of these studies consists of running cross section regressions including the main variable of interest and a number of other controls. The question arises, however, which independent control variables to include in the regressions. If, for example, a particular toxic waste site's in ‡uence on house values is analyzed (see Ketkar 1992) , this variable of interest is obviously included in the regression. But which other controls should be integrated in the estimations? Theory often produces a rather long "laundry list"of possible controls. Various theoretical arguments can be put forward for di¤erent variables. At the same time it is easy to …nd arguments against an inclusion in a regression. This tends to result in some degrees of freedom concerning the control variables, potentially introducing some considerable bias. This paper employs model averaging in order to systematically analyze which community speci…c variables are of high importance when it comes to house prices. More precisely, we examine the robustness of independent variables in regressions for capital- 1 Here is a selective list: Oates (1973) , Pollakowski (1973) , Edel and Sclar (1974) , Reinhard (1981) , Yinger, Bloom, Börsch-Supan, and Ladd (1988) , Palmon and Smith (1998) consider the capitalization of taxes and/or public goods; Ketkar (1992) and Kiel (1995) analyze the in ‡uence of hazardous waste sites on property values ; Hughes Jr. and Sirmans (1992) look at the e¤ects of tra¢ c on house prices; Portney (1981) shows that local air pollution reduces home values; Rohe and Stewart (1996) concentrate on the e¤ects of homeownership and neighborhood stability; Jud and Watts (1981) , Brasington (1999) , Figlio and Lucas (2004) , Reback (2005) analyze the e¤ects of school speci…c characteristics on house prices. ization of location speci…c real estate characteristics, local taxes, …scal variables, school speci…c controls, median incomes, demographic and other socioeconomic characteristics on the price of a comparable property over a set of communities. Recent articles on house price hedonic such as Bajari and Kahn (2005) or Ekeland, Heckman, and Nesheim (2004) emphasize the issue of functional form instead of variable selection. Here, we focus on the latter as to the best of our knowledge no previous model of housing demand has systematically treated this problem.
We introduce Bayesian Model Averaging (BMA) to address the problem of model uncertainty inherent in the selection of control variables. BMA constructs estimates by "averaging"OLS coe¢ cients across di¤erent models.
2 The weights to individual regressions stem from the Bayesian Information Criterion (see Raftery, Madigan, and Hoeting 1997) . BMA is a way of taking account of uncertainty concerning the model's variables as it does an exhaustive search over the whole model space. The Bayesian approach is feasible and has been applied to various problems in economics by other authors: Fernandez, Ley, and Steel (2001b) , Sala-i-Martin, Doppelhofer, and Miller (2004) , Eicher, Papageorgiou, and Roehn (2007) , attempt to identify the main determinants of economic growth. Raftery, Madigan, and Hoeting (1997) , and Hoeting, Madigan, Raftery, and Volinsky (1999) give various other examples and mention possible applications. The interpretation of the estimates from BMA is straightforward as we can calculate conditional means and standard deviations which can be interpreted similarly to standard OLS coe¢ cients and standard errors.
For this study a comprehensive dataset of 31 variables has been created that may a¤ect the price of comparable single family houses in the Swiss metropolitan area of Zurich. Swiss municipalities are a particularly good study laboratory for the capitalization of municipal public goods and characteristics because of their high autonomy with regard to taxation. 3 Furthermore, the metropolitan area of Zurich is an ideal case 2 Evidently, each combination of regressors represents a unique statistical model. Therefore, the number of combinations of possible models can be huge and usually follows some exponential function of the regressors. Classical statistics does not bring us any further to a solution of this problem. Accepting the fact that we do not know which model is really "true" we face substantial uncertainty in the choice of di¤erent models. Taking account of uncertainty is done by looking at the whole model space and attaching probabilities to its elements. 3 Every year Swiss communities …x a communal income tax multiplier on the cantonal base tax. The 3 because of its high heterogeneity between municipalities with respect to location speci…c characteristics as well as demographic and socioeconomic variables. For the context of a highly developed and industrialized metropolitan area, the analysis suggests a minimal list of variables that might be included for other empirical analysis concerning the capitalization of community speci…c variables.
The remainder of this paper is organized as follows: Section 2 gives a brief overview concerning the methodology behind Bayesian statistics in general and BMA in particular.
It also takes a look at the data and explains which variables are generally used in the literature on capitalization. Section 3 provides some baseline results that highlight the importance of certain regressors and show at the same time that a large number of explanatory variables have only little in ‡uence on property values. We then compare posterior mean of coe¢ cients conditional on inclusion of the BMA algorithm with the setting having the highest posterior probability and with an OLS setting including all variables. Finally we perform an iterated Bayesian Model Averaging analysis for variable selection under di¤erent speci…cations which are common in other capitalization studies.
Section 4 o¤ers some concluding remarks.
Estimation

Methodological Issues of BMA
The empirical strategy is to address the issue of model uncertainty with respect to variable selection in regressions by employing Bayesian Model Averaging (BMA) as suggested by Raftery (1995) . Here, we restrict ourselves to address the main intuitions behind the BMA methodology. For detailed introductions to model averaging and particularly BMA see Hoeting, Madigan, Raftery, and Volinsky (1999) and Raftery, Madigan, and Hoeting (1997). 4 Broadly speaking, BMA is simple Bayesian statistics applied when there is model di¤erences in this tax multiplier are pronounced and continuously debated in public. 4 Durlauf, Johnson, and Temple (2005) mention technical challenges with model averaging in economic applications and treat the choice of prior structure exhaustively.
uncertainty. In classical statistics a parameter has a true but unknown value. Such a parameter does not have a density because it is not random. As generally known, Bayesian statistics expresses all uncertainty in parameters and models in terms of probability.
Moreover, the exploration of the joint posterior distribution gives a complete picture of the parameter uncertainty, which simply cannot be achieved via the classical approach.
Inferences are made by applying the basic rules of probability calculus.
5
Let y be the dependent variable, house prices, in n municipalities. The dependent variable is explained by an intercept and k 1 independent predictor variables grouped in a design matrix [1;X] of dimension n k. As we consider linear regression models only but are unsure about the k explanatory variables to include there are K := 2 k possible statistical models, M 1 ; :::; M j ; :::; M K . We denote X j as a submatrix of X with dimension n k j and j is a column vector of regression coe¢ cients with k j elements.
Model M j with the regressors and X j can so be written in the standard form as
where is a scale parameter and " a random error term that follows an n-dimensional normal distribution.
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Denote D = [y; 1; X] of dimension n (k + 1) as the full information we have got.
Suppose we want to make inference about an unknown parameter of interest, say , which has common interpretation across all models. A direct application of the law of total probabilities (see Durrett 2005 for a proof) implies that the posterior distribution of given D is the weighted posterior distribution of that quantity under each model
The weights are given by the posterior model probabilities P (M j jD) which indicate the probability that M j is the correct model given D. If we consider as a single coe¢ cient of a regression variable, the marginal posterior probability of including this variable is the sum of the posterior probabilities P ( jD; M j ) of the models which include this regressor, weighted by the posterior model probabilities P (M j jD). Again, with simple statistical theory ("Bayes rule") the posterior model probability of M j is given by
where P (M j ) is the prior model probability and L(DjM j ) is the marginal (or integrated)
likelihood of model M j over all unknown parameters. 7 The marginal likelihood is a high dimensional integral and given by
Here, P (Dj ; j ; ; M j ) is the likelihood to observe D given model M j using the submatrix X j corresponding to (1). P ( j jM j ) and P ( ; ) are the relevant priors. Yet again, when we are interested in a model parameter, say i , we get by (2) with = i a model-averaged Bayesian "point"estimator
where the posterior mean~
of i is approximated by the corresponding maximum likelihood estimator^
(see Raftery 1995) . The same logic can be applied to obtain a posterior standard deviation. Clearly, we can also estimate the posterior probability that a certain variable has a nonzero coe¢ cient and is therefore included in the regression. This probability is then called the posterior inclusion probability.
As we lack knowledge on the probability distributions of the models P (M j ) it is straightforward to assume a uniform distribution and that the regressors are independent 7 L(DjM j ) is a probability measure itself.
6 of each other. This implies a prior probability of any model is
Each model is therefore equally likely. The probability of including any regressor then equals 1=2. We follow in the choice of the prior structure the common practice in the literature (see for example Raftery 1995 , Raftery, Madigan, and Hoeting 1997 , Hoeting, Madigan, Raftery, and Volinsky 1999 and Fernandez et al. (2001b , 2001a ).
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An additional implementation problem with BMA is that the number of models increases at an exponential rate 2 k in the number of regressor. Using k = 32 regressors (including the constant ) in the estimations corresponds to more than four billion different models. E¢ cient samplers have to be used to avoid exhaustive sampling. Our method follows Raftery (1995) who suggests the "Regression by Leaps And Bounds Algorithm"of Furnival and Wilson (1974 8 Bayesian inference has been controversial because it uses the prior distribution, P (M j ), which is subjectively determined by the user. However, it was shown that in large samples this has little importance. Furthermore, the chosen prior is safe and robust and may even be used as a benchmark. Sala-i-Martin, Doppelhofer, and Miller (2004) argue in favor of greater weights for smaller models. 9 Other sampling algorithms include the "Markov Chain Monte Carlo Composition (MC3)" used by Fernandez et al. (2001b Fernandez et al. ( , 2001a or the "Coin ‡ip sampler" used by Sala-i-Martin, Doppelhofer, and Miller (2004) . 7 urban agglomeration in Switzerland. Over a million people either work or live there.
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The canton's 171 municipalities are very autonomous: Swiss municipalities have the possibility to levy income taxes via a municipal tax rate (collection rate) …xed by the municipality itself. Each community …xes every year a tax multiplier on the cantonal base tax which varies from canton to canton. Moreover, they may undertake a variety of local decisions concerning public expenditures without prior approval of the canton nor the federation. The Swiss legislation mostly addresses decision-making procedures and information the local governments must provide as decision support for voters. Communities have a large sovereignty of choice within certain minimum standards, regarding class size or other minimum requirements for public service production. This reduces, to some extent, the drawbacks of controlling correctly for public good provision by di¤er-ent proxies which can be problem according to Palmon and Smith (1998) . Concerning population structure (population size, density, fraction of foreigners, etc.) and locational characteristics (distance to the center, distance to green spaces, distance to shops, pollution, etc.) the canton's municipalities are highly diverse. Further heterogeneity is added by the "Zürichsee", a 88.66 square kilometer large lake in the canton. Following the introduction of a harmonized public accounting system for bookkeeping and budgeting, reliable and consistent municipal …nancial data are available for all communities in our dataset. Consequently, the Canton of Zurich and its municipalities represents an ideal laboratory in order to identify the most important capitalization factors for house prices in an urban metropolitan area.
The dependent variable is the price of a standardized and comparable single family house for each community. The standardized house has …ve rooms, two wash rooms, 450 m2 garden area, 750 m3 volume, it is an end-terrace house, conveniently situated in the municipality, and has one garage space. The data was obtained from the Cantonal Bank of Zurich, the largest real estate banks in the canton, which evaluates houses by the sales comparison approach based on actual transactions. By looking at a comparable house for each municipality we can focus on di¤erentials between communities as house characteristics can be neglected. Table 1 .
< Table 1 here > The dataset contains observations for all 171 municipalities from the year 1998 to 2004. In the analysis we do not include the city of Zurich and Winterthur because as opposed to the other municipalities they are clearly considered as cities and have a di¤erent structure: Zurich and Winterthur have each a number of separate districts which form the cities. These districts di¤er in important aspects such as median incomes, unemployment rates, the fraction of foreigners etc. but they have the same tax multiplier and pro…t from the same public expenditures. Consequently, the e¤ect of diverse …scal variables cannot be measured for each district. Furthermore, Zurich is the center of the canton and we would like to control for the distance to the center in order to treat mobility issues in the analysis.
12 Finally, the two cities are large with respect the rest of the municipalities in the canton.
13
11 Capitalization studies such as Stull and Stull (1991) , Palmon and Smith (1998) or Brasington (2001) look at heterogeneous houses and consequently have to control for housing characteristics such as the age of the house, number of rooms, the size of the house etc. Studies such as Oates (1969) , Oates (1973) , Ketkar (1992) or Reback (2005) use the median or average value of a house in a district. 12 We performed a number of robustness tests (available on demand) including the city of Zurich and Winterthur. Our main insights do not change when we include these additional observations.
13 Polinsky and Shavel (1976) show that using cross-section regressions to analyze the e¤ect of amenities on house values is valid when the communities are considered "small" and there is mobility within and among them. The City of Zurich and Winterthur had an average number of 337262 inhabitants and 89757 inhabitants over the years 1998 to 2004. Whereas the average number for the other 169 municipalities were approximately 4700 inhabitants. The reduced samle of communities studied here is likely to approximate these conditions fairly well. 14 By including the distance to green spaces, we try to take account of the land in a community devoted to recreation. Similar variables are often considered in other capitalization studies. Stull and Stull (1991) , for example, include the area devoted to industry in a community as an inverse measure for the living conditions in a community. Controlling for the distance to the center is not necessarily the same as controlling for the distance to commercial areas. Indeed, La¤erty and Frech III (1978) show that a wide dispersion of commercial developments reduces home values in Boston suburbs. Consequently, we include the distance to shopping centers as an additional measure of control. Estimating the e¤ects of environmental damage is common in the capitalization literature: Portney (1981) looked at the e¤ects of localized air pollution on home values in Pittsburgh. Ketkar (1992) and Kiel (1995) analyze the negative impacts of hazardous waste sites. For the estimations we include a control for environmental damage as NO2 particles in microgram per cubic meter of air. Usually in Europe and especially in Switzerland public transport plays a more important role than in the United 14 Still not all older studies control for the distance to the center (see Edel and Sclar 1974 for instance) States. We consequently include the distance to the next public transport facility and an indicator for access to fast trains in the estimations as is also done by Ketkar (1992) .
Note that these measures also represent an approximation of tra¢ c on neighborhood streets which reduces property values according to a study by Hughes Jr. and Sirmans (1992).
Next we turn our attention to local …scal variables that in ‡uence house prices. Clearly, the tax rate is the most common variable analyzed since Oates (1969) . In the Swiss context, though, we focus on local income taxes instead of property taxes which are a common topic in the United States. 15 In a more recent study Palmon and Smith 1998 speci…cally focus on the estimation of property tax capitalization. Still, the e¤ect of local income taxes was analyzed also for metropolitan areas in the United States by Stull and Stull (1991) . They …nd a negative and signi…cant impact. Moreover, we include an array of expenditure variables. Aggregated expenditures approximate public goods provision as mentioned by Oates (1973) and other authors but it is likely that a functional division of expenditures better re ‡ects their real e¤ect on house values.
Cultural expenditures in a community re ‡ect public good provision of cultural facilities.
On the other hand expenditures for administration do not directly re ‡ect public goods but high expenditures in this category might indicate waste of resources by the local government. Consequently, we expect that expenditures for administration capitalize negatively, where as expenditures for culture, health, security, social well being and for tra¢ c facilities capitalize positively but with di¤erent coe¢ cient values. Moreover, we take account of the municipal debt by constructing a theoretical number of years it takes a community to fully pay back its debts. This variable is expected to capitalize negatively as higher debts mean higher taxes in the future.
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The US literature on capitalization treats the e¤ects of school characteristics, school distance, test scores or ethnic composition on house prices extensively. School characteristics are analyzed in some more recent studies by Black (1999) , Figlio and Lucas (2004) or Reback (2005) . Furthermore, living in a community which has an own grammar school may be more attractive as pupils do not depend on public transport and are closer to their homes. We consequently include a dummy variable that measures whether a community has a grammar school. Finally, the school organization in the canton of Zurich is di¤erent to other European municipal school structures. In most European countries, primary schools are usually managed by the communities themselves. In Zurich, schools can either be managed by the municipality itself or a special school community. The school communities can be seen as functional entities that overlap a number of di¤erent municipalities, usually geographical neighbors. The school communities have autonomous budgets and their accounts are often not consolidated in the political community because of the overlapping structure. Consequently, we do not have a consistent and reliable measure for education expenditures to include as an additional control. Instead, we have constructed a dummy variable which equals 0 if community and school are apart and takes the value of 1 if the community itself manages its schools. A priori, the impact of this variable is unclear. Frey and Eichenberger (2002) argue that a functional, overlapping and competing organization of federalism is likely to be more e¢ cient but a number of other Swiss economists and bureaucrats argue in favor of centralization. 
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The median income or the income of a house owner is almost a standard variable used in the empirical capitalization literature. Again, Oates (1969) used this measure as well as most of the more recent articles on capitalization.
Moreover, we include a number of demographic characteristics in our estimation.
These characteristics include the size of the population itself, the population density, the fraction of young people and the fraction of elderly. Most of these variables can be found in di¤erent empirical studies. They re ‡ect general neighborhood and socioeconomic in ‡uences on house prices. Similar variables were used, for example, by Rohe and Stewart (1996) . As further demographic controls, we include the fraction of foreigners which re ‡ects the ethnic composition of the community. As Zurich is also the home of many highly educated expatriates the sign of this variable is unclear. The number of citizenship changes re ‡ects communal openness as well as changes in the population structure. The fraction of persons employed in the third sector, the unemployment rate and the fraction of commuters in the workforce approximate working possibilities in the community. The unemployment rate itself may also serve as a measure for crime rates.
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Finally, we also include a variable which takes account of overall investments in living space per capita in the community. Such a type of variable captures municipal development and attractiveness (see Reback 2005 who also controls for a measure of the total market value derived from new construction and improvements).
Results
Now we are ready to conduct our BMA estimation. For every variable in the dataset we calculate the posterior inclusion probability as discussed in the last section. Figure 1 shows the posterior densities of the coe¢ cients of 12 variables which are commonly used in the literature when analyzing the relation between housing prices, …scal variables and location speci…c factors: the distance to center, NO2 pollution levels, the distance to public transport facilities, tax rates, expenditures for culture, expenditures for health, expenditures for social well-being, the distance to next school, median incomes, popula-19 Taylor (1995) mentions that high neighborhood crime rates reduce home values in Baltimore.
13 tion densities, the unemployment rate, and the fraction of commuters.
< Figure 1 here > As mentioned by Sala-i-Martin, Doppelhofer, and Miller (2004) the marginal posterior distribution for each coe¢ cient is a mixture-t distribution. Consequently such a distribution can take almost any form and we approximate it here by a …nite mixture of normal densities which are scaled so that the height of the curve equals the posterior inclusion probability. 20 Indeed, we see that a number of variables such as the distance to the center or the level of pollution, expenditures for health and median income have a long tail distribution. The rest of the variables seems to follow a posterior distribution which is close to a normal one. The discrete mass at density zero gives the probability that a certain variable is not included in the model. Clearly, the inclusion probabilities for the distance to public transport facilities, the distance to the next school as well as the unemployment rate are fairly low. We also remark that for all variables apart from the distance to public transport facilities, the distance to schools and the unemployment rate the number of included control variables in the regression does not matter as far as the sign is concerned, i.e., all these variables always have the expected sign apart from the edges of the distributions.
We now present our numerical baseline results by analyzing simultaneously the 32 variables (including a constant) in the BMA framework. Subsequently, we take a closer look at the estimates by comparing the "Best Model"resulting from the BMA estimation procedure with the BMA posterior mean conditional on inclusion and an OLS estimation which includes all exogenous variables of our dataset. Furthermore, we implement an iterated BMA algorithm for variable selection which distinguishes itself from the baseline estimation by the fact that in each estimated model only a maximum number of explanatory variables are allowed. Finally, we present iterated BMA results for each year of our panel dataset separately.
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To address possible problems of multicollinearity, numerical stability, and computational precision we calculate a "condition number" as often proposed by numerical mathematicians (see Schwarz and Köckler 2004, pages 51-54) . 22 Generally speaking a very high condition number leads to problems with numerical estimations because a high number of ‡oating point precision is lost. The condition number of all our estimated models is usually around = 10 6 . Therefore, we are neither likely to have problems with precision nor with correlation between explanatory variables as the BMA algorithm itself chooses the variables having the highest e¤ect on the Bayesian Information Criterion. 
Baseline results
< Table 2 here > Table 2 presents the main results for the 32 variables. Note that all regressions used in the model averaging contain year …xed e¤ects. Column (1) reports the posterior inclusion probability of a variable in the capitalization regression. Column (8) gives the ranking according to the posterior inclusion probability of the variable under consideration. For example median income is ranked …rst with an inclusion probability of 99.9 % whereas the distance to green spaces is ranked 6th with an inclusion probability of 22.9 %. The posterior inclusion probability can be interpreted as a goodness-of-…t measure of models including a speci…c variable versus models not including that variable. There is no clear consensus in the BMA literature about the threshold when a variable should be considered as e¤ective. Raftery (1995) suggests that e¤ectiveness is only reached when the posterior inclusion probability exceeds 50 %. This means that the posterior inclusion probability must be higher than the prior probability. There are 14 variables for which methods to estimate a house price hedonic but does not focus on variable selection. BMA tests with semi-log forms lead to almost the same selection of controls as the linear form. Results for these additional tests are available on request. 22 The condition number is de…ned as the ratio of the largest to the smallest non-zero singular value of the matrix. 23 The machine accuracy of the statistical software R is approximately 16 ‡oating point operations and R works with the perfectly stable QR algorithm when solving least squares problems. We also looked at the partial pair wise correlations of all variables. Only very few cases have partial pairwise correlations of over 0.5. There is no speci…c threshold value for the condition number. Still, as = 10 the posterior inclusion probability increases with respect to the prior. These variables are the constant, the controls for lake view, south-west exposition, the distance to the center, the distance to the next shop and the level of air pollution as far as major location speci…c characteristics are concerned. The most important …scal variables are the tax rate, expenditures for culture and health as well as for social well-being. In the Swiss case it seems that school speci…c controls are of minor importance which is likely to be the case because of overall good public education. 24 As the curriculum is …xed, families cannot improve the education of their children by moving a speci…c community. Still, at least the average distance to the next school matters to some extent with an inclusion probability of 9.2 %. As supported by most other capitalization analyses starting with Oates (1969) , Pollakowski (1973) , Oates (1973) and a large follow up literature, the median income of a community is highly important. As far as demographic and socioeconomic characteristics are concerned only the population density, the fraction of elderly in the community and the fraction of commuters seem to satisfy the criterion of a posterior inclusion probability above 50 %.
Columns ( Bayesian econometrics but only densities are known. Nevertheless, the posterior mean conditional on inclusion and posterior standard deviation conditional on inclusion have a straightforward interpretation: A researcher having the prior inclusion probability of 100 % for a speci…c variable and a 50 % inclusion probability for all remaining ones can interpret the coe¢ cient of interest as the posterior conditional mean of Table 2.   25 24 Most likely this is also the case for the majority of countries in the European Union. 25 The posterior conditional means and posterior conditional standard deviations from BMA can also be compared with coe¢ cient and standard error estimates from standard OLS not taking account of Moreover, we calculate an impact measure in column (3). This measure represents the in ‡uence in Swiss Francs on house values of a one percent increase of the mean of the respective independent variable with respect the posterior mean conditional on inclusion.
Looking at the estimated coe¢ cients and standard errors in columns (2) and (4) Rohe and Stewart (1996) . The fraction of foreigners has a positive impact because a large number of foreigners in the Canton of Zurich are highly educated expatriates. In column (5) we perform a Wilcoxon signed-rank test for the sign of the posterior mean conditional on inclusion (see Wilcoxon 1945) . In the averaging procedure di¤erent models are estimated. In each of these models the sign of the variable under consideration is taken. It might be the case, for example, that the distance to transport facilities capitalizes positively in one model but negatively in another with di¤erent control variables. We test for this possibility and present the resulting p-values in column (4), i.e., we test whether the coe¢ cients of the diverse models have the same sign as the reported posterior conditional mean. Apart from having a low inclusion probability a researcher cannot be sure about the sign of the variables used in his study. Depending on the variables included in the regression, the sign of the variables with a high p-value for the Wilcoxon test can either be positive or negative. For instance, in all models the coe¢ cients for the lake view variable is positive and consequently the p-value equals 0.000. For the distance to public transport facilities, we …nd positive and negative coe¢ cients over the whole model space. Still, at a level of 0.0591 the hypothesis that the distribution of the coe¢ cients'signs is symmetric can be rejected. Most of our variables have p-values lower than 5 %. For the variables distance to public transport facilities, the theoretical debt repayment in years and changes in citizenship we …nd signi…cance levels between 5 and 10 %. The signs of the variables expenditures for administration, expenditures for security, class size, own grammar school and employment in the third sector are unclear as the Wilcoxon test returns a p-value above 0.1 when the whole model space is considered. Moreover, we represent negative coe¢ cients with a darker color and positive ones with a lighter one.
Comparison of Coe¢ cient Estimates
The Wilcoxon signed-rank test indicates that for a number of variables di¤erent speci…-cations of the regression model return diverse coe¢ cient signs. Now, we are interested whether the sizes of the coe¢ cients are statistically di¤erent too. When estimating, for example, the impact of schools on house values such as in Jud and Watts (1981) the sign of a variable is of interest but also its impact on house prices. Consequently, the question shall be answered if variable and model selection in ‡uences the coe¢ cients'sizes of the variables signi…cantly.
We identify a "Best Model" as the model with the highest posterior probability over the whole model space. This model does not necessarily include all variables. Table   3 compares the "Best Model's" coe¢ cients with an OLS speci…cation including all 32 variables and the posterior mean conditional on inclusion. Moreover we calculate the standard deviation of the coe¢ cients of the di¤erent models used in the averaging and estimate a bootstrap bias of these coe¢ cients.
< Table 3 here > Columns (1) and (2) give the coe¢ cients and the standard errors of the "Best Model". Indeed, the highest posterior model probability is achieved when not all variables are included. Variables with a posterior inclusion probability below 50 % were dropped. In columns (3) and (4) we present OLS coe¢ cient estimates and standard errors for house prices including all 32 variables of our dataset.
Turning to columns (5) to (7) gives an impression of the di¤erences between the coef…cients of three settings. We calculate the percentage di¤erences between the coe¢ cients of the "Best Model" versus the OLS setting in column (5), the "Best Model" versus the posterior mean conditional on inclusion in column (6) and …nally the OLS setting versus the posterior mean conditional on inclusion in column (7). 26 Comparing the "Best Model" and the OLS estimates, there is no observable pattern as far as the di¤erences of the coe¢ cients are concerned. In ten cases the coe¢ cient of the "Best Model" is higher than in the OLS setting. In …ve cases the OLS coe¢ cient lies above the coe¢ cient of the "Best Model". Especially, the relative di¤erence for the variables distance to next shopping center, access to fast trains, and the population density are pronounced. Comparing the "Best Model" with the posterior mean conditional on inclusion in column (6), we notice that the absolute percentage values are lower, indicating that the conditional mean is closer to the "Best Model" than the simple OLS estimation with all control variables. Finally, we compare the OLS setting against the posterior conditional mean.
Here all coe¢ cients can be compared. Especially coe¢ cients with a low posterior inclusion probability show very high di¤erences in this setting. Interpreting the impact of coe¢ cients in monetary terms should therefore be done cautiously especially if the true speci…cation of the model is uncertain.
Column (8) gives a measure for the distribution of the coe¢ cients over the di¤erent models estimated. When comparing the calculated standard deviation for each coe¢ cient over all models with the posterior mean conditional on inclusion of Table 2 we …nd that the estimates with a high posterior inclusion probability show a comparatively small standard deviation. Coe¢ cients with a low posterior inclusion probability tend to be distributed more widely around their mean. 
Iterated BMA for Variable Selection and Robustness
Most capitalization studies only use a limited number of control variables. Clearly, the number of possible exogenous variables does not only depend on data availability but also on other issues such as problems with multi-collinearity and speci…c settings of the analysis: Palmon and Smith (1998), for example, do not need to take account of proxies for public goods as all the Texas municipal utility districts they analyze provide the same public services; other authors have to include additional controls as their houses are not comparable. Looking at the highest number of community speci…c control variables for a number of older and more recent studies shows the following picture: Oates (1969) includes seven controls, Pollakowski (1973) includes eight controls, Edel and Sclar (1974) include …ve controls, Stull and Stull (1991) include 15 municipal controls, and Brasington (2002) includes 13 municipal controls.
Next, we perform an iterated model averaging procedure with an exogenously determined number of maximum control variables to select from. Iterated BMA makes repeated calls to the Bayesian Model Averaging algorithm using the speci…ed maximum number of control variables in every estimated model. After each iteration of BMA only those variables having a posterior inclusion probability greater than 5 % are used for the next step. Clearly, the lower the maximum number of control variables the higher the number of iterations performed. 27 The result of the iterated BMA procedure is a list of variables which were selected from the 32 possible controls (including the constant). Table 4 presents the results for three scenarios common in the literature.
< Table 4 here >
In column (1) we allow a maximum of ten variables to be selected. Indeed, especially the literature before 1990 mostly included a number of less than ten controls probably due to computational di¢ culties at the time. In such a setting mainly controls for locational characteristics remain in the estimation. Furthermore, the tax rate, expenditures for culture and health as well as the population density and the fraction of elderly are selected. All other variables drop out at a certain point during the iteration, meaning that at least in one out of 22 BMA iterations their posterior inclusion probability was below 5 %. A researcher interested in the e¤ect of a certain policy variable on house prices, in a similar setting as presented here, should therefore try to …nd a set of location speci…c characteristics and at least some controls for …scal characteristics of the community as well as the population density. 28 School and population speci…c variables turn out to be comparatively less important considering our data. In colum (2) we indicate the number of times a variable was included in a model. Most variables were dropped out directly after the …rst iteration.
In columns (3) and (4) we repeat the same exercise for a maximum of 15 controls to be selected. Again, except for the distance to green spaces and to public transport facilities all location dependent characteristics are selected by the algorithm. Expenditures for social well being, the median income of the community as well as the fraction of commuters are selected too. Lastly, year dummies become important in this setting.
Finally, we look at the selected variables when at most 20 controls are allowed to be chosen from the whole dataset. This represents a setting that is common in today's urban literature. Apparently, location speci…c characteristics remain important and only the control for the distance to the next public transport facility is dropped. Concerning …scal variables the measure for the debt repayment capacity is selected. The distance to schools becomes important too but concerning demographic and socioeconomic characteristics no additional variables are selected nor dropped. Finally, the variable capturing investments in living space and consequently general attractiveness is selected. We remark, that the total number of iteration is low as 20 variables can be quickly selected from 32 possible 28 Location speci…c characteristics and the selected …scal variables are even more important than year …xed e¤ects which were dropped during the iteration.
in only three iterations.
It is also worthwhile to note that most capitalization studies do not consider a long time horizon. Usually, only cross sectional data is used (Edel and Sclar 1974 Table 5 .
< Table 5 here > The general picture concerning variables to be included when comparing Table 4 and Table 5 remains the same. Factors indicating the location of a house apart from the distance to public transport facilities remain highly important. Concerning …scal variables, we see that expenditures for administration, security and the debt repayment measure drop out of the algorithm for all considered year. Expenditures for tra¢ c facilities are dropped for all years except one. For school characteristics only the distance to the next school is selected for the year 1999 and the class size is selected for the year 2002. The median income is selected for all years and its maximum posterior inclusion probability is always at 99.9 %. As in Table 4 demographic and socioeconomic variables are mostly dropped during the iterating because their posterior inclusion probability is at least in one iteration below 5 %. Exceptions are the variabes population density which is selected four out of seven possible times, the fraction of elderly which is always selected, the fraction of foreigners which is selected four times, and the fraction of commuters which is always selected. The control for changes in citizenship remains in the estimation for the year 2000 but its maximum posterior inclusion probability is only 19.4 %. Finally, the control for living space investments is dropped in all subsamples apart of the year 2001.
Concluding Remarks
In this paper we took a fresh look at the capitalization of a number of location speci…c, …scal, school, income, demographic and other socioeconomic variables for communities in a metropolitan area. There is a potentially large theoretical number of communal variables in ‡uencing house prices. Our analysis suggests that Bayesian Model Averaging Our main results suggest that housing prices are primarily in ‡uenced by location speci…c factors such as the distance to the center, south-west exposition, the distance to local shopping centers, air pollution levels and access to fast public transport. Furthermore, …scal variables and especially taxes play an important role. Expenditures for culture, health and social well-being clearly seem to determine house prices whereas expenditures for administration, public security and tra¢ c have comparatively low posterior inclusion probabilities. Regarding the in ‡uence of schools, we …nd that in the Swiss context mainly the average distance to the next school matters to some extent.
Class sizes, having and own grammar school in the community and living in a community with a separate school community seems to be of less essential. This might be due to the fact that private schools play a small role in education in Switzerland. Moreover, and in line with the capitalization literature, we …nd important e¤ects of communal median incomes on property values. Most demographic and other socioeconomic characteristics seem of minor importance. Only the density, the fraction of elderly and the fraction of commuters seem to systematically in ‡uence house prices when the whole possible model space is considered. Comparisons with an OLS estimation including all variables in our dataset shows that the coe¢ cients of the model with the highest posterior probability of the BMA algorithm are signi…cantly di¤erent from the OLS coe¢ cients. The most important variables identi…ed in our baseline estimations also remain of high importance when performing an iterated BMA procedure with a maximum limit of controls for each speci…cation.
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This analysis reveals scope for extending the research on capitalization further. Here we have established a set of main variables that may be considered in other capitalization studies in a similar context. represent the coefficients and standard errors of the model with the highest posterior probability over the whole model space. The "Best Model" does not necessarily include all variables. The OLS coefficient and standard error represent the results of simple OLS using all 32 variables. The "Best Model's" coefficients are compared in percentage terms with the OLS model and the conditional mean of Table 2 (1). The standard deviation of the BMA coefficients represents a measure of the distribution of coefficients over the whole model space. The bootstrap bias is represents a comparison of the conditional mean of Table 2 (1) and the bootstrapped mean of the coefficients for all models estimated. The mean of the coefficients is bootstrapped 10000 times. The bias is the percent difference of the conditional mean and the bootstrap results.
e Iterated BMA works by making repeated calls to the Bayesian model averaging procedure, iterating through the variables. After each call to the Bayesian model averaging procedure only those variables which have posterior probability greater than 5 %. The maximum number of variables entering each BMA iteration is 15. Each column gives the maximum posterior inclusion probability and whether the variable was dropped or not (note that a variable can have a maximum 99.9 % inclusion probability but in one estimation an inclusion probability of less than 5 % and consequently the variable is dropped).
h Figure 1 Posterior Distribution of Coefficients of Selected Variables i Source: own representation. The figure shows the density function approximated by a finite mixture of normal densities of the coefficient estimates of the most common variables used in capitalization studies. The height of the density curve equals the posterior probability that the variable is included in the model. The discrete mass at density zero gives that probability that the variable is not included in the model. All results presented in the paper use a linear form. As the paper focuses on variable selection not every possible form can be tested. Table A1 gives additional robustness tests for a semi-logarithmic form, i.e. house prices are expressed in logs, with iterated BMA for variable selection as done in Table 4 of the article. There are only minor changes as far as variable selection is concerned (changes are highlighted). Table 4 . The value in parenthesis indicates the number of times the variable was used in the model during iteration. Iterated BMA works by making repeated calls to the Bayesian model averaging procedure, iterating through the variables. After each call to the Bayesian model averaging procedure only those variables which have posterior probability greater than 5 %. The maximum number of variables entering each BMA estimation is 10, 15 and 20 for columns. The constant is always included.
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