Abstract
Introduction
Image quality assessment (IQA) can be used to analyze and evaluate image processing systems and algorithms, thus it plays an important role in image processing applications [1] [2] , e.g., monitoring image quality for controlling quality of processing system, optimizing algorithms of image processing systems, and benchmarking image processing systems and algorithms. In many cases, IQA metric is required not only to be consistent with human visual perception, but also be low complexity and easily apt to hardware implementation, which is a fundamental and challenging research issue [3, 4] .
IQA methods can be categorized into subjective and objective methods [5, 6] . The former have been considered to be the Final Arbiter of image quality, but they are quite expensive and time consuming, and cannot be embedded in real-time system. So it is important to develop efficient objective IQA methods that can be used to evaluate image quality exactly and automatically [4] . However, evaluation results obtained from a good objective IQA method should be statistically consistent with subjective results. According to the availability of a reference image, there is a general agreement that existing objective quality methods can be classified into full-reference (FR), no-reference (NR), and reduced-reference (RR) methods [6] . To evaluate the quality of a distorted image [26, 27] , FR methods usually provide the most precise evaluation results in comparing with NR and RR methods. In the past three decades, many objective FR IQA methods have been put forward [3] [4] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , which can be generally classified into the following three main categories:
Methods based on the statistic of image pixels, which use some mathematical statistic to measure the perceptual quality of the image, such as the mean square error (MSE), and the peak signal to noise ratio (PSNR) [7] . In general, MSE and PSNR are widely used at present for evaluating image quality in image and video compression systems. However, in many cases they may not match well with the perceived visual quality [4, 7] . In recent years, some scholars devote to improve on MSE and PSNR [8] .
Methods based on the characteristics and cognitive mechanism of the human visual system (HVS) in order to mimic the functionality of the HVS in terms of quality assessment. The HVS-based IQA is put forward by Mannos and Sakrison [9] . Then, a number of the IQA methods based on HVS have been proposed to evaluate the perceptual quality [10] [11] [12] [13] [14] [15] . Although the IQA methods by considering the HVS characteristics is mostly accepted, the complexity of the HVS still keep this method from going much further development [8, 16] .
Methods based on structural distortion of images. Measurement of deformation degree of image structure is necessary for IQA. Wang et al. assumed that human visual perception is highly adapted for extracting structural information from a scene, and they presented a mean structural similarity metric (MSSIM) to compare the structural similarity between the reference and distorted images [4] . However, MSSIM cannot get good assessment performance for badly blurring distortion and cross-type distortion of image. Shnayderman et al. proposed an image quality metric based on the singular value decomposition (SVD), which is called MSVD. MSVD used the mean of the differences between SVD values for assessing the image quality [17] . To enhance the performance of MSSIM and SVD, some scholars proposed improved IQA metrics by considering different regions in image are with different importance for human visual perception [18, 19] . Recently, some new measures are brought out [20] [21] [22] [23] . Kim et al. proposed a simple phase quantization code (PQC) IQA metric [23] , in which only phase component of image gradient vector was considered to reflect the change of image structure without the help of magnitude component. In fact, it is not sufficient to represent the structure of image if only the phase component is utilized. The magnitude component also reflects the intensity of image structure, so it can be used for reflecting the change of image quality.
Based on the above analyses, we propose a new structural information-based IQA metric by using image gradient vector, including magnitude as well as phase components, in order to achieve better objective assessment results consistent with human visual perception.
Proposed IQA metric
The proposed gradient-based IQA metric consists of the following five steps, (1) image classification to obtain different types of regions, (2) phase quantization coding, (3) Hamming distance computation of each region, (4) determination of weights of different regions, (5) pooling the weighted Hamming distance of each region. Figure 1 shows the diagram of the proposed IQA metric based on image gradient vector. 
, where ( , ) M i j and ( , ) P i j are the magnitude and phase components, respectively, and computed by 2 2 ( , ) It must be noted that in the actual implementation of the metric, Eq. (2) is not easily to be used directly. In this paper, the sign and magnitude of ( , )
v G i j are used to express the phase component of a pixel. To quantitatively describe the changes of image structure, we use the phase quantization code of 8-phase regions to encode the gradient phase vector. Figure 2 shows the phase quantization code of 8-phase regions. For example, if ( , ) 0
, the phase quantization code of the pixel (i, j) is 0000. If the gradient phase component of an image changes, it means that the image structure is changed. The phase component represents texture direction of the image structure and the magnitude component represents the intensity of image structure. It is worth noting that only phase component in Figure 2 is not sufficient to represent the structure of image entirely. Therefore, the entirety of the image gradient vector, both of the magnitude and phase components, will be exploited to describe the structure of image in this paper. Phase component cannot fully reflect the intensity of the image's structure, so magnitude component can make it up. Considering different regions have different sensitivities to human visual perception, we classify an image into three parts, that is, edge, texture and smooth regions. The region classification of image is carried out as follows
Step-1 Compute the gradient magnitudes of the reference and distortion images, respectively.
Step-2 Determine two thresholds, T 1 and T 2 , for classification of the reference and distorted images, Hamming distance between the reference and distorted images can well reflect the degree of distortion in the image, the smaller the distance is, the more the similarity in the regions of the reference and distorted images will be.
According to the above discussion, a gradient based IQA metric is proposed. Firstly, image classification is implemented to obtain different types of regions. Then, phase quantization codes of the reference and distorted images are calculated and hamming distance of each region is obtained. Finally, the Hamming distances with respect to different regions are weighted averaged according to human visual perception. The proposed IQA metric is defined by ( , )
where R W is different weights with respect to different regions.
Experimental Results
The database used in the experiments is the well-known "LIVE database Release 2" [13] , and the database is composed of 29 nature color images, 5 distortion types, totally 799 images. The distortions include JPEG (175 images), JPEG2000 (169 images), white noise (WN, 145 images), Gaussian blur (GBlur, 145 images), and transmission errors in JPEG2000 bit stream using a fast-fading Rayleigh channel model (FF, 145 images). The subjective scores of all images (DMOS, Difference Mean Opinion Score) are adjusted. The aligned DMOS are very useful references, particularly important for testing general-purpose IQA algorithms, for which cross-type distortion comparisons are highly desirable.
We use three evaluation indicators to compare the performance of four IQA metrics. The indicators are included in previous tests carried out by the video quality expert group (VQEG). These evaluation indicators are as follows
The first one is Pearson correlation coefficient (CC) after a nonlinear mapping between the subjective and objective scores. For the i-th image in an image database with the size of N, given its subjective scores i D and its raw objective score i Q , we first apply a nonlinear function to i Q given by [13]     
where P and D denote the means of data i P and i D , respectively. CC is used to evaluate the prediction accuracy of IQA metrics.
Spearman's rank correlation coefficient (ROCC) can be computed as 
where i d is the difference between the i-th image's ranks in subjective and objective evaluations. The ROCC is employed to assess prediction monotonic of the IQA metric. Thus, if the ROCC between i P and i D is higher, the better monotonic metric will be. Root mean-squared (RMS) error is calculated using the converted objective scores after the nonlinear mapping described above:
A
The RMS quantifies the amount of the distance between the true values and the estimates. The smaller the indicator is, the better metric will perform.
According to the previous researches [24, 25] , edge regions are the most importance characteristic of an image because they indicate visual distinguish between the reference and distorted images and are easily perceived by human eyes. Texture regions rank the second, while smooth regions are least important compared with the other two kinds of regions since the intensity change in smooth regions is very little. In brief, different regions of an image have different sensitivities, edge region has the strongest sensitivity, followed by the texture region, and smooth region has the weakest sensitivity.
(a) weights of edge and texture regions (b) weights of smooth regions The importance of edge, texture and smooth regions is gradually decreasing to human sensitivities, which corresponds to their gradual decline of gradient magnitudes in image gradient field, so different weights for different regions are employed. Firstly, the weights of texture and edge regions are discussed, the ratio 1 Q , 2 Q for smooth regions is from 0 to 0.2. A function of weights on smooth regions is shown in Figure 4 ( Figure 5 gives the scatter plots of the DMOS values and fitted versions of four IQA metrics (PSNR, MSSIM, MSVD and the proposed metric) and DMOS in cross-type distortions. If an IQA metric is close to the fitting line, it means that the metric coincides with the DMOS. As shown in figure 5 , the proposed metric is most coincident with the DMOS values among four IQA metrics. Table 1, Table 2 and Table 3 respectively list the performance comparison of the IQA metrics for the LIVE data set in terms of the CC, ROCC and RMS. The larger the CC and ROCC are, the more accurate metric will be. The smaller the RMS is, the better metric will perform. In the three tables, the numbers with bold type indicate the best performance among four different metrics. As shown in Table 1 -3, the proposed metric has high performance than the other classic quality metrics, regardless of the type of distortion. Also, for the overall data, the proposed metric has the best performance. The results represent that the proposed metric is a very effective IQA metric.
From the above experiments, the good performance of the proposed metric benefits from the introduction of the image gradient vector (gradient magnitude and gradient phase) and HVS characteristics based different weights for different regions which are in line with human visual perception.
Conclusions
In this paper, a novel structural information based IQA metric is proposed by utilizing the image gradient vector, including magnitude as well as phase components, to reflect the change of images. Using the ideas that different image regions have different perceptual significances relative to quality, we define no-uniform weights for metric according to image classification. Experimental results show that the proposed IQA metric can achieve much better performance compared with other classical IQA metrics, such as PSNR、MSSIM、 and SVD. The proposed IQA metric is well adaptable not only in individual distortion types, but also in crosstype distortions. Moreover, it is with low complexity, and easily apt to hardware implementation, thus can be embedded into real-time systems.
