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1.
set THRESHOLDη and THRESHOLDψ 2.
set initial guesses η ⋆ and ψi (k) ∀ (i, k) 3. do 
S1.2. Estimation of η ⋆ via expectation maximization
We explain in the main text, Eqs. (6), (12), how to evaluate the value η ⋆ that maximizes the likelihood of the observed perturbation pattern within the exposure model framework. While in the preceding section we explicitly showed the algorithm to devise η ⋆ , we investigate here the actual values η ⋆ that we obtained for the different real networks we considered.
To do this, we averaged the η ⋆ we obtained for a fixed value of c and a fixed observation size over 100 perturbation realizations. We report the results in the fig. S5 , where we show c versus η ⋆ . Interestingly, we found that for the type of synthetic perturbation we generate η ⋆ ≃ c.
It is worth reminding at this point that the exposure model is completely independent on the perturbation process that is actually occurring on the system, hence there is no reason to expect η to capture the c parameter that is driving the perturbation. This result however confirms the adequateness of the exposure model at detecting perturbations even when the spreading dynamics are unknown.
S1.3. Impact of the network structure
To check how the network properties beyond the average degree affect the method accuracy, we rewire all links in the networks. In this way, we are able to detect how local properties (such as clustering and the presence of short loops) affect the algorithm performance by destroying the structure of the system. The results are summarized in fig.  S2 , where we show the algorithm accuracy on the original network and on a randomized network, where all edges are rewired. The analysis is performed by reshuffling the edges of the network 100 times for each value of c and . As we show, there is no marked difference between the two cases, suggesting that network properties beyond the average degree, as for instance the presence of loops, do not affect in a dramatic way the method performance.
S1.4. Perturbation size vs accuracy
We investigate in this section how the model performs when varying the fraction of observed perturbed nodes in two conditions: (i) with unbiased observations, and (ii) with observations that are biased toward perturbed nodes.
In fig. S3 , we show the real fraction of perturbed nodes versus the fraction of perturbed nodes in the observation, for the type of experiments we perform in Fig. 2 . Since these observations are unbiased, both fractions are of course similar. Different symbols correspond to different values of the contagion probability c (larger c corresponds to larger perturbations, and vice versa); different colors correspond to different AUC values (see color bar). For clarity, we fix our observation to 10% of the nodes in all cases. We find that for larger c and/or larger perturbations the results are less accurate, and that this effect becomes more prominent in denser networks. This is because the algorithm may not perfectly capture the extreme perturbation density of the large c high 〈k〉 regime. Next, to understand the effect of increasing/decreasing the fraction of observed perturbed nodes for fixed perturbation size, we consider biased observations in which the fraction of perturbed nodes in the observation may significantly differ from the real (global) fraction of perturbed nodes ( fig. S4 ). In this case, the accuracy of our method increases with the fraction of perturbed nodes in the observation because observed perturbed nodes are closer to each other and the perturbation is easier to reconstruct. However, this effect is relatively mild and we do not observe a strong dependency on the fraction of observed perturbed nodes (although, of course, one needs at least a few perturbed nodes to be observed). Importantly, because the probability ψ of a node being perturbed decays very fast in the absence of information, our method performs well even when almost the entire observation consists of perturbed nodes (unlike what would happen with label propagation, which, from such an observation, would conclude that most of the network is also perturbed).
S2. Inference using shortest paths
To rank nodes from most likely of being perturbed to least likely using shortest paths (the parsimony principle), we proceed as follows. First, we calculate all shortest paths between all pairs of observed perturbed nodes. Shortest paths always avoid traversing nodes that are observed and unperturbed. If there is only one shortest path connecting perturbed nodes i and j, we add to each node in the path a score of one. If there are Nij shortest paths between perturbed nodes i and j, we add to each node in the path a score of 1/Nij (times the number of such shortest paths that go through the node). This procedure is equivalent to using a generalized betweenness centrality (42), where one only considers paths between observed perturbed nodes and avoids crossing observed unperturbed nodes.
S3. Inference using label propagation
Detecting a perturbation may be seen as a binary labeling problem where labels ≡ ( 0 , 1 ), where ∈ [0,1], = 0,1 , correspond to the probability for node i of being either unperturbed or perturbed. One thus aims at learning labels for each unobserved node i, knowing all labels { } ∈ . Given the adjacency matrix A of our system, to learn the label of all nodes not belonging to (and hence assign a probability of being perturbed to each node) we use the label propagation algorithm introduced in (23) and successfully applied to label image data in (24). The algorithm converges to a set of defined labels (23), so that eventually, for each node i, 0 (resp. 1 ) may be used as an estimate for the probability of node i of being unperturbed (resp. perturbed) and applied in the accuracy measurements.
S4. Inference using the k-nearest neighbors classifier
Our perturbation inference may be seen as the one-step lookahead case on a graph (27) of the optimal active search problem. This has been successfully tackled with Bayesian decision methods combined with a k-nearest neighbors classifier exploiting a clever graphical metric (43), which may also be well suited for our problem. In fig. S6 we further compare the exposure model with a protocol based on a k-nearest neighbor classifier. We choose this classifier in particular since, similarly to our scope, it was successfully applied to detect papers appearing in NIPS proceedings within a corpus of several thousands publications (27). As in (27), we compute distances between nodes (i,j) by means of the "commute time", a graph metric introduced in (43) that expresses the expected time a random walker would take to go from node i to j and return. In this setup, the probability to be perturbed for each unobserved node i is evaluated as:
where ni are the k-nearest neighbors of i, the sum at the nominator counts the observed perturbed (k-nearest) neighbors, while the denominator returns the number of observed k-nearest) neighbors of i plus one. In agreement with literature (27), k=50 while γ=0.1 is used to smooth probabilities for nodes that have only a few observed neighbors. The probabilities computed via eq. (S1) are used to rank nodes and to evaluate the accuracy of the classifier. As shown in fig. S6 , the performance of the k-nearest neighbors classifier is worse than that of the exposure model and of the label propagation protocol, for all the real networks considered in our work.
S5. Results on synthetic networks
We repeat here the analysis carried out in the main text focusing on different synthetic networks with varying degree. We generate synthetic networks with the algorithm presented in Ref. (41) . The resulting networks have power law degree distributions and heterogeneous communities, whose size distribution is scale free. We fix the number of nodes = 1000 and create sets of 100 networks with an average degree 〈k〉 equal to 2.4, 4, 6, 8, and 10, respectively. Due to the model constraints, the maximum degree is chosen as max = 7 for 〈 〉 = 2.4 and max = 200 =200 otherwise. The exponent of the power law degree distribution is = 2 for 〈 〉 = 2.4 and = 2.2 otherwise, the exponent of the power law community distribution is β=1 and the mixing parameter of the algorithm is fixed to = 0.2 in all cases. The community sizes are left free. All networks are checked to be connected, so that the spreading process can, in principle, reach the whole network starting from the root node R.
The results are shown in fig. S7 , where the findings illustrated in Fig. 2 are qualitatively reproduced on synthetic networks. To carry out our analysis, we generate 100 different networks and, for each value of O, we generate perturbations at fixed c by starting from a random root node R. In summary, the performance of our method is consistently higher than that obtained from considering shortest paths. For sparse observations ≲ 0.4 of the system observed), the exposure model also performs generally better than the label propagation protocol. When half or more of the system is observed, the latter approach turns out to work better, a pattern that we also detected in real networks. It must be noted nevertheless that sparse observations are deemed to be te practical application case in general.
S6. SI model with heterogenoues propagation probability
We present here more in detail the strategy we implemented to generate synthetic perturbations with heterogenoues propagation probability . As for the homogenous variant of the SI model, we start from an 'infector' node ℛ as perturbed. We next propagate the perturbation to each of its neighbors ∈ ℛ with probability , drawn for each from a uniform distribution in the interval Δ = [ , ], 0 ≤ ≤ ≤ 1. As in the homogenous SI, each of the perturbed neighbors forwards in turn the perturbation to its neighbors , but now with a random probabilty ∈ Δ.
To carry out our analysis, we fix the size ‖ ‖ of the observed (we present here the results for ‖ ‖ equal to a fraction 0.2 and 0.4 of the system, respectively), and vary the width ∶= − . When = 0, is initially fixed as ̂= 1/〈 〉 + .05, with 〈 〉 the average degree of the network under consideration. The range Δ is then progressively widened from this delta in ̂ up to = 1, i.e. uniform probability within zero and one.
We show the results for these simulations in Fig. 3 , where we plot the AUC of the exposure model and of label propagation (LP) against the value of the width . The exposure model outperforms LP at detecting the perturbation in most of the cases, especially when the observed set is particularly small (‖ ‖ = 0.2) and the perturbation is more homogenously spread ≲ 0.5).
S7. Protocol for acquisition of human metabolic data
In what follows, we describe the medical study from which we obtained the metabolomic analysis data in Fig. 4 . The ethics committee of the Hospital Universitari de Sant Joan (Reus, Spain) approved the study protocol, and written informed consent was obtained from the participants (EPINOLS/12-03-29/3proj6). Healthy volunteers (n=10) participated in this study.
S7.1. Data acquisition protocol
Volunteers were directed to fast overnight. First thing in the morning, we collected peripheral blood samples from each volunteer (control group, PRE). Immediately afterward, volunteers ingested 10 g of polyphenol-rich plant extract of Hibiscus sabdariffa L. dissolved in tap water. Volunteers were directed not to ingest anything during three hours. After the three hour period we collected another blood sample from each volunteer (treated group, POST). Blood tubes were centrifuged and serum samples were stored at -80°C until analysis.
S7.2. Non-targeted metabolomic analysis
We used liquid and gas chromatography-quadruple time-of-flight mass spectrometry (LC/GC-QTOF-MS) analysis in a non-targeted metabolomics approach. The analysis was done by Metabolon, Inc. (Durham, NC, USA).
Chromatographic conditions have been previously described (44). In brief, samples were prepared using a proprietary series of organic and aqueous extractions to remove the protein fraction while allowing maximum recovery of small molecules. The resulting extract was divided into two fractions: one for Liquid Chromatography (LC) analysis and one for Gas Chromatography (GC) analysis. Then, the organic solvent was removed by evaporation and each sample was frozen and vacuum dried. Finally, samples were prepared for the appropriate analysis, either LC/MS or GC/MS. Metabolites were then identified using a reference library of about 2800 standard chemical entries that included retention times, mass (m/z) and MS or MS 2 spectra.
We obtained measures of the metabolic concentration of a total of 188 identified metabolites for PRE and POST conditions. We then performed a Welchs two-sample ttest to identify metabolites whose concentration varied significantly between PRE and POST conditions at a 5% significance threshold (using the corresponding family wise error rate for each comparison). This statistical analysis enabled us to define two pools of metabolites: i) a pool of 36 perturbed metabolites whose concentration was significantly altered by the treatment and ii) a pool of 152 unperturbed metabolites whose concentration remained unaltered. fig. S1 . Belief propagation method used in our approach. For each node j, messages from every neighbor except i are used to compute message ψ ( ) that j sends to i. The selfconsistent equations for these messages are solved iteratively. Upon convergence, all incoming messages to i are used to compute the belief ψ .
Supplementary Figures
fig . S2. Same as Fig. 2, for the exposure model, applied on the original network (red  circles) and on a fully randomized version of it (blue circles), wherein we preserved the degree sequence but randomly swapped all edges. Each point is an average over 100 different edge rearrangements (error bars are smaller than the markers). Except for the airport network, the results do not change substantially between the two cases, implying that the network topology properties beyond the degree do not play a significant role in the method performance. fig. S3 . Dependence of the algorithm performance on perturbation size and fraction of observed nodes. For each network, we simulate perturbations of different sizes c= 0.1, 0.2, 0.3, 0.4, and 0.5, indicated with different symbols), and observe 10% of all the nodes. The performances at reconstructing the perturbation paths are indicated by the color of the symbols. fig. S4 . Dependence of the performance of our approach versus the fraction of perturbed nodes in the observation. The global fraction of observed nodes is fixed to 20% in all cases, but the observation is biased towards perturbed nodes so as to vary the fraction of these nodes within the observation. We show here the accuracy of the exposure model (filled circles), of label propagation (solid line), and shortest paths (dashed line). The analysis is performed by generating 100 different networks and generating perturbations and observations according to c and , respectively. The reported values are averages, error bars are smaller than the markers (and not reported for the lines, for the sake of clarity).
