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Abstract
We propose a novel formulation of group fairness
in the contextual multi-armed bandit (CMAB) set-
ting. In the CMAB setting a sequential decision
maker must at each time step choose an arm to
pull from a finite set of arms after observing some
context for each of the potential arm pulls. In our
model arms are partitioned into two or more sensi-
tive groups based on some protected feature (e.g.,
age, race, or socio-economic status). Despite the
fact that there may be differences in expected pay-
out between the groups, we may wish to ensure
some form of fairness between picking arms from
the various groups. In this work we explore two
definitions of fairness: equal group probability,
wherein the probability of pulling an arm from
any of the protected groups is the same; and pro-
portional parity, wherein the probability of choos-
ing an arm from a particular group is proportional
to the size of that group. We provide a novel al-
gorithm that can accommodate these notions of
fairness for an arbitrary number of groups, and
provide bounds on the regret for our algorithm.
We then validate our algorithm using synthetic
data as well as two real-world datasets for in-
tervention settings wherein we want to allocate
resources fairly across protected groups.
1. Introduction
In many online settings a computational or human agent
must sequentially select an item from a slate, receive feed-
back on that selection, and then use that feedback to learn
how to select the best items in the following rounds. Within
computer science, economics, and operations research cir-
cles this is typically modeled as a multi-armed bandit (MAB)
problem (Sutton & Barto, 2017). Examples include algo-
rithms for selecting what advertisements to display to users
on a webpage (Mary et al., 2015), systems for dynamic
pricing (Misra et al., 2019), and content recommendation
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services (Li et al., 2010). Indeed, such decision-making
systems continue to expand in scope, making ever more
important decisions in our lives such as setting bail (Corbett-
Davies & Goel, 2018), making hiring decisions (Bogen,
2019; Schumann et al., 2019a), and policing (Rudin, 2013).
Thus the study of the properties of these algorithms is of
tantamount importance as highlighted by the recent work
of Chouldechova & Roth (2018) on priorities for fairness
research in machine learning.
In the basic MAB setting there are n arms, each associated
with a fixed but unknown reward probability distribution
(Lai & Robbins, 1985; Auer et al., 2002). At each time step
t ∈ T an agent pulls an arm and receives a reward that is
independent of any previous action and follows the selected
arm’s probability distribution independent of the previous
actions. The goal of the agent is to maximize the collected
reward over all timesteps. A generalization of MAB is the
contextual multi-armed bandit (CMAB) problem where the
agent observes a d-dimensional context to use along with
the observed distribution of rewards of the arms played, to
choose a new arm. In the CMAB problem the agent learns
the relationship between contexts and rewards and selects
the best arm (Agrawal & Goyal, 2013).
Yet, the use of MAB- and CMAB-based systems often re-
sults in behavior that is societally repugnant. For example,
Sweeney (2013a) noted that queries for public records on
Google resulted in different associated contextual advertise-
ments based on whether the query target had a traditionally
African American or Caucasian name; in the former case
advertisements were more likely to contain text relating
to criminal incidents. In the years following that initial re-
port similar instances continue to be observed, both in the
bandit setting and in the more general machine learning
world (O’Neil, 2016). In lockstep, the academic commu-
nity has begun developing approaches to tackling issues of
(un)fairness in learning settings.
Recently, a Computing Community Consortium (CCC)
whitepaper on fairness in machine learning specifically iden-
tified that most studies of fairness are focused on classifica-
tion problems (Chouldechova & Roth, 2018). These works
define a statistical notion of fairness, typically a Rawlsian no-
tion of equal treatment of equals (Rawls, 1971), and seek to
constrain algorithms to abide by these constraints. Two fun-
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damental issues identified by Chouldechova & Roth (2018)
that we address in this paper are extensions to notions of
group fairness and looking at fairness in online dynamic
systems, e.g., the contextual bandit setting. We address these
gaps by formalizing and providing algorithms for two types
of fairness when the arms of the bandit can be partitioned
into groups: equal group probability and proportional parity.
RUNNING EXAMPLE.
As a running example throughout the paper, imagine the
position of an agent at a bank or a lender on a micro-lending
site. Here, the agent must sequentially pick loans to fund. In
many cases, such as the micro-lending site Kiva,1 a user is
presented with a slate of potential loans to fund when they
log in. Each of these loans, i.e. arms, has a context which
includes attributes of the applicant including a personal
statement, repayment history, business plan, and other data
related to the loans. The loans can also be partitioned into
sets of m sensitive attributes, e.g. location, race, or gender.
In the simplest case, assume we have two female applicants
and two male applicants on the slate at a given time. We
may want to balance the number of times the agent selects
women versus men, i.e., pull those arms, or we may want
to balance the number of times we select men or women
according to their proportion in the overall population.
Observe that while we use loans as our running example,
our notion of regret could be extended to a number of other
areas including recent work in MAB problems on hiring
situations (Schumann et al., 2019b). One could imagine a
situation where hiring decisions are made with short-term
reward that is biased,2 versus a longer-term reward of perfor-
mance which is less biased (e.g., via an end-of-year review
that is based on a more quantitative metric such as on-the-
job performance). A similar argument can be made about
school admissions or matching workers to online tasks in a
crowdwork setting.
2. Related Work
Fairness in machine learning has become one of the most
active topics in computer science (Chouldechova & Roth,
2018). The idea of using formal notions of fairness, i.e.
axioms, to design decision schemes goes back to at least
Rawls (1971) and is more formally treated in the economic
sense by Young (1995). Informally, one can think of (one
main dimension of) fairness as the Rawlsian idea that similar
individuals should be treated similarly. These ideas were
first formally extended to the classification setting by Dwork
1https://www.kiva.org/
2Recent research shows that class-based bias presents
itself within seconds of an in-person interview; see
https://news.yale.edu/2019/10/21/yale-study-shows-class-
bias-hiring-based-few-seconds-speech.
et al. (2012), who provided algorithms to ensure individual
fairness at the cost of the utility of the overall system. Their
work underscores that in many cases statistical parity is
not sufficient to ensure individual fairness, as we may treat
groups fairly but in doing so may be very unfair to some
specific individual.
The study of fairness in bandits was initiated by Joseph
et al. (2016b), who showed for both classical and contextual
bandits that one can implement a fairness definition where
within a given pool of applicants (say, for college admission
or mortgages), a worse applicant is not favored over a better
one, despite a learning algorithm’s uncertainty over the true
payoffs. However, Joseph et al. (2016b) only focus on indi-
vidual fairness, and do not formally treat the idea of group
fairness. Individual fairness is, in some sense, group fairness
taken to an extreme (where every arm is its own singleton
group); it offers strong guarantees, but under equally strong
assumptions (Kearns et al., 2018).
There are a number of recent studies of fairness in the MAB
literature. Liu et al. (2017) look at fairness between arms
under the assumption that arm reward distributions are sim-
ilar (another interpretation of equal treatment of equals).
Patil et al. (2019) define fairness such that each arm must
be pulled for a predetermined required fraction over the
total available rounds. Claure et al. (2019) use the MAB
framework to distribute resources amongst teammates in
human-robot interaction settings; again, fairness is defined
as a pre-configured minimum rate that each arm must be
pulled.
There is also significant recent work in constrained reason-
ing in the MAB setting. Balakrishnan et al. (2019) study
the idea of learning constraints over pulling arms by ob-
servation in a pre-training phase. Wu et al. (2015) study
constraints in both number of pulls per arm, as well as num-
ber of rounds where arms are available to be pulled. Wu
et al. (2016) study a different flavor of constrained bandits
where the learned policy cannot fall below a certain thresh-
old; modeling the case where one wants to explore, but not
suffer too much of a penalty over a status-quo policy. A
related and perhaps interesting direction for future work is
the work on bandits that are budget-constrained (without
fairness considerations). Ding et al. (2013) study budget-
constrained bandits where each arm also has an unknown
cost distribution and one must learn a policy that maximizes
reward and minimizes cost. Our formulation is not captured
in the current literature on constrained and budgeted bandits
and it is not obvious how to formalize a budget constraint
as an inter-group fairness constraint. Indeed, a simplistic
version of this would just lead to exhausting the budget of
the “better” arm pulls before moving on to the next best.
Fairness in bandits is a particularly important area as the
online, dynamic nature makes the task challenging and the
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use of bandits in a number of areas makes the problem par-
ticularly relevant. The motivating factor for group fairness
is that one does not want to cause disparate impact, or the
idea that groups should be treated differently based only on
non-relevant aspects (Feldman et al., 2015). Indeed, discrim-
ination in certain areas including housing, credit, and jobs is
specifically forbidden in the US by the Civil Rights Act of
1965. It is specifically in these areas where bandit algorithms
are deployed: advertising (where discrimination has been
found), (Sweeney, 2013b) college admissions (Schumann
et al., 2019a), and interviewing Schumann et al. (2019b).
One needs to be careful when appealing to purely statistical
metrics for ensuring fairness in these systems. As argued
by Corbett-Davies & Goel (2018), simply setting our sights
on a form of classification parity, i.e., forcing that some
statistical measure be normalized across a set of protected
groups, we may miss bigger picture issues. Specifically, by
only focusing on the statistics of the data we have, we miss
an opportunity to identify and understand why the data we
have may be causing the bias. Later, we will argue that our
particular formalization of regret allows us to actually learn
particular sources of bias that may exist in our data.
3. Preliminaries
We follow the standard CMAB setting and assume that we
are attempting to maximize a measure over a series of time
steps t ∈ T . We assume that there is a d-dimensional domain
for the context space, X = Rd. The agent is presented
with a set A of arms from which to select and we have
|A| = n total arms. Each of these arms is associated with
a, possibly disjoint, context space Xi ⊆ X . Additionally,
we assume that we have m sensitive groups and that the
arms are partitioned into these sensitive groups such that
P1∩· · ·∩Pm = ∅ and P1∪· · ·∪Pm = A. For exposition’s
sake, we assume a binary sensitive attribute with m = 2 for
the remaining of the paper.
Each arm i has a true linear reward function fi : X → R
such that fi(x) = βi · x where βi is a vector of coefficients
that is unknown to the agent. During each round t ∈ T , a
context xt,i ∈ Xi is given for each arm i. One arm is pulled
per round. When arm i is pulled during round t, a reward is
returned: rt,i = fi(xt,i) + et,i where et,i ∼ N (0, 1). The
goal of the agent is to minimize the regret over all timesteps
in T . Formally, the regret of the agent at timestep t is the
difference between the arm selected and the best arm that
could have been selected. Let i∗ denote the optimal arm that
could be selected and a be the selected arm. Then, the regret
at t is
R(t) = f(xi∗,t)− f(xa,t). (1)
In this paper we compare our proposed algorithm against
two other algorithms: TOPINTERVAL, a variation of Lin-
UCB from Li et al. (2010), and INTERVALCHAINING, an
individually fair algorithm from Joseph et al. (2016a). Both
algorithms use OLS estimators of the arm coefficients βˆi
with a confidence variable wi,t such that the true utility lies
within [βˆi ·xi,t−wi,t, βˆi ·xi,t+wi,t] with probability 1−δ.
TOPINTERVAL either explores by pulling an arm uniformly
at random or exploits by pulling the arm with the highest
upper confidence βˆi · xi,t + wi,t. To ensure individual fair-
ness, INTERVALCHAINING either explores by choosing an
arm uniformly at random or exploits by pulling arms that
have overlapping confidence intervals with the arm with the
highest upper confidence.
Within this setting, we investigate a type of group fairness
constraint imposed on the arm selected by the agent using
the following definitions.
Demographic Parity. The probability of choosing a group
should be the same across groups: Pr(Yˆ = 1|A =
0) = Pr(Yˆ = 1|A = 1)
Proportional Parity. The probability of choosing a group
is proportional to the population size of that group:
qa,t =
|Pa|
n .
4. Regret Under Group Fairness
Much of the research on fairness in machine learning fo-
cuses on fairness in classification (Dwork et al., 2012). One
popular definition of group fairness in classification is the
Rawlsian notion of demographic parity (Rawls, 1971). For-
mally, given a protected demographic group A, we want:
Pr(Yˆ = 1|A = 0) = Pr(Yˆ = 1|A = 1), (2)
where the probability of assigning a classification label
Yˆ = 1 does not change based on the sensitive attribute
classA. Demographic parity is important when ground truth
classes Y are extremely noisy for sensitive groups due to
some societal or measurement bias. Assume that we have a
classifier that predicts whether an individual should receive
a loan where our sensitive attribute A is binary gender. De-
mographic parity states that the probability of getting a loan
should be the same for males (A = 0) and females (A = 1).
In converting this definition of demographic parity to the the
multi-armed bandit setting, we alter the definition to be that
the probability of pulling an arm a does not change based
on group membership Pj :
Pr(pull a|a ∈ P0) = Pr(pull a|a ∈ P1). (3)
Continuing our running example, assume we are a loan
agency. The loan agency receives 4 applications at every
timestep t: an applicant from a young female, an applicant
from a young male, an applicant from a older female, an
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applicant from an older male; we must choose one appli-
cation to grant at each timestep. After granting a loan the
loan agency receives a down payment on that loan as reward.
This reward is then used to update the estimates of whether
or not a “good” loan application was received for the pulled
arm. Assume that the loan agency wants to act fairly using
the binary sensitive attribute of gender. Then, the probability
that the loan agency chooses a female applicant at timestep
t should be the same as the probability of choosing a male
applicant.
4.1. A Motivating Example: Linear Regret
Algorithm 1 NAIVEGROUPFAIR
Require: δ, P1, P2
1: for t = 1 . . . T do
2: P ← Randomly choose group P1 or P2.
3: Pull arm in P based on TOPINTERVAL
4: end for
A naive algorithm to enforce this definition of fairness is
defined in Algorithm 1. We first pick from the groups uni-
formly at random, and then apply a regular CMAB algo-
rithm like TOPINTERVAL3 or CONTEXTUALTHOMPSON-
SAMPLING (Agrawal & Goyal, 2013) to choose which arm
to pull within the group. Using our running example, NAIVE-
GROUPFAIR would randomly pick between male or female,
and then choose the best applicant between the younger and
older pair.
Assume that NAIVEGROUPFAIR randomly chooses the
male group during the first timestep and at this timestep
the two best applicants are in the female group. Assume
that by chance, this worst-case scenario happens at every
timestep t. We can extend this argument to any constant
number of groups, hence this shows that we have a linear
regret for Algorithm 1.
We could, then, just focus on inner group regret,
R(t) = f(xi∗,t)− f(xa,t) where i, a ∈ Pj ,
instead of overall regret (Equation 1). In other words, we
could focus on the regret of choosing between the younger
and older applicant for both genders. This separates the arms
into two CMAB problems. This is unsatisfying as it ignores
and removes the interaction and differences between groups.
We therefore suggest that a new definition of regret that
includes a concept of societal bias is needed in this case.
4.2. Regret with Societal Bias
As mentioned before, ground truth labels for sensitive
groups can be noisy due to societal or measurement bias.
3TOPINTERVAL is a variant of the contextual bandit LinUCB
by Auer et al. (2002).
We now formalize this bias in terms of multi-armed bandits.
Again, we assume that n arms can be partitioned into two
sets P1 and P2 such that P1∩P2 = ∅ and P1∪P2 = [n]. We
consider P1 as the sensitive set or the set with some societal
bias. Each arm i has a true utility function f(xi,t) = βi ·xi,t
where βi is a vector of coefficients, however, if arm i is
pulled at timestep t the following reward is returned:
ri,t = βi · xi,t + 1[i ∈ P1]ψP1 · xi,t +N (0, 1), (4)
where 1[i ∈ P1] = 1 when i ∈ P1 and 0 otherwise, and
ψP1 is a societal or systematic bias against group P1. Note
that ψP2 is a zero vector for the non-sensitive group.
Using our running example, let’s assume that the down
payment reward received has some bias against the male
applicants compared to the female applicants, while the final
repayment does not. Note that the final repayment is not
measured after accepting a loan and is only measured much
later. The loan agency should then take the bias into account
while learning what ‘good’ applications look like.
We therefore define regret for pulling an arm a at time t as
R(t) = f(xi∗,t)− f(xa,t) (5)
where i∗ is the optimal arm to pull at timestep t and f(xi,t)
is the true reward with no bias terms ψP1 · xi,t. We also
assume that the average true reward (with no bias) for group
P1 should be the same as the average reward for group P2.
In the loan agency example, this real regret would measure
the regret of the final repayments instead of the biased down
payment regret.
One can view the societal bias term ψi that we learn for
some group i as our algorithm learning how to automati-
cally identify and adjust for anti-discrimination for group
i compared to all other groups. Anti-discrimination is the
practice of identifying a relevant feature in data and ad-
justing it to provide fairness under that measure (Corbett-
Davies & Goel, 2018). One example of this, discussed by
Dwork et al. (2012), Joseph et al. (2016b), and in the offi-
cial White House algorithmic decision making statement
(of the President et al., 2016), comes up in college admis-
sions. Given other factors, specifically income level, some
colleges weight SAT scores less in wealthy populations due
to the presence of tutors while increasing the weight of
working-class populations (Belkin, 2019). While in these
admissions settings the adjustments may be ad-hoc, we learn
our bias term from data. Past work has compared the vector
β learned for each arm as akin to adjusting for these biases
(Dwork et al., 2012). While this is true at an individual level,
our explicit modeling of bias allows us to discover these
adjustments at a group level.
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5. Group Fair Contextual Bandits
In this section, given our new definition of reward (Equa-
tion 4) and corresponding new definition of regret (Equa-
tion 5), we present the algorithm GROUPFAIRTOPINTER-
VAL (Algorithm 2) which takes societal bias into account.
We also give a bound on its regret in this new reward and
regret setting. Subsequently, we briefly describe the algo-
rithm.
In GROUPFAIRTOPINTERVAL, each round t is randomly
chosen with probability 1
t1/3
to be an exploration round. The
exploration round randomly chooses an arm to learn more
about.
The remaining rounds become exploitation rounds, where
linear estimates are used to pull arms. GROUPFAIRTOPIN-
TERVAL learns two different types of standard OLS linear
estimators (Kuan, 2004). The first is a coefficient vector
Bˆi,t for each arm i (line 7). Additionally, GROUPFAIR-
TOPINTERVAL learns a group coefficient vector ψˆPj ,t for
each group Pj (lines 4 and 5). As mentioned previously,
we treat P1 as the sensitive group of arms. An arm i in the
non-sensitive group P2 has a reward estimation of βˆi,t · xi,t,
while an arm i in the sensitive group P1 has a bias corrected
reward estimation of βˆi,t · xi,t − ψˆP1,t + ψˆP2,t.
For each arm i, the algorithm calculates confidence intervals
wi,t around the linear estimates Bˆi,t · xi,t using a Quantile
function Q (line 10). This means that the true utility (includ-
ing some bias) falls within [Bˆi,t · xi,t −wi, Bˆi,t · xi,t +wi]
with probability 1− δ at every arm i and every timestep t.
Similarly, for each group Pj and contextwi,t for a given arm
i at timestep t, the algorithm calculates a confidence interval
bPj ,i,t using a Quantile function Q (lines 4 and 5). This
means that the true group utility (or true average group util-
ity) falls within [ψˆPj ,i,t ·xi,t− bPj ,i,t, ψˆPj ,i,t ·xi,t+ bPj ,i,t]
with probability [1− δ]. Using the confidence intervals wi,t
and bPj ,i,t, and the linear estimates Bˆi,t ·xi,t and ψˆPj ,i,t ·xi,t
we can calculate the upper bound of the estimated reward
for each arm i (lines 15 and 17). The algorithm then pulls
the arm with the highest upper bound (line 20).
Returning to our running example, using GROUPFAIR-
TOPINTERVAL, the loan agency would learn a down pay-
ment reward function for each of the arms, i.e., a coefficient
vector βi where i ∈ [young female arm, young male arm,
older female arm, older male arm], as well as the group
average coefficients for the gender-grouped arms, ψPj , for
male and female. Using the gender-grouped coefficients,
expected rewards for male arms are reweighted to account
for the bias in down payment.
Standard algorithms like TOPINTERVAL4 would choose an
arm i = argmax(βˆ · xi,t + wi,t), ignoring societal bias
4A variant of the contextual bandit LinUCB by Li et al. (2010)
Algorithm 2 GROUPFAIRTOPINTERVAL
Require: δ, P1, P2
1: for t = 1 . . . T do
2: With probability 1
t1/3
, play it ∈R {1, . . . , n}
3: otherwise:
4: ψˆP1,t :=
(X TP1,tXP1,t)−1 X TP1,tYP1,t
5: ψˆP2,t :=
(X TP2,tXP2,t)−1 X TP2,tYP2,t
6: for i = 1 . . . n do
7: βˆi,t :=
(
XTi,tXi,t
)−1
XTi,tY
T
i,t
8: Fi,t := N
(
0, σ2xi,t
(
XTi,tXi,t
)−1
xTi,t
)
9: wi,t := QFi,t
(
δ
2nt
)
10: if i ∈ P1 then
11: FP1,i,t := N
(
0, σ2xi,t
(X TP1,tXP1,t)xTi,t)
12: FP2,i,t := N
(
0, σ2xi,t
(X TP2,tXP2,t)xTi,t)
13: bP1,i,t := QFP1,i,t
(
δ
2 n|P1|T
)
14: bP2,i,t := QFP2,i,t
(
δ
2 n|P2|T
)
15: uˆi,t := βˆi,t ·xi,t+wi,t−ψˆP1,t ·xi,t+bP1,i,t+
ψˆP2,t · xi,t + bP2,i,t
16: else
17: uˆi,t := βˆi,t · xi,t
18: end if
19: end for
20: Play argmaxi uˆi,t and observe reward yi,t
21: end for
(Equation 4, leading to a larger true regret (Equation 5)).
Note that GROUPFAIRTOPINTERVAL can be extended to
multiple groups by defining an overall average reward.
GROUPFAIRTOPINTERVAL is fair—in the context of the
group fairness definitions used throughout this paper—and
satisfies the following theorem. A proof sketch follows the
theorem and a full proof can be found in Appendix B.
Theorem 1. For two groups P1 and P2, where P1 has a bias
offset in rewards, GROUPFAIRTOPINTERVAL has regret
R(T ) = O
√dn ln 2nTδ
l
T 2/3
+
(
dnL
l
(
ln2
2nT
δ
+ ln d
))2/3)
. (6)
Proof Sketch. We start by proving two lemmas. The first of
which states that with probability at least 1− δ:∣∣∣βˆi,t · xi,t − (βi · xi,t + 1[i ∈ P1]ψP1 · xi,t)∣∣∣ ≤ wi,t (7)
holds for any i at time t. Similarly, the second states that
with probability at last 1− δ:∣∣∣βˆi,t · xi,t − βi · xi,t∣∣∣ ≤ wi,t (8)
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holds for any group Pj , any arm i, and at any timestep t. By
combining these two lemmas, we can see that arms should
be treated fairly.
The regret for GROUPFAIRTOPINTERVAL can be broken
down into three terms:
R(T ) =
∑
t: t is an explore round
regret(t)
+
∑
t: t is an exploit round and t<T1
regret(t)
+
∑
t: t is an exploit round and t≥T1
regret(t). (9)
First, for any t we have:∑
t′<t
1
t1/3
= Θ(t2/3). (10)
We then show that the number of rounds T1 after which we
have sufficient samples such that the estimators are well
concentrated is:
T1 = Θ
(
min
a
(
dnL
λmina,d
(
ln2
2
δ
+ ln d
))3/2)
. (11)
Finally, we bound the third term in Equation 9 as follows:∑
t: t is an exploit round and t≥T1
regret(t)
≤ O
√dn ln 2nTδ
mini λmini,d
T 2/3 + δ′T
 . (12)
Combining Equations 9, 10, 11, and 12, we have Theorem 1.
Note that we can extend Algorithm 2 to m groups. In this
setting we make the strong assumption that true rewards are
centered about ρ defined by the user.5 In this adaption of the
algorithm, we set the upper bound radius for arm i as:
uˆi,t = βˆi,t · xi,t + wi,t + ρ− ψˆPj ,t · xi,t + bPj ,i,t
where i ∈ Pj . We then have the following theorem for
multiple groups:
Theorem 2. For m groups P1, . . . , Pm, where ρ is the ex-
pected average reward, GROUPFAIRTOPINTERVAL (MUL-
TIPLE GROUPS) has regret
R(T ) = O
√dn ln 2nTδ
l
T 2/3
+
(
dnmL
l
(
ln2
2nT
δ
+ ln d
))2/3)
. (13)
where l = mini λmini,d and L > maxt λmax(x
T
i,txi,t).
5See Appendix B.2 for further details
6. Experiments
In this section, we empirically evaluate GROUPFAIRTOPIN-
TERVAL. We perform experiments on synthetic data to
demonstrate the effects of various parameters, and on real
datasets to demonstrate how GROUPFAIRTOPINTERVAL
performs in the wild. In each of these sections we com-
pare to both TOPINTERVAL, due to Li et al. (2010), and
INTERVALCHAINING, due to Joseph et al. (2016b).
6.1. Synthetic Experiments
In each synthetic experiment, we generate true coefficient
vectors βi by choosing coefficients uniformly at random for
each arm i. Contexts at each timestep t are chosen randomly
for each arm i. Seeds are set at the beginning of each ex-
periment to keep arms consistent between algorithms for a
fair comparison. Additionally, bias coefficients ψ1 are set
uniformly at random with a given mean µ = 10.
We run four different types of experiments:6
(a) Varying the total budget for pulling arms (T ) while
setting the number of arms n = 10, the error mean
µ = 10, the number of sensitive arms equal to 5, and
the context dimension d = 2 (Figures 2a and 1a).
(b) Varying the total number of arms n while setting the
total budget T = 1000, the error mean µ = 10, the
number of sensitive arms to 5, and the context dimen-
sion d = 2 (Figures 2b and 1b).
(c) Varying error mean µ while setting the total budget
T = 1000, the number of arms n = 10, the number of
sensitive arms equal to 5, and the context dimension
d = 5 (Figures 2c and 1c).
(d) Varying the number of sensitive arms while setting the
total budget T = 1000, the number of arms n = 10,
the error mean µ = 10, and the context dimension
d = 2 (Figures 2d and 1d).
The plots in Figure 1 show the percentage of times an algo-
rithm pulled a sensitive arm over the full budget T . In order
to be fair, the percentage of sensitive arms pulled should
be proportional to the number of sensitive arms, i.e., when
there are 2 sensitive arms out of the 10 total arms, the per-
centage of sensitive arms pulled is roughly 20%. The plots
in Figure 2 show the perceived regret that includes bias ψ
as solid lines, and real regret that corrects bias (See Equa-
tions 4 and 5) as dashed lines. Algorithms with low real
regret are considered ‘good’.
Figure 1a shows that once exploration is over, GROUPFAIR-
TOPINTERVAL pulls sensitive arms roughly 50% of the
time, matching the 50% of sensitive arms. Figure 2a shows
that GROUPFAIRTOPINTERVAL performs comparably on
real regret as TOPINTERVAL performs on biased regret.
6Additional experiments can be found in Appendix C.
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(a) Increasing the total
budget T , for n = 10,
µ = 10, and number of
sensitive arms = 5
(b) Increasing the num-
ber of arms n, for T =
1000, µ = 10, and num-
ber of sensitive arms = 5
(c) Increasing µ, for n =
10, T = 1000, and num-
ber of sensitive arms = 5
(d) Increasing the frac-
tion of overall sensitive
arms, for n = 10, T =
1000, µ = 10
(e) Legend
Figure 1: Percentage of total arm pulls that were pulled using sensitive arms.
(a) n = 10, µ =
10, number of sensitive
arms = 5
(b) T = 1000, µ =
10, number of sensitive
arms = 5
(c) n = 10, T =
1000, number of sensi-
tive arms = 5
(d) n = 10, T = 1000,
µ = 10
(e) Legend
Figure 2: Regret for synthetic experiments. The solid lines are regret given the rewards received from pulling the arms (including the
group bias). The dashed lines is the true regret (without the group bias).
This means GROUPFAIRTOPINTERVAL should be used over
TOPINTERVAL in contexts where bias is anticipated.
Figure 1b illustrates that INTERVALCHAINING becomes
more group fair as the number of arms increase. This is
because many arms are chained together and therefore, arms
are chosen uniformly at random. Figure 2b illustrates this
random picking of arms as real regret and biased regret
increases dramatically for INTERVALCHAINING.
As expected, Figure 1c illustrates that when the error mean
µ is large, both INTERVALCHAINING and TOPINTERVAL
choose fewer sensitive arms. This leads to a high real regret
as shown in Figure 2c. Following Kleinberg et al. (2016),
Figure 2c also suggests that one cannot have both individual
and group fairness in a scenario with high mean error.
Figure 1d demonstrates the fairness property of proportion-
ality. The percentage of sensitive arms pulled by GROUP-
FAIRTOPINTERVAL matches the number of sensitive arms.
As shown in Figure 2d, the number of sensitive arms does
not affect the real regret of GROUPFAIRTOPINTERVAL.
6.2. Experiments on Real-World Data
After exploring GROUPFAIRTOPINTERVAL on synthetic
data, we move on to using both the Philippines family in-
come and expenditure dataset on Kaggle7 and the ProPub-
7https://www.kaggle.com/grosvenpaul/family-income-and-
expenditure
(a) Sensitive arm pulls (%) (b) Regret
Figure 3: Results of running contextual bandit algorithms on the
family income and expenditure dataset. Figure 3a shows the per-
centage of pulls that were of sensitive arms. Figure 3b shows the
biased regret for each of the algorithms. Note that the “real” regret
like that shown in the synthetic experiments cannot be calculated.
(a) Sensitive arm pulls (%) (b) Regret
Figure 4: Results on the COMPAS dataset. Figure 4a shows the
percentage of pulls that were of sensitive arms. Figure 4b shows the
biased regret for each of the algorithms. Note that the “real” regret
like that shown in the synthetic experiments cannot be calculated.
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lica COMPAS dataset.8 The family income dataset is from
the Philippines and when one looks at the gender and age
breakdown in the family income dataset, one can see that
quite often female heads of households make more money
than males in the Philippines." or some variation. This is
most likely due to the large number of Filipino women who
work out of the country. It is estimated that up to 20% of the
GDP of the Philippines is actually remittances from these
overseas—primarily female—workers.9 In fact, almost 60%
of overseas workers are women and 75% of these women
are between the ages of 25 and 44.10 ProPublica found that
recidivism risk scores for African-Americans were generally
higher than other races.11
EXPERIMENTAL SETUP.
Given the skew of high income coming from female head of
households in the family income dataset, we treat the binary
‘Household Head Sex’ feature as the sensitive attribute. To
create arms, we then split up households based on ‘House-
hold Head Age’ bucketed into the following five groups: (8,
27], (27, 45], (45, 63], (63, 81], and (81, 99]. We therefore
have 10 different arms (for example, two arms would be
Female head of household between 8 and 27, and Male head
of household between 8 and 27).
Similarly, we treat African-American individuals from the
COMPAS dataset as the sensitive attribute. We create arms
by splitting up households based on the three age categories
found in the data. We therefore have 6 different arms.
At each timestep t, we randomly select an individual from
each arm. The context vector is the remaining features where
any nominal features are transformed into integers. After
an arm is pulled, a reward of the household income (for the
family income dataset) or violent decile score (for the COM-
PAS dataset) is returned. Note that we use these datasets for
illustrative purposes only.
RESULTS.
We see the same behavior of arm pulls in the real world data.
Figures 3a and 4a show that after a period of exploration,
the percentage of sensitive arms (male-grouped arms) pulled
gets very close to 50%, matching the proportion of sensitive-
grouped arms.
Figures 3b and 4b are perhaps more interesting. Since we
cannot measure the “real” regret without the bias we as-
8https://www.kaggle.com/danofer/compass
9https://www.nationalgeographic.com/magazine/2018/12/filipino-
workers-return-from-overseas-philippines-celebrates/
10https://psa.gov.ph/content/2017-survey-overseas-filipinos-
results-2017-survey-overseas-filipinos
11https://www.propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing
sumed from the sensitive-grouped arms, we consider the gap
between GROUPFAIRTOPINTERVAL and TOPINTERVAL as
the price of fairness. The gap in regret is small compared to
the increase in percentage of sensitive arms pulled.
7. Discussion and Conclusions
Our new definitions of reward (Equation 4) and regret (Equa-
tion 5) for the MAB setting provide an opportunity to look
at biased data in a new light. In many cases, ground truths
provided during learning are noisy with respect to sensitive
groups. Additionally, debiased ground truths may be very
expensive to receive or may take a long time to acquire.
For instance, if looking at loans, true rewards of repayment
may take years to receive. Or, for example, in hiring—the
true reward of hiring an individual may take over a year
to estimate, while the initial estimate may be influenced
by a hiring team’s unconscious bias over features such as
ethnicity, gender, or orientation. Our proposed algorithm,
GROUPFAIRTOPINTERVAL, learns societal bias in the data
while still being able to differentiate between individual
arms. Previous solutions relied on setting ad-hoc thresholds,
requiring some form of quota, or choosing groups uniformly
at random. These solutions either lead to high regret, or
require a large amount of domain knowledge for the chosen
application.
Our main contributions are:
• We provide a new definition of reward and regret which
captures societal bias.
• We provide an algorithm that learns and corrects for
that definition of societal bias.
• We empirically explore the effects different CMAB
algorithms have in the setting of societal bias.
This paper provides an initial look at group fairness in the
contextual multi-armed bandit (MAB) setting. Future work
could expand GROUPFAIRTOPINTERVAL to enforce indi-
vidual fairness within groups. Intersectional group fairness
is also important to look at in the MAB setting where more
than one type of sensitive attribute needs to be protected. Ad-
ditionally, other group fairness definitions such as Equalized
Opportunity should be converted to the MAB setting (Hardt
et al., 2016). Another interesting direction for future work
is to mix ideas from the study of budget constrained bandits
(Ding et al., 2013; Wu et al., 2015) with our fairness defi-
nitions. We have also assumed individual arms have fixed
group membership; generalizing to a setting where member-
ships in protected groups may change at every timestep t
would fit more real world applications.
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A. Additional Related Work
A closely related area to our work is the research into
fairness in rankings (Singh & Joachims, 2018), multi-
stakeholder recommender systems (Abdollahpouri & Burke,
2019), and item allocation (Benabbou et al., 2018; 2019).
When algorithms return rankings for an individual to se-
lect from, one must pay attention to the ordering and the
positioning of various groups (Singh & Joachims, 2018).
One can see this as an application of the group fairness con-
cept to the slates that are chosen for display. A particular
aspect of recommendation systems that one needs to keep
in mind is that often there are different stakeholders: the
person receiving the recommendation, the company giving
the recommendation, and the businesses that are the subjects
of recommendation (Abdollahpouri & Burke, 2019). Finally,
when goods are allocated, such as housing or subsidies one
may need to observe both individual and group fairness
(Benabbou et al., 2018). Indeed, group fairness is specifi-
cally important in, e.g., Singapore, which has specifically
enforced notions of group fairness when allocating public
housing (Benabbou et al., 2019).
B. Proofs
B.1. Two Groups
In order to prove Theorem 1, we first prove two lemmas.
Lemma 1. The following holds for any i at any time t, with
probability at least 1− δ:∣∣∣βˆi,t · xi,t − (βi · xi,t + 1[i ∈ P1]ψP1 · xi,t)∣∣∣ ≤ wi,t.
(14)
Proof. There are two cases: i ∈ P1 or i 6∈ P1.
Focusing on the first case, inequality 14 becomes:∣∣∣βˆi,t · xi,t − βi · xi,t∣∣∣ ≤ wi,t.
By the standard properties of OLS estimators (Kuan, 2004),
βˆi, t ∼ N (βi, σ2(XTi,t, Xi,t)−1). Then, for any fixed xi,t:
βˆi,t · xi,t ∼ N
(
βi · xi,t, xTi,tσ2(XTi,t, Xi,t)−1xi,t
)
.
Using the definition of the Quantile function and the sym-
metric property of the normal distribution, with probability
at least 1− δnT ,
βˆi,t ∼ N
(
βi, σ
2(XTi,t, Xi,t)
−1) .
Exploring the second case where i ∈ P1, inequality 14 can
be replaced with∣∣∣βˆi,t · xi,t − Ci · xi,t∣∣∣ ≤ wi,t
where Ci = βi + ψP1 . Again, by the standard properties of
OLS estimators βˆi, t ∼ N (Ci, σ2(XTi,t, Xi,t)−1), we have
for any fixed xi,t:
βˆi,t · xi,t ∼ N
(
Ci · xi,t, xTi,tσ2(XTi,t, Xi,t)−1xi,t
)
.
This uses the definition of the Quantile function and the sym-
metric property of the normal distribution, with probability
at least 1− δnT .
Therefore, the probability that inequality 14 fails to hold for
any i at any timestep t is at most nT · δnT = δ.
Lemma 2. The following holds for any group Pj , any arm
i, at any time t, with probability at least 1− δ:∣∣∣ψˆPj ,t · xi,t − ψ¯Pj · xi,t∣∣∣ ≤ bPj ,i,t. (15)
Proof. By the standard properties of OLS estimators
ψˆPj ,t ∼ N
(
ψ¯Pj , σ
2(X TPj ,t,XPj ,t)−1
)
. For any fixed xi,t,
ψˆi,t · xi,t ∼ N
(
ψ¯Pj · xi,t, xTi,tσ2(X TPj ,t,XPj ,t)−1xi,t
)
.
Using the definition of the quantile function and the sym-
metric property of the normal distribution, with probability
at least 1− δn
|Pj |T
, inequality 15 holds. Therefore, the prob-
ability that this fails to hold for any i at any timestep t is at
most n|Pj |T · δn|Pj |T = δ.
With Lemma 1 and Lemma 2, we can now prove Theorem 1.
Proof. Regret for GROUPFAIRTOPINTERVAL can be
grouped into three terms for any T1 ≤ T :
R(T ) =
∑
t: t is an explore round
regret(t)
+
∑
t: t is an exploit round and t<T1
regret(t)
+
∑
t: t is an exploit round and t≥T1
regret(t) (16)
Starting with the first term, define pt = 1t2/3 to be the
probability that timestep t is an exploration round. Then, for
any t, ∑
t′<t
pt′ = Θ(t
2/3). (17)
We now focus on the third term of Equation 16, where t is an
exploit round and t > T1. Throughout the rest of the proof
we assume Lemma 1 and Lemma 2. Fix a exploit timestep t
where arm it is played. Then,
regret(t) ≤ 2wit,t + 2bP1,it,t + 2bP2,it,t
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≤ 2 max
i
(wi,t + bP1,i,t + bP2,i,t)
≤ 2
(
max
i
wi,t + max
i
bP1,i,t + max
i
bP2,i,t
)
.
(18)
Note that:
wi,t = QN
(
0,xi,t(XTi,tXi,t)
−1
xTi,t
)( δ
2nT
)
.
Similarly,
bPj ,i,t = QN
(
0,xi,t
(
XTPj,tXPj,t
)−1
xTi,t
)
(
δ
2 n|Pj |T
)
.
We first bound
xi,t
(
XTi,tXi,t
)−1
xi,t ≤ ||xi,t||λmax
((
XTi,tXi,t
)−1)
= ||xi,t|| 1
λmin
(
XTi,tXi,t
)
≤ 1
λmin
(
XTi,tXi,t
) (19)
where the last inequality holds since ||xi,t|| ≤ 1 for all i
and t. Using similar logic,
xi,t
(
X TPj ,tXPj ,t
)−1
xi,t ≤ 1
λmin
(
X TPj ,tXPj ,t
) . (20)
Let Gi,t be the number of observations of arm i with
contexts drawn uniformly from the distribution for arm i
prior to timestep t. Similarly, let GPj ,t be the number of
observations of group Pj with contexts drawn uniformly
from the distribution for group Pj prior to timestep t. Let
L > maxt λmax(x
T
i,t, xi,t). For any α ∈ [0, 1], using the
superaddivity of minimum eigenvectors for positive semidef-
inite matrices, we get
E
[
λmin(X
T
i,tXi,t)
] ≥ Gi,t
d
λmini,d ≥
⌊
Gi,t
d
⌋
λmini,d .
(21)
Similarly,
E
[
λmin(X TPj ,tXPj ,t)
]
≥ GPj ,t
d
λminPj,d ≥
⌊GPj ,t
d
⌋
λminPj,d .
(22)
Equation 21 implies that
Pr
Xi,t
[
λmin(X
T
i,t, Xi,t) ≤ α
⌊
Gi,t
d
⌋
λmini,d
]
≤ Pr
Xi,t
[
λmin(X
T
i,t, Xi,t) ≤ αE[λmin(XTi,tXi,t)]
]
(23)
≤ Pr
Xi,t
[
λmin(X
T
i,t, Xi,t) ≤ αλmin(E[XTi,tXi,t])
]
(24)
≤ d exp
(
−(1− α)2λmin(E[XTi,tXi,t])
2L
)
(25)
≤ d exp
(
−(1− α)2E[λmin(XTi,tXi,t)]
2L
)
(26)
≤ d exp
−(1− α)2
⌊
Gi,t
d
⌋
λmini,d
2L
 (27)
where Inequalities 23 and 27 are from equation 21, Inequal-
ities 24 and 26 are from Jensen’s inequality (Mitzenmacher
& Upfal, 2017), and Inequality 25 uses a Matrix Chernoff
Bound (Mitzenmacher & Upfal, 2017).
Using Inequality 27 after rearranging with probability 1− δ:
λmin(X
T
i,tXi,t) ≥ α
⌊
Gi,t
d
⌋
λmini,d (28)
when
Gi,t ≥ d
(
L
(1− α)2λmini,d
)(
ln
1
δ
+ ln d
)
. (29)
Using similar logic with probability 1− δ, we have
λmin(X TPj ,tXPj ,t) ≥ α
⌊GPj ,t
d
⌋
λminPj,d (30)
when
GPj ,t ≥ d
(
L
(1− α)2λminPj,d
)(
ln
1
δ
+ ln d
)
. (31)
Using a multiplicative Chernoff bound (Mitzenmacher &
Upfal, 2017) for a fixed timestep t with probability 1− δ′,
the number of exploitation rounds prior to rounds t will
satisfy ∣∣∣∣∣Gt −∑
t′<t
pt′
∣∣∣∣∣ ≤
√
ln
2
δ′
∑
t<t′
pt′ (32)
For a fixed i and timestep t using a multiplicative Chernoff
bound, with probability 1− δ′, the number of exploitation
rounds for arm i prior to round t will satisfy∣∣∣∣Gi,t − Gtn
∣∣∣∣ ≤
√
ln
2
δ′
Gt
n
. (33)
Similarly, for a fixed group Pj and timestep t with probaility
1− δ′, the number of exploration rounds for group Pj prior
to round t will satisfy∣∣∣∣Gi,t − Gt|Pj |/n
∣∣∣∣ ≤
√
ln
2
δ′
Gt
n/|Pj | (34)
where |Pj | is the size of group Pj .
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Combining equations 32 and 33 with probability at least
1 − 2δ′ for a fixed arm i and timestep t, if ∑t′<t Pt′ ≥
36n ln2 2δ′ we have∣∣∣∣Gi,t − ∑t′<t pt′n
∣∣∣∣ ≤ ∑t′<t pt′2n . (35)
Similarly, combining equations 32 and 34 with probability
at least 1− 2δ′ for a fixed group Pj and timestep t:∣∣∣∣Gi,t − ∑t′<t Pt′n/|Pj |
∣∣∣∣ ≤ ∑t′<t pt′2n . (36)
Therefore, equation 28 holds with probability 1− δ′ when∑
t′<t pt
2n
≥ d
(
L
(1− α)2λmini,d
)(
ln
1
δ
+ ln d
)
. (37)
Similarly, equation 30 holds with probability 1− δ′ when∑
t′<t pt
2n/|Pj | ≥ d
(
L
(1− α)2λminPj,d
)(
ln
1
δ
+ ln d
)
.
(38)
Therefore, since n/|Pj | < n, the number of rounds after
which we have sufficient samples such that the estimators
are well-concentrated is
T1 = Θ
(
min
a
(
dnL
λmina,d
(
ln2
2
δ
+ ln d
))3/2)
(39)
where a ∈ [n] ∪ P1 ∪ P2.
Also note that for any t ≥ T1 we have∑
t′<t
pt′ = Ω
(
min
a
(
dnL
λmina,d
(
ln2
2
δ′
+ ln d
)))
. (40)
We can now bound the third term in Equation 16.∑
t: t is an exploit round and t≥T1
regret(t)
≤ 2
∑
t≥T1
(
max
i
wi,t + max
i
bP1,i,t + max
i
bP2,i,t
)
(41)
≤ 2
∑
t≥T1
(
max
i
QN(0,λmax((XTi,tXi,t))−1)
(
δ
2nT
)
+ max
i
QN
(
0,λmax((XTP1,tXP1,t))−1
)
(
δ
2 n|P1|T
)
+ max
i
QN
(
0,λmax((XTP2,tXP2,t))−1
)
(
δ
2 n|P2|T
))
≤ 2
∑
t≥T1
Q
N
(
0, 1
mini λmin((X
T
i,t
Xi,t))
−1
)( δ
2nT
)
+Q
N
(
0, 1
mini λmin((XTP1,tXP1,t))
−1
)
(
δ
2 n|P1|T
)
+ Q
N
(
0, 1
mini λmin((XTP2,tXP2,t))
−1
)
(
δ
2 n|P2|T
)
≤ 2
∑
t≥T1
Q
N
0, 1
mini α
⌊
Gi,t
d
⌋
λmini,d

(
δ
2nT
)
+Q
N
0, 1
α
⌊GP1,t
d
⌋
λminP1,d

(
δ
2 n|P1|T
)
+ Q
N
0, 1
α
⌊GP2,t
d
⌋
λminP2,d

(
δ
2 n|P2|T
)+ 3δ′T
(42)
≤ 2
∑
t≥T1
√√√√ ln 2nTδ
mini α
⌊
Gi,t
d
⌋
λmini,d
+
√√√√√ ln 2 n|P1|Tδ
mini α
⌊GP1,t
d
⌋
λminP1,d
+
√√√√√ ln 2 n|P2|Tδ
mini α
⌊GP2,t
d
⌋
λminP2,d
+ 6δ′T (43)
≤ 2
∑
t≥T1
3√√√√ ln 2nTδ
mini α
⌊
Gi,t
d
⌋
λmini,d
 (44)
= O
∑
t≥T1
√
d
ln 2nTδ
miniGi,tλmini,d
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t≥T1
√
1
miniGi,t
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t≥T1
√
n∑
t′<t pt′
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t≥T1
√
n
t2/3
+ δ′T
 (45)
= O
√dn ln 2nTδ
mini λmini,d
∑
t∈[T1,T ]
1
t1/3
+ δ′T

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= O
√dn ln 2nTδ
mini λmini,d
T 2/3 + δ′T
 (46)
where (41) is due to Equation 18, (42) is due to Equations 21
and 22, (43) is due to Chernoff bounds, (44) is due to the
fact that n|Pj | < n and GPj ,t > miniGi,t, and (45) is due to
Equation 17. Theorem 1 follows by combining Equations 16,
17, 39, and 46 and setting δ′ = min
(
1
3nT ,
1
T 1/3
)
.
B.2. Multiple Groups
In in order to prove Theorem 3, we first prove two lemmas.
Lemma 3. The following holds for any i at any time t, with
probability at least 1− δ∣∣∣∣∣∣βˆi,t · xi,t −
βi · xi,t + m∑
j=1
1 [i ∈ Pj ]ψPj · xi,t
∣∣∣∣∣∣
≤ wi,t (47)
Proof. Inequality 47 can be replaced with∣∣∣βˆi,t · xi,t − Ci · xi,t∣∣∣ ≤ wi,t
whereCi = βi+ψPj and i ∈ Pj . By the standard properties
of OLS estimators βˆi,t ∼ N
(
Ci, σ
2(XTi,tXi,t)
−1). For any
fixed xi,t:
βˆi,t · xi,t ∼ N
(
Ci · xi,t, xTi,tσ2(XTi,tXi,t)−1xi,t
)
Using the definition of the quantile function and the symmet-
ric property of the normal distribution, with probability at
least 1− δnT , Inequality 47 holds. Therefore, the probability
that inequality 47 fails to hold for any i at any timestep t is
at most nT δnT = δ.
Lemma 4. The following holds for any group Pj , any arm
i, at any timestep t, with probability at least 1− δ:∣∣∣ψˆPj ,t · xi,t − ψPj ,t · xi,t∣∣∣ ≤ bPj ,i,t. (48)
Proof. By the standard properties of OLS estimators,
ψˆPj ,t ∼ N
(
ψPj , σ
2(X TPj ,tXPj ,t)−1
)
.
For any fixed xi,t:
ψˆPj ,t · xi,t ∼ N
(
ψPj · xi,t, xTi,tσ2(X TPj ,tXPj ,t)−1xi,t
)
.
Using the definition of the quantile function and the sym-
metric property of the normal distribution, with probability
of at least 1− δn
|Pj |T
inequality 48 holds. Therefore the prob-
ability this fails to hold for any i at timestep t is at most
n
|Pj |T
δ
n
|Pj |T
= δ.
Theorem 3. For m groups P1, . . . , Pm, where ρ is the ex-
pected average reward, GROUPFAIRTOPINTERVAL (MUL-
TIPLE GROUPS) has regret
R(T ) = O
√dn ln 2nTδ
l
T 2/3
+
(
dnmL
l
(
ln2
2nT
δ
+ ln d
))2/3)
(49)
where l = mini λmini,d and L > maxt λmax(x
T
i,txi,t).
We can now prove Theorem 3.
Proof. Assume that both Lemma 3 and Lemma 4 hold for
all arms i and all timesteps t.
Regret for GROUPFAIRTOPINTERVAL (MULTIPLE
GROUPS) can be grouped into three terms for any T1 ≤ T :
R(T ) =
∑
t: t is an explore round
regret(t)
+
∑
t: t is an exploit round and t<T1
regret(t)
+
∑
t: t is an exploit round and t≥T1
regret(t) (50)
Starting with the first term in Equation 50, define pt = 1t1/3
to be the probability that timestep t is an exploration round.
Then, for any t, ∑
t′<t
pt′ = Θ(t
2/3) (51)
Focusing on the third term of Equation 50, fix an exploit
timestep t where arm it is played. Then,
regret(t) ≤ 2wit,t + max
j
(2bPj ,it,t)
≤ 2 max
i,j
(wi,t + bPj ,i,t)
≤ 2
(
max
i
wi,t + max
i,j
bPj ,i,t
)
(52)
From Algorithm 3, note that
wi,t = QN
(
0,xi,t(XTi,tXi,t)
−1
xTi,t
)( δ
2nT
)
.
Similarly,
bPj ,i,t = Q
N
(
0,xi,t
(
XTPj,tXPj,t
)−1
xTi,t
)
(
δ
2 n|Pj |T
)
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Algorithm 3 GROUPFAIRTOPINTERVAL (MULTIPLE GROUPS)
Require: δ, (P1, . . . , Pm), ρ
1: for t = 1 . . . T do
2: with probability 1
t1/3
, play it ∈R {1, . . . , n}
3: Else
4: for j = 1 . . . ,m do
5: Let ψˆPj ,t =
(
X TPj ,tXPj ,t
)−1
X TPj ,tYPj ,t
6: end for
7: for i = 1 . . . n do
8: Let βˆi,t =
(
XTi,tXi,t
)−1
XTi,tY
T
i,t
9: Let Fi,t = N
(
0, σ2xi,t
(
XTi,tXi,t
)−1
xTi,t
)
10: Let wi,t = QFi,t
(
δ
2nt
)
11: for j where i ∈ Pj do
12: Let FPj ,i,t = N
(
0, σ2xi,t
(
X TPj ,tXPj ,t
)
xTi,t
)
13: Let bPj ,i,t = QFPj,i,t
(
δ
2 n|Pj |T
)
14: Let uˆi,t = βˆi,t · xi,t + wi,t + ρ− ψˆPj ,t · xi,t + bPj ,i,t
15: end for
16: end for
17: Play argmaxi uˆi,t and observe reward yi,t
18: end for
We will first bound xi,t
(
XTi,tXi,t
)−1
xTi,t.
xi,t
(
XTi,tXi,t
)−1
xTi,t ≤ ||xi,t||λmax
((
XTi,tXi,t
)−1)
= ||xi,t|| 1
λmin(XTi,tXi,t)
≤ 1
λmin(XTi,tXi,t)
(53)
where inequality 53 is due to ||xi,t|| ≤ 1 for all arms i and
all timesteps t.
Using similar logic:
xi,t
(
X TPj ,tXPj ,t
)−1
xTi,t ≤
1
λmin
(
X TPj ,tXPj ,t
) . (54)
Let Gi,t be the number of observations of arm i with con-
text i drawn uniformly from the distribution for arm i
prior to timestep t. Similarly, let GPj ,t be the number of
observations of group Pj with context drawn uniformly
from the distribution for group Pj prior to timestep t. Let
L > maxt λmax
(
xTi,txi,t
)
.
For any α ∈ [0, 1], using the superadditivity of minimum
eugenvectors for positive semi-definite matrices, we get:
E
[
λmin(X
T
i,tXi,t)
] ≥ Gi,t
d
λmini,d
≥
⌊
Gi,t
d
⌋
. (55)
Similarly,
E
[
λmin(X TPj ,tXPj ,t)
]
≥
⌊
GPj ,t
d
⌋
λminPj.d . (56)
Equation 55 implies that:
Pr
xi,t
[
λmin(Xi,tXi,t) ≤ α
⌊
Gi,t
d
⌋
λmini,d
]
≤ Pr
xi,t
[
λmin(X
T
i,tXi,t) ≤ αE
[
λmin(X
T
i,tXi,t)
]]
(57)
≤ Pr
xi,t
[
λmin(X
T
i,tXi,t) ≤ αλmin
(
E
[
XTi,tXi,t
])]
(58)
≤ d exp
(
−(1− α)2λmin
(
E
[
XTi,tXi,t
])
2L
)
(59)
≤ d exp
(
−(1− α)2E [λmin (XTi,tXi,t)]
2L
)
(60)
≤ d exp
−(1− α)2
⌊
Gi,t
d
⌋
λmini,d
2L
 (61)
where inequality 57 comes from inequality 55, inequality 58
is due to Jensen’s inequality, inequality 59 is due to a matrix
Chernoff Bound, inequality 60 is due to Jensen’s inequality,
and inequality 61 is due to inequality 55. After rearranging
inequality 61, with probability 1− δ,
λmin(X
T
i,tXi,t) ≥ α
⌊
Gi,t
d
⌋
λmini,d (62)
Group Fairness in Bandit Arm Selection
when
Gi,t ≥ d
(
L
(1− α)2λmini,d
)(
ln
1
δ
+ ln d
)
. (63)
Using similar logic with probability 1− δ, we have
λmin
(
X TPj ,tXPj ,t
)
≥ α
⌊
GPj ,t
d
⌋
λminPj,d (64)
when
GPj ,t ≥ d
(
L
(1− α)2λminPj,d
)(
ln
1
δ
+ ln d
)
. (65)
Using a multiplicative Chernoff bound for a fixed timestep
t with probability 1− δ′, the number of exploitation rounds
prior to rount t will satisfy∣∣∣∣∣Gt −∑
t′<t
pt′
∣∣∣∣∣ ≤
√
ln
2
δ′
∑
t′<t
pt′ . (66)
For a fixed i and timestep t, using a multiplicative Chernoff
bound for a fixed timestep t with probability 1 − δ′, the
number of exploitation rounds for arm i prior to round t will
satisfy ∣∣∣∣Gi,t − Gtn
∣∣∣∣ ≤
√
ln
2
δ′
Gt
n
(67)
Similarly, for a fixed group Pj and timestep t with probabil-
ity 1 − δ′, the number of exploration rounds for group Pj
prior to round t will satisfy∣∣∣∣GPj ,t − Gtn/|Pj |
∣∣∣∣ ≤
√
ln
2
δ′
Gt
n/|Pj | (68)
where |Pj | is the size of group Pj .
Combining inequality 66 and inequality 67, with probability
1 − 2δ′ for a fixed arm i and timestep t, if ∑t′<t pt′ ≥
36n ln2 2δ′ we have∣∣∣∣Gi,t − ∑t′<t pt′n
∣∣∣∣ ≤ ∑t′<t pt′2n . (69)
Similarly, combining inequality 66 and inequality 68 with
probability at least 1 − 2δ′ for a fixed group Pj and fixed
timestep t: ∣∣∣∣Gi,t − ∑t′<t pt′n/|Pj |
∣∣∣∣ ≤ ∑t′<t pt′2n/|Pj | . (70)
Therefore inequality 62 holds with probability 1− δ′ when∑
t′<t pt′
2n
≥ d
(
L
(1− α)2λmini,d
)(
ln
1
δ
+ ln d
)
.
(71)
Similarly, inequality 64 holds with probability 1− δ′ when∑
t′<t pt′
2n/|Pj | ≥ d
(
L
(1− α)2λmini,d
)(
ln
1
δ
+ ln d
)
.
(72)
Therefore, since n|Pj | < n, the number of rounds after which
we have sufficient samples such that the estimators are well-
concentrated is
T1 = Θ
(
min
a
(
dnmL
λmina,d
(
ln2
2
δ
+ ln d
))3/2)
(73)
where a ∈ [n] ∪ P1 ∪ · · · ∪ Pm.
Also note that for any t > T1 we have:∑
t′<t
pt′ = Ω
(
min
a
(
dnmL
2 mina,d
(
ln2
2
δ′
+ ln d
)))
. (74)
Now we can bound the third term in equation 50.∑
t: t is an exploit round and t>T1
regret(t)
≤ 2
∑
t>T1
(
max
i
wi,t + max
i,j
bPj ,i,t
)
(75)
≤ 2
∑
t>T1
(
max
i
QN(0,λmax(XTi,tXi,t)−1)
(
δ
2nT
)
+ max
j
Q
N
(
0,λmax(XTPj,tXPj,t)−1
)
(
δ
2 n|Pj |T
))
≤ 2
∑
t>T1
Q
N
(
0, 1
mini λmin(X
T
i,t
Xi,t)
)( δ
2nT
)
+ Q
N
(
0, 1
minj λmin(XTPj,tXPj,t)
)
(
δ
2 n|Pj |T
)
≤ 2
∑
t>T1
Q
N
0, 1
mini α
⌊
Gi,t
d
⌋
λmini,d

(
δ
2nT
)
+ Q
N
0, 1
minj α
⌊GPj,t
d
⌋
λminPj,d

(
δ
2 n|Pj |T
)+ 3δ′T
(76)
≤ 2
∑
t>T1
√√√√ ln 2nTδ
mini α
⌊
Gi,t
d
⌋
λmini,d
+
√√√√√ ln 2 nminj |Pj |Tδ
mini α
⌊GPj,t
d
⌋
λmini,d
+ 6δ′T (77)
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≤ 2
∑
t>T1
2√√√√ ln 2nTδ
mini α
⌊
Gi,t
d
⌋
λmini,d
+ 6δ′T (78)
= O
∑
t>T1
√
d
ln 2nTδ
miniGi,tλmini,d
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t>T1
√
1
miniGi,t
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t>T1
√
n∑
t′<t pt′
+ δ′T

= O
√d ln 2nTδ
mini λmini,d
∑
t>T1
√
n
t2/3
+ δ′T
 (79)
= O
√dn ln 2nTδ
mini λmini,d
∑
t∈[T1,T ]
1
t1/3
+ δ′T

= O
√dn ln 2nTδ
mini λmini,d
T 2/3 + δ′T
 (80)
where inequality 75 is due to equation 52, inequality 76 is
due to equation 55 and equation 56, inequality 77 is due
to a Chernoff bound, inequality 78 is due to the fact that
n
minj |Pj | < n and minj GPj ,t ≥ miniGi,t, and equation 79
is due to equation 51.
Combining equation 50, equation 51, equation 74, and equa-
tion 80 and setting δ′ = min( 13nT ,
1
T 1/3
) we get Theo-
rem 3.
C. Additional Experiments
Additionally to the experiments found in Section 6.1, we
ran the following experiments:
(a) Varying the range in which coefficients are chosen
(between [0,c]) while setting the total budget T =
1000, the number of arms n = 10, the error mean
µ = 10, the number of sensitive arms equal to 5, and
the context dimension d = 2 (Figures 5a and 6a).
(b) Varying the context dimension while setting the total
budget T = 1000, the number of arms n = 10, the
error mean µ = 10, and the number of sensitive arms
equal to 5 (Figures 5b and 6b).
(c) Varying probability δ while setting the total budget
T = 1000, the number of arms n = 10, the error mean
µ = 10, the number of sensitive arms equal to 5, and
the context dimension d = 2 (Figures 5c and 6c).
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(a) n = 10, µ = 10, num-
ber of sensitive arms = 5
(b) T = 1000, µ = 10,
number of sensitive arms =
5
(c) n = 10, T = 1000,
number of sensitive arms =
5
(d) legend
Figure 5: Percentage of total arm pulls that were pulled using sensitive arms.
(a) n = 10, µ = 10, num-
ber of sensitive arms = 5
(b) T = 1000, µ = 10,
number of sensitive arms =
5
(c) n = 10, T = 1000,
number of sensitive arms =
5
(d) legend
Figure 6: Regret for synthetic experiments. The solid lines are regret given the rewards received from pulling the arms (including the
group bias). The dashed lines is the true regret (without the group bias).
