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НЕЙРОСЕТЕВЫЕ МОДЕЛИ БИНОМИАЛЬНЫХ ВРЕМЕННЫХ РЯДОВ  
В ЗАДАЧАХ АНАЛИЗА ДАННЫХ
Аннотация. В данном сообщении рассматриваются задачи построения нейросетевых моделей дискретных вре-
менных рядов и использования их для компьютерного анализа данных. Представлено новое семейство нейросете-
вых моделей дискретных временных рядов, позволяющих аппроксимировать любой тип стохастической зависимо-
сти состояний временного ряда от его предыстории. Установлены условия эргодичности и отношение эквивалентности 
для этих моделей. Построены состоятельные статистические оценки параметров моделей и алгоритмы компьютер-
ного анализа данных с использованием нейросетевых моделей: алгоритмы оценивания параметров, прогнозирова-
ния и распознавания образов.
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Введение. Анализ данных – это область математики и информатики, занимающаяся постро-
ением и исследованием математических методов и компьютерных алгоритмов извлечения зна-
ний из экспериментальных (в широком смысле) данных. Это научное направление, на котором 
базируются информационные технологии, в последние годы интенсивно развивается в мире и за 
рубежом называется Data Science [1; 2]. На практике одним из важных классов данных являются 
временные ряды – упорядоченные по времени t последовательности наблюдений { : 1, 2, }tx t =   
за некоторым явлением или процессом. Анализ временных рядов глубоко исследован для «не-
прерывных» данных .Ktx R∈  В настоящее время в связи с цифровизацией экономики и всей 
человеческой деятельности регистрируются дискретные временные ряды (ДВР) ,tx A∈  где про-
странство наблюдений A есть некоторое дискретное множество мощности N = |A|. Области прак-
тического применения ДВР: защита информации (N = 2, двоичные временные ряды); генетика 
(N = 4, генетические символьные последовательности); экономика (финансовые временные ря-
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ды); персонализированная медицина (пульсометрические данные) и др. Обзор современного со-
стояния анализа ДВР представлен в [3]. В настоящем сообщении предложено принципиально 
новое семейство нейросетевых моделей ДВР, установлены его свойства, разработаны алгоритмы 
статистического анализа (оценивания параметров, прогнозирования и распознавания образов) 
для таких моделей.
Семейство нейросетевых моделей ДВР. Примем обозначения: Z – множество целых чисел; 
штрих у матрицы – символ транспонирования; 11( , , , )n n mm n n mJ j j j A - +- ′= ∈  – вектор-столбец 
1n m- +  элементов последовательности 1 0 1, , , ,j j j-   ( n m≥ ).
Определим на вероятностном пространстве (W, F, R) ДВР ,tx A∈  ,t Z∈  с конечным про-
странством N состояний:
 {0,1, , 1}, 2 ,A N N= - ≤ < +∞
порождаемый условными биномиальными распределениями вероятностей:
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где 1 1( , , )t st s t t sX x x A-- - - ′= ∈  – вектор-столбец s-предыстории процесса к моменту времени t; 
s – глу бина предыстории, 1 ;s≤ < +∞  [0,1]tp ∈  – параметр биномиального распределения веро-
ятностей; 0 ( ) : [0,1]sF A⋅ →  – некоторая неизвестная «функция обратной связи», задающая зави-
симость от s-предыстории. В [4] рассмотрен случай базисного представления 0 ( )F ⋅ :
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где 1( ) : [0,1]F R⋅ →  – некоторая абсолютно непрерывная функция распределения; { ( )}iψ ⋅  – за-
данный набор m линейно независимых на sA  базисных функций, ;sm N≤  { }ia  – неизвестные 
параметры (коэффициенты) модели. Существенный недостаток этой модели – отсутствие реко-
мендаций по выбору базиса { }.iψ
Для преодоления указанного недостатка в данном сообщении предлагается аппроксимиро-
вать функцию F0(⋅) в (2) с помощью двухслойной искусственной нейронной сети (ИНС):
  0 1 1
1 1
( ) , ,
m ss s s
i i ik k
i k
F J F b F a j J A
= =
  
= ∈  
  
∑ ∑   (3)
где 11( ), ( ), , ( ) : [0,1]mF F F R⋅ ⋅ ⋅ →  – некоторые заданные абсолютно непрерывные функции распре-
деления; параметры модели: 2 ,m≤ < +∞  1( , , ) ,mmB b b R′= ∈  1( , , ) ,si i isA a a R′= ∈  {1, , },i m∈   – 
Двухслойная ИНС, реализующая преобразование F0(⋅)
Two-layers neural network realizing the transformation F0(⋅)
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неизвестные вектор-столбцы коэффициентов. Нелинейная зависимость (3) реализуется двухслой-
ной ИНС (рисунок) с s входами, одним выходом, m нейронами на первом слое и одним нейроном 
на втором слое.
Общее число параметров нейросетевой модели ДВР (1)–(3) равно m(s + 1) и линейно зависит 
от глубины памяти s. Заметим, что максимальное число параметров, полностью задающее любую 
дискретную функцию на ,sA  равно ,sN  поэтому
 2 / ( 1).
sm m N s+≤ ≤ = +
Отметим еще, что согласно [5; 6] нейросетевая модель (3) обладает свойством универсально-
сти: при увеличении параметра сложности m она позволяет достичь заданной точности аппрок-
симации любой «функции обратной связи» 0 1( ).sF J
Вероятностные свойства нейросетевой модели. 
Т е о р е м а 1. Если параметры нейросетевой модели (1)–(3) B, A1, A2,..., Am не зависят от t 
и функция F(z) не обращается в 0 или 1 при любом конечном z ∈ R1, то ДВР tx  является эргоди-
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Доказательство основывается на проверке обобщенного марковского свойства и критерия эр-
годичности цепей Маркова.
Обозначим: ( 1)1( , , , ) m smB A A R +′ ′ ′ ′q = ∈  – составной вектор-столбец параметров модели;
 { 1 11 1( , , , ) : ( , , ) ,  , , ,m mm mB A A B b b A A A Aq p p p p′ ′ ′ ′ ′Θ = q = = = =          (4)
1( , , )m mSp = p p ∈  – произвольная подстановка на {1, 2, , }}.m
Т е о р е м а 2. В условиях теоремы 1 нейросетевые модели (1)–(3) с любыми параметрами 
qq∈Θ  эквивалентны этой модели с параметрами q.
Доказательство состоит в проверке условия
 0 1 0 1 1( ; ) ( ; ), .
s s s sF J F J J Aq ≡ q ∈
Заметим, что !.mS mqΘ = =
Статистическое оценивание параметров нейросетевой модели. Для оценивания параме-
тров B, A1, A2, ..., Am по наблюдаемой реализации 1 1( , , )
T T
TX x x R= ∈  длины T временного ряда, 
порожденного некоторой неизвестной нейросетевой моделью из семейства (1)–(3), применим 
разработанный нами ранее FBE-метод (Frequencies Based Estimation) – метод, основанный на 
многомерных частотах [4].
Обозначим: 1( )F - ⋅  – квантильная функция для функции распределения ( )F ⋅ ; 1( , , ) ;ssJ j j A= ∈  
1(C) – индикаторная функция события C; m – вектор-столбец 
  1 1 1( ) ( , , ; ) ( ( ), , ( )) .mk m m mG g G A A J F A J F A J R′ ′ ′= = = ∈ 
Согласно (2), (3) имеем соотношение
 
1( ( )) .F p J B G- ′=   (5)
Используя свойство математического ожидания для биномиального распределения вероятно-
стей (1):
 
1E{ } ( 1) ( ),tt t sx X J N p J-- = = -
построим по наблюдаемой реализации 1TX  частотную оценку для ( )p J :
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Заметим, что в силу теоремы 1 при T →+∞  имеет место сходимость почти наверное ( P 1= ):
  ï .í .( ) .T sJ A→
Подставляя (6), (7) в (5) вместо ( )p J  получим систему ( )TJ  уравнений относительно неиз-
вестных B, { }iA  со случайной правой частью:
  ( )({ }; ) ( ), ,TiB G A J u J J J′ = ∈   (8)
где случайная величина
  1 ˆ( ) ( ( )).u J F p J−=   (9)
Согласно FBE-методу [4] определим квадратичную функцию потерь как уклонение между левы-
ми и правыми частями уравнений системы (8):
  
( )
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∈
′= = − ≥∑
и построим статистические оценки ˆ ,B  ˆ{ },iA  минимизирующие эту функцию потерь:
  
,{ }
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 (10)
Примем обозначения: dkl – символ Кронеккера; 
m







D d GG R ×
∈
′= = ∈∑  1 ( ) m mklD d R− ×= ∈  – симметричные неотрицательно определенные 
(m × m)-матрицы; 
( )





E e u J G A J R
∈
= = ∈∑  – случайный m-вектор-столбец.
Л е м м а 1. Если определитель | | 0,D ≠  то при фиксированных { }iA  минимум функции по-
терь по B в (10) достигается в единственной точке









w A w B A u J E D E−
∈
′= = −∑   (12)
Т е о р е м а 3. Если истинные значения 0{ }iA  известны и ДВР ,tx  определяемый (1)–(3), эрго-
дичен, то при увеличении длительности наблюдения T →+∞  оценка B̂  из леммы 1 сходится 
к истинному значению 0B  по вероятности:
  P 0ˆ .B B→









w A E D E−′= →
 
 (13)
Исследуем дифференциальные свойства этой целевой функции (13).
Л е м м а 2. В принятых обозначениях справедливы следующие соотношения (i, k, l, q, 
{1, , },r m∈   {1, , }v s∈  ):
п.н
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Л е м м а 3. В принятых обозначениях частные производные первого порядка целевой функ-
ции (13) вычисляются по формулам ( {1, , },i m∈   {1, , }v s∈  ):
 ( )
2 ({ }) ˆ ˆ2 ( )( ( ) ({ }; )),
T
k
i i i k
i J J
w A b j f A J u J B G A J
a nn ∈
∂ ′ ′= -
∂
∑
где B̂  определена формулой (11).
Лемма 3 дает явный вид всех частных производных первого порядка по элементам матриц 
{Ai}, поэтому для максимизации целевой функции (13) можно применить градиентный метод 
наискорейшего подъема ( 1, 2,t = ):
 
( ) ( 1) ( )ˆ ˆ , 1, , ,i i iA A V i m
t t- t= + λ = 
 ( )
( ) ( ) ( ) ( 1) ( 1) ( 1)( 1)ˆ ˆ ˆˆ( ), 2 ( )( ( ) ({ }; )), 1, , ,
T
ii i i i i k
J J
V v v b j f A J u J B G A J s′ ′t t t t- t- t-t-nn n
∈
= = - n =∑ 
 
 (14)
где ( ) ( )ˆ ˆ( )i iA a
t t
n=  – оценка вектора iA  на t-й итерации: 
(0){ }iA  – задаваемые начальные значе- 
ния; 0λ >  – задаваемая величина шага. Для нахождения глобального максимума в (13) целесо- 
образно задавать случайным образом несколько начальных значений (0){ }.iA
Т е о р е м а 4. В условиях теоремы 1, если | | 0,D ≠  то составной вектор-столбец построен-
ных согласно (11), (14) оценок ( 1)1ˆ ˆ ˆˆ( , , , ) m smB A A R +′ ′ ′ ′q = ∈  при T → +∞  сходится по вероятности:
 
Pˆ ,∗q →q
где ∗q  – некоторая точка из множества 0 ,qΘ  определенного формулой (4).
Эта теорема показывает, что в силу специального свойства нейросетевой модели, указанного 
в теореме 2, построенная оценка q̂  совпадает с истинным значением 0 0 0 01( , , , )mB A A′ ′ ′ ′q =   с точ-
ностью до отношения эквивалентности.
Алгоритмы компьютерного анализа данных на основе нейросетевых моделей. Прак ти-
ческая значимость разработанных в данном сообщении семейства нейросетевых моделей и оце-
нок их параметров состоит в том, что на основе теоретических результатов построены использу-
емые на практике алгоритмы компьютерного анализа дискретных временных рядов: «подгонки» 
модели к реальным данным, прогнозирования будущих значений, распознавания образов.
1. Алгоритм оценивания параметров. Он определяется соотношениями (9), (11), (14) и позво-
ляет построить адекватную нейросетевую модель вида (1)–(3) для любой наблюдаемой последо-
вательности 1, , {0,1, , 1}.Tx x N∈ -   Вычислительная сложность алгоритма 2(max( , )).O m T
2. Алгоритм прогнозирования. Используя оценки ˆ ,B  ˆ{ }iA  из п. 1 и теорему об оптимальном 
прогнозировании марковских ДВР из [7], подстановочный алгоритм оптимального прогнозиро-
вания на один шаг с минимальной вероятностью ошибки определяется явным соотношением
  11 1ˆ ˆ ˆarg max( (1 ) ),k k N kT N
k A
x C p p - -+ -
∈
= -   (15)
где 
  0 1
1 1
ˆˆˆ ˆ( ) .
m sT
T s i i ik T s k
i k
p F X F b F a x- + - +
= =
  
= =   
  
∑ ∑   (16)
j1, ...  js
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Прогнозирование xT+2 осуществляется аналогично (15), только в (16) фрагмент 1
T
T sX - + =  
= 2 1( , , , ) ,T T s T sx x x- + - + ′  заменяется на 1 2ˆ( , , , )T T T sx x x+ - + ′  и т. д.
3. Алгоритм распознавания образов (классификации). Если имеется 2L ≥  классов ДВР, то для 
каждого l-го класса ( {1, , }l L∈  ) по обучающей выборке в соответствии с п. 1 строится адекват-
ная модель с параметрами ( )( ) ( )1ˆ ˆˆ{ , , , }.
ll lB A A  Наблюдаемая реализация ДВР x1, ..., xT с мини-
мальной вероятностью ошибки [8] относится в класс номер {1, , },l L∗ ∈   где
 
( ) ( ) 1
1{1, , } 1
ˆ ˆarg max ln ( ) (1 ) ,t t t
T
l lx x N x
l t tNl L t s
l C p p∗ - --
∈ = +
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1 1
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i t s kt i ik
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p F b F a x - +
= =
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=   
  
∑ ∑
Выводы. В сообщении получены следующие основные результаты.
1. Представлено принципиально новое семейство нейросетевых моделей дискретных вре-
менных рядов, позволяющее при увеличении параметра m аппроксимировать любой тип зависи-
мости состояний временного ряда от его предыстории.
2. Установлены вероятностные свойства построенного семейства нейросетевых моделей, 
в том числе условия эргодичности временного ряда и отношение эквивалентности моделей.
3. Построены состоятельные статистические оценки параметров нейросетевой модели и уста-
новлена их состоятельность в смысле сходимости по вероятности при увеличении длины наблю-
даемого временного ряда.
4. Практическая значимость результатов сообщения состоит в построении алгоритмов ком-
пьютерного анализа реальных дискретных временных рядов на практике: «подгонки» модели 
к реальным данным, прогнозирования будущих значений, распознавания образов.
5. Полученные результаты допускают обобщение для компьютерного анализа дискретных 
пространственно-временных данных.
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