Abstract. Using a factorization theorem of Douglas, we prove functional characterizations of trace spaces H s (∂Ω) involving a family of positive selfadjoint operators. Our method is based on the use of a suitable operator by taking the trace on the boundary ∂Ω of a bounded Lipschitz domain Ω ⊂ R d and applying Moore-Penrose pseudo-inverse properties together with a special inner product on H 1 (Ω). Moreover, generalized results of the Moore-Penrose pseudo-inverse are also established.
Introduction
The class of Lipschitz domains covers most cases that arise in applications of partial differential equations and the characterization of the trace spaces H s (∂Ω) on this class is an important tool in the analysis of boundary value problems (BVPs) [7, 15] . The usual descriptions of the trace spaces, well investigated by Adams and Fournier [1] , Dautray and Lions [11] , Lions and Magenes [20] , and McLean [21] , use Fourier transforms and local diffeomorphisms of the domain into a half space. However, many other descriptions do exist [3, 4, 5] . Let us emphasize that, in the case of Lipschitz domains, not all the ways of characterizing H s (∂Ω) make sense and, if they do, they are not necessarily equivalent. Here we investigate BVPs in Lipschitz domains with boundary data in H s (∂Ω), which are well-recognized as difficult and challenging problems [9, 25] .
Our main results provide natural descriptions of the trace spaces H s (∂Ω) for |s| ≤ 1 on a bounded Lipschitz domain Ω ⊂ R d , d ≥ 2, using the trace operator Γ s : H s+1/2 (Ω) −→ H s (∂Ω) and its Moore-Penrose pseudo-inverse. The obtained descriptions use a theorem due to Douglas [12] , which asserts the equivalence of (i) range [A] ⊂ range [B], (ii) AA * ≤ λ 2 BB * for some λ ≥ 0, and (iii) the existence of a bounded C on H such that A = BC, where A and B are bounded operators on the Hilbert space H and C is constructed in such a way . This factorization theorem of Douglas has shown to be an important result in many different contexts and with many interesting implications: see, e.g., [17, 22, 26] and references therein. For example, Douglas' theorem can be used to solve the strong Parrott theorem obtained by Foias and Tannenbaum [13] and it solves the (2, 1)-Parrott problem with some restrictions, as well as the Bakonyi-Woerdeman theorem obtained by Bakonyi and Woerdeman in [6] : see [27] . Here we construct a family of Hilbert spaces describing H s (∂Ω). The resulting spaces form an interpolation family that make our characterizations rich enough to deal with the regularity of the domain when adopting boundary integral methods in the analysis of BVPs in Lipschitz domains. This makes the obtained descriptions particularly interesting. For example, our results are useful to give a boundary formula for the solution of the Dirichlet problem for the Laplacian in Lipschitz domains with boundary data in H s for some values of s. The paper is organized as follows. In Section 2, we provide necessary definitions, we fix main notation, and we recall the important factorization theorem of Douglas (Theorem 2.1), which plays an important role in the proof of our main results. In Section 3, we begin by defining the Moore-Penrose inverse operator, we recall one of its main properties (Lemma 3.1), as well as some Labrousse identities (Propositions 3.2 and 3.3). Then, we prove our first original results: Proposition 3.4 and Theorems 3.5 and 3.8. Section 4 is dedicated to recall the notion of Sobolev spaces on Lipschitz domains. In particular, we define Lipschitz continuous boundary and Lipschitz domain (Definition 4.1), and recall some fundamental properties of the Sobolev spaces (Lemmas 4.2 and 4.3). In Section 5, we recall some properties of the trace (Lemma 5.1) and embedding operators (Lemma 5.2), we obtain a Green's formula (Corollary 5.4), while new useful results on trace (Theorems 5.3, 5.5 and 5.6) and embedding operators (Theorem 5.7) are proved. We end with Section 6, where our main results providing functional characterizations of trace spaces in Lipschitz domains are given (Theorem 6.2, Proposition 6.3 and Theorems 6.6 and 6.7), as well as some new results on equivalence of norms (Theorem 6.8 and its Corollaries 6.9 and 6.10).
Definitions, notation and the factorization theorem of Douglas
Let H 1 and H 2 be two Hilbert spaces with inner products (·, ·) H 1 and (·, ·) H 2 and associated norms · H 1 and · H 2 , respectively. Let us first fix some notations. By L(H 1 , H 2 ), we denote the space of all linear operators from
and N (A) denote its domain, its range and its null space, respectively. For A, B ∈ L(H 1 , H 2 ), B is called an extension of A if D(A) ⊂ D(B) and Ax = Bx for all x ∈ D(A), and this fact is denoted by A ⊂ B. The set of all bounded operators from H 1 into H 2 is denoted by B(H 1 , H 2 ), while B(H 1 , H 1 ) is briefly denoted by B(H 1 ). The set of all closed densely defined operators from H 1 into H 2 is denoted by C(H 1 , H 2 ), and C(H 1 , H 1 ) is denoted by C(H 1 ). For A ∈ C(H 1 , H 2 ), its adjoint operator is denoted by A * ∈ C(H 2 , H 1 ). A self-adjoint operator A on a Hilbert space H is said to be positive (strictly positive) if (Ax, x) H ≥ 0 for all x ∈ D(A) ((Ax, x) H > 0); in such case we write A ≥ 0 (A > 0). The next theorem, due to Douglas [12] , is our central tool. 
According to a fundamental result of von Neumann (see [16] (see [16, 18] ). In the following, we state some useful identities due to Labrousse [18] and Labrousse and Mbekhta [19] . 
For extensive results and applications concerning the Moore-Penrose inverse concept, we refer the reader to [8, 16, 18, 19] and references therein. The following results are, to the best of our knowledge, new. 
according to the second item of Proposition 3.2, which implies that
The proof is complete.
We will extensively make use of the following result: 
Moreover, the adjoint operator of T B is T B * , where
Proof. For x ∈ H 1 we have, according to Proposition 3.3, that
Therefore, the operator B * (I + BB * ) −1/2 is bounded. To establish that it has a closed range, it suffices to prove the existence of a constant c > 0 such that if
In fact, for x ∈ R(B), we have according to our Proposition 3.4 that
Combining the last equality with the one given by Proposition 3.3, we obtain that
for all x ∈ R(B). Because I + A * A and its inverse are positive and bounded, it follows that their associated square roots are positive and bounded as well. So, (I + A * A) −1/2 is positive, bounded, and has a bounded inverse. This implies the existence of a positive constant c such that
for all x ∈ H 1 . In particular, for x ∈ R(B), we have
Therefore, we deduce that R(B * (I +BB * ) −1/2 ) is closed. Consequently, according to Lemma 3.1, B * (I + BB * ) −1/2 has a bounded Moore-Penrose inverse. On the other hand, we verify that
, we obtain that
Similarly, one can prove that
This implies that
Therefore, T B is the Moore-Penrose inverse of B * (I + BB * ) −1/2 . Moreover, since
(see [18] ), we obtain that
The result is proved: T * B = T B * . From Propositions 3.2, 3.3 and 3.4, one can easily deduce the two following corollaries.
Corollary 3.6. Let A ∈ B(H 1 , H 2 ) and B be its Moore-Penrose inverse. Then,
Corollary 3.7. Let A ∈ B(H 1 , H 2 ) and B be its Moore-Penrose inverse. Then,
Our next result provides a decomposition for an arbitrary bounded operator in terms of its Moore-Penrose inverse. 
holds, where
Proof. We have
and, from the third item of Proposition 3.2,
it follows that
(2) if x ∈ R(B), then there exists y ∈ D(B) such that x = By. Thus,
Moreover, since
we obtain that
On the other hand, it is not so difficult to verify that
for all z ∈ H 2 . This implies that
Therefore, we obtain that
, which implies that
For x ∈ R(B), it follows, according with Proposition 3.2, that
which implies that
Hence,
Sobolev spaces on Lipschitz domains
Let Ω be an open subset of R d , d = 1, 2, 3, . . ., ∂Ω be its boundary and Ω its closure. We denote by C k (Ω), k ∈ N or k = ∞, the space of real k times continuously differentiable functions on Ω. The space C ∞ of all real functions on Ω with a compact support in Ω is denoted by C ∞ c (Ω). For the partial differential derivatives of a function, we use the following notations:
For a sequence (ϕ n ) n≥1 in C ∞ c (Ω) and ϕ ∈ C ∞ c (Ω), we say that (ϕ n ) n≥1 converges to ϕ if there exists a compact Q ⊂ Ω such that for all n ≥ 1 supp(ϕ n ) ⊂ Q and for all multi-index α ∈ N d , the sequence (∂ α ϕ n ) n≥1 converges uniformly to ∂ α ϕ. 
This is a Hilbert space with the scalar product
where dx is the Lebesgue measure, u, v ∈ H k (Ω), and ∂ α v is the conjugate of ∂ α v. The corresponding norm, denoted by · k,Ω , is given by
.
Sobolev spaces
( 
Trace and embedding operators
Let Let us set Γ = T 1 Γ 1 , where Γ 1 is the trace operator from H 1 (Ω) to H 1/2 (∂Ω) and T 1 is the embedding operator from H 1/2 (∂Ω) into L 2 (∂Ω). According to a result of Gagliardo [14] , it follows that R(Γ) = H 1/2 (∂Ω). Since Γ 1 is bounded and T 1 is compact [23] , the trace operator Γ from
Lemma 5.1 (See, e.g., [21, 23] ). Let Γ be the trace operator from
. Then, the adjoint operator Γ * is compact and injective. Now, induce H 1 (Ω) by the following inner product:
The associated norm · ∂,Ω is given by
and H 1 (Ω), induced with the inner product (·, ·) ∂,Ω , is denoted by H 1 ∂ (Ω). A further interesting remark is that H 1 (Ω) is the completion of C 1 (Ω) with respect to the norm · 1,Ω . Moreover, a classical result of Nečas, asserts that under the condition Ω is a bounded Lipschitz domain, the norms · ∂,Ω and · 1,Ω are equivalent [23] . We denote by ∂ ν the normal derivative map, which maps each
, where ν is the unit outward normal on ∂Ω. Under the condition Ω is a bounded Lipschitz domain, ∂ ν may be extended to a bounded linear operator, denoted by ∂ ν , from H 1 ∆ (Ω) to H −1/2 (∂Ω), where
This is a consequence of the following lemma. 
Lemma 5.2 (See Lemma 20.2 of [24]). The application w
with the norm
Moreover, the mapping is surjective.
As a consequence, we prove the following result. 
According to Lemma 5.2, there exists
where ·, · is the duality pairing between H 
, where E is the embedding operator from In the rest of the paper, we denote by g the embedding of an element g ∈ L 2 (∂Ω) in H 
where ∂ ν is the normal derivative operator, considered as non-bounded, from
Proof. Let g ∈ L 2 (∂Ω) and z = Γ * g. We have
Since the previous equality characterizes the H 1 -harmonic functions, then
Applying Green's formula (Corollary 5.4) to (5.1), we obtain that
which leads to the following duality pairing on H 1/2 (∂Ω) × H −1/2 (∂Ω):
where y denotes the embedding of an element y ∈ L 2 (∂Ω) in
Thus, ∂ ν z = g − Γz and, consequently, ∂ ν z belongs to the range of the embedding operator from L 2 (∂Ω) into H −1/2 (∂Ω), which means that ∂ ν z ∈ L 2 (∂Ω) and ∂ ν z + Γz = g.
Because the trace operator Γ is bounded, one can consider its Moore-Penrose inverse, which we denote by 
Proof. Since Γ is bounded, it follows that its Moore-Penrose inverse Λ is closed and densely defined with closed range. Moreover, from Lemma 5.1, Γ * is injective, which implies that
(Ω), then the following holds:
Since the previous equality holds for all w ∈ H 1 0 (Ω) and characterizes the H 1 -harmonic functions, it follows that ∆v = 0 (Ω) Γv = g (∂Ω).
We now consider the embedding operator
, obviously with different topologies. The space H 1 (Ω) is induced with the inner product (·, ·) ∂,Ω and L 2 (Ω) with its usual inner product. Consider also its adjoint operator E * . Since
. An important characterization of E * is stated in the following result. 
Applying Green's formula (Corollary 5.4) to (5.2), one has
So far,
Moreover, since R(Γ 1 ) = H 1/2 (∂Ω), it follows that
Consequently, ∂ ν u belongs to the range of the embedding operator acting from L 2 (∂Ω) to H −1/2 (∂Ω) and ∂ ν u ∈ L 2 (∂Ω), which implies that
Functional characterizations of H
Let Ω be a bounded Lipschitz domain of R d , d ≥ 2, and Γ the trace operator from
. Let Γ be bounded and its Moore-Penrose inverse, denoted by Λ, be closed and densely defined. Moreover, let the operators I + ΛΛ * and I + Λ * Λ be positive self-adjoint in H 1 (Ω) and L 2 (∂Ω), respectively. Moreover, consider they are invertible and have bounded inverses. Then, it makes sense to speak of their powers of any fractional order. Our main goal, in this section, is to make H s (∂Ω) into a Hilbert space using the family (I +Λ
for s ≥ 0.
Lemma 6.1. Let Γ be the trace operator from
Proof. According to Theorem 3.8, Γ has the following decomposition:
where
Using again Douglas' theorem (Theorem 2.1), we have
Consequently, we obtain that
The proof is complete. 
holds.
Proof. According to the third item of Proposition 3.2, we have
Composing with Γ, we obtain that
and, since ΓΛ ⊂ I L 2 (∂Ω) and R((I + Λ * Λ) −1 ) ⊂ D(Λ), we obtain that
Therefore, by Douglas' theorem (Theorem 2.1),
On the other hand, since (I + ΓΓ * ) −1 is bounded and has a bounded inverse, it follows that ΓΓ * = (I + Λ * Λ)
The following result is a generalization of the classical theorem of Nečas proved by Mclean in [21] . This version will prove to be useful to characterize H 1 (∂Ω). (
and there exists a constant c Ω > 0, depending on the geometry of Ω, such that Theorem 6.6. Let Γ be the trace operator from
Proof. Let g ∈ L 2 (∂Ω), and z = Γ * g be the solution of the following Laplace equation with Robin boundary condition:
, by applying the first item of Theorem 6.4, Γz = ΓΓ * g ∈ H 1 (∂Ω), which implies that R(ΓΓ Since v ∈ H 1 ∆ (Ω) and Γv ∈ H 1 (∂Ω), the second item of Theorem 6.4 implies that ∂ ν v ∈ L 2 (∂Ω). Putting y = ∂ ν v + Γv, it follows that v = Γ * y and g = ΓΓ * y. Thus, we deduce that g ∈ H 1 (∂Ω). This establishes the second inclusion.
Theorem 6.7. Let U be the embedding operator from
Proof. We have D(V ) = R(U) = H 1 (∂Ω) and, by application of our Theorem 3.8, U has the decomposition
Since U is injective and has a dense range, U * is injective and has a dense range as well, which implies that V and V * are surjective with
and
which implies that V and V * are injective. It follows that V * (I + V V * ) −1/2 and
, respectively (see Corollary 3.6). Thus, T V * is bounded, invertible with bounded inverse, and
According to Douglas' theorem (see Theorem 2.1), it follows that
Questions of equivalence of norms play an important role. In the rest of our paper, we adopt the notation " ∼ =" to indicate the equality between two spaces with equivalence of norms.
Then,
Proof. We have previously established in Proposition 6.3 that R(ΓΓ * ) = H 1 (∂Ω) and in Theorem 6.6 that R(ΓΓ * ) = H 1 (∂Ω). Therefore, the algebraic equality
holds. All what is needed now is to prove the equivalence of norms. To this end, let us consider the embedding operator U from H 1 (∂Ω) into L 2 (∂Ω) and its inverse V . According to Theorem 6.7, one has D(V ) = R(U) = H 1 (∂Ω) = R((I + V * V ) −1/2 ).
On the other hand, we have shown in Theorem 6.6 that R((I + Λ * Λ) −1 ) = H 1 (∂Ω). for all g ∈ H 1 (∂Ω). 
