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Excited-states of a rhenium carbonyl diimine
complex: solvation models, spin–orbit coupling,
and vibrational sampling effects†
Sebastian Mai, a Hugo Gattuso,bc Maria Fumanal, d Aurora Mun˜oz-Losa,‡a
Antonio Monari, bc Chantal Daniel d and Leticia Gonza´lez *a
We present a quantum-chemical investigation of the excited states of the complex [Re(CO)3(Im)(Phen)]
+
(Im = imidazole; Phen = 1,10-phenanthroline) in solution including spin–orbit couplings and vibrational
sampling. To this aim, we implemented electrostatic embedding quantum mechanics/molecular mechanics
(QM/MM) in the Amsterdam Density Functional program suite, suitable for time-dependent density functional
calculations including spin–orbit couplings. The new implementation is employed to simulate the absorption
spectrum of the complex, which is compared to the results of implicit continuum solvation and frozen-density
embedding. Molecular dynamics simulations are used to sample the ground state conformations in solution.
The results demonstrate that any study of the excited states of [Re(CO)3(Im)(Phen)]
+ in solution and their
dynamics should include extensive sampling of vibrational motion and spin–orbit couplings.
1 Introduction
Rhenium(I) carbonyl diimine complexes are a fascinating class
of molecules with interesting photochemical and photophysical
properties. For example, they are involved in the study of long-
range electron transfer processes in proteins across distances longer
than 10 Å.1 Such processes were observed in labeled cytochrome C2
or azurins,3,4 where electron transfer takes place from a native Fe or
Cu center to the rhenium center of an artificially introduced
chromophoric complex. Interestingly, the rate of electron transfer
depends sensitively on the surrounding of the metal centers and in
particular on the presence or absence of specific amino acids, which
could enable a multi-step electron transfer mechanism.5,6
The very useful photochemical and photophysical properties7–9
of these complexes partially stem from the different classes of
excited states they possess: metal-centered (MC), metal-to-ligand,
ligand-to-ligand, ligand-to-metal charge transfer (MLCT, LLCT,
LMCT), and intraligand (IL) states. The complexes are strongly
absorbing, photostable, exhibit long-lived excited states, and are
compatible with supramolecular/biomolecular environments. The
CQO stretching frequencies depend sensitively on the electronic
structure, allowing to easily monitor the excited states with time-
resolved infrared spectroscopy.10 Furthermore, the complexes
show strong emission spectra that are susceptible to the
environment. Consequently, these complexes show a wide range
of prospective applications:11 they can be employed as photo-
catalysts for CO2 reduction,
12,13 as phosphorescent labels,14 for
sensors,15 for molecular switches,16 and are promising in the
development of OLEDs.17
The ultrafast dynamics of rhenium(I) carbonyl diimine com-
plexes has been studied in much detail from an experimental point
of view, using time-resolved spectroscopy from the femtosecond
to the nanosecond time scale.10,11,18–20 For [Re(CO)3(Im)(Phen)]
+
(Im = imidazole; Phen = 1,10-phenanthroline)—which is most
similar to the chromophore employed in the azurin electron
transfer studies5,6—experiments11 showed that after excitation
at 400 nm the complex undergoes ultrafast (about 150 fs) inter-
system crossing (ISC), followed by few-ps vibrational relaxation in
the triplet states and some solvent dynamics.
Complementary to the experimental work, the excited states of
rhenium(I) carbonyl diimine complexes have also been extensively
studied theoretically. Pioneering work was performed on the
related [Re(CO)3(X)(Phen)] (X = Cl, Br, I) complexes,
21–25 in order
to decipher the mechanism of ultrafast ISC in third-row transition
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metal complexes and to explain why ISC counterintuitively is
slower for heavier halides (Clo Br o I).
More recently, these theoretical efforts were extended to the
more challenging case of [Re(CO)3(Im)(Phen)]
+. Fig. 1 shows the
molecular structure of the three most stable conformers,26,27
which differ in the orientation of the Im moiety. Following
the notation of ref. 26, the shown structures are labeled as
conformers A (CS symmetry) and B (no symmetry, chiral). There
is also a third conformer (not considered in ref. 26, but
reported in ref. 28), which we label as A0 (also CS symmetry)
and where the Im is rotated by 1801 relative to conformer A.
Conformer B is the one observed in the X-ray structure of
[Re(Im)(CO)3(Phen)]2SO4H2O.29 In aqueous solution, the energy
differences between the three conformers were reported to be
approximately 0.5 kcal mol1,28 with a rotation barrier of less
than 1 kcal mol1.28 Hence, a Boltzmann population of all three
conformers can be expected in solution, with conformer B
predominating.
The excited states of [Re(CO)3(Im)(Phen)]
+ were investigated
previously with static quantum chemistry using time-dependent
density functional theory (TD-DFT) and multi-state complete
active space perturbation theory 2nd order (MS-CASPT2) with
spin–orbit coupling (SOC) and implicit continuum solvation
corrections.26,27,30 Additionally, this complex was also studied
with quantum dynamics within a linear vibronic coupling
model,31 which included fourteen spin–orbit-coupled states
and up to fifteen vibrational modes, considering both vibronic
and SOC. Solvent effects on the potential energies were also
included by means of an implicit continuum model. As one of
the key features of the ISC mechanism, the experimentally
observed intermediate state11 was assigned to the lowest triplet
IL (3IL, localized on the Phenmoiety). It was shown that efficient
population transfer occurs from the optically active 1MLCT
states to 3IL and to the lowest 3MLCT state (T1; the long-lived,
phosphorescent state). The early ultrafast decay together with a
3IL/3MLCT equilibration within 1 ps are fundamental for the
photo-luminescent properties of [Re(CO)3(Im)(Phen)]
+.
The goal of the present study is to investigate the excited
states of [Re(CO)3(Im)(Phen)]
+ including explicit solvation,
vibrational sampling effects, and SOCs simultaneously. To this
end, we report the implementation of electrostatic-embedding
quantum mechanics/molecular mechanics (QM/MM)32 for DFT
and TD-DFT within the Amsterdam Density Functional (ADF)
program.33 This TD-DFT plus electrostatic embedding QM/MM
implementation is able to provide excited-state gradients and
SOC matrix elements, both of which are crucial for detailed
static or dynamical studies of transition metal chromophores
in bio-environments. We employ this method to investigate the
lower and upper UV part of the absorption spectrum of
[Re(CO)3(Im)(Phen)]
+, and we compare the results with other
theoretical solvation models—COSMO34 (conductor-like screening
model) and frozen-density embedding35 (FDE). Moreover, we use
molecular dynamics (MD) to sample the configurational space of
[Re(CO)3(Im)(Phen)]
+ in water, especially the virtually free rotation
of the Im ligand. Thereby, it is shown that it is very important to
consider multiple conformations when investigating the excited
states of such molecules in solution. The ultimate goal of this
study is to identify a combination of quantum-chemical methods
that is suitable for a full-dimensional description of the excited-
state potentials and dynamics of [Re(CO)3(Im)(Phen)]
+, in order to
go beyond and complement the previous dynamics studies based
on a low-dimensional linear vibronic coupling model.31
2 Computational details
The UV absorption spectrum of [Re(CO)3(Im)(Phen)]
+ is inves-
tigated here with two approaches. Primarily, the absorption
spectrum in aqueous solution including vibrational broadening
was simulated from an ensemble of geometries taken from a
ground statemolecular dynamics (MD) simulation. For comparison,
the vertical excitation energies were also computed for the three
ground state torsional conformers mentioned above. These vertical
excitation calculations were also connected through a scan around
the Im torsion angle, in order to understand how the torsion affects
the excited states.
In the following, the computational details of these calculations
are given.
2.1 Electronic structure method
In all calculations, except the force field parametrization (see
below), we consistently employed the B3LYP functional36 with
the ZORA relativistic Hamiltonian,37 in combination with the
ZORA-TZP basis set,38 as implemented in the ADF package.33
This combination was shown in several publications21,26,39 to be
adequate for the description of the excited states of Re(I) complexes
like [Re(CO)3(Im)(Phen)]
+. The Becke numerical integration
grid (good quality),40 the ZlmFit Coulomb fit method (normal
quality),41 and the RI Hartree–Fock scheme (normal quality) of
ADF42 were employed, and no electrons were frozen. SCF
convergence was in all cases unproblematic, and hence the
default SCF settings were used.
For the optimization of the ground state minima of the three
conformers, we employed the conductor-like screening model
(COSMO),34,43 in order to describe solvent (water) effects on the
geometry. A linear interpolation in internal coordinates (LIIC)
scan was computed based on the three optimized geometries (see
the ESI† for coordinates). In order to quantify the torsion angle Y
of the Im ligand, we use the average of the two CIm–NIm–Re–NPhen
Fig. 1 3D depiction of the conformers A, B (following the notation of
ref. 26) and A0 of [Re(CO)3(Im)(Phen)]
+. The torsion angle Y (see Fig. S1 in
the ESI†) is given in parenthesis.
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dihedrals (see Fig. 1 for theY values of the conformers and Fig. S1
in the ESI† for details on the definition of Y).
For the vertical excitation calculation, we applied the
Tamm–Dancoff approximation (TDA) to both singlet and triplet
states. We computed 30 excited singlet and 30 triplet states at
each geometry. In some of the presented results, the considerable
SOC effects were taken into account perturbatively,44 using the
ZORA spin–orbit operator of ADF.45 For the used set of states, this
gives rise to 121 spin–orbit coupled states (30 singlets, plus 3  30
triplets, plus the ground state). For vertical excitation calculations
with COSMO, linear-response non-equilibrium solvation46 was
used, with the dielectric constant at optical frequencies set to 1.77.
2.2 Sampling
In order to realistically simulate the absorption spectrum of
[Re(CO)3(Im)(Phen)]
+ including vibrational and dynamical
effects, a proper sampling of the ground state potential energy
surface is necessary, especially because the Im ligand can rotate
almost freely around the Re–N axis. The MD simulation for the
sampling was carried out with AMBER16.47 The point charges
for [Re(CO)3(Im)(Phen)]
+ were obtained from a fit of the electro-
static potential employing the usual RESP procedure48 at the
B3LYP/6-31G* (LAN2DZ for the rhenium atom) level of theory
using the Gaussian09 software.49 Atom types and bond para-
meters were described using the generalized AMBER force field
(GAFF).50,51 The missing bonds, angles and dihedrals involving
the Rhenium atom were ad hoc parameterized and refined based
on a few-picoseconds QM/MM-MD trajectory (see Fig. S2 and
discussion in the ESI†). Moreover, the van der Waals radius and
electrostatic non-bonded term for Re were chosen to be 1.47 Å
and 0.241, respectively, as suggested in ref. 52.
[Re(CO)3(Im)(Phen)]
+ was placed in a truncated octahedron
box of 12 Å of water (1054 water molecules represented by the
TIP3P model53) and the system was neutralized by adding a
chloride ion. The system was first minimized for 4000 + 4000
steps (steepest descent and conjugate gradient, respectively)
and then thermalized (NVT ensemble) for 200 ps. Equilibration
was carried out for 400 ps in the NPT ensemble and followed by
a production run of 20 ns in theNPT ensemble. All simulations were
carried out with a 2 fs time step and the temperature was kept
constant at 300 K using the Langevin thermostat. 100MD snapshots
were taken at equidistant time intervals (every 200 ps) from the
entire production run for the calculation of the absorption spectrum.
2.3 Absorption spectrum
The absorption spectrum was computed from vertical excitation
calculations at each of the 100 snapshots taken from the MD
trajectory. For each geometry, we computed 30 singlet and
30 triplet states, as specified above. From the energies and
oscillator strength at all geometries, the spectrum was computed
as a sum of Gaussians as,
sðEÞ ¼
Xngeom
g
Xnstate
i
foscð Þgi exp 4 lnð2Þ
E  Egi
 2
FWHM2
 !
: (1)
Here, a full-width at half-maximum (FWHM) of 0.2 eV was
employed, in order to smooth any artificial structure of the
spectrum arising from the random sampling.
The absorption spectrum was computed with four different
solvent models: (i) vacuum, i.e., no solvent; (ii) implicit solva-
tion using the COSMO method; (iii) explicit solvation using
electrostatic embedding QM/MM; and (iv) explicit solvation
using FDE.35,54 For (i) and (ii), the water and chlorine atoms
from the MD snapshots were removed, so that the calculation
only used the coordinates of the complex. For (iii), the partial
charges of the TIP3P water model53 and the chloride ion were
included in the electronic Hamiltonian; to this end, electro-
static embedding was implemented in the development version
of ADF, as explained in the next section. For (iv), the electron
densities of the water molecules were independently computed
(using COSMO), and in a final step, all (frozen) water densities
were included in the vertical excitation calculation of the
complex. For FDE, we used the PW91K approximant for the
non-additive kinetic energy.55
3 Implementation of electrostatic
embedding QM/MM
The general implementation of QM/MM methods in ADF is
described elsewhere.56,57 The QM/MM Hamiltonian is of the
additive type,32 i.e.:
Hˆtotal = HˆQM + HˆMM + HˆQM–MM. (2)
In the previously existing implementation in ADF, only
mechanical embedding was available, meaning that the inter-
action term HˆQM–MM was computed at the MM level and hence
only involves the van der Waals terms, the MM bonded parameters
at the QM–MM boundary, and the electrostatic interaction between
point charges. However, this neglects the interaction of the partial
charges of the MM region with the electron density of the QM
region; consequently, the wavefunction computed with mechanical
embedding QM/MM is the same as in a vacuum calculation.
A more realistic embedding scheme should therefore consider
the electrostatic interaction between the charged particles in the
MM and QM regions. Therefore, our implementation includes
the electrostatic interaction between the MM partial charges and
the QM particles in the electronic Hamiltonian:
H^
el
QMMM ¼ þ
XnMMpc
i
XnQMnuc
k
qiqk
~Ri  ~Rk
 
XnMMpc
i
X
a
nQMel
qi
~Ri ~ra
 ;
(3)
with nMMpc being the number of MM point charges, nQMnuc the
number of nuclei in the QM region, and nQMel the number of
electrons. For a given geometry, the first term is constant but the
second term is the one-electron operator included during the SCF
procedure as the electrostatic potential V:
V ~R
 
¼ 
XnMMpc
i
qi
~Ri  ~R
 : (4)
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After SCF convergence, the final QM/MM electrostatic inter-
action energy can be calculated as:
EQMMM ¼
ð
r ~R
 
V ~R
 
d~Rþ
XnMMpc
i
XnQMnuc
k
qiqk
~Ri  ~Rk
 ; (5)
where the integral is evaluated numerically using ADF’s standard
procedures.40
The gradients58 of the QM/MM electrostatic interaction
energy can then be computed, for the QM nuclei as:
@
@~Rk
Eelstat ¼
ð
@
@~Rk
rð~RÞ
 
V ~R
 
d~Rþ
XnMMpc
i
qiqk
~Rk  ~Ri
~Rk  ~Ri
 3;
(6)
and for the MM point charges as:
@
@~Ri
Eelstat ¼
ð
r ~R
  @
@~Ri
V ~R
  
d~Rþ
XnQMnuc
k
qkqi
~Ri  ~Rk
~Ri  ~Rk
 3:
(7)
The two different equations are due to the fact that the density r
only depends explicitly on the positions of the QM nuclei, while the
potential V only depends on the positions of the MM point charges.
The computation of excitation energies using TD-DFT or
TDA does not require any modifications, as only the orbital energies
and two-electron integrals enter into the respective equations. Since
the orbital energies already incorporate the effect of the MM point
charges, no explicit inclusion of V is necessary.59 The same is true
for the computation of the relaxed density rrelaxed of the excited state
through the Z-vector equation formalism.60,61 The MM point
charges have to be included explicitly only for the actual evaluation
of the gradients of the excitation energy.61 This leads to two
equations for QM nuclei and MM point charges analogous to
eqn (6) and (7), only exchanging Eelstat by o
i
elstat (i.e., by the
electrostatic QM/MM contribution to the excitation energy) and
r(
-
R) by rrelaxed(
-
R) (i.e., by the difference between the ground state
density and the relaxed excited-state density). The excitation energy
gradient for QM nuclei is therefore
@
@~Rk
oelstat ¼
ð
@
@~Rk
rrelaxed ~R
  
V ~R
 
d~R; (8)
and the gradient for MM point charges
@
@~Ri
oelstat ¼
ð
rrelaxed ~R
  @
@~Ri
V ~R
  
d~R: (9)
4 Results and discussion
4.1 Molecular dynamics sampling
In order to assure the proper sampling of the ground state
conformational space and the accuracy of the force field—especially
for the Re parameters—we compared the results obtained with the
classical MD to those obtained by means of a trajectory resulting
from a QM/MM MD run and to the B3LYP-optimized geometries.
The computational details of the QM/MM trajectory are given in
the ESI† and the results in Fig. S2 (also ESI†), which compares
the distribution of relevant geometric parameters. In general, an
excellent agreement with the classical MD trajectory was
obtained. Slight deviations for the bond lengths of the Phen
ligand are due to the fact that the GAFF is not specifically
parameterized for this ligand. Most importantly, the parameters
defining the Re coordination sphere are correctly reproduced,
justifying the use of the cheaper classical MD sampling that
allows for a nanosecond time scale propagation. The exhaustive
exploration of the potential energy landscape of [Re(CO)3(Im)(Phen)]
+
is important for correctly describing its absorption spectrum in
aqueous solution.
Fig. 2 presents the root-mean-square deviations (RMSD) of the
MD snapshots from the optimized geometry of [Re(CO)3(Im)-
(Phen)]+. To calculate the RMSD, the Re(CO)3(Phen) moiety was
aligned with the optimized geometry, whereas the Im ligand was
not aligned. The RMSD was then computed for the whole
molecule, giving values between 0.15 Å and 0.80 Å, with an
average RMSD of 0.54 Å. The RMSD was also computed for the
metal complex without the Im ligand, which yielded values
between 0.08 Å and 0.35 Å, with an average RMSD of 0.17 Å.
These values show that most of the molecular flexibility is due to
almost barrierless torsional motion of the Im ligand, whereas
the rest of the complex is very rigid.
The torsion of the Im ligand is related to the A, B, and A0
minimum structures mentioned above and reported previously.26,28
As shown in Fig. 3, our MD simulations indicate that of these
conformers, B is more stable (maxima at Y E 01 and 1801)
than conformer A (901) or A0 (+901). Even though our dynamics
simulation is probably too short to extract thermodynamic data,
it appears that the populations of the conformers are not equal
(A: 14%, B: 77%, A0: 9%), indicating that the minima might have
different (free) energies, with conformer B having the lowest
one. Baranovskii and Maltsev28 reported that in DMF solution
conformer B should be 0.5 kcal mol1 more stable than con-
formers A and C. It is likely that the energy difference in
aqueous solution are similar. Furthermore, due to the extremely
small barrier, interconversion between the conformers is very
rapid, as evidenced by the time series of the torsion angle
reported in Fig. S3 in the ESI.† The effect of the Im torsion on
Fig. 2 RMSD of the metal complex geometry in the MD simulation. For
the calculation, the Re(CO)3(Phen) moiety was aligned with the optimized
geometry, and then the displacement of the atoms was computed, either
for the full metal complex (orange) or for Re(CO)3(Phen) only (red).
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the absorption spectrum and excited state energies will be
discussed in the following section.
4.2 Vertical excitation and imidazole torsion
The vertical excitation energies along the Im torsion angle are
shown in Fig. 4. The energies, oscillator strengths, and state
characters are also compiled in Table S1 in the ESI.† From the
ground state potentials, we obtained the energy differences
between the three conformers, with A and A0 both approxi-
mately 0.8 kcal mol1 above B. Assuming a simple Boltzmann
distribution among the conformers, this translates into a
population of B of roughly 80%; this neglects the zero point
energy contribution to the free energy, but that contribution is
very similar for the three conformers (differenceso0.1 kcal mol1).
The computed percentage fits very well with the 77% population
obtained in the MD simulation, which is another indicator that
the MD force field parametrization reasonably reproduces the
ground state potential and allows for a proper sampling of the
conformational space.
Before discussing the results of the vertical excitation
calculations, we note that the values given in Fig. 4(a) and
Table S1 (ESI†) are not fully consistent with the calculations in
ref. 26 and 27 because the ADF settings are slightly different.
Here, we employ the more recent Becke numerical integration
grid,40 and the new RI Hartree–Fock scheme of ADF.42 More
importantly, here we employ non-equilibrium solvation within
the linear-response TD-DFT calculations with a high-frequency
dielectric constant of 1.77 for water, in order to describe the
instantaneous nature of the vertical excitations. Consequently,
there are some small differences in the energies with respect to
Fig. 3 Distribution of imidazole torsion angle in the MD simulation.
Angles of 0 and 1801 correspond to conformer B, whereas 901 refers
to conformer A and +901 to conformer A0.
Fig. 4 LIIC scan around the torsion angle Y, computed with B3LYP/TZP+COSMO. 901 refers to conformer A, 01 and 1801 refer to B, and +901 refers
to A0. In (a), the 30 singlet excited states are shown, with color indicating the oscillator strength. In (b), the 30 singlet and 30 triplet states are shown,
without SOC-induced mixing. In (c), the singlet and triplet states are mixed according to SOC, with color indicating the total spin expectation value of the
spin-mixed states. All energies are relative to the spin-free ground state minimum energy.
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Table 3 of ref. 26 (conformer B). For the 8 singlet states
computed in ref. 26, our computations give energies which
are on average 0.08 eV higher (standard deviation 0.02 eV); for
the 12 triplets, our energies are 0.04 eV higher (0.04 eV standard
deviation). However, for all these 20 states the ordering of the
state characters agrees.
One of the purposes of Table S1 (ESI†) and Fig. 4 is to
present higher excited states of [Re(CO)3(Im)(Phen)]
+ than those
published previously.26,27,30 With 30 singlet and 30 triplet states,
we extend the previous 3–4 eV (310–410 nm) energy range to
5.5 eV (225 nm). As evidenced by the data (Fig. 4(a)), in this spectral
region, there are a number of very bright states, in particular S14,
S15, and S20 (at Y = 01; at other torsion angles, the state ordering
changes and the bright states can be found among the states S14 to
S20). These bright states have considerable IL character localized
on the Phen ligand, and will likely dominate the UV absorption
spectrum of [Re(CO)3(Im)(Phen)]
+ below 300 nm. Furthermore, at
longer wavelengths, there are MLCT states of moderate oscillator
strength (S1, S2, S4, S5), which give rise to the low-energy absorption
band of [Re(CO)3(Im)(Phen)]
+ previously reported.26,27,30 Besides the
bright IL states and the low-lying MLCT states, [Re(CO)3(Im)(Phen)]
+
possesses a large number of dark MC states at higher energies, as
well as some (dark) excitations involving the Im ligand (see Table S1,
ESI†). Some of the higher-energy states are also strongly multi-
configurational, with different classes of excitations contributing.
This is particularly notable in the highest states in the calculated
range, where the density of excited states significantly increases.
Because the MD simulations showed that in solution
[Re(CO)3(Im)(Phen)]
+ can be found in all three conformers (A,
B, A0), a second purpose of Fig. 4 is to scrutinize whether it is
necessary to consider all conformers when discussing the
excited states. The scan presented in Fig. 4(a) shows that most
singlet states are not strongly affected by the Im torsion, with
most states shifting less than 0.2 eV during the torsion. For
example, the band of very bright states from S14 to S20 stay in
the 4.5–5.0 eV window for all torsion angles; this means that the
IL absorption band of the spectrum will hardly shift due to the
torsional motion of Im. There are a number of states (e.g., S10 to
S12), which respond more strongly to the torsion, but since
most of them are dark states, they do not affect the absorption
spectrum.
Because most experimental studies10,19,20 excite the S1 and
S2 states of [Re(CO)3(Im)(Phen)]
+, it is particularly interesting to
follow the evolution of these two states as a function of the
torsion angle. Indeed, we see clearly that for conformers A and
A0 these states have a significant energy gap, while for conformer B
they are nearly degenerate. This is due to the inversion of the HOMO
andHOMO1 orbitals (both d orbitals) when going from conformer
A to conformer B, as discussed in ref. 26. Actually, the shifts of these
two states are among the largest shown in Fig. 4(a), at around 0.3 eV.
This sensitivity of S1 and S2 to the torsion angle means that torsional
motion slightly broadens the MLCT absorption band in the
spectrum. However, while the absorption spectrum is not strongly
affected by the torsional motion of Im, the strong variation in the
S1/S2 energy gap indicates that the dynamics after excitation to S1
and S2 might be very sensitive to the Im torsion angle.
Given the importance of SOC for the excited states of
[Re(CO)3(Im)(Phen)]
+, Fig. 4(b) and (c) show the singlet and
triplet states and the spin–orbit coupled states, respectively.
Clearly, the already high density of states increases even more
due to SOC. It can also be seen that, generally, almost no pure
singlet states are present, as almost every singlet state is
coupled to at least one triplet state. The only pure singlet states
are two IL and one LLCT states at 4.0–4.3 eV. These states are
not strongly spin–orbit coupled to any other state because their
excitation is not localized on the Re atom, which is a prerequisite
for large SOC matrix elements. On the contrary, there is a
significant number of very pure triplet states (indicated by fully
red color in panel (c)), which are either not spin–orbit coupled to
any other states, or only spin–orbit coupled to other triplet states.
The strong modifications of the shapes of the potentials due to
SOC, visible in Fig. 4(c), also show that any excited-state
dynamics simulation for [Re(CO)3(Im)(Phen)]
+ has to take into
account SOC.
4.3 Absorption spectra
Fig. 5 presents the simulated absorption spectra of [Re(CO)3(Im)-
(Phen)]+ in water, using four different solvent models: no solvent
(vacuum), frozen-density embedding (FDE), QM/MM with electro-
static embedding (el.stat.), and COSMO. The figure shows also an
experimental spectra measured in aqueous solution.29
The figure shows a number of interesting trends. First, in
the series vacuum – el.stat./FDE – COSMO, the MLCT absorption
band between 300 and 500 nmmoves to higher energies. Clearly,
the vacuum calculation strongly underestimates the energy of
this band. Regarding the three actual solvation models, it is
difficult to judge which of them performs best, as they yield
similar results. It can also be observed that the three solvent
models predict an MLCT band with two maxima, which might
correspond to the two shoulders (at 370 nm and 330 nm) of the
experimental spectrum.
The simulated spectra also show a second, very intense
absorption band between 220 and 300 nm, which is due to
the bright IL states (S14 to S20, see above). For this band, the
vacuum, FDE, and electrostatic embedding models yield very
similar positions of the band maximum (around 255 nm).
However, the band is broader for the latter two methods. With
COSMO, the absorption maximum is shifted to 270 nm,
improving the agreement with the experimental maximum
position (275 nm). This could be an indication that this band
requires a solvation model which takes into account solvent
polarization due to the solute electron density. On the contrary,
the close agreement of the vacuum, FDE, and electrostatic
embedding QM/MM models shows that the IL band is not very
sensitive to hydrogen bonding, consistent with the lack of
hydrogen bonding acceptors/donors at the Phen ligand where
the IL transitions are localized.
Regarding the effect of SOC, it can be seen in Fig. 5 that the
inclusion of SOCs in the computations only has a minor effect
on the shape of the absorption spectrum. In particular, SOC leads
to a slight smoothing and broadening of the absorption features,
as was already previously reported.21,22,26,30 However, SOC does
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not induce any significant shifts or intensity changes in the
spectrum. This is an interesting finding, because Fig. 4 has shown
that SOC has a profound effect on the shape of the potential
energy surfaces. It appears that each state mixes predominantly
with states which are close in energy, and therefore large oscillator
strengths stay at approximately the same energy if SOCs are
turned on.
An important methodological conclusion from Fig. 5 is that
FDE and electrostatic embedding QM/MM give virtually identical
results. This is true for all parts of the spectrum, including both
absorption bands. In order to investigate whether this agreement
is accidental, and also to compare the four solvent models in
general, we apply a wavefunction overlap methodology62,63 to
compare the computed excited states. To this end, we treat the
excitation vectors from the TDA computations as if they were
vectors from a configuration interaction calculation with single
excitations. In Fig. 6, for one exemplary geometry (the first
snapshot taken from the MD trajectory), we plot the energies of
the excited states as horizontal bars, and using the overlaps
between the states from different models, we draw correlation
lines between the bars. This allows an easy comparison of both
the energies and the wavefunctions at the same time.
Several observations can be made from Fig. 6. First, of the
four solvent models, the vacuum model tends to produce
the lowest excitation energies, followed by FDE and el.stat.,
followed by COSMO. For the bright singlet states, this was
already observed in the spectra in Fig. 5, but the correlation plot
shows that the same trend applies to the dark singlet and
triplet states. Second, at low excitation energies it is possible to
find one-to-one correspondences between the states from different
solvent models. For the higher states, the overlaps show that the
vacuum calculation produces excitations very different from the
FDE and electrostatic embeddingmodels. The states from COSMO
overlap moderately well with the states from FDE and electrostatic
embedding.
The states of the FDE and electrostatic embedding models
overlap almost perfectly (with state reordering for S9/S10 and
T25/T26). The RMSD of the excitation energies is smaller than
0.02 eV, with the largest deviation being 0.05 eV (S30). Similar
results have been obtained for other MD snapshots, where we
consistently find RMSDs of about 0.02 eV and maximum
deviations of 0.05 eV. This very strong agreement between the
two methods is very unlikely due to coincidence, especially
considering that all states agree consistently, and not only
some of them. The fact that these two very different methods
give very similar results shows that for this molecule, the
electrostatic interaction between the solvent and solute is by
far the most important effect. More elaborate effects included
in FDE—a QM/QM method which is in principle exact54—do
not affect the excited states.
Fig. 5 Simulated absorption spectra from the different solvent models:
no solvent (Vacuum), frozen-density embedding (FDE), QM/MM with
electrostatic embedding (el.stat.), and COSMO. The experimental spec-
trum (Exp) is from ref. 29. The dotted lines superimposed on each plot
show the absorption spectra including SOC.
Fig. 6 Comparison of excitation energies from the four solvent models
employed, for one MD snapshot. The black lines show which states
correlate with each other. The line strength is given by the overlap of
the excited states.
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4.4 Interaction of spin–orbit coupling and solvation
Until now, the spin–orbit interactions of the excited states of
[Re(CO)3(Im)(Phen)]
+ have primarily been discussed for specific
geometries. While the MD simulations have shown that the
Re(CO)3(Phen) moiety is rather rigid in aqueous solution, it is
still possible that the excited states are significantly affected
by the nuclear motion in the ground state. One of the con-
sequences of this would be that the excited-state characters
(i.e., the ordering and mixing of the states) might differ from
the ones at the minimum geometries—therefore affecting the
way the states are coupled by SOC. Thus, we have investigated
the spin–orbit interactions for a number of MD snapshots.
Fig. 7 compares the excited-state energies for four snapshots
together with a correlation of the spin-free and spin-mixed
states. The four diagrams show that the geometry has a dramatic
effect on the state energies, state ordering and SOC patterns. For
example, it can be seen that the change of geometry from
snapshot 1 to 2 leads to a blueshift of approximately 0.4 eV for
the S1 and T1 states, with corresponding shifts in the higher
states. Similarly, the energy gaps S1/S2 and T1/T2 are notably
dependent on the geometry. Hence, it can be expected that the
geometry also has a large effect on the wavefunctions of the
states, which in turn will affect the SOCmatrix elements. This can
be seen in snapshots 1 and 2, where the T1 shifts and splits
slightly, while for snapshot 3, the T1 mixes strongly with T2 due to
their low energy gap; in snapshot 4, the T1 does not split or mix
with other states. For higher states, it is even more difficult to
discern similarities between the snapshots. This is a clear sign
that an analysis of the spin–orbit-induced mixing at one
geometry—as is often done in the literature,21,22,26,30 e.g., at
the Franck–Condon one—is not sufficient to draw general
conclusions regarding ISC. Rather, sampling is required, as
small geometry changes produce significantly different coupled
excited states.
5 Conclusions
In this work, we report a comprehensive study of the excited
states of [Re(CO)3(Im)(Phen)]
+ (Im = imidazole; Phen = 1,10-
phenanthroline), considering the effects of vibrational sam-
pling, solvation and spin–orbit coupling.
We have performedmolecular dynamics simulations to sample
the relevant conformers of the complex in aqueous solution. The
results show that [Re(CO)3(Im)(Phen)]
+ exists in three main
conformers, with different orientations of the Im ligand.
The energies of the three conformers differ by less than
1 kcal mol1, with the most stable conformer showing an
orientation of Im parallel to the Phen ligand, and the other
conformers showing a perpendicular orientation, giving the
complex planar symmetry.
Next, we have carried out vertical excitation calculations for
different torsional angles of the Im ligand and for different
sampled geometries from the dynamics simulations. It was
Fig. 7 Spin–orbit mixing correlation diagrams of the excited states for four arbitrary MD snapshots, up to 4 eV (for the full figure, see Fig. S4 in the ESI†).
For each snapshot, the singlet states are given on the left, the triplets on the right, and the spin–orbit mixed state in the center, with the coloring
indicating the total spin expectation value. The thin diagonal lines indicate the contributions of the pure states, with stronger lines indicating a stronger
contribution. The vertical axis represents the excitation energy.
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found that in general, the torsion and vibrations have only
minor effect on the energies of the bright states and therefore on
the shape of the absorption spectrum of [Re(CO)3(Im)(Phen)]
+.
On the contrary, these motions significantly affect the energy gap
between the two lowest MLCT states (S1 and S2), which are the
initially populated states in experimental studies. Therefore, it is
of high importance to consider the ground state vibration of the
molecule in any future ultrafast dynamics study.
In order to incorporate solvent effects in the computation of
the excited states by means of TD-DFT, we have implemented
electrostatic embedding into the QM/MM module of the
Amsterdam Density Functional package. The implementation
allows to compute also TD-DFT gradients for the QM and MM
parts of the system, and is compatible with the computation
of spin–orbit couplings. Using this embedding method, we
computed the absorption spectrum of [Re(CO)3(Im)(Phen)]
+
based on geometries sampled from the molecular dynamics
simulation. We compared the results of the electrostatic embedding
computations to results obtained with frozen-density embedding
and with the implicit solvation method COSMO, finding very
good agreement. The computed spectra reproduce rather
well the experimental features of the absorption spectrum of
[Re(CO)3(Im)(Phen)]
+, which is a prototype molecule for a wide
range of Re(I) carbonyls complexes.
We find that the inclusion of spin–orbit couplings does not
notably influence the shape of the absorption spectrum. However,
the potential energy surfaces are strongly modified by the spin–
orbit induced mixing, which might affect the dynamical relaxation
pathways. Moreover, the induced spin–orbit mixing is very
different depending on the geometries taken from the ground
state sampling, and therefore, any analysis of the spin–orbit
mixed states should not be restricted to the equilibrium geometry,
but should include vibrational sampling.
In conclusion, the results presented here show that QM/MM
with electrostatic embedding, together with the chosen functional
and basis set, is a suitable method to describe solvent effects in
dynamics simulations of the excited states of [Re(CO)3(Im)(Phen)]
+.
The results also indicate that such simulations must include the
effect of spin–orbit coupling and vibrational sampling.
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