Abstract Data driven SHM methodologies take raw signals obtained from sensor networks, and process them to obtain features representative of the condition of the structure. New measurements are then compared with baselines to detect damage. Because damage-sensitive features also exhibit variation due to environmental and operational changes, these comparisons are not always straightforward and an automated, probabilistic approach is necessary, particularly for largescale sensor networks. In this paper an automated novelty detection methodology based on one-class support vector machines (OCSVM) is proposed and tested on an instrumented experimental steel frame structure. OCSVMs are an advanced machine learning method which can classify new data points based only on data from one class. This enables training of a classifier for damage detection based only on information from a baseline structure. OCSVMs can suffer from over-fitting, a problem which is usually ameliorated by cross-validation. In the absence of any data from the damaged state cross-validation is not possible. In this paper the over-fitting problem is combated by the use of three different recently proposed parameter selection heuristics. These strategies are tested for various damage scenarios of the laboratory structure and the results compared. 
Introduction
The aim of structural health monitoring (SHM) is to provide warning when the condition of a structure deteriorates, by analysing data from sensors placed on the structure. A system which reliably achieves this goal has the obvious benefits of preventing disastrous structural collapses, extending infrastructure life time and reducing maintenance costs. Due to their relative affordability accelerometers are a popular sensor choice for SHM. Damage detection using accelerometer data can be carried out by comparing the measured accelerations with predictions from a theoretical model of the structure; if the geometry, material properties and structural system are known. If however, the properties of the system are not well known, or a model is too expensive to develop, a methodology which uses only the sensor data is required. This paper deals with the latter, data-based damage detection scenario, which requires only knowledge of the sensor locations in addition to the acceleration signals.
Much of the variation in the measured acceleration history of a structure is caused not by damage, but by benign changes in the structure's environment and operating conditions. In order to diminish the effect of these variations, and illuminate information on the structure's health raw acceleration, signals are often processed into features which are sensitive to damage but robust with regard to sensor noise, changing excitation, temperature or moisture. The selection of these features is a key element of any successful SHM strategy. In a purely deterministic world the selection of an appropriate feature would be all that is necessary for damage detection. However, even the most discriminating features exhibit random variations, and a method is required to distinguish what is simply noise from what is a change in the underlying system.
It is conceivable that a human expert could perform this task for a single sensor, but for a network of hundreds or thousands of sensors the need for an automated decision-making process is clear. Machine learning provides a natural framework for this problem in the form of classification algorithms. The classic binary classification problem is to decide which class label to assign to a new test point given a training set of examples from both potential classes. In the context of SHM this would require data from both the baseline state of the structure and the anticipated damaged state. Practically, it is difficult to imagine a scenario where data from the damaged structure would be available before it occurs. One-class classification, or novelty detection, requires only examples from the baseline case to decide whether a new test point belongs to the same distribution or not. In this paper we demonstrate the application of one state of the art novelty detection algorithm, the one-class support vector machine (OCSVM) [1] , for structural health monitoring of an experimental steel frame laboratory structure. OCSVMs have previously been used with promising results for the classification of damage in composite plates using piezoelectric transducers [2] . Among the advantages of one-class support vector machines are the capability to generate non-linear decision boundaries at low computational cost via the kernel trick, and the sparseness of the decision function. For the purposes of structural health monitoring this means that we can appropriately represent the distribution of the baseline damage-sensitive features using only a fraction of the data used for training, and with relatively little computational power. These properties are highly desirable for wireless smart sensing applications where analysis is performed on board sensors before transmission.
Classification algorithms, such as OCSVMs, typically contain one or more free parameters which control how closely the training data is fitted. To avoid overfitting, and thus ensure generalisation of the solution to unseen data, these parameters must be chosen carefully. A common strategy for selecting model parameters is cross validation: A portion of the training data is withheld, and the parameters which provide optimal performance on this data are chosen. This strategy can be used for OCSVMs, if sufficient data from the expected outlier class can be obtained. For some applications it is plausible that enough data from the outlier class would be available for cross validation, even though this class is not used for training. However, for SHM we simply do not expect to have any data from the damaged case, and therefore we need to choose the parameters of the one-class support vector machine using an alternative method.
Using real, experimental data taken from an instrumented steel frame laboratory structure we demonstrate and compare three recently proposed heuristic methods for one-class support vector machine parameter selection: A method based on the training error of the classifier [3] , a geometry based method [4] , and an iterative method which controls the tightness of the decision boundary [5] . We also suggest an alteration to the tightness detection method proposed in [5] . Baseline data is taken from the structure to train the classifier, and then damage is induced in the structure, at various locations and severities, by loosening the bolted connections. Damage detection is carried out on an isolated, sensor by sensor basis. A classifier is trained for each sensor based on the data collected at this sensor. The performance of the classifiers is then evaluated by comparing the results over data from the damaged configurations of the structure, and blind data from the baseline structure.
One-Class Support Vector Machine
The one-class support vector machine (OCSVM) requires only a sample set of positive examples in order to train a decision boundary. This decision boundary can then be used to evaluate whether a new test point belongs to the same class as the examples, or if it is an outlier. For SHM this means that we need to provide only examples of data from the normal, baseline state of the structure in order to decide if a new test point is an outlier and should be cause for concern. This is crucial, as it is only in a small number of situations that we would expect to be able to generate examples of data from the expected damage scenarios. Perhaps in the case of a small, mass produced component, it may be possible to acquire examples of data from damaged conditions by inducing cracks, notches and holes in a test component and undertaking extensive testing. In the vast majority of cases, particularly for the monitoring of existing large-scale infrastructure, it is obviously not practical to generate this data: Hence the usefulness of one-class classifiers such as the OCSVM.
Nonetheless, as the OCSVM is derived by a simple alteration to the traditional binary classification SVM (although with major implications for SHM), it is instructive to discuss briefly the binary classification SVM algorithm before proceeding to the OCSVM. Given examples of data from two different categories, the binary SVM transforms the data from its original dimensions, X, into a feature space,ˆ(X) often nonlinear and higher dimensional, where the data can be better separated by a linear function. This concept is illustrated in Fig. 14.1 where we wish to separate the data marked by red x's from the data marked by blue o's. The original data has dimensions: This data has an obvious pattern, but one which cannot be explained with a linear separator. The data is transformed to the feature space where the data can clearly now be separated much more easily.
Of course, this mapping to a higher dimensional feature space quickly becomes very expensive as the dimensions of the feature space increase. Significantly, the calculation of the decision boundary in the SVM algorithm is formulated in such a way that it requires the inner products in feature space, and not the explicit map,˚(X). This means that for any two training examples, x and y, we need to know the inner product in the feature space, which for the example given in The inner product in the higher dimensional space is given simply by the square of the inner product in the original space. Functions such as K(x,y) in Eq. (14.5) are known as kernels. The ability to compute inner products in high dimensional space using only the inner product in R 2 space is known as the kernel trick. The above calculation is just one example of how inner products in higher dimensional feature spaces can be calculated with the kernel trick. A rigorous treatment of when and how the kernel trick can be used is given in [6] . One commonly used kernel, which we will use for the OC-SVM, is the Gaussian kernel:
As mentioned previously, the binary version of SVM aims to separate two classes of training data by transforming them to a nonlinear feature space and finding a linear function which optimally separates them. The OCSVM, on the other hand, does not have any data for the second class, and so instead seeks to find a hyperplane which separates the training data from the origin, as a proxy for the second class [1] . This is formulated by the following convex optimization problem:
where is a bound on the fraction of training examples classified as outliers, N is the number of training examples, i are slack variables, and w ˆ(x) is the separating hyperplane in feature space. The decision function for a new test point x is then given by:
Using Lagrangian multipliers, and the kernel trick, the dual problem can be formulated as:
Notice that the explicit calculation of the feature space mapping,ˆ(x) appears nowhere in Eq. (14.9). Instead the kernel function K(x j ,x i ) can be used because of the kernel trick. In this paper the Gaussian kernel as show in Eq. (14.6) will be used. Most of the Lagrange multipliers,˛i, will evaluate to zero. Any non-zero˛i is called a support vector. Only the support vectors are required to evaluate the decision function for a new point x. This decision function is given by:
Where can be recovered as:
Parameter Selection for the One-Class SVM Using the Gaussian Kernel
The OCSVM contains two free parameters which must be selected by the user. The first parameter, , controls the fraction of training examples which can be classified as outliers, and by extension, the false positive rate. Because controls the false positive rate, typically a low value is desirable and this parameter is often set to 0.05. The second parameter, the Gaussian kernel parameter, , can dramatically affect the performance of the OCSVM. Small values of can lead to overfitting of the data, and thus, poor generalization. Large values of underfit the data, resulting in an inability to detect non-trivial patterns.
If even a limited amount of data from both the damaged and undamaged cases were available this parameter could be selected by withholding this data during training and then selecting the value of which optimized performance on the withheld data, a process known as cross-validation. Unfortunately, in the vast majority of SHM applications we cannot practically expect to have even a limited amount of data from the damaged structure, and thus cross-validation is not possible. In lieu of cross-validation an alternative approach to selecting the parameter of the Gaussian kernel is required. Three recently proposed methods for selecting this parameter are reviewed in the following sections, and subsequently evaluated on acceleration data from an experimental steel frame laboratory structure later in the paper. The first method is that proposed by Unnthorsson et al. [3] , and used by Das et al. [2] , to classify damage signatures in composite plates. This paper is the first known application of the second and third methods to SHM.
Training Error Based Approach
Using this approach, the value of is obtained by first selecting an appropriate value of , and then for a range of potential values of evaluating the fraction of the training data which is classified as an outlier. Because is a theoretical upper bound on this fraction, the lowest value of which gives a classification error equal to is selected as the optimal. A representative plot of this process is shown in Fig. 14.2 overleaf. 
Geometry Based Approach
Motivated by the use of OCSVM for anomaly detection in hyperspectral imagery, Khazai et al. [4] propose a method for automatic calculation of the optimal Gaussian kernel parameter, ¢. The argument made in this paper is briefly summarized in this section. The Gaussian kernel, as shown in Eq. (14.6), can be viewed as a measure of how similar two data points are. Identical training points yield the maximum value, 1, of the Gaussian kernel. The smallest value of the kernel for the training examples will occur for the two least similar training points, i.e. those which are farthest apart: Presumably a new test point which is an outlier would be farther away than d max from some of the training points. Therefore the kernel value for this new test point will fall between 0 and ı. Using Eq. (14.12) we can estimate by the following equation:
The problem is to find an appropriate, small, value for ı. Using a geometric argument Khazai et al. propose that an appropriate value for ı can be estimated by:
The optimal value of can then be calculated by combining Eqs. (14.13)-(14.15).
Tightness Detection Approach
Wang et al. [5] propose an iterative method which converges on a solution for the decision boundary which is judged neither too loose (underfitting) or too tight (overfitting). The basic algorithm is as follows:
1. Initialise by choosing an upper bound, u and a lower bound l 2. Set D ( u C l )/2 3. Generate a decision boundary by training the OC-SVM using a pre-determined , and the from step 2. 4. Evaluate whether the decision boundary is loose or tight. 5. If the boundary is tight set l D , if loose set u D 6. Stop if u l is less than a threshold value, or if the boundary is neither loose nor tight. Else return to 2. Clearly a key part of this algorithm is the evaluation of whether the decision boundary is loose or tight in Step 3. As presented in [5] this determination is made like so: The data is split into two sets of pairs of training points. The first set is comprised of pairs of training points which are closer together than a certain distance D. The second contains pairs which are farther apart than D. The boundary is judged loose if for any midpoint of the second set of pairs, which is inside the decision boundary, there is no training point within a hypersphere of radius D: This physically means that there is a substantial 'hole' inside the decision boundary. The boundary is judged to be tight, if any midpoint of the first set of pairs falls outside the decision boundary. The physical meaning of this criterion is that the decision boundary between two points which are close together is concave, and thus judged to be tight. A more detailed view of this algorithm can be found in [5] .
The presence of closely spaced outliers in the training examples can cause this algorithm to generate a boundary which is too loose. This is due to the fact that the midpoint of two data points, which are almost always outside the decision boundary generated by the OCSVM, will also almost always be outside the decision boundary. This will result in the algorithm presented in [5] judging the decision boundary to be tight at every iteration. This phenomenon is illustrated in Fig. 14.3 : on the right hand side we see an example that is correctly judged to be too tight, because many of the midpoints fall outside the decision boundary. On the left side we see a decision boundary that was also judged tight, because the midpoint of the two blue crosses falls outside the decision boundary. As a remedy for this issue we suggest that the decision boundary be judged tight only if the midpoint of two training examples belonging to the first group of pairs, who themselves are within the decision boundary, falls outside the decision boundary. In the example given in Fig. 14.3 this would mean that the decision boundary shown on the left hand side would not be judged tight, because the two blue crosses are not considered for determination of the tightness of the boundary, because they themselves are outliers.
Damage Sensitive Features
Prior to training the OCSVM it is desirable to pre-process the raw acceleration data into features which are sensitive to damage. Without the selection of suitable features even the most sophisticated classification algorithm will perform poorly. The emphasis in this paper is placed on features which are sensitive to damage, relatively robust with respect to small changes in excitation or environment, and computationally inexpensive. 
Crest Factor
One feature which has been demonstrated to be sensitive to structural damage is the crest factor. For acceleration time series a(t) comprised of n discrete points the crest factor is given by the following equation: 
Transmissibility
The transmissibility function, as described in [7] is used as the basis for all other damage-sensitive features used in this paper. This function is an estimation of the frequency response function at a sensor location, which can be calculated without knowing the input excitation. Instead of measuring the input excitation, the acceleration at a reference degree of freedom (DOF) is used as a proxy. To ensure good results, a DOF which undergoes significant vibration should be chosen. The transmissibility at DOF i with respect to a reference DOF j is then given by:
whereW F i .!/ is the Fourier Transform of the acceleration measured at DOF i for a particular test F j .!/ is the Fourier Transform of the reference DOF acceleration for the same test F j .!/ is the complex conjugate of F j .!/ This function does exhibit sensitivity to damage, but as its dimensionality will be equal to the Nyquist frequency of the sample many of these dimensions of the feature do not provide much information on the health of the structure. In order to reduce the dimensionality of the feature we use the fact that the transmissibility may be more sensitive at resonant frequencies of the structure. Resonant frequencies can be identified by examining the Fourier Transforms of some representative DOFs. Once the resonant frequencies of interest have been identified, the integral of the transmissibility function in a narrow window around this frequency is computed, to reduce the feature dimension to a scalar value for each resonant frequency. The damage feature for resonant mode at frequency !, at DOF i is then given by:
Experimental Setup
The efficacy of the methods discussed in this paper is evaluated based on data acquired from an experimental laboratory structure which has been developed specifically for the purposes of testing and validating SHM algorithms. The structure is a modular, 3 story, 2 bay steel frame structure with bolted connections. Eighteen triaxial accelerometers measure the vibration response of the structure. The locations of these sensors are illustrated in Fig. 14.4 . The structure is excited by a shaker, located in close proximity to sensor #18. This shaker inputs random, white Gaussian noise to the structure. To establish the baseline condition of the structure, 258 ten second samples are taken at a sampling rate of 2,000 Hz at each sensor location. These raw acceleration signals are processed into a nine dimensional feature vector for every sample, at each sensor location. The feature vector is comprised of the crest factor for all three axes of the sensor, the integral of the transmissibility function between 40 and 50 Hz for all three axes and the transmissibility function integrated between Four bolts loosened at connection Sensor 01 Four bolts loosened at both connections Sensor 01 and sensor 17 120 and 130 Hz for all three axes. These frequency windows correspond with resonant modes of the structure. Therefore all 18 sensor locations have a unique nine dimensional feature vector for every 10 second sample. For each sensor location the 258 9 matrix of training examples is pre-processed to have zero mean and unit variance. The scaling required to achieve these transformations is stored, and later applied to any test points before they are classified. In order to compare the three automatic parameter selection methods discussed in Sect. 14.3, three OCSVMs are trained for each sensor location, each using one of the different methods. The scikit-learn python library, as described in [8] , is used to implement the OCSVM. To encourage low false positive rates, the OCSVM parameter, , is set to 0.05 for all experiments. After the classifiers are fitted to the training data they are tested on unseen data from the laboratory structure, containing six different scenarios. The scenarios are shown in Table 14 .1.
Results
Results are presented for each of the parameter selection methods in the following sections. Damage detection is carried out on an isolated, sensor by sensor basis, where a classifier is trained for each sensor location independent of the other locations. Localisation is a secondary goal, and is done in a straightforward manner: The sensor locations where the highest percentage of test points are classified as damage are the most likely to be close to the damage. Results are expressed by the fraction of test points classified as damaged at each sensor location, for each test scenario shown in 
Tightness-Detection Based Parameter Selection
The results obtained from the OCSVMs tuned using the method of Wang et al. [5] are shown in Table 14 .2 in the appendix. Training and testing data is, as before, in the form of nine dimensional feature vectors.
The false positive rate is low for all sensor locations for the undamaged case. For the major damage scenarios, is it clear that the damage detection system is functioning as a warning of damage in the system. In the case of major damage, localisation is not obvious, as close to 100 % of the test points are classified as damaged at almost every sensor location. In a sense, this is expected, as the sensors are not very far from each other, and vibration can easily propagate through the steel frame structure. Encouragingly, it appears as if the minor damage at sensor 17 is being detected: Sensor 18, which is adjacent to the minor damage at sensor 17, shows 47 % of tests classified as damaged for this scenario. The minor damage at sensor 1 is not as well detected.
Training Error Based Parameter Selection
Results obtained with the parameter selection method of Unthorsson [3] , previously used by Das et al. [2] for damage classification in composite plates, are shown in Table 14 .3 of the appendix.
Again, the false positive rate is relatively low, staying in single digits for all but one sensor location. Major damage is detected extremely reliably, essentially at a rate of 100 %, as with the previous method. Results are largely similar to those obtained in Sect. 14.6.1. Again, the minor damage at sensor 1 is detected least reliably. Given that the minor damage scenarios were deliberately chosen to be difficult to detect it is still encouraging that the classification of damaged points rises above the false positive rate. Table 14 . 4 shows the results for the OCSVM tuned using the method of Khazai et al. [4] . The results shown demonstrate largely similar performance to that of the previous two methods. Significantly this method obtains the Gaussian kernel parameter, ¢, without requiring the training of support vector machines. The computational cost of this method is therefore lower than the previous two, and based on these results, shows similar performance.
Geometry-Based Parameter Selection

Conclusions
A comprehensive, fully automated damage detection strategy is presented in this paper. Raw acceleration data is first processed into damage-sensitive features and then state of the art machine learning algorithms are applied to compare these features with baseline values in order to return binary decisions on new test points. Only knowledge of the baseline structure is required in order to make this determination. Careful consideration of data transmission and computation requirements is given, and the methodology presented in this research has the potential for adaptation to create a smart sensing network.
Three potential methods for automatic parameter selection are applied, and evaluated on experimental data from a steel frame laboratory structure with induced damages. All three methods perform well on the blind test data, reliably detecting major damage, in the form of loosened connections, while maintaining a low false positive rate on data from the undamaged structure. The method of Khazai et al. [4] does not require repeated training of the OCSVM and is therefore the least computationally expensive, with no apparent reduction in performance. 
