In this paper we use quasi-Monte Carlo sampling experiments to examine the properties of pretest estimators in the random parameters logit model. The pretests are for the presence of random parameters.
Introduction
In this paper, we use quasi-Monte Carlo sampling experiments to examine the properties of pretest estimators in the random parameters logit model or also called mixed logit model. The pretests are for the presence of random parameters. We study the Lagrange Multiplier (LM), Likelihood Ratio (LR) and Wald tests, using the conditional logit model as the restricted model.
Unlike the conditional logit model, the mixed logit model does not impose the Independence from Irrelevant Alternatives (IIA) assumption. The mixed logit model can capture random taste variation among individuals and allow the unobserved factors of utility to be correlated over time as well.
The choice probabilities in mixed logit cannot be calculated exactly because they involve a multi-dimensional integral which does not have closed form. In applications, the integral can be approximated through simulation using pseudo-random numbers. The requirement of a large number of draws during the simulation leads to long computational times. We are interested in testing the randomness of the mixed logit coefficients and the properties of pretest estimators in the mixed logit. If the coefficients are not random, then the mixed logit model reduces to the simpler conditional logit model. The most commonly used test procedures for this purpose are the Wald (or t-) test and the Likelihood ratio test for the significance of the coefficient random components. The problem is that in order to implement these tests the mixed logit model must be estimated. It would be much faster to implement a Lagrange multiplier test, as the restricted estimates, from the model with non-random coefficients, come from the conditional logit model, which is easily estimated.
We use quasi-Monte Carlo experiments in the context of one and two parameters choice models with four alternatives to examine the risk properties of pretest estimator based on LM, LR and Wald tests. We explore the power of the three tests for the random parameters by calculating the empirical 90 th and 95 th percentile values of the three tests statistics and examine rejection rates of the three tests by using the empirical 90 th and 95 th percentile values as the critical values for 10% and 5% significance level. We find the pretest parameters estimators based on the LR and Wald statistics have RMSE that is less than that of the random parameters logit model when the parameter variance is small, but that RMSE is worse than that of the random parameters logit model over the remaining parameter space. The LR and Wald tests exhibit properties of consistent tests, with the power approaching one as the specification error increases. However, the power of LR and Wald tests decreases with increases in the mean of the coefficient distribution. The ratios of LM-based pretest estimator RMSE to that RMSE of the random parameters logit model rise and become further away from one with increases in the standard deviation of the parameter variance.
The plan of the paper is as follows. In the following section, we review the conditional logit model and introduce the mixed logit specification. In Section 3, we introduce quasi-random numbers and describe our Monte Carlo experiments. We also show the efficiency of the quasirandom numbers in this section. Section 4 summarizes the mean square error properties of the pretest estimator based on LM, LR and Wald tests, and the size corrected rejection rates of these three tests. Some conclusions and recommendations are given in Section 5.
Conditional and Mixed Logit Models
The conditional logit model is frequently used in applied econometrics. The related choice probability can be computed conveniently without multivariate integration. The
Independence from Irrelevant Alternatives (IIA) assumption of the conditional logit model is inappropriate in many choice situations, especially for the choices that are close substitutes, which was first pointed out by Chipman (1960) and Debreu (1960) . The IIA assumption arises because in logit models the unobserved components of utility are independent and identically Type I extreme value distributions. This is violated in many cases, such as when unobserved factors that affect the choice persist over time.
The mixed logit model was first applied by Body and Mellman (1980) and Cardell and Dunbar (1980) to forecast automobile choices by individuals. Unlike the probit models, it is fully flexible because its unobserved utility is not limited to the normal distribution. It decomposes the random parts of utility into two parts. One has the independent, identical type I extreme value distribution, and the other representing individual tastes can be any distribution. The related utility associated with alternative i as evaluated by individual n in the mixed logit model is written as:
Where ni x are observed variables for alternative i and individual n , n  is a vector of coefficients for individual n varying over individuals in the population with density function
, and ni  is iid extreme value, which is independent of n  and ni x . If n  is fixed, the mixed logit becomes conditional logit model and the choice probability ( ) ni L  for individual n choosing alternative i is:
In the mixed logit model we specify a distribution for the random coefficients ( | ) f   , where  indicates the parameters' distribution, such the mean and variances. These are the parameters to be ultimately estimated. The choice probability executing the log likelihood function is:
Hensher and Greene (2001) discuss how to choose an appropriate distribution for random coefficients. In the following section, we will describe how to estimate the unknown parameters ) ( and introduce the quasi-Monte Carlo methods.
QuasiMonte Carlo Methods

Simulated Loglikelihood Function
Unlike the conditional logit model, the mixed logit probability cannot be calculated exactly, since the related integral does not have a closed form. The choice probability can be estimated through simulation and the unknown parameters ) ( can be estimated by maximizing the simulated log-likelihood function. With simulation, a value of   labeled as r  , representing the rth draw, is drawn randomly from a previously specified distribution. The standard logit 
The Halton Sequences
The classical Monte Carlo method is used above to estimate the probability ni P . It reduces the integration problem to the problem of estimating an expected value on the basis of the strong law of large numbers. In general terms, the classical Monte Carlo method is described as a numerical method based on random sampling. The random sampling here uses pseudo-random numbers. In terms of the number of pseudo-random numbers N , it gives us a probabilistic error bound, since there is never any guarantee that the expected accuracy is achieved in a concrete calculation (Niederreiter, 1992, page7) , also called convergence rate, ) (
integration. It represents the stochastic character of the classical-Monte Carlo method. A wonderful feature of the classical Monte Carlo method is that the convergence rate of the numerical integration does not depend on the dimension of the integration. Good estimates, however, require a large number of pseudo-random numbers, which leads to long computational times. To reduce the cost of long run times, we can replace the pseudo-random numbers with a constructed set of points. The same or even higher estimation accuracy can be reached with fewer points. The essence of the number theoretic method (NTM) is to find a set of uniformly scattered points over an s -dimensional unit cube. Such set of points obtained by NTM is usually called a set of quasi-random numbers or a number theoretic net. Sometimes it can be used in the classical Monte Carlo method to achieve a significantly higher accuracy. The difference between the quasi-Monte Carlo method and the classical Monte Carlo method is the quasi-Monte Carlo method uses quasi-random numbers instead of pseudo-random numbers. In fact, there are several classical methods to construct the quasi-random numbers. Here we use the Halton sequences proposed by Halton (1960) . Bhat (2001) found the error measures of the estimated parameters was smaller using 100 Halton draws than 1000 random numbers in mixed logit model.
The Halton sequences are based on the base-p number system which implies that any integer n can be written as: Using the base-p number system, we can construct one and only one fraction  that is smaller than 1 by writing n with a different base number system and reversing the order of the digits in n . It is called the radical inverse function defined as the follows:
The Halton sequence of length N is developed from the radical inverse function and the points of the Halton sequence are ) (n p  for n =1, 2  N where p is a prime number. The kdimensional sequence is defined as
are prime to each other and are always chosen from the first k primes to achieve the smaller discrepancy.
In applications, Halton sequences are used to replace random number generators to produce points in the interval [0, 1] . The points of the Halton sequence are generated iteratively.
A one-dimensional Halton sequence based on prime p divides 0-1 interval into p segments. It systematically fills in the empty space by iteratively dividing each segment into smaller p segments. The position of the points is determined by the base which is used to construct iteration. A large base implies more points in each iteration, or a long cycle. Due to the high correlation among the initial points of Halton sequence, the first ten points of the sequences are usually discarded in applications (Morokoff and Caflisch, 1995; Bratley et al., 1992) .
Compared to the pseudo-random numbers, the coverage of the points of Halton sequence are more uniform, since the pseudo-random numbers may cluster in some areas and leave some areas uncovered. It can be easily seen from Figure 1 , which is based on a figure from Bhat 
. We achieve the same discrepancy d with respect to ( ). 
Monte Carlo Experiment Design
Our experiments are based on a mixed logit model which has no intercept term, with one or two coefficients that are independent of each other. In our experiments, each individual faces four mutually exclusive alternatives on one choice occasion. The utility of individual n choosing alternative i is:
The explanatory variables for each individual and each alternative ni x are generated from independent standard normals. The coefficients for each individual n  are generated from
These values of ni x and n  are held fixed over each experiment design. The choice probability for each individual is generated by comparing the utility of each alternative:
The indicator function Halton draws and 1000 random draws to estimate the mean and variance of the coefficient distribution respectively.
Findings in Simulation Efficiency
In the one coefficient case, the two parameters of interest are  and   . We denote the estimates of these parameters as ˆand  ˆ. Table1 reports for the 999  NSAM Monte Carlo samples. The Monte Carlo average of the estimated mixed logit parameters and the error measures of mixed logit estimates with one random parameter are calculated as follows: In Table 2 , we use the same error measures and show the Monte Carlo average values of the estimated mixed logit parameters with two random coefficients. The true mean and standard deviation of new independent random coefficient distribution are 2.5 and 0.3, respectively. In Table 2 , with increases in the number of Halton draws, the percentage changes of the Monte
Carlo average values of the estimated mixed logit parameters are no more than 1%. Unlike the one random coefficient case, the Monte Carlo average values of estimated means of two independent random coefficient distributions are overestimated by 10%. However, the biases are stable and not sensitive to the number of Halton draws. From Table 2 
Pretest Estimators
Even though mixed logit model is a highly flexible model, it requires the use of simulation to obtain empirical estimates. It is desirable to have a specification test to determine whether the mixed logit is needed or not. The likelihood ratio (LR) and Wald tests are the most popular test procedures used for testing the significance of coefficient estimates. The problem is that in order to implement these tests the mixed logit model must be estimated. It is much faster to implement a Lagrange Multiplier (LM) test. It is interesting and important to examine the power of these three tests for the presence of the random coefficients in the mixed logit model. . The inverse of information matrix in the Wald and LM tests is estimated using BHHH (outer product of gradients). Figure 2 shows the ratio of pretest estimator RMSE of  relative to the random parameters logit model estimator RMSE of  using the LR, Wald and LM tests at a 25% significance level. We choose a 25% significance level because 5% pretests are not optimal in many settings, and this is also true in our experiments. Under a one-tailed alternative hypothesis, the distribution of LR and Wald 2   test statistics has a mixture of chi-square distributions (Gourieroux, Holly and Monfort 1982 , Shapiro 1985 , and Gourieroux and Monfort 1989 . In the one parameter case, the
quantile of standard chi-square is the critical value for significance level  (Andrews, 2001, p.713) . Thus 0.455 is the critical value for a pretest estimator at 25% significance level. Figure 2 shows that the pretest estimators based on the LR and Wald statistics have RMSE that is less than that of the random parameters logit model when the parameter variance is small, but that RMSE is worse than that of the random parameters logit model over the remaining parameter space. The LR and Wald tests exhibit properties of consistent tests, with the power approaching one as the specification error increases, so that the pretest estimator is consistent. But the ratios of LM-based pretest estimator RMSE of  to that RMSE of the random parameters logit model rise and become further away from one with increases in the standard deviation of the parameter distribution. The poor properties of the LMbased pretest estimator arise from the poor power of the LM test in our experiments. It is interesting that even though the pretest estimator based on the LR and Wald statistics are consistent, the maximum risk ratio based on the LR and Wald tests increases in the parameter mean  . The range over which the risk ratio is less than one also increases in the mean of the parameter distribution  . Table 4 . From Figure 3 , we can see the changes in the rejection rates of these three test statistics with increases in the mean and standard deviation of the parameter distribution respectively. We find the rejection frequency of the LR and Wald statistics declines in the mean of the parameter distribution.
Due to the different sizes of the three tests, power comparisons are invalid. We use the Monte Carlo percentile values for each combination of parameter mean and standard deviation as the critical value to correct the size of the three tests. Table 5 provides the size corrected rejection rates for the three tests. The size corrected rejection rates for the LR and Wald tests increase in the standard deviation of the coefficient distribution as expected. Based on the results, there is not too much difference between these two size corrected tests. But the power of these two tests still declines with increases in the parameter mean. In our experiments, at the 10% and 5% significance levels, the LM test shows the weakest power for the presence of the random coefficient among the three tests. Graphs in Figure 4 are based on the results of Table 5 Table 7 shows the rejection rates of the three joint tests based on the standard chi-square statistics for 10% and 5% significance level. The results are consistent with the Table 6 . When the null hypothesis is true, the joint LR and Wald tests reject the true null hypothesis more frequently than the nominal rejection rates 10% and 5%.
They become closer to the nominal rejection rates with increases in the parameter mean 1  .
When 1  =0.5 and 3.0, the joint LM test rejecting the true null hypothesis are less than the nominal rejection rates. However, with 1  =1.5 and 2.5, it rejects more frequently than the nominal rejection rates 10% and 5%. Figure 6 shows the graphs based on the results of Table 7 .
They almost have the same trends as in the one parameter case. The rejection frequency of the joint LR and Wald statistics decreases in the mean of the parameter distribution 1  .
To compare the power of the three joint tests in the two parameters case, we also correct the size of the three joint tests using the Monte Carlo empirical critical values for 10% and 5% significance level. Table 8 provides the size corrected rejection rates for the three joint tests. Figure 7 presents the graphs based on the Table 8 . As in the one parameter case, the joint LM test shows the weakest power for the presence of the random coefficient. The power of the joint LR and Wald tests decreases when the parameter mean 1  increases from 0.5 to 1.5. However, the power of these two joint tests increases when the parameter mean 1  increases further to 3.0.
An interesting question is why the power of LR and Wald tests for the presence of the random coefficient declines in the parameter mean and how to refine the LM test in the setting of the random parameters logit model. The Lagrange Multiplier test is developed by Aitchison and Silvey (1958) and Silvey (1959) , which associated with the constrained optimization problem. In our setting, the Lagrangian function is:
where ln ( ) L  is the log-likelihood function, which subject to the constraints ( ( ) ) 0 c q    . The related first-order conditions are:
Under the standard assumptions of the LM test, we know
Based on the Lagrangian function, we have
From the above results, the LM statistic has the asymptotic 2   distribution. The asymptotic distribution of the LM statistic is derived from the distribution of Lagrangian multiplier, which essentially based on the asymptotic normality of the log-likelihood estimators. In the Lagrangian function, the log-likelihood function is subject to the equality constraints. The weak power of the LM test for the presence of the random coefficient is caused by the failure of taking into account the properties of the one-tailed alternative hypothesis. Gourieroux, Holly and Monfort (1982) extended the LM test to the Kuhn-Tucker multiplier test and showed that it is asymptotically equivalent to the LR and Wald tests. However, computing the Kuhn-Tucker multiplier test is 20 complicated. How to refine the LM test in the random parameters logit model is our future research.
Conclusions
In our quasi-Monte Carlo experiments, the LM test for the significance of the standard deviation of the coefficient distribution is not reliable. It has low power and the resulting pretest estimator has poor risk properties. At the same time, the LR and Wald tests are more reliable and provide more predictable pretest estimation performance. The empirical critical values of the LR, Wald and LM tests change with changes in the mean and standard deviation of the parameter distribution, which implies that the distribution of test statistics may change in the mean and standard deviation of the parameter distribution. The distribution of the simulated maximum likelihood estimator of the random parameters logit model is an interesting topic to further study. In the maximum likelihood based tests how to construct the efficient one-tailed LM test is also very interesting. 
