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ABSTRACT 
It is shown that if A or -A is a singular M-matrix satisfying the generalized 
diagonal dominance condition y’x 20 for some vector y ~0, then A can be factored 
into A = LU by a certain elimination algorithm, where L is a lower triangular 
M-matrix with unit diagonal and U is an upper triangular M-matrix. The existence of 
LU decomposition of symmetric permutations of A and for irreducible M-matrices and 
symmetric M-matrices follow as corollaries. This work is motivated by applications to 
the solution of homogeneous systems of linear equations Ax =O, where A or - A is an 
M-matrix. These applications arise, e.g., in the analysis of Markov chains, input-output 
economic models, and compartmental systems. A converse of the theorem mentioned 
above can be established by considering the reduced normal form of A. 
I. INTRODUCTION 
A real n X n M-matrix A = (a ii) can be defined by the conditions 
aiiGO, i#i, (1.1) 
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and 
Re[h,( A)] 30, h t ( A ) the eigenvahles of A. (1.2) 
It follows that the diagonal elements u,~ of A are all nonnegative and A is 
nonsingular if and only if strict inequality holds in (1.2) for each i. A large 
number of alternative definitions are possible, and M-matrices have many 
interesting properties (e.g., [3, Chapter 63). 
However, the most interesting feature of M-matrices is their wide range of 
applications in the mathematical sciences. Nonsingular M-matrices have 
important applications, for instance, in iterative methods in numerical analysis 
[24; 27; 3, Chapter 71, in the analysis of dynamical systems [4, l] in 
economics [13, 18, 2, 211, and in mathematical programming [5, lo]. Certain 
singular M-matrices [hi(A) =O for some i] are especially important in the 
study of iterative methods for underdetermined systems of linear equations 
[12, 171 and input-output analysis in economics [20, 19, 211, and in the 
analysis of Markov chains [23, 26, 14-161. Moreover, matrices - A for which 
A is a singular M-matrix are fundamental in the compartmental analysis of 
ecological systems [6, 71. For detailed discussions of many of these applica- 
tions of nonsingular and singular M-matrices, see Chapters 7710 of [3]. 
The notation and conventions used in [3, Chapter 61 are adopted here. 
For example, let x = (x,, . . . , x,)~ be a real column n-vector; then 
x>O means x, 20 for each i, 
x>O means ~20 and x, #O for some i, 
x>O means X, >O for each i. 
The particular application of concern in this paper is the computation of a 
vector x>O which solves a homogeneous system 
Ax=0 
where A (or - A) is a singular M-matrix. We mention three areas in which 
such problems arise. 
First, let T denote the state transition matrix for a finite Markov chain 6, 
and set A = I - T. Then A is an M-matrix where Ae =O, e7‘ =( 1,. . . , 1); that 
is, A has all zero row sums. If E is an ergodic chain, then A is irreducible and 
the stationary probability distribution vector 7~ for e solves the homogeneous 
system aTA =O. Various methods for computing 7~ are found in [20], [26], 
[14], [15], and [3, Chapter 81. Next, consider an economic situation involving 
interdependent industries, assuming, for the sake of simplicity, that each 
industry produces one commodity. Letting tii denote the amount of input of 
the ith commodity required by the economy to produce one unit of output of 
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the jth commodity, then T=(tii) is called the Leontief inputoutput matrix for 
the economy. In the closed Leontief model, the consumer or open sector is 
regarded as another production sector. Under general assumptions A = I - T is 
a singular M-matrix and, in fact, e*A=O, e* =(l , . . . , 1). In this case the output 
solution vector x (whose ith component is the equilibrium output commodity 
i) for the model satisfies Ax=O, x>O. Methods for computing x are discussed, 
for example, in [19], [21], and Berman and Plemmons [3, Chapter 91. Finally, 
consider the compartmental analysis of ecological or other systems which deal 
with mass or energy transfer. Letting A=(aii) denote the matrix of transfer 
coefficients, it follows, under basic assumptions, that aii 20 for all i#i and 
that e*A=O. Then -A is a singular M-matrix with zero column sums. Letting 
xi denote the concentration of material in compartment i, i = 1,. . . , n, the 
system satisfies the differential equation 
i(t)=Ax(t), r(t)*=(Xl(t),...,X,(t)). 
One is then interested in computing the steady-state vector x(t), for which 
?( t ) = 0; that is, X= x(t) satisfies the homogeneous system Ax= 0, x>O. A 
survey of compartmental-analysis methods is given in [6], and methods for 
computing the steady-state vector x are discussed, among other places, in [7]. 
The basic algorithm for the direct solution of systems of linear equations 
generally involves some form of Gaussian elimination. It is well known that if 
this algorithm can be applied to a matrix A, some form of pivoting usually is 
required to ensure that the computation can proceed, and to ensure numerical 
stability. Thus one generally obtains a factorization, into triangular factors, of 
a permuted form of A: 
PAQ= LU, L lower, U upper triangular, 
where P and Q are permutation matrices. Of course these permutations 
should be avoided if possible. This is especially true in the case where A is 
large and sparse [S] and where A has special properties not shared by PAQ. 
It is well known [3, Chapter 61 that nonsingular M-matrices A can be 
factored directly into A = LU where L and U are lower and upper triangular 
M-matrices, respectively. Kuo [ 111 has partially extended this result to the 
singular case, by showing that all irreducible M-matrices have such an LU 
decomposition. In each of the homogeneous systems described above, the 
coefficient matrix A can often be considered to be irreducible, and in addition 
A is row or column diagonally dominant. It turns out that the factors L and U 
can then be computed in a stable way by some form of row or perhaps 
column elimination without pivoting. 
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Singular M-matrices in general do not possess LU decompositions. The 
primary purpose of this paper is to extend the Kuo result to a much wider 
class of M-matrices, namely those which satisfy the generalized diagonal 
dominance condition 
yTAaO for some vector y BO. (1.3) 
All nonsingular M-matrices satisfy (1.3) as do the irreducible and the 
symmetric, singular M-matrices. If A satisfies (1.3), so does PAQ for all 
permutation matrices P and Q. 
Our method of proof involves a variation of Gaussian elimination. The 
method is constructive in nature and thus avoids the use of partitioned forms 
in establishing the existence of the LU decomposition A = LG. Similar results 
hold if yTA a0 is replaced by Ay 20 in (1.3). 
II. THE LU DECOMPOSITION THEOREM 
Our purpose here is to establish the following LU decomposition theorem 
for M-matrices. 
THEOREM 1. Any Wmutrix A for which yTA a0 for so-me y ~0 has an 
LU decomposition. In pork&r, for each permutation matrix P there exists a 
lower triangular nonsingular M-m&ix L with unit diagonul and an upper 
triangular M-matrix U such that 
PAPT = LU. 
The proof of Theorem 1 is based upon the following lemma involving row 
elimination on M-matrices, which may be of interest in its own right. 
Funderlic and Mankin [7] have exploited this idea in the irreducible case. The 
idea is that if an M-matrix A possesses the generalized diagonal dominance 
condition, then A can be premultiplied by an elementary triangular matrix so 
that A is reduced to a matrix whose submatrix in the lower right-hand corner 
of order n- 1 has the properties of the original matrix A. 
LEMMA. Let A 1 E A = (a ii ) be an M-matrix of order n > 2, aizd suppose 
that 
yTA20 forsome yT=(yl,yz,...,yn)BO. (2.1) 
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Zf al, =O, set 
(2.2) 
and ifall #O, set 
&‘I 
1 
-%,/au 1 
0 . 
. . . 
. . 
-a,,/a,, 0 . . . 
Let (a,,, a’)= eTA Then in each case 
0 
0 1 
A,= &‘A,= ‘11 ” 
i 1 0 A, (2.4) 
and A, are M-matrices. Moreover, 
ljTA, 20 for ~T=(Y2,...>Yn). 
(2.3) 
(2.5) 
Proof. If all =O, then by (2.1), the first column of A consists entirely of 
zeros, since a,,<0 for 2~i~n. Thus with L,’ given by (2.2), A, has the 
form (2.4) with a,, =O. In this case 
a22 +w12/y2 a2.3 +w13/y2 . . . 
A,= 
‘32 a33 
. . . 
a n2 an3 
104 R. E. FUNDERLIC ,4ND R. J. PLEMMONS 
It follows that A, has all nonpositive off-diagonal entries, since nii ~0 for all 
i # j. Moreover, since A is of the form [0, B] where B has n - 1 columns, it 
follows that 
which establishes (2.5), where al, = 0. This also yields the result that A, is an 
M-matrix (see [3, p. 1551). Thus from (1.2), A, is an M-matrix. 
Next, consider the case where a,, # 0, i.e. a r, >O. Then row Gaussian 
elimination can be applied to A, resulting in the elementary matrix L[’ given 
by (2.3) and A, s LF’A, given by (2.4). In this case allA, has the form 
a11aZ.3 -u21u13 . . . ull”2n 
alla33 -~31~13 ‘. . UllU3” 
allA = 
alla.3 -u,,l~l:3 . . . ullunr, -(lnlaln 
(2.6) 
Note first that allA,, and consequently A,, has all nonpositive offdiagonal 
entries, that is, if i # i then 
u,,uii -u,,uli GO for 2Gi, i<n, 
since url >O while aii, ail, and ali are nonpositive. NOW observe that 
dTallA2 ~~~~~~~~~~~ - ~~~~~~~~~ + w,,a:,, - Y3ac31a12 + . . + Yt,alla,,z 
- yr,~nla12a y2all~~z~3 - y2a21a13 + ~:~ad1~3 ~ y3a31ul:3 + 
+ Y,,u~~u~~ - ~,p,,~u~~,..., Y2ullu2,, - Y2uzlaln + Y3u1lh~ 
y3u31aln + . . + Y,,~~~~~,,,, - wtll~~,,) 
Then for i=2,...,n, 
Y,~,,~,~-Y~~~,~~~+Y~~,,~~~-~~~~~~~~~+ . . ~~~~~~~~~~~~~~~~~~~~ 
=a,,(~,a,~ +y3a3i + . . . +y,,a.i)--a,i(y2a2,+y3a3,+ . ..+yrlntll) 
~all(-yla,i)--u,i(-y~a,l)=O, 
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by (2.1). Consequently rjlA,>O, since a,, ~0, and so (2.5) holds with 
a rr # 0. As before, (2.5) implies that A, and thus A, are M-matrices. n 
We remark that an alternative proof of Lemma 1 can be obtained by 
replacing L; 1 by I in (2.2). 
Proof of Theorem 1. Let A, s A. Then by the Lemma there exists a 
sequence of elementary matrices L, ‘, . . . , L,’ 1 of the form (2.2) or (2.3) such 
that A,+r- Li ‘Ai is an M-matrix for i = 1,2,. . . , n - 1. Thus 
uz A, EL-’ . . J,,‘A n-l 
is an upper triangular M-matrix and 
L-L L . ..L 
12 n 
is a lower triangular nonsingular M-matrix with unit diagonal, such that 
A=LU. 
Note that if A satisfies (1.3), then PAPT has an LU decomposition, as in 
Theorem 1, for each permutation matrix P. To prove this, observe that if P is 
any permutation matrix, then PAPT is an M-matrix. Letting u” = Py, it follows 
that 
zTPA=yTAaO 
and consequently 
zTPAPT a0 for z= Py BO. 
Thus PAPT satisfies the hypothesis of Theorem 1, and so the factorization can 
be carried out. This completes the proof. n 
If yTAaO is replaced by AyaO in (2.1), then by applying Theorem 1 to 
AT, it follows that A =LU as before, but in this case U has unit diagonal. 
However, it is not generally true that a matrix A satisfying the hypothesis of 
Theorem 1 can be factored into A = LDU where L and U are lower and upper 
triangular M-matrices, respectively, with unit diagonals, and where D is a 
diagonal matrix. For example 
A= 0 -1 
[ 1 0 2 
has no such decomposition. As a result, the L and U factors of matrices 
satisfying the hypothesis of Theorem 1 are usually not unique. 
106 R. E. FUNDERLIC AND R. J. PLEMMONS 
It is well known (see [3, p. 1561) that if A is a singular, irreducible 
M-matrix, then there exists y>O such that yrA =O (or Ay=O). Thus A 
satisfies the hypothesis of Theorem 1. Moreover, at each stage of the 
elimination process the resulting submatrix A, is also irreducible. Thus the 
zero diagonal entry of U is u,,,,. This establishes the following corrollary and 
also provides a slight modification of Kuo’s [ll] result mentioned earlier. This 
modification is also noted by Funderlic and Mankin [7]. 
COROLLARY 1. Let A he an n X n irreducible M-mu&ix. Then there exist 
unique lower and upper triangular M-matrices L and U, respectively, with 
unit diagonals, and a unique nonnegative diclgonal mutrix D =diag((I, ) such 
that 
A = LDU. 
Moreover d i = 0 if and only if A is singular and i = n. 
III. THE SYMMETRIC CASE 
Let A = (a ii) be a symmetric M-matrix. Then A is completely reducible, 
that is, there exists a permutation matrix P such that 
PAPr=diag(A,, A, ,..., A,_), 
where the diagonal blocks A, are either irreducible M-matrices (of possible 
varying order) or 1 X 1 zero matrices, for i= 1,. . . , k. Thus there exist vectors 
Zi ~0 such that zrA,=O for i=l,..., k. Letting 
z~=[z~,...,z~] and y=P’z, 
it follows that yTAP?‘ =O and consequently yTA =O for y>O. This establishes 
the following corollary to Theorem 1. 
COROLLARY 2. Symmetric M-matrices have L U deccnnposi tions. 
We can prove more. Smith [22] has shown that if A is a symmetric 
(singular) M-matrix of order na2 and if A has the special partitioned form 
(3.1) 
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where A,, is nonsingular and rank A,, =rank A, then A=GGT, where G is a 
lower triangular M-matrix. We now extend Smith’s result to arbitrary symmet- 
ric M-matrices, which do not necessarily have the partitioned form (3.1). Here 
ei denotes the jth unit vector. 
THEOREM 2. Let A=(aii) be a symmetric M-matrix. Then there exists a 
unique lower triangular M-matrix L with unit diagonal whose ith column is ei 
if the diagonal entry aii 10, and a unique nonnegative diagonal matrix D 
such that 
A = LDLT. 
In particular, there exists a lower triangular M-matrix G such that 
(3.1) 
A = GGT. (3.2) 
Proof. The proof proceeds along the same lines as the proof of Theorem 
1 and its lemma. Note that A, E A satisfies the hypothesis of the lemma, and 
consider the first step of the elimination process. 
If a,, =O, then the first row and the first column of A consist entirely of 
O’s, since A is symmetric and since yTA =O for some y ~0. In this case let 
L;’ =I,, the identity matrix of order n. If a_ii #O, let L,’ be given by (2.3). 
Then with A, s L,‘A and its submatrix A-a given by (2.4), it follows that 
allA, given by (2.6) is an M-matrix. Thus A, is itself an M-matrix and is, in 
fact, symmetric. In either case let 
and 
I, = first column of L,, 
Then 
D, =diag(a,,,l,..., 1). 
A,= L,‘A,=D 
where A, is a symmetric M-matrix, and Zf ~(1, 1’). Thus the process de- 
scribed above can be continued with A, in place of A,. 
Before the kth step, 2<k<n- 1, A, has the form 
A,=D,...D R ’ 
[ I k-lo A T k 
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where [R, S] has k- 1 rows, and R has k-l columns. Let A=(a~~‘). If 
uii) =0 we let L, =I and set 1, =ek. If ujkk) #O, we let L, be the elementary 
matrix obtained from?,, by replacing the kth column with 
In either case let 
D,=diag(l,..., l,uii),l,..., 1). 
Then 
A k+l=LklAk=D1-.D R ’ 
I 1 ko A,,,’ 
where A k+l is a symmetric M-matrix, R is a unit diagonal upper triangular 
matrix, and the kth row of [R, S] is IL. After n- 1 steps we have A,, =(ulJd). 
Now set I, =e,, D,, =diag(l,..., l,u(,“,)). 
Then for 
and for 
L-L 1 -L,=[Z, )..., I,,] 
Dr D,...D,=diag(d,,...,d,) 
we have 
A,, =L-‘A=DL?‘, 
so that (3.1) holds. In particular, L is a lower triangular M-matrix with unit 
diagonal whose jth column is ei (and di =O) if uii =O. In general, di =uii’ a0 
since A, is an M-matrix for each k, and thus D is a nonnegative diagonal 
matrix. 
The uniqueness of L and D follows readily, and by setting G = LD’12, the 
proof is completed. n 
IV. CONCLUDING REMARKS 
We have given conditions under which an interesting class of M-matrices 
A can be factored into A = LU, where L and U are M-matrices, by elimination 
methods without pivoting. Note, however, that 
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is a trivial LU decomposition of an M-matrix A which does not satisfy (1.3). 
The problem of characterizing all M-matrices having such a decomposition 
has recently been solved by Varga and Cai [25]. In addition, they were the 
first to observe that the converse to Theorem 1 holds, that is, if A is an 
M-matrix and if each symmetric permutation of A has an LU decomposition 
as in Theorem 1, then A satisfies (1.3). Their proof is based upon graph 
theory. We have recently been able to establish the converse simply by 
assuming that the reduced normal form for A has the appropriate LU 
decomposition. 
In the special case where A is an M-matrix satisfying (1.3) with e?‘= 
(I,..., l), the elimination algorithm described in the lemma can be applied in 
a very efficient and stable manner, since A is column diagonally dominant. In 
general if A satisfies (1.3) for some y ~0, and if we set D =diag(y,, . . . , y,), 
then DA is column diagonally dominant. 
Referring back to the homogeneous systems of linear equations Ax=0 
discussed in the Introduction, if A is factored into A = LU by the algorithm in 
the lemma, then all nonnegative solutions x can be obtained by assigning 
xi 20 arbitrarily if uii =O, and then solving the triangular system Ux= 0 by 
backsubstitution. If A is irreducible, then only u,, =O. Then solving UX= 0, 
the unique positive solution w with Zw, = 1 is obtained from w =(l/erx)x. 
The fact that the location of the zero diagonal element is known allows the 
LU decomposition of these special matrices to be computed by the Crout 
algorithm (see [7]). 
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