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0.1. INTRODUCTION 
The object of this paper is to prove a lower bound estimate of the 
topological complexity of computation trees for finding approximate 
zeros of a polynomial map of C” to itself. More explicitly, let D = (d,, 
d2,. . . , d,) E N”. We assume that given any E > 0, we have a computa- 
tion tree which finds all the roots offto within E of any polynomial map,f: 
@” + @” where degfi I di. We call such a computation tree an c-computa- 
tion tree for Poly(D,n), or a computation tree for Poly(D,n,e). 
Question. How complicated does such a computation tree have to be? 
Recall that Smale (1987) defined a computation tree as a rooted tree 
beginning with a single input root and ending at output leaves. Such a tree 
has two types of internal nodes: 
Computation nodes, which transmit a program of real numbers, mod- 
ified by a rational operation +, -, X, f ; 
Branching nodes, which go left or right according to whether an 
inequality is true or false. 
DEFINITION. The topological complexity of a computation tree is the 
number of its branching nodes. The topological complexity of a problem 
is the minimum of the topological complexities of all computation trees 
for that problem. 
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Let Poly(D,n,e) be the problem of finding an &-approximation to all the 
zeros of a complex polynomial mapping, f: @” + c”, where deg 5 5 di, 
and D = (dl, . . . , d,). For any natural number, k, and any prime, p, let 
t(k, p) be the sum of the integers in the p-adic expansion of k. 
THEOREM. There is an e(D,n) > 0 such thatfor all 0 < E < .$D,n), ifs, 
is the topological complexity of the problem, Poly(D,n,a), then for any 
prime, p: 
Ts z i: (di -  t(di, PI). 
i=l 
GivenD=(di,. . . , d,), this result gives its best lower bound using a 
prime, p, that minimizes xy=i t(di, p). 
If n = 1, this is the estimate of Vasiljev (preprint). The proof of the 
above-stated theorem consists essentially of reducing the n-dimensional 
problem to a one-dimensional one and then applying the ideas of Vasiljev. 
In Section 1 we will give the setting for this problem that will allow us to 
apply the result of Smale (1987) by which one plus the topological com- 
plexity of Poly(D,n,&) is shown to be greater than or equal to the Schwartz 
(1961) genus of a covering space. Since restricting the covering space to a 
subset of its base does not increase the genus, we can reduce the n- 
dimensional problem to the one-dimensional case. We complete the proof 
of the lower bound in Section 2 by applying the arguments of Vasiljev. 
The author thanks Mike Shub for introducing him to this subject and for 
stimulating his interest in this question. 
1.1. THE GENERAL SETTING 
Associated to any problem we have two spaces: an input domain, 9, 
and an output domain, 6. Each of these spaces is a finite-dimensional real 
vector space. The solution set of the problem is a real semi-algebraic 
subset, 2 C 9, x 6. Let p: 9 + 9, be the restriction of the projection on the 
first component. The set p(2) is the set of inputs, instances of the prob- 
lem, for which some output, solution, exists. When we have no other 
convenient name for it, we may call the set, 2, the problem. A complete 
and exact solution to 2 is a map $: p(9) --, 2 such that p 0 $ = lpCB). 
EXAMPLES. (1) If the problem is to find a real root of polynomials of 
degree d with real coefficients and leading coefficient 1, 4 = Wd, 0 = R, 
and 
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2 = [(u, x) E 9 x “12 a& + # = 0) 
and p(2) is the set of all such polynomials with at least one real root. 
(2) If the problem is to find d distinct, real roots of the polynomials of 
example (I), sl = Rd and 0 = IF@) = {d-tuples of real numbers without 
repeats} and 
9 = ((u, (Xl, . . . 3 
d-l 
xd)) E 9 X O 2 UiZ’ + Zd = fi (Z - xj> 
i=O j=l 
and p@) is the set of such polynomials all of whose roots are real and 
distinct. 
If, in this example, we wanted to find all real roots of real polynomials 
of degree d, our output domain, 6, would have to be U,“=, UP, not a vector 
space, and 2 would have to be modified in the obvious way. Here, we 
restrict ourselves to the case where 9, and 6’ are vector spaces. 
(3) If the problem is to find all roots of polynomials of degree d with 
complex coefficients and leading coefficient 1, then 9 = Cd, 0 = Cd, and 
22 = (u, (x,, . . . ) 
d-l 
Xd) E 41 x 0 2 ag’ + Zd = 
i=o 
and p@) = si. 
Given a problem, 2 c 9, x 6, following the definition of Smale (1987), 
an E-computation tree for 5% (or an s-algorithm for 2) gives: 
(1) a semi-algebraic subset of 91, Y c p(9); 
(2) a finite partition, {VI, . . . , VL} of Y, where each Vi has the 
form {y E Y(gj(y) < 0; j = 1, . . . , r and My) % 0; k = 1, . . . , s; where 
gj and hk are continuous rational functions}; 
(3) a map 6: Y+ 9 X 0 such that 4i = +lV; is a continuous rational 
map,i= 1,. . . , L and for each y E Y if 4(y) = (y, U) then there is a 
(y, X) E p-‘(y) with (x - UJ < E. 
Such an s-computation tree for 2 is said to have domain, Y, and input- 
output maps c$~. In the description of an &-computation tree given by 
Smale, the rational functions that determine the branching are those that 
define the {Vi}-partition of Y, and the expressions for the rational func- 
tions 4; arise from the computations of the rational computations made at 
the sequence of computation nodes that are encountered on the path from 
the root input to the zCh leaf. The number, L, of sets of the partition {Vi} is 
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the leaf number of the &-computation tree. The topological complexity of 
thistree,r=L- 1. 
Given a problem, 2 c 9, x 0 and a semi-algebraic set Y G p(9), the 
e-topological complexity of 9 ouer Y is the minimum of the topological 
complexity of all e-computation trees for 2 with domain Y. We denote the 
e-complexity of 2 over Y by r&3., Y). Clearly, if Y 5 Y’ c p(9) then ~~(3, 
Y) 5 rE@, Y’) 5 T,@., p(9)). We write r,(2) for r,@, p(9)). 
Since our object is to find a lower bound for r,(2) that is as large as 
possible, we look for the largest set, Y c p(9), for which we can estimate 
~~(2, Y). Furthermore, for any Y c p(9), if E 5 E’, then r&Q,, Y) 2 TV,@., 
Y). For any Y c p(9), we define r(Z!, Y) = limHO T,@., Y). 
1.2. THE SETTING FOR Poly(D,n) 
LetD=(dr,. . . , d,) E IV and let d = dld2 * . * d,,. The input domain 
for Poly(D,n) is 9’0,” = {f: C” + @“lx is a non-zero polynomial of degree 
rdi;i=l,. . . , n}. The output domain is (Cn)(d) = {(t’, . . . , ld) E 
(@“)dlti # tj, 1 5 i # j 5 d}. To define the solution set for Poly(D,n), we 
exclude from yD,n an algebraic set which contains all f E 9)~,,, which either 
are non-proper or have repeated roots. To define this excluded set we use 
the resultant; the facts that we need are (as found in van der Waerden 
(1950, Vol. II)): 
if p, is a homogeneous polynomial of degree li in k variables, i = 1, . . . , k, the 
resultant, R(p,, . . , pk) is a polynomial in the coefficients of p, which is homoge- 
neous of degree, Li = III+, I,, in the coefficients of p,. 
The resultant, I?@,, . . . , pk), vanishes iff p,, . , pt have a common non-trivial 
zero. 
Iff E 9D,n, writefi = Z& Hi,j(X), where Hi,j is homogeneous of degreej in 
XI,. . * 9 X,. Letting gi = Hi,diT define R&f) = R(gl, . . . , g,). If Jf(x) 
is the determinant of the jacobian matrix off at x, write it as a sum 
of homogeneous forms: Jf(x) = &, Hj (x), where e = EYE r (di - 1). Let 
Fi(X, Y) = X$0 Hi,j(x)y’-j and J(x, Y) = Ej’=o Hj(x)y’-j. Let Ro(f) = 
RF,, . . . , Fm J). 
DEFINE. 2 = {fE ~D,&l(f vuf) = 01. 
LEMMA. ZffE9o,~andXifOandgi=hi~,thenfEZiffgEZ. 
Proof. This is immediate from the homogeneity of the resultant. n 
PROPOSITION. Zff E 9o,, - Z, then f is a proper map with d = 
(4 . - * d,,) distinct zeros. 
Proof. If degfi < di for any i, then R,(f) = 0 and f E C. Now suppose 
f E gD,n - 2; then degJ = di and Hl,d,, . . . , Hn,d. have no common 
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zeros. By a result of Hirsch and Smale (1979, Proposition, p. 294), fis 
proper. Further, since &(f) does not vanish forfE 9*,,, - 2, {Fi, . . . , 
F,, J} have no common non-trivial zero. Since Fi(x, 0) = Hi,d, (x), and we 
know that the {Hi,J have no common non-trivial zero, we see that the 
only non-trivial zeros of F,, . . . , F,, are at points (x, y) at which y # 0. 
But at such points, Fi(X, y) = yd$(x/y). Thus for y # 0, F(x, y) = 0 ifff(x/y) 
= 0. At a point, (x, y), at which F(x, y) = 0, we know that J(x, y) # 0. But 
J(x, y) = y’Jf(x/y) # 0. Thus iffE 9D,n - C, then iff(x) = 0, then J’(x) # 
0. So every zero off is isolated and has local degree + 1; hence, the zeros 
off are in one-to-one correspondence with the rays of zeros. By the 
theorem of Bezout (van der Waerden, 19.50, Vol. II, Sect. 83), there are d 
= d,d2 . * . d,, distinct ones. n 
By virtue of the preceding proposition we can now define the solution 
set for Poly(D,n) as 
X = {(f, (,$I, . . . , td)) E (BD,, - 2%) x (Cn)(d)/f([i) = 0, i = 1, . . . , d}, 
and the projection p: X --, 90,~ - C as the restriction of the projection on 
the first factor. The solution set, X, is a d!-fold covering of P)D,,, - C; the 
group of this smooth bundle is S(d), the symmetric group on d letters. 
1.3. THE SCHWARTZ GENUS@CHWARTZ, 1961; SMALE, 1987) 
Let f: X ---, Y be a continuous, surjective map. The Schwartz genus 
off, g(f), is the minimal integer, k, such that there is an open cover 
WI, . . * 9 Uk} of Y and continuous maps, oi: Vi + X such that fo oi = 
1,. Smale (1987) called g(f) the covering number ofJ 
THEOREM (Smale, 1987). There is an e(D,n) > 0 such thatfor all 0 < E 
< @,n), if 7, is the &-complexity of Poly(D,n) and g(p) is the Schwartz 
genus ofp: X + (PO,, - 2), then 
7, + 1 2 i?(P). 
Proof. In case n = 1, this theorem is proven by Smale (1987). The 
proof given there applies with no essential changes. We give the required 
modifications. If f = (f,, . . . , fn) E go,, and J(x) = Zl+,, ai xw, we let 
llf112 = X~=, Clo154 1uQ’. Let K = {f~ pD,,J ((fl( = l}. The space K - C is a 
deformation retract of pD,, - 2 via the homotopy h,(f) = j’( 1 + t(l) f )( - 
1)). Since h,(f) is a multiple off, the lemma of Section 1.2 shows that h, 
carries C!?)D,~ - C into itself and obviously h,JK = lK for all t E [O, 11, and 
h@‘Po,n - E) c K - C. Since K rl C is a closed subvariety of the compact, 
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K, we know that there is a nbhd, N, of K n C in K such that K - N is a 
deformation retract of K - Z. (see Smale, 1987, Sect. 3, Lemma 1). Thus: 
LEMMA 1. There is a nbhd, N, of K fl C such that K - N is a 
deformation retract of C?)D,~ - 2:. 
N.B. For later use we call this retraction k,. 
LEMMA 2. There is a real number q(D,n) > 0, such that for each f E 
K - N, the roots off are at least q(D,n) apart. 
Proof. Let q(D,n) = inffGK-N{({i - <jl, 1 % i #j 5 d, where [I, . . . , 
td are the roots off}. Since K is compact, to show that q(D, n) is positive 
it suffices to show that for each f E K - N, there is a nbhd “u, of f where 
the distance between the roots of all g E “u, is bounded away from zero. 
LetfEK-Nhaveroots,$‘,. . . , td. Let W’ be disjoint open sets i = 1, 
d; 5’ E Wi. Further, choose the Wi’s so that the distance between 
;hki is at least qf = 1 min {It’ - fjl, 1 5 i <j 2 d}. Iffi(x) = 2, aLxw, let 
Fi(t, x) = C,,, (al + tf,,)e and F = (Fl, . . . , F,): CN X @” 3 C”, where N 
is the number of coefficients, ai, for i = 1, . . . , n, and Iw( = 0, . . . , die 
As t varies in U?‘, the unfolding, F, fills a nbhd off in PD,~. Since Jf(t’) # 
0, we apply the implicit function theorem to obtain smooth maps, y’: R’-+ 
Vi, where 52’ is a nbhd of 0 in CN and Vi is a nbhd of 5’ in W’. The zeros of 
Fin Ri x Vr are the points of the graphs of y’, Let “llf = {F(t, .)lt E f-l%, 
ai}. For g E “11,, g(e) = F(t, .) for some t E fly=, LRi. Thus the zeros of g 
are at y’(t), . . . , yd(t) which are separated by at least 7.r. n 
Proof of the Theorem. Let &(D,n) = $ q(d,n) of Lemma 2, and let 
E E (0, .$D,n)). Suppose we have an &-computation tree for Poly(D,n) 
with domain K - E. As described in Section 1.1, we have a partition, {V,, 
. . . ) VL} of K - E and input-output, continuous, rational maps, +i: Vi 
+ (Cn)(d), i = 1, . . . , L, such that if f E Vi has roots, 6 ‘, . . . , td, and 
h(f) = (5’7 . . * , Sd) then 14’ - 5’1 < E, i = 1, . . . , d. Following Smale 
(1987), these maps can be extended to open sets, U, > Vi and these 
extended maps assign to each f E Vi, a d-tuple of distinct points in C” 
which E-approximate the d roots off. Let Pi = Vi n (K - N). For each f E 
Pi, if#Ji(f) = ([I, . . . , cd), then there is a unique ordering of the d roots 
off, say, ((I, . . . , cd), with (5’ - 5’1 < E. We define the section +i of Xlp, 
by+(f) = (f; (5'7 * . * 9 (9). 
Recall that K - N is a deformation retract of GJ’po,, - Z with deformation 
retraction k,. Let Qi = k;‘(Pi). The collection {Qi, i = 1, . , . , L} is an 
open cover of PO,, - 2:. Using the covering homotopy property of the 
covering space p: X-, 9)D,n - C, we can extend the section, $i of X/Pi to a 
continuous section over Qi. Thus we see that g@) 5 L, where L is the leaf 
number of the given &-computation tree. Taking the infimum over all 
&-computation trees for Poly(D,n) with domain K - 2, we have 
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g(p) 5 ,r,(Poly(D,n), K - 2) + 1 5 T,(Poly(D,n)) + 1. n 
2.1. LOCALIZING AND REDUCING THE GROUP OF THE COVERING 
In order to estimate a lower bound for the genus, g(p), for the covering 
space, p: X --, ??& - Z, we will use the following two properties of the 
Schwartz genus: 
PROPOSITION 1. Letf: X * Y be a continuous, surjective map and let 
S c Y: then 
PROPOSITION 2. Let G be discrete group and H a subgroup. Let p: 
X * Y be a principal G-bundle whose group can be reduced to H. Let q: 
2 + Y be a principal H-bundle associated to p: X + Y. Then their 
Schwartz genera are equal: g(p) = g(q). 
Proof. Since the transition functions for the two bundles can be taken 
to be the same (and have values in H), there is an inclusion, i: Z+ X such 
that p 0 i = q. We identify Z with its i-image. Since X is a right G-space, we 
see that X = ULglEc/H (Zg), a disjoint union of isomorphic H-bundles. Let 
U be an open subset of X, and cr a continuous section of X over U. On 
each connected component, U, of I/, u(U,) C Zg,, for some [g,] E G/H. 
We define a new section, 7, of Z over U by 7: U, * Zj Ua: y ---, u(y) * g-l, 
for any g E [g,]. Obviously T is continuous. Thus g(p) z g(q). On the 
other hand, since Z c X, g(p) 5 g(q). n 
DEFINITION. For any integer, k, and any prime, p, let t(k, p) be the 
smallest number of powers of p that sum to k (i.e., k = kl + . * . + k,(k,p), 
where ki = p’c and k cannot be written as the sum of fewer than t(k, p) 
powers of p). 
N.B. In the remainder of this paper, we jix the prime, p, and write t(k) 
for tk PI. 
Foreachi= 1,. . . , n, choose a polynomial c#$(xJ of one variable 
with leading coefficient 1 and with t(di)-distinct roots with multiplicities: 
4.1,. . . , dj,,(dij, where di = x$’ di,j and di,j is a power of our prime, p. In 
9,,,, choose a nbhd, U;, of d$ consisting of polynomials of degree die In 
9,,, , let xi be the subvariety of polynomials with repeated roots. Let U = 
X F=, Vi c 9D,nr and let E be the subvariety of !??n,,, described in Section 
1.2. Let Z = p-‘(U - C) and let q = p/Z. q: Z-, U - 2 is a d!-sheeted 
covering bundle with group S(d), the group of permutations of {I, . . . , 
d). It is immediate from Proposition 1 that: 
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COROLLARY 1. g(p) z g(q). 
LEMMA. u - Z = X:=1 (Ui - xi>. 
Proof. It suffices to show that U n Z = UF1 (VI X . . . X Vi-1 X (Ui 
fl Xi) X Ui+l X . . . X U,). Let g = (gi, , . . , g,) E U fl E. Since R(XP, 
. . . ) ,@) = 1, we see that g E I/ n C iff &(gi, . . . , g,) vanishes. 
Letting Gi(xi, y) be the homogenization of gi(Xi), and J(x, y) be the homog- 
enization of the Jacobian, Jg(x), then 
Rob,. . . , gn> = NG, . . . , GmJ) = fbW,, . . . , Gn, Ji), 
i=l 
where Ji(xi, y) is the homogenization of the derivative of gi(xi). Thus g E 
Uf7EiffR(Gt,. . . , G,,, Ji) = 0, for some i. But the only way that can 
happen is if gi has a repeated root; that is iff gi E U n Zi for some i. n 
LEMMA. The group of the bundle, q: Z -+ U - 2, reduces to 
S(dl) x . . . x S(d,). 
PrOOf. Let9i={l, . . . . di} and 9 = X :=I 9;. The group, 
S(d,) x . . . x S(d,), acts as automorphisms on 8, by (cri, . . . , cr,) 
(A, . . . ,j,J = (u,(jJ, . . . , u,(j,)). Let p: (1, . . . , d} -+ 8, be the 
lexicographic ordering of ,$. Using this correspondence, we identify 
S(d) with the automorphisms of ,$. Via this identification, S(d,) x . . . x 
S(d,,) is a subgroup of S(d). 
The fiber over a point $ E U - X is the set of all orderings of the d- 
tuples of distinct roots of JI, and S(d) acts on the fiber by permuting the 
roots. Thus, if the roots of $i are {Xi,,, . . . , Xi,d,}, the points of the fiber 
over + are all the orderings of the set {(X,,j,, . . . , X,,j”) = x,,\ J E 8). If the 
roots of each Jli are given an ordering, say {Xi,1 3 . . . , .qd,}, then there is a 
unique point (xJI, . . . , r.,d) on the fiber over I/J such that the d-tuple, 
(J’, . . . , Jd), is lexicographically ordered. We will refer to that point as 
the lexicographically ordered point ouer I$ (relative to the given order of 
the roots of {+i}). 
Cover U - C with a collection, Y, of open balls such that if V E ‘Y and 
+O is the center of V, then for each root xtj of I/$, there is a disc, Bi,j c @, 
centered at XFj, such that Bi,j fl Bi,k = 0 forj # k, and exactly one root of 
&liesineachBi,j,j= 1,. . . ,di,forallJI=($r,, . . ,$,,)E V.Thusif 
we order the roots of I/$, (x$, . . . , x$+j, i = 1, . . . , n, where q” is the 
center of V, then the roots of the components, $i, of every q!~ E V inherit 
an ordering. Having chosen such an ordering for the roots of the compo- 
nents, I,!$, of Go, we will henceforth refer to it as the V-ordering. Given a 
V-ordering there is a unique lexicographically V-ordered point in thejibre 
above each JI E V. 
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We now fix a V-ordering for each V E r/-. For each V E T, let 5” be the 
section over V which assigns to 1(1 E V the lexicographically V-ordered 
point over I/I. Using these local sections, we define trivializations, CD”: 
w x S(d)) ---, 4-w: ($J, 4 + ($3 cr-‘4v(+)). 
The transition functions arising from these trivializations obviously be- 
long to the subgroup, S(d)) x . . . x S(d,J, since they carry one lexico- 
graphic ordering of roots to another. n 
By virtue of Proposition 2 and the preceding lemma, the value of the 
Schwartz genus of q: Z + U + 2 is the same as that of the associated 
principal X :=I S(dJ-bundle over I/ - C. = X :=I (u; - Xi). Let Zi = 
{(4, (x1, . . . , xJ) E (Vi - Xi) X CC4’J$@j) = 0}, and let qi: Zi -+ (Vi - Ci) 
be the projection on the first factor. Obviously, X :=I qi: X y=I Z; + X 61 
(r/i - Ei) is the principal X :=I S(di)-bundle associated to q: Z + I/ - 2. 
Thus we have: 
COROLLARY 2. &T(q) = g( ’ Y= I 4i). 
We now reduce the group of the bundle qi: Zi + Ui - Xi. In order to 
minimize the proliferation of subscripts, we use a different notation for 
these one-dimensional considerations. Let 8O E ??k,, be a polynomial with 
leading coefficient 1, and with r(k) distinct roots with multiplicities: ki, 
. . . , klcL,, where x$ kj = k, and each kj is a power of our fixed prime. 
Let V be a nbhd of 0O in 9x,, such that the following holds: If x:‘, . . . , 
x:~) are the roots of 0 O, there are open, disjoint discs. Dj c @, centered 
at xy such that if 8 E V then all the zeros of 8 are in UJ!!: Dj. Thus each 
0 E V can be written as 8, . . * 0,,X,, where Bi is a polynomial of degree kjs 
If we let Bg be a polycylinder in yPk,,, about the polynomial zb, then it is 
no restriction to assume that V was chosen so that the map, 
A: x Bk, + V, 
i=l 
is a homeomorphism. The map, A, also gives a homeomorphism between 
Xfl”l (Bk, - C) and V - C, where C is the set of polynomials in one 
variable with repeated roots. 
For any d E N, let Md = ((0, (xi, . . . , xd)) E (pd.1 - 2) X @(d)(O(Xj) = 
0}, and let rd be the projection on the first factor. For k and kj as used 
above, we let Mk = M&V - Z) and Mkj = Mk, I(Bkj - C). Because the roots 
of 8 E V - C are partitioned into r(k) sets by membership in the disc 
nbhds, {Dj}, of the roots of 8O, {xj”}), it is easy to see that the group of the 
bundle, i%?k, reduces to Xf$ S(kj), and the associated principal Xf$ 
S(kj)-bundle over V - C pulls back via the homeomorphism, A, to the 
product xfckl i& Over Xf(kl) (&, - 2). 
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Once again, Proposition 2 allows us to conclude: 
COROLLARY 3. The S(dJ x . . * X S(d,,)-principal bundle X :=I qi: 
xyzl Zi* X tl (Vi - Zi) and the X ;=I Xj?? S(di,j)-principal bundle 
X yzl Xf'=";' rd,,,I X:=1 Xf’!’ Md ‘,I + Xy==, X:3) (By I., - 2) have equal 
genera: 
2.2. THE HOMOLOGICALGENUS ANDTHE LOWERBOUND ESTIMATE 
Let G be a discrete group and 3 X + Y be a principal G-bundle. Let 
c: Y ---, K(G, 1) be a classifying map forf and let A be any G-module. 
DEFINITION. The homological A-genus off, hA(f), is the minimal i 
such that c*: Hj(K(G, 1); A) + Hj(Y; c*A) is trivial for all j 2 i. The 
homological genus off, h(f), is supA hA(f). 
THEOREM (Schwartz, 1961). For any principal G-covering, f: X --+ Y 
and any G-module, A, g(f) 2 h(f) 2 hA(f). 
By this result, any lower bound estimate of the homological genus of 
( X yZ1 Xf$’ rc,,) will be a lower bound estimate for the Schwartz genus of 
p, which in turn is a lower bound for the topological complexity of 
Poly(D,n). 
If Ci,j is a classifying map for rd,,, (for 1 5 j 5 t(di) and 1 5 i 5 n) then, 
dearly, C = Xi,jCi,j iS a Ckkfying IllZip for (xi,jrd,,,). TO eStimate the 
homological geIll.lS Of Xi,jrd,,, we need the following results of Vasiljev: 
DEFINITION. Let +Z be the sheaf on K(S(k), 1) whose stalks are 
isomorphic to Z and such that the isomorphism induced by going around a 
loop corresponding to (T E S(k) is either the identity or multiplication by 
(- 1) according to whether u is an even or odd permutation. If H is any 
subgroup of S(k), we will also denote by +h the sheaf on K(H, 1) pulled 
back from +Z on K@(k), 1) by the map induced by the inclusion of H in 
S(k). In particular on K( X :=I S(ki), 1) = X :=I K(S(ki), 1), where &I kj = 
k, +h is the tensor product of the sheaves on K( X fZ1 S(ki), 1) which are 
the pull-backs of the sheaves -+h on K(S(kj), 1) by the maps induced by 
the projections, X :=I S(ki) -+ S(kj). Finally, if c: Bk - C --$ K@(k), 1) is a 
classifying map for the covering rk: Mk + & - z:, then we also denote by 
+E the pull-back by c of tZ on K@(k), 1). 
THEOREM 1 (Arnold, 1970; Fuchs, 1970; Vasiljev, preprint). 
Hn-l(B, - 2; sz) = 0, if n is not a power of a prime 
= &I, if n is a power of a prime, p. 
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THEOREM 2 (Vasiljev, preprint). Zfc: B, - C + K(S(n), 1) is a classi- 
fying map for r,,: A4, -+ B, - C, then c*: H4(K(S(n), 1); ?Z) -+ Hq(B, - C; 
*iI’) is an epimorphism for all q. 
By the functoriality of the Ktinneth exact sequence (Spanier, 1966), we 
have 
c*: Hq(Xi,jK(S(di,j), 1); +Z) + H’(Xi,j(Bd,,, - 2); k’) 
t t 
Q;,~c$,,: [Bi,jH*(K(Sd,,,), 1); +Dlq + [CGi.jH*((Bd,., - ‘1; +‘)I4 
T t 
0 0 
Since this diagram commutes and the verticals are exact, if, for some q, 
(@i,j~z.~) is non-trivial, then c* is also non-trivial for that q. Because of 
Theorem 2 it suffices to find a q for which [@i,iH*((Bd,,, - 2); kiZ)]q # 0. 
But by Theorem 1, @i,jH”~~-‘((B,,, - E); *Z) is non-trivial since each di,j 
is a power of our fixed prime. Hence, 
h ( I$ 18 (rdi,,)) 2 E ‘5 (di,j - 1) + 1 2 i (dl - t(di)) + 1. 
i=I j=l i=l 
Combining this result with the theorem of Section 1.3, the three corollar- 
ies Section 2.1, and the Schwartz Theorem of this section gives: 
There is an tz(D,n) > 0 such thatfor all 0 < E < &(D,n), ~(Poly(D,n)) + 1 
2 rc(POly(D,n)) + 1 2 g(p) B g(q) = g( X YE1 q;) = g( X ;=I Xf$’ (t-d,,,)) Z 
h( X :=I Xfyil’ (t-d,,,)) 2 IX;= 1 (di - t(di)) + 1. n 
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