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Abstract
For the eigenvalues of principal submatrices of stochastically evolv-
ing Wigner matrices, we construct and study the edge scaling limit: a
random decreasing sequence of continuous functions of two variables,
which at every point has the distribution of the Airy point process.
The analysis is based on the methods developed by Soshnikov to study
the extreme eigenvalues of a single Wigner matrix.
1 Introduction
In this paper, we consider a time-dependent infinite Hermitian random ma-
trix
(τ)H =
(
(τ)H(i, j)
)
i,j≥1
(−1 ≤ τ ≤ 1) (1.1)
such that the entries (
(τ)H(i, j)
)
i≤j
of (τ)H above the diagonal are independent random processes, and the fol-
lowing properties hold:
A1) the distribution of (τ)H(i, j) is symmetric: (τ)H(i, j)
distr
= − (τ)H(i, j)
(i, j ≥ 1, jointly in τ);
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A2) the tails of (τ)H(i, j) are subgaussian: E| (τ)H(i, j)|2k ≤ (C0k)k (k ≥ 1);
A3) the covariances of the off-diagonal elements near τ = 0 satisfy either
E(τ1)H(i, j)(τ2)H(i, j) = 1− |τ1 − τ2|+ o(|τ1|+ |τ2|)
E(τ1)H(i, j)(τ2)H(j, i) = 1− |τ1 − τ2|+ o(|τ1|+ |τ2|)
(i 6= j) (A31)
or
E(τ1)H(i, j)(τ2)H(i, j) = 0
E(τ1)H(i, j)(τ2)H(j, i) = 1− |τ1 − τ2|+ o(|τ1|+ |τ2|)
(i 6= j) , (A32)
where the o-term is uniform in i, j ≥ 1.
As customary in random matrix theory, the case A31) (corresponding to the
universality class of orthogonal symmetry, β = 1) and A32) (corresponding to
the universality class of unitary symmetry, β = 2) are considered in parallel.
The setting is similar to that considered by Borodin [8], see below.
To the infinite matrix (τ)H we associate a nested sequence of finite subma-
trices
(
(τ)H(N)
)
N≥1
,
(τ)H(N) =
(
(τ)H(i, j)
)
1≤i,j≤N
.
The eigenvalues
(τ)ξ(N) =
{
(τ)ξ
(N)
1 ≥ (τ)ξ(N)2 ≥ · · · ≥ (τ)ξ(N)N
}
boast the interlacing property
(τ)ξ
(N+1)
1 ≥ (τ)ξ(N)1 ≥ (τ)ξ(N+1)2 ≥ (τ)ξ(N)2 ≥ (τ)ξ(N+1)3 ≥ · · · ,
thus, for every −1 ≤ τ ≤ 1, (τ)Ξ =
(
(τ)ξ
(N)
j
)
1≤j≤N<∞
is a triangular array,
called the Wigner corner process.
Example 1: Dyson Brownian motion The most important example of
a time-dependent random matrix is arguably the Dyson Brownian motion,
introduced by Dyson [14] (see also the book of Mehta [33, Chapter 9]). One
of the versions is as follows. Let (τ)X , (τ)Y be infinite matrices composed of
independent copies of the Ornstein–Uhlenbeck process,
E (τ)X(i, j) (τ
′)X(i, j) = E (τ)Y (i, j) (τ
′)Y (i, j) = e−|τ−τ
′| .
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For β = 1, set (τ)H =
(
(τ)X + (τ)XT
)
/
√
2. At a fixed time τ , the matrix
(τ)H has the distribution of the Gaussian Orthogonal Ensemble (GOE), i.e.
the probability density of the submatrix (τ)H(N) with respect to the Lebesgue
measure on the space of N ×N real symmetric matrices is equal to
1
Z
(N)
1
exp
{
−1
2
tr(H(N))2
}
. (1.2)
For β = 2, set (τ)H =
(
(τ)X + (τ)XT + i (τ)Y − i (τ)Y T ) /2. At a fixed time
τ , the matrix (τ)H has the distribution of the Gaussian Unitary Ensemble
(GUE), i.e. the probability density of the submatrix (τ)H(N) with respect to
the Lebesgue measure on the space of N ×N Hermitian matrices is equal to
1
Z
(N)
2
exp
{− tr(H(N))2} . (1.3)
We denote the invariant ensembles constructed above (τ)
inv,β
H , and refer to the
books [33, 21, 37] for properties, history, and references.
Example 2: Resampled Wigner matrix The second example is a re-
sampled Wigner matrix, constructed as follows. Pick a random Hermitian
matrix H = (H(i, j))i,j≥1 such that the entries (H(i, j))i≤j are independent,
and satisfy
a1) H(i, j)
distr
= −H(i, j);
a2) E|H(i, j)|2k ≤ (C0k)k, k ≥ 1;
a3) for i 6= j, E|H(i, j)|2 = 1, and EH(i, j)2 =
{
1 , β = 1 a31)
0 , β = 2 a32)
.
The time-dependent random matrix (τ)H is obtained by resampling every
entry of H at independent Poisson times (of intensity one).
Edge scaling The edge scaling of the time-dependent triangular array (τ)Ξ
is carried out as follows. For M ≥ 1 (which will play the roˆle of a large
3
parameter, and which we assume, for simplicity of notation, to be integer),
define Mτ(s) and MN(t) (s, t ∈ R) by the formulæ
Mτ(s) = sM
−1/3 ,
MN(t) =M(1 + 2tM
−1/3) .
If MN(t) is a natural number, set
Mλj(s, t) =M
1/6
(
(M τ(s))ξ
(MN(t))
j − 2
√
MN(t)
)
; (1.4)
then interpolate Mλj(s, •) as a piecewise linear function, and extrapolate
Mλj(•, •) as a constant.
So far we have constructed, for every M ≥ 1, a random decreasing se-
quence MΛ of functions Mλj(s, t) (s, t ∈ R); s is the rescaled time, whereas t
is the rescaled number of the corner.
The first theorem asserts that the scaling limit exists, and depends on the
choice of the matrix (τ)H only via β ∈ {1, 2}. Both the statement and the
proof may be viewed as extensions of Soshnikov’s universality theorem [44],
and are firmly based on the arguments developed there.
Theorem 1. For β ∈ {1, 2}, there exists a (non-trivial) random process
ADβ(s, t) = (λ1(s, t) ≥ λ2(s, t) ≥ · · · ) (s, t ∈ R)
such that, for any time-dependent random matrix (τ)H satisfying A1), A2),
and A3β), one has:
MΛ(s, t)
distr→ ADβ(s, t) (M →∞) (1.5)
in the sense of finite-dimensional marginals.
In Section 3, we give a characterisation of the process ADβ(s, t) (which
is not very compact but in principle suited, for example, for the study of
asymptotics). For now, we summarise some basic features.
Theorem 2. Fix β ∈ {1, 2}. The random process ADβ(s, t) boasts the fol-
lowing properties:
1. for any k ≥ 1, the joint distribution of (ADβ(sp, tp))1≤p≤k depends only
on the ℓ1 distances |sp − sr|+ |tp − tr| (1 ≤ p < r ≤ k);
4
2. ADβ(s, t) has a modification in which every λj(s, t) is a continuous
function of (s, t) ∈ R2.
From the first statement of Theorem 2, the distribution of the restriction
ADβ(r(a)) of ADβ to an ℓ1 geodesic
r : R→ R2 , ‖r(a)− r(a1)‖1 = |a− a1| (a, a1 ∈ R)
does not depend on the choice of the geodesic. For β = 2, this distribution is
given by the Airy2 time-dependent point process, see Ferrari [18, Section 4.4]
and the discussion below.
In the next statement, we upgrade Theorem 1 to a functional limit theo-
rem. The most general result would state that (1.5) holds in an appropriate
Skorokhod space of ca`dla`g functions (see Billingsley [5]). Such a statement
could probably be proved using the methods of the current paper. We favour
simplicity and prove the following result, pertaining to corners of one random
matrix.
Theorem 3. Let β = 1 or 2, and let H be an infinite random matrix satis-
fying a1), a2), and a3β), such that moreover
|Hi,j| = 1 (i 6= j) , H(i, i) = 0 (−1 ≤ τ ≤ 1, 1 ≤ i, j) . (1.6)
Then
MΛ(t)
distr→ ADβ(0, t) (M →∞)
as random variables taking values in the space of decreasing sequences of
continuous functions of t ∈ R; in other words,
Mλj(t)
distr→ λj(0, t) (M →∞)
as random continuous functions (for any j ≥ 1).
The unimodularity condition (1.6) is assumed to simplify the proof (see
(3.3) below). In [17, Part III], a (somewhat technical) argument allowing
to drop the assumption (1.6) was presented. Another argument allowing to
work with distributions violating (1.6) was developed by Erdo˝s and Knowles
[16] in the more general setting of random band matrices. Either of these
approaches could probably be adapted to the current setting as well.
Finally, we mention two other possible extensions of Theorems 1–3. First,
in addition to β = 1, 2, one may consider the universality class of symplectic
symmetry, β = 4. Second, instead of the corners H(N), one may consider
general sequences of nested submatrices as in the work of Borodin [7, 8]. We
expect the methods of the current paper to be adequate for these extensions.
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1.1 Previous results
Let us place our results in context, and state some remarks and questions.
Fixed s, t, Gaussian invariant ensembles For fixed s, t (e.g. s = t = 0),
the point processes
M
inv,β
Λ (0, 0) = (M
inv,β
λ 1(0, 0) ≥ M
inv,β
λ 2(0, 0) ≥ · · · ) (β = 1, 2)
associated to GOE (1.2) and GUE (1.3) were studied by Tracy and Widom
[45, 46] and by Forrester [20] (along with β = 4 not discussed in this paper);
they showed that the sequence (M
inv,β
Λ (0, 0))M has a distributional limit, called
the Airyβ point process. For β = 2, the Airyβ point process is a determinantal
point process on R (see Johansson [27] for definitions) with kernel
A(λ1, λ2) =
∫ ∞
0
Ai(λ1 + u)Ai(λ2 + u)du .
For β = 1, the Airyβ point process is a Pfaffian point process, see [46] and
the book of Mehta [33].
The distribution of the largest eigenvalue of the Airyβ point process (for
β = 1, 2, 4) is named the Tracy–Widom distribution in honour of Tracy and
Widom, who expressed it in terms of the Hastings–McLeod solution to the
Painleve´-II equation.
Fixed s, t, general Wigner matrices In [44], Soshnikov proved a general
limit theorem (universality theorem), stating that the results of [45, 46, 20]
quoted above are valid for any random Hermitian matrix H satisfying a1)–
a3). Namely, if H satisfies a1), a2), and a31), then the point process obtained
by edge scaling converges to the Airy1 point process, whereas if H satisfies
a1), a2), and a32), the limit is the Airy2 point process. We refer for example
to the book of Pastur and Shcherbina [37, Section 1.3] for a discussion of
universality in random matrix theory.
The proof of Soshnikov is based on the moment method, see further Sec-
tion 2. An additional proof, using a modification of the moment method
involving Chebyshev polynomials, was given in [17]; see further Section 3.
The assumptions a1) and a2) were gradually relaxed by Ruzmaikina [40],
Khorunzhiy [30], and finally Lee and Yin [31], who showed that, in the case
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when the off-diagonal entries are identically distributed, have zero mean,
and satisfy a3β), the necessary and sufficient condition for convergence to
the Airyβ point process is given by
P {|H(1, 2)| ≥ R} = o(R−4) , R→ +∞ .
It may be interesting to extend Theorem 1 to the generality of the results
of Lee and Yin [31].
For varying s, t, we are mainly aware of previous work pertaining to the
invariant ensembles (τ)
inv,β
H of Example 1.
Time-dependent matrix (fixed t, varying s) with unitary symme-
try (β = 2) The process M
inv,2
Λ (s, 0) was studied by Maceˆdo [32] and by
Forrester, Nagao, and Honner [23]; see also the book of Forrester [21, 7.1.5].
They introduced the extended Airy kernel1
A(s1, λ1; s1, λ2)
=
{∫∞
0
e−u(s1−s2)Ai(λ1 + u)Ai(λ2 + u)du, s1 ≥ s2
− ∫ 0
−∞
e−u(s1−s2)Ai(λ1 + u)Ai(λ2 + u)du, s1 < s2,
(1.7)
and showed that the finite-dimensional marginals of M
inv,2
Λ (s, 0) converge (as
M →∞) to those of the Airy2 time-dependent point process, a determinantal
process with kernel given by (1.7).
Comparing the result of [32, 23] with Theorem 1, we see that AD2(s, 0)
has the distribution of the Airy2 time-dependent point process. Theorem 1
shows that the results of [32, 23] remain valid in the general setting of time-
dependent Wigner matrices.
The Airy2 time-dependent point process was further studied by Pra¨hofer and
Spohn [39], who identified it as a limit process for a certain random growth
model (polynuclear growth). It is conjectured to be a universal limit for a
wide class of random growth models in the Kardar–Parisi–Zhang universality
class. For several models, the convergence to the Airy2 process was rigorously
established; see especially Johansson [26, 27]. Subsequent developments, too
1in a slightly different form; we follow the conventions of Johansson [27]
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numerous to be discussed here, are surveyed by Borodin–Gorin in [10] and
by Corwin in [12].
Pra¨hofer and Spohn [39] also proved that the Airy2 time-dependent point
process has a modification with continuous paths; an additional proof was
given by Johansson [26] (note that, although the results of [39, 26] are stated
for the right-most point of the process, the proofs apply to a point with any
fixed index). A detailed study of the Airy2 time-dependent point process was
performed by Corwin and Hammond [13], who coined the term “Airy line
ensemble” and established, among other results, local absolute continuity
with respect to the Brownian motion, which also implies the existence of
a continuous modification. The second part of Theorem 2 can be seen as
an extension of the continuous modification to the two-parameter process
AD2(s, t), and also as a generalisation to the case β = 1.
Corners of a fixed matrix (fixed s, varying t), unitary symmetry
(β = 2) For fixed τ (say, τ = 0), the process (0)
inv,2
Ξ is known as the GUE
corner process. Its distribution can be explicitly written down, see Gelfand
and Naimark [24], Baryshnikov [4], and Neretin [34]. Johansson and Norden-
stam [28] and Okounkov and Reshetikhin [36] showed that the GUE corner
process is determinantal, and derived explicit expressions for the kernel. We
refer to [28, 36], and the work of Gorin [25] (and references therein) for a
discussion of the GUE corner process as a universal scaling limit for random
tilings where the disordered region touches the boundary.
The edge scaling M
inv,2
Λ (0, t) was studied by Forrester and Nagao [22] (see
also the book of Forrester [21, Section 11.7.2]), who proved the convergence
to the Airy2 time-dependent point process in the sense of finite-dimensional
marginals.
Theorem 1 shows that the results of [22] remain valid in the general setting
of Wigner corners.
Time-dependent minors (varying s, t), unitary symmetry (β = 2)
The time-dependent process (τ)
inv,2
Ξ was studied by Adler, Nordenstam, and
van Moerbeke [1] and by Ferrari and Frings [19], who showed that the process
is determinantal along space-like paths (in the terminology of Borodin and
Ferrari [9], i.e. τ1 ≤ · · · ≤ τk and N1 ≥ · · · ≥ Nk). In [18, Section 4.4], Ferrari
showed that the edge scaling limit along space-like paths is the Airy2 time-
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dependent point process (note that a space-like path lies on an ℓ1 geodesic,
thus this result is consistent with the first part of Theorem 2).
It would be interesting to derive an explicit connection between the ex-
tended Airy kernel (1.7) and the formulæ (3.10), (3.13), (3.14), (3.15) of
Section 3.
Orthogonal symmetry (β = 1) Much less is known for β = 1, even for
(τ)
inv,1
H . It was conjectured that the distribution of the right-most point of the
process M
inv,1
Λ (s, 0) converges to the Airy1 process introduced by Sasamoto
[41]. However, the numerical evidence of Bornemann, Ferrari, and Pra¨hofer
[6] strongly suggests that this conjecture is false. See further Ferrari [18] for
a discussion.
To the best of our knowledge, the only explicit description of the scaling
limit of M
inv,1
Λ (s, 0) which is currently available is the one of Section 3.
Global regime: fluctuations of linear statistics In the works [7, 8],
Borodin studied the eigenvalue statistics of time-dependent Hermitian ran-
dom matrices (with β being either 1 or 2), who showed that the global
fluctuations of (τ)Ξ (and of eigenvalues of more general submatrices of (τ)H)
are given by a certain family of correlated Gaussian free fields. The results
of [7, 8] do not require symmetric distribution A1) nor subgaussian tails A2);
the distribution of the entries is assumed to have finite moments, and van-
ishing fourth cumulant. Kargin [29] extended the results of [7] to the case
when the fourth cumulant does not vanish.
Extension to β 6= 1, 2 Borodin and Gorin [11] constructed an extension
of the GUE and GOE corner processes (in fact, of general Jacobi corner
processes) to general β > 0, and proved a limit theorem for fluctuations of
eigenvalue statistics in this general setting.
We also mention two other possible approaches to the extension of time-
dependent Wigner corner processes to arbitrary β: the ghosts and shadows
formalism of Edelman [15], which is yet to find a rigorous justification, and
the matrix model of β-Dyson Brownian motion put forth by Allez, Bouchaud,
and Guionnet [2, 3].
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1.2 Plan of the following sections
The proofs of the results are based on the moment method. Following Sosh-
nikov [44], we consider the mixed moments
M(m1, · · · , mk; τ1, · · · , τk;N1, · · · , Nk) = E
k∏
p=1
tr
(
(τp)H(Np)
2
√
Np
)mp
. (1.8)
In the asymptotic regime
mp ∼ 2αpM2/3 , τp ∼ spM−1/3 , Np −M ∼ 2τpM−1/3 ,
(1.8) is an approximation to the Laplace transform
E
k∏
p=1
∑
j
{
exp(αp Mλj(sp, tp)) + (−1)mp exp(αp Mλ∼j (sp, tp))
}
,
where Mλ
∼
j are constructed (1.4) from the eigenvalues of the matrix −H . In
Section 2, we show that the asymptotics of (1.8) does not depend on the
choice of a matrix H satisfying A1)–A3). This statement is derived from the
estimates of [44].
In Section 3, we focus on the special case of matrices with unimodular
entries (1.6). In this case, the combinatorial approach of [17], based on a
modification of the moment method involving Chebyshev polynomials, takes
a particularly simple form; we apply it to find the asymptotics of (1.8). In
principle, the arguments of [17] could be applied directly to the general case
A1)–A3); however, the reduction to (1.6) using the estimates available from
[44] seems to be simpler.
An additional set of combinatorial estimates required for the proof of the
second half of Theorem 2 and of Theorem 3 is established in Section 4.
In Section 6, Theorems 1, 2, and 3 are derived from the results of Sec-
tions 2, 3, and 4.
Section 6 is preceded by Section 5, collecting preliminaries pertaining
to parameter-dependent point processes. The content of Section 6 is well-
known to experts (in particular, some of the arguments do not differ much
from those developed in [44] for a single point process), and is recounted for
convenience of reference.
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Our notation the process
{and its modification}
the right-
most point
AD2(0, 0) Airy2 point process Tracy-Widom2
AD2(s, 0)
distr
= AD2(0, s) time-dependent Airy2
point process = multiline
Airy2 process
{Airy2 line ensemble}
Airy2 process
AD1(0, 0) Airy1 point process Tracy-Widom1
AD1(s, 0)
distr
= AD1(0, s) ? ? (not the Airy1
process of [41])
Terminology In the table below, we summarise some of the common
terminology and compare it with our notation. The letters AD stand for
G. B. Airy and F. J. Dyson.
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Notation Throughout this text, C denotes positive constants the value of
which may vary from line to line; C[∗] will denote a positive number depending
only on the quantity [∗]. The symbol ∨ stands for maximum, and ∧ stands
for minimum.
We hope the reader will forgive the multitude of indices, which we try to
use consistently: the time (τ or its scaling s) is placed in the left superscript,
the number of the submatrix (N or its scaling t) – in the right one; the large
parameter is placed in the left subscript, and, finally, the right subscript is
reserved for the index of an element in a decreasing sequence.
Acknowledgment This work was inspired by a series of talks given by
Alexei Borodin at the IAS, and owes a lot to our subsequent discussions and
correspondence; I thank him very much. I am grateful to Ivan Corwin, Ohad
Feldheim, Patrik Ferrari, Vadim Gorin, Kurt Johansson, and Jeremy Quastel
for helpful suggestions and comments.
2 Reduction to unimodular entries
Consider the mixed moments
M(m¯, τ¯ , N¯) = M(m1, · · · , mk; τ1, · · · , τk;N1, · · · , Nk)
= E
k∏
p=1
tr
(
(τp)H(Np)
2
√
Np
)mp
.
One can express M(m¯, τ¯ , N¯) as a sum
M(m¯, τ¯ , N¯) =
∑
E
k∏
p=1
[
N−mp/2p
mp∏
i=1
(τp)H(Np)(up,i, up,i+1)
]
(2.1)
over k-tuples
u1,0u1,1u1,2 · · ·u1,m1 ; u2,0u2,1u2,2 · · ·u2,m2 ; · · · ; uk,0uk,1uk,2 · · ·uk,mk (2.2)
such that up,i ∈ {1, · · · , Np} (1 ≤ p ≤ k, 0 ≤ i ≤ mp) and up,mp = up,0
(1 ≤ p ≤ k). Such a k-tuple is interpreted as a k-tuple of closed paths in the
complete graph with loops:
K+∞ = (V∞, E
+
∞) , V∞ = N , E
+
∞ = {(i, j) | (i, j) ∈ N}
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Due to A1), only k-tuples in which every (non-oriented) edge is traversed
an even number of times give a non-zero contribution to (2.1).
In this section, we prove
Lemma 2.1. For M/2 ≤ N1, · · · , Nk ≤ 2M , −1 ≤ τ1, · · · , τk ≤ 1, and
arbitrary m1, · · · , mk, the following estimates hold:
1. M(m¯, τ¯ , N¯) ≤∏kp=1 CMm3/2p exp(Ckm3p/M2);
2. for mp = O(M
2/3), the sub-sum of (2.1) corresponding to k-tuples of
paths in which at least one non-oriented edge is traversed more than
twice or at least one path has a loop (i.e. up,i = up,i+1 for some p, i)
vanishes in the limit M →∞.
We derive Lemma 2.1 from its special case proved in [44, Theorem 3] (see
further [17, Section I.5]):
Lemma 2.2. For N1 = · · · = Nk = M , τ1 = · · · = τk, and arbitrary
m1, · · · , mk, the following estimates hold:
1. M(m¯, τ¯ , N¯) ≤ ∏kp=1 CMm3/2p exp(Ckm3p/M2), where the numbers C > 0
and Ck > 0 may depend on C0 from A2);
2. for mp = O(M
2/3), the sub-sum of (2.1) corresponding to k-tuples of
paths in which at least one non-oriented edge is traversed more than
twice or at least one path has a loop (i.e. up,i = up,i+1 for some p, i)
vanishes in the limit M →∞.
Proof of Lemma 2.1. By Ho¨lder’s inequality and the first item of Lemma 2.2,
M(m¯, τ¯ , N¯) ≤
k∏
p=1
E{tr( (τp)H(Np)
2
√
Np
)mp}2k
1
2k
≤
k∏
p=1
CM
m
3/2
p
exp
(
Ckm
3
p
/
M2
)
.
This proves item 1 of Lemma 2.1. To prove the second item, we need the
following argument, which we also use in the next section. Without loss
of generality we may assume that N1 ≤ · · · ≤ Np. Divide the k-tuples of
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paths (2.2) into isomorphism classes as follows: (up,i) ∼ (u′p,i) if there exists
a permutation π ∈ S∞ of N such that up,i = π(u′p,i) (1 ≤ p ≤ k, 1 ≤ i ≤ mp).
The value of
E
k∏
p=1
mp∏
i=1
(τp)H(Np)(up,i, up,i+1)
is constant on every isomorphism class. It does not depend on Np (1 ≤ p ≤
k); as a function of τp (1 ≤ p ≤ k), it is maximal when all τp coincide. Next,
the quantity
k∏
p=1
N−mp/2p #(isomorphism class)
is bounded from above by and asymptotic to
k∏
p=1
N−mp/2p
∏
vertices v
min {Np | 1 ≤ p ≤ k , v lies on the p-th path} , (2.3)
since mp = O(M
2/3) = o(M1/2). The expression (2.3) is in turn bounded by
constk times its value when all Np are set to M/2. Therefore we conclude
that the contribution of an isomorphism class to M(n¯, τ¯ , N¯) is bounded by a
constant (dependent only on k) times its contribution to
M(m1, · · · , mk; 0, · · · , 0;M/2, · · · ,M/2) .
Hence the second item of Lemma 2.1 follows from its counterpart in Lemma 2.2.
3 Asymptotics of mixed moments
Next we turn to
Lemma 3.1. Let β ∈ {1, 2}. There exists continuous functions
φ#β : R
k
+ × Rk × Rk → R+
so that for
mp ∼ αpM2/3, τp = spM−1/3 , Np =M(1 + 2tpM−1/3) (1 ≤ p ≤ k) ,
k∑
p=1
mp ≡ 0 mod 2
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one has:
M(m¯, τ¯ , N¯) = φ#β (α¯, s¯, τ¯) + o(1) , (3.1)
and the function φ#β (α¯, s¯, t¯) depends on s¯ and t¯ only via the ℓ1 distances
|sp − sr|+ |tp − tr| (1 ≤ p < r ≤ k).
According to (both items of) Lemma 2.1, it is sufficient to prove the
lemma in our favourite special case, and we pick the matrices with uni-
modular entries (1.6). In this case, the combinatorial arguments of [17]
are especially transparent, due to the following identity (3.3) (see e.g. [17,
Claim II.1.2]).
Denote
P (N)n (λ) = Un
(
λ
2
√
N − 2
)
− 1
N − 2Un−2
(
λ
2
√
N − 2
)
,
where
Un(cos θ) =
sin((n+ 1)θ)
sin θ
are the Chebyshev polynomials of the second kind, and we formally set U−2 ≡
U−1 ≡ 0. Then, for any Hermitian matrix H satisfying the unimodularity
assumption
|Hi,j| = 1 (i 6= j) , H(i, i) = 0 (1 ≤ i, j) , (3.2)
we have (see e.g. [17, Claim II.1.2]):
trP (N)n
(
H(N)
)
=
1
(N − 2)n/2
∑ n∏
i=1
H(ui, ui+1) , (3.3)
where the sum is over paths u0u1 · · ·un in {1, · · · , N} such that un = u0 (the
path is closed), uj 6= uj+1 (no loops), and uj 6= uj+2 (no backtracking). Define
the modified mixed moments M˜(n¯, τ¯ , N¯) corresponding to a time-dependent
Hermitian random matrix (τ)H as follows:
M˜(n¯, N¯ , τ¯) = E
k∏
p=1
trP (Np)np
(
(τp)H(Np)
)
.
If (τ)H satisfies the unimodularity assumption (1.6), we have from (3.3):
M˜(n¯, N¯ , τ¯) =
∑
E
k∏
p=1
[
(Np − 2)−np/2
np∏
i=1
(τp)H(up,i, up,i+1)
]
, (3.4)
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where the sum is over k-tuples of closed non-backtracking paths without
loops
u1,0u1,1u1,2 · · ·u1,n1; u2,0u2,1u2,2 · · ·u2,n2; · · · ; uk,0uk,1uk,2 · · ·uk,nk
such that up,i ∈ {1, · · · , Np}. As in the previous section, we may only con-
sider even k-tuples, i.e. k-tuples in which every edge is traversed an even
number of times. Also, we only consider the tuples n¯ for which the sum∑
p np is even, otherwise our set of k-tuples is empty and M˜ = 0.
We shall be interested in the asymptotics of M˜(n¯, N¯ , τ¯) for
np ∼ αpM1/3 , τp = spM−1/3 , Np =M(1 + 2tpM−1/3) ,
k∑
p=1
np ≡ 0 mod 2 .
(3.5)
Lemma 3.2. For matrices with unimodular entries (3.2), we have in the
asymptotic regime (3.5):
M˜(n¯, N¯ , τ¯ ) = Mk/3(ψ#β (α¯, s¯, t¯) + o(1)) ,
where ψ#β (α¯, s¯, t¯) depend on s¯ and t¯ only via the ℓ1 distances
{|sp − sr|+ |tp − tr|}1≤p<r≤k .
Proof of Lemma 3.1 using Lemma 3.2. We follow the strategy of [17, Sec-
tion I.5]. In view of Lemma 2.1 (item 2), we can assume that the matrix H
has unimodular entries (3.2); in this case Lemma 3.2 is applicable.
Recall the identities (cf. Snyder [42])
λ2m =
1
(2m+ 1)22m
m∑
n=0
(2n+ 1)
(
2m+ 1
m− n
)
U2n(λ) ;
λ2m+1 =
1
2m22m−1
m∑
n=0
2n
(
2m
m− n
)
U2n−1(λ)
(3.6)
expressing λ2m and λ2m+1 in terms of the Chebyshev polynomials of the
second kind, and note that
Un =
{
Un − 1
N − 2Un−2
}
+
1
N − 2
{
Un−2 − 1
N − 2Un−4
}
+
1
(N − 2)2
{
Un−4 − 1
N − 2Un−6
}
+ · · · .
(3.7)
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Next, we make use of the following estimate from [17, Theorem I.5.3,
Proposition II.3.4]:
Lemma 3.3. Fix k ≥ 1, and let n¯ be a k-tuple of indices. Then
M˜(n¯, N¯ , τ¯) ≤ (Cn)k exp{Ckn3/2M−1/2} .
If np = O(M
1/3) (1 ≤ p ≤ k), the contribution of k-tuples of paths in which
at least one edge is traversed more than twice is o(Mk/3).
The estimate was proved in [17] for the case of identical τ ’s and N ’s, and
extends to the general case by the argument of Section 2.
Now we express the mixed moments M in terms of the modified moments
M˜ using (3.6) and (3.7), and pass to the limit as M →∞. We obtain (3.1)
with
φ#β (α¯, s¯, t¯) =
k∏
p=1
∫ ∞
0
2ξpdξp√
παp
e−ξ
2
pψ#β (2
√
α¯ξ¯, s¯, t¯) , (3.8)
where
√
α¯ξ¯ denotes coordinate-wise product. To justify the passage to the
limit, we first split the sums (3.6) in two parts: the convergence of the
dominant part δM1/3 ≤ n ≤ δ−1M1/3 to the integral as M → ∞ and then
δ → +0 follows from Lemma 3.2 and the first part of Lemma 3.3, whereas
the convergence of the subdominant part to zero follows from the first part
of Lemma 3.3 (cf. [17, Proof of Theorem I.2.4]).
Thus we conclude the proof of Lemma 3.1.
Proof of Lemma 3.2. Let us first consider the case β = 1. In [17], even k-
tuples of closed non-backtracking paths without loops were divided (up to
an asymptotically negligible fraction) into topological equivalence classes,
called k-diagrams. We refer to [43, Definition 2.3, Remark 2.4] for precise
definitions; here we content ourselves with Figures 1 and 2 (which we copy
from [43], correcting a mistake in the caption), and an example: the pair of
paths
1 2 3 4 5 3 4 5 3 2 6 7 8 9 7 6 2 1 , 10 11 8 7 9 8 11 10 (3.9)
corresponds to the rightmost diagram of Figure 2.
To every k-diagram D, one associates an integer s ≥ k, and a multigraph
(V,E) with #V = 2s vertices and #E = 3s− k edges. For p = 1, · · · , k and
e ∈ E, let cp(e) ∈ {0, 1, 2} be the number of times an edge corresponding to
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Figure 1: A few simple 1-diagrams: s = 1 (left), s = 2 (centre, right)
I
II
III
IV
V
VI
VII
Figure 2: A few simple 2-diagrams: s = 2 (left), s = 3 (centre, right). The
leftmost diagram is the only one which survives in the asymptotic regime
considered by Borodin [7, 8], and it gives rise to the family of Gaussian free
fields put forth in these works.
e is traversed by the p-th path in the tuple. Consider the system of equations
ED(n¯): ∑
e∈E
cp(e)ℓ(e) = np (1 ≤ p ≤ k) .
The number ℓ(e) represents the number of edges in the k-tuple of paths
corresponding to the edge k of the k-diagram.
In the example (3.9) above,
c1(I) = c1(II) = c1(II) = c1(IV ) = c2(V II) = 2 ,
c1(V ) = c1(V I) = c2(V ) = c2(V I) = 1 ,
c1(V II) = c2(I) = c2(II) = c2(III) = c2(IV ) = 0 ,
where the Roman numerals number the edges of the diagram as on Figure 2,
and
ℓ(I) = 1, ℓ(II) = 1, ℓ(III) = 3, ℓ(IV ) = 2, ℓ(V ) = 1, ℓ(V I) = 2, ℓ(V II) = 2 .
Also, for every e ∈ E, let 1 ≤ p−(e) ≤ p+(e) ≤ k be the indices of the
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two paths traversing e. In the example (3.9),
p±(I) = p±(II) = p±(III) = p±(IV ) = 1 ,
p−(V ) = p−(V I) = 1 , p+(V ) = p+(V I) = 2 , p±(V II) = 2 .
Finally, let ∆D(n¯) be the convex polytope of positive real solutions to ED(n¯)
(this is a (3s− 2k)-dimensional polytope in R3s−k).
To evaluate the contribution of D to (3.4) in the asymptotic regime (3.5),
we need to sum A(ℓ¯)B(ℓ¯)C(ℓ¯) over ℓ ∈ ∆D(n¯), where
A(ℓ¯) =
k∏
p=1
(Np−2)−np/2 = (1+o(1))
k∏
p=1
N−np/2p = (1+o(1))
∏
e
[
N
−ℓ(e)/2
p+(e)
N
−ℓ(e)/2
p−(e)
]
is the prefactor from (3.3);
B(ℓ¯) = (1 + o(1))
∏
v∈V
min {Nj | v lies on the j-th path}
= (1 + o(1))Mk−s
∏
e
(
Np+(e) ∧Np−(e)
)ℓ(e)
is a combinatorial factor counting the number of ways to chose the vertices
(the asymptotics is valid for fixed s, whereas for large s the same expression
provides an upper bound); and
C(ℓ¯) =
∏
e
(
1− |τp+(e) − τp−(e)|+ o(1)
)ℓ(e)
takes the correlations of the matrix elements into account. One can see that
the contribution to the sum comes from ℓ¯ such that ℓ(e) ≥M1/3−δ . Therefore∑
ℓ¯∈∆D(n¯)
A(ℓ¯)B(ℓ¯)C(ℓ¯)
=
(1 + o(1))
Ms−k
∑
ℓ¯∈∆D(n¯)
∏
e∈E
(
Np+(e) ∧Np−(e)
)ℓ(e)(
Np+(e)Np−(e)
)ℓ(e)/2 (1− |τp+(e) − τp−(e)|)ℓ(e)
which can be further rewritten as:
(1 + o(1))
Ms−k
∑
ℓ¯∈∆D(n¯)
∏
e∈E
(
1− |Np+(e) −Np−(e)|
M
) ℓ(e)
2
(1− |τp+(e) − τp−(e)|)ℓ(e) .
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Expressing N¯ ,τ¯ in terms of s, t (cf. (3.5)) and replacing the Riemann sum
with an integral, we finally obtain the asymptotic expression
(1 + o(1))Mk/3
∫
∆D(α¯)
dw¯ exp
{
−
∑
e
[|tp+(e) − tp−(e)|+ |sp+(e) − sp−(e)|]w(e)
}
,
where the integral is with respect to the (3s − 2k)-dimensional measure.
Denoting the integral by ID (α¯, s¯, t¯) and setting
ψ#1 (α¯, s¯, t¯) =
∑
D
ID(α¯, s¯, t¯) , (3.10)
we obtain:
M˜(n¯, N¯ , τ¯) = (1 + o(1))Mk/3ψ#1 (α¯, s¯, t¯) , (3.11)
as claimed.
To define ψ#2 , we say that a diagram D is orientable if every edge is
traversed in two opposite directions, For example, the diagrams of Figure 1
(centre) and Figure 2 (left) are orientable, whereas the other diagrams of
Figures 1, 2 are not. Then for β = 2
M˜(n¯, N¯ , τ¯) = (1 + o(1))Mk/3ψ#2 (α¯, s¯, t¯) , (3.12)
where
ψ#2 (α¯, s¯, t¯) =
∑
orientable D
ID(α¯, s¯, t¯) . (3.13)
We conclude this section with a few remarks. First, one can altogether
avoid moments and the Laplace transform. The modified moments M˜(n¯, N¯ , τ¯)
are an approximation to the transform
E
k∏
p=1
M1/3∑
j
sin(αp
√−λj(sp, tp))√−λj(sp, tp) + (−1)np
sin(αp
√
−λ∼j (sp, tp))√
−λ∼j (sp, tp)

 ,
where λ∼j are the rescaled eigenvalues of −H .
Thus, the process ADβ is characterised by its transform
ψβ(α¯, s¯, t¯) = E
k∏
p=1
∞∑
j=1
sin(αp
√−λj(sp, tp))√−λj(sp, tp) (3.14)
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defined in terms of the functions ψ#β of (3.10),(3.13) via the relation∑
I⊂{1,··· ,k}
ψβ(α¯|I , s¯|I , t¯|I)ψβ(α¯|Ic , s¯|Ic, t¯|Ic) = ψ#β (α¯, s¯, t¯) . (3.15)
However, due to oscillations, the justification of convergence requires some
effort, and so does the proof that the transform above determines the random
process uniquely (see [43], where this strategy was carried out for a family
of point processes without parameter dependence). Therefore we opted to
return from modified moments to usual ones before passing to the limit.
We recall that the formulæ (3.8) allow to go back from ψ#β to the Laplace
transforms φ#β .
Finally, the k-diagrams from the proof of Lemma 3.2 are in one to one
correspondence with homotopy distinct ways to glue k discs with a marked
point on the boundary into a manifold. The parameter s associated to a
diagram is related to the Euler characteristic χ of the manifold by the formula
s+χ = 2k. The manifold corresponding to the diagram of Figure 1 (centre)
corresponds to a torus glued from a disc, whereas the diagram of Figure 2
(left) corresponds to the sphere glued from two discs.
Related topological expansions of Airy processes (for the case β = 2 and
a single random matrix) appear in the work of Okounkov [35] on random
permutations.
4 Continuity estimates
In this section, we consider a time-dependent random matrix (τ)H(N) satisfy-
ing A1), A2), A3β), and the unimodularity assumption (1.6). We prove the
following two lemmata.
Lemma 4.1. Let n1 ≤ n2 ≤ · · · ≤ n2k = O(M1/3), M/2 ≤ N ≤ 2M ,
τ1, τ2 = O(M
−1/3). Then
E
k∏
p=1
[
trP (N)np (
(τ1)H(N))− trP (N)np ((τ2)H(N))
]
≤ (C|τ1 − τ2|k√n1n2 · · ·n2k + o(1))M2k/3 . (4.1)
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Note that the o(1) term tends to zero as M →∞; however, for fixed M ,
it does not tend to zero with τ1−τ2. For, say, k = 2, an estimate without the
o(1) term is presumably true for the Dyson Brownian motion (Example 1 of
the proem) but definitely not for the resampled Wigner matrices (Example 2),
since it would imply the existence of a continuous modification before the
limit.
Lemma 4.2. Let n1 ≤ n2 ≤ · · · ≤ n2k = O(N1/3), N1, N2 = M + O(M2/3).
Then
E
2k∏
p=1
[
trP (N1)np (
(τ)H(N1))− trP (N2)np ((τ)H(N2))
]
≤ C |N1 −N2|
k
Mk
√
n1n2 · · ·n2kM2k/3 . (4.2)
The proofs of the two lemmata are based on a combinatorial representa-
tion of the left-hand side of (4.1), (4.2) which is derived from (3.4).
Proof of Lemma 4.1. We shall prove the lemma for k = 2; the general case
requires no major changes. According to the Cauchy–Schwarz inequality, it
is sufficient to consider the case n1 = n2 = n3 = n4 = n. According to (3.3),
the left-hand side of (4.1) is equal to
(N − 2)−2nE
∑ 4∏
p=1
{
n∏
i=1
(τ1)H(up,i, up,i+1)−
n∏
i=1
(τ2)H(up,i, up,i+1)
}
, (4.3)
where the sum is over quadruples of closed non-backtracking paths. The
second part of Lemma 3.3 implies that the contribution of quadruples in
which at least one edge is traversed more than twice can be absorbed in
the o(1) term on the right-hand side of (4.1). The contribution to (4.3) of
a quadruple in which every edge is traversed exactly twice is equal to its
contribution to
E
4∏
p=1
[
trP (N)np (
(τ1)H(N))
]
.
times
(2 (1− (1− |τ1 − τ2|))2O(n2) = O(|τ1 − τ2|2n2) .
An application of the first part of Lemma 3.3 concludes the proof.
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Proof of Lemma 4.2. As in the proof of Lemma 4.1, we focus on k = 2, and
we may assume that n1 = n2 = n3 = n4 = n. Denote
A = trP (N1)np (
(τ)H(N1))− trP (N2)np ((τ)H(N2)) ;
then A = A(1) + A(2), where
A(1) =
[
1− (N1 − 2)
n/2
(N2 − 2)n/2
]
trP (N1)n (
(τ)H(N1))
and
A(2) =
(N1 − 2)n/2
(N2 − 2)n/2 trP
(N1)
n (
(τ)H(N1))− trP (N2)n ((τ)H(N2)) .
Due to the identity
EA4 =
4∑
ι=1
(
4
ι
)
EA(1)ιA(2)4−ι
and the Cauchy–Schwarz inequality, it is sufficient to show that EA(1)4 and
EA(2)4 are bounded by the right-hand side of (4.2).
First consider EA(1)4:
A(1) =
{
1−
[
1 +
N2 −N1
N2 − 2
]n
2
}
trP (N1)n
(
(τ)H(N1)
)
= O
( n
M
(N2 −N1)
)
trP (N1)n
(
(τ)H(N1)
)
,
hence by the first part of Lemma 3.3
EA(1)4 ≤ Cn
4
M4
(N2 −N1)4n4
≤ C
′n2
M2
(N2 −N1)2M4/3n
6(N2 −N1)2
M10/3
≤ C
′′n2
M2
(N2 −N1)2M4/3
To estimate EA(2)4, we infer from (3.3) that
A(2) = ± 1
(N2 − 2)n/2
∑ n∏
i=1
(τ)H(ui, ui+1) ,
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where the sum is over closed non-backtracking paths without loops u0u1 · · ·un
for which ui ∈ {1, · · · , N1 ∨ N2} (1 ≤ i ≤ n), and at least one ui is special,
i.e. does not lie in {1, · · · , N1 ∧N2}. Raising to the fourth power and taking
expectation, we have:
EA(2)4 =
∑
E
4∏
p=1
[
(N2 − 2)−n2/2
n∏
i=1
(τ)H(up,i, up,i+1)
]
,
where the sum is over even 4-tuples of paths of closed non-backtracking paths
without loops
u1,0u1,1u1,2 · · ·u1,n1; u2,0u2,1u2,2 · · ·u2,n2; · · · ; u4,0u4,1u4,2 · · ·u4,n4
in which up,i ∈ {1, · · · , N1 ∨ N2}, and every one of the four paths contains
at least one special vertex.
Let us divide such 4-tuples of paths according to the number ℓ of special
vertices. The total contribution of paths with a given ℓ to EA(2)4 is at most
(Cn|N1 −N2|/M)ℓ
times the value of
E
[
trP (N1∨N2)n (
(τ)H(N1∨N2))
]4
; (4.4)
here Cn bounds the number of ways to choose the location of the special
vertices on the paths, and C|N1 − N2|/M bounds the fraction of all special
vertices (among the possible vertices in {1, · · · , N1 ∨ N2}). This yields the
desired estimate for the contribution of 4-tuples of paths with ℓ ≥ 2.
The 4-tuples of paths with ℓ = 1 ought to have at least one vertex common
to the 4 paths. The contribution of such paths does not exceed
Cn2|N1 −N2|/M2
times the value of (4.4) (cf. the combinatorial estimates of [17, Part II]), and
is therefore even smaller.
5 Point processes and line ensembles
Point collections Consider the space P of (semi-bounded) point collec-
tions
P = {Λ = (λ1 ≥ λ2 ≥ λ3 · · · ≥ −∞)}
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equipped with the topology given by
Uk,ǫ(Λ) =
{
Λ˜ ∈ P | λ˜j ∈ Uǫ(λj) (1 ≤ j ≤ k)
}
(k ≥ 1, ǫ > 0) ,
where
Uǫ(a) =
{
{b ∈ R | |b− a| < ǫ} , a > −∞
{b ∈ R | b < −1/ǫ} ∪ {−∞} , a = −∞ . (5.1)
A finite collection of points λ1 ≥ · · · ≥ λN can be viewed as an element of P
by setting
λN+1 = λN+2 = · · · = −∞ .
The first lemma is a continuity property of the Laplace transform.
Lemma 5.1. Let MΛ (M = 1, 2, · · · ) and Λ be point collections in P . If
MΛ→ Λ in P as M →∞ and
∑
j exp(Mλj) ≤ C, then for every α > 1∑
j
exp(αMλj)→
∑
j
exp(αλj) , M →∞ .
Proof. The assumption
∑
j exp(Mλj) ≤ C implies
# {j | Mλj ≥ −R} ≤
∑
Mλj≥−R
exp(Mλj + R) ≤ CeR .
Hence
Mλj < R (j > Ce
R)
and
λj ≤ R (j > CeR) .
Next, ∑
Mλj≤−R
exp(αMλj) ≤
∑
Mλj≤−R
exp(Mλj) exp(−(α − 1)R)
≤
∑
j
exp(Mλj) exp(−(α− 1)R) ≤ Ce−(α−1)R ,
and also ∑
λj≤−R
exp(αλj) ≤ Ce−(α−1)R .
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For any ǫ > 0, one can choose R > 0 so that Ce−(α−1)R < ǫ/3, and M0 such
that for M ≥M0 ∣∣eαMλj − eαλj ∣∣ ≤ ǫ
3CeR
(1 ≤ j ≤ CeR) .
This concludes the proof.
The next lemma asserts that the Laplace transform is one-to-one.
Lemma 5.2. Let Λ, Λ˜ ∈ P be such that∑
j
exp(αλj) =
∑
j
exp(αλ˜j) <∞ (α ∈ (1,∞) ∩Q) .
Then Λ = Λ˜.
Proof. The Laplace transforms of the finite measures∑
exp(2λj)δλj ,
∑
exp(2λ˜j)δλ˜j (5.2)
coincide on (−1, 1) ∩ Q, hence on the entire strip |ℜα| < 1, particularly,
on the imaginary axis. The inversion formula for the Fourier transform of
finite measures implies that the two measures (5.2) coincide, and therefore
Λ = Λ˜.
By a standard sub-subsequence argument, Lemmata 5.1 and 5.2 imply:
Lemma 5.3. Let MΛ (M = 1, 2, · · · ) be point collections in P such that∑
j
exp(Mλj) ≤ C
and ∑
j
exp(αMλj)→ φ(α) <∞ (α ∈ (1,∞) ∩Q) .
Then there exists Λ ∈ P such that MΛ→ Λ in P and∑
j
exp(αλj) = φ(α) (α ∈ (1,∞) ∩Q) .
Finally, Lemma 5.3 implies
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Corollary 5.4. For any C > 0,{
Λ ∈ P |
∑
j
exp(λj) ≤ C
}
is compact in P .
Proof. According to Lemma 5.3, it is sufficient to show that
∑
j exp(αλj) ≤
Cα for every λ in the set. As in the proof of Lemma 5.1,
#{λj ≥ 0} ≤ C ,
and also λ1 ≤ logC. Therefore∑
j
exp(αλj) ≤ C1+α + C .
Parameter-dependent point collections Let R be a separable metric
space (e.g. R2 equipped with the ℓ1 metric). Consider the space P [R] of
parameter-dependent collections
P [R] =
{
Λ =
(
λ1(r) ≥ λ2(r) ≥ · · · ≥ −∞ (r ∈ R)
)}
.
where λj are assumed to be continuous functions (in the sense of (5.1)). It
is equipped with the topology given by
Uk,ǫ,I =
{
Λ˜ ∈ Ld | λ˜j(r) ∈ Uǫ(λj(r)) (1 ≤ j ≤ k , r ∈ I)
}
,
where k ≥ 1, ǫ > 0, and I ⋐ R is a compact subset.
Lemma 5.5. Let
Λ =
(
λ1(r) ≥ λ2(r) ≥ · · · ≥ −∞ (r ∈ R)
)
be a sequence of functions (continuity is not a priori given), such that∑
j
exp(λj(r))
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is bounded on compact subsets of R. If
φ(α, r) =
∑
j
exp(αλj(r))
is continuous for every α ∈ (1,∞) ∩ Q, then λj is continuous for every j
(hence λ ∈ P [R]).
Proof. Suppose rk → r but λj(rk) 9 λj(r) for some j. According to Corol-
lary 5.4, one can find a subsequence of {λ(rk)}k that converges in P to a
limit µ which is distinct from λ(r). But then Lemma 1 and the continuity of
φ(α, ·) imply that
φ(α, r) =
∑
j
exp(αµj) , (α ∈ (1,∞) ∩Q) ,
in contradiction to Lemma 5.2.
Setting
ωδ(f ; r) = sup {|f(r1)− f(r)| | ‖r1 − r‖ ≤ δ} (0 < δ ≤ 1) ,
we obtain
Corollary 5.6. Let ωδ → 0 as δ → 0. Any set of λ ∈ P [R] for which∑
j
exp(λj(r))
is uniformly bounded on compact subsets of Rd, and
ωδ
(∑
j
exp(αλj(•)); r
)
≤ Cα(r)ωδ (0 < δ < 1, α ∈ [1,∞) ∩ Q)
is pre-compact in P [R].
Point processes In this paper, a (semi-bounded) point process is a Borel
random variable taking values in P . The space of Borel measures on P is
denoted P. In the remainder of this section, we keep the dependence on the
element ω of the underlying probability space Ω explicit in our notation.
The following lemma gives a sufficient condition for convergence:
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Lemma 5.7. Let MΛ(ω) = (Mλ1(ω) ≥ Mλ2(ω) ≥ · · · ) (M ≥ 1) be a se-
quence of (semi-bounded) point processes. Suppose for every k ≥ 1 and every
α¯ = (α1, · · · , αk) ∈ ([1,∞) ∩Q)k ,
one has
Eω
k∏
p=1
∑
j
exp(αp Mλj(ω))→ φ(α¯) ,
such that for any α ∈ [1,∞) ∩Q
1, φ(α), φ(α, α), φ(α, α, α) , · · ·
is a determinate moment sequence. Then the sequence (Mλ)M converges in
distribution to a point process
Λ(ω) = (λ1(ω) ≥ λ2(ω) ≥ · · · )
such that
Eω
k∏
p=1
∑
j
exp(αp λj(ω)) = φ(α¯) .
Proof. Consider the random variables
Mϕ(α) =
∑
j
exp {αMλj} , α ∈ [1,∞) ∩Q .
For any tuple (α1, · · · , αk), the moments of the random vector
(Mϕ(α1), Mϕ(α2), · · · ,Mϕ(αk))
converge to the moments of a random vector for which the moment problem
is determinate (cf. Petersen [38]). Thus the random variables Mϕ(α) jointly
converge in distribution. According to Corollary 5.4 and Lemma 5.3, this
implies the claim.
Parameter-dependent point processes A parameter-dependent (semi-
bounded) point process is for us a function from the space of parameters
R to (semi-bounded) point processes on R. Lemma 5.7 has the following
counterpart:
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Lemma 5.8. Let
MΛ(r, ω) = (Mλ1(r, ω) ≥ Mλ2(r, ω) ≥ · · · ) (r ∈ R, M ≥ 1)
be a sequence of (semi-bounded) parameter-dependent point processes. If, for
every k ≥ 1 and every
α¯ = (α1, · · · , αk) ∈ ([1,∞) ∩Q)k , r¯ = (r1, · · · , rk) ∈ Rk ,
one has
Eω
k∏
p=1
∑
j
exp(αp Mλj(rp, ω))→ φ(α¯; r¯) ,
so that for every α ∈ [1,∞) ∩Q and every r ∈ R
1, φ(α; r), φ(α, α; r, r), φ(α, α, α; r, r, r) , · · ·
is a determinate moment sequence, then (MΛ)M converges in distribution to
a parameter-dependent point process
Λ(r, ω) = (λ1(r, ω) ≥ λ2(r, ω) ≥ · · · )
such that
Eω
k∏
p=1
∑
j
exp(αp λj(rpω)) = φ(α¯, r¯) .
A continuous modification of a parameter-dependent point process (or just
a continuous parameter-dependent point process) is a Borel random variable
taking values in P [R]. The set of Borel probability measures on P [R] is
denoted P[R]; it is equipped with w∗ topology. A sequence(
M
λ(r, ω) (r ∈ Rd, ω ∈ Ω))
M
of continuous parameter-dependent point processes is called tight if the cor-
responding sequence of Borel measures in P[R] is precompact.
The existence of a continuous modification can be verified with the help
of Kolmogorov’s continuity lemma (cf. Billingsley [5]):
30
Lemma 5.9. Let Mϕ(r, ω) (r ∈ Rd, M = 1, 2, · · · ) be a sequence of random
functions defined on R = Rd, such that
Eω|Mϕ(r1, ω)−Mϕ(r, ω)|η ≤ C‖r1 − r‖d+ε (‖r− r1‖ ≤ 1)
for some η, ε > 0. Then the random function Mϕ(r, ω) has a continuous
modification for every M , and, moreover, the collection (Mϕ)M is tight as a
sequence of random continuous functions.
We quote two corollaries of Lemma 5.9:
Lemma 5.10. Let Λ(r, ω) (r ∈ Rd) be a parameter-dependent point process.
If
E
(∑
j
exp(αλj(r, ω))−
∑
j
exp(αλj(r1, ω))
)η
≤ C(α, r)‖r− r1‖d+ε (5.3)
for every α ∈ [1,∞)∩Q, ‖r−r1‖ ≤ 1, then Λ has a continuous modification.
Lemma 5.11. Let (MΛ(r, ω))M (r ∈ Rd) be a sequence of continuous parameter-
dependent point processes, such that the Laplace transforms
Mϕ(α; r;ω) =
∑
j
exp(α Mλj(r, ω)) , (α ∈ [1,∞) ∩Q)
satisfy
EωMϕ(1; r0, ω) ≤ C(r) (r ∈ Rd)
and
Eω|Mϕ(α; r;ω)−Mϕ(α; r1;ω)|η ≤ Cα‖r−r1‖d+ε (‖r−r1‖ ≤ 1 , α ∈ (1,∞)∩Q) .
Then the sequence (MΛ(r, ω))M is tight.
6 Proofs of the theorems
Proof of Theorem 1 and Theorem 2 (item 1). We closely follow the method
of [44]. Let us verify that for any
r = (r1, · · · , rk) ∈ R2k , α = (α1, · · · , αk) ∈ (0,∞)k
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the transforms
E
k∏
p=1
∑
j
exp {αp Mλj(rp)}
converge, asM →∞, to a limit φβ(α, r) which is related to φ#β of Lemma 3.2
by the equations
φ#β (α, r) =
∑
I⊂{1,··· ,k}
φβ(α|I , r|I)φβ(α|Ic , r|Ic) .
The statements will then follow from Lemma 5.7 (the required determinacy
property of the processes at a fixed r follows from the determinantal / Pfaffian
structure, cf. [44, Proof of Theorem A]).
In view of Lemma 3.2, it is sufficient to show that for
mp ∼ αpM2/3 , τp = spM−1/3 , NP =M(1 + 2tpM−1/3)
one has:
M(m¯, τ¯ , N¯) = E
k∏
p=1
∑
j
{
eαp Mλj(sp,tp) + (−1)mpeαp Mλ∼j (sp,tp)
}
+ o(1) , (6.1)
where Mλ
∼
j are obtained by scaling (1.4) the eigenvalues of ξ
∼
j = ξM−j+1 of
− (τ)H (the estimates need not be uniform in sp and tp).
To prove (6.1), it is sufficient to divide the eigenvalues into four categories:
(a) those near the right edge: |ξj − 2
√
N | ≤M−1/6+ǫ for, say, ǫ = 1/100; (b)
the left edge, |ξj + 2
√
N | ≤ M−1/6+ǫ; (c) the bulk, |ξj| ≤ 2
√
N −M−1/6+ǫ;
and (d) the tails, |ξj| ≥ 2
√
N + N−1/6+ǫ. The first two categories yield the
two terms of (6.1); the third one vanishes in the limit since
M(1 −M−2/3+ǫ)αM2/3 → 0 ,
whereas the fourth one vanishes in the limit due to Lemma 2.1 and Cheby-
shev’s inequality.
Proof of Theorem 2 (item 2). Let us verify the condition (5.3) of Lemma 5.10
with d = 2, η = 6, and ε = 1. Consider a matrix (τ)H with unimodular en-
tries (1.6); in view of Theorem 1, it is sufficient to prove that (5.3) holds
before the limit, up to an o(1) term which may depend on r, r1 ∈ R2 but
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vanishes as M →∞. The approximation (6.1) justified in the proof of The-
orem 1 reduces our task to an estimate for moments. Finally, the argument
from the proof of Lemma 3.1 reduces it further to the estimates on the mod-
ified moments M˜, which are provided by Lemmata 4.1 and 4.2 (applied with
k = 3).
Proof of Theorem 3. The proof is parallel to that of Theorem 2 (item 2): we
verify the conditions of Lemma 5.11 (with d = 1, η = 4, and ε = 1) using
Lemma 4.2 (with k = 2); the only significant difference is that now we can
not tolerate any o(1) terms. Luckily, there is no such term in Lemma 4.2,
therefore we only need to deal with the o(1) term of (6.1).
This can be done as follows. For |λ| ≤M ǫ, the approximation of eαλ by a
power of 1 + λ/(2N2/3) can be differentiated in λ, hence the contribution of
these eigenvalues to additive o(1) term can be incorporated in a multiplicative
term 1+ o(1). The exponentially small contribution of the bulk and the tails
can be incorporated in |t1 − t2|2 since, by construction, we only need to
consider |t1 − t2| &M−2/3.
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