Abstract-Two types of nonlinear control algorithms are presented for uncertain linear plants. Controllers of the first type are stabilizing polynomial feedbacks that allow to adjust a guaranteed convergence time of system trajectories into a prespecified neighborhood of the origin independently on initial conditions. The control design procedure uses block control principles and finite-time attractivity properties of polynomial feedbacks. Controllers of the second type are modifications of the second order sliding mode control algorithms. They provide global finite-time stability of the closed-loop system and allow to adjust a guaranteed settling time independently on initial conditions. Control algorithms are presented for both single-input and multi-input systems. Theoretical results are supported by numerical simulations.
I. INTRODUCTION
Finite-time stability and stabilization problems have often been a subject of research [4] , [13] , [19] , [21] . The control theory provides many systems that exhibit finite-time convergence to the equilibrium. Frequently such systems appear in observation problems when finite-time convergence of the observed states to the real ones is required [3] . The high-order sliding mode control algorithms also provide finite-time convergence to the origin [16] , [17] , [20] , [22] . Typically such controllers have mechanical and electromechanical applications [2] , [5] , [11] .
The technical note deals with an extension global finite-time stability concept that is related to possible predefining of guaranteed convergence (settling) time independently on initial conditions. The corresponding property is called in this technical note by fixed-time stability. Such phenomenon was discovered in [6] , [10] , [18] , and [23] , where observers with predetermined finite convergence time have been developed. The present technical note mostly addresses the control design problem for linear plants providing fixed-time convergence to the given set. The developed control design procedure requires only controllability of the system, i.e., rank[B; AB; . . . ; A n01 B] = n. Control algorithms presented for fixed-time stabilization of the origin are restricted by the case rank[B; AB] = n.
The proposed control laws in this technical note are of polynomial form. Polynomial state feedback control systems have considerable attention in nonlinear control [8] . This class of control systems appears in models of a wide range of applications such as chemical processes, electronic circuits and mechatronics, biological systems, etc. This technical note studies a special property of polynomial feedbacks, which is expressed in fixed-time attraction of solutions of the closed-loop system into any selected neighborhood of the origin. Usually finite-time stability is closely related with homogeneity property of the system. While being asymptotically stable and homogeneous of negative degree, the system is shown to approach the equilibrium point in finite time [16] , [20] . The concept of homogeneity in bi-limit introduced in [1] generalizes this property providing that an asymptotically stable system is fixed-time stable if it is homogeneous of negative degree in 0-limit and homogeneous of positive degree in 1-limit. Unfortunately, homogeneous approach does not allow to adjust or even estimate the settling time. To overcome this problem the technical note introduces a special modification of the so-called "nested" (terminal) second order sliding mode control algorithm [17] that provides fixed-time stability of the origin and allows to adjust the global settling time of the closed-loop system.
All control algorithms presented in the technical note are robust with respect to system disturbances and plant parameters variations in the case when the, so-called, matching condition [24] holds. It assumes that to guarantee successful elimination of system uncertainties or external disturbances they should act in the same subspace as an admissible control.
II. FINITE-TIME STABILITY AND SOME FURTHER EXTENSIONS Consider the following:
where x 2 n and g : + 2 n ! n is a nonlinear function, which can be discontinuous. The solutions of (1) are understood in the sense of Filippov [12] . Assume the origin is an equilibrium point of (1) .
Definition 1 ([4] , [20] ): The origin of (1) is said to be globally finite-time stable if it is globally asymptotically stable and any solution x(t; x 0 ) of (1) reaches the equilibria at some finite time moment, i.e., x(t; x0) = 0, 8t T(x0), where T : n ! + [ f0g is the settling-time function.
The finite-time stability property may exhibit homogeneous systems with negative degree [16] , [20] . Any solution of the system _ x = 0x ; x 2 is fixed-time stable, since it is globally finite-time stable and x(t; x0) = 0 for 8t 2:5 and 8x0 2 .
Definition 3:
The set M is said to be globally finite-time attractive for (1) if any solution x(t; x 0 ) of (1) reaches M in some finite time moment t = T(x0) and remains there 8t T(x0), T : n ! + [ f0g is the settling-time function.
Definition 4:
The set M is said to be fixed-time attractive for (1) if it is globally finite-time attractive and the settling-time function T(x0) is globally bounded by some number T max > 0.
Denote by D 3 '(t) the upper right-hand derivative of a function '(t), D 3 '(t) := lim h!+0 sup('(t + h) 0 '(t)=h). (1) satisfies the inequality D 3 V (x(t)) 0(V p (x(t)) + V q (x(t))) k for some ; ; p; q; k > 0 : pk < 1; qk > 1 then the set M n is globally fixed-time attractive for (1) and T(x0)
Hence, for any x(t) such that V (x(0)) > 1 the last inequality guarantees V (x(t)) 1 for t (1= k (qk 0 1)) and for any x(t) such that V (x(t0)) 1 we derive V (x(t)) = 0 0018-9286/$26.00 © 2011 IEEE for t t0 + (1= k (1 0 pk)). Therefore, V (x(t)) = 0 for 8t T max := (1= k (10pk))+(1= k (qk01)) and 8x(t)-solution of (1). The condition 1) implies x(t) = 0 for 8t T max .
If the condition 1) is replaced by V (x) = 0 , x = 0 then the set M is also invariant. If M = f0g Lemma 1 helps to analyze fixed-time stability of the origin.
III. PROBLEM STATEMENT AND BASIC ASSUMPTIONS
Consider the control system of the form _x = Ax + Bu + f (t; x) (2) where x 2 n is the vector of system states, A 2 n2n is the system matrix, B 2 n2m is the matrix of control gains, u 2 m is the vector of control inputs, and the function f : + 2 n ! n describes systems uncertainties.
We study (2) This technical note addresses two following problems: 1) to design a feedback control u = u(t; x) for (2), which provides the fixed-time attractivity property of the given ball Br for a predefined global settling-time estimate T max ; 2) to design a feedback control u = u(t; x), which guarantees fixed-time stability of the origin of the closed-loop system (2) for a predefined global settling-time estimate Tmax.
IV. FIXED-TIME CONTROLLERS FOR SINGLE INPUT SYSTEMS

A. Fixed-Time Attractivity
Consider the case m = 1. 
Lemma 2: Let 1) "i > 0, i = 1; 2; ... ; n, and Tmax > 0 are arbitrary numbers; 2) 1 = 1 + (" 2 =" 1 );...; n01 = n01 + ("n="n01), n = n + (0(t; y)="n), i 0; 3) i (i=" 2 i = exp(2i(Tmax=n)) 0 1), i = 1; 2; .. .;n. Then any solution s(t) of (4), (5) satisfies inequalities js i (t)j " i for 8t Tmax. Proof: Denote V i (t) = js i (t)j, i = 1; 2; .. .;n. The inequality D 3 V n (t) 0 n V n (t)0 n V 3 n (t)+ 0 holds for 8t > 0 and _ V n (t) 0nVn(t) 0 nV 3 n (t) for t > 0 : Vn(t) "n. Hence we derive (n=n)V 2 n (t)+1 (1 0 (nV 2 n (0)=nV 2 n (0) + n)e 02 t ) 01 and V n (t) " n for 8t T max =n. The similar considerations for i = n 0 1 give Vi(t) "i for 8t (n 0 i + 1)Tmax=n. The last step (i = 1) provides jsi(t)j < "i for 8t > Tmax.
Corollary 1: If " i = " > 0 and i = 1, i = 1; 2; . ..;n then the inequality ks(t)k " for all t > Tmax, where s(t) is an arbitrary solution of (4), (5) with control parameters i = 2;i = 1; 2; . ..;n01; n (t; x) = 1 + 0 (t; x)=" and i = := " 02 (exp(2T max =n) 0 1) 01 ; i = 1; 2; .. .;n.
This corollary presents control design algorithm for (4) providing the fixed-time attractivity property of the ball B " .
Denote a set of polynomials of the order k by k . 
B. Fixed-Time Stability
Let, for (2), the control ua(t; x) := u(t; x) provides fixed-time attractivity property of a ball B r . The combination of this controller with a control law u f (x) providing local finite-time stability of the origin for (2) gives us a hybrid control algorithm u fx (t; x) = ua(t; x) for x 6 2 Br u f (t; x) for x 2 Br , which can afford fixed-time stability of the origin for (2) . Design procedures of local finite-time controllers can be found in [14] and [16] . However, the existed controllers for local finite-time stabilization do not provide explicit algorithms for adjusting the control parameters to predefine the local settling time estimate (except "twisting" second-order sliding mode system [22] ). The hybrid control scheme may produce chattering regimes [9] around the boundary of the ball B r that slow down the convergence process. The nonhybrid controller providing fixed-time stability of the origin for (2) To adapt the fixed-time control design scheme developed for the single-input case we decompose the original multi input system (2) to a block from [7] . The required coordinate transformation can be constructed using matrices provided by Algorithm 1. This algorithm can be easily realized in a computational software system such as MATLAB. 
reduces (2) (A1; B1) [24] , so Algorithm 1 can be continued for A1 and B1.
Since rown(A i+1 ) = rown(A i ) 0 rank(B i ) and rank(B i ) > 0 then Algorithm 1 terminates in finite steps and the transformation y = Gx reduces (2) to the block form (7). Finally rank(A i i+1 ) = rank(B k0i B k0i ) = rank(T k0i B k0i ) = n i .
This technical note considers the restricted robust problem statement assuming that uncertainties and disturbances satisfy the matching condition. The control design for more general case can be done using the robust analysis of block controllability forms [15] .
B. Fixed-Time Attractivity
Further considerations are presented for (2) 
Let ", T max 2 + and i = 1 + kA ii+1 k 1 , i = 1; 2; . . . ; k 0 1; k = " + kA kk+1 k10(t; y)=" and i = := q=" 2 , i = 1; 2; . . . ; k, q = (exp(2T max =k) 0 1) 01 then repeating the proof of Lemma 2 we can show that ks(t)k 1 ", 8t T max .
Show that there exist polynomials pi 2 i ; i = 1; 2; . . . ; k with nonnegative coefficients such that ky i (t)k p i (q)" for 8t > T max , where y(t) is an arbitrary solution of (7), (9 The polynomials pi(q) can be also calculated using some symbolic computation software. For instance, p 1 (q) = 1 and p 2 (q) = 1 + kA + 12 k 1 (1+kA 12 k 1 +q+kA 11 k 1 ). We have just proven the theorem for the multi input case. 
C. Fixed-Time Stability
Here we assume rank[B; AB] = n. Then the transformation y = Gx with G defined by (6) brings (2) to the form The transformation y = Gx brings the system to the block from (10) with y 1 2 , y 2 2 2 , (t;x) = (1; 1) T sin(t), 0 (t; x) = 1.
Using Theorem 3 the fixed-time attracting controller is designed for this system in the form (9) with T max = 6, r = 1, and 
