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Abstract
We introduce a new type system called “System ST” (ST stands for subtyping), based on
subtyping, and prove the basic property of the system. We show the extraordinary expressive
power of the system which leads us to think that it could be a good candidate for doing both
proof and extraction of programs.
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1. Introduction
The Curry–Howard [13] isomorphism establishes a relation between proofs and pro-
grams. It has been extensively used to develop type systems (for instance COQ [6], AF2
[16]) where it is possible to extract a program from a proof of the existence of the func-
tion computed by the program. However, there are programs that cannot be extracted
from a proof even when we can prove that these programs are correct [14]. System
ST is an attempt to enlarge the set of programs that can be extracted from a proof.
However, the initial goal of this work was not this one. It was to develop a type
system, with nice properties, allowing the removal of parts of proofs with no algorith-
mic content when extracting programs. Works in this setting already exists [2,8], but
they start from a proof, for instance in Girard’s system F [9], and try to discover the
computationally useless parts of this proof.
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There is one drawback to this approach: it is not compatible with “separate com-
pilation”: The same lemma=subprogram needs to be recompiled every time it is used
to compute the needed algorithmic content. Moreover, in practice, it is often the same
part of a lemma that have algorithmic content (for instance, on natural numbers, the
ordering relations have usually no algorithmic content).
Here we tried to develop a type system that was intended to be used directly to
build proofs, using a type system where the parts of the proof that have algorithmic
content can be identiJed in a nice way (This does not forbid to try to optimize pro-
grams later using algorithm similar to those developed in [2,8]). This has the following
consequences:
• The system has to be elegant to be directly usable.
• We directly build a proof where the computationally useless parts are identiJed and
there is no need to care about an algorithm to discover them.
• Therefore, we are free to design a powerful system with no care about the decid-
ability of some particular problems.
The key idea of our system is to have two kinds of formulae: with and without algo-
rithmic content. This idea is already present in the work of Christine Paulin-Mohring
for CoQ [3] and also in the work of Nora Szasz and Paula Severi for Martin-LMof’s
Type Theory [21].
In our system, both kinds of formulae have an implication and a universal quantiJ-
cation and they interact through a subtyping predicate A ⊂ B and a special implication
P ⇒ A. A ⊂ B builds a formula with no algorithmic content from two formulae A
and B with algorithmic content and means that any program that inhabits type A also
inhabits type B. P ⇒ A builds a formula with algorithmic content from a formula P
with no algorithmic content and a formula A with algorithmic content. The meaning
of this new implication is the meaning of A if P is true and the type containing all
-terms otherwise.
Then, with this simple idea, using very natural rules, we were very surprised by
the expressive power of the system. This paper, after presenting system ST and its
semantics in Sections 2 and 3, mainly studies its expressive power and the resulting
properties:
• All the operators you can imagine are deJnable in system ST (like union types, in-
tersection types, etc.). This deJned operators have the desired properties, sometimes
by adding an axiom. See Section 4.
• Even singleton types can be deJned. Singleton types are types only inhabited by one
-term. As a consequence, we can prove that the system has the subject reduction
property for  and the subject expansion for . See Section 5. Subject reduction for
 will be discussed in a speciJc Section 5.3 because it leads to interesting questions
and problems.
• Surprisingly complex examples can be achieved in our system: we will show that
we can derive Parigot’s TTR rules for Jxpoint operator [20] (one rule is based on
well founded relation, the other is based on a logical Jxpoint operator). This is
really surprising, because the only proof known from the author that the rule for the
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Jxpoint operator is sound uses ordinal induction! Moreover, the rules of the system
made the proof quite easy to Jnd!! See Section 6.
We will also show that theorems on data-types can be proved internally in the
system (in some sense). We will illustrate this with a proof that the type of Church
numerals is only inhabited by Church numerals.
The two last points give some strong indications that our system can be used both for
proving and extracting programs (the system can prove properties of Jxpoint operator
and data-types!). We will only briePy introduce this topic in the concluding section of
the paper about “work in progress”.
Other work on subtyping: There are many papers and books using subtyping, mainly
in the framework of type systems for programming languages (see [12,23] for a long
but still incomplete list of references). However, our work is original because of the
bidirectional interaction between typing and subtyping. In all the papers known from
the author, we can only deduce a typing judgment from a subtyping judgment. In our
system we can do it in both direction! In System ST, typing and subtyping judgments
have similar roles.
Other work on intersection, union and singleton types: This kind of types have
already been studied, for instance in [1,5,7,10,22]. Intersection types were introduced
for theoretical reason in system D, and union type and singleton types where studied
because they could be useful to design a module system for typed programming lan-
guages. System ST seems to be the “least common multiple” of all these systems and
is indeed more powerful, for at least two reasons:
• These types are deJned from more primitive ones.
• The four examples given in Section 6 do not seem to be derivable (and often they
cannot be stated) in these previous systems (although the author did not check all
the possible combinations). One of the most important case are the two Jxpoint rules
of Parigot’s TTR type system [20] which are derivable in system ST: we can make
use of the fact that the system ST in not normalizable to give meaningful types to
nonnormalizable terms without adding rule or axiom about Jxpoint combinator in
the system.
PhoX: All the proofs in System ST (not the semantical proofs) have been realized
and checked with the PhoX proof assistant [25].
2. Denitions of the system
2.1. Syntax
We chose to formalize our system in a higher-order setting [4]. There are two rea-
sons: this is the best we can do and the presentation is more concise than a second-order
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version. Moreover, we need at least the second order for some of our examples. How-
ever, most of the paper can be read with propositional logic in mind.
Denition 1 (sorts). A sort is either a basic sort or a function sort between two sorts
of smaller size (denoted s→ s′). Among the basic sorts, there are at least the sorts 	
and o.
The sort o will be the sort of formulae without algorithmic content (we will call
them propositions. Church used omicron in [4]) and the sort 	 is the sort of formulae
with algorithmic content (we will call them types).
Denition 2 (expressions). The set of expressions is the set of simply typed -terms,
using sorts as simple types, written using the following constants of given sort:
• ⇒o : o→ o→ o,
• ⇒	 : 	→ 	→ 	,
• ⇒ : o→ 	→ 	,
• ⊂ : 	→ 	→ o,
• ∀ so : (s→ o)→ o for any sort s,
• ∀ s	 : (s→ 	)→ 	 for any sort s.
We consider -equivalent expressions to be equal.
Remark. Later we will use pure -calculus. The expressions introduced above are the
logical part of the system and despite the fact these are simply typed -term, they are
distinct from the pure -terms that will be associated with proofs. In short, an object
on the left of the “:” sign will be a pure -terms and an object on the right will be
an expression.
Notation issues: We assume that -variables always carry their sort. We will write
them xs when the context do not impose the sort of the -variable. Otherwise, we will
write only x when the sort of x is clear. In the same spirit, we will write x t for xs t
when the context makes it clear that s is the sort of x.
We will sometimes write applications using the standard mathematical notation: f(x)
for fx and f(x; y) for fxy.
To make it easier to read formulae, we adopt the convention that the letters A; B;
C; : : : ; H represent types of the sort 	, that is formulae with algorithmic content and
the letters P;Q; R; : : : ; W represent propositions of the sort o that is formulae without
algorithmic content.
To simplify writing, we will often write ∀ for ∀s and ⇒ for ⇒ for any value
of  or s. The above convention will always make it possible to recover the missing
information. We will also write ∀x A instead of ∀(x A) and we will use the symbol
⇒; ⊂ and ⇒ in inJx notation (this means we write A ⊂ B instead of ⊂AB).
To limit the number of parenthesis, we will consider that our implications are
right associative with equal priorities, that subtyping has the same priority as impli-
cation (thus parenthesis are needed) and that quantiJcation has the highest
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priority: A ⇒ B ⇒ C means A ⇒ (B ⇒ C), A ⇒ P ⇒ C means A ⇒ (P ⇒ C)
and ∀x A(x) ⊂ B means (∀x A(x)) ⊂ B.
Denition 3 (context). A context is a set composed of propositions P of sort o and
pairs of the form x : A, where A is a type of sort 	 and x is a -variable. Moreover,
each -variable must be declared at most once in a context.
Example 4. The set x :A; y :B; P; Q; R is a context if A and B have the sort 	 and
P;Q; R have the sort o.
Denition 5 (sequent). There are two kinds of sequents: sequents of the form   t :A
and  P where  is a context, t is a -term, A is a type and P is a proposition.
2.2. Rules
Axiom rules:
; x :A x :A ; P P
Subtyping rules:
 A ⊂ A
  t :A  A ⊂ B
  t :B
 A ⊂ B  B ⊂ C
 A ⊂ C
Implication rules (with algorithmic content):
; x :A t :B
  x t :A ⇒ B
  t :A ⇒ B   u :A
  (t u) :B
 B ⊂ A  A′ ⊂ B′
  (A ⇒ A′) ⊂ (B ⇒ B′)
The subtyping rule for the implication will be called contraposition.
Implication rules (without algorithmic content):
; P Q
 P ⇒ Q
 P ⇒ Q  P
 Q
Quanti:cation rules (with algorithmic content):
  t :A(y)
†
  t :∀x A(x)
  t :∀x A(x)
‡
  t :A(v)
 A ⊂ B(y)
†
 A ⊂ ∀x B(x)
 A(v) ⊂ B
‡
 ∀x A(x) ⊂ B
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†: y is a variable having the same sort than the variable x and not free in the conclusion
of the rule.
‡: v is an expression having the same sort than the variable x.
Special implication rules:
; P  t :A
  t :P ⇒ A
  t :P ⇒ A  P
  t :A
; P A ⊂ B
 A ⊂ (P ⇒ B)
 A ⊂ B  P
  (P ⇒ A) ⊂ B
Mitchell’s like axioms: We add immediately two axioms: the Jrst one is Mitchell’s
axiom [17] for quantiJcation. It is needed to give the completeness of subtyping. The
second one is a similar axiom concerning our special implication.
Axiom 6.
∀A;B (∀x (A(x) ⇒ B(x)) ⊂ (∀x A(x) ⇒ ∀x B(x)))
∀P ∀A;B ((P ⇒ A ⇒ B) ⊂ (A ⇒ P ⇒ B))
Fact 7. We prove immediately
∀A ∀B (∀x (A(x) ⇒ B) ⊂ (∀x A(x) ⇒ B))
∀A ∀B (∀x (A ⇒ B(x)) ⊂ (A ⇒ ∀x B(x)))
∀P ∀A (∀x (P(x) ⇒ A(x)) ⊂ (∀x P(x) ⇒ ∀x A(x)))
∀P ∀A (∀x (P(x) ⇒ A) ⊂ (∀x P(x) ⇒ A))
∀P ∀A (∀x (P ⇒ A(x)) ⊂ (P ⇒ ∀x A(x)))
Proof. Immediate using the subtyping rules. We only use the Jrst permutation axiom
to prove the two Jrst properties.
Axiom 6 and Fact 7 will be referred to as permutations or inversions.
Other axioms: We will add other axioms to the system, but we need to give some
deJnitions Jrst and we prefer to add an axiom when it becomes useful. To help the
reader, we give in Appendix A all the axioms and deJnitions of system ST.
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3. Semantics
When we add more axioms, to make sure we introduce no contradiction, we use a
set theoretic semantics.
We Jrst give some notations: we denote by  the set of all untyped -term. We will
only consider set of -terms closed for -equivalence. Therefore, when we deJne a
set of -terms, this property is always implicit. For instance, {x x} denotes the set of
all -terms -equivalent to x x. However, we do not consider pure -terms that are
equivalent to be equal (as we do for expressions).
Denition 8 (interpretation domain). For each sort s we give an interpretation domain
Rs as follows:
• R	=P(), the set of all sets of pure -terms closed for the -equivalence.
• Ro= {0; 1}= {∅; }. The set notation for 0 and 1 will allow a more uniform presen-
tation of the semantics.
• s→ s′ is the set of all total functions from Rs to s′.
• Rs can be any set if s is a basic sort distinct from o and 	.
Denition 9 (interpretation). An interpretation I is a mapping associating to a variable
xs of sort s an element I(x) of Rs.
As usual, we write I[x1 = v1; : : : ; xn= vn] to denote the interpretation where we
changed only the value of the variables x1; : : : ; xn.
We deJne by induction the interpretation |t|I as an element of Rs if t is an expression
of sort s:
• |x|I=I(x).
• |t u|I= |t|I(|u|I).
• |xs t|I= a |t|I[xs = a].
• |⇒s|I= ab {t | ∀u∈ a; (t u)∈ b} for s= o or s= 	 (for s= o, it is easy to check
that we get classical semantics).
• |⇒ |I= ab (if a=1 then b else ) where  is the set of all -terms.
• |⊂|I= ab (if a⊂b then 1 else 0).
• |∀ ss′ |I= a
⋂
b∈Rs a(b) for s
′= o or s′= 	 (universal quantiJcation is interpreted by
an intersection over the interpretation domain of the quantiJed sort).
Denition 10. We say that an interpretation I and a -substitution  satisfy a context
= x1 :A1; : : : ; xn :An; P1; : : : ; Pq if xi∈ |Ai|I for i in {1; : : : ; n} and |Pj|I=1 for j in
{1; : : : ; q}.
We write this I;  |=.
Theorem 11 (correctness). For any interpretation I, any substitution  and any con-
text  such that I;  |= we have
  t : A implies t ∈ |A|I and   P implies |P|I = 1:
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Proof. By induction on the size of proofs using the deJnition of the semantics. The
correctness will be preserved by all the rules of system ST as given in the appendix
(p. 25).
Remark. We only use the fact that sets of -terms are closed for -expansion (for the
implication introduction rule) and -reduction (for the permutation axioms). Thus we
could generalize our semantics using sets of -terms closed only for these relations.
Important remark: The interpretation of ∀K (P(K) ⇒ K) is the intersection of all
sets K having the property P. We use this construction very often (for instance below
for the deJnition of o).
4. First development
4.1. About false and truth
Denition 12. Having two kinds of formulae, we can deJne two kinds of false and
truth:
• ⊥	 :=∀		 X X .
• ⊥o :=∀	oX ∀	oY (X ⊂ Y ).
• 	 :=∀		 K(∀	oX (X ⊂ K) ⇒ K).
• o :=∀	oX (X ⊂ X ).
Remark. Other deJnitions were possible, for instance ⊥o :=∀oo X X . The choices were
made to have the next property and not to use variables of sort o (it seems we never
need such variables).
Fact 13. The interpretation of ⊥	; ⊥o and 	;o are, respectively, the minimal and
maximal element in R	 and Ro. This means that |⊥	|= ∅; |⊥o|=0; |	|=, and |o|=1.
Proof. The interpretations of ⊥o;⊥	 and o are clear. From the deJnition, we see that
the interpretation of 	 is the intersection of all sets of -terms K containing all sets
of -term X . This intersection only ranges over K =.
Axiom 14. We add to the system one axiom and two rules useful to reason with ⊥	:
∀A;B (A ⊂ (⊥	 ⇒ B)) emptiness
  t : (P ⇒ ⊥	) ⇒ ⊥	
 P
classical reasoning
; x :AA ⊂ B
 A ⊂ B
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Remark. The axiom means that any set X is a subset of ⊥	 ⇒ Y . This enforces that
⊥	 is interpreted by the empty set (there may be other semantics where this axiom is
true but the author does not know any, because if ⊥	 is nonempty, ⊥	 ⇒ ⊥	 is in
general a strict subset of 	).
Remark. The Jrst rule is a strange form of classical reasoning. The idea is that we
want to have classical reasoning for proposition of sort o because they are interpreted
classically. The natural axiom would be ∀P (((P ⇒ ⊥o) ⇒ ⊥o) ⇒ P). Our rule is
both stronger (see Fact 17) and necessary because no rule except this one can de-
duce a sequent with no algorithmic content from a sequent with some algorithmic
content.
Remark. The last rule seems not related to false. But, as we see in the correctness
proof below, it is justiJed by classical case splitting over the clause “the type A is
inhabited”.
Fact 15. These axiom and rules are correct in our semantics.
Proof. For the axiom, this is immediate. For the Jrst rule, if P is interpreted by 0
then (P ⇒ ⊥	) ⇒ ⊥	 is interpreted by the empty set and this means that the sequent
 is unsatisJable and if P is interpreted by 1, the conclusion sequent is true.
For the last rule, if A is interpreted by the empty set, then the conclusion is true.
If A is not interpreted by the empty set, then,  satisJable implies ; x :A satisJable
using the same interpretation.
Fact 16. Both de:nitions of False are equivalent. The implication in one direction
can be expressed by the formula ⊥o ⇒ ⊥	. The converse implication can only be
written as a rule because we did not introduce an implication of sort 	→ o→ o. This
derived rule is:
  t :⊥	
 ⊥o
Proof. This rule is an immediate consequence of our classical reasoning rule. The
converse implication is easy by deducing ∀X (X ⇒ X ) ⊂ ⊥	 from ⊥o and therefore
x x :⊥	.
Fact 17. We can prove ∀P (((P ⇒ ⊥o) ⇒ ⊥o) ⇒ P).
Proof. We assume (P ⇒ ⊥o) ⇒ ⊥o (1) and prove P. Using our absurdity rule, we
need to prove t : (P ⇒ ⊥	) ⇒ ⊥	 for some t which is immediate by (1) and Fact 16.
Corollary 18. We can deduce the following rules of excluded middle (the :rst rule
allows to distinguish the cases were P are true and false, the second one allows to
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distinguish the cases where A is inhabited or empty):
; P Q ; P ⇒ ⊥o Q
 Q
; x :AQ ; A ⊂ ⊥	 Q
 Q
Proof. The Jrst one is (as usual) an immediate consequence of Fact 17. For the second
one, we prove Q using Fact 17: we assume Q ⇒ ⊥o and prove ⊥o. Then, using the
right premise, it is enough to prove A ⊂ ⊥	 and using the last rule in Axiom 14, we
can assume x :A. Then, we deduce Q by the second premise. Therefore, we have ⊥o
from which we deduce A ⊂ ⊥	.
As a consequence, we can prove the following lemma that we will use later:
Lemma 19 (ModiJed contraposition). We can derive the following modi:ed rule for
contraposition:
 B ⊂ A ; x :BA′ ⊂ B′
  (A ⇒ A′) ⊂ (B ⇒ B′)
Proof. It is an immediate consequence of the previous fact, distinguishing the cases
where B is empty or not. The premises solves the case where B is inhabited. In the
other case we conclude using the axiom in 14.
4.2. Restriction types
Denition 20. We deJne Parigot’s [20] restriction operator of system TTR as follows:
A  P :=∀K ((A ⊂ (P ⇒ K)) ⇒ K)
The meaning of A  P is A if P is true and ⊥o otherwise. A  P can also be seen
as a conjunction where we keep only the algorithmic content of A.
Remark. We could also deJne A  P :=∀K ((P ⇒ (A ⊂ K)) ⇒ K) but it is very
easy to prove ∀P ∀A;B ((P ⇒ (A ⊂ B)) ⇔ (A ⊂ (P ⇒ B))) (1) which shows that
both deJnitions are trivially equivalent. Equivalence (1) suggests that the symbol ⇒o
may not be necessary, but it is very convenient to use it in some case (for instance to
deJne equivalence and be able to write the proposition (1) above). In fact, if we have
no variable with a sort ending by o, all formulae are equivalent to a formula without
the symbol ⇒o.
Fact 21. For any interpretation I; |A  P|I is interpreted by |A|I if |P|I=1 and
by ∅ if |P|I=0.
Proof. Easy by deJnition of the interpretation.
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Fact 22. We can derive the following rules for the restriction operator:
  t :A  P
  t :A  P
  t :A  P
  t :A
  t :A  P
 P
 A ⊂ B  P
 A ⊂ (B  P)
; P A ⊂ B
  (A  P) ⊂ B
Proof. All rules are easy except the third one which deduce a sequent without algorith-
mic content from a sequent with algorithmic content. We deduce it from our classical
rule and Fact 16.
Fact 23. We can prove an inversion statement (analogous to Axioms 6) for the re-
striction operator:
∀P ∀A;B ((P ⇒ A ⇒ B) ⊂ ((A  P) ⇒ B)):
Proof. From the Fact 17, we can distinguish the case when P is true and the case
when P ⇒ ⊥o is true. In both cases the proof is easy.
4.3. Union types
Denition 24 (Union types). The following type deJnes the union of all A(x):
⋃
x A(x) :=∀K (∀x (A(x) ⊂ K) ⇒ K)
Fact 25. For any interpretation I and any formula A(x) where x is of sort
s; |⋃ xA(x)|I= ⋃(∈Rs |A(x)|I[x=(].
Proof. Immediate using the deJnition of the semantics.
Remark. The previous proof is not possible if we choose for R	 a set of sets of -terms
only closed for implications and arbitrary intersections and not closed for arbitrary
unions. This justiJes the need for the following axiom which is not true in such a
weak semantics:
Axiom 26 (Union axiom).
∀F ∀A (∀x (F(x) ⇒ A) ⊂ (⋃x F(x) ⇒ A))
Fact 27. This axiom is true in our semantics.
Proof. Easy, using Fact 25 expressing that our union operator is really interpreted by
a union.
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Fact 28 (Union rules). We can derive the following rules for union:
  t :F(v)
‡
  t :⋃x F(x)
  t :⋃x F(x)   u :F(y) ⇒ A
†
  (u t) :A
 A ⊂ F(v)
‡
 A ⊂ ⋃x F(x)
 F(y) ⊂ A
†
 ⋃x F(x) ⊂ A
Proof. Easy, using the union axiom only for the second rule.
Important remark: The interpretation of
⋃
K (K  P(K)) is the union of all sets K
having the property P. We use this construction very often (for instance below for the
deJnition of the inverse image).
4.4. Inverse and direct images
Denition 29. We can deJne the direct and inverse images as follows:
A[B] :=∀X ((A ⊂ (B ⇒ X )) ⇒ X )
A−1[B] :=
⋃
X (X  (A ⊂ (X ⇒ B)))
Fact 30. The interpretation of the direct and inverse images are:
|A[B]|I= {(t u) | t ∈ |A|I; u∈ |B|I}
|A−1[B]|I= {u | ∀t ∈ |A|I; (t u)∈ |B|I}
Proof.
• A[B]: The right–left inclusion is easy. For the left–right inclusion, we denote *=
{(t u) | t ∈ |A|I; u∈ |B|I}. If w belongs to the interpretation of A[B], then w∈ |
(A ⊂ (B ⇒ X )) ⇒ X |I[X =*] then it is easy to check that |A ⊂ (B ⇒ X )|I[X =*]
= 1 which implies w∈*.
• A−1[B]: For the right–left inclusion, we take u such that ∀t ∈ |A|I; (t u)∈ |B|I.
Therefore, we have |A ⊂ (X ⇒ B)|I[X := {u}] = 1. From this we deduce that
u∈ |A−1[B]|I.
For the left–right inclusion, we take u∈ |A−1[B]|I and t ∈ |A|I. By Fact 25 we
Jnd *∈ R	 such that u∈ |X  (A ⊂ (X ⇒ B))|I[X =*]. Therefore, we have u∈* and
|A ⊂ (X ⇒ B)|I[X =*] = 1 which implies (t u)∈ |B|I.
Fact 31. We can derive the following rule and theorems for direct and inverse image
in our system:
  t :A   u :B
  (t u) :A[B]
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∀A;B;C ((A ⊂ (B ⇒ C)) ⇒ (A[B] ⊂ C)):
∀A;B;C ((A[B] ⊂ C) ⇒ (A ⊂ (B ⇒ C))):
∀A;B;C ((A ⊂ (B ⇒ C)) ⇒ (B ⊂ A−1[C])):
∀A;B;C ((B ⊂ A−1[C]) ⇒ (A ⊂ (B ⇒ C))):
Proof. The rule and the Jrst and third properties are easy to prove. We give details
of the proof of the two other properties.
To prove the second property, we assume A[B] ⊂ C (1) and we must prove A ⊂
(B ⇒ C). From (1) we get (B ⇒ A[B]) ⊂ (B ⇒ C). Therefore, using transitivity, we
just need to prove A ⊂ (B ⇒ A[B]). This means we must prove A⊂ (B⇒∀X ((A⊂
(B ⇒ X )) ⇒ X )). Then, we easily prove A ⊂ ∀X ((A ⊂ (B ⇒ X )) ⇒ B ⇒ X ) and
deduce the result from our inversion properties (Fact 7) and the transitivity.
For the fourth property, we Jrst prove ∀A;C (A ⊂ (A−1[C] ⇒ C)) (1). This means
we must prove A ⊂ (⋃X (X  (A ⊂ (X ⇒ C))) ⇒ C). From the inversion property
(Fact 23) of the restriction operator, we get A ⊂ ∀X (X  (A ⊂ (X ⇒ C)) ⇒ C) and
we end the proof of (1) using the union Axiom 26.
Then, we assume B ⊂ A−1[C] (2) and prove A ⊂ (B ⇒ C). By (1) and transitivity,
we just need to prove (A−1[C] ⇒ C) ⊂ (B ⇒ C) which is immediate from (2).
4.5. Other operators
Many other operators can be deJned in the system. We just give three examples:
Denition 32. We deJne
• A ∩ B :=⋃X (X  ((X ⊂ A) ∧ (X ⊂ B)))
• A ∪ B :=∀K ((A ⊂ K) ⇒ (B ⊂ K) ⇒ K)
• P ‖ Q :=∀X ((P ⇒ X ) ⇒ (Q ⇒ X ) ⇒ X )
The conjunction, in the Jrst deJnition, is P ∧ Q :=∀K ((P ⇒ Q ⇒ K) ⇒ K) (we
could also have deJned A ∩ B :=⋃X ((X  (X ⊂ A))  (X ⊂ B))).
It is easy to prove that:
• A ∩ B is interpreted by the intersection.
• A ∪ B is interpreted by the union.
• P ‖ Q is interpreted by a subset of {xy x; xy y} containing the Jrst term if and
only if P is true and the second term if and only if Q is true.
All the natural rules for these new operators are easy to write and prove except the
intersection rule of system D. We will prove in the next section that even this rule is
admissible (which means it does not add new typing nor subtyping judgment). This is
quite surprising because this rule contains a constraint on the -terms!
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5. Toward subject reduction and expansion
5.1. Singleton types
The possibility of deJning direct and inverse image in our system was a surprise
for the author ! But, the following deJnition and facts are even more surprising ! For
any pure lambda term t, we are going to deJne a type |t|(, whose intended meaning
is the singleton of t.
Denition 33. We deJne X A(X ) := ∀X (X ⇒ A(X )). Then, for every -term t and
every mapping ( from -variable to formula of sort 	, we deJne |t|( by induction as
• |x|(=((x).
• |(t u)|(= |t|([|u|(].
• |x t|(=X |t|([x= X ].
Fact 34. For any interpretation I and any increasing predicate F of sort 	→ 	 (this
means ∀X;Y ((X ⊂ Y ) ⇒ (F(X ) ⊂ F(Y )))), we have
|X F(X )|I= {x t | ∀u∈; t[x= u]∈ |F(X )|I[X = {u}]}:
Proof. The left–right inclusion is immediate using an -expansion. The converse uses
the hypothesis that F is increasing.
Corollary 35. Let t be a -term, I an interpretation and ( a mapping from
-variables to formulae such that for any variable x free in t; |((x)|I is a singleton
(more precisely an equivalence class for the -equivalence), then the interpretation
of |t|( is a singleton.
Moreover, if t is a closed term, the interpretation of |t|(, which is independent
from ( or I, is the singleton {t}.
Proof. If {x1; : : : ; xn} are the free variables of t and if |((xi)|I= {ui}, then we prove
that the interpretation of |t|( is {t[x1 = u1; : : : ; xn= un]} by induction on the size of t us-
ing Lemma 34. To be able to use this lemma we need Jrst to prove that
X |t|([x=X ] is increasing, which is an easy induction.
Fact 36. For any -term t, if {x1; : : : ; xn} are the free variables of t, we can prove
that x1 :((x1); : : : ; xn :((xn) t : |t|(.
Proof. The proof is an immediate induction on the size of t, using Facts 31 and the
deJnition of X F(X ).
This fact and Lemma 35 mean that singleton types are deJnable in our system, using
for ( an injective mapping from -variables to variables of sort 	!
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Corollary 37. System ST is not normalizable.
Proof. We deJne the following formulae of sort 	:
,F :=X F[X [X ]] and - :=F ,F [,F ]:
We remark that -= |f((x(f(xx)))(x(f(xx))))|(. Therefore we have Y :- where
Y = f((x(f(xx)))(x(f(xx)))) and Y is a Jxpoint combinator and is not normali-
zable.
Theorem 38. Let  be x1 :A1; : : : ; xn :An; P1; : : : ; Pq and ( de:ned by ((xi)=Ai for
i∈{1; : : : ; n}. We can derive   t :A if and only if we can derive   |t|(⊂A.
Proof. The right to left implication is a consequence of the previous result. The con-
verse implication is proved by induction on the size of the derivation: each typing
rule is mirrored by a subtyping rule acting on the right side of the ⊂ sign except the
implication introduction and elimination.
The Jrst case is solved using the modiJed contraposition rule (Lemma 19) and the
second case using the Jrst property in Fact 31.
We do not even need to consider rules whose conclusion are not a typing sequent.
Therefore, we can add any axiom with no algorithmic content and preserve this result
(there is still one more axiom to add).
Corollary 39 (Intersection rule). The following rule for the intersection is admissible
in the system:
  t :A   t :B
  t :A∩B
Proof. From the premises of the rule we get   |t|(⊂A and   |t|(⊂B by Theorem
38. From this we easily deduce   |t|(⊂A∩B and the result follows by Theorem 38.
The above rule is not derivable but only admissible (the proof of the premises need
to be transformed).
Corollary 40 (How to prove subject reduction). Let R be a relation on -terms. If
for any ( and any terms t; t′; t R t′ implies  |t′|(⊂|t|( then, we have the subject
reduction property for R (that is t R t′ and   t :A imply   t′ :A).
Proof. Follows from Fact 36 and Theorem 38
5.2. The easy part
Theorem 41. Our system has the subject-reduction property for  and the subject-
expansion property for .
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Proof. For the -case, using Corollary 40, it is enough (it is even much stronger) to
prove A ⊂ X A[X ] for any formula A of sort 	. We have X A[X ] = ∀X (X ⇒ ∀Y
((A ⊂ (X ⇒ Y )) ⇒ Y )). Using inversion properties, we get ∀X;Y ((A ⊂ (X ⇒ Y ))
⇒ X ⇒ Y ) ⊂ X A[X ] and A ⊂ ∀X;Y ((A ⊂ (X ⇒ Y )) ⇒ X ⇒ Y ) follows triv-
ially from the subtyping rules.
For the -case, it is enough (again much stronger) to prove (X A(X ))[B] ⊂ A(B)
for any A and B which is easy using the subtyping rules.
5.3. The -reduction case
Getting subject reduction for  is more diUcult. It is clear we can obtain it by adding
an inJnite set of axioms: ∀A(|t|([x= A]⊂|x t|([A]) for any term t and any mapping (
(it is important to remark that the deJnition of |t|( implies that free variables in ((y)
cannot be captured by abstraction in |t|(, otherwise the axiom is not semantically true).
The main question is: can we get a Jnite set of logical axioms? Here is the beginning
of an answer:
Fact 42. Subject reduction for  for the identity term and the constant terms (x t
with x not free in t) are, respectively, given by the following axiom and rule which
are semantically true (we do not consider these to be part of system ST):
∀A;B ((∀X (X ⇒ X ) ⊂ (A ⇒ B)) ⇒ (A ⊂ B))
  t :C   (A ⇒ B) ⊂ (C ⇒ D)
 B ⊂ D
Proof. It is easy to see that they are both true in our semantics. For the -reduction
for the identity, we have to prove ∀A (A ⊂ (X X )[A]). To do this, after applying
few rules, we assume ∀X0 (X0 ⇒ X0) ⊂ (A ⇒ X ) and must prove A ⊂ X . This is an
immediate consequence of the axiom.
For constant terms, we assume x :A and we must prove B ⊂ (X B)[A] (the beta-
reduction for constant terms is not true if the argument A is the empty set). Here again,
after a few rules, we assume ∀X0 (X0 ⇒ B) ⊂ (A ⇒ X ) and must prove B ⊂ X . From
this hypothesis, we get easily (	 ⇒ B) ⊂ (A ⇒ X ), and then B ⊂ X follows from
our new rule.
6. Surprising examples
6.1. An easy example: Cartesian product
Denition 43. We deJne conjunction and Cartesian product as follows:
• A ∧ B :=∀X ((A ⇒ B ⇒ X ) ⇒ X ).
• A × B :=X (X [A])[B].
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Fact 44. We prove ∀A; B (A ∧ B ⊂ A × B) and ∀A; B (A × B ⊂ A ∧ B).
Proof. By a mechanical application of the rules, using Fact 31 at the end of the proof
of ∀A; B (A ∧ B ⊂ A × B).
Using the interpretation of ×, this means that terms inhabiting A ∧ B have the form
x(x a b) where a inhabits A and b inhabits B. 1 The usual proof of this fact is easy,
but here in system ST, it could clearly be done automatically!
We have now two ways to prove  c(c xy x) :∀A;B (A ∧ B ⇒ A). First by using
the natural proof of ∀A;B (A ∧ B ⇒ A) and extracting the term. Second using Facts
36 and 44 and proving the following:
Fact 45.  (C C[X Y X ]) ⊂ ∀A; B (A × B ⇒ A).
Proof. We have to prove (C C[X Y X ]) ⊂ (A × B ⇒ A). Using Fact 31 it is
enough to prove (C C[X Y X ])[A × B] ⊂ A. Then, we conclude using four times
the inclusion corresponding to the -expansion in Theorem 41 (that is ∀A ∀B ((X
A(X ))[B] ⊂ A(B))).
Two remarks are important here: the previous proof is a proof that the program
is correct using some kind of symbolic evaluation. To do the symbolic evaluation,
we have used the subtyping relation corresponding to the -expansion. This inversion
shows why subject-reduction is not really necessary: this subtyping would be useful
only to prove programs using -expansion during a symbolic evaluation!
6.2. First TTR :xpoint rule
Denition 46. Well founded relation can be deJned by
Wf(R) :=∀P (∀a (∀b (R(b;a) ⇒ P(b)) ⇒ P(a)) ⇒ ∀a P(a)):
Remark. Wf(R) is a proposition of sort o if R(a; b) is of sort o.
Theorem 47. We can derive the following rule in our system:
  t :∀y (∀x (R(x;y) ⇒ A(x)) ⇒ A(y))  Wf(R)
  (Y t) :∀y A(y)
This theorem means that if we can prove that a relation is well-founded, we can
prove it with algorithmic content and the algorithmic content is a Jxpoint combinator.
1 This is only true when A and B are only inhabited by closed terms. This is related to the fact that
system F does not have a real product enjoying the surjective pairing. The subtyping we can prove means
that A × B is exactly the same thing than A ∧ B. Thus, this new deJnition does not solve the problem of
surjective pairing.
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Proof. We use -, ,F and Y deJned in the proof of Corollary 37. We assume Wf(R)
and prove - ⊂ (∀y (∀x (R(x;y) ⇒ A(x)) ⇒ A(y)) ⇒ ∀y A(y)) (then, we conclude
using Corollary 37). Let F be ∀y (∀x (R(x;y) ⇒ A(x)) ⇒ A(y)). We have to prove
- ⊂ (F ⇒ ∀y A(y)). Using inversion, we just need to prove - ⊂ (F ⇒ A(y)). Us-
ing three subtyping rules, we now need to prove ,F[,F] ⊂ A(y). We prove this
by well founded induction on y: we assume ∀b (R(b;a) ⇒ (,F[,F] ⊂ A(b))) and
we prove ,F[,F] ⊂ A(a). This comes from ,F ⊂ (,F ⇒ (a)), which comes from
F[,F[,F]] ⊂ A(a), which comes from F ⊂ (,F[,F] ⇒ A(a)), which comes from
R(b;a) ⇒ (,F[,F] ⊂ A(b)), which is a consequence of the induction hypothesis.
6.3. Second TTR :xpoint rule
We will now show how we can deJne the TTR least Jxpoint operator in the system
and derive its rules. This is very surprising for the Jxpoint rule (allowing to type terms
using a Jxpoint combinator), because to prove the correctness of this rule we usually
use ordinal induction. This is why we included this example here despite the fact that
notations and expressions are diUcult to read.
First we give some deJnitions:
Denition 48 (:xpoint operator and increasing predicates).
Fixpoint: 01X F(X ) := x∀Y ((F(Y ) ⊂1 Y ) ⇒ Y (x))
01X F(X ) : s→ 	 if F : (s→ 	)→ (s→ 	).
Pointwise subtyping: F ⊂1 G :=∀x (F(x) ⊂ G(x))
F ⊂1 G : o if F;G : s→ 	.
Pointwise implication: F ⇒1 G :=∀x (F(x) ⇒ G(x))
F ⇒1 G : 	 if F;G : s→ 	.
F is increasing: Incr(F) :=∀X;Y ((X ⊂1 Y ) ⇒ (F(X ) ⊂1 F(Y )))
Incr(F) : o if F : (s→ 	)→ (s→ 	).
Fact 49. The :xpoint operator is indeed a :xpoint for increasing predicate F . This
means we can prove:
∀F (Incr(F) ⇒ (F(01X F(X )) ⊂1 01X F(X )))
∀F (Incr(F) ⇒ (01X F(X ) ⊂1 F(01X F(X ))))
Proof. For the Jrst property, we assume Incr(F)(1), F(X ) ⊂1 X (2) and we prove
F(01X0 F(X0);x) ⊂ X (x). This comes from (2), the transitivity and F(01X0 F(X0); x)
⊂F(X;x). Using (1), this comes from 01X0 F(X0) ⊂1 X and is easily proved using the
subtyping rules.
For the second property, we assume Incr(F) (1) and we prove (01X F(X ))(x) ⊂ F
(01X F(X ); x). To get this, we prove F(F(01X F(X ))) ⊂1 F(01X F(X ))
which comes from (1) and the previous property.
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Lemma 50. We prove the following lemma:
∀A∀B ∀F
( ∀X ((A ⊂ (X ⇒1 B))⇒ (A ⊂ (F(X )⇒1 B)))⇒)




∀X ((A ⊂ (X ⇒1 B)) ⇒ (A ⊂ (F(X ) ⇒1 B)))(1)
and we have to prove A ⊂ ((01X F(X ))(x) ⇒ B(x)). Using Fact 31 it is enough to
prove (01X F(X ))(x) ⊂ A−1[B(x)]. This comes from F(x0(A−1[B(x0)])) ⊂1 x0(A−1
[B(x0)]), which comes from A ⊂ (F(x1(A−1[B(x1)]); x0) ⇒ B(x0)) (2) using again
Fact 31. Finally, we get (2) from (1) and A ⊂ (x1(A−1[B(x1)]) ⇒1 B), which is
proved using Fact 31 a third time.
Lemma 51. We prove (- is de:ned in the proof of Corollary 37):
∀F ∀K (- ⊂ (∀X ((X ⇒1 K) ⇒ (F(X ) ⇒1 K)) ⇒ (01X F(X ) ⇒1 K))):
Proof. We deJne H=∀X ((X ⇒1 K) ⇒ (F(X ) ⇒1 K)) and prove - ⊂ (H ⇒ (01X
F(X ) ⇒1 K)). This comes from ,H[,H] ⊂ (01X F(X ) ⇒1 K), which is obtained us-
ing Lemma 50 and ∀X ((,H[,H] ⊂ (X ⇒1 K)) ⇒ (,H[,H] ⊂ (F(X ) ⇒1 K))),
which is obtained itself by a tedious but easy sequence of subtyping rules.
Theorem 52 (Jxpoint rule). We derive the following rule where Y is a :xpoint com-
binator:
  t :∀X ((X ⇒1 K) ⇒ (F(X ) ⇒1 K))
  (Y t) : 01X F(X ) ⇒1 K
Proof. By Corollary 37, we get  Y :-. By the previous lemma we have
Y :∀X ((X ⇒1 K) ⇒ (F(X ) ⇒1 K)) ⇒ (01X F(X ) ⇒1 K):
Then the result follows immediately.
6.4. About data types
In this section, we will see that we can prove in the system the usual results con-
cerning data-types of system F or AF2 [15,19] and as a consequence prove subject
reduction for these data-types. We will do the proof for the particular case of Church
numerals, but it is clear that it can be extended to all the data types of system F or
AF2. We will need to use a Jxpoint operator. We deJned above a Jxpoint operator
01 for F of sort (s→ 	)→ (s→ 	). It is clear we can also deJne a Jxpoint 00 for F
of sort 	→ 	, for instance by writing: 2
00X F(X ) :=∀Y ((F(Y ) ⊂ Y ) ⇒ Y )
2 We could also get it from the previous Jxpoint by writing 00X F(X ) := (01R zF(R(z)))(⊥o).
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Denition 53. We deJne the following formulae of sort 	:
N :=∀X ((X ⇒ X ) ⇒ X ⇒ X )
N′ :=F X 00R (X ∪ F[R])
N is the usual type of Church numerals. N ′ is a way to deJne the set of all Church
numerals using a Jxpoint operator.
Fact 54. We can prove both N ⊂ N′ and N′ ⊂ N.
Proof. First we prove N ⊂ N′. Using inversion, it is enough to prove
N ⊂ (F ⇒ X ⇒ 00R (X ∪ F[R])):
Let us deJne * = R(X ∪ F[R]) and 5 = 00R *(R). So we must prove N ⊂ (F ⇒
X ⇒ 5). This comes from ((5 ⇒ 5) ⇒ 5 ⇒ 5) ⊂ (F ⇒ X ⇒ 5), which is a
consequence of the three following subtyping judgments:
• 5 ⊂ 5, which is immediate.
• F ⊂ (5 ⇒ 5), which comes from F[5] ⊂ 5 using Fact 31, which comes from
an easy but tedious sequence of subtyping rules.
• X ⊂ 5, which is easy using the fact that 00 is a Jxpoint and * is increasing.
We now prove N′ ⊂ N. It comes from N′ ⊂ ((X ⇒ X ) ⇒ X ⇒ X ), which comes
from 00R (X ∪ (X ⇒ X )[R]) ⊂ X . We deduce it from the following trivial property
of 00:
∀F ∀K (∀X0 ((X0 ⊂ K) ⇒ (F(X0) ⊂ K)) ⇒ (00X0 F(X0) ⊂ K))
This means we assume X0 ⊂ X and prove (X ∪ (X ⇒ X )[X0]) ⊂ X . This is easy.
Corollary 55. Subject reduction for  holds for closed terms of type N .
Proof. We assume  t :N . By the previous fact we get  t :N ′. But it is easy to
show that the interpretation of N ′ is the set of all -terms -equivalent to a -term
of the form fx (fn x). Therefore, we have t -equivalent to Rn= fx (fn x) for
some n. Thus, any term t′ obtained from t by -reduction can be obtained from Rn by
-expansion which implies  t′ :N because of Theorem 41 and because  Rn :N .
7. Further works
7.1. Applications
This paper lacks concrete examples of applications. Our idea is to design a small
programming language where you can give typing information in your program (in-
spired for Hoare’s logic [11]). Then a “compiler” should construct a proof from which
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we can extract this program together with a set of proof obligations for statement with
no algorithmic content.
The main quality of the system, is its expressive power. For instance, if we want
to program the primality test on integer, we can try to extract this program from the
proof of two distinct statements:
• ∀x(Nx⇒∃b(Bb  (b=1⇔Prime(x)))).
This statement uses the standard form ∀x(D(x)⇒∃y(D′(y)  S(x; y))) where D
and D′ are data-types and S is the speciJcation of the program we want.
• ∀x(Nx⇒ (Prime(x)‖¬Prime(x))).
This second form is more concise and really uses the expressive power of the
system.
However, in our paradigm, we start with a program! We do not know which kind of
statement will be easier to manipulate to build a proof from which we can extract the
program. So we should Jnd a framework for our programming language where the full
power of the system is accessible not to limit the possibility of the users.
This approach is identical to Parent’s work [18] using the Calculus of Inductive Con-
structions, but we hope to have a more Pexible (and thus powerful) way of annotating
programs using the expressive power of our system.
7.2. Theoretical progress
The problem of Jnding a Jnite axiomatization for -reduction is studied and solved
in [24] by adding a few more axioms and rules. Moreover, we also prove in this
paper the completeness (using these new axioms) of system ST with respect to the
realizability semantics we gave.
However, these axioms are not really useful to prove or extract a program. There are
two reasons: the axioms given in this paper were the only needed for all the examples
we tried, so in practice it really seems that adding new axioms is only necessary to
get theoretical result on the system.
Another point is the fact that subject-reduction for -reduction is not useful to prove
a program! What you really need is subject-reduction for -expansion!! Indeed, if you
want to prove a property of a program t, you may need to give arguments to t and
reduce it. But we do this moving “up” in the proof and this correspond to -expansion!
Subject-reduction for -reduction would really correspond to a proof were we -expand
a program to prove it.
The main argument for the need for subject-reduction for -reduction is the cor-
rectness of the system. But our semantics can play a similar role. Furthermore, we
have seen in Section 6 that we can prove subject-reduction in the particular case of
data-types which is really where it is needed: a program whose type says it computes
a natural number will really compute a natural number.
Another question, is the proof theoretical strength of the propositional version of our
system. Most of this paper only uses quantiJcation on variables of sort 	. If we limit
ourselves to that system, we can already deJne Church numeral and get the power of
second-order arithmetic (we can deJne zero and successor in the system, prove they are
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distinct and that successor is injective and we can write a deJnition of natural numbers
implying the induction schema using the direct image deJnable in our system). We
plan to make that idea more precise (at the moment the proof is only a sketch and
may be wrong). But can we do better than second-order arithmetic like higher-order
logic?
7.3. Work on the axioms
The extra axioms and rules can seem awkward as they were introduced one by one
to get the wanted examples and later to get the completeness for realizability proved
in [24].
This is not completely true: Jrst the author tried hard to simplify the axioms as
much as possible and even to prove them (if they remain, it is because we failed to
derive them). In fact, all the axioms have a clear semantical meaning and therefore a
simple soundness proof.
What is really needed is to study the independence of all the axioms and rules given
in this paper and in [24]. This will probably lead to a simpliJcation of the system. But
this is not a simple task (except for one or two axioms or rules, for syntactic reasons)
and here is an example showing why it is diUcult:
If you want to study the set of axioms giving subject-reduction for -reduction
(either those in this paper giving a partial result or those in [24]), you need to study
the di'erence between the two following semantics:
• The semantics where types are interpreted by sets of -terms closed for -equi-
valence (this is the semantics we used here).
• The semantics where types are interpreted by sets of -terms stable under -expan-
sion and -equivalence only.
The problem is that it is very hard: as far as the author knows, nobody exhibited
a closed type in system F (or system ST) whose interpretation is di'erent in both
semantics. Moreover, we know that both semantics coincide on ∀-positive types and
that if they coincide on types A and B then they coincide on type A⇒B.
Proving that such a closed type exists would prove that some axioms or rules are
really needed to get subject-reduction for . This argument shows that this problem is
hard and it is likely that if you introduce (as I do) more than one axiom for this, then
it will be even harder to prove that they are independent one by one.
We are now working on this interesting problem.
Appendix A. Summary of the denitions and axioms
A.1. De:nitions
⊥	 :=∀		 X X (Def. 12)
⊥o :=∀	oX ∀	oY (X ⊂ Y ) (Def. 12)
C. Ra)alli / Annals of Pure and Applied Logic 122 (2003) 107–130 129
	 :=∀		 K(∀	oX (X ⊂ K) ⇒ K) (Def. 12)
o :=∀	oX (X ⊂ X ) (Def. 12)
A  P :=∀K ((A ⊂ (P ⇒ K)) ⇒ K) (Def. 20)⋃
x A(x) :=∀K (∀x (A(x) ⊂ K) ⇒ K) (Def. 24)
A[B] :=∀X ((A ⊂ (B ⇒ X )) ⇒ X ) (Def. 29)
A−1[B] :=
⋃
X (X  (A ⊂ (X ⇒ B))) (Def. 29)
A ∩ B :=⋃X (X  ((X ⊂ A) ∧ (X ⊂ B))) (Def. 32)
A ∪ B :=∀K ((A ⊂ K) ⇒ (B ⊂ K) ⇒ K) (Def. 32)
P ‖ Q :=∀X ((P ⇒ X ) ⇒ (Q ⇒ X ) ⇒ X ) (Def. 32)
XA(X ) :=∀X (X ⇒ A(X )) (Def. 33)
A.2. Axioms and extra rules
∀A;B (∀x (A(x) ⇒ B(x)) ⊂ (∀x A(x) ⇒ ∀x B(x))) (Axiom 6)
∀P ∀A;B (P ⇒ A ⇒ B ⊂ (A ⇒ P ⇒ B)) (Axiom 6)
∀A;B (A ⊂ (⊥	 ⇒ B)) (Axiom 14)
  t : (P ⇒ ⊥	) ⇒ ⊥	
 P
(Axiom 14)
; x :AA ⊂ B
 A ⊂ B
(Axiom 14)
∀F ∀A (∀x (F(x) ⇒ A) ⊂ (⋃x F(x) ⇒ A)) (Axiom 26)
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