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Abstract
Pulsars are nature’s premier laboratories for high-energy physics. They were
discovered in the late 1960’s via the detection of bright, strongly pulsed radio
emission, caused by the intersection of the line of sight with highly collimated
beams of radiation, rotating with the central neutron star. Since that time, the
mechanism by which the radio emission beams are produced has remained one of
the most tantalising mysteries in astrophysics.
This thesis attempts to shed light on the emission physics by following a
program of mapping out the quasi-stable subbeams (i.e. discrete components of
the total emission beam) that are hypothesised to give rise to the phenomenon
of subpulse drifting. If the subbeams are arranged in a circular pattern about
the magnetic axis, and rotate steadily around it, as conjectured by the carousel
model (Ruderman and Sutherland, 1975), then the mapping can be achieved by
means of the Cartographic Transform (Deshpande and Rankin, 2001).
The application of the Cartographic Transform to obtain the average polar
pattern of the carousel depends on steady, uninterrupted rotation of the sub-
beam carousel. However, in practice, in some pulsars, the pattern of subpulse
drifting is quite irregular, thereby presenting a natural challenge to the assump-
tions underlying the carousel model. This thesis focuses on one such pulsar, PSR
B0031−07, whose drifting pattern is shown to exhibit both sudden changes (due
to multiple drift modes and nulling) and gradual changes (accelerations of the
drift rate). The characterisation of the gradual changes reveals that, unlike other
pulsars showing similar behaviour, the acceleration period is not confined to the
period of time following a null sequence, but is ubiquitous, occurring throughout
the entire duration of the drift sequences.
B0031−07’s subpulses are also shown to appear at slightly different rotation
phases when viewed at different frequencies, a feature that cannot be straightfor-
wardly explained with the carousel model alone. In general, asymmetric phase
shifts of integrated pulse profile features can be explained by the well-established
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effects of aberration and retardation (AR), two relativistic effects which are re-
lated to the height of the emission regions above the pulsar’s surface. In this
thesis, AR effects are applied to the carousel model for the first time in order to
determine whether they can be responsible for the subpulse phase shifts observed
in B0031−07 and other pulsars. The analysis is explored both analytically and
numerically, the latter being developed into an open source software suite, PSR-
GEOM, which can simulate pulsar data from given carousel parameters, and can
be applied to the study of any pulsar exhibiting subpulse drifting.
A carousel configuration is inferred for B0031−07, which explains how its
different drift modes can appear to have different drift rates while maintaining
a single carousel rotation rate, namely, by changing the number of sparks in the
carousel. This is a major advance in our understanding of this pulsar, which can
now have its carousel rotation rate measured and compared with the predictions
of the carousel model. They are found to agree to first order, but it is understood
that both the measurement of the carousel rotation rate and the theoretical model
must be refined before such measurements can be used to discriminate between
alternative models.
The challenges of understanding B0031−07’s complex drifting dynamics are
not unique to this pulsar, and the analyses undertaken here may be applied to
other, similar pulsars. Characterising B0031−07’s unusual drifting behaviour has
brought the goal of mapping out its emission regions within reach. Future ob-
servations of this and other pulsars with current- and next-generation telescopes,
especially those with large frequency coverage and high time resolution, promise
to resolve several outstanding mysteries for how and why the drifting behaviour
of so many pulsars appears to depart from that which is predicted by the carousel
model. In this way, the radio pulsar emission mechanism is slowly, but surely,
revealing its secrets.
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Chapter 1
Background and Introduction
1.1 Overview and Aims
Pulsars are rapidly-rotating compact neutron stars with typical masses of 1.4M
and rotation periods ranging from a few milliseconds to over 20 seconds (Tan
et al., 2018). In the vicinity of the star, gravitational and magnetic fields are ex-
tremely strong, making them unique environments for studying physical regimes
that can’t be replicated in Earth-based laboratories. Neutron stars were first
predicted by Baade and Zwicky (1934), and confirmed more than 30 years later
when newly discovered pulsed radio sources were positively identified as rotating
neutron stars (Hewish et al., 1968; Gold, 1968).
It was long assumed that these objects would only be detectable by indirect
means (Zwicky, 1939)—their direct detection by means of pulsed radio waves
came as a complete surprise. Moreover, the radio emission is so intrinsically bright
that it was quickly realised that the radio emission mechanism, whatever it is,
must be a coherent process and that the emission must be strongly beamed owing
to the fact that the observed signal is strongly pulsed. Work immediately began
in the late 1960’s to model the emission process; even though steady progress was
made over the succeeding decades, understanding the physics that governs the
radio emission remains one of the most important open problems in astrophysics.
1
The primary reason for the difficulty of the problem is evidently the complexity
of the pulsars themselves as well as their detected signals which vary on a huge
range of timescales and frequencies, with no two pulsars behaving the same way.
Although some of this behaviour is attributable to propagation effects through
the interstellar medium (ISM) along the line of sight, it is clear that much of
the variation is intrinsic to the pulsar itself. In particular, the radio emission
is thought to originate in the pulsar’s magnetosphere—the dynamic plasma that
surrounds the central star—at some altitude, or range of altitudes, above the
stellar surface. The necessary existence of the magnetosphere was deduced within
only a couple of years of the pulsars’ discovery (Goldreich and Julian, 1969),
and all leading models of pulsar emission are predicated on the assumption that
it is the magnetospheric particles travelling at relativistic speeds that produce
the observed radio emission. Thus, understanding the emission mechanism is
tantamount to understanding the behaviour of relativistic plasma in the ultra-
strong gravity and magnetic field regimes.
Observing the structure of magnetospheres on short time and spatial scales is
the most direct way to study the behaviour of relativistic plasma. Unfortunately,
neutron star magnetospheres have minuscule angular diameters when viewed from
Earth (. 1µas), putting them well beyond the ability of even the best telescope
systems to image them directly at typical pulsar frequencies1. On the other
hand, the fact that the pulsar is rotating means that an Earth-bound observer
samples a different part of the emission beam as a function of the pulsar’s rotation
phase. Thus, although direct imaging magnetospheres is impossible, one can
make inferences about their three-dimensional structure and dynamics from their
“one-dimensional” signals, i.e. their time series.
In this chapter, pulsar signals are introduced from a purely observational per-
spective, that is to say, without reference to the physical models that give rise to
1At higher radio frequencies, the Event Horizon Telescope has achieved ∼ 35µas resolution
using a global Very Long Baseline Interferometer (VLBI) network (Event Horizon Telescope
Collaboration et al., 2019)
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them. The raw signals as they appear at the telescope are described in Section
§1.2, as well as some basic transformations that allow us to view the signals in
more intuitive ways. The received signal is necessarily a distorted version of the
intrinsic pulsar signal, since it has passed through the cold plasma of the ISM,
the Earth’s ionosphere, and the telescope itself, before being recorded and anal-
ysed. Section §1.2.5 outlines the theory describing these distortions as well as
the available techniques for mitigating or removing them to recover the intrinsic
signal. Next, Section §1.3 showcases the sheer variety of pulsar signals. One
class of signal is given particular emphasis: those that exhibit the phenomenon
of subpulse drifting, which is where the rotation phases of subpulses (the dis-
crete bursts of emission observed from pulse to pulse) drift gradually over time.
Subpulse drifting is described in detail in Section §1.3.6.
The central theme of this thesis is subpulse drifting and its interpretation by
one of the most popular models that attempts to explain them, the carousel
model, originally proposed by Ruderman and Sutherland (1975). The carousel
model holds that there are quasi-stable, discrete structures that exist very close to
the stellar surface and that the observed modulation of subpulses is the signature
of the structures’ regular, periodic motion around the pulsar’s magnetic axis.
Despite its popularity, the carousel model is somewhat controversial. This is
partly because it implicitly relies on a specific emission mechanism—coherent
curvature radiation—which, from a plasma physics point of view, is argued to be
untenable (see, e.g. Melrose, 2017), and partly because there are a number of more
complex pulsar behaviours which, in its simplest form, it cannot easily explain
(e.g. Edwards, 2006). Although alternative models exist (e.g. the non-radial
oscillation model of Rosen et al., 2011), only the carousel model is investigated
in this thesis.
The description of the carousel model starts with the physical objects themselves—
neutron stars and their immediate environments—which is given in Section §1.4.
The physical assumptions of the carousel model are stated explicitly, drawing at-
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tention to the main differences between this model and alternative emission mech-
anisms. Finally, the cartographic transform of Deshpande and Rankin (2001) is
introduced in Section §1.5.3.1. This is a transformation from the time coordinate
of the pulsar signal to two-dimensional spatial coordinates of the emission beam,
centred on the magnetic axis.
Every pulsar is observationally unique, and studies of the emission mechanism
can either focus on explaining the peculiarities of individual pulsars, or making a
comparative study of a large sample of pulsars. This thesis takes the former ap-
proach, with the primary object under investigation being PSR B0031−07. This
pulsar was chosen because its single pulses exhibit many interesting behaviours
that are associated with subpulse drifting and, hence, the carousel model. Specif-
ically, three aspects of subpulse drifting (both in B0031−07 and in a few other
pulsars) are investigated in detail:
1. Observational evidence that the carousel rotation speeds up, or slows down,
on relatively short time scales (the model predicts a constant rotation rate),
2. The carousel rotation rate itself (which is difficult to measure, but often
found to be slower than the model predicts), and
3. The subpulse drifting behaviour changing as a function of observing fre-
quency (the model itself predicts no frequency dependence whatsoever).
The difficulty in either proving or disproving the carousel model itself is that
one can almost always extend the model to incorporate one or more of the above
phenomena. Some such extensions are specifically tailored to explain the observed
behaviour in terms of the carousel model, while others enjoy wider observational
support and are therefore more established. The question posed here is twofold:
(1) Can pulsars like B0031−07 be understood in terms of the carousel model
without stretching the model too far to accommodate their observed peculiarities?
and (2) Is there a way to test the carousel model definitively? The answers to
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these questions require both careful modelling of the observed pulsar behaviour
and the subtle predictions of the carousel model and its extensions.
1.2 Properties of observed pulsar signals
1.2.1 Raw signals
A telescope trained on a pulsar signal is able to record the incoming flux only
over a limited range of frequencies and at some time resolution, determined by
the available hardware and software comprising the complete telescope system.
The signal can thus be described as intensity as a function of time and frequency,
I˜(t˜, ν˜), where the tilde signifies the quantities measured by the telescope. As I˜ is
both a function of time and frequency, we refer to it as a dynamic spectrum. In
the event that the telescope is equipped with the means of sampling linearly inde-
pendent polarisations, full polarimetric information of the signal can be obtained,
yielding the full-Stokes parametrisation:
I˜(t˜, ν˜), Q˜(t˜, ν˜), U˜(t˜, ν˜), V˜ (t˜, ν˜),
Q˜2 + U˜2 + V˜ 2 ≤ I˜2
(1.1)
The received signal is composite—it contains information about both the in-
trinsic pulsar emission and any distortions introduced en route to the observer,
including distortions and noise introduced by the electronic subsystems of the
telescope. Since the primary goal of this thesis is to study the intrinsic emis-
sion, both kinds of distortion are a hindrance. Fortunately, many of the most
significant distortions can be accounted for and “undone”, in the sense that the
measured signals I˜(t˜, ν˜), etc., can be transformed into an “undistorted” signal
that approximates the intrinsic signal.
I(t, ν)← I˜(t˜, ν˜), etc. (1.2)
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The causes of these distortions—and the methods used to either rectify or mitigate
them—are varied, and are discussed in Section §1.2.5. In the meantime, the
reader may assume that the data presented in the following sections have already
been transformed according to Eqn. (1.2), and represent the closest possible
approximations to the intrinsic signal.
1.2.2 Pulsar time series
The characteristic feature of observed pulsar signals is the fact that they appear
temporally pulsed, and, moreover, that the period of the pulses is on average
extremely regular. Very often, the signal-to-noise of an individual frequency
channel is too low to observe individual pulses—it can be boosted by summing
the available frequency channels together. In this way, we produce the time series:
Its(t) =
N∑
i=1
I(t, νi), (1.3)
where νi is the ith frequency channel (out of N); similarly for the other polar-
isations. This procedure, called frequency scrunching, naturally obliterates any
information about frequency-dependent structure in the signal, trading it in for
increased signal-to-noise. In the most optimistic case (no frequency structure
across the observing band), frequency scrunching boosts the signal-to-noise by a
factor of
√
N .
Fig 1.1 shows a portion of the frequency-scrunched time series of the pulsar
B0950+08. The pulses have period2 of P1 ≈ 0.253 s, with the pulses themselves
being . 10 ms wide.
2The subscript “1” in P1 serves to distinguish the pulse period, associated with the pulsar’s
rotation, with other periods associated with the subpulse drifting phenomenon, introduced in
later sections.
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Figure 1.1 A sequence of 14 consecutive pulses of B0950+08 recorded using the
Murchison Widefield Array. The original 3072 frequency channels (spanning 170-
200 MHz) have been scrunched to produce this time series. Even in this short
example, it is apparent that the individual pulses vary by more than the noise.
1.2.3 Pulse stacks
It will be argued later more rigorously (§1.4.1) that the periodicity of the pulses
is due to the rotation of the neutron star, with the average elapsed time between
pulses, P1, being identified with the rotation period of the neutron star. Hence,
it is of theoretical interest to view the data as a function of rotation phase rather
than a function of time. One can do this by transforming the time series into a
two-dimensional image via
Ips(p, ϕ)← Its(t),
p←
⌊
t
P1
⌋
, ϕ← 2pi
(
t
P1
− p
)
,
(1.4)
where p ∈ Z is the pulse number and 0 ≤ ϕ < 2pi is the rotation phase in
radians. Actually, the transform given above is only a first-order approximation
that assumes a constant period. With a long enough time series, it is possible to
measure the first-order perturbation of the period, i.e. its first time derivative
P˙1 ≡ dP1
dt
(1.5)
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Where such a measurement is possible, all pulsars are shown to have non-zero
values of P˙1, and the vast majority have P˙1 > 0—i.e. the rotation is slowing down
(Fig. 1.2).
Where observations span a long enough time (years, decades), a variation in
P˙1 can been measured, yielding approximate values of the next highest order
derivative, P¨1 (e.g. Hobbs et al., 2004). Moreover, some pulsars glitch, the term
used to describe a sudden and dramatic change in P1 that is thought to be caused
by a sudden reconfiguration of the neutron star’s internal structure (Baym et al.,
1969; Espinoza et al., 2011)3. The historical measurements of the period and its
derivatives are summarised in publicly available pulsar ephemerides4 (Manchester
et al., 2005), which can then be used to calculate the correct form of the transform
(1.4).
Conveniently, the algorithms for transforming a raw time series into one as
a linear function of rotation phase have been implemented in the open source
software packages TEMPO and TEMPO2 (Hobbs et al., 2006). TEMPO2, which
is used in this thesis, also includes a host of other algorithms designed to counter
other timing distortions that are discussed more fully in Section §1.2.5. A full de-
scription of these algorithms can be found in Edwards et al. (2006), and references
therein.
The duration of pulsar observations presented in this thesis (∼hours) is short
relative to the time scale over which the non-zero P˙1 would cause significant
departure from a model that assumes P˙1 = 0 (∼months). Thus, Eqn. (1.4) can
be considered a convenient, simple, and still very accurate approximation for our
purposes. In practice, however, all the data were processed using TEMPO2 using
the most up-to-date ephemerides available.
The result of Eqn. (1.4) is a two-dimensional image called a pulse stack (see
Fig. 1.3), with pulse numbers running up the vertical axis, the rotation phase
along the horizontal axis, and the colour scale representing the intensity, I. For
3http://www.jb.man.ac.uk/pulsar/glitches.html
4http://www.atnf.csiro.au/research/pulsar/psrcat
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Figure 1.2 A plot of pulsar periods, P1, against period derivatives, P˙1. The lower
left population are the so-called millisecond pulsars (MSPs). The data are from
the ATNF Pulsar Catalogue (Manchester et al., 2005), catalogue version 1.60.
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convenience, the pulse itself is usually centred in the pulse stack and the phase
allowed to run from −pi to pi (or, equivalently, from −180◦ to 180◦), rather than
from 0 to 2pi.
1.2.4 Pulsar profiles
Pulse-to-pulse variation is a feature of all pulsars which speaks to the dynamic
nature of the emission process. Nevertheless, even a cursory inspection of pulse
stacks of different pulsars reveals that they can have vastly different average
properties. A pulsar’s integrated pulse profile (also sometimes called its average
profile, or more succinctly, its profile) is the curve that results from averaging the
intensity at each rotation phase:
Ipr(ϕ) =
1
N
N∑
k=1
Ips(pk, ϕ), (1.6)
where N is the number of pulses taken in the average. The process of applying
Eqn. (1.6) is called folding. As in the case of frequency scrunching (Eqn. (1.3)),
forming a profile increases the signal-to-noise by up to a factor of
√
N ; however,
this process obliterates information about pulse-to-pulse variation.
Because the phase is assumed to be associated with the neutron star’s rotation,
the shape of a pulsar’s profile contains information about the geometry of the
emission regions in the vicinity of the pulsar. The variety of profile shapes is
astounding, considering the small number of parameters needed to describe the
Earth-pulsar geometry. Profiles of individual pulsars can also change as a function
of both time (Section §1.3.6.6) and observing frequency (see Section §1.3.5).
Once a profile has been formed, one can readily identify the range of rotation
phases that show emission, termed the pulse window . Two standard profile width
measurements are w50, measured at 50% of the peak height, and w10, measured
at 10% of the peak height. From either of these, one can estimate the duty cycle,
δ = w50/P1 or δ = w10/P1. The approximate signal-to-noise ratio can be found
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Figure 1.3 A sequence of 100 pulses of B0950+08 from observations made with
the Murchison Widefield Array (MWA) at 185 MHz. The data are displayed in
a two equivalent forms of a pulse stack image, where intensity is shown either as
height (left) or as colour (right). In both cases, the plots are zoomed into the
140◦ centred on the region of brightest emission. The pulse-to-pulse variation is
again clearly evident (cf. Fig. 1.1). The top panel shows a normalised pulse
profile, calculated from the entire observation (785 pulses).
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by comparing the peak signal to a section of the noise outside the pulse window.
Frequently, individual pulses are not bright enough to be observed above the
noise, and forming the pulse profile is the only way to affirm a detection of the
pulsar. This is how pulsars are often discovered (albeit via Fourier analysis in the
frequency domain rather than in the time domain), with most pulsars being too
dim and/or distant to see their individual pulses. Thus, the number of pulsars
that are amenable to analyses of their pulse-to-pulse variation is limited to those
that are sufficiently bright in the observing frequency range.
1.2.5 Distortions due to propagation effects
Once the signal has left the immediate environment of the pulsar, it is susceptible
to distortion by the interstellar medium (ISM) through which it propagates. In
order to study the intrinsic emission, it is therefore necessary to model these dis-
tortions and, to the extent possible, invert them to recover the original signal. In
the notation used above, the process of recovering the intrinsic signal is described
by the transformations
I(t, ν)← I˜(t˜, ν˜)
Q(t, ν)← Q˜(t˜, ν˜)
U(t, ν)← U˜(t˜, ν˜)
V (t, ν)← V˜ (t˜, ν˜)
(1.7)
or, more compactly in vector notation,
S(t, ν) = f(S˜(t˜, ν˜)), (1.8)
for some function f yet to be determined, and where the two arguments of S˜(t˜, ν˜)
are understood to map respectively to the unadorned arguments of S. If a par-
ticular distortion cannot be undone during post-processing (i.e. f is not an in-
vertible function), an alternative strategy is avoidance—one can often choose to
observe different pulsars, or the same pulsars at different frequencies, where the
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distortions are minimised.
Distortions come in three different flavours: (1) timing, (2) flux, and (3) po-
larimetric modulations. Timing distortions retard the arrival time of the signal at
the telescope by a non-uniform amount. Flux distortions augment or diminish the
intensity of the signal without affecting the arrival time. Polarimetric distortions
(such as a change in the signal’s polarisation angle) can technically be decom-
posed into coupled timing and flux distortions of the four Stokes parameters, but
it is conceptually simpler to think of it as its own class.
All of the propagation effects considered here arise from the fact that the prop-
agating medium, the ISM, is a cold, tenuous plasma whose constituent particles
are to all intents and purposes collisionless.
1.2.5.1 Dispersion
Dispersion5 is the frequency-dependent delay caused by the ISM’s greater-than-
unity refractive index. The dispersion delay of a photon with frequency ν is given
by (e.g. Lorimer and Kramer, 2005)
τ(ν) = D × DM
ν2
, (1.9)
where DM is the dispersion measure, defined as the column density of free elec-
trons along the line of sight,
DM ≡
∫ D
0
ne(`) d`, (1.10)
where ne(`) is the electron number density, D is the Earth-pulsar distance, and
d` is a line segment along the line of sight. The dispersion constant, D, is related
5In the context of pulsar signals, and throughout this thesis, the term “dispersion” always
means the effect that is due to the ISM.
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to the plasma frequency, and is given by
D ≡ e
2
4pi2meε0
, (1.11)
where e is the charge of an electron, me is its mass, and ε0 is the permittivity
of free space. Converting to more commonly used units, Eq. (1.9) can be more
conveniently expressed
τ(ν) = 4.148808± 0.000003 ms×
(
DM
pc cm−3
)(
ν
GHz
)−2
, (1.12)
Pulsars at low Galactic latitudes (|b| . 15◦) have higher DMs (& 100 pc cm−3)
than pulsars at higher Galactic latitudes (. 100 pc cm−3) on account of the higher
concentration of free electrons in the Galactic disk. Along any given line of sight,
the measured DM provides a first-order estimate of the distance to the pulsar if
the average density of free electrons is approximately known (Cordes and Lazio,
2002; Yao et al., 2017).
Some pulsars show evidence of either a time-variable DM (Backer et al., 1993)
or small deviations from the expected ν−2 dispersion sweep (due to chromatic
dispersion effects, Cordes et al., 2016). However, such deviations are smaller than
the precision to which DMs are often measured (e.g. on account of the intrinsic
evolution of pulsar profiles over the observed frequency range, Ahuja et al., 2007),
on the order of . 10−3 pc cm−3. Across the MWA’s observing frequency range of
170 to 200 MHz, this is equivalent to a relative time delay of ∼ 0.04 ms, which
is much smaller than the finest time resolution used here (∼ 1 ms)6. For these
reasons, we use the historically measured DMs for the pulsars studied in this
thesis, and treat them as both constant and accurate up to the stated precision.
In the high time and frequency resolution limit, the dynamic spectrum that
is measured by the observer is a transformed version of the intrinsic dynamic
6However, Kaur et al. (2019) have recently reported DM variations of ∼ 10−4 pc cm−3 using
the MWA.
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spectrum, where the transformation is given by
S˜(t˜, ν˜) = S(t+ τ(ν), ν). (1.13)
An illustration of this effect is given in Fig. 1.4. The intrinsic dynamic spectrum
is easily recovered by the inverse process of dedispersion:
S(t, ν) = S˜(t˜− τ(ν˜), ν˜). (1.14)
In practice, a problem arises due to the finite size of the frequency channels. The
reason is that a single frequency channel has already effectively been scrunched
over the small bandwidth of the channel at some point during the signal process-
ing chain. Consequently, the signal is temporally smeared over an interval that
corresponds to the dispersive delay between the top and the bottom of the chan-
nel. By a suitable Taylor expansion of Eq. (1.12), the time scale of the resulting
dispersion smear is, to first order,
∆τDM ≈ 8.3µs×
(
DM
pc cm−3
)(
ν
GHz
)−3(
∆ν
MHz
)
, (1.15)
where ∆ν is the bandwidth of the given frequency channel.
Dispersion smear can be entirely mitigated by a process known as coherent
dedispersion (Hankins and Rickett, 1975) whenever the signal phase is known
(recall that I˜, Q˜, etc. are complex quantities). However, it is not necessary to do
so if the dispersion smear is smaller than the time scale of the temporal structures
being studied, as is the case for the pulsar observations analysed in this thesis.
Thus, Eq. (1.14) is applied to a whole channel with impunity, with ν˜ chosen to
be the centre frequency of that channel.
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Figure 1.4 An example of ISM dispersion in B1356−60, where the dispersion
measure is DM = 295 pc cm−3. Pulses at low frequencies arrive at the telescope
later than those at high frequencies due to the dispersion effects of the ISM
(Lorimer and Kramer, 2005).
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1.2.5.2 Scattering
A single photon leaving a pulsar may take one of several routes to Earth, due to
the refractive nature of the ISM. Consequently, an ensemble of photons leaving the
pulsar simultaneously will not all arrive at the telescope simultaneously. Those
which take a longer route (i.e. more refraction) will arrive later than those that
take a more direct route. The image of a pulsar is therefore smeared over a finite
angular range with the photons viewed along the boresight arriving slightly earlier
than those arriving off-axis. Typically, the angular broadened image, called the
scattering disk (∼mas at ∼ 300 MHz), is still much smaller than the resolving
power of individual radio telescopes, although ground-space interferometry has
recently successfully resolved the scattering disk of PSR B0329+54 (Smirnova
et al., 2014).
The temporal smearing of the pulse power can be modelled as a kernel H(t)
which is convolved with the intrinsic pulse such that
S˜(t˜, ν˜) = H(t, ν) ∗ S(t, ν). (1.16)
In the mathematically simple case that the material responsible for the scattering
resides in a thin screen7, the theoretical form of H(t) is a one-sided exponential,
H(t, ν) =
0, t < 0,H0e−t/τs t ≥ 0, (1.17)
where H0 is a normalisation factor (scattering preserves flux) and the scattering
time scale, τs, is, in general, a strong function of the Earth-pulsar distance, d, the
observing frequency, ν, and the distribution of scale lengths of the inhomogeneities
in the ISM. If we assume that the scale lengths have a Kolmogorov distribution,
7Thin, relative to the Earth-pulsar distance.
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Figure 1.5 A giant pulse from the Crab pulsar, B0531+21, simultaneously ob-
served at frequencies from ∼ 100 MHz to ∼ 3 GHz. An increase in scattering
time can be clearly seen at lower observing frequencies. (a) and (b) are from the
Parkes radio telescope, and (c), (d), and (e) are from the MWA (Meyers et al.,
2017).
then the scattering time scale obeys the proportionality (Cordes et al., 1985)
τs ∝ ν−4.4. (1.18)
The larger the scattering time scale τs, the more temporal broadening suffered by
each pulse—and because Eqn. (1.16) preserves flux, the signal-to-noise decreases,
as can be seen in Fig. 1.5. In addition, τs can sometimes be larger than the
pulsar’s rotation period, in which case the flux from one pulse can bleed into the
next, further masking the pulsating nature of the signal.
The filter function H(t, ν) was defined above for a simplified model of the
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ISM; in reality, the ISM is more complicated and therefore the proportionality
above should be taken as a first order approximation. In any case, however,
the scattering time scale is a very strong function of observing frequency, and
in cases where scattering would interfere with one’s particular science goals, the
most common strategy is avoiding the effects of scattering by observing the pulsar
at higher frequencies. In general, the convolution is not invertible, but various
deconvolution schemes such as cyclic spectroscopy (Demorest, 2011) and CLEAN-
based deconvolution (Bhat et al., 2003) have been advanced that, to one extent
or another, succeed in undoing the effects of scattering.
Similar to dispersion, since the scattering time scale is smaller than the tem-
poral structures being studied in this thesis, scattering effects are neglected.
1.2.5.3 Scintillation
The multipath propagation described in the previous section has another knock-
on effect: the constructive or destructive interference of two (or more) wave-
fronts that have arrived at the telescope at the same time along different routes.
Whether the net superposition of the arriving light rays is constructive or destruc-
tive depends sensitively on the geometry of the scattering medium in relation to
the Earth and the pulsar. As the pulsar moves relative to the ISM, and as the
Earth orbits the Sun, the observer passes through the interference pattern, see-
ing semi-regular amplifications or attenuations of the pulsar signal. Moreover,
because the angle of refraction and, hence, the size scale of the interference pat-
tern depend on frequency, the observed modulation of the intrinsic signal is a
function of both time and frequency:
S˜(t˜, ν˜) = A(t, ν)S(t, ν). (1.19)
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When A(t, ν) > 1, we say that the pulsar is “scintillating up”; when A(t, ν) < 1,
“scintillating down”8.
The function A(t, ν) embodies two characteristic properties which are of in-
terest to the pulsar observer, known as the scintillation bandwidth and the scin-
tillation time scale, which are the average bandwidth and the average time scale,
respectively, over which the signal modulation goes from constructive to decon-
structive interference. Both the scintillation bandwidth and time scale are them-
selves functions of frequency, given by the proportionalities (Cordes et al., 1986;
Romani et al., 1986)
∆νsc ∝ ν4.4
∆τsc ∝ ν1.2
(1.20)
There are different regimes of scintillation, which differ observationally in both the
bandwidth and time scale. For example, the time scale of diffractive scintillation
is typically of order minutes and hours (at ∼ 300 MHz), while that of refractive
scintillation is on the order of weeks and months.
Of the distortions discussed so far, scintillation is the arguably the least damn-
ing since the signal is not spread into other time/frequency bins, not to mention
the fact that often the pulsar can sometimes appear even brighter than average,
aiding its detection. If A(t, ν) were known, the inversion would be straightfor-
ward:
S(t, ν) =
1
A(t˜, ν˜)
S˜(t˜, ν˜). (1.21)
In principle, scintillation is only distinguishable from fluctuations in the intensity
of the intrinsic signal by the time scales involved. Generally, the scintillation time
scale (in any regime) is much longer than the rotation period, P1, so pulse-to-
pulse variations in intensity can be considered an intrinsic characteristic of the
pulsar signal. Although the scintillation timescale is often shorter than the length
8Here, A(t, ν) is being treated as a real scalar, but in reality scintillation is more accurately
modelled as a complex transfer function, not unlike Eq. (1.16) above. The phase information
can, via cyclic spectroscopy, be used to completely “undo” the effects of scintillation (e.g. Walker
et al., 2013).
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of an observation, it can be easily identified in the dynamic spectrum (see, e.g.,
Fig. 2.4). Fortunately, when observations cover a wide enough frequency range
(i.e. for observing bandwidths  ∆νsc), the value of A(t, ν) will average out to
≈ 1 in any given time bin. Thus, even though scintillation effects are known to be
present in the observations discussed in this thesis, they are neglected—partly for
the reason just given, and also because the analyses, which are mainly concerned
with pulse-to-pulse variations, are not greatly affected.
1.2.5.4 Faraday rotation
The final propagation effect to consider is Faraday rotation, which is the rota-
tion of the polarisation angle of the incident light as it passes through the ISM.
It occurs because the ambient magnetic field permeating the ISM introduces an
asymmetrical effect on oppositely circularly polarised light (into which any ar-
bitrary polarisation state can be decomposed). Left-handed circularly polarised
light will thereby experience a slightly different refractive index than its right-
handed counterpart, with the net effect that the superposition of the two (i.e.
the total propagating wave) will experience a net rotation.
Like the other distortions, Faraday rotation is strongly frequency-dependent.
The total amount of rotation experienced by the incident ray as it passes through
the ISM is (e.g. Lorimer and Kramer, 2005)
∆ψ = RMλ2, (1.22)
where λ = c/ν is the ray’s wavelength, and RM is the rotation measure
RM ≡ e
3
8pi2ε0m2ec
3
∫ d
0
ne(`)B‖(`) d`, (1.23)
where B‖(`) is the component of the magnetic field at distance ` which is parallel
to the line of sight, and the other terms are as defined in Eq. (1.11). Like the
DM, the value of RM is measured empirically on a pulsar-by-pulsar basis, for
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example, by the method of RM-synthesis (Burn, 1966; Brentjens and de Bruyn,
2005).
Faraday rotation affects only the Stokes parameters Q and U . The transfor-
mation between the intrinsic quantities (I, Q, etc.) and the observed quantities
(I˜, Q˜, etc.) under a Faraday rotation of ∆ψ radians is
S˜(t˜, ν˜) = MrotS(t, ν), (1.24)
where
Mrot =

1 0 0 0
0 cos(2∆ψ) sin(2∆ψ) 0
0 − sin(2∆ψ) cos(2∆ψ) 0
0 0 0 1
 (1.25)
Correcting for Faraday rotation, once the RM is known, is accomplished by in-
verting Eq. (1.25):
S(t, ν) = M−1rotS˜(t˜, ν˜). (1.26)
1.2.5.5 Pulsar ephemerides
The effects of dispersion, scattering, scintillation, and Faraday rotation as they
apply to a given pulsar signal are summarised, along with a host of other timing-
related effects, in published pulsar ephemerides. These ephemerides are most
commonly used to facilitate the transformation from the raw signal S˜(t˜, ν˜) to the
intrinsic signal S(t, ν).
An excellent, publicly available catalogue of pulsar ephemerides is maintained
at http://www.atnf.csiro.au/people/pulsar/psrcat/ (Manchester et al., 2005).
The contents of the catalogue are also available via a program called PSRCAT,
which can be downloaded from the same website. An example of an ephemeris
file, generated by PSRCAT, is shown in Fig. 1.6.
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PSRJ J0034 -0721
RAJ 00:34:08.8703 1.000e-04
DECJ -07:21:53.409 2.000e-03
DM 10.922 6.000e-03
PEPOCH 46635.00
F0 1.0605004987209 1.900e-12
F1 -4.59098E-16 7.000e-21
PMRA 10.37 8.000e-02
PMDEC -11.13 1.600e-01
POSEPOCH 52275
DMEPOCH 56843
F2 2.1E-28 6.000e-29
RM 9.89 7.000e-02
PX 0.93 8.000e-02
EPHVER 2
UNITS TDB
Figure 1.6 Example of a pulsar ephemeris file (B0031−07). The columns are (1)
property name, (2) property value, (3) uncertainty
1.3 Properties of intrinsic pulsar emission
Once propagation effects of the ISM have been accounted for (see the previous
section), the resulting dynamic spectrum is expected to be a close approximation
to the intrinsic pulsar signal. The ultimate goal of studying intrinsic pulsar
signals is to produce a physical model of the radio emission mechanism. This,
however, has proved challenging over the decades, for several reasons. Firstly,
the environment around a pulsar is thought to be in an extreme regime (strong
magnetic and gravitational fields, ultra-relativistic particle energies) that do not
exist on Earth. That is to say, the relevant plasma models cannot be easily
reproduced and tested in laboratory settings. Secondly, intrinsic pulsar signals
exhibit an impressively large range of behaviours and morphologies; each pulsar
appears to have characteristics that are unique to it. Thus, many models are
capable of explaining some subset of pulsar behaviours but ultimately fail to
explain all pulsars.
The goal of this section is to introduce some properties of intrinsic pulsar
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signals that are common (if not ubiquitous) in the population of known pulsars,
and to make some elementary deductions, where possible, about the nature of the
underlying radio emission mechanism. Often the interpretation of these properties
depends on the specific emission mechanism being considered. In these cases, the
interpretation is deferred until the main emission mechanism treated in this thesis
has been introduced.
1.3.1 Brightness
1.3.1.1 Brightness temperature
In the radio regime of pulsars, we can define the measured brightness temperature
to be (Cordes, 1979)
Tb ≡ SD
2
2pikB(ν∆t)2
,
' 1030 K×
(
S
Jy
)(
ν
GHz
)−2(
∆t
µs
)−2(
D
kpc
)2 (1.27)
where ν is the observing frequency, S is the peak flux density measured in Jy (=
10−26 W m−2 Hz−1), kB is the Boltzmann constant, ∆t is the time scale of pulsar
signal variations, and D is the distance to the pulsar. For even modest values of
S, ∆t, and D, the implied brightness temperature is several orders of magnitude
above the inverse Compton limit of approximately 1012 K, which is the theoretical
upper limit for an incoherent source of synchrotron radiation (Kellermann and
Pauliny-Toth, 1969; Melrose, 1992). In extreme cases, such as the Crab pulsar
which emits “giant” pulses (S > 100 kJy) on nanosecond time scales, measured
brightness temperatures can reach approximately 1039 to 1042 K at 4 to 6 GHz
(Hankins et al., 2003; Jessner et al., 2005; Hankins et al., 2016). Because the
brightness temperatures are so much higher than the inverse Compton limit, the
radio emission mechanism must be a coherent process. That is, if one considers
the overall emitted wave as the sum of contributions by individual photons, then
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the phases of the photons (treated as wave packets) must be strongly correlated.
Understanding how this is accomplished in the vicinity of pulsars remains the
central challenge of understanding the radio emission mechanism.
1.3.1.2 Spectral index
Pulsars that have been observed for long enough for scintillation effects to be
averaged out can have their spectra reliably measured. In general, pulsars have
negative spectral indices in the radio band—i.e. they are brighter at lower fre-
quencies. In many cases, this trend continues down to the lowest frequencies that
can be observed from Earth’s surface, but there are also pulsars which show a
turn-over at low frequencies (. 200 MHz).
The spectral index, α, is defined assuming a power-law relationship between
flux density and frequency:
Sν ∝ να, (1.28)
where Sν is the flux density at frequency ν. Population studies show the spectral
index to have a mean value of −1.4 and a standard deviation of 1 (Bates et al.,
2013), although it should be noted that there are many pulsars whose spectra
are not well described by a simple power law model (Jankowski et al., 2018).
Naturally, a viable model of the emission mechanism must be able to predict the
observed spectra.
1.3.2 The time scales of intensity variation
Pulsar time series show that the pulse-to-pulse emission is highly stochastic in
nature, and that the duration of individual bursts of emission is usually much
shorter than the pulse window. Because of this, we use the word pulse as a
collective term for all emission that occurs within one period, P1, and subpulse
to denote an individual burst of emission within a pulse. Thus, a pulse may
contain any number of subpulses (including zero). The meaning of these terms is
illustrated in Fig. 1.7
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The question naturally arises whether the subpulse is the basic unit of emis-
sion, or whether temporally finer structures exist. When the autocorrelations of
the time series were computed, structures on microsecond time scales were re-
vealed as a distinct distribution from subpulse time scales (Cordes, 1979, 1981).
That is to say, when sufficiently high time resolution is available, subpulses are
seen to be made up of much shorter discrete emission events, collectively termed
microstructure. In a similar manner, a population of events on the order of
nanoseconds (nanostructure) has been discovered in a few, very bright pulsars
(e.g. the Crab pulsar, B0531+21; Hankins et al., 2003), but it remains unclear if
this phenomenon is widespread.
The existence of distinct regimes of time scales of emission events over so
many orders of magnitude (from ∼ 10−9 to 10−3 s) implies a complex hierarchy
of different spatial structures in the emitting medium, offering important clues
to the nature of the emission mechanism. However, whether or not all pulsars
exhibit microstructure or nanostructure, or whether there are different emission
mechanisms responsible for emission on different timescales, is as yet unknown.
This thesis, however, deals only with subpulses, whose time scales are typically
between 2 and 3 orders of magnitudes shorter than the period, P1. For “ordinary”
pulsars (P1 ∼ 1 s), this implies time scales on the order of a few milliseconds, and
emission beam substructures of no more than a few degrees of rotation phase.
Figure 1.7 A diagram illustrating the meaning of the terms pulse, subpulse, inte-
grated profile, and pulse window.
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1.3.3 Nulling
In many pulsars, there are sporadic time intervals during which no emission is
detected, a phenomenon called nulling (Backer, 1970b; Ritchings, 1976; Wang
et al., 2007). Both the onset and cessation of nulling appears to be universally
rapid, with the transition from the “on”-state (sometimes called a burst sequence)
to the “off”-state (a null sequence), and vice versa, occurring within a single
pulsar rotation (e.g. Fig. 1.8). The fraction of time that a given pulsar is in a
nulling state is called its nulling fraction, and reported values of null fractions run
the gamut from 0% to almost 100%. The duration of individual nulling events
can also vary widely for a single pulsar. B0031−07, for example, contains both
short-duration nulls lasting a few pulses interspersed with long-duration nulls
lasting hundreds of pulses (Joshi and Vivekanand, 2000).
Nulling occurs pseudo-randomly in time, and thus unconnected to explana-
tions such as eclipsing by a companion object, or precession of the pulsar beam
away from our line of sight, which imply strictly periodic nulling. Nulling appears
to be intrinsic to the emission mechanism, representing a distinct “emission”
state. That is to say, they are not merely the tail end of an energy distribu-
tion that dips below the detection threshold (Ritchings, 1976). This is further
supported by the widespread observational fact that nulling is a broadband phe-
nomenon (Gajjar et al., 2014), although exceptions are known (e.g. Bhat et al.,
2007). Nulling is known to affect the properties of the burst emission just pre-
ceding and following a null sequence (e.g. Lyne and Ashworth, 1983). Despite
the preponderance of nulling in the known pulsar population, it is not well un-
derstood; emission mechanism models tend to focus on explaining the properties
of burst states rather than the existence of null states.
1.3.4 Polarisation
Light can be completely unpolarised (Q = U = V = 0), completely polarised
(Q2 +U2 +V 2 = I2), or partially polarised (0 < Q2 +U2 +V 2 < I2). For partially
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Figure 1.8 A pulse stack of B0031−07 showing both relatively short (pulses 83-90)
and long (pulses 110-179) null sequences.
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or completely polarised light, the polarisation state is generally elliptical, which
can be described in terms of linear and circular components. Together with
the polarisation position angle (PPA) and the total intensity, these comprise an
alternative basis for describing the polarisation state that is more amenable to
physical interpretation. The transformation from Stokes parameters to the new
basis is
I ← I
L←
√
Q2 + U2
V ← V
ψ ← 1
2
arctan
(
U
Q
)
,
(1.29)
where L is the linear polarisation, V is the circular polarisation, and ψ is the
PPA.
Pulsars are generally highly polarised sources with the fraction of linear po-
larisation, L/I, reaching almost 100% in some cases (Lyne and Smith, 1968;
Manchester et al., 1975; Gould and Lyne, 1998; Noutsos et al., 2015). By the
same token, the fraction of circular polarisation, |V |/I, is generally lower than
the linear, but still present in significant quantities (∼ 10-20%), making the po-
larisation generally elliptical. The polarisation profile is a convenient way to show
how the polarisation state changes as a function of pulse phase (Fig. 1.9).
1.3.4.1 Orthogonal polarisation modes
When the signal-to-noise is high enough for single pulse observations, it is possible
to investigate the statistics of polarisation for each time sample. This was first
done for PSR B0329+54 by Clark and Smith (1969) and for a handful of other
pulsars by Ekers and Moffet (1969), who both observed that
1. the polarisation fraction (
√
Q2 + U2 + V 2/I) of individual pulses is usually
stronger than the polarisation fraction of the integrated profile—i.e. the
operation of forming the integrated profile must depolarise it;
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Figure 1.9 Two examples of polarisation profiles from Parkes observations of
B1857−26 (top) and B0628−28 (bottom). The black, red, and blue curves are
I, L, and V , respectively. The top panels show the polarisation position angle
(abbreviated to “P.A.” by the plotting software). The B0628−28 PPA curve has
the characteristic “S” shape, i.e. steepest near the middle and flattening out near
the edges of the pulse window.
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2. the polarisation varies from pulse to pulse (explaining the depolarisation
above), but within a single pulse the polarisation angle varies smoothly
across the pulse window; and
3. the distribution of polarisation angles observed in a single phase bin is often
bimodal, with the two components of the distribution typically separated
by approximately 90◦. The two modes are called orthogonal polarisation
modes , or OPMs.
The presence of OPMs naturally affects the polarisation characteristics of the
integrated profile. In any given phase bin, the average PPA will reflect whichever
of the two OPMs is more dominant. Thus, it is not uncommon to see one or more
discontinuous jumps of 90◦ in the polarisation angle of the profile.
1.3.4.2 PPA as a function of pulse phase
Except for discontinuous jumps due to OPMs, the average PPA typically varies
smoothly across the pulse window. When the pulse window is wide enough, the
PPA curve often has a distinctive “S” shape, i.e. steepest in the middle and
flattening out towards the periphery (e.g. B0628−28 in Fig. 1.9). If OPM
discontinuities are present, the S-shape can be recovered by artificially rotating
one of the OPMs by 90◦ (Backer and Rankin, 1980).
The S-shape was recognised to be consistent with the orientation of magnetic
field lines of an inclined, rotating dipole as it sweeps past the observer’s line of
sight. This association between the PPA and the magnetic field geometry, as
originally outlined by Radhakrishnan and Cooke (1969) and Komesaroff (1970),
has become known as the Rotating Vector Model (RVM), which is discussed
further in §1.5.2.
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1.3.5 Profile evolution with frequency
The shape of a pulsar’s integrated profile changes as a function of observing
frequency. This is true for all pulsars; however, the degree and type of change
differs from pulsar to pulsar. The changes can be described in terms of the
individual components that make up the integrated profile, which can change in
three ways: (1) intensity, (2) width, and (3) pulse phase.
Intensity changes are common, and can affect different components within the
same profile by different degrees. In these cases, one can speak meaningfully of the
spectral index of individual components, which can sometimes differ drastically
from each other. The overall spectral index of the pulsar is really just a conflation
of the spectral indices of the individual components.
The width of profile components tends to increase at lower frequencies, and,
similarly, the profile components tend to spread out in pulse phase. The first
systemic study of this effect by Cordes (1978) models the component separation,
∆θ as a broken power law
∆θ =
Aν
α, ν ≤ νc
B, ν > νc
(1.30)
where A and B are constants, and typically −0.5 ≤ α ≤ −0.08 below some
critical frequency νc which is specific for each pulsar. This general trend is borne
out in more recent studies (Pilia et al., 2016); however, some pulsars are known
to have the opposite trend (e.g. B1944+17; Kloumann and Rankin, 2010). Fig.
1.10 shows the profile evolution of three pulsars.
Thorsett (1992) argues that the broken power law model just described does
not capture the true behaviour very well, and introduces the empirical relation-
ship
∆θ = Aνα + ∆θmin, (1.31)
where ∆θmin is a high-frequency asymptote.
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Profile evolution is widely taken as evidence for the existence of a radius-to-
frequency mapping (RFM), i.e. that the frequency of emission is a function of
the height above the pulsar surface at which it is generated (Cordes, 1978). The
tendency for profile features to be broader at lower frequencies suggests (in the
context of a dipolar magnetic field) that lower frequencies are emitted at greater
heights, where the magnetic field lines make a greater angle to the magnetic
axis, while higher frequencies are generated closer to the pulsar surface. The
consequences of RFM for emission mechanism models are explored further in
Section §1.4.4.1.
1.3.6 Subpulse drifting
In many pulsars, subpulses occur stochastically within the pulse window, i.e. the
phases of subpulses in one pulse is not correlated with the phases of the subpulses
in the next pulse. However, in other pulsars there is a very strong correlation
in subpulse phases from pulse to pulse. In many such cases, subpulses appear
to march gradually and systematically in phase, emerging on one side of the
pulse window and, several pulses later, disappearing from the other side. This
phenomenon, called subpulse drifting, was first observed in PSR B1919+21 by
Drake and Craft (1968) and was subsequently found to occur in several other
pulsars (e.g Taylor et al., 1975). A more recent study by Weltevrede et al. (2006,
2007) suggests that “at least half of the total population of pulsars have drifting
subpulses when observations with a high enough signal-to-noise ratio would be
available.”
The study of subpulse drifting is the main focus of this thesis. Among the var-
ious phenomena that require observations of individual pulses, subpulse drifting
seems to offer unique insights into the underlying emission mechanism (Rankin,
1986). Indeed, the main model considered here (the carousel model, to be dis-
cussed in detail in a later section) has its origins in one of the earliest compre-
hensive models of pulsar emission which was motivated (in part) by the effort to
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account for subpulse drifting (Ruderman and Sutherland, 1975). The continuing
popularity of this early model (or, at least, its main ideas) has inspired methods
for inferring the emission geometry from subpulse drifting properties (Deshpande
and Rankin, 1999, 2001), which, if valid, are powerful tools for investigating the
details of the emission mechanism. In this section, the main properties of sub-
pulse drifting are set forth, as well as some advanced techniques for quantifying
its behaviour.
1.3.6.1 Drift bands, the drift rate, P2, and P3
When the time series data are arranged in pulse stacks, subpulse drifting manifests
as diagonal tracks of emission called drift bands (e.g. Fig. 1.11). Drift bands are
most simply characterised by (1) their drift rates (i.e. the rate of change of
rotation phase per pulse, whose visible manifestation in pulse stacks is the slope
of the drift band) and (2) the spacing between them. On a pulse stack image,
one may choose either the “horizontal” spacing or the “vertical” spacing. The
horizontal spacing is equal to the temporal separation of two successive subpulses
(within a single pulse), and is therefore considered a kind of secondary period,
denoted by the symbol P2. The vertical spacing, denoted by P3, is equal to the
time it takes a subpulse to appear at the same rotation phase9. The drift rate,
D, is thus related to P2 and P3 via
D
P1
= ±P2
P3
. (1.32)
where D, P1, P2, and P3 are all given in units of time. The sign indicates the
drift direction (i.e. the subpulses drift either towards positive or negative phases),
since P2 and P3 are conventionally always positive quantities. Fig. 1.11 illustrates
the interpretation of these quantities on a pulse stack. On account of Eq. (1.32),
one can choose any pair of the three quantities (D,P2, P3) to characterise the
9This intuitive definition is adequate when the drift bands are clearly defined, but is prob-
lematic for certain types of subpulse modulation. The pulsars studied in this thesis all have
clearly defined drift bands.
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Figure 1.11 A pulse stack drawn from 185 MHz observations of B0031−07 ob-
tained with the MWA (McSweeney et al., 2017), exhibiting the phenomenon of
subpulse drifting. The diagonal strips of subpulses in successive pulses form
the so-called drift bands. If the spacing between subpulses is short enough with
respect to the pulse window, a drift band may appear before the previous one van-
ishes. The horizontal and vertical “spacing” between the drift bands are called P2
and P3 respectively. Since the drift pattern moves towards more negative phases
as time progresses, this is an example of a negative drift rate.
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drift bands.
1.3.6.2 The longitude-resolved fluctuation spectrum (LRFS) and the
subpulse phase track
Shortly after the discovery of subpulse drifting, Backer (1970b) pioneered the
application of Fourier techniques to detect and measure both the phase and am-
plitude modulations of subpulses over time. His original technique involved tak-
ing the discrete Fourier transform (DFT) of each phase bin in a pulse stack over
the duration of an observation to produce a complex image called the longitude-
resolved fluctuation spectrum, or LRFS,
Ilrfs(νp, ϕ) ≡
N−1∑
k=0
Ips(pk, ϕ) e
i2pikνp/N , (1.33)
where i =
√−1 and N is the number of pulses in the pulse stack. Naturally, the
same analysis can also be applied to the other Stokes parameters, Q, U , and V ;
however, unless otherwise indicated, the term “LRFS” implies Stokes I. If the
subpulse modulation is stable over the pulse window and over a sufficiently long
period of time, the LRFS will reveal a thin region of power at the frequency of
the modulation, νp = 1/P3, as illustrated in Fig. 1.12.
P3 is a constant function of pulse phase in all pulsars for which P3 has been
measured, and the corresponding feature in the LRFS therefore occupies only
a single row of pixels (up to spectral leakage effects caused by the DFT). The
complex phases of this row are collectively called the subpulse phase track , and
it encodes information about the horizontal spacing of the drift bands, i.e. P2.
to be precise, P2 is proportional to the inverse of the rate of change of phase as
a function of pulse phase (cf. Wolszczan et al., 1981):
P2(ϕ) = P1
(
dθ
dϕ
)−1
, (1.34)
where θ(ϕ) is the complex phase of the subpulse phase track at pulse phase ϕ.
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Figure 1.12 The LRFS of the pulse stack shown in Fig. 1.11, excluding the first
25 pulses (during which the separation of the drift bands is irregular). Bottom:
The amplitudes of the LRFS, as defined in Eq. (1.33). The first row of pixels
(containing the “DC” component of the Fourier transform) is not shown. The
brightest feature occurs at approximately 0.075 cycles per pulse, corresponding
to a value of P3 ≈ 13.35. Top: The phases of the brightest non-DC row of the
LRFS. The slope of the curve encodes information about P2.
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An example of a subpulse phase track is shown in the upper panel of Fig. 1.12.
In general, P2 is not a constant function of phase (manifest as non-zero cur-
vature in the subpulse phase track). Since P3 is a constant function of phase,
a non-constant P2 implies that the drift bands themselves ought to exhibit cur-
vature, which is indeed common. However, often the pulse window is narrow
enough that both the drift bands and the subpulse phase track appear linear in
the visible phase range.
1.3.6.3 Drifting categories
Broadly speaking, we can classify subpulse modulation into four categories, based
on the LRFS phases, following the convention of Basu et al. (2016):
1. Positive drifting: The subpulse phase track has a consistently negative slope
across the phase window (corresponding to subpulses that move towards
positive phases over time).
2. Negative drifting: The subpulse phase track has a consistently positive slope
across the phase window (corresponding to subpulses that move towards
negative phases over time).
3. Amplitude modulated drifting: The subpulse phase track is flat across the
phase window (corresponding to subpulses whose amplitude is modulated
over time, but which do not change their position in phase).
4. Other: Subpulse phase tracks that have a complicated structure, such as
those few pulsars that exhibit both positive and negative drifting simulta-
neously in distinct phase ranges (bi-drifting) or otherwise hard to classify
into the above three types, can be put into this category.
Basu et al. (2016) reported that 46% of their observational sample of 123 pulsars
were observed to have some degree of subpulse modulation, with roughly equal
numbers in each category. The remaining pulsars in their sample showed no
discernible pattern in their subpulse modulation.
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Figure 1.13 The polarisation of individual subpulses of PSRs B0809+74 and
B0834+06. The polarisation ellipses are shown below the individual pulses (filled
ellipses are left-hand circularly polarised; open ellipses are right-handed). The
dependence of the polarisation angle on both pulse phase and subpulse phase
is clearly evident in the case of B0809+74 (left). Image from Manchester et al.
(1975).
1.3.6.4 The polarisation of subpulses
The investigation of the 12 pulsars conducted by Manchester et al. (1975) showed
that the PPA of subpulses is both a function of pulse phase and subpulse phase.
That is, the observed PPA depends on both the phase position of the emission
within the pulse window, but also the phase position of the subpulse in which it
resides (Fig. 1.13).
This fact is, on the face of it, difficult to reconcile with the basic RVM model
introduced in Section §1.3.4.2, which predicts that the observed polarisation is
purely a function of pulse phase. However, Ramachandran et al. (2002) argue that
these early observations were severely limited by the sensitivity of the telescopes,
and that, at least in the case of PSR B0809+74, the apparent gradual change in
PPA over the duration of a subpulse is an artificial side-effect of mixing the two
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OPMs. If the OPMs are offset in rotation phase, then an individual emission event
(i.e. a single “pixel” of a pulse stack) will have a smaller or greater probability
of being dominated by one of the OPMs depending on its longitude. When
multiple drift bands are averaged together, as done, e.g., by Taylor et al. (1971),
the resulting dependence of polarisation angle on longitude looks smooth, even
though the polarisation angles of individual pixels are drawn from a distinctly
bimodal distribution.
1.3.6.5 Aliasing of the drift rate
The enduring patterns of subpulse drifting strongly suggest that the physical
structures that give rise to emission on subpulse time scales are long-lived. How-
ever, it does not necessarily follow that a single drift band contains emission from
only a single emitting structure. Given that the subpulses drift in pulse phase, it
is unclear whether a given subpulse has drifted only a little (so that it appears in
the same drift band in the next pulse) or a lot (so that it appears in a different
drift band). In the latter case, we say that the subpulse drifting is aliased.
If aliasing is present, both the drift rate, D, and the vertical separation P3
give a false indication for how individual subpulses drift in pulse phase. If the
true drift rate is Dtrue, then the time it takes for a given subpulse to arrive at the
pulse phase of its predecessor (i.e. the “true” value of P3) is
P3,true
P1
=
P2
Dtrue
=
P3
P1 + kP3
(1.35)
where P3 is apparent, measured vertical spacing of the drift bands if aliasing was
assumed not to be present, and k ∈ Z is the aliasing order.
The true drift rate, Dtrue, is an important prediction of several emission mech-
anism models, including the carousel model. Unfortunately, it is usually very
difficult, if not impossible, to ascertain the value of k in practice, as there is very
little to distinguish an aliased instance of subpulse drifting from an unaliased one.
41
1.3.6.6 Drift mode changing
An implicit assumption in the formation of pulse profiles (see Eqn. (1.6)) is that
the average properties of the emission as a function of rotation phase does not
change significantly over time. However, there are several pulsars for which this
assumption does not hold (Bartel et al., 1982, and references therein). These
pulsars appear to undergo a sudden change from one emission mode to the other,
referred to as mode changing. When there is a high enough signal-to-noise that
individual pulses can be seen, the sudden nature of the transition is evident (Fig.
1.14). Mode changes in dimmer pulsars can also be detected as statistically
significant changes in the pulse profile over time. The time scale of the transition
between modes, similar to nulling (see §1.3.3 below), is generally shorter than
one pulsar rotation (Wang et al., 2007), but the duration of modes (i.e. between
changes) can last anywhere from a few pulses to longer than days, according to
the pulsar (e.g. Wang et al., 2012).
Mode changing, as just described, is a phenomenon that can occur in pulsars
regardless of whether subpulse drifting is present. If, however, the mode change
is distinguished by a measurable change in the drifting properties (i.e. the drift
rate and/or P3), then it is specifically referred to as drift mode changing (e.g.
Redman et al., 2005). Like (non-drift) mode changing and nulling, drift mode
changing occurs pseudo-randomly, with the average time between changes being
different for different pulsars. The number of distinct drift modes present in a
single pulsar ranges from zero (i.e. no evidence of drifting subpulses) to three
(e.g. B0031−07, B1944+17).
1.4 Physical properties of neutron stars
Having surveyed the properties of intrinsic pulsar signals, we can now seek to
build up a picture of the physical objects that give rise to them. We begin with
a justification for the association of pulsars with neutron stars, an interpretation
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Figure 1.14 One of the earliest detections of the phenomenon of mode changing,
as observed in PSR B1237+25, in which the statistics of pulse emission undergo
rapid transitions between multiple states (Backer, 1970c).
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which rapidly converged soon after the discovery of pulsars, and confirmed with
the discovery of the Crab pulsar, B0531+21 (Gold, 1968, 1969).
1.4.1 Justification for neutron stars
Michel (1991) presents a concise argument for rotation of a single object as the
cause of pulsar signals, and is summarised here. Naturally, rotation of a single
object is not the only way to produce a time series of steady, regular pulses.
Two alternatives are orbital motion (e.g. planetary motion) and regular, radial
pulsation (e.g. Cepheid variables). Orbital motion can be ruled out by the fact
that orbiting bodies, as they lose energy (by whatever means), will migrate to
closer orbits with shorter periods, whereas the vast majority of pulsars have been
measured to have P˙1 > 0 (see Fig. 1.2)—i.e. the periods are increasing. Radial
pulsation can be ruled out by the fact that large bodies tend to distribute the os-
cillation energy among a spread of modes with different fundamental frequencies,
whereas pulsars invariably exhibit a single, stable fundamental frequency. Also,
objects pulsating at typical pulsar periods must be smaller than white dwarf stars
and larger than the theoretical size of neutron stars, so it is unclear what these
objects might be.
If we accept that rotation is the most probable explanation, then one may
ask what possible kinds of object could be rotating. There is a natural upper
limit to the size of the object set by the smallest observed period: the centrifugal
force at the surface cannot exceed the gravitational attraction, or else the object
would break apart. The smallest observed period is only a few milliseconds,
corresponding to an upper radius limit of a few tens of kilometres. The only
known object, either confirmed or theoretical, that fits these constraints is the
neutron star.
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1.4.2 The canonical pulsar
Although the properties of pulsars necessarily differ from each other, it is often
useful to have a mental conception of properties of a “typical” pulsar. Therefore,
we introduce the canonical pulsar, which has a mass of 1.4M, a radius of 10 km,
a rotation period of 1 s, and a surface magnetic field strength of 1012 G. These
properties are chosen on both theoretical and observational grounds, and justified
in the following sections. Real pulsars, of course, have different masses, radii,
etc., all of which affect the observed radio emission to one degree or another, so
it is important to remember that the canonical pulsar is merely a mathematical
construct for conveniently describing average pulsar properties.
1.4.3 The gravitational field
The enormous density of neutron stars implies that the gravitational fields sur-
rounding them must be extremely strong. For the canonical pulsar, the gravita-
tional field strength at the surface is ∼ 2 × 1012 N/kg, approximately 11 orders
of magnitude greater than the Earth’s. Neutron stars generate the strongest
gravitational fields of any astrophysical object, with the exception of black holes.
Therefore, they furnish natural laboratories for testing theories of gravity (es-
pecially General Relativity) in regimes that cannot be reproduced in terrestrial
laboratories, nor which exist anywhere in the Solar System.
The gravitational effects on pulsar signals are twofold. Firstly, if the pulsar is
in a binary system with a compact object, the gravitational effect of the compan-
ion can affect the times of arrivals of pulses originating at the pulsar and passing
through the companion’s gravitational well. This is called Shapiro delay and is
one of the sources of timing error10 that is corrected for in the TEMPO2 soft-
ware package (see §1.2.5). Secondly, a pulsar’s own gravitational field will affect
the properties of its own emission, due partly to its effect on the motion of the
10The Shapiro delay caused by the Sun and the planets in the Solar System is also significant,
and also modelled by TEMPO2.
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emitting particles, and partly to its effect on the emitted photons as they climb
out of the pulsar’s gravitational well.
1.4.4 The magnetosphere
The term magnetosphere connotes both the ambient magnetic field of a neutron
star and any matter embedded in or flowing though it. The question of whether
or not the magnetospheres of neutron stars were filled was first addressed by
Goldreich and Julian (1969), who provided an early proof that an empty mag-
netosphere was untenable. If the space surrounding the star was a vacuum, they
argued, the electrostatic potential acting on the outer layer of particles on the
surface would exceed the gravitational potential by several orders of magnitude,
ripping particles off the surface and into the surrounding space. The argument is
an argument by contradiction. Whether or not it is the surface itself that supplies
the particles that ultimately fill the magnetosphere, or whether the particles are
sourced some other way (e.g. pair-production or from the ISM) is irrelevant to
the point being made here: The magnetosphere cannot be a vacuum.
In their seminal paper, they went on to calculate the space-charge density of
the particles in the resulting magnetosphere (in SI units),
ρ(~r) = − 2ε0~ω ·
~B
1− r2⊥/r2L
, (1.36)
where ~ω is the angular rotation, r⊥ is the component of ~r that is perpendicular
to the ~ω (i.e. the magnitude of the vector rejection of ~r from ~ω), and rL = c/ω =
cP/(2pi) is the light cylinder radius , the distance at which the corotation speed
is equal to the speed of light. Clearly, this quantity depends on the strength of
the magnetic field itself, which, as the following section shows, is of order 1012 G
at the neutron star surface.
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1.4.4.1 The magnetic field
The existence of a strong magnetic field can be inferred by the fact that the
magnetic flux of the progenitor star must be conserved during its transition into
a neutron star. If we take a typical stellar surface magnetic field strength of
B∗ ≈ 100 G (see, e.g., the catalogue in Bagnulo et al., 2015), then we can obtain
a first-order estimate of the surface magnetic field strength of a neutron star
by considering the reduction in surface area during its formation. A typical
star with radius ∼ 109 m is reduced to a theoretical neutron star with radius
∼ 104 m, implying a reduction of surface area by a factor of (109/104)2 = 1010.
Consequently, the surface magnetic field at the surface of the neutron star must
be of order 1010×100 G ∼ 1012 G, which is the value used for the canonical pulsar.
Magnetic fields of real pulsars are estimated by assuming that the slowing
down of the pulsar’s rotation is largely due to the loss of rotational kinetic energy
to magnetic dipole radiation. In that case, the (equatorial) magnetic field is (e.g.
Ostriker and Gunn, 1969; Lorimer and Kramer, 2005)
B ≈ 3.2× 1019 G× 1
sinα
(
P1P˙1
s
)1/2
, (1.37)
where α is the angle between the rotation axis and the (assumed dipolar) magnetic
axis. The constant factor in Eqn. (1.37) is in general a function of pulsar mass
and size, with the value stated above being derived for the canonical pulsar. For
an ordinary, slow rotator with P1 = 1 s and P˙1 = 10
−15, the minimum magnetic
field is B ≈ 1012 G. For a typical millisecond pulsar, whose spin-down rates are
much smaller, B ≈ 108 G. It should be noted that Eq. (1.37) represents a greatly
simplified model of the pulsar’s magnetic field, which can be seen by the fact
that the expression blows up as α approaches zero. Nevertheless, it is sufficient
to obtain an order-of-magnitude estimation of the magnetic field strength near
the pulsar’s surface.
The precise shape of the magnetic field of an idealised rotating star in a
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vacuum was first worked out by Deutsch (1955). Without loss of generality, the
field can be described in a right-handed coordinate system in which the z-axis
is parallel to the rotation axis, and the x-axis is chosen such that the magnetic
moment lies in the xz-plane. Its full expression is (Arendt and Eilek, 1998)11
~B(~r) = µ cosαF1
1
r5
+
µ sinαF2
cos(φ∗)
r3r2L
+ µ sinαF3
(
cos(φ∗)
r5
+
sin(φ∗)
r4rL
)
−
µ sinαF4
sin(φ∗)
r3r2L
− µ sinαF5
(
sin(φ∗)
r5
− cos(φ∗)
r4rL
) (1.38)
where µ is the magnetic dipole strength; φ∗ = (r − rp)/rL is the time delay
(measured in terms of rotation phase) of the neutron star’s surface rotation (at
stellar radius rp) seen by an observer at radius r; and
F1 = 3xz xˆ+ 3yz yˆ + (3z
2 − r2) zˆ
F2 = (r
2 − x2) xˆ− xy yˆ − xz zˆ
F3 = (3x
2 − r2) xˆ+ 3xy yˆ + 3xz zˆ
F4 = −xy xˆ+ (r2 − y2) yˆ − yz zˆ
F5 = 3xy xˆ+ (3y
2 − r2) yˆ + 3yz zˆ
(1.39)
Essentially, the field is equivalent to a dipole field in a rotating frame of reference.
Near the star (r  rL), the relativistic correction required to transform from the
rotating frame to an observer’s inertial frame is minimal, and therefore the field
is approximately equal to a rigidly rotating dipole field oriented according to
the star’s magnetic moment (which is not necessarily coincident with its rotation
axis). In particular, if the radio emission region turns out to be located well
within the light cylinder, then it is understood that the geometry of the field
lines in that region can be locally well described by a simple dipole field.
Further afield (r  rL), the field takes on the form of an oscillating radiation
11The notation follows Arendt and Eilek (1998), but several sign corrections have been made
here. Compare also the Appendix of Dyks and Harding (2004).
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field whose Poynting vector has both radial and tangential components. This is
the dipole radiation discussed above, whose tangential component is responsible
for robbing the star’s angular momentum and increasing its rotation period P1
over time.
The Deutsch field was constructed for a perfectly conducting star in a vacuum,
which as argued above is certainly not the case for neutron stars. However, the
equilibrium state of the magnetosphere in the co-rotating frame is believed to be
“force-free”, i.e. the magnetospheric plasma screens the electric fields. Therefore,
the only forces acting on particles must be generated by the central star itself,
which in the corotating frame is dipolar. This does not preclude the possibility
that higher order multipole components of the magnetic field exist, which must
certainly be the case if the internal structure of the neutron star is more com-
plicated than the perfectly conducting sphere assumed by Deutsch. How higher
order multipoles might affect pulsar emission is not well understood; however,
since they fall off with radius much more rapidly than the dipole component, it
is expected that even at moderate emission heights the dipole component domi-
nates.
1.4.4.2 The viewing geometry
Pulsar geometry is defined by three principal axes: (1) the rotation axis, ωˆ; (2)
the magnetic axis, µˆ; and (3) the line of sight, nˆ, which by convention points
from the (centre of the) neutron star to the observer. The vectors ωˆ and nˆ can
be considered constant, but the direction of µˆ depends on the rotation phase, ϕ.
The angle between the rotation and magnetic axes is the inclination angle, α,
and is constant. The angle between the rotation axis and the line of sight, ζ, is
also constant. Finally, the angle between the magnetic axis and the line of sight,
Γ, is called the half-beam opening angle, and is a function of ϕ.
We are free to choose any phase angle as a reference point (i.e. where ϕ = 0),
but the natural choice is the plane spanned by the rotation axis and the line of
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sight, called the fiducial plane. In the observer’s frame of reference, these two axes
are non-moving vectors, and the fiducial plane is therefore fixed in space. The
magnetic axis, on the other hand, is a rotating vector, and it passes through (i.e.
is coplanar with) the fiducial plane twice per rotation. Of those two moments,
the one in which the magnetic axis is pointing more towards the observer (i.e.
~µ · ~n > 0) is called the fiducial point . The angle that the magnetic axis makes
with the line of sight at the fiducial point is called the impact parameter β ≡
Γ(0) = ζ − α.
At some arbitrary rotation phase ϕ, the three vectors (ωˆ, µˆ, nˆ) define a spher-
ical triangle on the unit sphere. The relationship between these vectors and the
angles between them are illustrated in 1.15. The angle subtended between the
rotation axis and the line of sight at the magnetic pole is called the magnetic az-
imuth, and denoted in this thesis by the symbol σ. Finally, the angle subtended
between the rotation axis and the magnetic pole “at” the line of sight is (as will
be justified later) the polarisation position angle, PPA, denoted as ψ. As is true
of all spherical triangles, at least three of the six sides and angles must be known
to completely determine the geometry.
1.4.4.3 Last open field lines and the polar cap
The definition of the light cylinder radius (rL, the perpendicular distance at which
the corotation speed equals the speed of light) naturally divides magnetic field
lines into two categories: (1) those which extend beyond the light cylinder and
(2) those contained entirely within it. The first category, which we will call open
field lines have the following properties:
1. They emerge from the neutron star’s surface close to the magnetic axis.
2. Their shape and dynamics necessarily departs from that of a co-rotating
dipole upon approaching the light cylinder radius.
3. They do not reconnect to the neutron star, but, upon escaping the light
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Figure 1.15 The spherical triangle formed by the rotation axis, ωˆ, the magnetic
axis, µˆ, and the line of sight, nˆ. The other symbols are defined in the text.
cylinder, become components of the dipole radiation that propagate out-
wards in waves. It is this feature that justifies the term “open”.
The second category, the closed field lines, have the complementary properties:
1. They emerge from the neutron star’s surface closer to the equatorial regions.
2. They resemble a co-rotating dipole.
3. They reconnect to the neutron star, being entirely contained within the
light cylinder.
The boundary between the two categories of field lines is marked by the so-
called last open field lines . The intersection of these lines with the surface of
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the neutron star defines the perimeter of the polar cap, from which all open field
lines emerge. In the special case of the aligned rotator (α = 0◦), the polar cap
is a circle that makes an angle θ = arcsin
√
rp/rL with the magnetic axis, which
for the canonical pulsar amounts to . 1◦, or about 150 m on the surface. The
shape of the polar cap becomes more complicated for inclined rotators (α > 0◦),
but was shown to remain roughly circular (still with θ ≈ arcsin√rp/rL) for the
Deutsch field geometry (Arendt and Eilek, 1998).
1.5 Emission mechanisms
In the previous section, §1.4, we developed a physical picture of pulsars as rapidly
rotating neutron stars with strong, roughly dipolar magnetic fields that were
filled with charged particles. In this section, we show how charged particles are
expected to behave in this environment, and how this can explain the general
features of pulsar emission introduced in Section §1.3.
1.5.1 Particle motion
This sections begins with a review of charged particle motion in weak, uniform
magnetic fields, and then extended to the strong, magnetic fields around pulsars.
See, e.g., Jackson (1975) for a general treatment of electrodynamics and radiative
processes.
In a uniform magnetic field ~B = Bzˆ (and no electric field), a charged parti-
cle with charge q and arbitrary (non-relativistic) velocity ~v will experience the
Lorentz force
~F = q~v × ~B. (1.40)
Because this force is perpendicular to ~B, the particle will move in a gyratory
motion whose radius of motion is
r =
mv⊥
qB
, (1.41)
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where m is the particle’s mass and v⊥ is the component of the velocity that is
perpendicular to zˆ. The component of the velocity parallel to the magnetic field,
v‖ = ~v · zˆ, remains constant, so that the shape of the trajectory is generally
helical.
However, a gyrating particle is necessarily an accelerating one, and all acceler-
ating charged particles emit radiation. The radiation associated with this motion
is called cyclotron radiation, which causes the particle to lose energy at a rate
dE
dt
∝ B2v2⊥. (1.42)
The generalisation of Eq. (1.42) for relativistic particles is synchrotron radiation.
For electrons (or positrons) the radiative energy loss per particle is
dE
dt
≈ −159 W×
(
B
1012 G
)2
β2⊥γ
4, (1.43)
where β⊥ = v⊥/c is the perpendicular speed of the particle normalised to the
speed of light, and γ = 1/
√
1− v2/c2 is the particle’s Lorentz factor.
As the particle loses energy, its radius of gyration decreases, as implied by
Eq. (1.41). For strongly relativistic particles, β⊥ ≈ 1 and γ  1, implying a very
rapid decay of the gyration radius. This process does not continue indefinitely,
however, because the energy levels are quantised—in this context, the energy
levels are called Landau levels . Like the energy levels in the quantum harmonic
oscillator, there is a minimum allowed Landau level, which, for electrons and
positrons, has energy
E0 =
1
2
~ωc ≈ 9.27× 10−16 J×
(
B
1012 G
)
, (1.44)
where ωc = qB/m is the gyration frequency of the particle. The time scale for
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the decay to the lowest level is (Luo, 1998)
τ ' 10−16 s×
(
B
1012 G
)−2
γ, (1.45)
so that the perpendicular energy is radiated away extremely rapidly and the
particle is only free to move in a direction parallel to the local magnetic field lines,
analogous to beads on a wire. The presence of a magnetospheric plasma (which
was argued to exist in Section §1.4.4) guarantees that the quantity ~E · ~B vanishes
in the reference frame corotating with the pulsar (Goldreich and Julian, 1969;
Ruderman and Sutherland, 1975). In such regions, particles will not experience
any significant acceleration parallel to the local magnetic field. Taking all of the
above considerations together, it is argued that the magnetospheric plasma has
a very constrained motion: it must corotate with the pulsar, and its constituent
particles are only permitted to move along the magnetic field lines (which are
also corotating), and are not allowed to “cross” field lines transversely.
The picture developed so far is widely accepted within the pulsar community,
but is insufficient to account for the observed radio emission. The only significant
radiation that has been explicitly mentioned so far (i.e. the synchrotron radiation
associated with the decay to the lowest Landau level, Eq. (1.43)) is extremely
energetic, well above observed radio frequencies (ν  1 GHz; Melrose, 1979).
Thus the question is, what other forces are present to provide the acceleration
required to generate the observed radio spectra of pulsars?
1.5.2 Curvature radiation and the rotating vector model
(RVM)
One of the earliest considered emission mechanisms invoked the large-scale cur-
vature of the magnetic field lines as the source of the emission-generating acceler-
ation, termed curvature radiation. Curvature radiation shares many of the same
characteristics as synchrotron radiation (Jackson, 1975):
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1. The spectrum peaks near (but drops off rapidly above) the characteristic
frequency ,
νc =
3γ3c
4piρ
, (1.46)
where ρ is the radius of curvature of the particle’s trajectory.
2. The emission is beamed in the direction of the particle’s velocity at the
moment of emission with a characteristic beam width proportional to 1/γ.
3. The emission is strongly polarised in the plane of motion, with a negligible
amount of the radiation polarised perpendicular to it.
1.5.2.1 Observable predictions
Taking these properties together with the dipole geometry of the magnetic field
provides, in one fell swoop, an explanation for several broad features of pulsar
emission (Radhakrishnan and Cooke, 1969). First and foremost of these is the
fact that the observed emission is pulsed. If the emission region is restricted
to a sufficiently small volume of the magnetosphere (limiting the local magnetic
field to a relatively small range of directions), the strong beaming of the emission
from individual particles implies that the “global” emission will also be beamed.
As long as the global beam axis is offset from the rotation axis, the beam will
sweep through some area of the (pulsar’s) sky with a period equal to the pulsar’s
rotation, analogous to a lighthouse. If the emission region is centred on the
magnetic axis, then the observed pulse width, W , of a given pulsar will then be
a function of the inclination angle, α, the half beam opening angle, Γ, and the
viewing angle, ζ. Using elementary spherical geometry, these are related via
cos Γ = cosα cos ζ + sinα sin ζ cos
(
W
2
)
. (1.47)
Secondly, the negative spectral indices can be at least qualitatively explained
by the fact that the individual particle beam width is wider at low frequencies
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Figure 1.16 Particles streaming along neighbouring, diverging dipolar field lines
(grey solid lines) will emit radiation that is beamed towards their direction of
motion (black arrows). The width of the beam is proportional to 1/γ, so higher
frequencies beams (blue) will be narrower than their lower frequency counterparts
(red). For a given line of sight (dashed black lines), the cross-sectional area of
the visible emission region (large ellipses at the bottom of the figure) and hence
the number of visible particles will be larger at lower frequencies, resulting in a
negative spectral index.
and narrower at high frequencies. At a fixed moment in time, an observer will
detect radiation from all particles whose emission angular range (which goes as
1/γ) includes the line of sight. This implies that the volume of an emission region
that contributes radiation towards the observer is proportional to the square of
the particle beam width. Assuming a roughly equal charge density in the regions
involved, more radiation would therefore be detected at lower frequencies by
virtue of the fact that a greater number of particles are found within the larger
volume sampled12. This is schematically illustrated in Fig. 1.16.
Thirdly, the radius-to-frequency mapping emerges as a consequence of the
dipolar geometry of the magnetic field. To a first order approximation (i.e. ne-
12Note that this does not explain low-frequency spectral turnovers.
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glecting rotation effects), the curvature of the particle’s trajectory is equal to the
curvature of the magnetic field line on which it resides, which increases with ra-
dial distance, at least in the inner regions of the magnetosphere. Thus, as a given
particle streams outward along its unique field line, the characteristic frequency
of its curvature radiation, Eq. (1.46), necessarily decreases at greater altitudes,
where the magnetic field line tangent (and hence the emission direction) makes
a larger angle with the magnetic axis.
The relation between frequency and pulse width (or profile component sepa-
ration) can be partially derived as follows. A dipolar field line whose maximum
extent is at a distance R from the origin has the formula in polar coordinates
r = R sin2 θ (1.48)
where θ is measured from the magnetic axis. The radius of curvature is then
given by
ρ =
r(3 cos2 θ + 1)3/2
3 sin θ(cos2 θ + 1)
. (1.49)
In regions close to the magnetic axis (θ  1),
ρ ≈ 4r
3θ
≈ 4
√
rR
3
≈ 4R
3
θ, (1.50)
where the latter approximations come from the small angle approximation of Eq.
(1.48), r ≈ Rθ2. This shows that ρ increases with distance from the origin along
a given field line (i.e. fixed R). The half beam opening angle is equal to the
tangent of the magnetic field,
tan Γ =
3 sin θ cos θ
3 cos2 θ − 1 , (1.51)
or, in the same small angle approximation,
Γ ≈ 3
2
θ ≈ 9
8R
ρ. (1.52)
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Substituting Eqs. (1.52) and (1.50) into the formula for the characteristic fre-
quency (Eq. (1.46), which we now identify with the observing frequency, ν ≈ νc),
ν ≈ 27γ
3c
32piRΓ
. (1.53)
Beyond Eq. (1.53), a testable prediction of how the integrated profile changes
with frequency requires some extra constraints on ν, R, γ and Γ. For instance,
if one considers only emission restricted to field lines with some fixed R (e.g. the
last open field lines, R ≈ rL = cP/(2pi) for small inclination angles, α) and fixed
γ (e.g. γ = 1000), then Eq. (1.53) becomes
ν ≈ 1.69 GHz× 1
Γ
(
γ
1000
)3(
P
s
)−1
. (1.54)
Recall that the half beam opening angle is related to the pulse width (and, if
applicable, to the separation between profile components) via (1.47). Some ex-
amples of RFM curves produced by this equation are illustrated in Fig. 1.17. It
should be remembered, however, that the values of R and γ here were arbitrarily
chosen, and that in all likelihood emission occurs on a range of field lines and a
range of particle energies. Various specific RFM relations have been advanced
(e.g. ν ∝ r−3/2 in Ruderman and Sutherland, 1975) which have specific implica-
tions for the location of the emission regions, but these continue to be debated
in the literature and we do not explore these further here. For our purposes, it
is sufficient to note that the curvature radiation model is capable of producing
predictions about how the integrated profile evolves as a function of observing
frequency, which, at least, qualitatively agree with observations (cf. Fig. 1.17
and Thorsett, 1992).
Finally, curvature radiation and the dipolar field line geometry can explain
the characteristic shapes of the PPA curves described in Section §1.3.4.2. Indeed,
curvature radiation was originally invoked for precisely this purpose (Radhakr-
ishnan and Cooke, 1969). Recall that curvature radiation is inherently strongly
58
Figure 1.17 A prediction of the width of the pulse window as a function of ob-
serving frequency, for particles with γ = 1000 streaming along the last open field
lines (R = rL) for a nearly-aligned rotator (α = 5
◦). The observed RFM depends
also on the impact angle of the line of sight β = ζ − α, a few values of which a
plotted. Compare these curves with, e.g., Thorsett (1992).
linearly polarised in the plane of motion, which (neglecting rotation effects) is
equal to the plane of the magnetic field line from which it emerges. As the pulsar
rotates through the phase angle ϕ, the “visible” magnetic field lines are precisely
those whose planes are instantaneously parallel to the line of sight (up to the par-
ticle beam width), and the observed PPA would equal the angle of the magnetic
field line projected onto the plane of the sky. This justifies the identification of
the angle ψ in Fig. 1.15 with the PPA. Thus, as the pulsar rotates, ψ rotates
according to the spherical geometric relationship between α, ζ (which are both
fixed), and ϕ. On account of the rotation of ψ, the model has become known as
the rotating vector model (RVM)13.
The spherical geometry implied by the RVM was first stated explicitly by
13It should be noted that Radhakrishnan and Cooke never referred to this model by the name
“RVM”, but we use it in this thesis because it has become the de facto name within the pulsar
community.
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Komesaroff (1970). For a dipolar magnetic field, the PPA is
ψ = arctan
(
sinα sinφ
sin ζ cosα− cos ζ sinα cosφ
)
, (1.55)
from elementary spherical geometry. The steepest slope of the PPA curve occurs
at the fiducial point, and is
dψ
dϕ
∣∣∣∣
ϕ=0
=
sinα
sin β
. (1.56)
The primary usefulness of this model is that the PPA curve can be fitted to
Eq. (1.55) to deduce the angles α and ζ (see, e.g., Rankin, 1993). If the pulse
window is small enough that only a small section of the total PPA curve can be
observed, the constraints on α and ζ may be rather poor, but usually the point
of steepest slope can be identified, and, by virtue of Eq. (1.56), many geometries
can be ruled out.
1.5.2.2 Criticisms of the curvature radiation model
Curvature radiation as the main emission mechanism has been criticised on both
theoretical and observational grounds. The main theoretical argument comes
from the difficulty of making the curvature radiation produce coherent emission,
since incoherent curvature emission cannot produce the observed brightness tem-
peratures (Jackson, 1975). An early idea came from Ruderman and Sutherland
(1975), who noted that if the local density of emitting particles was sufficiently
high, spatially localised particles would emit in phase, and the observed inten-
sity would grow in proportion to N2, where N is the number of particles packed
within a volume V < λ3, where λ = c/ν is the wavelength of the emission. To
accomplish this, they invoked a mechanism by which very high energy particles
cause the relatively lower energy particles to bunch together (also see Cheng and
Ruderman, 1977). Later, mechanisms that invoked maser emission were also
suggested (e.g. Beskin et al., 1988; Luo and Melrose, 1992; Luo, 1993; Luo and
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Melrose, 1995).
Melrose and Yuen (2016) and Melrose (2017) summarise the main categories
of coherent emission mechanisms14. In the following, it is understood that the
particles that constitute the magnetosphere will, at any given moment, have some
distribution in position, in velocity, and in acceleration, f(r,v, a).
Emission by bunches : If there is a sufficiently large number of particles oc-
cupying a small enough region of the phase space r ⊗ v (⊗ is the outer
product), electromagnetic waves emitted from each particle will have the
same phase and direction, resulting in a superposed wave with a power that
goes as N2, where N is the number of particles in the bunch. The size of
the physical region containing the particles cannot exceed the wavelength
of the emission, or else the emission of particles at one spatial extreme will
decohere with emission of particles at the other, placing very strict limits
on the allowed densities for producing this type of coherent emission. If
more than one species of particle is considered, the bunching must occur in
the phase space r⊗ p, where p is the momentum of the particle.
Reactive instability : Plasma waves can result in correlated motions of con-
stituent particles that are separated by physical distances longer than the
wavelength of the emission, relaxing the requirement of emission by bunches
such that the particles only need to be confined to a small region in v (or
p, but not necessarily in r.
Kinetic instability : If there is an external source of energy, the conditions
for stimulated emission may be achieved, not unlike astrophysical masers.
In this view, the requirement for bunching in r is again relaxed, and the
energy (or momentum) distribution must exceed the local stable equilibrium
for sustaining the resulting coherent radiation.
14Note that this discussion is not limited to coherent curvature radiation, but other forms of
coherent emission as well.
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(Melrose, 2017) argues that of the three, kinetic instability is the most likely,
since the other two are dynamically unstable in the sense that under magne-
tospheric conditions, they would naturally decay into the third. It is widely
acknowledged, however, that the behaviour of relativistic plasmas is not yet suf-
ficiently well understood to provide a firm theoretical basis for theories of pulsar
emission (including coherent curvature radiation).
Curvature radiation is also criticised on the basis that the body of pulsar
observations contain many examples which depart from the model predictions.
For example, PPA curves of many pulsars do, in fact, depart significantly from
the shape defined by Eq. (1.55) (e.g. Noutsos et al., 2015; Mitra et al., 2016),
particularly for MSPs (Xilouris et al., 1998). In this regard, OPMs have already
been mentioned, which have no natural explanation within the context of curva-
ture radiation. However, even allowing for OPM jumps, other deviations persist.
Some of these deviations can be modelled by appropriate extensions to the RVM,
most prominently relating to secondary effects of converting between the corotat-
ing frame of reference (in which the above treatment of the RVM is traditionally
derived) to the observer’s inertial frame. Some of these are explored further in
the next section.
1.5.2.3 Extensions to the RVM
In the corotating frame of reference, the conditions in the magnetosphere are
determined by the magnetic field, which is axisymmetric about the magnetic
axis. Therefore, the emission beam is expected to also be axisymmetric about
the magnetic axis. For example, multi-component profiles may be a result of the
emission beam being a hollow cone, or a set of nested cones, which the line of
sight may traverse in various ways to produce symmetrical sets of components
about the fiducial point (Rankin, 1983, and other papers in the series). However,
profile components are rarely symmetrical: pairs of “matched” components often
differ in intensity, width, and “distance” from the fiducial point (obtained from
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the PPA curve) or from some more centralised component.
Several important effects were identified that would produce profile asymme-
tries. The first recognises that emission produced in different parts of the magne-
tosphere will take different amounts of time to reach the observer by virtue of the
fact that the direct line-of-sight distance to the observer is different from emission
region to emission region. More specifically, two photons simultaneously emitted
at radii r1 < r2 respectively will arrive at the observer’s telescope separated by
time ∆tret ≈ −∆r/c = −(r2 − r1)/c. The equivalent time difference expressed in
terms of rotation phase is (Dyks et al., 2004)
∆ϕret =
2pi∆tret
P
≈ −∆r′, (1.57)
where r′ ≡ r/rL is normalised to the light cylinder radius. Thus, light emitted
at lower magnetospheric altitudes would appear to arrive at a retarded pulse
phase relative to light emitted at higher altitudes at the same time and magnetic
azimuth. This effect, called retardation, is purely a function of geometry and the
finite speed of light.
Another effect, called aberration, is a consequence of transforming from the
corotating frame to the observer’s inertial frame. In the corotation frame, all
points along a given magnetic field lines, as well as all other, coplanar field lines,
emit radiation in the same plane, namely, the plane of the field line. However,
the corotation velocity at higher altitudes is larger than at lower altitudes, and so
the Lorentz transformation between frames implies that the higher altitude emis-
sion undergoes a greater degree of relativistic aberration than the lower altitude
emission. The aberration apparently bends the emission out of the plane of the
field line, on the “leading” side of the pulsar’s rotation. Thus, the net effect is
qualitatively similar to that of retardation: light emitted at lower magnetospheric
altitudes would appear to arrive later than light emitted at higher altitudes, all
else being equal. Coincidentally, it is quantitatively similar as well (a proof is
63
provided by Dyks et al., 2004), with
∆ϕab ≈ −∆r′, (1.58)
so that the joint effects of both aberration and retardation (often abbreviated to
“AR effects”) shift components by ∆ϕ ≈ −2∆r′ (e.g. Gangadhara and Gupta,
2001).
Other important effects that have been investigated over the decades include
the effect of the frame transformation on the PPA curve (Blaskiewicz et al., 1991;
Dyks, 2008), the curvature of the particles’ trajectories (Thomas and Gangad-
hara, 2007; Thomas et al., 2010), and the distortion of the magnetic field due to
the torque responsible for pulsar slow-down (called rotational sweepback ; Shitov,
1983; Dyks and Harding, 2004). However, even all of these effects combined do
not completely explain the variety of observed pulse profiles and PPA curves.
1.5.3 The carousel model
Nothing discussed so far in this section has addressed the observational fact that
subpulse drifting is common in pulsars (see Section §1.3.6). Indeed, the curvature
radiation model and its geometric corollaries (the hollow/nested cones), in and of
themselves, do not even offer an explanation for pulse-to-pulse variability, includ-
ing the existence of subpulses and other structures at finer time scales. In this
section, we introduce the carousel model, originally introduced by Ruderman and
Sutherland (1975) to explain subpulse drifting, which has enjoyed a continued,
albeit controversial, popularity up until the present time (e.g. Edwards, 2006).
The original statement of the carousel model was given in the context of
coherent curvature radiation by particle bunching. Ruderman and Sutherland
(1975) argue that the charge around a rotating neutron star would be distributed
in such a way that a subset of the open field lines, whose footpoints are near the
outer perimeter of the polar cap, would experience a net negative outward current
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as charges escape from the magnetosphere. The resulting charge depletion along
those lines facilitates the build-up of a voltage potential gap near the surface,
called the polar gap. For the canonical pulsar, they calculated that the potential
across this gap would be ∼ 6.6 × 1012 V; any charge entering this region would
be accelerated to ultra-relativistic speeds in a very short time. The high energy
curvature radiation of these particles would catalyse the spontaneous production
of a (slightly less energetic) electron-positron pair on neighbouring field lines,
which, in turn, become the seeds for two new pairs by the same process. The
resulting pair-production “avalanche” finally results in a population of particles
which are not energetic enough to instigate new pair-production, but which are
in the correct energy regime to produce curvature radiation in the radio part of
the spectrum—i.e. the radiation we ultimately observe.
In this model, the polar gap plays a key role in the dynamics of charged par-
ticles near the stellar surface. The pair production avalanche not only produces
outward-flowing particles that escape the magnetosphere, but also inward-flowing
particles that serve to “short the circuit” and temporarily close the voltage gap.
Because pair-production in one location induces pair-production on neighbouring
field lines, the resulting avalanches occur over some finite area of the surface,
called a spark event, or more concisely, a spark . The duration of a spark is set
by the time scale of the avalanche process (i.e. the time it takes an initial seed
particle to diffuse its energy into a population of secondary particles) and the
time it takes the (now depleted) local voltage gap to build up again via charge
outflow to a level where it can again support sustained pair-production, while the
its spatial extent is set by the (relatively long range) depression of the voltage
gap on surrounding field lines, which inhibits pair-production there. During the
lifetime of a spark, its constituent charges move in an azimuthal direction (rel-
ative to the magnetic axis) due to the electric and magnetic field present inside
the polar gap. The velocity of this azimuthal motion, the so-called ~E × ~B drift,
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is given by
~v =
~E × ~B
B2
. (1.59)
Because the presence of one spark affects the likelihood of a spark forming nearby
in the polar gap, and because of the common ~E× ~B drift experienced everywhere
in the polar gap, it is reasonable to suppose that the global pattern of sparks is
both regular and quasi-stable, rotating around the magnetic axis at the drift ve-
locity in Eq. (1.59). The resulting picture of equally spaced spark events rotating
in a circle around a common axis resembles a fairground carousel, justifying the
name carousel model.
The connection between the spark carousel and subpulse drifting is direct. A
magnetic field line is called active if, at some given moment in time, its footpoint
is the site of spark activity, rendering the field line capable of producing ob-
servable coherent curvature radiation. Any given field line will therefore become
periodically active and inactive as the carousel rotates beneath it. Consequently,
the geometry of the emission beam would mirror that of the sparks: a carousel
of beamlets (or subbeams) circling around a common point in the pulsar’s sky,
instead of a static cone (or cones) of emission. With each pulsar rotation, the
emission beam would present a differently rotated pattern of beamlets as the line
of sight cuts through it, resulting in a temporally displaced pattern of subpulses.
By virtue of Eq. (1.59), the carousel model makes very specific predictions
of the carousel rotation time and the observed drift rate. Let P4 be the carousel
rotation period (i.e. the time it takes a single spark to make one whole revolution
about the magnetic axis). If the carousel consists of n equally-spaced and equally-
shaped sparks, then the carousel will return to the same apparent configuration
after 1/n rotations. Therefore, the (unaliased) period of the repeating subpulse
pattern will be
P3,true =
P4
n
. (1.60)
In the general case of an aliased drift rate with aliasing order k, the relationship
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between the carousel rotation period and the measured vertical spacing of the
drift bands, P3, is
P4
P1
=
nP3,true
P1
=
nP3
P1 + kP3
. (1.61)
Ruderman and Sutherland (1975) also derive P4 from Eq. (1.59) for the expected
electric and magnetic fields in the polar gap of a canonical pulsar, showing it to
be approximately
P4 ≈ 5.7 s×
(
P1
s
)−1/2(
P˙1
10−15
)1/2
. (1.62)
Measuring P4 for pulsars with drifting subpulses therefore constitutes a first-order
test for the carousel model. Unfortunately, the aliasing order, k, and the number
of sparks, n, are not a priori known, and are difficult to determine. In a few cases
where P4 has been measured, the evidence suggests that the observed carousel
rotation rate is much slower than predicted by Eq. (1.62) (e.g. Mitra and Rankin,
2008), although it remains unclear if the correct aliasing order was assumed in
these cases.
Eq. (1.61) connects the carousel rotation period, P4, with measured periodic-
ity of the subpulse modulation pattern, P3. The connection between P4 and P2 is
at once more direct and more subtle. When two or more subpulses appear in the
same pulse, it is because the line of sight is cutting through multiple beamlets.
Thus, there is a direct connection between the “spacing” of the subpulses, which
can be measured directly, and the spacing of the beamlets in the carousel. Like P3
above, the relation between P2 and P4 depends on n and k, but it also depends
on the viewing geometry (α and ζ), and the pulse phase (ϕ) according to the
spherical triangle shown in Fig. 1.15. The exact relation is derived in Chapter 5.
The carousel model is most applicable to pulsars whose subpulse drifting mod-
ulation is stable on long time periods. This is because the electric and magnetic
fields that dictate conditions in the polar gap are themselves expected to be sta-
ble. However, several features of subpulse drifting reviewed in Section §1.3 show
changes on short time scales, e.g. nulling, drift mode changes, and (more grad-
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ual) changes of the drift rate after a null sequence. In the context of the carousel
model, these phenomena seem to indicate equally sudden changes in either the
magnetospheric conditions or the carousel configuration and dynamics, which
would require revisions of (or at least extensions to) the carousel model in order
to properly account for them. It is still unclear just how widespread some of these
features are (as most pulsars are not bright enough to see in single pulses), and
therefore whether they represent “normal” behaviour or whether they are present
in only a few pathological cases.
1.5.3.1 The cartographic transform
Using spherical geometry, Deshpande and Rankin (1999, 2001) derived the one-
to-one relationship between the “pixels” of a pulse stack and the location of the
line of sight in a coordinate frame centred on the magnetic axis and corotating
with the carousel. The transformation, which requires knowledge of the viewing
geometry (α, ζ) and the carousel rotation period (P4), maps the (possibly aliased)
drift bands onto their respective parent sparks, and displayed in magnetic polar
coordinates. The transformation15 is (cf. Deshpande and Rankin, 2001)
σ = ±σrot ± σtrans, (1.63)
where the signs on each term depend on the drift direction and the slope of the
PPA.
σrot =
2pi
P4
(
p− p0 + ϕ
2pi
)
, (1.64)
σtrans = arcsin
(
sin ζ sinϕ
sin Γ
)
, (1.65)
where p is the pulse number, p0 is a reference pulse, ϕ is measured relative to
the fiducial point (usually, but not always, assumed to lie at the centre of the
profile), and where one expression relating the half beam opening angle to the
15The notation has been changed to conform with the conventions used in this thesis.
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Figure 1.18 The result of the cartographic transform defined by Eq. (1.63), ap-
plied to a sequence of B0943+10 pulses. The figure is taken from Deshpande and
Rankin (2001).
other terms is
Γ = 2 arcsin
√
sin2
(ϕ
2
)
sinα sin ζ + sin2
(
β
2
)
. (1.66)
An example showing the result of the transform is shown in Fig. 1.18.
1.6 This thesis: direction and scope
The cartographic transform (§1.5.3.1) is potentially a powerful tool for investi-
gating the emission mechanism. At a single observing frequency, the maps gen-
erated by the transform provide a window into the average emission processes at
whichever emission height corresponds to that frequency according to the RFM.
Moreover, they reveal the carousel configuration (i.e. the number and size of
sparks) and dynamics (i.e. the carousel rotation rate), which are believed to be
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determined by physical conditions just above the neutron star’s surface. If simul-
taneous observations can be made over a wide frequency range or at widely spaced
frequencies and the cartographic transform applied, the emission columns above
individual sparks can be sampled at multiple heights, providing much-needed in-
sight into the relationship between the local magnetic field and the conditions
required to produce coherent radiation.
This ambitious program of mapping out the emission beams of individual
sparks at multiple frequencies simultaneously has already begun to be carried
out. Maan et al. (2013) have used a multi-band receiver designed for the Green
Bank Telescope to take simultaneous observations of B0809+74 in four distinct
frequency bands spanning 117-330 MHz. An image of their results, after applying
the cartographic transform and arranging them schematically according to rela-
tive emission height, is reproduced in Fig. 1.19: The choice of Maan et al. (2013)
to trial the new multi-band system on B0809+74 was deliberate: it is very bright,
and its subpulse modulation pattern is well known for its long-term stability.
The original motivation of this thesis was to continue this program, using
multiple telescopes in concert (described in Chapter 2) to observe a selection of
bright pulsars that exhibit subpulse drifting, in order to map out their respective
emission beams in a similar way to Maan et al. (2013). However, it quickly be-
came apparent that the stability of the subpulse drifting behaviour required by
the cartographic transform is relatively rare, and that the stability is often inter-
rupted and influenced by null sequences. Such was the case for B0031−07, which
stood out as an archetypal example of subpulse drifting behaviour that differed
in many respects from the behaviour expected from the original carousel model
of Ruderman and Sutherland (1975). The attention was thus turned towards
characterising these exceptions, and to explore the ways in which the carousel
model might be extended in order to accommodate them.
Chapter 3 (published as McSweeney et al., 2017) begins this investigation by
measuring how the drift rate of B0031−07’s subpulses changes during the course
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Figure 1.19 A reproduction of Fig. 12 in Maan et al. (2013), showing the recon-
structed emission beam maps of B0809+74 at four frequencies (ranging from 117
to 330 MHz). The data were obtained using the multi-band receiver installed at
the Green Bank Telescope, and transformed into emission maps via the carto-
graphic transform introduced by Deshpande and Rankin (2001).
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of a drift sequence. This study showcased the MWA’s relatively new capability
as a viable instrument for observing single pulses within the frequency range ∼
170-200 MHz. Subsequent observations of the same pulsar taken simultaneously
with the MWA (∼ 185 MHz) and the GMRT (∼ 610 MHz) revealed another
curious feature: the drift bands were displaced in phase at the two frequencies.
Originally, it was thought that the displacement (whose magnitude depended on
which drift mode was present) might be indicative of a non-dipolar component of
the emission columns above the sparks, which might be revealed in maps made
via the cartographic transform, if they could be reliably produced for this pulsar
(McSweeney et al., 2017). However, it was also possible that the already well-
known and well-established effects of aberration and retardation (AR) might be
responsible, if the different drift modes were associated with different emission
heights, as suggested by Smits et al. (2005, 2007). To investigate this possibility,
the effect of AR on emission beams caused by a carousel of surface sparks was
modelled numerically. The resulting software suite, called PSRGEOM is written
in C++ and the source code is available online for the wider pulsar community to
use. The algorithms used in PSRGEOM are described in Chapter 4 (published
as McSweeney et al., 2019).
Whether AR effects could explain B0031−07’s specific behaviour had not
yet been determined. Part of the reason for the difficulty was the fact that
neither B0031−07’s emission geometry nor its carousel geometry was very well
constrained, which hindered efforts to use PSRGEOM to model its drift bands
at different frequencies. Chapter 5 (published as McSweeney et al., 2019) tackles
these difficulties head on by seeking carousel configurations that are consistent
with B0031−07’s behaviour in all three drift modes. The strategy was to find,
if possible, a single carousel rotation rate which could explain the (average) drift
rates seen in each drift mode as artefacts of aliasing due to a differing number
of sparks. The derived rotation rate thus set the scene for an investigation into
the possibility that its frequency-dependent behaviour could be explained by AR
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effects.
The major results from Chapters 3 to 5 are summarised and developed fur-
ther in Chapter 6. In particular, since the former chapters dealt with individual
aspects of B0031−07’s subpulse drifting behaviour, an attempt is made to syn-
thesise the wisdom gained from the three chapters. Future research directions are
also discussed, both in regard to B0031−07 and to the phenomenon of subpulse
drifting generally.
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Chapter 2
Methodology: Data Acquisition
and Preprocessing
This chapter contains a description of the methods used to obtain and process
pulsar data from the two telescopes that were used for the work presented in this
thesis: the Murchison Widefield Array (MWA), located in the Shire of Murchison,
Western Australia; and the Giant Metrewave Radio Telescope (GMRT), located
∼ 90 km north east of Pune, India. The end result of the preprocessing stages is
the data product described in Eq. (1.1), i.e., a dedispersed, high time resolution
(∼ 100µs) time series. If and when polarimetry was available, full Stokes (IQUV)
parameters were also obtained; otherwise, only Stokes I. This chapter describes
the general methodology and pre-processing procedures only. Details specific to
the data sets used in this thesis are given in subsequent chapters when the data
themselves are presented.
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Figure 2.1 A few “tiles” that make up the MWA telescope. Each tile has 16
cross-dipole antennas connected to an analog beamformer (white box), the first
part of the signal processing chain used to generate pulsar time series. (Image
credit: The Geraldton Guardian).
2.1 Telescopes and pre-processing
2.1.1 The Murchison Widefield Array (MWA)
2.1.1.1 Physical Description and On-Site Signal Processing
The MWA is an aperture array telescope consisting of pairs of cross dipole anten-
nas (one for each orthogonal polarisation direction) arranged into regular, square
4 × 4 grids. The grids, referred to as tiles , are distributed in a pseudo-random
fashion over a ∼ 5 km-diameter region of Western Australian desert within the
Murchison Radio Observatory (see Fig. 2.2). The MWA is capable of several
observation modes, but only those aspects relevant to the taking of pulsar data
will be described here.
The instrument is being actively developed; here we will describe the telescope
during “Phase 1” of its deployment, which is relevant to the time period in which
the observations were taken, i.e., approximately between December 2015 and
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December 2016. The full specifications of the Phase 1 MWA are given in Tingay
et al. (2013), and a description of the current (as of this writing) Phase 2 MWA
is given in Wayth et al. (2018).
The Phase 1 MWA consisted of 128 tiles. The analog signals from the indi-
vidual dipoles are initially passed through a low noise amplifier before arriving at
a signal processing unit called the analog beamformer. The analog beamformer
delays the signals from each dipole (of a single polarisation species) by different,
calculated amounts in order to enable the coherent addition of any planar signals
coming from a preselected look direction, and then sums the signals together.
The result of this process is that the tile’s gain pattern becomes more localised,
achieving maximum sensitivity at the user-specified pointing centre, and dropping
off with increasing angle1. The solid angle, Ω, whose sensitivity is above some
pre-specified fraction of the peak sensitivity is called the primary beam. The an-
gular diameter of the primary beam follows the general law of diffraction-limited
resolution,
θbeam ≈ λ
D
, (2.1)
where λ is the observing wavelength and D is the aperture diameter, which in the
context of a single MWA tile can be interpreted as the average distance between
any two individual dipole elements, approximately 4.5 m. This gives approximate
fields of view of 375 deg2 and 610 deg2 for observing frequencies of 200 MHz and
150 MHz respectively (Tingay et al., 2013).
After analog beamforming, there are a total of 256 independent, real voltage
signals (2 polarisations for each of 128 tiles) which are then digitised at a native
sampling rate of 655.36 MHz. Channelisation of the signals is undertaken by
a two-stage polyphase filterbank (PFB). The output of the first PFB stage is
256 × 1.28 MHz-wide “coarsely” channelised data, of which 24 (selected by the
user) are recorded. These output data streams are complex-valued, sampled at
1At even larger angles, the sensitivity can again increase, analogous to higher-order peaks
in, for example, Fresnel diffraction patterns. These secondary (etc.) peaks are called sidelobes,
but are not relevant to the present discussion.
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the reduced rate of 1.28 MHz. The second PFB stage channelises each 24 coarse
channels further, increasing the frequency resolution to 10 kHz and decreasing
the time resolution to 100µs. The output of the second-stage, or “fine” PFB
are downsampled to 4i + 4 complex samples, which are then recorded to on-site
RAID disks at a data rate of ∼ 4.2 GB s−1 per polarisation, with enough capacity
to store ∼ 100 min of data (amounting to ∼ 45 TB) before the data need to be
transferred off-site.
Before finally committing the samples to disk, one more action is performed
on the data: a reordering of the samples in order that they have the following
hierarchical structure:
[time][channel][tile/polarisation][complexity]. (2.2)
That is, all the samples belonging to a single time step are grouped together, then
for each time step, all the channels are grouped together, etc. “Tile/polarisation”
means one of the 256 signal channels uniquely identified by a physical tile and
polarisation combination. “Complexity” means either the real or imaginary part.
This reorganisation of the data is called recombination.
The signal chain described above comprises the Voltage Capture System
(VCS), the MWA’s subsystem that is amenable for pulsar observations, and is
described in fuller detail in Tremblay et al. (2015).
2.1.1.2 Beamforming
The completion of the VCS on-site signal processing pipeline is a data cube
consisting of (per second, per 1.28 MHz coarse channel)
10000× 128× 128× 2 = 327, 680, 000 (2.3)
complex samples, each 2× 4 bits = 1 byte in size. The meaning of each multipli-
cand is apparent by analogy to Eq. (2.2).
78
Beamforming (when used without the qualifier “analog”) means the coherent
summation of the samples within these data cubes over tiles, in order to increase
sensitivity in a particular direction at the expense of sensitivity elsewhere. Unlike
analog beamforming, which occurs in real time on site, beamforming of MWA-
VCS high time resolution data must be accomplished offline, after the data have
already been transported offsite to the Pawsey Supercomputing Centre2 located
in Perth, Western Australia. This differs notably from other telescopes which
have dedicated pulsar backends.
Because beamforming sums coincident samples produced at each tile, the
resulting data sets are reduced in size3 by a factor of 128. An important difference
between beamforming and analog beamforming is that, in the former, the tiles
themselves can be considered the individual elements, and their relative spacing
is what determines the aperture distance, D, of Eq. (2.1). The maximum tile-to-
tile distance, or baseline, of the Phase 1 array was ∼ 3 km, resulting in a so-called
tied-array beam only a few arcminutes in diameter (dependent, of course, on the
observing frequency). The narrowness of the tied-array beam also justifies the
use of the term pencil beam, which can be used interchangeably with “tied-array
beam”. The important point to be made here is that the angular size of the
emitting regions of even the nearest pulsars is still several orders of magnitude
smaller than the MWA’s pencil beam, so the goal of beamforming is not so much
to try to spatially resolve pulsars, but instead to focus the maximum amount of
sensitivity onto the single pixel containing the pulsar signal.
We can estimate the increase in sensitivity of the tied-array beam compared
to the primary beam by noting the general, ideal result that the signal-to-noise
(S/N) grows in proportion to the number of elements, N . If on the other hand,
the signals from each tile were added incoherently (by detecting the pulsar at each
telescope first, and then summing the resulting power measurements together),
2https://pawsey.org.au/
3This does not include other factors such as a change in data format or the conversion of
the dual polarisation to full Stokes parameters.
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the signal would still increase with N , but the uncorrelated noise would increase
as
√
N , so that the S/N would only increase as
√
N . Incoherent summation does
not, however, reduce the field of view, so one is still sensitive to pulsar signals
anywhere within the primary beam.
The goal and the challenge of beamforming, then, is to ensure that the signals
from each tile are being added coherently—that is, the phase information inherent
in the complex samples are artificially delayed or advanced in such a way that
the wavefronts of the pulsar signal (which can be approximated as a planar wave)
are aligned. This involves a calculation of the geometric time delay between the
arrival of a signal at a given tile and some (arbitrary) reference point, usually
taken to be the centre of the array. The details of these procedures are well
documented in the MWA beamformer description paper, Ord et al. (2019).
The geometry of the array is not the only reason that the signal at a given
tile will arrive out of alignment with the others. Other effects include the length
of the cables through which the signals are propagated before the samples are
digitised and time-stamped; the diffractive nature of the ionosphere on radio
signals, which distort the incoming wavefronts; and a host of other electronic and
instrumental effects inherent in the design of the MWA’s hardware. The first of
these, the cable length, is known for each tile and can be accounted for exactly.
The determination of the other effects requires an independent calibration step,
which involves an iterative process of comparing the correlated signals from each
pair of tiles, called visibilities, with the expected visibilities given a model of the
radio sources within the primary beam. The pulsar observation can itself be used
as the calibration observation—which we call in-beam calibration—but a different,
dedicated calibration observation can also be used which may be separated from
the pulsar observation both spatially (i.e. looking at a different part of the sky)
and temporally (be taken up to several hours before or after). The advantage
of using a dedicated calibration observation is that fields can be selected that
contain bright, steady sources that are ideal for calibration; the disadvantage is
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that the ionospheric conditions can change on spatial and temporal scales that
render the calibration solution inapplicable to the pulsar observation. For the
MWA observations presented in this thesis, calibration was carried out using the
Real Time System (RTS) software package described in Mitchell et al. (2008).
Once the data have been calibrated, they are beamformed towards the de-
sired pulsar. The mathematical operations that constitute beamforming are now
described. Overall, the beamforming process amounts to a weighted sum of the
128 complex-valued samples in each time and frequency bin generated by each
polarisation of each MWA tile. For a given time step and channel, let
Da =
da,X
da,Y
 (2.4)
be the pair of complex-valued samples corresponding to antenna a with polarisa-
tions X and Y . The incoherent sum over the tiles and polarisations is achieved
by
Bincoh =
∑
a
D†aDa
=
∑
a
(|da,X |2 + |da,Y |2),
(2.5)
where the dagger denotes the Hermitian transpose. Note that Bincoh is a single,
real-valued quantity.
Coherent summation incorporates the phase corrections gleaned from the cal-
ibration steps and the geometric and cable delays outlined above. The calibration
solution takes the form of a 2×2 complex matrix, one for each tile, that is treated
as constant over the duration of the observation. The matrix, called the Jones
matrix is represented by Ja, and its direct (left) multiplication to Da constitutes
the application of the calibration solution to the pulsar observation4. The geo-
metric delays are recalculated every second (necessary by virtue of the fact that
4In practice, the solutions output by the RTS are usually called the Jones matrices, and it
is the inverse, J−1, which is multiplied to Da. However, the distinction is semantic, so here I
am opting for the notationally simpler J for the quantity that is multiplied to Da.
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the desired look direction is changing as the Earth rotates) and are combined with
the cable delays into another 2 × 2 matrix, called the weights matrix, Wa. The
geometric and cable terms of the weights matrix are independent of polarisation,
so the off-diagonal elements of Wa are always identically zero.
Having obtained Ja and Wa, the beamforming operation becomes
Bcoh =
bX
bY
 = ∑
a
Ba =
∑
a
JaWaDa. (2.6)
Note that whereas Bincoh is a single real, “detected” quantity, Bcoh is complex-
valued and retains both polarisations.
The final step is to convert Bcoh into a set of full Stokes parameters. Rather
than just using the components of Bcoh, one final correction is made: subtraction
of the autocorrelations. For a sufficiently large number of tiles which are domi-
nated by noise, this has the benefit of reducing the noise by a much larger fraction
than any astrophysical signal buried within it. We thus define the autocorrelation
to be
N =
nXX nXY
nY X nY Y
 = ∑
a
BaB
†
a. (2.7)
The Stokes parameters can then be calculated:
I =
1
w
(
(|bX |2 − nXX) + (|bY |2 − nY Y )
)
Q =
1
w
(
(|bX |2 − nXX)− (|bY |2 − nY Y )
)
U = 2 Re
[
1
w
(
bXb
†
Y − nXY
)]
V = −2 Im
[
1
w
(
bXb
†
Y − nXY
)]
(2.8)
where w is a weighting factor equal to the number of antennas used in the sums
(which may be < 128 if tiles are flagged due to radio frequency interference or
other forms of data corruption). The Stokes products obtained by Eq. (2.8)
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correspond directly to the quantities in Eq. (1.1). This final product is then
packed into the PSRFITS file format (Hotan et al., 2004) for further processing.
An alternative data processing pipeline is available, which is identical to the
above pipeline up to the beamforming stage represented by Eq. (2.6), but then
applies a special filter to the data. This filter is designed to invert the second,
“fine” PFB stage, recovering a sample rate of 1.28 MHz (∼ 0.78µs time resolution)
at the cost of reverting back to 1.28 MHz frequency resolution (i.e. the width of a
“coarse” channel)5. The data are then packed directly into the VDIF file format
(Whitney et al., 2009), and conversion to Stokes parameters is performed at a
later stage of processing by third-party software (see §2.2). This resultant data
product is amenable to coherent dedispersion, and thus to attain higher (optimal)
time resolution by eliminating any temporal smearing due to residual dispersion.
2.1.2 The Giant Metrewave Radio Telescope (GMRT)
The GMRT is an array of 30 × 45-metre, fully steerable radio frequency dishes
located ∼ 90 km north-east of Pune, India. 12 of the dishes form a compact,
pseudo-random cluster in the centre, and the remaining dishes form an approx-
imate ‘Y’ shape, i.e. 3 arms of 6 dishes each. The maximum baseline between
antennas is ∼ 25 km, and the full array has an effective area of ∼ 30, 000 m2.
The original GMRT (known as the “legacy system”) can operate in 5 discrete
radio bands, ∼ 32 MHz wide, ranging from 150 to 1420 MHz (Swarup et al., 1991;
Ananthakrishnan, 1995).
In 2017, the GMRT underwent an upgrade, which is described in Section
(§2.1.2.1). Consequently, data for this project were obtained both from before
and after the upgrade. The earlier data sets used the bandwidth centred on
∼ 610 MHz, split into 512× 65.1 kHz channels ranging from 591 to 624 MHz.
Users can opt to use the GMRT in either an incoherent mode (IA), in which
5For archival data, this is only way to achieve a higher resolution; the MWA and VCS design
did not provide any means for accessing the data stream before the fine PFB stage. However,
work is currently in progress to allow for such access.
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Figure 2.2 A few of the dishes that make up the Giant Metrewave Radio Telescope,
near Pune, India. (Image credit: National Centre for Radio Astrophysics/Tata
Institute of Fundamental Research).
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the power detected at each antenna is summed together, or a phased array mode
(PA) in which the phases are adjusted in real time to form a tied-array beam in
the desired look-direction (Gupta et al., 2000). These modes are analogous to
(but different in detail from) the MWA’s incoherent and coherent beamforming
modes described in the previous section. In particular, the PA mode will deliver
a better signal to noise ratio than the IA mode by a factor of
√
N , where N is
the number of antennas used in the sum. There is some flexibility in the choice
of which antennas to include: the array can be arbitrarily split into subarrays,
whose signals are individually processed by the GMRT Software Backend, capable
of observing, processing, and recording pulsar signals over the whole bandwidth
in real time (Gupta et al., 2000; Roy et al., 2010).
A common strategy is to use a subarray consisting of the 14 innermost an-
tennas, in order to reduce the difficulty of finding calibration solutions over the
largest baselines. Calibration is done by periodically observing steady, compact
radio sources in a nearby region of the sky. Calibration solutions obtained in this
way last for a limited time due to changing ionospheric conditions; after some
time (approximately one hour), the solution becomes less and less accurate, and
the telescope must be re-calibrated. For pulsar observations, the incoming data
can be folded in real time so that the strength of the (pulsar) signal can be moni-
tored as a proxy for estimating the goodness of the calibration solution. Doing so
for a short period near the start of an observing run ensures that the calibration
solution is indeed correct, and that the pulsar can be seen clearly.
For this thesis, the selected observing mode resulted in a final data stream
containing 16-bit samples with 512 frequency channels and a sampling time of
122.88µs.
2.1.2.1 The Upgraded Giant Metrewave Radio Telescope (uGMRT)
A few of the data sets were collected after the GMRT underwent an upgrade.
For the purposes of this project, the most important aspects of this upgrade
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were (1) the introduction of a new correlator that is capable of an instantaneous
bandwidth of up to 400 MHz (cf. the earlier 32 MHz), and (2) an increase in
sensitivity and accompanying improvement in dynamic range. In particular, we
made use of Band 3, which offers 200 MHz of instantaneous bandwidth in the
range 300 to 500 MHz (Gupta et al., 2017; Reddy et al., 2017), split into 4096×
48.8 kHz individual channels. The sampling time was 163.84µs. Except for these
differences, the GMRT and uGMRT data sets are alike.
2.2 Further data processing
This chapter describes the generic post-processing routines, designed especially
for pulsar observations, as implemented in three software packages: the Pul-
sar Exploration and Search Toolkit (PRESTO), DSPSR, and PSRCHIVE.
These programs are designed to handle the output data formats of a variety of
radio telescopes, including the telescopes used in this thesis (described in §2.1).
These standard software packages convert the telescope-specific data formats into
standard file formats designed for pulsar observations, and contain utilities for
examining the resulting pulsar data sets in an intuitive way.
2.2.1 PRESTO
PRESTO (Ransom, 2001) was originally conceived as an implementation of a
new, efficient technique to search for accelerated pulsars (i.e. pulsars in binary
systems whose orbital velocity changes significantly with respect to the observer
over the duration of an observation). It is, however, fully equipped to perform
standard processing tasks even for known pulsars with zero acceleration (i.e.
isolated pulsars)—this is the mode required for the pulsars studied in this thesis.
PRESTO’s primary output is a diagnostic plot showing various aspects of
the candidate pulsar signal, for example, its persistence in time and frequency,
and the signal to noise as a function of DM, P , and P˙ . An example of such a
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Figure 2.3 An example of a PRESTO diagnostic plot, showing an observation
of B0031−07 by the MWA. The data have been dedispersed and folded with the
pulsar’s DM and rotation period, respectively.
diagnostic plot is provided in Fig. 2.3. It is standard practice to allow PRESTO
to search in (DM, P , P˙ ) parameter space. This is particularly useful if one or
more of these parameters is variable, or known with only limited precision. In this
“known pulsar” mode, the input signal is incoherently dedispersed according to
the formulae in §1.2.5.1, and then folded according to Eq. (1.6), using TEMPO2
to determine the topocentric period of the pulsar (Hobbs et al., 2006).
2.2.2 DSPSR
DSPSR (van Straten and Bailes, 2011) grew out of early software designed to
perform coherent dedispersion algorithms entirely in memory. Originally designed
to work with a limited number of telescopes, it has since evolved to cater for a
87
wide range of telescope data, including the GMRT, and the PSRFITS and VDIF
output formats of the MWA (see §2.1). As well as enabling coherent dedispersion,
it converts the input data into the PSRCHIVE data format, which organises
the data into multi-dimensional blocks (frequency, sub-integration6, pulse phase,
polarisation) called archives. These archives can then be further processed by the
suite of tools that comprise the PSRCHIVE software suite.
2.2.3 PSRCHIVE
PSRCHIVE (Hotan et al., 2004; van Straten et al., 2009a,b, 2011, 2012) consists
of a suite of applications for the manipulation, analysis, and visualisation of pulsar
data in the PSRFITS format, or in pulsar archives archives created, e.g., by
DSPSR. Although originally designed primarily for pulsar timing experiments,
it has grown to include a vast array of general-purpose algorithms applicable to
pulsar data sets, such as:
• polarimetric calibration,
• pulse arrival time,
• measuring the Faraday rotation,
• statistics of pulsar profiles and their variability.
For the purposes of this project, the most useful feature of PSRCHIVE is its
array of plotting commands. Using the PGPLOT7 software as its plotting library,
it can display data in various formats, such as dynamic spectra, folded spectra
(i.e. integrated power as a function of frequency and pulse phase), integrated
profiles (with full polarisation, if available), and—especially useful for single pulse
studies—pulse stacks.
6A “sub-integration” is an integration performed over several pulses. In this thesis, single
pulses need to be retained, so here “sub-integration” is synonymous with “pulse (number)”.
In other contexts, such as pulsar timing, sub-integrations of several tens or even hundreds of
pulses are desirable.
7http://www.astro.caltech.edu/~tjp/pgplot/. Last accessed 5 September 2018.
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Figure 2.4 The dynamic spectrum obtained from an MWA observation of
B0031−07. The modulation in frequency is due to scintillation (Section 1.2.5.3),
and the sharply defined intervals of time where the signal is absent is due to
nulling (Section 1.3.3). A burst of intermittent, RFI is visible at approximately
1.3 hours.
The analyses carried out in this thesis are specific to single pulse observations,
which PSRCHIVE is not specifically designed to handle. Thus, once some fea-
ture of interest has been identified in the plots generated by PSRCHIVE, further
analysis required the development of original code and algorithms.
89
Figure 2.5 The polarisation profile of B0031−07. The bottom panel shows the
total intensity profile (black), the linear polarisation (red), and the circular po-
larisation (blue). The PPA is shown in the upper panel.
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Chapter 3
Low-frequency Observations of
the Subpulse Drifter PSR
B0031−07 with the Murchison
Widefield Array
The data analysis begins with an in-depth study of the drift rate of B0031−07
and how it varies on small time scales. This chapter is a faithful reproduction
of the author’s publication (McSweeney et al., 2017), as per Curtin University’s
policy. It differs from the original in only minor respects, including the formatting
of both the text and the images, the numbering of the equations and figures, and
the use of Australian spelling. Also, the “J name” of the pulsar (J0034−0721) has
been replaced throughout with its (original) “B name” (B0031−07), in keeping
with the convention used in this thesis. In both this and subsequent chapters,
the end matter (Acknowledgements, References) of the original papers have been
shifted to the relevant sections of this dissertation.
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3.1 Abstract
The phenomenon of subpulse drifting may hold the key to understanding the
pulsar emission mechanism. Here, we report on new observations of B0031−07
carried out with the Murchison Widefield Array at 185 MHz. We observe three
distinct drift modes whose “vertical” drift band separations (P3) and relative
abundances are consistent with previous studies at similar and higher frequencies.
The drift bands, however, are observed to change their slopes over the course
of individual drift modes, which can be interpreted as a continuously changing
drift rate. The implied acceleration of the intrinsic carousel rotation cannot
easily be explained by plasma models based on ~E × ~B drift. Furthermore, the
implication of a continuously changing value of P3 calls into question the wisdom
in characterizing this pulsar’s drift modes by its P3 values. The “horizontal”
separation between drift bands (P2) is found to be larger at later rotation phases
within the pulse window, which is inconsistent with the established effects of
retardation, aberration, and the motion of the visible point. Longer observations
spanning many thousands of pulsar rotations may help investigate these aspects
further.
3.2 Introduction
Despite nearly half a century of observational and theoretical investigations, the
physical mechanisms responsible for the radio emission from pulsars remain un-
resolved (Michel, 1991; Beskin et al., 2006; Melrose and Yuen, 2016). Some
features of observed pulsar emission are considered vitally important to further-
ing our understanding of these fundamental processes. Chief among these is the
phenomenon of subpulse drifting, which is the systematic shift in pulse phase of
substructures within individual pulses over time (Drake and Craft, 1968). Also
critical is nulling, in which the radio emission appears to switch off temporar-
ily (Backer, 1970b; Ritchings, 1976), a widespread phenomenon closely linked to
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the coherent emission process. B0031−07 is a bright, long-period (P1 = 0.943 s)
pulsar with dispersion measure DM = 10.9 pc cm−3 that exhibits both subpulse
drifting (Backer, 1970b; Huguenin et al., 1970) and extensive nulling (∼ 45% of
the time, Vivekanand 1995), and thus is an important object which can poten-
tially reveal vital clues to the underlying emission mechanisms.
Subpulses are thought to represent “subbeams” caused by discrete emission
regions that are stable over many pulsar rotations, which in some cases may be
arranged in a “carousel” pattern centered on the magnetic dipole axis and rotating
around it at some rate1, D (Ruderman and Sutherland, 1975; Rankin, 1986).
Strong observational support for this view came with the work of Deshpande and
Rankin (1999, 2001), who were able to determine that the regular drifter PSR
B0943+10, has a stable carousel consisting of 20 discrete emission regions. One
of the earliest and most successful emission models (Ruderman and Sutherland,
1975) invoked ~E × ~B drift to explain the carousel’s circular motion; however,
there are some outstanding issues with its quantitative predictions. First, the
measured drift rate for at least some pulsars are known to be many times greater
than that predicted by ~E × ~B drift (e.g. Mitra and Rankin, 2008). Second,
the drift rate of some pulsars is not constant, but varies over time. The most
common manifestation of this is the presence of temporally distinct drift modes,
characterised by an abrupt change in the drift rate, usually with a timescale less
than a single stellar rotation (e.g. Redman et al., 2005). Variations in drift rate
can also occur over longer timescales, without sudden drift modes changes, (e.g.
Biggs et al., 1985; Bhattacharyya et al., 2009). B0031−07 exhibits both long and
short timescale drift rate variations, with three distinct drift modes designated
Modes A, B, and C (Huguenin et al., 1970; Wright and Fowler, 1981), and with
drift rate variations occurring within each mode (Vivekanand and Joshi, 1996).
The methodology of Deshpande and Rankin (2001) involves mapping the in-
1The published version of this chapter does not include the “bar” notation, e.g. D. It
is included here to make the notation consistent with the rest of the thesis. It is introduced
formally (with justification) in Ch. 5.
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tensity sequences from the drifting subpulses onto a coordinate system centered
on the magnetic axis (the so-called “cartographic transform”), Ideally, this can be
applied to other drifters, such as B0031−07, allowing us to determine the geome-
try and dynamics of the emission regions. This is not always possible, mainly due
to the difficulty in resolving the presence of aliasing, in which the true carousel
drift rate is different from the measured drift rate because of the sub-Nyquist
sampling of the emitting region due to the star’s rotation. A carousel with an
integer number of subbeams admits only a discrete (but possibly infinite) set of
solutions to any given observed drift band pattern, with higher drift rates corre-
sponding to higher order aliasing. Determining the true carousel rate, and hence
the order of aliasing present, is difficult because different sets of parameter val-
ues (viewing geometry, as well as aliasing) can give rise to identical-looking drift
bands. This is especially true for B0031−07, whose multiple drift modes compli-
cate the issue, and whose viewing geometry is not precisely known (Smits et al.,
2007). Nevertheless, it is vital to resolve the aliasing order so we can understand
the configuration of emission regions of this pulsar and the relationship between
its three different drift modes.
The regularity of both the stellar rotation and of the observed drift bands
allows us to define a number of periodicities, often used in subpulse drifting
analyses (e.g. Deshpande and Rankin, 1999; Edwards and Stappers, 2002). P1,
P2, and P3 are respectively defined as (1) the pulsar’s rotation period, (2) the
temporal separation between two subpulses within a single rotation, and (3) the
time it takes for a subpulse to arrive at the same rotation phase as its predecessor.
The drifting subpulses appear as diagonal drift bands in the pulse stack, which is
the (one-dimensional) time series plotted in a two-dimensional array, with each
row corresponding to 360◦ of rotation, and time progressing along the vertical
axis (Fig. 3.1). Visually, P2 and P3 are realised as the horizontal and vertical
separations (respectively) of consecutive drift bands. The slope of the drift bands
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Figure 3.1 A subset of the stacked pulses of B0031−07, from MWA observations
at 185 MHz. The drift bands are clearly visible. The horizontal and vertical sep-
arations between consecutive drift bands (indicated by the overlaid white arrows)
are P2, measured in degrees, and P3, measured in units of P1, respectively. Two of
the three drift modes, A and B, are exemplified here, distinguished by markedly
different P3 values and drift rates. A typical null sequence is also present.
is the observed drift rate, defined as
D ≡ dϕ
dp
=
P2
P3
, (3.1)
where ϕ is the phase, p is the pulse number. In this paper, we adopt the con-
vention that a positive drift rate corresponds to the scenario in which subpulses
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drift towards earlier phases.
Drift modes are usually characterised by their P3 value, which is generally
found to remain stable over the course of a drift sequence (defined here as a
set of contiguous pulses all belonging to the same drift mode). Early work on
B0031−07 measured P3 values of 12.5, 6.8, and 4.5P1 for Modes A, B, and C
respectively (Huguenin et al., 1970; Wright and Fowler, 1981), with individual
drift sequences lasting from a few to hundreds of pulse periods (Vivekanand and
Joshi, 1996). Interestingly, the subpulse phases appear to be correlated across the
nulls (Joshi and Vivekanand, 2000), indicating organised motion of the supposed
carousel configuration even during nulls.
Smits et al. (2005, 2007) investigated the behavior of these drift modes at
widely separated frequencies of 157 MHz and 4.85 GHz. Their analysis revealed
that the drift bands of Mode B were largely undetectable at the higher frequency.
They offered a geometric interpretation, placing the Mode B emission regions at a
higher magnetic latitude than the Mode A emission regions (the assumed radius-
to-frequency mapping implies that at higher frequencies, the Mode B emission
regions do not intersect the line of sight). The physical cause of the change of
magnetic latitude, however, was not explored.
Indeed, no physical explanation has been offered for several key properties
of B0031−07’s drift modes, such as their average duration, the order in which
they appear, their relationship to the null sequences, and the variation (albeit
small) in their respective P3 measurements. Crucially, the presence or absence
of aliasing in B0031−07 has not been determined; however, Smits et al. (2007)
estimate the number of discrete emissions in the carousel to be about 9, under
the assumption that aliasing is not present.
In this paper we present new observations of B0031−07 made with the Murchi-
son Widefield Array (MWA, Tingay et al. 2013), a low frequency precursor to
the Square Kilometre Array (SKA). We attempt to characterise the pulsar’s ob-
served drifting behavior in terms of a small number of parameters that remain
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constant over the course of individual drift sequences. The data acquisition and
pre-processing are described in §3.3. Our analysis of the drift bands, and the in-
vestigation of their time-varying behaviour are described in §3.4. The theoretical
implications of a variable drift rate are discussed in §3.5, and our conclusions are
presented in §3.6.
3.3 Observations and data processing
The data were taken with the MWA, a low frequency aperture array located in
remote Western Australia. The MWA is now geared for high time resolution
science, with the recently commissioned Voltage Capture System mode (VCS;
Tremblay et al. 2015). The VCS enables the recording of the raw voltages from
each of the MWA’s 128 tiles, which are downloaded from site to the dedicated
data storage facility at the Pawsey Supercomputing Centre2.
We recorded 42 minutes (∼ 18.5 TB) of VCS data on 19th January 2016. The
data were processed following a procedure similar to Bhat et al. (2016), which
is summarised here. Calibration of the data was performed with the Real Time
System (RTS) software (Mitchell, in prep), using an observation of Pictor A taken
immediately prior to the pulsar observation. Using the calibration solution, the
raw voltages were phased up to form a pencil beam (∼ 2 arcmins in diameter) on
B0031−07.
The resulting data set (stored in the PSRFITS format, Hotan et al. 2004)
consisted of 24 × 1.28 MHz coarse frequency channels ranging from 169.60 to
200.32 MHz, and a time resolution of 100 µs. The data from only the central
88 out of 128 (10 kHz) fine channels of each coarse channel were kept because
of aliasing effects inherent in the polyphase filter bank, which attenuates the
response of the antennas at the edges of the coarse channels. The best solution
was found by calibrating on 115 out of the available 128 antenna tiles, so the data
from the remaining tiles were rejected from the pulsar analysis.
2https://www.pawsey.org.au/
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Finally, the resulting frequency-time data was processed in DSPSR (van Straten
and Bailes, 2011) and PSRCHIVE (Hotan et al., 2004) to produce a single-pulse
archive and a time series. The time resolution of the time series was 0.921 ms,
corresponding to 1024 phase bins across one pulsar period. The data set is of very
high quality, with an average S/N of ∼ 9 per pulse (without excising null pulses),
approximately a factor of 8.5 times higher than that of the same observation
processed incoherently (i.e. with the signal power detected at each tile summed
together), ∼ 20% less than the theoretical expectation. This paper presents the
first study of individual pulses for pulsar emission science undertaken with the
MWA (but see, e.g., Oronsaye et al. 2015 for previous single-pulse studies with
the MWA).
3.4 Subpulse drifting analysis
The analysis in this paper is aimed at exploring how the behaviour of the drift
bands of B0031−07 varies both between different drift modes, and within indi-
vidual drift sequences. We analysed only data within the on-pulse window, which
was chosen to fall between the first and last phase bins whose average flux den-
sities were 4σ above the off-pulse noise (the noise statistics were obtained from
phase bins more than 90◦ away from the profile peak). The pulse window was
thus determined to be between −25.3◦ ≤ ϕ ≤ 33.0◦, where the point ϕ = 0◦ was
defined to be the center of the phase bin which contained the largest average flux
density.
3.4.1 Determining the drift mode boundaries
Traditional methods of drift mode analysis include the Harmonic Resolved Fluc-
tuation Spectrum (HRFS; Deshpande and Rankin, 2001) and the mathemati-
cally equivalent Two-Dimensional Fluctuation Spectrum (2DFS; Edwards and
Stappers, 2003). These methods are designed to measure P2 and P3 by means
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of Fourier analyses of the time series. The fluctuation spectra of pulsars with
multiple drift modes will contain the Fourier components corresponding to the
(P2, P3) pairs of each drift sequence and a delocalised component corresponding
to the distribution of the drift modes, as can be seen, for example, in the HRFS
of PSR B2303+30 (Redman et al., 2005).
Because B0031−07 exhibits multiple drift modes and long-duration nulls, the
components corresponding to the three drift modes are not easily resolved in the
fluctuation spectra (e.g., Fig. 8 of Karuppusamy et al., 2011). Any realistic mea-
surement of P2 and P3 (and hence the drift rate) can therefore only be achieved by
first determining the precise locations of the transitions between different drift
modes, and treating each drift sequence separately. For this pulsar, the drift
modes appear to switch on a timescale no longer than a single rotation period,
and so it becomes possible to associate each pulse with a distinct mode.
One can use the sliding two-dimensional fluctuation spectrum (S2DFS; Sery-
lak et al., 2009) to obtain a map of temporal changes to the drift modes, but
the coarse resolution inherent in the technique cannot resolve sudden changes on
the time scales of individual pulses. We therefore followed the method of Smits
et al. (2005), which measures the average P3 in a candidate drift sequence by
computing the phase-averaged power spectrum (PAPS), which is the sum of the
amplitudes of the DFT of each phase bin. The beginning and ending boundaries
of the drift sequence were then adjusted incrementally until the peak value in the
PAPS divided by the rms of the rest of the PAPS was maximised. The resulting
map of drift modes is shown in the top panel of Fig. 3.2, and a summary table
of drift mode statistics is given in Table 3.1.
The distribution of drift modes in the MWA observation strongly resembles
that of Smits et al. (2005, 2007), who observed the pulsar for a similar length
of time at similar frequencies (157, 243, 325 MHz and above). In particular,
we note the following similarities: Mode A sequences are generally longer than
modes B and C, and mode A sequences are often sandwiched between two mode
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Table 3.1. Statistics of drift mode measurements
Mode Number of Mean P2 Mean P3 Mean P3 Occurrence Mean
sequences (◦) (PAPS) (P1) (Quad) (P1) fraction (%) duration (P1)
A 9 18.9± 1.1 11.9± 2.0 12.5± 0.8 18.4 54.6
B 31 19.8± 0.5 7.0± 0.5 7.0± 0.2 34.5 29.6
C 2 19.1± 2.9 5.9± 3.6 4.6± 0.3 0.8 11.0
Null 38 - - - 45.5 31.9
Unknowna 6 19.9± 3.2 - - 0.8 3.7
aSequences that were too short to yield a reliable measurement of P3 were uncategorised.
B sequences with minimal nulling between them.
3.4.2 Linear fits to drift bands
The simplest way to characterise individual drift bands is to treat them as in-
dependent line segments. By fitting a line to each drift band, we hope to assess
whether there are any systematic changes in the drift rate over the course of a
drift sequence.
Each pulse was convolved with a narrow Gaussian (FWHM = 2◦ ≈ 10% of
P2) in order to smooth out high frequency noise fluctuations. The phase bin
containing the most power in each pulse was identified, and the phase of the
interpolated peak (using a cubic spline to get a sub-bin estimation) was taken
as the phase of a subpulse. P2 has previously been measured to be ∼ 20◦ at
low frequencies (see Fig. 3.4), so the second highest peak was identified with the
same method, but with the constraint that it was not closer than 10◦ to the first
bin. For the vast majority of pulses, a maximum of two drift bands were visible
in any given pulse, so we did not attempt to find a third subpulse peak.
An algorithm was designed to find connected series of subpulse peaks that
belong to the same drift band. Starting at the beginning of the observation,
and assuming that the subpulses found in the first pulse do in fact “belong” to
genuine drift bands, we assigned the subpulses in the succeeding pulse to the
already identified drift bands if the subpulse phases are within 10◦ of the drift
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band’s projected phase at the pulse in question. The projected phases were
determined by a weighted least squares fit to each subpulse already associated
with a drift band, where the weighting was proportional to the peak amplitude
of the subpulse. However, the variation in subpulse position requires that a
statistically significant number of pulses be already assigned to a drift band in
order to obtain a reliable extrapolation of the drift band location. Thus, if a drift
band has so far only been assigned 4 subpulses or fewer, we assume a nominal
drift rate3 of −2.5◦/P1 and only perform least squares regression to find the phase
offset. If a subpulse was found with a phase more than 10◦ to the right of the
projected phases, it was assigned to the beginning of a new drift band. The
process continues until the onset of a null sequence, and the entire algorithm is
repeated for each drift sequence. Once all determined subpulses had either been
assigned to a drift band or rejected as an outlier (if it didn’t fall within 10◦ of
any projected drift band), the subpulse positions were fit by a weighted least
squares regression as before, except that this was also applied to even short (i.e.
containing 4 or fewer subpulses) drift bands. The results of this algorithm for a
subset of the pulse stack are illustrated by red lines in Fig. 3.3.
The errors on the slopes of the drift bands are calculated to be
munc =
√√√√√ 1
n− 2
∑
i
(wi(ϕi − ϕˆ))2∑
i
(wi(pi − p¯))2 , (3.2)
where the sums are iterated over the subpulses within a given drift band; n is
the number of pulses within a drift band; ϕ and ϕˆ are respectively the measured
subpulse phase and the phase predicted from the linear fit; p is the pulse number;
and p¯ = 1
n
∑
i pi.
Having obtained a model for each drift band, we can now assess how the drift
band slopes vary over the course of individual drift sequences (Fig. 3.2, middle
3For this pulsar, drift rates appear to range between ∼ 0.5◦/P1 and ∼ 4.5◦/P1, as evident
in the results.
102
Figure 3.3 Pulse stack showing 101 pulses of B0031−07. The image is saturated at
25%, meaning that any pixel containing a value more than 25% of the maximum
value in that window is displayed as a black pixel. Overlaid are red lines showing
the linear fits to the drift bands using weighted least squares regression, described
in §3.4.2, and blue lines showing the quadratic curves fit with fewer parameters,
described in §3.4.3.
panel). Mode A drift bands tend to become steeper (i.e. the drift rate decreases),
but those of mode B tend to become shallower (i.e. the drift rate increases), but
not exclusively.
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Figure 3.4 Comparison of available measurements of P2, with the panels from left
to right showing measurements of modes A, B, and C respectively. The fact that
P2 is consistent with being uniform across all three modes at any given frequency
suggests that the angular spacing of the emission regions around the magnetic
axis does not change between mode switches.
3.4.3 Quadratic fits to drift bands
The linear fits to the drift bands suggest that the drift rate varies quasi-linearly
over the course of each drift sequence (to a first order approximation, cf. middle
panel of Fig. 3.2). Assuming that this is the case, and also assuming that P2
does not vary over the course of the observation, we write the following functional
form for the nth drift band within a given drift sequence:
ϕ(p) = a1p
2 + a2p+ a3 + a4n, (3.3)
where p is the pulse number starting from the beginning of the drift sequence,
and a1, a2, a3, and a4 are free parameters to be fit. The drift rate, P2, and P3
can be derived from these parameters thus:
dϕ
dp
= 2a1p+ a2,
P2 = a4,
P3 =
P2
dϕ/dp
=
a4
2a1p+ a2
.
(3.4)
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Figure 3.5 The residuals for both the linear fits to the drift bands (left panel)
and the quadratic fits (right panel). The colour scale indicates the amplitude of
the peak of the subpulses, which were used as weights in the regression fits. The
linear fits appear to generate slightly smaller residuals, but requires many more
free parameters. Both fits perform worse at the edges of the pulse window than
in the central region, suggesting that P2 is a weak function of rotation phase.
Note that the drift rate is linear in p, and P2 is constant, as desired.
Because Eq. (3.3) is linear in a1, a2, a3, a4, they can be fit to the subpulse
position data using least-squares regression. A weighted4 linear fit was performed
with the subpulses in each drift sequence, resulting in quadratic drift band fits
shown in Fig. 3.3.
The quadratic fits described by Eq. (3.3) employ four free parameters per drift
sequence, while the linear fits employ two free parameters per drift band. Both
types of fit successfully identify the drift bands, but the subpulse position residuals
suggest that the linear method fits the subpulses at the extremes of the pulse
window slightly better than the quadratic method (Fig. 3.5). We note, however,
that the quadratic fit method can potentially be used to correct a misidentification
of a drift mode and/or drift mode boundaries, which occurred three times in the
present data set. In the first instance, the quadratic fit failed to find a close fit to
a set of drift bands when they were erroneously assumed to belong to the same
drift mode. In the second instance, the drift sequence boundaries determined
via the PAPS method had to be slightly adjusted in order to produce a good
quadratic fit. Finally, the Mode C drift sequence at approximately pulse number
4The weights used were the amplitudes of the subpulse peaks, as before.
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2050 was too short for the PAPS method to yield a reliable P3 measurement,
but was easily identified as Mode C using the quadratic fit method. Indeed, the
striking difference between the average P3 values for Mode C shown in Table 3.1
is due to the inability of PAPS to deal with such a short sequence.
3.4.4 Characterizing P2
The value of P2 in B0031−07 is consistent with being constant in time, irrespective
of drift mode (Smits et al. 2005, but see Vivekanand and Joshi 1996 for evidence
of the contrary). However, it has been observed to decrease at higher observing
frequencies, in accordance with the radius-to-frequency mapping (Cordes, 1978,
see Fig. 3.4 and references therein). Here, we report that P2 is also dependent
on the rotation phase, i.e. where the subpulses fall in the pulse window.
The average P2 value is commonly measured by means of an ACF applied
to the pulse stack. Here, we measure P2 for each pulse individually, by simply
taking the difference of phases of the two subpulse peaks detected by the peak-
finding algorithm described in §3.4.2. The resulting P2 measurements are plotted
in Fig. 3.6 against the average (absolute) phase of the two subpulses. There is
a noticeable positive correlation between P2 and (average) phase—i.e. subpulses
at later phases are generally spaced more widely apart.
To confirm this trend, we performed the identical quadratic fits described
above to smaller subsets of subpulses. Within each drift sequence, the subpulses
were divided into three subsets, based on their absolute phases. The phase bound-
aries were not the same for each drift sequence; instead, they were chosen to ensure
that the number of subpulses in each subset were the same (or differed only by
one, if the total number of subpulses was not divisible by three). P2, as measured
by the fit parameter a4 (cf. Eq. (3.3)) for each subset is shown plotted against
the average phase of the subset in the right-hand panel of Fig. 3.6. A similar
upward trend is evident. We note, in passing, that the three modes do not appear
to be drawn from different distributions of P2, which is contrary to the finding of
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Figure 3.6 Left : The phase difference of two subpulses (P2 measured for each
pulse) against the phase of the midpoint between them. The fact that no P2
was measured below 10◦ is a consequence of the algorithm used to measure the
subpulse phases. Right : The value of the a4 parameter (P2 measured for each drift
sequence) against the central phase of the swath used in the fit. Both methods
indicate that P2 is positively correlated with rotation phase.
Vivekanand and Joshi (1996) who reported a weakly negative correlation between
P2 and drift rate from analysis of their observations at 325 MHz.
3.5 Discussion
We have demonstrated the presence of two effects in B0031−07 that have pre-
viously not been studied in detail. Firstly, the drift rate in B0031−07 varies
gradually within individual drift modes as well as sharply between them (Fig.
3.2). Secondly, P2 appears to be positively correlated with rotation phase; i.e.
subpulses on the right hand side of the pulse window (when viewed in the pulse
stack) are more widely separated than those on the left hand side (Fig. 3.6).
Both of these effects were observed in B0826−34 (Gupta et al., 2004, here-
after GGKS04), another long-period (P1 = 1.85 s) drifter, although different from
B0031−07 in many respects. B0826−34 has a very wide profile, with up to 13
distinct drift bands being observed across all 360◦. It appears to exhibit nulling,
but weak emission (at the 2% level, at 1374 MHz) has been detected during null
periods, enabling the tracing of the drift bands continuously over several hundred
pulses (Esamdin et al., 2005). Bhattacharyya et al. (2008), however, report no
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emission during nulls (at the 1% level) in their observations at 157, 325, 610, and
1060 MHz. B0826−34 and B0031−07 are suspected to have similar viewing ge-
ometries, with α (the angle between the rotation axis and the magnetic axis) and
β (the angle between then magnetic axis and the line of sight at closet approach)
both being very small (< 10◦). The parameters α and β are often estimated by
fitting the polarisation angle sweeps to the magnetic pole model (Radhakrishnan
and Cooke, 1969). However, for both pulsars, there are several combinations of
α and β that reproduced the observed polarisation curve, and current estimates
give 1◦.5 ≤ α ≤ 5◦.0 and 0◦.6 ≤ β ≤ 2◦.0 for B0826−34 (GGKS04) and α ≈ β
around 2◦.0 to 4◦.0 (Smits et al., 2007). A final difference is that, unlike B0031−07
whose drift rate always maintains the same direction and changes only gradually
throughout any given drift sequence, the drift rate of PSR B0826−34 fluctuates
about a mean value of ∼ 0◦/P1, changing sign in a quasi-periodic manner.
3.5.1 Variable drift rate by stellar surface temperature
fluctuations
Given the apparent similarity with B0826−34, we assess if the explanations that
GGKS04 offer for the appearance of these features in B0826−34 would be appli-
cable to B0031−07 as well. The variability of the drift rate is suggested to arise
from fluctuations in the stellar surface temperature, which indirectly influences
the ~E × ~B drift rate. Moreover, the apparent change in drift direction is at-
tributed to an aliasing effect; with higher-order aliasing, the direction will appear
to change if the true value of P3 fluctuates over a small range that straddles an
integral multiple of P1. In this scenario, small fractional variations in the true
drift rate can appear to observers as large fractional variations in measured drift
rate. GGKS04 calculate that only up to 8% change in the true drift rate is re-
quired to explain the measured variation, and that this upper limit requires only
a 0.14% fluctuation in the surface temperature.
Even though the observed drift rate in B0031−07 is ubiquitously unidirec-
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tional, the fractional variation is very large (≈ 67%) and can only be realistically
explained by the same mechanism of fluctuating surface temperature if higher
order aliasing is invoked to bring the true drift rate variation down to a few per-
cent. For the geometry assumed by Smits et al. (2005), with 9 subbeams viewed
at α ≈ β ≈ 4.5◦, we find that the true drift rate becomes approximately (10/k)%
for aliasing order k ≥ 1. Thus, even aliasing order k & 2 would bring the true
drift rate to a level consistent with the 8% inferred for B0826−34. However,
this cannot explain both the gradual change in drift rate within drift sequences
and the abrupt change in drift rate between them, unless the temperature fluc-
tuated at two distinct timescales. Even if aliasing is present, one is still left
with a “cuspy” evolution of drift rate (cf. Esamdin et al. 2005, who point out
the existence of such cusps in the drift rate of B0826−34). Thus, in keeping
with the observed timescale of drift rate variation observed in B0826−34 (∼ 100
pulses ≈ 180 s), we surmise that if the surface temperature is indeed responsible
for the intra-sequence drift rate variation, then some other, possibly unrelated
mechanism must drive the drift mode changes.
The above discussion raises the interesting possibility that the true drift rate
is in reality continuous (even if “cuspy” at drift mode boundaries), and that
the apparent discontinuities are solely a side-effect of observing effects such as
aliasing. In this scenario, the correct aliasing order and number of subbeams
may be recognised by their ability to “connect up” the drift rates of pairs of
adjacent drift sequences. Thus, the presence of multiple drift modes which are
usually thought to be a hindrance to determining the true carousel drift rate, may
in fact turn out to be the key. This, however, requires a much longer data set
than presented here because of the fact that most drift sequences in B0031−07
are bordered by nulls (see Fig. 3.2). Based on the number of mode transitions
in our data set, we estimate a rate of approximately 40 suitable mode transitions
per 10, 000 pulses.
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3.5.2 The P2 dependence on rotation phase
GGKS04 invoke a new idea to explain the positive correlation between the mea-
sured P2 and rotation phases. They suggest that the carousel pattern is centered
not on the magnetic dipole axis, but around some other nearby axis (dubbed the
“local pole”) that arises perhaps due to a more dominant multipolar component
near the surface. In their case, they were able to determine that a local pole
which is offset from the dipole axis by ∼ 3◦ is able to reproduce the observed P2
dependence on rotation phase. We hope that a similar analysis will be able to
find a local pole solution for B0031−07. This analysis, however, also depends on
a known (or assumed) number of beams and aliasing order, which cannot yet be
inferred from current observations.
Other explanations for this effect are not forthcoming. For example, retar-
dation and aberration effects are traditionally invoked to explain the asymmetry
in pulsar profiles. Unfortunately, as discussed in Gupta and Gangadhara (2003),
and emphasised in Dyks et al. (2004), these effects serve to “stretch” out profile
features at lower phases and “compress” features at higher phases. The upshot
is to cause P2 to be longer at lower phases, which is exactly the opposite to that
observed in B0031−07.
Another possible explanation is the motion of the visible point (Yuen and
Melrose, 2014; Yuen et al., 2016), which takes into account the direction of the
dipolar magnetic field at the emission site, an effect that has traditionally been
neglected in the interpretation of P2 measurements. They showed that measure-
ments of P2 can dramatically underestimate the true subbeam separation when
the angle between the rotation and magnetic axes, α, is sufficiently small, which
is believed to be the case for B0031−07 (e.g. Smits et al., 2005, 2007). However,
they also showed that the discrepancy in P2 is symmetrical about the fiducial
point, which the measured P2 increasing as one moves away (in either direction)
from the fiducial point. Again, this is at odds with what is seen from our observa-
tions, where P2 appears to increase monotonically across the pulse window. Even
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though invoking the effect of a moving visible point may explain the variation in
P2, it will require the assumption that the fiducial point lies somewhere to the
left of the on-pulse region. However, attempts to constrain the fiducial point of
B0031−07 have not met with success, owing to its complex polarisation profile,
which contains orthogonal polarisation modes and differs between drift modes
(Karuppusamy et al., 2011). Thus we are not able to comment on the likelihood
of this scenario.
3.6 Conclusion
We have conducted a detailed analysis of new observations of B0031−07 with
the MWA at 185 MHz, a first-of-its-kind demonstration of this instrument’s ca-
pability of producing high quality single-pulse data, in line with its intended
science aims (Bowman et al., 2013). Our analysis shows that the drift bands
of B0031−07 exhibit more complex behavior than what has been inferred from
previous studies. In particular, (1) the measured drift rate changes continuously
within individual drift sequences, with a characteristic variation time scale ap-
parently longer than the typical duration of individual drift sequences; and (2) P2
is positively correlated with rotation phase. Both of these effects were observed
and studied in B0826−34 by Gupta et al. (2004), who explain the variable drift
rate by linking it to surface temperature fluctuations, and the P2 dependence
on rotation phase by determining the position of a “local pole” around which
the carousel is assumed to rotate. However, the applicability of their proposed
physical explanations to B0031−07 requires the knowledge of the aliasing order
and the number of subbeams in the carousel, which are currently unknown for
B0031−07. However, we note that resolving the aliasing order and number of
subbeams may be helped by assuming that the true drift rate varies continuously
over drift mode boundaries, but such an investigation requires significantly longer
observations than have been presented here.
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Chapter 4
On the geometry of curvature
radiation and implications for
subpulse drifting
McSweeney et al. (2017) reported that the subpulses of B0031−07 experienced
a phase shift that depended on both the observing frequency and on the drift
mode, and similar behaviour has been reported for other pulsars. This chapter
is a reproduction of the author’s publication (McSweeney et al., 2019), which
introduces a numerical code whose purpose is to study the effects of aberration
and retardation on the arrival times of individual subpulses. As in Chapter 3,
only cosmetic changes have been made from the original.
Abstract
The phenomenon of subpulse drifting offers unique insights into the emission
geometry of pulsars, and is commonly interpreted in terms of a rotating carousel
of “spark” events near the stellar surface. We develop a detailed geometric model
for the emission columns above a carousel of sparks that is entirely calculated in
the observer’s inertial frame, and which is consistent with the well-understood
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rotational effects of aberration and retardation. We explore the observational
consequences of the model, including (1) the appearance of the reconstructed
beam pattern via the cartographic transform and (2) the morphology of drift
bands and how they might evolve as a function of frequency. The model, which is
implemented in the software package PSRGEOM, is applicable to a wide range
of viewing geometries, and we illustrate its implications using PSRs B0809+74
and B2034+19 as examples. Some specific predictions are made with respect to
the difference between subpulse evolution and microstructure evolution, which
provides a way to further test our model.
4.1 Introduction
The phenomenon of subpulse drifting (Drake and Craft, 1968; Backer, 1973) offers
unique insights into the emission physics of pulsars, if the correct interpretation
can be found. One popular interpretation has its basis in the carousel model,
originally proposed by Ruderman and Sutherland (1975), in which the geometry
of the emitted pulsar beam is intimately connected with the geometry of a cir-
cular pattern of sparks near the stellar surface that rotate around the magnetic
pole. More recently, Deshpande and Rankin (1999, 2001) developed a technique
for mapping the two-dimensional emission beam that overcomes the inherent dif-
ficulty arising from the fact that a fixed observer’s line of sight only ever makes
a one-dimensional cut through it. This “cartographic transform” technique re-
quires sufficiently long and stable pulse sequences1 in order to “fill in” the map
completely enough to see the beam’s global structure.
The cartographic transform involves a number of parameters, including α,
the angle between the rotation and magnetic axes, ζ, the angle between the
rotation axis and the line of sight, N , the number of beamlets in the carousel,
and P4, the rotation time of the carousel. If these parameters are either not known
1Pulse sequences can be interrupted by nulls and mode changes on quasi-random time scales,
whose statistics are different from pulsar to pulsar.
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beforehand, or are coarsely estimated by other means, the cartographic transform
can be used to test the viability of sets of parameters. In general, if one or more
of the parameters put into the transform are slightly incorrect, the resulting polar
beam pattern will be smeared and hence would be relatively devoid of structure.
Then, a pulse sequence reconstructed from it will not correlate well with the
original pulse sequence. However, the test is not entirely sufficient for finding
the correct set of parameters as degeneracies may exist (e.g. due to aliasing of
the rotating spark pattern modulo the pulsar rotation), which would have to be
resolved by other means.
In the case of PSR B0809+74, Rankin et al. (2006) found that frequent mode
changes, nulls, and “memory” of drift band phase across the nulls, all conspired
to make it difficult to distinguish between a handful of solutions that all produced
credible beam emission maps (see their paper, and references therein, for a full
account of the difficulties encountered in their analysis). One of their solutions
(α ≈ 9◦, ζ ≈ 13.5◦, N = 10) produced a polarised beam map with a striking
asymmetry, where the beamlets of one of the orthogonal polarisations appear to
be skewed in a common azimuthal direction (see their Fig. 4).
Under the assumption that the geometric parameters are correct, the authors
connect this asymmetrical feature to “absorption” (Rankin et al., 2006), which is
an empirical phenomenon, currently lacking physical justification. Here, we ask
whether this kind of beam asymmetry can possibly arise from purely geometric
considerations once rotational effects are taken into account. In this context, the
primary relevant rotational effects are aberration and retardation (hereafter, AR
effects), which are both height-dependent effects that cause emission to appear
at an earlier phase than otherwise expected (Blaskiewicz et al., 1991; Dyks et al.,
2004).
The treatment of aberration begins by making a few simple assumptions about
how the emitted radiation would appear in the corotating frame (CF), and then
using the principles of relativistic aberration to translate the Poynting vector into
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the observer’s inertial frame (IF). Dyks et al. (2004) show that if you assume that
the Poynting vector is parallel to the tangent of the local magnetic field at the
emission point, then the angle between the Poynting vector and the tangent of
the local magnetic field in the IF, ηab, is, to first order,
ηab ≈ r′ sin θz, (4.1)
where r′ = r/rL, r is the distance of the emission point from the origin placed at
the stellar centre, rL = c/Ω is the light cylinder radius, Ω = 2pi/P is the angular
frequency of pulsar rotation, and θz is the angle that the position vector of the
emission point makes with the rotation axis Ωˆ ≡ zˆ. The observable effect of this
aberrational correction is a shift of the profile towards earlier phases,
∆φab ≈ ηab
sin ζ
. (4.2)
Dyks et al. (2004) point out, however, that the assumption of parallel vectors in
the CF requires that the Lorentz factors of the emitting particles are relatively
high, a requirement that is necessary in any case for curvature radiation to be in
the observed range of radio frequencies.
The necessity of translating between the CF and the IF would not be required
if the trajectories of the particles were already known in the IF. In this case, the
Poynting vector of the curvature radiation could simply be identified with the
instantaneous velocity of the particles (and of course across the width of the
individual particle beam, which goes as ∼ 1/γ). It is well established that the
magnetic field lines are “frozen into” the corotating magnetosphere, and that
particles are tightly constrained to move along magnetic field lines (at least, well
within the light cylinder radius) as “beads on a wire” (e.g. Goldreich and Julian,
1969; Sturrock, 1971; Ruderman and Sutherland, 1975).
The problem of determining the trajectory of a particular particle on a par-
ticular field line from first principles is a non-trivial exercise. In Thomas and
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Gangadhara (2007), the equations of motion for a particle in the (vacuous) mag-
netosphere are derived and evaluated numerically to produce particle trajectories
that depend on both the functional form of the magnetic field and the magnetic
inclination angle α. They found that there is significant contribution, due to
rotation effects, to the curvature of field lines on the leading side of the magnetic
axis as compared to those on the trailing side. Indeed, even particles on field lines
very close to the magnetic axis have trajectories with significant rotation-induced
curvature even though the field lines themselves have very small curvature.
Thomas and Gangadhara (2007) remind us that in the emission region, the
various forces acting on a magnetospheric particle are expected to balance in
such a way that the particle is tightly constrained to remain on a single field
line. This is because, in the words of Radhakrishnan and Deshpande (2001),
“any transverse momentum and energy would be radiated away ‘instantly’, and
the charged particles would be in their lowest Landau levels.” This implies that
in regions where this balance is maintained, there is a relatively simple way to
deduce the velocities of particles in the emission region by geometric arguments,
without needing to evaluate the competing forces acting on the particles. Indeed,
a sufficient set of assumptions to derive a particle’s trajectory are that (1) we
know the time-dependent magnetic field in the IF (and that the observer is at
rest with respect to the centre of the star), (2) particles (in the emission region)
move one-dimensionally along field lines as beads on a wire, and (3) we know the
particle’s speed in the IF, β ≡ v/c. In Section §4.2 we derive the particle velocities
under the above assumptions, using a simple dipole field, and compare the results
of this derivation to the more traditional approach via aberration as presented
by Dyks et al. (2004) and others. We then proceed in Section §4.3 to use the
derived analytical expression of the velocity field to predict the shape of the beam,
both analytically in the case of an aligned rotator, and numerically in the general
case. The geometric model is then applied in Section §4.5 to PSRs B0809+74
and B2034+19, two subpulse drifters with contrasting drift band morphologies,
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to demonstrate the viability of the geometric approach. Finally, we include a
discussion on the conditions required to observe various geometric effects in drift
bands.
4.2 Derivation of the velocity and acceleration
fields
The requirement of particles to stay on a corotating field line provides a strong
geometric constraint on the possible trajectories of the particle. Let ~C(s, t) be a
parametrisation of a given field line. Then corotation implies that ~C(s, t+ ∆t) =
Rz(∆t)~C(s, t), where Rz(∆t) is the matrix representing constant-speed rotation
about the z-axis after time ∆t. An observer in the IF who measures a particle at
times t and ∆t will see the particle move at some non-zero angle, η, to the local
magnetic field. The average speed measured in the IF is completely determined
by the motion of the field line, which is known, and the angle η. Indeed, the fact
that the particle’s speed in the IF is necessarily v < c is equivalent to a finite
range of allowed values of η, as illustrated in Fig. 4.1. Moreover, the extreme
values of η correspond to the limit v → c.
To find which values of η correspond to a given velocity, we take the vector
sum illustrated in Fig 4.1 in the limit ∆t → 0. In this limit, the vector PP ′
becomes the particle’s instantaneous velocity as measured in the IF, the vector
PQ becomes the azimuthal velocity, and the vector QP ′ is tangent to the local
magnetic field line at P . Thus, PP ′ = PQ + QP ′ becomes a vector triangle
for which we know two sides (the particle’s measured or assumed speed and the
azimuthal velocity) and an angle (between the azimuthal direction and the local
magnetic field), and which therefore can be solved completely.
As implied by Fig. 4.1, there are in general two solutions for a given particle
speed. By solving the vector triangle for v ≈ c, the normalised velocity vector
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Figure 4.1 A schematic of the possible trajectories of a particle corotating with a
magnetic field line. In the absence of any radial motion, a particle located at P at
time t would end up at Q at time t+ ∆t. In general, the particle may move in a
limited range of directions, as illustrated by the grey arrows, each corresponding
to a specific speed measured by an observer in the IF. One arbitrary direction in
this range is indicated by the point P ′ and the black arrows.
can be expressed as
vˆ = ρ′φˆ+
[
−ρ′(φˆ · Bˆ)±
√
1− (ρ′)2(1− (φˆ · Bˆ)2)
]
Bˆ (4.3)
where ρ′ = ρ/rL is the azimuthal corotation speed normalised to the speed of
light, ρ is the point’s perpendicular distance from the zˆ-axis, φˆ is the azimuthal
unit vector, and Bˆ is the unit tangent to the local magnetic field in the inertial
observer frame. In most cases in the region of interest (i.e. above the polar cap),
the positive solution corresponds to outward-flowing particles and the negative
solution to inward-flowing particles. Throughout the rest of this paper, we will
consider only positive solution. Moreover, because Eq. (4.3) is defined at all
points in the magnetosphere, it describes a unique vector field (up to the sign of
the radical), from which all other geometric properties can be directly derived,
as is shown later in §4.3.
The particle acceleration field can be directly computed from the velocity
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field. Like the magnetic field, the velocity field “corotates” with the pulsar, and
in the context of a time-dependent velocity field, the acceleration field must be
identified with the material derivative
~a =
∂~v
∂t
+ vx
∂~v
∂x
+ vy
∂~v
∂y
+ vz
∂~v
∂z
. (4.4)
Because the velocity ~v has been constructed to have constant magnitude (v ≈ c),
the acceleration can be reduced to
~a = c
(
∂vˆ
∂t
+ vx
∂vˆ
∂x
+ vy
∂vˆ
∂y
+ vz
∂vˆ
∂z
)
. (4.5)
Eqs. (4.3) to (4.5) were derived with an arbitrary magnetic field, but one
must be careful to use only (time-dependent) magnetic fields that are physically
meaningful in the IF. For an investigation of first-order effects, a static rotating
dipole is a sufficiently good approximation, but throughout this paper, and in the
accompanying numerical code2, we have implemented the vacuum field derived
originally by Deutsch (1955) (cf Arendt and Eilek 1998; Dyks and Harding 2004).
4.3 Construction of the beam
The salient feature of the velocity field as defined by Eq. (4.3) is that there is
a unique emission direction associated with each emission location. Therefore,
assuming that magnetospheric propagation effects are negligible (which may very
easily not be the case, e.g. see Barnard and Arons 1986), the beam shape can be
predicted for a given set of emission regions. A complete model also requires that
the spectral output of each point is known, but in this analysis we will ignore any
frequency dependence and only consider emission to be either on or off.
Before presenting the numerical beam shapes, we review the treatment of
beam shapes in the slow rotation limit, and then derive the distortions introduced
2PSRGEOM, obtainable from https://github.com/robotopia/psrgeom
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by finite rotation speeds. In this and following sections, (r, θ, φ) refer to spherical
coordinates aligned with the magnetic axis. That is, r, θ, and φ are the radial
distance, the magnetic colatitude, and the magnetic azimuth, respectively.
In the absence of rotation, the velocity field is everywhere parallel to the
magnetic field, as can be confirmed by letting rL →∞ (i.e. ρ′ → 0) in Eq. (4.3).
In this case, emission will be axisymmetric about the magnetic axis, µˆ, and we
can define the beam magnetic colatitude3 to be Γ = cos−1(Bˆ · µˆ). In the same
limit, the Deutsch field reduces to a static dipole, and in this case, this colatitude
becomes (for a fuller treatment, see Gangadhara and Gupta, 2001; Gangadhara,
2004)
Γnr = tan
−1
(
3 sin θ cos θ
3 cos2 θ − 1
)
, (4.6)
with the well known small angle approximation Γ ≈ (3/2)θ. The subscript “nr”
here indicates non-rotation. The emission, like the magnetic field, will have no
azimuthal component in the magnetic coordinate system.
With rotation, the important quantity for the beam shape is the angle between
the velocity field and the magnetic axis, i.e. the deflected beam colatitude Γ =
cos−1(vˆ · µˆ). The expression of this quantity in terms of spherical coordinates
is a formidable exercise in algebra, but we can compare in more detail the more
simplified case of an aligned rotator, α = 0. Then,
cos Γ = (3 cos2 θ − 1)
√
1− (r′ sin θ)2
3 cos2 θ + 1
. (4.7)
In the small angle approximation, we find
Γ ≈
√
(r′)2 +
9
4
θ +O(θ3), (4.8)
showing that the beam is dilated by an extra factor that depends on the emission
3Ordinarily, the term “half opening angle” is used for this quantity, which makes sense in
the context of conal beam shapes, but here we use “beam colatitude” to emphasise the fact
that the quantity is defined for all points in the magnetosphere, regardless of the global shape
of the actual, observed beam.
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height.
In the context of a given field line, r′ and θ are coupled. For a dipole geometry,
the relationship between them is: r ∝ sin2 θ, where the constant of proportionality
is the field line’s maximal distance from the origin. Here, we follow the convention
of Gangadhara and Gupta (2001) and others, and identify a field line by the
magnetic colatitude of the point at which it pierces the pulsar surface, i.e. the
“footpoint” colatitude θp. Moreover, we normalise the footpoint colatitude to the
colatitude of the last open field lines, θL = sin
−1√rp/rL, so that the quantity
s ≡ θp/θL equals 0 at the magnetic pole and unity at the polar cap radius. By
fixing s, we can make the substitution
r′ → rp sin
2 θ
rL sin
2(sθL)
, (4.9)
in which case the approximation (4.8) reduces to Γ ≈ (3/2)θ as before, with the
s term only making an appearance in the 5th order term in θ.
As well as a slight expansion, the beam also acquires an azimuthal component,
which due to axisymmetry also depends only on r′ and θ. If the intensity of the
pulsar beam is also axisymmetric, the azimuthal component becomes irrelevant
(for the aligned rotator), since it only serves to rotate the beam around the
common axis. However, the intensity profile generated by a rotating carousel is
(or may be) only axisymmetric after averaging over a carousel rotation. In order
to appreciate the effects of aberration on the global beam shape, we momentarily
neglect the effects of carousel rotation by considering the slow rotation limit (i.e.
P4 → ∞). In this limit, each beamlet originates from a narrow tube of field
lines emerging from a discrete spark at the tube’s base. The beam shape due to a
single narrow tube will in general be some form of spiral, as emission from different
heights along the tube is deflected by different amounts. Of course, the whole
spiral will not necessarily be present because the emission is presumably only
generated within a finite range of heights at a given frequency. Nevertheless, for
a given line of sight cut, it may be the case that a large enough range of heights
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Figure 4.2 The geometry of rotationally deflected emission for an aligned rotator.
The red line is a magnetic field line in the xz-plane. The vector ~v is deflected
from the tangent to the magnetic field line, such that Γ > Γnr and ∆φ > 0.
The vectors ~vφ and ~vB correspond to the first and second terms of Eq. (4.3),
respectively.
are sampled that the map produced by the cartographic transform reveals the
spiral nature of the individual beamlets.
To find the beam’s azimuthal component (in the aligned case), we first com-
pute the quantity ∆φab = tan
−1(−vy/vx). Axisymmetry allows us to calculate
the azimuthal aberration by simply evaluating ∆φab in the xz-plane (i.e. when
φ = 0). This gives
tan(∆φab) = − r
′
3 cos θ
√
3 cos2 θ + 1
1− (r′ sin θ)2 . (4.10)
The above result may be more simply derived by noting that in Fig. (4.2), the
common sides of the triangles formed by ~v, ~vφ, and ~vB must be related by
cos(∆φab) =
tan Γnr
tan Γ
, (4.11)
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and then substituting in the Eqs. (4.6) and (4.7).
Having obtained a complete description of the deflected emission beam, we
must now incorporate the effects of retardation into the analysis. Similarly to Γ
above, we can define the retardation angle, ∆φret, as a valid quantity at every
point in the magnetosphere, regardless of whether or not the observer is in the
direction to observe it:
∆φret = −r′(rˆ · vˆ), (4.12)
which, for an aligned rotator becomes
∆φret = −2r′ cos θ
√
1− (r′ sin θ)2
3 cos2 θ + 1
= −2r
′ cos θ cos Γ
3 cos2 θ − 1
(4.13)
The negative sign serves the same purpose as that in Eq. (4.10), namely, to
shift the observed emission to earlier rotation phases. This shift is equivalent to
a further azimuthal distortion of the overall beam pattern, which in the aligned
case serves to enhance the curvature of the spiral shape of the beam. For a dipolar
field, Eq. (4.12) reduces to the approximation ∆φret ≈ −r′+O(r′3), in agreement
with Dyks et al. (2004).
By choosing a fixed s, the equations above constitute a complete description
of the spiral beam pattern, as illustrated in Fig. 4.3. The foregoing construction
is also valid (albeit algebraically daunting) for pulsars of arbitrary inclination
angle α.
Emission from field lines with smaller s suffer from greater azimuthal distor-
tion. This makes intuitive sense: the curvature of these field lines is smaller,
and so the particles must climb to greater heights in order to produce beams of
equivalent apparent magnetic colatitude. In the case of any one particular pul-
sar, however, it generally remains unknown exactly which magnetic field lines are
the active ones. On the other hand, if azimuthal distortion of the beam can be
measured, and assuming there are no significant additional distorting effects, the
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Figure 4.3 A schematic diagram of the spiral structure of beamlets arising from
carousel sparks for an aligned rotator—once rotation effects and retardation have
been factored in—if the emission were allowed to come from all heights. Note
that the beam pattern itself would only be axisymmetric for a perfectly aligned
rotator. In general, the line of sight (dotted line) cuts through the beamlets at
an oblique angle that depends on the emission height, visible as an azimuthal
distortion of the beam pattern. The line of sight cuts from right to left, as
indicated by the arrow. The directional sense of the distortion is the same as the
sense of stellar rotation, i.e. clockwise when viewed from above.
footpoints colatitudes can be constrained.
4.4 Simulating pulse stacks
A true comparison of the predictions of the present model and the polar maps
generated by the cartographic transform requires the simulation of pulse stacks
which can then be transformed. In this section, we describe in detail the process
of producing simulated pulse stacks from the geometric model outlined above.
Clearly the geometric framework alone is insufficient to simulate observed
pulse stacks; it can only say when emission from a given location in the magneto-
sphere would be seen by the observer, not how bright that emission would be at
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a given frequency. However, the primary consideration here is the morphology of
the drift bands, i.e. when the subpulses in successive pulses arrive in relation to
each other. By virtue of the underlying assumption of the carousel model—that
the emissivity of a field line is directly related to the spark activity at its base—
we can use a simple model for estimating the observed intensities from specific
emission locations in which they are proportional to the spark activity at their
respective footpoints.
For an observer whose line of sight makes an angle ζ to the rotation axis, the
only points on a given magnetic field line that are potentially visible are those
for which
vˆ · Ωˆ = cos ζ (4.14)
(in the aligned case, this condition is equivalent to Γ = ζ). When ζ > α, there is a
unique height on each magnetic field line above the polar cap where this condition
is satisfied. On the other hand, when ζ < α, field lines on the equatorial side
of the magnetic axis start at the surface with associated velocities that make an
angle to the rotation axis > α, and this angle only increases at greater emission
heights as the field line drops away, never becoming equal to ζ. Then ζ < α <
cos−1(vˆ · Ωˆ), so Eq. (4.14) can never be satisfied and these field lines never come
into view of the observer. Field lines on the poleward side, however, initially
curve “upwards” and then “backwards”, so that the angle cos−1(vˆ · Ωˆ) starts at
some value < α, decreases through ζ until some minimum value is reached, and
then increases again as the magnetic field drops away on the other side. These
field lines therefore include visible points at two different heights, whose exact
values can be found by solving Eq. (4.14) numerically. Since the second visible
point is typically much higher than the first and appears near the anti-fiducial
point, they are not expected to be observed in type Sd pulsars (i.e. whose profiles
consist of a single conal component) and we hereafter consider only the lower
visible point.
The fact that each visible magnetic field line is only observed at most at one
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height implies that any arbitrary intensity profile or pulse stack can be obtained
by a careful choice of (dynamic) spark pattern on the surface. However, we note
that multiple field lines can contribute to the emission observed at a given phase,
so that at all phases a range of heights is (potentially) observed. In this geometric
model, having a range of emission heights is necessary to produce a spread in
the polarisation angle at a given rotational phase, because just as each point in
the magnetosphere has associated with it a unique velocity from Eq. (4.3), each
point also has a unique acceleration vector from Eq. (4.4), and therefore a unique
polarisation angle. Thus, a realistic model requires that a full, two dimensional
spark pattern is used, in order that a range of heights and therefore a range of
polarisation angles are sampled at each phase. However, for ease of computation,
the simulated pulse stacks presented here are generated from a one-dimensional
carousel at a fixed value of s whose “sparks” have Gaussian profiles in magnetic
azimuth. By choosing only a single s value and making the rest of the polar
cap “inactive”, we are forcing the polarisation angle to adopt a unique value at
each phase—that is, every pulse will have the exact same sweep of polarisation
angles—which we will interpret as the “average” polarisation angle.
The steps to create a pulse stack are then as follows. For each footpoint in the
(one dimensional) carousel, the field line is traversed numerically using Runge-
Kutta integration until a point is found that has the property that vˆ · Ωˆ = cos ζ,
where vˆ is calculated from Eq. (4.3). This is the so-called “visible point” of
that field line. The polarisation angle associated with the visible point is then
calculated by projecting the acceleration vector of Eq. (4.4) onto the observer’s
sky plane (i.e. normal to vˆ). This is done to verify that the chosen parameters
are consistent with the observed (average) polarisation swing.
The observed phase is determined by calculating ∆φab +∆φret. The first term
gives the rotation phase at which the emission must have taken place, and the
second term is the retardation shift due to photon flight times. Next, we find
the rotation phase at which a spark event at the field line’s footpoint would have
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occurred in order that the resulting particle stream (assumed to be travelling at
ultra-relativistic speeds) would reach the visible point at phase ∆φab,
∆φsp = ∆φab − `′, (4.15)
where `′ ≡ `/rL, and ` is the distance traversed by a particle as it corotates with
the pulsar and climbs from the surface to the emission point, which is calculated
numerically at the same time that the visible point is being found. For pulse
number p in the pulse stack, ∆φsp is converted (via the pulsar rotation period,
P1) into a time tsp = P1(p+ ∆φsp/2pi), which can then in turn be converted into
an intensity via the carousel model
I(tsp, φ) ∝
N∑
n=1
exp
[
−(φ− 2pi(
n
N
+ tsp
P4
))2
2σ2
]
, (4.16)
where φ is the magnetic azimuth of the footpoint and σ parametrises the angular
width of the individual spark profiles.
4.4.1 Phase-dependent intensity modulation
The foregoing procedure will produce a pulse stack where emission is “observed”
across all 360◦ of longitude, regardless of the local conditions at the emission
point, as illustrated in Fig. 4.4. In other words, it follows the assumption of the
carousel model that spark activity at the footpoint of a field line is a necessary,
but not a sufficient condition for coherence to occur on that field line. Some extra
condition, presumably connected to the emission mechanism, must therefore be
imposed in order to decide how the drift bands are modulated over pulse phase.
If a mechanism such as particle bunching is assumed (as first suggested by
Ruderman and Sutherland 1975, but see, e.g., Melrose 2017 for arguments against
bunching as a viable mechanism), then the beam intensity is proportional to N2,
where N is the number of particles in a “bunch” (i.e. within a volume element
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Figure 4.4 A simulated pulse stack showing drift bands across all 360◦ of rotation
phase, using parameters drawn from one of the proposed viewing and carousel
geometries of PSR B0809+74 (see §4.5.2 for details of the chosen parameters).
with its linear dimension smaller than the emitted wavelength in the co-moving
frame). In this case, the observed emission pattern for curvature radiation from a
single particle can be calculated, and scaled up by the square of the local plasma
density at each emission site. Thomas et al. (2010) describe one possible method
for doing such a calculation, although it should be noted that they incorporate the
phase-shifting effects of aberration and retardation post hoc. To our knowledge,
no similar method exists for estimating intensity profiles assuming other possible
mechanisms, such as maser mechanisms (Ginzburg and Zhelezniakov, 1975) or
plasma wave instabilities (Cheng and Ruderman, 1977).
It should be realised, however, that the positions of the drift bands in observed
rotation phase are, under the assumptions of the carousel model, agnostic to which
emission mechanism is ultimately adopted4. If, therefore, the goal is to study how
the drift bands are affected by the geometry of the magnetosphere, one can avoid
(or at least defer) the unenviable task of choosing and modelling one particular
4This statement does not allow for the minor apparent shift caused by the profile modula-
tion itself, which will serve to skew the drift bands slightly towards the centres of the profile
components.
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coherent emission mechanism at the expense of the others. If a comparison with
real data is still needed, it suffices to modulate the simulated pulse stack with an
actual average profile at the desired frequency, which would include asymmetries,
if any, resulting from both the emission physics and geometrical considerations.
4.5 Observable predictions of the geometric model
4.5.1 Drift band morphology
The drift bands in Fig. 4.4 show clear and significant curvature over the full range
of rotation phases, due to the phase-dependent rate at which the visible point
cuts across the carousel beam at different rotation phases. From the construction
outlined in the previous section, the drift bands as they appear on the pulse
stack have the dual properties (common to pulsars with drifting subpulses, as
stated in Edwards and Stappers, 2002, and references therein) that the horizontal
“distance” between them (i.e. the time between successive subpulses, P2) is a
pure function of pulse phase, and the vertical “distance” (P3) is a pure function
of pulse number. If aliasing is present, the vertical spacing of the drift bands
will be P3 6= Pˆ3 = P4/N (see, e.g., Deshpande and Rankin 2001 for a detailed
discussion), but this will not affect the constancy of either P3 or Pˆ3 as long as
P4 and N remain constant (which is not always the case, e.g., McSweeney et al.
2017).
The shape of each simulated drift band is identical. This, of course, precludes
the possibility of accurately modelling pulsars whose subpulse drifting properties
undergo any kind of evolution over time, such as nulling, mode switching, or
a changing drift rate (see McSweeney et al., 2017, for an example of all three
occurring in the same pulsar, PSR B0031−07). In these cases, it is assumed that
N , P4, s, or some combination of them are not constant in time (e.g. Smits et al.,
2005).
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4.5.2 Appearance of reconstructed beamlets
The simulated pulse stacks can be subjected to all the standard analyses used to
study subpulse drifting. In particular, they are amenable to the reconstruction
of polar beam maps via the cartographic transform of Deshpande and Rankin
(2001). As a case study, we investigate one of the viewing geometries proposed
by Rankin et al. (2006) for PSR B0809+74, whose transformed beam map shows a
remarkable azimuthal skewing of the beam maps (see their Fig. 4). The viewing
geometry assumed α = 9◦, ζ = 13.5◦, and number of sparks N = 10. Even
though the authors emphasise the difficulty of distinguishing between many sets
of viable parameters, they argue that in this case aliasing is not present, in which
case P3 ≈ 11.1P1 is the time interval between successive drift bands at a fixed
rotation phase, giving P4 = N × P3 ≈ 143 s.
One parameter remains free: the (normalised) radius of the carousel, s. We
first tested which values in the range 0 < s < 1 produced polarisation angle curves
consistent with the observations (for one of the orthogonal polarisation modes
only). Fig. 4.5 shows the polarisation angle curves predicted by the geometric
model. As expected, values for relatively large s agree better, as these correspond
to relatively low emission heights, at which the geometric model more closely
approximates the rotating vector model, which was employed in the determination
of the viewing geometry parameters. In particular, we note that values in the
range 0.4 . s . 1.0 agree sufficiently well with the polarisation angles in the
pulse window.
After choosing a value for s, the pulse stack can be simulated according to
the procedure described in Section §4.4. Fig. 4.6 shows a simulated intensity
pulse stack for pulsars B0809+74 and B2034+19, using parameters reported in
Rankin et al. (2006) and Rankin (2017) respectively. The average profile used
to modulate the pulse stack was a ∼ 150 MHz profile retrieved from the Euro-
pean Pulsar Network database5, supplied by Noutsos et al. (2015). The authors
5http://www.epta.eu.org/epndb/
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Figure 4.5 The pulse profile and polarisation angle histogram of B0809+74 at
328 MHz, reproduced from Rankin et al. (2006), and overlaid with the predictions
of the polarisation angle curves for various values of the normalised radius of the
carousel, s. The vertical offsets are arbitrary.
assigned the fiducial point in their profile by means of a Rotating Vector Model
(RVM; Radhakrishnan and Cooke, 1969; Komesaroff, 1970) fit to the observed
polarisation curve. Since (by virtue of Fig. 4.5) the simulated polarisation curve
is sufficiently close to the RVM for the range 0.4 < s < 1.0, the association with
their empirically determined fiducial point with the simulated fiducial point is
justified. Varying s within this range does not significantly alter the shape of the
drift bands.
Having obtained a simulated pulse stack, we then applied the cartographic
transform in order to obtain a simulated polar map of the pulsar beam. Fig. 4.7
shows the results for two choices of footprint polar radius, s = 0.5 and s = 0.25.
When s values are chosen in the range 0.4 ≤ s ≤ 1.0, no significant azimuthal
distortions were observed, but smaller values of s yield very noticeable azimuthal
distortions with similar characteristics as that observed by Rankin et al. (2006).
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Curiously, the direction of the azimuthal distortions differ, with the simulated
beamlets being skewed in the counter-clockwise (CCW) direction, while the real
data is skewed in the clockwise (CW) direction. This is discussed further in the
next section.
4.6 Discussion
4.6.1 Comparison of simulated and real data
The geometric model described in this work is capable of producing simulated
pulse stacks from a set of parameters describing the viewing geometry and the
underlying carousel of sparks near the surface. We have assumed that the ap-
pearance and morphology of drift bands is entirely determined by which field
lines are “active” (i.e. those whose footpoints coincide with a spark event at a
given time), and that the coherent emission mechanism itself is only responsible
for how the whole drift band pattern is modulated over 360◦ of rotation phase.
The unknown details of the emission mechanism have not been investigated here;
rather, we have modulated our simulated pulse stacks with the profiles of real
data taken at some desired frequency.
Our purpose has been to show that the geometric model is sufficient to re-
produce the essential characteristics of the drift band patterns actually observed,
without committing to any one particular coherent emission mechanism. The
two simulated pulse stacks in Fig. 4.6 illustrate the application of the geomet-
ric model to two pulsars with very different viewing geometries. Except for the
absence of nulls, the simulated pulse stacks exhibit very similar morphologies to
their real counterparts; in particular, the similar curvature of the drift bands
of B0809+74 and the odd-even subpulse modulation over the pulse sequence in
B2034+19 (discussed in Rankin, 2017).
We have not attempted an exhaustive search in these case studies for the
best fitting carousel parameters. For the latter pulsar, we have adopted the
133
following parameters: N = 5, P4 = 6.65 s, spark size σ = 20
◦, and that the
direction of the carousel motion has the opposite sense to the rotation of the
pulsar. Assuming the double cone model of Rankin (2017), we modelled the two
components (at approximate rotation phases−5◦ and−3.5◦) separately, assigning
them carousel radii of s = 1 and s = 0.8 respectively. In order to approximate
the profile contributions from the relevant drift mode, we fit four Gaussians to
the total profile and discarded the two rightmost components, which appear to
come mainly from the other drift mode. The sparks of the inner cone were set
midway in magnetic azimuth between the sparks of the outer cone. Other sets
of parameters were found to result in a similar morphology, and a comprehensive
search for the best fitting set should include, for example, a comparison of the
fluctuation spectra. This, however, is beyond the scope of the present work,
primarily aimed to highlight the wide variety of simulated pulse stacks that are
possible with the geometric model. A comprehensive model of B2034+19’s drift
bands in both its modes (here, only the first mode was simulated) is deferred to
a future work.
4.6.2 Effect on the interval between successive subpulses
(P2)
An important feature of the geometric model is the inclusion of the time taken
for the spark information to reach the visible point, a non-negligible time, which
to our knowledge is entirely lacking in other models of carousel behaviour. The
quantity P2, which measures the elapsed time between the observation of two ad-
jacent sparks, must therefore include not only AR effects and continuous carousel
rotation (affecting the apparent spacing between the sparks, a theme discussed in
Yuen et al. 2016), but also the difference of path lengths of the respective particle
trajectories. The length of the trajectories traced by particles in the IF (`′) are
necessarily different from the path length along the magnetic field lines on which
they reside—rotation effects should not be neglected.
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As described above, the trajectory lengths are calculated numerically, but we
can get a sense of the magnitude and behaviour of the effect by taking the first-
order approximation `′ ≈ r′. Then the interval between the arrival of successive
subpulses will depend on how far the carousel rotates in time ∼ ∆r/c, which in
radians is ∆r
′P1
P4
. On the leading side of the fiducial point, the emission heights
start large, approach a minimum near the fiducial point, and grow large again on
the trailing side (see Fig. 4.8). The inclusion of trajectory lengths therefore either
serves to artificially augment or diminish the observed value of P2 during leading
phases (depending on whether the line of sight cuts across the beam pattern
in the same or opposite directional sense, respectively, as the carousel rotation)
and to have the opposite effect on P2 on the trailing side. This is similar to
retardation, except that retardation always compresses the observed emission on
the trailing side (Dyks et al., 2010). Therefore, the present effect can either
enhance or suppress the effect of retardation, depending on the relative signs of
P1, P4, and β = ζ − α.
4.6.3 Effect of finite spark size
A similar comparison can be made between sparks with the same magnetic az-
imuth but with different magnetic colatitudes, i.e. different values of s. In
this case, we can assume to first order that the aberration angles are the same
(∆φab,1 ≈ ∆φab,2), and that therefore any difference in arrival time is due to the
combined difference of particle trajectory length and photon flight time (retar-
dation). Here, second order effects become necessarily important, because the
inclusion of only first order effects implies that the total path length of the spark
information is the sum of the distance from the surface to the emission point, ∼ r,
and the distance from the emission point to the observer, ∼ (D − r) (where D
is the distance between the centre of the pulsar and the observer), which reduces
to the constant distance D. In reality, if the sparks span a large enough range
of s values, the inner parts of the spark (i.e. nearest the magnetic pole) may be
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ultimately observed measurably later in phase than the outer parts, which would
be observed as a broadening of the drift bands in phase.
It has been suggested that changing drift modes is caused by a change in the
radius of the spark carousel of PSR B0031−07 (Smits et al., 2005). In their model,
the observed difference of emission heights between the two most prominent drift
modes is a function of observing frequency. If this is the case, then the geometric
model predicts that there should be a different rotational phase shift between
the drift bands of each mode viewed simultaneously across a sufficiently wide
frequency band, which has indeed been observed (McSweeney et al., 2017).
Similar frequency-dependent effects have also been observed in PSR B0809+74
by Hassall et al. (2013) and PSR B0943+10 by Bilous (2018). The latter argue
that the evolution (in phase) of the drift bands can be understood in terms of
the radius-to-frequency mapping (RFM; whereby the opening angle of the beam
emerging from the same surface sparks increases at lower frequencies), affecting
the projected phases at which the beamlets pass through the line of sight. Our
model is in principle consistent with RFM, but requires the implementation of
two-dimensional surface sparks in order to make a qualitative comparison with
the work of Bilous (2018), since in our (one-dimensional) model each field line is
associated with only a single visible point at a geometrically determined height.
For the same reason, our model also predicts that (broadband) microstructure
would not show a frequency-dependent phase separation, assuming that the emis-
sion regions associated with micro-pulses span a sufficiently small number of field
lines—again, because the location of the visible point (and thereby the degree to
which AR effects are present) of a given emission column is independent of ob-
serving frequency. Thus, the geometric model predicts that subpulses appear to
move about in phase when viewed simultaneously across a wide frequency range
(because different field lines are sampled), whereas the individual micro spark
events that make up a spark “patch”, if they do indeed occur on a small fixed set
of field lines, would appear at the same phase at all frequencies. Since B0031−07
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is known occasionally to emit particularly bright pulses (Tuoheti et al., 2011;
Nizamdin et al., 2011), it may provide a way to test the present geometric model,
if sufficiently high time resolution observations of bright microstructure across a
wide frequency band can be obtained (see, e.g., the temporal stability of Crab
microbursts across ∼ 2 octaves of frequency, presented in Fig. 2 of Hankins et al.,
2016).
4.6.4 The rotational asymmetry of B0809+74’s reconstructed
beam
We have shown that it is possible to simulate pulse stacks that, when the carto-
graphic transform is applied to them, appear azimuthally skewed in a way that
is at least qualitatively expected from AR effects. Although this exercise was
motivated by the azimuthal asymmetries observed by Rankin et al. (2006) for
B0809+74, there are two major reasons why the effect described in this paper
cannot provide an adequate explanation for their particular case.
The first reason is the direction of the asymmetry: Rankin et al.’s beamlets
appear to be skewed in the CW direction, whereas the simulated polar maps are
skewed CCW. Both polar maps were produced with the same set of parameters,
which assume that the line of sight is cutting through the beam from right to
left, with ζ > α. In this scenario, height-dependent aberration always tends to
shift the observed emission towards earlier rotation phases, which equates to the
beamlets being skewed towards the right at the bottom of the polar map, with
the net result of a CCW skew.
The second reason is the failure to find a consistent value of s that can produce
both the correct polarisation angle curve (s & 0.4) and the azimuthal asymmetry
(s . 0.3). For the geometry of B0809+74, the former condition is equivalent to
the restriction r′ . 0.02 (r . 100 km), and the latter, r′ & 0.04 (r & 250 km),
which is demonstrated by the solid height curves in Fig. 4.8. This difficulty is
not necessarily insurmountable, because the RVM implicitly assumes sufficiently
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low heights that rotational effects are negligible. As can be seen in Fig. 4.5, the
polarisation angle curve tends to flatten when lower values of s (and therefore
greater emission heights) are chosen. Therefore, there may well be a viewing
geometry for the which the RVM would predict a steeper polarisation angle curve,
but which agrees with the data for a sufficiently low value of s that would make the
azimuthal asymmetry significant. If a change in the viewing geometry is required,
then there is no reason to continue assuming that the other parameters of Rankin
et al.’s model are correct, including the number of sparks in the carousel, and
the degree of drift band aliasing (currently assumed to be zero). Finding such
a geometry is beyond the scope of the present work, but could, in principle, be
found by extending the RVM to include the rotational effects implicit in the
equation for the acceleration field, Eq. (4.4).
One major difference between the analysis of Rankin et al. (2006) and the
present work is that the azimuthal asymmetry was seen in only one OPM, whereas
our analysis assumes (incorrectly) that all the observed emission belongs to the
same OPM. The polarisation plots in Fig. 4 of Ramachandran et al. (2002)
suggest that the dominance of the OPMs depends very strongly on where in the
drift band the emission in question occurs. Choosing only one OPM is therefore
tantamount to significantly changing the appearance of the drift bands, which
will inevitably affect the appearance of the transformed beamlets. In B0809+74’s
case, the way the OPMs are divided in the pulse stack would make the apparent
drift rate larger (i.e. the drift bands more horizontal). However, experimenting
with the simulation parameters shows that one of the effects of increasing s (but
leaving the other model parameters the same) is to increase the apparent drift
rate in the pulse stack, which would lead us to expect that selecting just one OPM
would cause the polar map to increase in skewness in the CCW direction, opposite
to what is observed. Furthermore, the other OPM’s polar map skewness would
be similarly boosted because its drift bands would also be flattened—this is also
not observed. In summary, we consider the rotational asymmetry observed by
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Rankin et al. (2006), if real (and assuming their viewing geometry to be correct),
to be due to something other than the geometric effects described in this work.
4.6.5 Other considerations
We briefly remark on the difference between using the Deutsch field and the
simpler, but strictly incorrect rotating “static” dipole on the numerical results
presented in this paper. In all cases a comparison found that the difference at
emission heights . 10% of the light cylinder radius was negligible. A comparison
of the predicted emission heights of B0809+74 between the full Deutsch vacuum
model and the dipole model is shown in Fig. 4.8.
Finally, our analysis has ignored the possibility of magnetospheric propagation
effects (e.g. Barnard and Arons, 1986), which may affect the viewing angle of the
subpulses (and thus the morphology of the drift bands). This may ultimately be
responsible for the azimuthal asymmetry, but it remains to be shown whether the
relatively small height differences involved can account for the large “pitch angle”
of the skewed beamlets. The assumption of negligible magnetospheric effects also
implies that the polarisation angle is entirely determined by the acceleration
vector of the particle as it passes through the visible point, as per Eq. (4.4). In
that case, the spread of the polarisation angles observed at any given phase (e.g.
the histogram in the bottom panel of Fig. 4.5), if significant, is a direct measure of
the range of heights that are sampled, and hence the range of s values, providing
another means of constraining the emission geometry. This will be explored more
thoroughly in future applications of the geometric model to pulsars with measured
polarisation angle histograms.
4.7 Conclusion
We have described a geometric model for pulsar emission that assumes coherent
curvature radiation from a corotating, relativistic plasma, consistent with AR ef-
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fects. The further assumption (implicit in the carousel model) that the “activity”
along field lines is only dependent on the spark activity at their footpoints near
the stellar surface enables the model to predict the morphology of drift bands
without reference to any particular coherent emission mechanism.
We have explored two specific pulsars, PSRs B0809+74 and B2034+19, with
contrasting viewing geometries (nearly-aligned and oblique rotators, respectively)
and shown that the geometric model can reproduce the essential characteristics of
the observed pulse stacks, including the modulation periodicity P2, and drift band
curvature. In the case of B0809+74, we have shown how the geometric model is
capable of generating rotational asymmetries in the polar maps produced by the
cartographic transform, qualitatively similar to those observed by Rankin et al.
(2006). However, in this particular case, the directional sense of the asymmetries
and the emission height range needed to reproduce them in simulation are difficult
to reconcile with their interpretation in the current geometric context.
The geometric model presented in this paper is, we believe, a necessary con-
sequence of the assumptions of curvature radiation, and is therefore applicable to
all radio pulsars for which some form of coherent curvature radiation is believed
to be the primary emission mechanism, including but not limited to the class of
subpulse drifters. The most telling tests of the validity of this model require high
time resolution, broadband observations of individual pulses, especially where
microstructure can be resolved—a kind of observation that is scarce, due to the
difficulty of coordinating multiple telescopes for a wide spectral coverage. How-
ever, with several broadband instruments coming online (e.g. the ultra-wideband
receiver at Parkes, the upgraded GMRT, and the RRI-GBT multiband receiver;
Maan et al. 2013), in-depth investigations of these subtle effects will become
possible in the near future.
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4.8 Appendix: Coordinate systems
The derivation of Eq. (4.8) and, in general, any Taylor expansion about the
magnetic axis that depends on Eqs. (4.3) and (4.4), requires the conversion
between the observer coordination system and the magnetic coordinate system.
The observer coordinate system is defined as follows. The origin is placed at
the centre of the pulsar. The pulsar’s rotation axis is identified with the z-axis.
The x-axis is chosen to lie in the plane spanned by the z-axis and the line of
sight, nˆ, such that positive x points towards the distant observer (i.e. nˆ · xˆ ≥ 0).
Finally, yˆ = zˆ × xˆ.
The magnetic coordinate system is related to the observer coordinate system
by a rotation about the y-axis by the magnetic inclination angle α, followed by
a rotation about the z-axis by the rotation phase angle φ. This brings the z-axis
into alignment with the magnetic axis, µˆ. When φ = 0, the magnetic axis is in
the plane spanned by the x- and z-axes. We note that although the magnetic
coordinate system does not represent an inertial frame, the magnetic field ( ~B),
the velocity field ~V , and the acceleration field ( ~A) are all static in the co-rotating
frame. That is to say, an inertial observer would find that these fields all corotate
with the pulsar, so that a measurement of the entire fields at two different times
would be related by a simple rotation about the z-axis (see also Appendix A of
Dyks and Harding, 2004).
Therefore, there is no loss of generality by evaluating these fields at a single
rotation phase, say at the fiducial point (φ = 0) and rotating it a posteriori,
or equivalently letting the line of sight “rotate” in the opposite direction by the
same amount. In many cases, this makes the evaluation of Eq. (4.3) and other
derived quantities much simpler since they can be expressed independently of φ.
Furthermore, because the only radiation that would be observed is that produced
by particles whose velocity vector is parallel to the line of sight, we can simply
replace all instances of nˆ with vˆ and tacitly ignore times and locations in the
magnetosphere where they are not parallel.
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The rotation matrices are given many times in the literature, and are not
repeated here. For example, the Appendix of Yuen et al. (2016) includes the
relevant transformation matrices, as well as the matrix used to convert between
Cartesian and spherical polar coordinates, which is also used in this work to
Taylor expand about the magnetic axis (i.e. about θ = 0).
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Figure 4.6 (Top left) A simulation of PSR B0809+74’s drift bands, generated
using the parameters given in Rankin et al. (2006), assuming s = 0.5 and spark
size σ = 6◦. The pulse stack was modulated with a 150 MHz profile from the
European Pulsar Network database (see text for details). The drift bands are
distinctly (albeit slightly) curved, in agreement with observation. (Top right) A
comparable pulse sequence from an observation of B0809+74 taken at 313 MHz
(Gajjar et al., 2014). The sequence contains several short null sequences, which
the simulation lacks. (Bottom) Same as above, but for pulsar B2034+19 (see text
for chosen parameters). The modulating profiles for the two components (at −5◦
and −3.5◦) were constructed from the profile given in Rankin (2017).
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Figure 4.7 Two polar maps made from simulated data. On the left, s = 0.5 was
used, and on the right, s = 0.25. The azimuthal distortions, argued here to be
primarily due to the greater aberration associated with greater emission heights,
are clearly present in the right-hand plot, but have the opposite sense to that seen
by Rankin et al. (2006) (cf. their Fig. 4).
Figure 4.8 Top: Numerical emission heights for B0809+74’s proposed geometry,
for both a dipolar magnetic field and a Deutsch field, assuming a stellar radius
of 10 km. The left and right y-axes are equivalent, but presented in terms of the
light cylinder radius, rL, and the pulsar radius, rp, respectively. Bottom: The
absolute percentage difference between the dipolar and Deutsch derived heights,
normalised to the dipolar height. At the lower heights (s ≥ 0.4), the two are al-
most indistinguishable (< 1% difference). The two coincide at a height-dependent
phase, with the s = 0.2 curve showing the left-most minimum. The roughness of
the curves is due to numerical noise in the PSRGEOM algorithm.
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Chapter 5
The frequency-dependent
behaviour of subpulse drifting: I.
Carousel geometry and emission
heights of PSR B0031−07
Encouraged by the general numerical results of Chapter 4, an explanation for
B0031−07’s frequency-dependent behaviour was now sought. However, in order
to make quantitative arguments, B0031−07’s correct carousel configuration had
to be deduced (or at least constrained). Similar to previous chapters, this chapter
is reproduced from the author’s publication (McSweeney et al., 2019). Apart
from trivial changes to the formatting, an extra row has been added to Table 5.4
(B0834+06), which wasn’t included in the published version.
Abstract
The carousel model of pulsar emission attributes the phenomenon of subpulse
drifting to a set of discrete sparks located very near the stellar surface rotating
around the magnetic axis. Here, we investigate the subpulse drifting behaviour of
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PSR B0031−07 in the context of the carousel model. We show that B0031−07’s
three drift modes (A, B, and C) can be understood in terms of a single carousel
rotation rate if the number of sparks is allowed to change by an integral num-
ber, and where the different drift rates are due to (first-order) aliasing effects.
This also results in harmonically-related values for P3 (the time it takes a sub-
pulse to reappear at the same pulse phase), which we confirm for B0031−07. A
representative solution has [nA, nB, nC ] = [15, 14, 13] sparks and a carousel ro-
tation period of P4 = 16.4P1. We also investigate the frequency dependence of
B0031−07’s subpulse behaviour. We extend the carousel model to include the
dual effects of aberration and retardation, including the time it takes the infor-
mation about the surface spark configuration to travel from the surface up to the
emission point. Assuming these effects dominate at B0031−07’s emission heights,
we derive conservative emission height differences of . 2000 km for mode A and
. 1000 km for modes B and C as seen between 185 MHz and 610 MHz. This new
method of measuring emission heights is independent of others that involve aver-
age profile components or the polarisation position angle curve, and thus provides
a potentially strong test of the carousel model.
5.1 Introduction
Subpulse drifting, first observed by Drake and Craft (1968) not long after pulsars
were discovered (Hewish et al., 1968) is a widespread phenomenon affecting more
than half of all known pulsars (Weltevrede et al., 2006, 2007). When individual
pulses are stacked vertically to form a two dimensional pulse stack, the individ-
ual components of pulses, termed subpulses, are observed to undergo a regular
modulation pattern in both amplitude and phase, which visually resemble a set
of discrete diagonally-oriented burst regions called drift bands. The slope of the
drift bands is called the drift rate, and it represents the apparent advance or lag
of subpulses per stellar rotation.
Drifting subpulses found an early explanation in the seminal polar gap the-
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ory of Ruderman and Sutherland (1975) (hereafter RS), who suggested that the
pattern of radio waves that ultimately escape the magnetosphere is the emission
signature of a set of discrete, localised pockets of quasi-stable electrical activity
called sparks that exist very near the pulsar surface. These sparks are the sites
of particles accelerated through the polar gap to energies of 1012 V, seeding an
avalanche of secondary particles which stream along magnetic field lines at rel-
ativistic speeds to produce curvature radiation. Charged particles generated by
the sparks partly screen the electric potential along the magnetic field at the sur-
face, causing them to move relative to the polar cap surface about the magnetic
axis (the E × B drift), in an arrangement resembling a fairground “carousel”.
The emission beam would then also have a spatial structure composed of discrete
“beamlets” that reflects the magnetic azimuthal arrangement of sparks on the
surface. With each rotation, an Earth-bound observer perceives a different inten-
sity pattern as the line of sight cuts through a slightly rotated carousel, producing
the observed drifting behaviour.
The carousel model has been heavily criticised on (at least) two different
grounds. Firstly, its reliance on a coherent form of curvature radiation is diffi-
cult to justify from known plasma physics (e.g. Melrose, 1992). Secondly, there
are a number of secondary phenomena associated with subpulse drifting that
present challenges for, or at least require extensions of, the simple geometric pic-
ture described above (Edwards, 2006). These include, among others, drift mode
switching (Huguenin et al., 1970), bi-drifting (Qiao et al., 2004), nulling (Backer,
1970a), and subpulse “memory” across nulls (Lyne and Ashworth, 1983).
Despite these criticisms, the carousel model, along with its implied conal emis-
sion beams, remains a popular model for interpreting subpulse drifting, as it is
capable of explaining (qualitatively at least) several features of pulsar morphol-
ogy and behaviour (Rankin, 1983, and subsequent papers in the series). As a
result, there have arisen two schools of thought, one which believes the basic
model is correct in principle but whose details are complicated and have yet to
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be worked out on a pulsar-by-pulsar basis, and one which believes the model is
fundamentally incorrect. What is lacking is a robust test that can distinguish,
once and for all, between these alternatives. A strong candidate for such a test,
if it can be found, is one that exploits the model’s unique emission geometry,
namely, that although the observed photons are emitted at some height dictated
by the magnetic field geometry, the subpulse modulation pattern is dictated by
events very close to the surface. This feature of the carousel model makes specific
predictions about how the observed subpulse modulation changes as a function
of observing frequency.
In this two-part paper series that will focus on B0031−07, we investigate the
frequency dependence of subpulse drifting. We start by recognising that the ba-
sic carousel model predicts that the rotation phases at which subpulses appear
is invariant with frequency (Edwards and Stappers, 2002, 2003), a point that
is sometimes confused with the expected radius-to-frequency mapping (RFM)
behaviour of average profiles (e.g. Smits et al., 2007; Yuen et al., 2016). Never-
theless, frequency-dependent behaviour of subpulses is observed, most notably
in the way that the time between successive subpulses (the so-called “secondary
period”, P2) changes as a function of frequency (Taylor et al., 1975; Bartel et al.,
1980). Several ideas have been advanced to explain this within the context of
the carousel model, including non-dipolar field geometries (e.g. Davies et al.,
1984) and the finite size and shape of beamlets, which present a slightly-shifted
cross section to the line of sight as the frequency-dependent beamlets move in
magnetic colatitude (Edwards and Stappers, 2003; Bilous, 2018). Edwards and
Stappers (2003) also speculate that aberration and retardation (AR) effects must
be present, although they argue that the subpulse phase shifts they observe in
PSR B0320+39 and PSR B0809+74 imply emission heights that are much larger
than the heights expected from other arguments.
In this paper, we develop this idea further to obtain quantitative predictions of
how subpulses shift with frequency if AR effects are the dominant cause. We apply
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the model to the interesting and well-studied case of PSR B0031−07 whose P2 is
also known to have a measurable longitude dependence (McSweeney et al., 2017)
and whose known frequency-dependent subpulse phase shifts are also dependent
on which of the pulsar’s three drift modes is present (Huguenin et al., 1970;
Vivekanand and Joshi, 1996; McSweeney et al., 2017). In Sections §5.3.1 and
§5.3.2 the relationship (initially neglecting AR effects) between the drift bands
and the underlying carousel geometry are laid out, with particular emphasis on
the degeneracy introduced by the possibility of aliasing effects. We then generalise
the model to include AR effects in Section §5.3.3, calculating their effect on the
subpulse phase shift (§5.3.3.1) and on P2 (§5.3.3.2). A discussion of the results
and our final conclusions are presented in Sections §5.4 and §5.5.
This is the first of a two-part series, both of which deal with the relationship
between frequency-dependent effects and subpulse drifting in B0031−07. This
paper deals exclusively with effects that can be observed in Stokes I observations.
In the subsequent paper, we investigate how the subpulse phase (which encodes
information about the magnetic azimuth) is related to the polarisation position
angle and use this relationship to place further constraints on the carousel and
viewing geometries.
5.1.1 Definitions and Notation
The rotation axis (~ω), the magnetic axis (~µ), and the LoS define three points of
a spherical triangle which relate the rotation phase (ϕ), the viewing geometry
(α, ζ), the half-beam opening angle (Γ), the PPA (ψ), and the magnetic azimuth
(σ). In this paper, α and ζ are always relative to the rotation axis defined by
the right hand rule, so that 0◦ ≤ α < 180◦ and 0◦ ≤ ζ < 180◦. These angles are
illustrated in Fig. 1.15. An asterisk is used to denote the supplementary angles
α∗ = 180◦ − α and ζ∗ = 180◦ − ζ, i.e. measured from the opposite rotation axis.
The impact angle is defined as β = ζ − α, with β∗ = ζ∗ − α∗ = −β.
As is common in the literature, we use P1 for rotation period of the pulsar,
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Table 5.1. Data sets recorded on MJD 57556
Telescope Centre frequency Bandwidth # pulses S/N per
(MHz) (MHz) pulse
MWA 185 30.72 4631 14.2
GMRT 610 33.33 8487 9.8
P2 for the subpulse separation, P3 for the time it takes a subpulse to reappear
at the same rotation longitude, and P4 for the rotation period of the carousel.
Conventionally, P2 is often expressed in degrees of rotation, and P3 in units of
P1, but in order to keep the notation consistent throughout this work, we reserve
the unadorned Px to have units of time. To denote quantities normalised by P1,
we introduce the overline notation, e.g., P 3 ≡ P3/P1. In addition, we define
P
(◦)
2 ≡ P 2 × 360◦ to express periods in degrees of rotation.
The drift rate, D, is traditionally expressed in units of degrees per pulse. To
keep this consistent with the foregoing notation, we define
D ≡ P2
P 3
, D ≡ P 2
P 3
and D(◦) ≡ P
(◦)
2
P 3
. (5.1)
5.2 Observations
We have taken two simultaneous observations of B0031−07, one using the Murchi-
son Widefield Array (MWA; Tingay et al., 2013) centred at 185 MHz, and the
other using the Giant Metrewave Radio Telescope (GMRT; Swarup et al., 1991),
centred at 610 MHz. The details are summarised in Table 5.1.
The MWA observation was processed in the same way as McSweeney et al.
(2017). The MWA voltages were recorded using the Voltage Capture System
(VCS; Tremblay et al., 2015), and a tied-array beam was formed (Ord et al.,
2019) in the direction of the pulsar. The calibration solution was obtained using
a separate, dedicated observation of the calibrator source 3C444. During the
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calibration process, it was deemed necessary to exclude five MWA tiles (out of
128) from the coherent sum, due to corrupted data. The resulting data set had
a time resolution of 100µs and a frequency resolution of 10 kHz. At the time of
the observation (June 2016), only total intensity data products were available,
but the recent verification of MWA polarimetry (Xue et al., 2019) has made it
possible to reprocess the original recorded voltages to produce a data product
with full Stokes parameters.
The GMRT observations were made with the 13 central antennas in the phased
array mode. However, only the total intensity was recorded. The output time
resolution was 123µs and the frequency resolution was 65 kHz.
Both MWA and GMRT data sets were processed with DSPSR (van Straten
and Bailes, 2011) and PSRCHIVE (Hotan et al., 2004; van Straten et al., 2011) to
produce single-pulse archives. A small percentage of frequency channels contam-
inated by local radio frequency interference (RFI) were removed, and impulsive
RFI was identified by eye on a pulse-by-pulse basis; pulses that were contami-
nated by RFI were replaced by zeros. The resulting Stokes I average profiles are
shown in Fig. 5.1.
The analysis in this paper will naturally benefit from knowledge of the exact
clock offset between the two telescopes, which unfortunately was unavailable at
the time of recording due to the fact that the MWA had not yet embarked on any
timing programs that could verify the VCS time stamps. The correspondence
between pulses was therefore found by aligning the null sequences, which are
known in the case of B0031−07 to be a broadband phenomenon (Smits et al.,
2007). The total number of pulses observed simultaneously at both telescopes was
4780. A section of the pulse stacks, showcasing all three drift modes, is shown in
Fig. 5.2.
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Figure 5.1 Average intensity profiles of B0031−07 made from the MWA observa-
tion (upper panel) and the GMRT observation (lower panel). The alignment of
the profile centres was done by eye.
5.3 Analysis & Results
5.3.1 Using P3 to constrain the carousel geometry
In the simplest version of the carousel model, in which the surface sparks are
equally spaced in magnetic azimuth, the behaviour of the drift bands is deter-
mined by the number of sparks in the carousel, n, and the carousel rotation rate,
P4. If the carousel rotation is constant, the observed P3 at any given longitude
will also be constant. This is true regardless of either the radial distance of the
spark from the magnetic axis, or the sparks’ radial extent. Without aliasing, P3
is identical to P4/n, but with aliasing,
1
P 3
=
∣∣∣∣ nP 4 − k
∣∣∣∣ , (5.2)
152
Figure 5.2 A sequence of 671 simultaneous pulses observed at the MWA (left)
at 185 MHz and at the GMRT (right) at 610 MHz. All three drift modes can be
seen (including the rare C mode), along with interspersed null sequences. The
dynamic ranges have been adjusted by eye to give comparable contrast. Some
pulses contaminated with RFI can be seen in the GMRT data set. As in Fig. 5.1,
the central phase at 0◦ was chosen by eye to approximate the centre of the pulse
window.
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where k = [n/P 4] is the aliasing order
1, and where the square brackets denote
rounding to the nearest integer. Eq. (5.2) is the same as that derived by Rankin
et al. (2013), but generalised for arbitrary aliasing orders.
The fact that P3 is different for each of B0031−07’s three drift modes can
therefore be explained by a change in n, P4, or both. In general, it is difficult
to find the correct aliasing order k, because solutions for Eq. (5.2) can always
be found for any k due to the free choice of P4 for each mode. However, the
carousel rotational speed is thought to be set by the magnetic and electric fields
near the surface, which cannot easily change their magnitudes and/or directions
on the time scales on which drift mode changes are observed to take place (< 1
rotation). Therefore, it is an interesting question to ask whether the behaviour of
the different modes might be brought about by only a change in n, and keeping
P4 constant, an idea first introduced by Rankin et al. (2013) for PSR B1918+19.
In this case, it is immediately clear that k cannot be 0 for all three drift modes,
since otherwise the drift rate would be the same at all times. If we assume that
k is the same for all three drift modes, we find that the quantities 1/P 3A, 1/P 3B,
and 1/P 3C (for modes A, B, and C, respectively) are members of an arithmetic
sequence whose nth term corresponds to a carousel with n sparks. Furthermore,
if nA, nB, and nC are themselves an arithmetic sequence, then the respective
values of P 3 will be harmonically related, as originally suggested by Wright and
Fowler (1981). It also immediately follows that
1
P 3B
=
1
2
(
1
P 3A
+
1
P 3C
)
. (5.3)
which can be readily verified in the case of B0031−07. In the special case that the
number of sparks differs only by one, then the terms of the arithmetic sequence
are consecutive, and the difference between any adjacent pair yields the carousel
1Under this definition of the aliasing order, the sign of k is always the same as the sign of
P4, which in this work is chosen to be positive when the carousel is rotating anticlockwise when
viewed from “above” the magnetic axis. The phrase “first order aliasing” can be taken to mean
k = ±1.
154
Table 5.2. Values of P2 and P3 for
the drift modes of B0031−07, from
McSweeney et al. (2017)
Drift mode P
(◦)
2 P 3
A 18◦.9± 1.1 12.5± 0.8
B 19◦.8± 0.5 7.0± 0.2
C 19◦.1± 2.9 4.6± 0.3
rotation rate directly, e.g. ∣∣∣∣ 1P 3A − 1P 3B
∣∣∣∣ = ∣∣∣∣ 1P 4
∣∣∣∣ . (5.4)
Then n can be found by substituting the derived value of P 4 back into Eq. (5.2).
An alternative approach rearranges Eq. (5.2) to leverage the expectation
that the number of sparks changes by an integer value. Continuing under the
assumption that the carousel rotation does not change between drift modes, P 4
can be eliminated to yield
nA
∆n
=
P 3B(1− kP 3A)
P 3B − P 3A
, (5.5)
where ∆n = nA−nB. Using measured values for P 3A and P 3B (from McSweeney
et al., 2017, summarised in Table 5.2), this becomes
nA
∆n
≈ (−1.3± 0.2) + (15.9± 1.7)k. (5.6)
Plugging in candidate values for nA and k, we find near-integral solutions for ∆n,
with the first order solutions given in Table 5.3. As expected, no solutions were
found for k = 0. The same procedure was repeated using modes B and C in Eq.
(5.5) instead of A and B, with the same results.
Eq. (5.6) shows that if a change in n is indeed the cause of different drift
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Table 5.3. Carousel parameters
deduced for B0031−07
nA nB nC k ∼ P 4 ∆n
13 12 11 1 14.1 0.89
14 13 12 1 15.2 0.96
15 14 13 1 16.4 1.02
15 16 17 -1 -14.0 -0.87
16 17 18 -1 -14.8 -0.93
17 18 19 -1 -15.7 -0.99
modes, then the predicted number of sparks must increase rapidly for higher
aliasing orders, and more so for higher values of ∆n. If ∆n is kept constant, then
n increases approximately linearly with k, and therefore P 4 must stay relatively
constant (since k = [n/P 4]), but will be much larger (i.e. the carousel rotates
much slower) for higher values of ∆n. Thus, the approximate solution for P 4 rep-
resents the fastest possible carousel rotation speeds consistent with the observed
P 3 values, without significant difference for higher aliasing orders. By contrast,
the theoretical value of P 4 predicted by the RS model is
P 4,RS ≈ 5.7×
(
P1
s
)−3/2(
P˙
10−15
)1/2
(5.7)
which is P 4,RS ≈ 4 for B0031−07. Thus, we argue that a modest carousel rotation
period (14 . |P 4| . 17) and a modest number of sparks (13 ≤ nA ≤ 17) is the
most plausible, since it is much closer to the above theoretical value than a no-
aliasing solution (for instance, P 4 = nP 3 = 9× 12.5 = 112.5 for mode A in Smits
et al. 2005). These carousel properties are similar to those found by Rankin et al.
(2013) for PSR B1918+19.
On the possible harmonicity of the drift modes, we note that the finding of
Vivekanand and Joshi (1996) that they are not harmonically related appears
to be based on the argument that the drift rates are not harmonically related.
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However, this is not the same as the claim that the values of P3 are harmonically
related. Indeed, since P2A ≈ P2B ≈ P2C , the harmonicity of P3 implies that
the drift rates should be linearly related, which is in fact consistent with their
measurements.
5.3.2 Using P2 to constrain the viewing geometry
The preceding section dealt solely with P3, a quantity which is independent of
pulse longitude, as evident in Eq. (5.2). P2, on the other hand, encodes infor-
mation about the angular distance between successive sparks, and is generally
a longitude-dependent quantity. We now proceed to investigate how P2 may be
used to constrain the carousel parameters and the viewing geometry.
P2 can be measured by correlation methods (e.g. Smits et al., 2005) or meth-
ods using fluctuation spectra (Backer, 1971; Wolszczan et al., 1981). For our
purposes, the latter are the most suitable for obtaining measurements of P2 as a
function of longitude. This involves computing the longitude-resolved fluctuation
spectrum (LRFS), which is done by applying the Discrete Fourier Transform to
each longitude bin within a given drift sequence. If the drift band separation re-
mains constant throughout the sequence, a narrow, strong feature will appear at
all longitudes in the frequency bin corresponding to the value of P3. The relative
phases of the feature, which we denote by θ(ϕ), constitute the so-called “subpulse
phase track”, which encodes information about P2:
1
P 2(ϕ)
=
∣∣∣∣ dθdϕ
∣∣∣∣ . (5.8)
The subpulse phase that is visible at a given rotation phase involves the com-
putation of two quantities: (1) the magnetic azimuth, σ, of the field lines coplanar
with the LoS, and (2) the spark activity at the footpoint (i.e. where the magnetic
field line intersects the stellar surface). The consideration of (1) is what Yuen
et al. (2016) mean by the “motion of the visible point.” For a carousel of n sparks
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rotating at rate 1/P 4, the subpulse phase is the difference between the sampled
magnetic azimuth and the amount that the carousel has rotated in the same time:
θ(ϕ) = n
(
σ(ϕ)− ϕ
P 4
)
+ θ0, (5.9)
where the dependence on pulse phase has been made explicit, and θ0 is the sub-
pulse phase when ϕ = 0. An example of a mode B sequence, observed simultane-
ously with the MWA and the GMRT, with their respective profiles, LRFS, pulse
energies, and subpulse phase tracks, is shown in Fig. 5.3.
To recover the expression for P 2, we differentiate with respect to the phase,
yielding2
1
P 2(ϕ)
= n
∣∣∣∣dσdϕ − 1P 4
∣∣∣∣ . (5.10)
By multiplying through by P 3 and by using Eq. (5.2) to eliminate n, the drift
rate can be equivalently expressed as
1
D
=
(
P 3k ± 1
)(
P 4
dσ
dϕ
− 1
)
. (5.11)
In this form, it is easily seen that if k = 0, the dependence on P3 vanishes
and a constant carousel rotation speed implies the same drift rate for all three
drift modes. Furthermore, any observed curvature of the drift bands is necessarily
inherited from the dσ/dϕ term unless the angular speed of the sparks is a function
of magnetic azimuth.
If the drift mode changes are, in fact, characterised by only a change in the
number of sparks, then Eq. (5.10) predicts only small changes in P 2 for sufficiently
large values of n. This is because P 4 is assumed constant, and both σ and
dσ
dϕ
are
pure functions of the viewing geometry. Therefore, the fractional change in P 2
2One must be careful when comparing this equation with similar-looking equations in Yuen
et al. (2016), as both the definitions and notations of the terms involved, as well as the derivation
itself, differ.
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Figure 5.3 A mode B drift sequence observed with the MWA (top figure) and
the GMRT (bottom figure). The central panel shows the pulse stack with clearly
identifiable drift bands and pulse energies to the right. The LRFS is in the
lower panel, with the red arrows marking the frequency bin corresponding to the
vertical separation between the drift bands (P3), and its integrated spectrum on
the right. Immediately above the pulse stack is the integrated profile, and the
subpulse phase track (i.e. the phases of the highlighted LRFS row) is at the very
top. The phase centres (ϕ = 0◦) have been aligned by eye.
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should be equal to the fractional change in n, or
P 2A
P 2B
=
nB
nA
, (5.12)
and similarly for modes A and C, etc. The smallest integral values of n that
are consistent with the reported values of P2 in McSweeney et al. (2017) are
approximately n & 6. This is a weaker constraint than the constraint derived
using P3 because of the relatively large measurement errors on P2 (obtained using
correlation methods).
The relative magnitudes of the two terms in the brackets of Eq. (5.10) deter-
mine the overall drift band behaviour. For a sufficiently slowly rotating carousel,
the value of P2 is dominated by dσ/dϕ. If the carousel rotates in the opposite
sense to the motion of the visible point in the pulse window (i.e. P4 is negative),
then increasing the carousel speed causes P2 to decrease. However, if the carousel
rotates in the same direction as the motion of the visible point, P2 will initially
increase until the two terms balance and the subpulse drift appears stationary.
As the carousel rotates faster still, the sparks overtake the visible point and the
subpulse drift resumes, but now with each successive subpulse coming from the
trailing spark.
Regardless of the carousel configuration, dσ/dϕ is in general a function of rota-
tion phase, and thus so is P2. It follows that the drift rate can never be stationary
at all phases simultaneously. In the presumably rare case that the value of 1/P 4
falls between the maximum and minimum value of dσ/dϕ, one would see the sub-
pulse drift adopt opposite directions at distinct rotation phases, a phenomenon
that has been observed in a few pulsars and known as “bi-drifting” (Wright and
Weltevrede, 2017, and references therein). Thus, Eq. (5.10) potentially provides
a natural framework for understanding bi-drifting.
In the case of B0031−07, we can estimate the relative contributions of the
two competing terms in Eq. (5.10) by considering what parameter values give
rise to the measured P2 value. Taking, for example, the B mode of the second
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line in Table 5.3 (n = 13, P 4 = 15.2), a value of dσ/dϕ = 1.46 is required to
reproduce P
◦
2 = 19.8
◦. Thus, even though the carousel is rotating fast enough
to produce aliasing k = 1, the motion of the visible point is far more dominant,
since dσ/dϕ 1/P 4. In this case, we can then write
dσ
dϕ
≈ ± 1
nP 2
, (5.13)
which becomes an exact equality in the stationary carousel limit. For the same
viewing geometry (i.e. keeping dσ/dϕ fixed), the contribution by the carousel
rotation only becomes appreciable when either the aliasing order increases to
k & 5 or the number of sparks drastically increases (or some combination of
both). A similar conclusion is reached for all the entries in Table 5.3.
If we assume a small k for B0031−07, we may draw another conclusion from
the observation that in the pulses immediately following the onset of a drift
sequence after a null, the drift rate appears to undergo a decay until it reaches
a nominally stable value (McSweeney et al., 2017). During this decay period,
both P2 and the subpulse width appear visually exaggerated, suggesting that the
relative speed of the visible point and the sparks is less. However, when the
motion of the visible point dominates, there are only two possibilities. Either (1)
the directional sense of both the carousel drift and the motion of the visible point
is the same, in which case the relaxation of the drift rate implies a slowing down
of the carousel rotation, or (2) the direction senses are different, in which case the
carousel must be speeding up. Given that the drift rate of other pulsars which
are thought to be free of aliasing effects is observed to increase after a null (e.g.
Lyne and Ashworth, 1983), we therefore favour the second possibility. Note that
this does not necessarily imply that the carousel and the pulsar are rotating in
the same directional sense, since the sign of dσ/dϕ depends, in part, on the sign
of β, which is still unknown.
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5.3.3 Generalisation for AR effects
The P2 model derived in the previous section has no frequency dependence what-
soever. However, P2 has long been known to be a function of frequency for
pulsars generally (Taylor et al., 1975) and for B0031−07 in particular (Bartel
et al., 1980). More recently, McSweeney et al. (2017) showed that the frequency-
dependent shift in subpulse phase also depends on which drift mode is present.
One might expect that the dependence of P2 on observing frequency is a
simple side-effect of RFM, where the “space” between the drift bands grows in
proportion to the opening angle of the emission cone (e.g. Smits et al., 2007; Yuen
et al., 2016). However, it cannot be so, as discussed at length in Edwards and
Stappers (2002, 2003). While it is true that the line of sight would cut through
the emission cone at different phases depending on the frequency, the image of a
single spark projected onto the pulsar’s sky would not change relative to the line
of sight traverse. Observationally, this implies that different parts of drift bands
are illuminated when viewed at different frequencies, not that the drift bands
themselves shift in phase.
Despite the preceding argument, a radius-to-frequency mapping remains a
necessary (if not a sufficient) condition to explain the P2 dependence on fre-
quency. For example, Bilous (2018) explains the drift band shifts observed in
PSR B0943+10 in terms of the offset phase of the centroid of the line of sight
traverse through a beamlet of finite size and shape, as the beamlet changes its
magnetic colatitude with frequency.
In this section, we consider the possibility that the frequency-dependence of
the subpulse phase shift and of P2 is due to aberration and retardation (AR)
effects, as suggested by Edwards and Stappers (2003). If AR are the dominant
effects, such a generalised model can be used to extract information about the
emission heights from multi-frequency measurements of the subpulse phase.
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5.3.3.1 Derivation of the subpulse phase shift
Dyks et al. (2004) and others showed that pulsar emission will be shifted earlier
in phase according to
ϕ′ ≈ ϕ− 2r′, (5.14)
where ϕ′ is the observed phase, r′ = r/rL, and rL = cP1/(2pi) is the light cylinder
radius. One r′ comes from the aberration of the emission angle from the tangent
to the field line, and the other comes from retardation, or the finite time it takes
the light to travel from the emission point to the observer.
Although Eq. (5.14) applies to all emission, a correct determination of the
observed subpulse modulation must also account for the finite time it takes the
information about the subpulse phase to travel from the surface to the emission
height. To first order, the trajectory of relativistic particles climbing from the
surface to the emission point along a corotating field line is simply r, with a
corresponding travel time equal to a phase rotation of r′. This means that the
observed subpulse phase does not represent the spark activity at the footpoint
of the field line at the time of emission, say, at phase ϕ, but rather the spark
activity at the time when the phase was ϕ−r′. Thus, emission that comes from a
given magnetic azimuth will be observed at phase ϕ′ ≈ ϕ−2r′ and have subpulse
phase
θ′(ϕ′) = n
(
σ(ϕ)− ϕ− r
′
P 4
)
+ θ0
= θ(ϕ) +
n
P 4
r′.
(5.15)
Let L and H represent two field lines that have the same magnetic azimuth,
σ, but whose footpoints have different magnetic colatitudes. In the absence of
AR effects, the two lines come into view at the same phase, ϕ, at which moment
the geometry is represented by the same fundamental triangle. Let L represent
the line whose footpoint has the smaller colatitude. For a dipolar field, one
expects from geometric arguments (neglecting rotation effects on curvature, as
discussed in Thomas and Gangadhara 2007 and Thomas et al. 2010) that the lower
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Figure 5.4 An illustration of the method for determining the emission height
difference from the subpulse phase tracks at two different frequencies.
frequency emission will be observed from L and the higher frequency emission
from H, and that the emission occurs at a greater altitude for L than for H. From
Eq. (5.15),
θ′L(ϕ
′
L)− θ′H(ϕ′H) =
n
P 4
(r′L − r′H)
= − n
2P 4
(ϕ′L − ϕ′H),
(5.16)
where we have used Eq. (5.14) in the second equation. The corresponding point
on the subpulse phase track will appear to have moved vertically by ∆θ′ =
θ′L(ϕ
′
L) − θ′H(ϕ′H) and horizontally by ∆ϕ′ = ϕ′L − ϕ′H when viewed simultane-
ously at two distinct frequencies. Curiously, the slope of this apparent motion is
constant:
∆θ′
∆ϕ′
= − n
2P 4
= −1
2
(
k ± 1
P 3
)
. (5.17)
The shift of a whole subpulse phase track is schematically illustrated in Fig. 5.4.
If k is known, the two phase tracks can be directly compared, and the phase
difference gives a direct measure of the difference of the emission heights at the
two frequencies:
∆r′ ≈ −1
2
∆ϕ′, (5.18)
in accordance with Eq. (5.14). Note that although the direction of the subpulse
phase track shift is fixed by the carousel geometry, the magnitude of the shift
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depends on r′, which may well be a strong function of pulse phase (e.g. Gangad-
hara, 2004; Thomas et al., 2010). This can introduce further distortions in the
shape of the subpulse phase track as it appears at different frequencies.
The phase shift of individual subpulses can be estimated by Taylor expanding
the rotation phase shift as a function of the corresponding subpulse phase shift
and the slope of the subpulse phase track:
∆ϕ′hor ≈ ∆ϕ′ + ∆θ′
dϕ′
dθ′
. (5.19)
By applying Eq. (5.16) and identifying P
′
2 = dϕ
′/dθ′ as the AR-corrected sub-
pulse separation actually measured by the observer, we find
∆ϕ′hor ≈ ∆ϕ′
(
1− nP
′
2
2P 4
)
, (5.20)
which by virtue of Eq. (5.18) can be rearranged to yield
∆r′ ≈ ∆ϕ
′
hor
2− kP ′2 ±D′
, (5.21)
which directly relates the phase shift of individual subpulses to the difference of
emission heights at two simultaneously observed frequencies.
5.3.3.2 Derivation of P2
The preceding analysis can be recast explicitly in terms of P2 rather than the
subpulse drift phase. It follows from Eq. (5.15) that the measured value of
P
′
2 (where, as before, the primes on P
′
2 and ϕ
′ denote values measured in the
observer’s AR-corrected frame) is
1
P
′
2
=
dθ′
dϕ′
≈ d
dϕ′
(
θ +
n
P 4
r′
)
. (5.22)
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In order to relate this to the P 2 of Eq. (5.10), we may apply the chain rule,
noting that
d
dϕ′
=
dϕ
dϕ′
d
dϕ
≈ 1
1− 2dr′
dϕ
d
dϕ
, (5.23)
where we have taken the derivative of Eq. (5.14) with respect to ϕ. Although
it is possible to express these equations in terms of dr′/dϕ′, which is the rate of
change of emission height with AR-corrected longitude as it would appear in the
observer’s frame, dr′/dϕ is easier to relate to the emission geometry. Then Eq.
(5.22) becomes
1
P
′
2
=
1
1− 2dr′
dϕ
(
1
P 2
+
n
P 4
dr′
dϕ
)
. (5.24)
Two simplifying assumptions can be made. First, as before, we expect the n/P 4
term to be small compared to 1/P 2. Second, dr
′/dϕ itself must be small on
average, since the maximum height is not expected to be more than a few percent
of the light cylinder radius. If β is very small, then r′ may change rapidly near
the fiducial point, but otherwise we assume dr′/dϕ  1. Thus, neglecting the
n/P 4 term and Taylor expanding the fraction,
1
P
′
2
≈ 1
P 2
(
1 + 2
dr′
dϕ
)
. (5.25)
Thus, the observed subpulse separation includes both a fixed, frequency-independent
term equal to the subpulse separation that would be observed in the absence of
AR effects, and a frequency-dependent term that depends on the rate of change
of the observed emission height with rotation phase.
In B0031−07, P ′2 follows the same trend as the separation of average com-
ponents, i.e. it becomes smaller at higher frequencies. Thus, the frequency-
dependent term must be positive. Since the smallest emission height is expected
to be observed at the fiducial point, this supports the idea, suggested by Mc-
Sweeney et al. (2017), that the fiducial point lies on the leading side of the pulse
window.
166
Eq. (5.25) is almost in a form that can be used to fit historical measure-
ments of P2 against observing frequency. If the RFM is independent of magnetic
azimuth, the emission height can be written in the form r′ = Φ(ϕ)νη, where
Φ(ϕ) encapsulates the fact that the magnetic colatitudes of the footpoints of the
observed field lines is a function of phase, as illustrated in the geometry of Gan-
gadhara and Gupta (2001) and Gangadhara (2004). It then follows that, for a
given fixed observing frequency ν,
dr′
dϕ′
=
dΦ
dϕ′
νη (5.26)
and
1
P
′
2
≈ 1
P 2
(
1 + 2
dΦ
dϕ′
νη
)
. (5.27)
5.3.4 Application of the model to B0031−07
Frequency-dependent subpulse behaviour can be thought of in terms of an abso-
lute phase shift (a bulk shift towards earlier or later phases) and a changing P2 (a
compression or expansion of the subpulse modulation pattern). However, mea-
suring the absolute phase shift for our dual-frequency observation of B0031−07
proved problematic because the exact time offset between the clocks at the two
telescopes was unknown. The average profiles for each drift mode are known to
evolve significantly with frequency, so they cannot be used to align the phases
reliably3. Alternatives, such as methods involving the alignment of single pulses
(e.g. via cross-correlating the time series), would mask any average subpulse
phase shift that does exist between the two frequencies. Therefore, the best that
can be done with our present data sets is to show how the estimated emission
height difference depends on an assumed clock offset between the two telescopes.
Using k = 1 and the measured average values of P 2 and P 3 for the three drift
modes, the relative emission height differences between the two frequencies are
3A wide-band observation using a single telescope would obviate this problem, unless the
profile evolution interferes with the correct determination of DM.
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Figure 5.5 The relative emission height differences at MWA and GMRT frequen-
cies for each drift mode, as a function of the assumed clock offset between the two
telescopes, expressed in terms of rotation phase. A positive ∆r′ means that the
low-frequency emission (observed at the MWA) occurs at greater altitudes than
the high-frequency emission (GMRT). The zero-axes are drawn as dotted lines
for reference. The 0◦ phase offset corresponds to the assumption that the phase
bin with the greatest average intensity at the MWA aligns with the analogous
phase bin at the GMRT. The dash line at −4.2◦ is the offset assuming that a
“giant” pulse that appears at both frequencies occurs at the same true phase.
plotted for each mode in Fig. 5.5. The measured value of ϕ′hor was derived by
cross correlating each pulse at the two frequencies, and average all the resulting
correlation curves for pulses belonging to the same drift mode. The resulting
average correlation curves were smoothed with a Savitzky-Golay filter (Savitzky
and Golay, 1964) using a fifth order polynomial and then using cubic-spline in-
terpolation to identify the location of the primary peak.
Although the MWA-GMRT clock offset is unknown, we mark two offsets of
interest in Fig. 5.5. The first corresponds to assumption that the peaks of the
profiles at the two respective profiles correspond to the same rotation phase.
This offset defines the zero point of the x-axis used in the figure. The second
offset uses the peak of a particularly bright, narrow burst that appears at both
frequencies (pulse number 579 in the MWA data set, equivalent to pulse number
149 in the GMRT data set) to align the clocks. The possibility that the two
pulses occur at the same “true” rotation phase is founded on the identification
168
of the bright emission as a candidate “giant pulse”, which are known to come
from very narrow phase ranges at some frequencies (Kuzmin and Ershov, 2004;
Tuoheti et al., 2011; Nizamdin et al., 2011). If a broadband burst comes from a
sufficiently small volume of the magnetosphere, as would be the case for a highly
localised surface spark event that generates a large range of particle energies, then
the phase shift due to AR effects would apply to all frequencies equally, and the
burst would appear at a fixed longitude at all frequencies. However, since Fig.
5.5 shows that this assumption leads to negative height differences in this model
(the vertical dashed line at −4.2◦), we conclude that the bright emission must
also come from a range of heights, thus making the derived clock offset erroneous.
We note the possibility that the GMRT bright pulse is actually a burst of RFI,
as it resembles other instances of off-pulse RFI found in the data set, but we do
not investigate this further.
Fig. 5.5 shows that the height differences for all three modes are positive
when the MWA-GMRT phase offset & −0.◦5. In this region, the mode with the
greatest ∆r is mode A, with the height differences in modes B and C being smaller
but similar to each other. For phase offsets less than 5◦, ∆r . 2000 km for mode
A and 1000 km for modes B and C (all within a few percent of the light cylinder
radius). In contrast, the height differences found by Smits et al. (2007) were
∼ 10 km across a much wider frequency range (157 MHz to 4850 MHz); however,
their model was based (in part) on the idea that P2 is a direct manifestation of
RFM, which, as we have argued above, is an incorrect interpretation.
The unknown clock offset does not affect measurements of P2, which is related
only to the relative phase shift of subpulses at different longitudes. Fig. 5.6 shows
a fit for historical measurements of P2 during mode B drift sequences (mode B is
the most common mode with the most reliable data, and has been observed at
a much wider range of frequencies than either mode A or mode C), over a wide
range of frequencies. There is a clear general trend that P2 gets smaller with
increasing frequency, as previous authors have noted. As indicated in the figure,
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some of the early, low-frequency measurements of P2 relied on single polarisation
telescope feeds. It is unclear to what extent this would affect the measurements,
given the known complexity of B0031−07’s subpulse polarisation (Taylor et al.,
1975; Gould and Lyne, 1998) and similar examples of P2 ambiguity in other pul-
sars (e.g. Rankin et al., 2005). However, even if these particular observations
were omitted, we find that there is still strong support for a frequency-dependent
(i.e. non-constant) P2, especially if one accepts the data from Smits et al. (2007),
whose method for measuring P2 was identically used for (sometimes simultane-
ous) observations across a broad range of frequencies, albeit using three different
telescopes. We thus proceed on the cautious assumption that all the historical
measurements presented in Fig. 5.6 are valid. Using Eq. (5.27), the fitted pa-
rameters are P
(◦)
2 = 23.
◦6± 3.◦8, dΦ/dϕ′ = 0.3± 0.1, and η = 0.70± 0.34, which
is also plotted on the figure for comparison. A discussion of this result and its
implications is deferred until Section §5.4.2.
5.4 Discussion
5.4.1 Carousel geometry
We have attempted to find plausible, quantitative explanations for two interesting
features of B0031−07’s subpulse modulation pattern: (1) the changing P3 and
drift rate associated with its three distinct drift modes (A, B, and C), and (2)
the dependence of subpulse arrival phases on observing frequency and on drift
mode. The interpretation of both of these effects depend on the carousel model,
assumed in this analysis, which connects the observed modulation pattern of
subpulses to a set of sparks near the pulsar’s surface rotating around the magnetic
axis. Measuring the number of sparks, n, and the carousel rotation period, P4,
is an important step in verifying the predictions of the carousel model. However,
these measurements are difficult to make, as there are often degenerate sets of
parameters that produce similar looking drift bands in the pulse window. We have
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Figure 5.6 A re-creation of Fig. 3.4, but presented on log-scale axes, with the
ordinate representing the quantity 1/P 2 instead of P2, and including a few data
points omitted previously. The errors are those reported in the respective source
papers, except for Sutton et al. (1970), which did not report measurement errors
for P2, and for which we have adopted a “typical” error of ±2◦. The solid line is
a fit of Eq. (5.27) to the data points. The best fit yields P
(◦)
2 = 23.
◦6± 3.◦8 and
η = 0.70± 0.34. The grey shading shows the ≤ 1σ uncertainty region derived by
propagating the (assumed Gaussian) errors of the fitted parameters. Omitting
measurements made with single polarisation feeds still shows clear evidence that
P2 is a non-constant function of frequency.
argued that the most likely carousel configuration is one in which the subpulses
are aliased (k = ±1), with the number of sparks being n ≈ 15, and where nA,
nB, and nC differ by 1 in turn.
This solution explains a number of otherwise puzzling features of B0031−07’s
drift modes. Firstly, the relationship between the modes’ respective P3 values
has long been suspected to be a harmonic one. We have shown that this is a
mathematical consequence of the number of sparks differing by a constant amount
(in this case, one). Also, the similarity of P2 in all three modes favours solutions
with a relatively large number of sparks, as per Eq. (5.12), which is incompatible
with a no-aliasing solution by virtue of Eq. (5.6). This solution has the added
benefit that the different drift rates of the three modes can be understood in
terms of a changing number of sparks rather than a change in the carousel drift
rate itself (Rankin et al., 2013). This is more consistent with the original claim of
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RS that the carousel speed is a (constant) function of the electric and magnetic
field strengths at the surface, which are not expected to change rapidly on small
time scales.
The absolute magnitude of the carousel rotation period is also an important
prediction of the RS and competing models. The solutions presented in Table 5.3
all predict a similar carousel rotation period; taking one example ([nA, nB, nC ] =
[15, 14, 13]), the carousel rotation period is P 4 = ±16.4. The time (per rotation
period) it takes one spark to reach the location of its predecessor is of order
P 4/n ≈ 1, as expected for a solution with first-order aliasing. This is much
smaller than the time that would be inferred directly from P 3 if aliasing were
assumed to be absent (12.5, 7.0, 4.6 for modes A, B, and C respectively).
In Table 5.4, we compare our measurement of P4 (for a particular carousel
configuration from Table 5.3) alongside measurements for other pulsars. The
carousel rotation period predicted from RS, P 4,RS, is calculated from Eq. (5.7).
We have included both the unaliased and (first order) aliased values of P4 for
each pulsar in the table except B0826−34, whose drift bands frequently change
directions, and whose unaliased P4 value is therefore ambiguous. The preferred
P4 (according to the cited work) is indicated in the table notes, with the other
value being extrapolated assuming the same number of sparks. We have not
indicated whether k = 1 or k = −1, but this can be worked out using the table
values and Eq. (5.2).
In almost all cases, the unaliased carousel rotation period is much larger than
the value predicted by RS, a point that is noted by all authors who advance the
unaliased model as the preferred one. It is commonly recognised that aliasing
could be a way to account for (or at least mitigate) this discrepancy, except in
the case of B0809+74, in which the “memory” of subpulse phases across null
sequences was used to show that only the unaliased model is consistent with the
data. Even if aliasing were possible for this and other pulsars, there still remains
a large discrepancy between the measured P 4 and the RS value, most significantly
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Table 5.4. Carousel rotation rates of selected pulsars
Pulsar Modes n ∼ |P 4| P 4,RS Reference
k = 0 |k| = 1
B0031−07 [A,B,C] [15,14,13] [187,98,60] 16.4 4.0 [This work]
B0809+74 - & 15 & 165a & 14 1.6 van Leeuwen et al. (2003)
B0818−41 - 20 370a 18.3a 1.9 Bhattacharyya et al. (2007)
B0826−34 - 13 Fluctuates in 13a 2.3 Gupta et al. (2004);
both directions Esamdin et al. (2005);
Bhattacharyya et al. (2008)
B0834+06 - 8 17.4 14.8a 10.3 Asgekar and Deshpande (2005)
B0943+10 B 20 43 37a 9.3 Deshpande and Rankin (2001)
B1237+25 - 18b ∼ 60 26a 3.4 Maan and Deshpande (2014)
B1819−22 [A,B,C] [12,11,10] [204,80,46] 12.8a 2.6 ?
B1857−26 - 20 147a 18 5.4 Mitra and Rankin (2008)
B1918+19 [A,B,C] [10,9,7] [61,34,17] 12a 7.3 Rankin et al. (2013)
aP4 values in the cited texts
bDerived for the outer ring of their ‘A’ sequence
for B0826−34, B0818−41, and B1237+25, where there is approximately an order
of magnitude difference. It is possible that in some of these cases, an even higher
aliasing order may be present.
Alternative theories of spark circulation obviate the need for invoking higher
order aliasing, such as the spark model of Gil and Sendyk (2000), which generally
predicts much longer carousel rotation periods than RS. They analyse B0031−07,
concluding that its carousel consists of five sparks in a single annulus with a radius
of s = 0.7 of the polar cap distance, rotating at P 4 ≈ 34. While this reproduces
an unaliased value of P3 that agrees well with the observed value for P3, they do
not discuss how their model may be applied to modes A and C. However, we note
that their theory predicts a maximum allowed number of sparks of nmax = 16,
which is consistent with the k = +1 solutions in Table 5.3.
A final point to note is that, in many cases, the first order aliasing solution
predicts a value of P 4 that is comparable to the number of sparks, and hence
n/|P 4| ∼ 1. This is not surprising, as first order aliasing implies 0.5 ≤ |k| =
[n/|P 4|] ≤ 1.5.
173
5.4.2 Frequency-dependent effects
Armed with a plausible solution for the configuration and rotation period of
the carousel, we have attempted to make sense of the frequency-dependence of
its subpulse modulation pattern. It is important to remember that the carousel
model (ignoring AR and finite-spark-size effects) predicts that any given subpulse
should appear at the same rotation phase at any observing frequency, regardless of
the location (or movement) of their parent sparks in the polar cap, and regardless
of the emission height. Clearly, however, the subpulses of B0031−07 do exhibit
frequency- and mode-dependent phase shifts, as has been demonstrated many
times in the literature, and confirmed by our own observations.
The qualitative behaviour of the subpulses can be summarised as follows. In
any given drift mode, the horizontal separation of the drift bands (i.e. P2) de-
creases with increasing frequency (however, mode A may behave more erratically
at higher frequencies, see Smits et al., 2007) by roughly the same amount. There
is also an absolute, frequency-dependent phase shift of the whole subpulse pattern
which is different for the three modes.
5.4.2.1 Absolute phase shift and implications for emission heights
We have derived a model for the frequency-dependence of subpulse phases due
to AR effects. Regardless of whether this turns out to be the correct explanation
for B0031−07, the derived formulas quantify the subpulse phase shift that must
be present due to AR effects. Importantly, we have included in this model the
time it takes information about the spark modulation to travel from the surface
to the emission height, a point which (to the best of our knowledge) has not been
considered in previous studies of the frequency-dependence of subpulses. This
makes the model a potentially powerful tool for testing the carousel model in
cases where AR effects are indeed dominant, and where the emission heights can
be measured by other (independent) means.
Our attempt to apply this model to B0031−07, however, encountered several
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difficulties. Firstly, the exact time offset between the data obtained at the two
different telescope facilities is unknown, so that the absolute phase shifts of the
subpulse modulation pattern in each drift mode could not be confidently mea-
sured. This analysis is therefore only practical if the time offset is known precisely
(to within a fraction of the subpulse width, ∼a few milliseconds for B0031−07),
or if large instantaneous bandwidths are available at a single telescope, so that the
frequency evolution of the drift bands is unambiguous. Using the relative phase
shifts between the three drift modes, we have deduced that if the time offset is
no more than 13 ms (equivalent to 5◦ in pulse longitude) from the offset obtained
by aligning the average profile peaks at the two frequencies, then the emission
height differences between the modes is . 2000 km for mode A and . 1000 km
for modes B and C, or approximately a few percent of the light cylinder radius.
Within this small range of time offsets, there appears to be a greater inferred
height difference generally between the drift bands of mode A than for the other
two modes. If this is true, then there should also be a correspondingly greater
degree of profile evolution for mode A sequences. This is indeed observed, as can
be seen in both Fig. 5.2 and the mode-separated profiles of Smits et al. (2005).
However, a more robust comparison requires a more precise determination of the
emission heights than we have been able to accomplish here.
5.4.2.2 Subpulse separation, P2
The fact that the drift bands bunch together at higher frequencies has led many
authors to incorrectly associate the frequency behaviour of P2 with the frequency
behaviour of the average profile. However, they must be considered indepen-
dently from each other owing to the fact that any frequency dependence of the
former must be explained in the context of the geometry of a single field line,
whereas the latter considers the (flaring) geometry of the global magnetic field
structure. That the two effects are independent is evidenced by PSRs B0826−34
and B2020+28, whose P2 appears to evolve in the opposite sense to their average
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profiles (Bhattacharyya et al., 2008). In both effects, however, the RFM plays an
important role, since it relates the emission frequency to the local field geome-
try. We can expect, therefore, that a correct determination of the RFM, coupled
with a correct understanding of which frequency-dependent effects dominate at
different emission heights, would provide a quantitative explanation for both the
single pulse and the average profile behaviour.
The connection between P2 and the RFM is made explicit in Eq. (5.26),
which led to the prediction of how P
′
2 changes with frequency in Eq. (5.27).
The functional form of (5.27) reveals the relationship between single pulse (i.e.
P2) and average pulse behaviour. The overall shape of the curve is set by the
signs of of dΦ/dϕ′ and η, and it is instructive to consider the possibilities. When
dΦ/dϕ′ < 0, the resulting curve has a vertical asymptote at a (maximum or
minimum, depending on the sign of η) frequency of
νasymptote =
(
− 2 dΦ
dϕ′
)−1/η
, (5.28)
at which point P2 explodes. However, no such drastic qualitative change in P2
has ever been observed, so we can rule out this scenario. When dΦ/dϕ′ > 0,
Eq. (5.27) predicts that P2 should change in the opposite sense to the average
profile components. As noted above, this sort of behaviour has been observed (in
B0826−34 and B2020+28), but it is far less common than the alternative. It is
also troubling that dΦ/dϕ′ > 0 implies (in the geometry of Gangadhara (2004))
that we are always seeing the subpulses on the trailing side of the fiducial point,
which is unlikely to be true for most pulsars, especially those with large duty
cycles. Only at the fiducial point does dΦ/dϕ′ = 0, at which point the frequency
dependence vanishes altogether.
Another challenge for this model is the high-frequency prediction that P2
should continue to decrease at an ever greater rate. On this point, the erratic
behaviour of P2 for mode A as reported by Smits et al. (2007) has already been
mentioned. Recent work by Ilie et al. (2019, submitted) have measured a mode B
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value of P
(◦)
2 = (20
+7
−5)
◦ at∼ 1.4 GHz, which is notably smaller than measurements
at similar frequencies shown in Fig. 5.6. Thus, P2 may also behave similarly in
modes A and B at high frequencies, both of which stand in stark contrast to the
high-frequency prediction of the present model.
Thus, there are a number of problems with our model of how P2 should change
with frequency if AR are the dominant effects. In the particular case of B0031−07,
the fit of Eq. (5.27) to the historical measurements of P2 yields positive values
for both dΦ/dϕ′ and η. However, a positive value for the index, η, should be
viewed with strong scepticism. All known models of RFM (see, e.g., Thorsett,
1992, and references therein) predict a negative index. Some pulsars are known
to show unusual profile evolution, such as B1944+17, whose profile components
move outward at higher frequencies (Kloumann and Rankin, 2010), and others
whose more central components shift in phase much less (or not at all!) than the
outer components. However, even in the unlikely scenario that these anomalies
imply an unusual RFM, this cannot be the case for B0031−07. Low frequency
observations of B0031−07 reveal that the primary profile component becomes
double at < 100 MHz (Izvekova et al., 1993; Suleimanova and Pugachev, 2002).
This implies (within the context of the carousel model) that the observed foot-
points are indeed at smaller colatitudes at lower frequencies, i.e. the line of sight
cuts the carousel more centrally at lower frequencies. The assumed dipolar ge-
ometry of the magnetic field requires that the emission height along inner field
lines is higher than for outer field lines. We can therefore conclude that there is
nothing unusual about the RFM of B0031−07 that requires exceptional consid-
eration, and that B0031−07 is similar to most pulsars whose P2 follows the same
trend as the average profile components.
Given this, can we make sense of our measurement of a positive η? One pos-
sibility is that the RFM is a strong function of magnetic azimuth (and therefore
of rotation phase), rendering Eq. (5.26) invalid. This idea has been explored by
Thomas and Gangadhara (2007) and Thomas et al. (2010), who showed how the
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curvature of the field lines on the leading side is augmented by rotation effects,
while on the trailing side the curvature is diminished. A more complete modelling
of P2 vs frequency for B0031−07 that takes rotation-induced curvature is beyond
the scope of this analysis—we only note here that this effect (or some other effect
that we haven’t considered) may be necessary for a complete understanding of
the observed frequency-dependent behaviour of P2 in B0031−07 if AR effects are
the dominant cause.
Alternatively, AR effects may not be the dominant frequency-dependent ef-
fects at play here, which would naturally affect our analysis of the absolute phase
shifts seen in the three drift modes (Fig. 5.5). If this is the case, one alternative
is the effect of the sparks having finite size and shape, as studied in B0320+39
and B0809+74 by Edwards and Stappers (2003) and in B0943+10 by Bilous
(2018). We do not attempt a similar analysis for B0031−07 here, but this could
now be fruitfully attempted using the carousel configuration we have derived. In
general, it would be useful to compare the spark-size model with the present AR-
augmented model to see which of them dominates for a given emission geometry
(i.e. carousel configuration and emission height). Alternative models, such as the
fan-beam model of Dyks and Rudak (2015), may also be compared.
5.5 Conclusions
We have presented a new solution for the carousel configuration of B0031−07,
showing that the subpulse behaviour of the three drift modes can be explained
with a single carousel rotation rate. This is possible because of aliasing effects,
which produce different apparent drift rates and P3 values by only changing the
number of sparks in the carousel. Among the solutions consistent with the drift
rates (given in Table 5.3), we give as a representative solution a carousel rota-
tion rate of P 4 = 16.4 and number of sparks in each drift mode [nA, nB, nC ] =
[15, 14, 13]. We have explained how first-order aliasing solutions in which the
number of sparks differs between drift modes by a constant amount (∆n = 1, in
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this case) produce P3 values that are harmonically related, which we confirm in
the case of B0031−07. Moreover, this carousel rotation period is much closer to
the theoretical value predicted by RS than estimates that assume no aliasing.
We have extended the carousel model to include AR effects and shown how
they affect the pulse phase at which subpulses appear. However, we found several
problems with the model’s ability to interpret the frequency dependence of P2,
and that these problems were not limited to B0031−07 alone, but also to the wider
pulsar population in which P2 usually behaves in a similar way to the average
profile components (smaller separation at higher frequencies). This indicates
that either the AR-theory is incomplete (e.g. rotation induced curvature has not
been included) or AR effects are not typically the dominant cause of frequency-
dependent behaviour. In either case, the inferred emission height differences for
the three drift modes (. 2000 km for mode A and . 1000 km for modes B and C,
between 185 and 610 MHz), as conservative as they are, should be nevertheless
regarded with caution.
Despite these difficulties, the model describes the effect that AR must have on
subpulses in the carousel model. As such, it provides a new method for estimating
emission height differences that uses the frequency evolution of the drift bands,
making it independent from other methods which use the average profile. If it
can be shown that AR effects dominate the frequency-dependent behaviour of
a given pulsar, this method provides a strong test of the carousel model, which
uniquely assumes that the behaviour of the subpulses is governed by spark events
located very close to the pulsar surface, thereby dictating the magnitude of phase
shift that will be observed for a given emission height. Therefore, applications of
this AR-augmented model to other bright pulsars which exhibit subpulse drifting
and whose emission heights are known or estimated by other methods will be able
to conclusively determine whether the observed phase shift is consistent with the
carousel model.
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Chapter 6
Discussion and Conclusions
The underlying theme of this thesis has been to investigate the mechanism that
generates the bright radio emission beams around pulsars that are observed as
a series of regular pulses. The fact that the details of the emission mechanism
are still unclear after more than half a century of research and the observation
of thousands of pulsars, speaks to the difficulty of the problem. Bottom-up ap-
proaches suffer from a lack of understanding of how relativistic plasmas behave
in ultra-strong magnetic and gravitational fields, while the sheer variety of pulsar
signal morphologies (integrated profiles, single-pulse behaviour) make top-down
approaches challenging.
It is widely regarded that single-pulse studies offer the greatest insights into
the emission mechanism, since single pulses reveal the stochastic nature of the
emission process, which is masked by the process of forming integrated profiles.
Taking this approach naturally limits such studies to pulsars that are bright
enough to be seen in single pulses. Among such pulsars are many whose subpulses
drift regularly in time across the pulse window, a phenomenon which has been
the main focus of this thesis.
Subpulse drifting is popularly taken as evidence that the emission beam has
a regular structure, consisting of discrete beamlets rotating steadily around the
pulsar’s magnetic axis. One of the earliest models, that of Ruderman and Suther-
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land (1975), suggested that beamlets were the emission signatures of a carousel
of sparks that occur in the polar gap, a region just above the pulsar’s surface
where charged particles are accelerated to relativistic energies and which are also
subject to an azimuthal drift that carry the sparks around the magnetic pole.
This model makes specific predictions about the behaviour of the sparks and the
resulting emission beamlets, three of which have been investigated in detail in
this thesis, namely,
1. that the carousel rotates with a constant period;
2. that the rotation period is set by the ~E × ~B drift, and has a magnitude
given by Eq. (1.62); and
3. that the phase at which individual subpulses appear is independent of ob-
serving frequency.
All three of these predictions are known to fail in many instances, and a large
amount of effort by proponents of the carousel model has been spent trying to
understand ways in which the model might be extended in order to accommodate
such exceptions. This thesis has focused on one pulsar in particular, B0031−07,
which has been demonstrated in the preceding chapters to apparently violate all
three predictions.
The ideal resolution to this problem would be to find some unifying principle
which can explain all the peculiarities of B0031−07 (and pulsars with similar
behaviour) in one go. Unfortunately, this is impossible within the context of
the carousel model. Predictions (1) and (2) relate to the physical (hence, fre-
quency independent) dynamics of the sparks on the surface, while the violation
of (3) is necessarily a magnetospheric effect, i.e. due to the specifics of the ra-
diation mechanism in the emission region far above the surface, which produces
a frequency-dependent emission beam. Thus, at least two disparate ideas are
needed to account for B0031−07’s subpulse behaviour. While this by no means
renders the (extended) carousel model inadmissible as a possible explanation, it
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does increase the likelihood that some other, simpler model might be found that
can more parsimoniously explain all of B0031−07’s observed properties.
The test of any model requires the observed behaviour (or departure from the
predicted behaviour) to be quantified. As is evident in the preceding chapters,
however, this can prove difficult when there are multiple possible solutions to the
carousel configuration, all of which produce similar-looking drift bands within the
pulse window. Indeed, only a small number of pulsars have had their carousel
configurations determined with any degree of confidence (see Table 5.4). Most of
these determinations have only been possible because of some argument for why
one particular aliasing order should be favoured. The argument for B0031−07 is
similar to B1819−22 and B1918+19: if the drifting behaviour is first-order aliased,
the apparently different drift rates of their respective multiple drift modes can be
explained in terms of a single carousel rotation rate. This naturally supports the
carousel model, which no longer (at least, for these three pulsars) has to explain
how the carousel rotation rate can change sporadically and suddenly between
drift modes.
On the other hand, it remains unclear why the number of sparks should change
equally sporadically and suddenly. The original Ruderman and Sutherland (1975)
model does not make a specific prediction of how many sparks there should be,
stating only that the presence of a spark discharging at one location “would be
expected to inhibit the formation of another simultaneous discharge within a
distance ∼ h,” where h is the height of the polar gap. This implies a minimum
distance between sparks, which in turn implies a maximum number of sparks
that can fit around 360◦ of azimuth for some given magnetic colatitude. This
idea has been notably further developed in the spark model of Gil and Sendyk
(2000), in which the whole polar cap is filled with sparks forming possibly multiple
concentric rings (instead of consisting of a single circumferential ring of sparks,
as per the Ruderman and Sutherland (1975) model). Unfortunately, this model
also predicts that the number of sparks in any given ring is constant, at odds
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with the solution for B0031−07 derived here. Thus, there is a need to explain
how and why this happens on rapid time scales.
Nevertheless, assuming the number of sparks can change on short (< P1) time
scales, the carousel configuration derived in Chapter 5 is a major step forward
in understanding the behaviour of B0031−07’s carousel. The implications of this
carousel configuration are now discussed in further detail.
6.1 Evolving drift rates: synthesising the re-
sults from Chapters 3 and 5
The novelty of the derived carousel configuration of B0031−07 is that it obviates
the need for multiple carousel rotation rates to explain the different drift rates
seen in its three modes (A, B, and C). However, the gradual change in drift rate
investigated in Chapter 3 cannot be so easily explained. It will be noted that the
study presented in Chapter 3 was published before the first-order aliased solution
of Chapter 5 was found, and so it is appropriate to revisit the discussion of the
earlier results in this new light.
In other pulsars where similar behaviour is seen, the drift rate appears to
relax from some initial rate to a steady value (characteristic of the present drift
mode) until it is interrupted by either a drift mode change or the onset of a null
sequence (Lyne and Ashworth, 1983). Given the effort to explain all subpulse
drifting behaviour with a constant carousel rotation rate, is it possible that the
gradually changing drift rate is merely a side effect of the individual sparks shifting
into a different configuration, while the average rotation rate remains constant?
For example, suppose that when a spark vanishes (say, during a transition from
mode A to mode B), the remaining sparks initially remain in their places, only
gradually relaxing into a new configuration in which they are, once again, equally
spaced in magnetic azimuth. In this view, the “extra” motion of an individual
spark is due to interactions between the sparks (presumably related to the ∼ h
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Figure 6.1 Two models which can explain the gradually changing drift rate after a
drift mode change caused by the reduction of the number of sparks by one. These
possibilities are merely examples and do not represent an exhaustive list of the
possibilities. In this cartoon, the carousel begins with 9 sparks equally spaced in
magnetic azimuth and end with 8 sparks, also equally spaced. In the first model
(top row), one spark vanishes and the remaining sparks only gradually move into
the new configuration while the average rotation speed of the carousel remains
constant. In the second model (bottom row), the sparks immediately change
configuration and the carousel rotation suddenly slows, only gradually relaxing
back to its usual, steady rate.
length scale introduced above), while the bulk motion is still fixed by ~E × ~B
drift. This is illustrated in the top row of Fig. 6.1.
The “vanishing spark model” just described has three immediately testable
consequences. Firstly, the vanished spark would occasionally be “seen” as a miss-
ing subpulse, and subpulses on either side of it would shift from the drift expected
from steady rotation in opposite directions to each other. The same is true for the
case when the spark number increases, except that the new spark would appear
either between two existing drift bands or as a subpulse that bifurcates. This
effect would only be visible when the spark disappears (or appears) while its cor-
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responding beamlet is in a section of the emission beam that is concurrently being
traversed by the line of sight. This would only happen occasionally, depending on
the number of sparks and the viewing geometry, and so many instances of drift
mode changing would have to be observed in order to catch it in action.
Secondly, the subpulse separation, P2, would change continuously (albeit not
necessarily smoothly) from its old values to its new values. This is a consequence
of the extant sparks themselves not changing their azimuthal spacing discontin-
uously in this model. Whether or not this actually occurs in B0031−07 was not
tested, and the empirical model used in Chapter 3 explicitly assumed that P2
remains constant throughout. Nevertheless, there are instances in the data sets
where P2 appears slightly larger at the beginning of some drift sequences, as noted
in Chapter 5. Interestingly, B0809+74 was found to take on a different value of
P2 at the beginning of some drift sequences (van Leeuwen et al., 2002), but in
that case P2 is smaller.
Thirdly, since the azimuthal speed of the sparks is allowed to change discon-
tinuously, so too, might the apparent drift rate. The new drift rate, as well as
its relaxation back to a steady value, depends on the motion of the individual
sparks whose corresponding beamlets are passing through the line of sight dur-
ing the relaxation period. If the carousel happens to be oriented so that the
locally observed sparks have individual rotation speeds less than the average ro-
tation speed, one would expect (in the absence of aliasing effects) the apparent
drift rate to either increase or decrease depending on the relative motion of the
carousel with respect to the motion of the visible point. However, if the observed
sparks have rotation speeds more than the average, the drift rate would change
in the opposite direction.
This third consequence, as well as the former two, are complicated by aliasing,
if present. However, a full investigation of aliasing in this context, and how it
affects measurements of the drift rate and P2, is not carried out here.
An alternative model, in which the average carousel rotation rate temporar-
186
ily changes (see the bottom row of Fig. 6.1), makes three different predictions.
First, no extraneous or missing subpulses would be expected. Second, P2 would
change discontinuously at the drift mode boundary. Finally, the drift rate would
also change discontinuously, but its relaxation back to a steady value would de-
pend only on average carousel properties, and not which azimuthal section of the
emission beam was being observed.
Although the post-null properties of subpulses have been studied for many
individual pulsars, it remains unclear which of these models best describes the
data in general, or whether the transition between carousel states unfolds in a
different way than the two possibilities considered here (illustrated in Fig. 6.1).
The first step of such a study is to accurately quantify the effects described
above for each model. A general treatment is beyond the scope of this thesis,
but a beginning can be made by generalising the formalism of Chapter 5 for
an accelerating carousel, to see if it can possibly tally with the empirical model
developed in Chapter 3.
6.1.1 Generalisation for accelerating carousels
In Chapter 5, an expression for the subpulse phase, Eq. (5.9), was derived as-
suming a constantly rotating carousel, which is repeated here:
θ(ϕ) = n
(
σ(ϕ)− ϕ
P 4
)
+ θ0. (6.1)
For a carousel whose rotation rate can vary with time, the second term inside
the brackets must be replaced by the integral representing the total amount of
carousel rotation that has occurred during some time interval. As this is no longer
a pure function of rotation phase, the generalised formula must be expressed as
a function of time. For two arbitrary times, t1 < t2, the difference between the
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observed subpulse phases is
∆θ = n
(
∆σ −
∫ t2
t1
ω4(t
′) dt′
)
(6.2)
where ∆θ ≡ θ(t2)− θ(t1) (similarly for ∆σ), and ω4(t) = 2pi/P4(t). The function
ω4(t) must now be chosen in order to make progress.
6.1.2 The exponential relaxation model
Let us assume the functional form suggested by the analysis of Lyne and Ash-
worth (1983), an exponential decay1 from some initial rotation rate, ω4,i, to an
asymptotic final, “steady” rate ω4,f :
ω4(t) = (ω4,i − ω4,f )e−t/τ + ω4,f , (6.3)
where τ > 0 is the characteristic time scale of the exponential decay. Integrating
and substituting this into Eq. (6.2),
∆θ = n
(
∆σ + ∆ω4τ − ω4,f∆t
)
, (6.4)
where, of course, ∆t = t2 − t1. In order to interpret this equation in terms of
an observed drift rate, t1 and t2 must be chosen to coincide with the centres of
two subpulses that appear in the same drift band in consecutive pulses. If the
reference time t = 0 is chosen to occur within the pulse window of an initial pulse
(p = 0), then the following approximations can be made:
t1 ≈ pP1, (6.5)
∆t = P1 +D ≈ P1, (6.6)
1Note that van Leeuwen et al. (2003) argue that the exponential decay rate is only apparent,
resulting from averaging over many drift sequences where the start time of the relaxation period
after a null is variable. There are also examples of “wandering” (i.e. not as predictable as
“drifting”) subpulses, such as B0826−34 (e.g. Esamdin et al., 2005) and B2303+30 (Redman
et al., 2005), suggesting a more stochastic cause for gradual drift rate changes.
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where the second approximation also assumes D  P1. Since σ(t) is periodic
with the rotation period,
σ(t2)− σ(t1) = σ(t1 + P1 +D)− σ(t1)
= σ(t1 +D)− σ(t1),
(6.7)
and hence,
∆σ ≈ dσ
dt
D = 2pi
dσ
dϕ
D. (6.8)
Also,
∆ω4 ≈ (ω4,f − ω4,i)(1− e−1/τ )e−p/τ , (6.9)
where τ = τ/P1, following the notational convention introduced in Chapter 5.
Finally, note that the subpulse phase difference between the two chosen subpulses
is
∆θ =
2pi(n− k), β > 0,−2pik, β < 0 (6.10)
where k is the aliasing order, as usual, and the extra 2pin in the β > 0 case comes
about by virtue of the fact that the visible point makes a complete circuit around
the magnetic pole2. For simplicity, β < 0 is assumed in what follows, but care
should be taken to add in the extra 2pin term whenever β > 0.
The above approximations can now be combined to give an explicit solution
for the drift rate as a function of the pulse number and the exponential decay
parameters τ , ω4,i, and ω4,f :
−2pik ≈ n
(
dσ
dt
D + τ(ω4,f − ω4,i)(1− e−1/τ )e−p/τ − ω4,f (P1 +D)
)
−k ≈ n
(
dσ
dϕ
D + τ
(
1
P 4,f
− 1
P 4,i
)
(1− e−1/τ )e−p/τ − 1 +D
P 4,f
)
,
(6.11)
2Alternatively, one can define σ(t) to be “unwrapped” in phase, so that σ(t+P1) = σ(t)+2pi
when β > 0.
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from which
D(p) ≈
1
P 4,f
− k
n
− τ
(
1
P 4,f
− 1
P 4,i
)
(1− e−1/τ )e−p/τ
dσ
dϕ
− 1
P 4,f
≈ Df − Ae−p/τ ,
(6.12)
where
A = nP 2,fτ
(
1
P 4,f
− 1
P 4,i
)
(1− e−1/τ ) (6.13)
is constant for a given drift sequence, and where P 2,f and Df are the asymptotic
values of P 2 and D respectively. In this form, it is easily seen that the exponential
term becomes negligible when p τ , leaving D ≈ Df . Eq. (6.12) shows that the
relaxation of the drift rate appears exponential even in the presence of aliasing,
as long as the aliasing number doesn’t change over the course of the carousel
acceleration.
Finally, the functional form of the drift bands as a function of pulse number
can be approximated by summing the drift contribution of each successive pulse.
A drift band that starts at phase ϕi in pulse p = 0 will have shifted to
ϕ(p) ≈ ϕi + 2pi
p−1∑
p′=0
D(p′)
≈ ϕi + 2piDfp− 2piA
p−1∑
p′=0
e−p
′/τ ,
(6.14)
by pulse p. The first two terms describe the asymptotic (i.e. “steady state”) drift
in which the subpulse phase position progresses linearly with the pulse number,
p. The last term represents the departure from the asymptotic drift rate due to
the exponential relaxation.
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6.1.3 Comparison with the quadratic model
The empirical model used in Chapter 3 was motivated by the observation that
the drift rate of B0031−07 changes steadily over the course of entire drift bands.
The chosen strategy was to model this behaviour as simply as possible by fitting
straight lines to the drift rate as a function of pulse number. Since the drift rate
is the rate of change of subpulse position, this led to modelling the shapes and
positions of the drift bands as quadratic functions of pulse number.
In a sense, the exponential relaxation model is equally empirical, except that
the assumed functional form is applied to the physical carousel rotation instead
of directly to the measured subpulse positions. Nevertheless, it is important to
remember that there is no a priori reason to expect the carousel to behave in any
way other than constant rotation (but see Section §6.2 below). In this section the
relationship between the exponential relaxation model and the quadratic model
is derived, in order to learn which of the two models is better able to describe
the data.
If the drift rates are well-fit by lines of constant slope, as the analysis of Chap-
ter 3 suggests, then the relaxation time scale must be relatively long, otherwise
the drift rate would flatten out significantly before the end of the drift sequences.
Thus, the exponential term in Eq. (6.12) can be Taylor expanded about p/τ = 0.
Neglecting terms quadratic and higher, one is left with
D(p) ≈ Df − A
(
1− p
τ
)
≈ A
τ
p+Df − A,
(6.15)
whose coefficients can be directly related to the parameters of the quadratic
model:
a1 =
4piA
τ
a2 = 2pi(Df − A).
(6.16)
The extra factor of 2pi is included to convert the dimensionless quantities to radi-
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ans. Eq. (6.16) thus gives physical significance to the first two fitted parameters
of the quadratic model, which was not attempted in Chapter 3.
Is the exponential relaxation model any better at describing the drifting be-
haviour of B0031−07 than the quadratic model? Only if τ is sufficiently small
that the change of drift rate ceases to be well-described by straight lines. Demon-
strating that this is true will require a careful analysis of the data, which is not
attempted here. However, given the fluctuation in subpulse morphology and po-
sition, there is a natural upper limit on how precisely the instantaneous values of
D, P2 and P3 can be measured. Thus, such an analysis will have to be statistic
in nature, measuring the drift rate “relaxation” in many drift sequences in order
to show that the rate of change of drift rate (see the middle panel of Fig. 3.2)
are not purely linear functions of pulse number.
6.1.4 Drift band curvature and polarisation
In Chapter 3, it was shown that overall, the quadratic model performed just as
well as, if not better than, linear fits to individual drift bands. However, there
were clearly systematic effects that caused both models to perform poorly at the
edges of the pulse window (see Fig. 3.5), indicating that the curvature of the drift
bands is not accounted for in either model. The quadratic model does, of course,
introduce some curvature into the fits, but the fact that this model appears to
perform slightly worse at the edges than the linear model indicates that the fitted
parabolas curve in the opposite direction to the true curvature of the drift bands.
Curvature is expected in the drift bands even for a constantly rotating carousel,
due to the spherical trigonometric relationship between the magnetic azimuth, σ,
and the rotation phase, ϕ (Edwards and Stappers, 2002). Curvature is also ex-
pected in the exponential relaxation model, which can be most easily seen by
noting the (implicit) dependence of both terms of Eq. (6.14) on ϕ (via P 2,f ). It
would be possible to ascertain whether or not Eq. (6.14) produces similar sys-
tematic errors if fit with the linear and quadratic models considered in Chapter
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3; however, it is surely a more direct approach to use Eq. (6.14) to fit the data
directly, and compare the goodness-of-fit and systematic errors directly with the
other models. The utility of such an analysis (which is left for the future) is to
place further constraints on the viewing geometry, since the drift band curvature
depends on α and ζ.
In the remainder of this section, the relationship between drift band curvature
and the PPA is investigated, and some useful formulas for future investigation are
derived. The following assumes a constant carousel rotation speed, in order that
the curvature (manifest as a phase-dependent P2) can be accurately measured
from the LRFS. Recall that whether or not a particular spark is observed at a
given time depends on the magnetic azimuth of both the spark and the line of
sight, as expressed in Eq. (5.9). At any moment in time, the fundamental triangle
(Fig. 1.15) is completely defined by α and ζ (which are fixed), and ϕ (which of
course varies periodically with time). Unfortunately, α and ζ are never perfectly
known, and estimates of these two quantities are usually obtained by fitting the
RVM model to the PPA, as outlined in Section §1.5.2. Incidentally, the PPA is
also used to identify the location of the fiducial point, which is otherwise only
assumed to coincide with the centre of the integrated profile.
The expression connecting the PPA with the viewing geometry is an example
of an identity of spherical triangles, which in general relate four of the triangle’s
six angles together. Many other identities exist—in fact, one can always find
an identity relating any four angles together. It is also possible to derive iden-
tities relating the rates of change of angles with respect to other angles. In the
case of the fundamental triangle, one is almost always interested in the rates of
change with respect to ϕ, since these are the most easily measured. Since all such
derivatives are also completely determined by ϕ, it follows that the derivatives
“contain” just as much information about the state of the fundamental triangle
as any of the angles. Thus, the full set of quantities relating to the state of the
fundamental triangle includes the “sides” (α, ζ, Γ), the angles (ψ, σ, ϕ), and the
193
non-trivial derivatives3:
dψ
dϕ
,
dσ
dϕ
, and
dΓ
dϕ
. (6.17)
Any subset of four will be related by a corresponding identity.
With the identification of dψ/dϕ with the slope of the PPA curve and the
strong connection between dσ/dϕ and the subpulse drifting phenomenon, these
two quantities are arguably the most easily measured or inferred from an assumed
carousel configuration. With the relevant identities in hand, full polarisation mea-
surements of pulsars exhibiting subpulse drifting can potentially provide useful
constraints on other pairs of angles. Here, just one such identity is derived, relat-
ing the four quantities α, ζ, dψ/dϕ, and dσ/dϕ. This identity is planned to be
exploited in the further analysis of the MWA observation of B0031−07 studied
in Chapter 5 (note that only Stokes I was used in that analysis even though full
Stokes parameters were available).
First, the familiar identity relevant to the RVM is restated:
tanψ =
sinα sinϕ
sin ζ cosα− cos ζ sinα cosϕ. (6.18)
We can change this (and any other) identity to an equivalent symmetrical one
by making the “left-right” substitutions α ↔ ζ, ψ ↔ σ (but ϕ and Γ map to
themselves). Then
tanσ =
sin ζ sinϕ
sinα cos ζ − cosα sin ζ cosϕ. (6.19)
3As the fundamental triangle has only one degree of freedom, they are expressed as full, and
not partial, derivatives of the angle ϕ.
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Implicit differentiation of Eq. (6.18) with respect to ϕ yields
1
cos2 ψ
dψ
dϕ
=
sinα cosϕ(sin ζ cosα− cos ζ sinα cosϕ)− sin2 α cos ζ sin2 ϕ
(sin ζ cosα− cos ζ sinα cosϕ)2
=
sinα cosα sin ζ cosϕ− sin2 α cos ζ(cos2 ϕ+ sin2 ϕ)
(sin ζ cosα− cos ζ sinα cosϕ)2
=
tan2 ψ(sinα cosα sin ζ cosϕ− sin2 α cos ζ)
sin2 α sin2 ϕ
(6.20)
dψ
dϕ
= −sin
2 ψ(sinα cos ζ − cosα sin ζ cosϕ)
sinα sin2 ϕ
= − sin
2 ψ sin ζ sinϕ
sinα sin2 ϕ tanσ
,
(6.21)
where the last step follows from Eq. (6.19). The spherical sine rule applied to
the fundamental triangle gives the identities
sinα
sinψ
=
sin ζ
sinσ
=
sin Γ
sinϕ
, (6.22)
which allows simplification of the above to
dψ
dϕ
= −sinα cosσ
sin Γ
= −sinψ cosσ
sinϕ
. (6.23)
By symmetry, the equivalent expressions for the rate of change of magnetic az-
imuth can be written down immediately:
dσ
dϕ
= −sin ζ cosψ
sin Γ
= −sinσ cosψ
sinϕ
. (6.24)
Eq. (6.18) can be converted to an expression for α using the equivalent polar
triangle,
tanα =
sinψ sin Γ
sinσ cosψ + cosσ sinψ cos Γ
(6.25)
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which gives
dσ
dϕ
+
dψ
dϕ
cos Γ = −sinσ cosψ + cosσ sinψ cos Γ
sinϕ
= − sinψ sin Γ
tanα sinϕ
= − cosα.
(6.26)
By “left-right” symmetry,
dψ
dϕ
+
dσ
dϕ
cos Γ = − cos ζ. (6.27)
By multiplying Eqs. (6.26) and (6.27) by dσ
dϕ
and dψ
dϕ
respectively and subtracting
to eliminate the cos Γ term, one obtains
(
dσ
dϕ
)2
−
(
dψ
dϕ
)2
= −dσ
dϕ
cosα +
dψ
dϕ
cos ζ. (6.28)
These results can be applied to any pulsar for which both the PPA and the
subpulse drift can be measured for individual drift sequences with a stable ro-
tation rate. The application of these results to B0031−07 are planned for the
sequel paper to Chapter 5.
6.1.5 Continuity of the carousel rotation rate
At first glance, the investigation into the evolving drift rate of B0031−07 in
Chapter 3 seems to be fundamentally at odds with the main argument of Chapter
5, which seeks a solution for the carousel geometry that can explain the drift rates
of the three drift modes with a single, unchanging carousel rotation rate. There
is no real contradiction here: the two types of drift rate change under discussion
represent two physically distinct phenomena, owing to the very different time
scales on which they operate4. As long as the variance in carousel rotation speed
required to explain the slowly evolving drift rate is relatively small compared to
4It is worth noting that, in principle, accurate measurements of P2 would be able to distin-
guish between the scenario in which the carousel configuration changes by means of a changing
number of sparks on one hand, and a varying carousel rotation rate on the other. However,
as demonstrated in Chapter 5, the fractional change in P2 is in both cases smaller than the
precision to which P2 can be presently measured.
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the average rotation speed, this is perfectly consistent (within uncertainties) with
the single rotation rate solution found in Chapter 5.
For this reason, aliased solutions are favoured over non-aliased solutions, since
aliasing can amplify a small ∆ω4 into a relatively large ∆D. Thus, for some given,
slowly fluctuating drift rate, higher aliasing implies both a larger physical carousel
rotation rate and a smaller variance thereof, which conspire to imply a very small
fractional change in the carousel rotation rate. As an example, consider one of
the carousel configurations presented in Chapter 5 as a possible solution, where
mode B has 14 sparks and a carousel rotation period of P 4 ≈ 16.4. In this case,
a 1% change in carousel rotation rate appears as roughly a 6% change in drift
rate.
Taking the slowly changing drift rate as evidence of an accelerating carousel
rotation rate (whether exponential or otherwise), it is interesting to consider how
the rotation changes when the pulsar switches to a different drift mode. The
primary assumption in the analysis of Chapter 5 was that a sudden change in the
number of sparks in the carousel is not accompanied by an equally sudden change
in the carousel rotation rate (within measurement errors). This assumption led
directly to the set of first order aliasing solutions presented in Table 5.3. The
extension of this assumption to the context of a gradually changing drift rate is
that the carousel rotation rate is continuous across drift mode boundaries.
If the carousel rotation rate is, in fact, continuous across drift mode bound-
aries, then this may furnish the means for distinguishing the true carousel config-
urations among the possibilities listed in Table 5.3. Choosing the wrong config-
uration will result in carousel rotation rates that are not necessarily continuous
across drift mode boundaries. If there is an intervening null sequence, this may
prove difficult to test; fortunately, there are many instances where the transition
between drift modes occurs without nulls, or without nulls lasting only a few
pulses.
For an assumed aliasing order and number of sparks, the drift rate and the drift
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band spacing are sufficient to derive the carousel rotation rate. Given that P2, P3
and D must all change continuously while P4 is changing, it may prove difficult
to obtain accurate, instantaneous measurements. The LRFS-based methods of
Chapters 3 and 5 are inappropriate because they rely on information that has been
averaged over whole drift sequences. As a result, measuring the instantaneous
value of P2 may therefore prove the most difficult to measure accurately, since
the only alternative method of measuring the instantaneous value requires the
correlation of subpulses across a large fraction of the pulse window, where the
systematics due to drift band curvature come into effect. However, linear fits to
the subpulses of each drift band provide measurements of D for each drift band at
a single (arbitrarily selected) rotation phase. It is expected that the uncertainty
in these measurements is dominated by the uncertainty of the subpulse positions,
and not by systematic errors introduced by drift band curvature. The vertical
spacing between the fitted drift band lines (at the selected rotation phase) also
provides an estimate of P3 between successive drift bands.
Thus, for B0031−07, measuring the instantaneous values of D and P3 directly
is likely to be far more robust than than measuring P2. Once they have been
obtained, Eq. (5.11) provides a direct connection between the carousel rotation
rate, the observed drift rate, and P3. Rearranging it slightly,
P 4
dσ
dϕ
=
1
D(P 3k ± 1)
+ 1. (6.29)
Both D and P 3, which are now treated as functions of time (or pulse number) can
be measured directly at an arbitrarily chosen pulse phase. Although the viewing
geometry is unknown, dσ/dϕ is constant at a fixed rotation phase. Thus, if P 4 is
continuous, then so is the product P 4(dσ/dϕ). It will be noted that Eq. (6.29)
has no explicit dependence on n, so this method is only capable of finding the
correct aliasing order, k. However, if the value of dσ/dϕ can be independently
estimated (see, for example, Section §6.1.4 above), the instantaneous value of P 4,
and thence n, can be ascertained. The use of this method to verify the results of
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Chapter 5 (or, at least, to test the continuity of P4) is planned for an upcoming
publication.
6.2 The (average) carousel rotation rate: a sum-
mary of the main results of Chapter 5
One of the main successes of the analysis of Chapter 5 is the fact that the de-
rived carousel rotation rate of B0031−07 is much closer to the value predicted by
the Ruderman and Sutherland (1975) model than previous estimates. This is a
general feature of all first-order aliasing solutions, as evident in Table 5.4. How-
ever, there is still an unaccounted discrepancy between theory and observation
in the case of B0031−07 as well as other pulsars for which P4 has been measured
(see Table 5.4). This can be partially accounted for by the inclusion of a factor
that depends on the inclination angle, α, which was omitted from Eq. (5.7), the
formula derived for an aligned rotator.
One can hardly avoid noticing, however, that higher-order aliasing (|k| ≥ 2)
can potentially bring the measured P4 values into even closer alignment with the
theoretical value. There is no a priori reason why such solutions could not exist,
except to note in the case of B0031−07 that such solutions generally favour much
larger numbers of sparks, n, where the difference of n between the three drift
modes is ∆n ≥ 2. Given that there is currently no physical model to justify the
appearance or disappearance of even a single spark at a time, these higher-order
solutions should not be immediately rejected; however, the first-order solutions
still seem the most parsimonious.
It should be remembered that the Ruderman and Sutherland (1975) prediction
of the value P4 given in Eq. (1.62) is a first order approximation, and thus the
first-order aliasing solution is broadly consistent with it. Nevertheless, there have
been several attempts to hone the original argument in order to produce a more
rigorous prediction; e.g., Gil et al. (2003); Fung et al. (2006). In particular,
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van Leeuwen and Timokhin (2012) undertake a more complete derivation of the
original Ruderman and Sutherland (1975) expression, and show that the drift
velocity of the sparks is proportional to the gradient of the voltage drop across
the polar cap (as opposed to the total voltage drop, which is erroneously assumed
to be fixed in the derivation of Eq. (1.62)). This fact allows for the possibility of
slower drift velocities, as well as variations in the drift velocity—both of which
can potentially bring theory in line with observation.
The theoretical refinements mentioned above, however, can only be tested ro-
bustly if P4 can be measured accurately, which can only happen if the carousel ge-
ometry is known with confidence. To summarise, the discovery that B0031−07’s
three drift modes can all be modelled with a single rotation rate (albeit with
minor variations) provides strong constraints on the true carousel rotation pe-
riod, which can guide future investigations into the various models of spark drift
that have been advanced since the original Ruderman and Sutherland (1975)
model. Any further information that can be leveraged to constrain the number
of sparks in B0031−07’s carousel will serve to make the P4 measurement all the
more reliable.
6.3 Frequency-dependent effects: an explana-
tion of the results of Chapters 4 and 5, and
future lines of investigation
Both Chapters 4 and 5 have sought to explain the observed frequency-dependent
phase shift of subpulses in B0031−07 by appealing to AR effects. This effort
was only partially successful: the resulting model made predictions about how P2
should change with frequency that did not square well with what was expected
from B0031−07’s profile evolution and its implied RFM. As concluded in Chapter
5, it is likely that AR effects are not solely responsible for the observed subpulse
phase shift. However, other possible causes have not been quantitatively applied
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to B0031−07, so it would be premature to speculate on which is the most likely.
Nevertheless, the analyses of Bilous et al. (2016) and Wright and Weltevrede
(2017), which rely on assuming the spatial structure of the sparks, have been
identified as two possibilities. The spatial structure of the sparks is intimately
connected to the observed frequency behaviour of the subpulses and the energy
distribution of the emitting particles. To understand the connection between the
spatial structure of the sparks and the different frequency behaviour, one can
consider simplified (idealised) spark shapes. In the following sections, four such
shapes are considered: (1) point sparks, (2) one-dimensional sparks aligned along
lines of constant magnetic colatitude, (3) one-dimensional sparks aligned along
lines of constant azimuth, and (4) two-dimensional sparks. These are illustrated
schematically in Fig. 6.2.
6.3.1 Point sparks
Consider first the extreme case where the sparks are (zero-dimensional) points
on the surface, or in other words, occupy the footpoint of a single magnetic field
line (at a single time). As discussed at length in Chapter 4, there is (in general)
only a single point along that field line and one point in rotation phase where a
relativistic particle’s velocity in the observer’s inertial frame is parallel to the line
of sight. Consequently, all observed emission from that field line5 is emitted at
a single height and appears to the observer as a delta function at a single pulse
phase6. This is true for all frequencies, even when AR effects have been accounted
for, since both the aberration angle and the time of flight are unique functions
of the emission height. The spectrum of the delta function would therefore be
uniquely determined by the energy distribution of the particles at the emission
point. However, because this kind of “subpulse” changes only in amplitude and
not in pulse phase at different observing frequencies, it is clear that other spark
5Here, as everywhere, some form of coherent curvature radiation is assumed.
6Since subpulses have finite width, this is clearly too simple a model, but may have appli-
cations to microstructure and nanostructure.
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Figure 6.2 Schematic diagrams of four different idealised spark shapes. Top left :
Point sparks. Top right : One-dimensional sparks aligned along lines of constant
magnetic colatitude. Bottom left : One-dimensional sparks aligned along lines of
constant azimuth. Bottom right : Two-dimensional sparks.
shapes must be considered.
6.3.2 One-dimensional latitudinal sparks
The next simplest spark shape to consider is a one-dimensional spark. First,
let the spark be oriented so that its finite length occupies a range of magnetic
azimuths, but has only a single colatitude. This is precisely the kind of spark
that was used in Chapter 4 to generate simulated pulse stacks using PSRGEOM.
In that case, the “shape” of the spark was chosen to be a Gaussian function in
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azimuth; however, in the discussion that follows, the shape is unimportant. Every
footpoint in the spark is associated with a unique field line, and by the same
arguments as given above, a unique emission height and observed rotation phase.
Similarly, the phase-dependent spectrum is uniquely set by the particle energy
distribution at each emission point. Since both this energy distribution and
the curvature of the particles’ trajectory are generally functions of the emission
location, the spectra are also expected to be phase-dependent.
Nevertheless, some general statements can be made about how such subpulses
may change their appearance at different observing frequencies. Firstly, if the
particle energy distribution is assumed to be the same at all heights (a reason-
able assumption given that the energy lost to curvature radiation is a negligibly
small fraction of the total energy of the relativistic particle7), then the difference
between the spectra observed at two phases is mainly due to the curvatures of
the particles’ trajectories at the respective emission points. Because all footpoints
have the same colatitude (by assumption), the emission height is smallest for field
lines near the fiducial plane and larger at more peripheral azimuths. This implies
that the “observed” radius of curvature8 is also smallest for the field line in the
fiducial plane and greater at peripheral azimuths. The spectrum will therefore
be shifted towards lower frequencies at more peripheral pulse phases.
This suggests a mechanism by which subpulses can appear to shift in phase
at different frequencies. Consider a spark centred at magnetic azimuth σ and has
width ∆σ. The maximum width of the corresponding subpulse is the “subpulse
window”, ∆ϕsp,lat. For sparks near the fiducial point (see Section 6.1.4 for a
partial derivation),
∆ϕsp,lat ≈ | sin β|
sin ζ
∆σ. (6.30)
7This is precisely the condition noted in Ternov (1995) under which the classical theory of
synchrotron radiation—and, by extension, curvature radiation—becomes invalid, requiring a
full quantum treatment.
8Rotation-induced curvature (Thomas and Gangadhara, 2007; Thomas et al., 2010) is ne-
glected here, so that the curvature of a particle’s trajectory is assumed to equal the curvature
of the field line it follows.
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Figure 6.3 The apparent frequency-dependent phase shift of subpulses within the
subpulse window set by the azimuthal extent of a latitudinally-aligned spark.
In order to see a shift, the subpulse width must be smaller than the subpulse
window, which implies a relatively narrow distribution of particle energies along
the observed field lines. This is because the emission height (and hence, the
curvature and characteristic frequency of curvature emission) for each field line
is fixed set by the geometry. Therefore, the spectrum at each rotation longitude
is a pure function of the particle energy distribution.
In order for a phase shift of the subpulse to be possible, the width of the sub-
pulse at a particular frequency must be narrower than ∆ϕsp,lat in order for it to
have “room” to move about (Fig. 6.3). This in turn requires the energy distri-
bution to be narrow enough that the (phase-dependent) amplitudes peak within
the subpulse window. However, because the emission heights are fixed for each
magnetic field line, and because the lowest heights occur at the fiducial point,
there is a one-to-one mapping between emission frequencies and rotation phases
for a given particle energy (actually, a one-to-two mapping, with pairs of rotation
phases appearing symmetrically on either side of the fiducial point). Subpulses
within the correct phase range would appear to shift outwards (i.e. away from
the fiducial point) at lower frequencies as the amplitude peak shifts within the
subpulse window. The similarity between this predicted behaviour and that of
integrated profile components is notable, even though the cause usually invoked
to explain profile evolution (in the context of the carousel model) is quite different
to the model described here. In particular, the qualitative agreement between this
model and the behaviour of P2 as observed in B0031−07 is strongly suggestive
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that the azimuthal extent of the underlying sparks may be a key missing ingredi-
ent from the analysis of Chapter 5 that prevented the AR model from producing
sensible results.
On the other hand, if the energy distribution is too wide, there will still be
an amplitude gradient across the subpulse, but the whole subpulse window will
be illuminated. In that case, the mean subpulse position will be a much weaker
function of observing frequency, and only appear to shift as the slope of the
gradient changes.
It should be noted that even though the Chapter 4 pulse stack simulations
generated by PSRGEOM assumed the same one-dimensional spark shape as be-
ing discussed here, the intensity profile of the subpulse was chosen to be a fixed
function of magnetic azimuth without any frequency dependence. Therefore, the
effect just described would not have appeared in the PSRGEOM simulations.
Instead, the frequency dependence studied in that chapter is that which arises
from shifting the colatitude of the subpulses; ironically, this effect is better un-
derstood by considering one-dimensional sparks oriented along lines of magnetic
longitude, which is discussed in the next section.
6.3.3 One-dimensional longitudinal sparks
The previous section discussed one-dimensional sparks that were aligned along
lines of constant colatitude, and it was shown in a qualitative way how there may
arise a frequency-dependent phase shift owing to the fact that different parts
of the spark are associated with different emission heights and, hence, different
trajectory curvatures and spectra. If, on the other hand, one-dimensional sparks
are aligned along lines of constant azimuth, then the whole spark will appear at
the same rotation phase in the absence of AR effects, or with a maximum width
that depends on the colatitudinal range of the spark if AR effects are included.
In Chapter 5 it was argued that the contribution from retardation is, to first
order, zero because the total path length of the information from the surface
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spark to the observer is the same, and does not depend on the height at which
the information-carrying particles are converted into information-carrying radio
photons.
The PSRGEOM simulations in Chapter 4 show a phase shift which depends
on spark colatitude; for longitudinal sparks, this is manifest as a smearing of
the delta function across a similar phase range, resulting in subpulse windows
with width ∆ϕsp,long. However, this smearing time scale is only fully realised
if the particle energy distribution is sufficiently wide and the resulting spectra
sufficiently flat. The parts of the spark nearest the magnetic pole will have
observed emission points at greater heights and corresponding greater radii of
curvature than those parts of the spark farthest from the magnetic pole. Thus, a
narrow particle energy distribution will cause the lower frequencies to be observed
in a narrow (i.e. < ∆ϕsp,long) peak at more leading phases than higher frequencies,
but where the maximum shift is not more than ∆ϕsp,long.
The size of ∆ϕsp,long is related to the length of the spark. As mentioned above,
retardation effects are considered negligible, so the main contribution to ∆ϕsp,long
comes from aberration,
∆ϕsp,long ≈ |∆ϕab| ≈ |∆r′|, (6.31)
where r′ = r/rL is the emission height normalised to the light cylinder radius.
For a dipole geometry,
r′ = R′ sin2 θ ≈ 4 sin
2 β
9s2
, (6.32)
where R′ = R/rL is the (normalised) maximum distance of the field line from
the origin, and s is the colatitude of the footpoint normalised to the colatitude
of the last open field lines of an aligned rotator. The approximation R′ ≈ 1/s2 is
obtained by expressing R′ in terms of s and Taylor expanding about s = 0, and
the approximation β ≈ Γ ≈ 3
2
θ is valid near the fiducial point. Since the kind of
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sparks under consideration are aligned along lines of magnetic longitude,
∆ϕsp,long ≈ ∆r′ ≈ ∂r
′
∂s
∆s ≈ 8 sin
2 β
9s3
∆s, (6.33)
which is valid when ∆s  s. That is, the observed shift is greater (per unit
change in colatitude) at smaller footpoint colatitudes (s), which are sampled at
lower frequencies. Thus, applying the cartographic transform to two simultaneous
observations at two different frequencies would reveal the phase shift, ∆ϕsp,long,
as a rotational offset between the two computed cartographic maps.
6.3.4 Two-dimensional sparks
The one-dimensional sparks discussed above are merely abstractions designed
to investigate how frequency-dependent phase shifts of the resulting subpulses
might come about. Sparks are usually considered to have finite width in both
azimuthal and colatitudinal directions, commonly assumed to have rotational
symmetry (e.g. a two-dimensional Gaussian). In this case, the width of subpulse
window, ∆ϕsp, will depend on which of the two quantities ∆ϕsp,lat and ∆ϕsp,long
dominates.
Consider, then, a carousel of n sparks at colatitude s, where each spark sub-
tends an angle at the magnetic axis which is some fraction, 0 < χ < 1, of the
angular spacing of the sparks,
∆σ ≈ 2piχ
n
. (6.34)
For rotationally symmetric sparks, the physical size of the spark in the azimuthal
and colatitudinal directions are the same. On the polar cap (s < 1), the carousel
can be approximated by a flat circle with radius s, so that sparks have size
∆s ≈ s∆σ = 2piχs
n
, (6.35)
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Hence, near the fiducial point, the respective subpulse windows are
∆ϕsp,lat ≈ | sin β|
sin ζ
2piχ
n
(6.36)
and
∆ϕsp,long ≈ 8 sin
2 β
9s2
2piχ
n
(6.37)
The size of the subpulse window is dominated by the spark’s size in magnetic
azimuth when
∆ϕsp,lat
∆ϕsp,long
≈ 9s
2
8 sin ζ| sin β| > 1 (6.38)
Unless s is very small (which is not expected on physical grounds), this condition
is easily met because β is expected to be small.
This does not guarantee that any observed frequency-dependent subpulse
phase shift is due to the azimuthal extent of the spark, unless the observed phase
shift is greater than ∆ϕsp,long. The analyses in Chapters 4 and 5 do, however,
support the view that the frequency-dependent shift of B0031−07’s subpulses is
more likely due to the sparks’ azimuthal extent than their colatitudinal extent.
The former showed that significant changes in subpulse phase were only achieved
at relatively low values of s; the latter, at relatively high emission altitudes—the
two conditions are equivalent.
Considering the above arguments, the observed frequency-dependent subpulse
phase shifts, if due at all to the finite size and shape of the sparks, are more likely
due to their azimuthal extent than their colatitudinal extent. This possibility has
yet to be investigated quantitatively.
6.3.5 Sparks as conglomerations of point discharges
The above analyses have assumed that sparks can be modelled as smoothly vary-
ing spatial structures on the pulsar’s surface, and where the observed intensity at
a particular pulse phase is a weighted sum (or integration) of the “intensity” of the
spark that is visible to the observer at that moment in time. In reality, subpulses
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show a great deal of stochastic behaviour, and the smooth, regular spark shapes
assumed above and in the PSRGEOM simulations are a fiction. Given the ob-
servational evidence for microstructure, and even nanostructure (albeit for giant
pulses), it is possible that subpulses in general are conglomerations of intense,
short-duration bursts (Cordes et al., 1990). Such microbursts (and nanobursts)
can only arise from events on very small spatial scales, and if they are akin to
spark discharge events, they are arguably better modelled by the “point” sparks
discussed above in Section 6.3.1.
This has interesting implications for subpulses whose phase is frequency de-
pendent. By the arguments given above, a given micro-spark will appear at the
same phase at all frequencies, since the emission height is a fixed function of
its magnetic field line geometry. Thus, the only way for a subpulse to have a
frequency-dependent phase shift is by modulating the amplitudes of its compo-
nent micro-sparks. Since the spectrum of micro-spark is entirely dictated by the
distribution of particle energies along a given field line, the frequency-dependent
subpulse phase shift is also determined by the particle energy distribution. The
only ambiguity that must be resolved is the case where micro-sparks at two (or
more) distinct locations within a spark fall into the same observed phase bin.
In general, however, the spectra of micro-structure can potentially reveal the
underlying particle energy distribution (see, e.g., Lange et al., 1998).
6.4 Conclusions
In this thesis, the study of the physical mechanism responsible for pulsed ra-
dio emission observed from pulsars has been approached from a largely geometric
point of view. One of the most popular models, namely the carousel model, makes
specific predictions about when individual millisecond-long bursts of emission
(“subpulses”) should arrive at the telescope, and deviations from this expected
behaviour have been studied in detail for PSR B0031−07. Both numerical and
analytical techniques have been applied, resulting in a much greater understand-
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ing of the underlying dynamics of this very interesting pulsar.
It has been found that the aspects of B0031−07’s behaviour that have histor-
ically been the most challenging to understand in terms of the carousel model are
greatly aided by the discovery of a particular (small) set of solutions for the ge-
ometry and dynamics of its underlying spark carousel. First and foremost among
these aspects is the different subpulse drift rates of its three drift modes, which
can now be ascribed to a single carousel rotation rate. The carousel rotation
rate itself is much closer to the theoretical prediction than previous estimates,
and the systematic variations in drift rate seen within a drift mode are consistent
with predictions of surface temperature fluctuations, as postulated for B0826−34.
Modelling B0031−07’s drift rate variations has been an important step towards
the broader goal of mapping this pulsar’s emission beam via the cartographic
transform.
The dependence of subpulse behaviour on observing frequency has been less
satisfactorily explained, but this is largely because only a single possible cause for
this behaviour (namely, AR effects) has been modelled, whereas other frequency-
dependent effects probably dominate at the expected emission heights for B0031−07.
Nevertheless, the formulas derived for the frequency-dependence of subpulses are
a necessary consequence of AR, and may be applicable to pulsars in which emis-
sion altitudes are sufficiently high. For more well-behaved pulsars (with longer,
more stable drift sequences), models of the frequency-dependence can be tested
by measuring the rotational offset of the spark pattern made by the cartographic
transform at widely-separated frequencies.
This thesis has also presented a new numerical code, PSRGEOM (docu-
mented in Chapter 4), which can be used to create simulated pulse stacks from
a given set of carousel parameters. PSRGEOM potentially has many more ap-
plications beyond those which have been presented here. In particular, it can
be extended to simulate arbitrary spark shapes, providing a way to numerically
confirm the ideas outlined in this chapter. In addition, it calculates the curvature
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of a particle’s trajectory in the observer’s inertial frame, thus incorporating the
work of Thomas and Gangadhara (2007) and Thomas et al. (2010), who argue
for the significance of rotation-induced curvature. It is currently limited to in-
finitely narrow (unidirectional) particle beams which are 100% linearly polarised
and monochromatic (at the characteristic frequency). Future versions of PSR-
GEOM will include finite-width, polarised particle beams, realistic curvature
radiation spectra, and micro- and nano-sparks.
In summary, the major results of this thesis include:
• A new model of B0031−07’s carousel that has enabled it, for the first time,
to be used as a test for the Ruderman and Sutherland (1975) carousel model.
• A quantitative analysis of the drift rate variations of B0031−07’s subpulses,
which may (in the future) be used to confirm the suspected aliasing order,
k = 1.
• The first general derivation of AR effects on subpulse phase shifts, applicable
to any pulsar exhibiting subpulse drifting.
• A derivation of the first-order effects of spark shape on subpulse phase shifts.
• The publication of PSRGEOM, a software suite capable of producing sim-
ulations of subpulses that are fully consistent with both AR effects and
effects arising from different spark shapes.
There are still many unanswered questions surrounding B0031−07 and other
similar pulsars. Some have been asked almost since pulsars were discovered, while
others have been motivated by the results in this thesis. They include:
• What triggers the drift mode changes and nulls, and what determines how
often they occur and how long they last?
• Are the subpulse phases stationary during B0031−07’s nulls, as argued for
B0809+74?
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• Is the carousel rotation rate continuous across drift mode boundaries, and
is the variation predictable?
• Can the PPA curve be used in addition to P2 and P3 to constrain the
carousel parameters?
• If AR effects are not responsible for the frequency- and mode-dependent
behaviour of B0031−07’s subpulses, can it be explained in terms of the
finite size of sparks?
• What are the smallest structures that make up sparks, and what sets this
size scale?
Just as B0031−07 has proven a fruitful target of study owing to its apparent
departure from the predictions of the Ruderman and Sutherland (1975) model,
it is fully expected that other pulsars which exhibit unusual behaviour may also
benefit from similarly in-depth analyses as those undertaken in this thesis. In
particular, given the widespread (but erroneous) conflation of profile evolution
with the frequency dependence of P2 in the literature, a promising line of attack
is to study the correlation between profile components and subpulse shifts across
wide frequency ranges. In this regard, pulsars such as B1944+17, B0826−34,
and B2020+28 stand out as worthy of further investigation, the former because
of its unusual (“reverse”) profile evolution, and the latter two because the profile
components apparently change in the opposite sense to P2 with frequency. Newly
discovered pulsars, such as J1926−0652 discovered with the Five-hundred-meter
Aperture Spherical Telescope (FAST) (Zhang et al., 2019) also offer promising
new insights into the subpulse drifting phenomenon.
The above open questions are ripe for investigation, owing in part to the high
quality of the data sets obtainable with latest-generation telescopes. For instance,
in the course of this study, it has become apparent that studies of frequency-
dependent behaviour will benefit greatly from the ultra-wide band receivers that
are being commissioned at Parkes and the GMRT. Also, the recently implemented
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functionality of the MWA to recover sub-microsecond time resolutions from VCS
data is paving the way to study routinely the micro-structure of sparks. In
the longer-term future, planned upgrades for the MWA will allow for greater
sensitivity and higher native time resolutions. All of this work has implications
for impending pulsar studies with SKA-low and SKA-mid (one of its key science
goals), which have been, and continue to be, informed by the success of the studies
conducted as part of this thesis—in particular, the first systematic, single-pulse
studies of pulsars using the MWA.
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Appendix A
Agreement of co-authors
This section is to comply with the requirement that all co-authors of work in-
cluded in this thesis outline their contributions. In communicating this statement
to the co-authors, they were also informed that the lack of a response would be
taken as unconditional tacit approval. Otherwise, all co-authors have read and
agreed to the following statement, and their responses can be found below. In
the following, “Paper 1” refers to the contents of Chapter 3, “Paper 2” refers to
the contents of Chapter 4, and “Paper 3” refers to the contents of Chapter 5.
A.1 Statement of originality
All three papers: I wrote the drafts, which were distributed to all co-authors
(with the exception of Dr Kudale, Paper 3) for several rounds of proofreading and
editing. After each round, I incorporated the feedback in the manuscripts directly,
and this iterative process continued until the co-authors gave their approval.
Paper 1: “Low Frequency Observations of the Subpulse Drifter PSR J0034-
0721 with the MWA”
The MWA-VCS observations were scheduled and undertaken by Dr Steven Trem-
blay, and processed with the beamformer software by myself under the supervision
of Dr Ramesh Bhat, Dr Steven Tremblay, and Dr Stephen Ord. Further analysis
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of the data (including the development of bespoke software) was undertaken by
myself, under close supervision of, and with many suggestions from, Dr Ramesh
Bhat, Dr Steven Tremblay, and Dr Avinash Deshpande.
Paper 2: “On the Geometry of Curvature Radiation and Implications for Sub-
pulse Drifting”
I wrote the numerical code that underpins this paper (PSRGEOM). Error (and
sanity) checking the code was achieved through multiple discussions with all the
co-authors. Dr Ramesh Bhat and Dr Avinash Deshpande guided the discussion
relating the simulations to real data, and Dr Avinash Deshpande provided the
SPULSES software that was used to make cartographic maps of the simulated
beam. Dr Geoff Wright provided derivations of results relating to AR effects
that made possible the connection between our results and previous works on AR
effects.
Paper 3: “The frequency-dependent behaviour of subpulse drifting: I. Carousel
geometry and emission heights of PSR B0031-07”
The MWA and GMRT observations were planned by myself, Dr Ramesh Bhat,
and Dr Steven Tremblay. Dr Steven Tremblay scheduled and executed the MWA-
VCS observations; Dr Ramesh Bhat and Dr Sanjay Kudale coordinated and exe-
cuted the GMRT observations. The idea to argue for a first-order-aliasing solution
came originally from Dr Geoff Wright, and I undertook the subsequent analysis
of the data under the supervision of Dr Ramesh Bhat, Dr Avinash Deshpande,
and Dr Geoff Wright. These three also provided many suggestions and insight
into the theory relating AR effects to subpulse phase shifts, which I originally
derived, and the discussion thereof.
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Sanjay Kudale <kudale.sanjay@gmail.com>
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