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1Introduction1.1 Services applicatifs considérés1.1.1 Le service de tolérance aux pannes1.1.2 Le service de diffusion de données1.2 Enjeux et problématiques
1.3 Contributions et annonce du plan
Un supercalculateur est une infrastructure construite à partir d’une intercon-
nexion d’ordinateurs capables d’effectuer des tâches en parallèle dans l’optique d’at-
teindre des performances globales d’exécution très élevées. Depuis le début des an-
nées 90, ces infrastructures de calcul très haute performance ont connu une croissance
rapide. En effet, on peut constater grâce au TOP500 1 [Meuer, 2000], qu’environ tous
les 11 ans, les performances des superordinateurs connaissent une croissance d’un
facteur 1000. La métrique qui permet de classer les supercalculateurs les plus perfor-
mants est le FLOPS, qui est le nombre d’opérations à virgule flottante par seconde
lors de l’exécution d’un banc d’essai particulier : le LINPACK 2 [Dongarra, 1987].
La figure 1.1 illustre cette croissance des performances des supercalculateurs.
Un gigaFLOPS a été atteint en 1985 par le système Cray 2 3, un téraFLOPS a été
atteint en 1997 par le système ASCI Red 4, un pétaFLOPS a été atteint en 2008 par
Roadrunner 5. Selon la liste TOP500 publiée en juin 2013, le superordinateur le plus
puissant est Tianhe-2 (MilkyWay-2) 6 une machine comportant plus de 3 millions de
coeurs et capable d’atteindre plus de 33.86 pétaFLOPS. Cette tendance linéaire de
la croissance de la performance n’a pas cessé et est loin de connaître un quelconque
ralentissement vu qu’il est prévu de franchir le seuil de l’exaFLOPS d’ici 2018 (voir
figure 1.1).
Depuis 2003, la fréquence des processeurs n’augmente plus car la limite de puis-
sance électrique dissipée par une puce a été atteinte. Afin de maîtriser au mieux cette
puissance électrique dissipée (directement liée à la fréquence d’horloge), les construc-
teurs favorisent le développement des processeurs multi-coeurs. Pour atteindre des
performances de calcul aussi élevées, les plates-formes de calcul atteignant un exa-
1. TOP500 [www.top500.org] : la liste qui classe les supercalculateurs les plus puissants au
monde
2. LINPACK : http://www.top500.org/project/linpack/
3. Cray 2 : http://archive.computerhistory.org/resources/text/Cray/Cray.Cray2.
1985.102646185.pdf
4. ASCI Red : http://www.sandia.gov/ASCI/Red/index.html
5. Roadrunner : http://www.lanl.gov/roadrunner/
6. Tianhe-2 : http://www.nudt.edu.cn/Articleshow_eng.asp?id=6242
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Figure 1.1 – Évolution et prédiction de la performance maximale atteinte par les
supercalculateurs (extrait de www.top500.org)
FLOPS devraient comporter typiquement entre un demi-million et plusieurs millions
de coeurs de calcul exécutant jusqu’à un milliard de processus [Cappello et al., 2009].
Par ailleurs, les supercalculateurs sont devenus de gros consommateurs d’électri-
cité. Au delà des problèmes écologiques, les coûts financiers liés à ces infrastructures
sont un véritable frein à leur déploiement. Ces coûts très élevés incluant l’installa-
tion des infrastructures et les coûts d’entretien deviennent des facteurs prédominants
dans le coût total de possession d’un superordinateur. Les 5 supercalculateurs les
plus performants d’après le TOP500 consomment déjà plusieurs mégawatts. Un mé-
gawatt représente la puissance électrique moyenne dissipée par un village de 1200
habitants en France (Consommation 2012 de 489 Twh pour la France). Bien qu’ils
aient des performances équivalentes (5 pétaFLOPS), les supercalculateurs Stampede
et Juqueen ont des consommations électriques très différentes : Juqueen consomme
2.3 MW alors que Stampede consomme 4.5 MW, ce qui représente quasiment le
double !
Pour évaluer l’efficacité énergétique des supercalculateurs, un autre classement
existe depuis avril 2005 : la liste GREEN 500 7 [Feng et al., 2010, Sharma et al.,
2006]. Cette liste introduit la métrique du FLOPS par watt (FLOPS/W) qui prend
en compte la consommation électrique relativement à la puissance de calcul de la
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Figure 1.2 – Eﬃcacités énergétiques des 25 premiers supercalculateurs selon le
TOP500 (données extraites de www.green500.org et de www.top500.org)
machine. En s’appuyant sur les données extraites de la liste du GREEN 500 datant
de juin 2013, la ﬁgure 1.2 présente les eﬃcacités énergétiques des 25 premiers super-
calculateurs du TOP500. Cette ﬁgure permet de noter que l’eﬃcacité énergétique
n’est pas forcément liée à la performance. D’après ce même classement, les deux
supercalculateurs les plus eﬃcaces énergétiquement sont Eurora et Aurora Tigon
dans la mesure où ils atteignent respectivement 3.209 et 3.180 gigaFLOPS par watt.
Cependant, leurs puissances maximales de calcul n’atteignent pas le pétaFLOPS.
Les 28 supercalculateurs suivants dans la liste GREEN 500 ont des eﬃcacités éner-
gétiques très voisines et dépassent à peine 2 gigaFLOPS par watt.
La question énergétique à l’échelle exaﬂopique devient d’autant plus préoccu-
pante lorsque l’on sait que l’on atteint déjà des consommations énergétiques su-
périeures à 17 MW à l’échelle pétaﬂopique alors que le DARPA, le bureau de re-
cherche et du développement du ministère de défense des Etats-Unis d’Amérique,
a ﬁxé à 20 MW le seuil de consommation à ne pas dépasser pour les machines
exaﬂopiques [Bergman et al., 2008]. Ces systèmes qui seront plus de 30 fois plus per-
formants que les systèmes actuels devraient donc atteindre une eﬃcacité énergétique
de 50 gigaFLOPS/W alors qu’aujourd’hui ils atteignent entre 2 et 3 gigaFLOPS/W.
Par conséquent, la réduction de la consommation énergétique des infrastructures de
calcul très haute performance est un enjeu majeur des prochaines années pour réussir
le passage à l’ère exaﬂopique.
Le besoin d’aller au plus vite vers cette ère exaﬂoplique est d’autant plus exprimé
que l’on sait qu’à l’heure actuelle, certains problèmes complexes sont impossibles à
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traiter dans un laps de temps raisonnable avec des machines pétaflopiques et que
seule l’émergence de machines exaflopiques permettra de les résoudre. La nécessité
de résoudre ces problèmes très complexes est notamment éprouvée :
– en climatologie [Hack and Bierly, 2007], pour être capable de prédire les phéno-
mènes climatiques extrêmes tels que les canicules, sécheresses, et inondations ;
– en médecine, où la possibilité d’effectuer le calcul complexe du génome humain
d’un patient rendrait possible la prescription de traitements individualisés ;
– en sismologie, pour être en mesure de prédire de façon plus détaillée les mouve-
ments de terrain au niveau des sites exigeant une sécurité accrue et au niveau
des zones où l’on s’attend fréquemment à des mouvements tectoniques [Intel,
2009] ;
– dans le domaine de l’énergie nucléaire, pour permettre d’analyser les menaces
et de prédire les effets des explosions nucléaires [Kothe, 2007] ;
– mais aussi dans d’autres domaines, tels que les nanosciences [Department of
Energy, 2007], la chimie, etc.
Alors que ces futures applications exaflopiques ne sont pas toutes encore conçues
et développées, les services applicatifs sont déjà fortement étudiés. Nous appelons
service applicatif un composant logiciel permettant de réaliser une fonctionnalité
donnée pour la bonne exécution de l’application, au service de cette dernière et qui
est pressenti pour être nécessaire à toutes les applications de calcul haute perfor-
mance très larges échelles. En plus d’être indispensables pour la bonne exécution
des applications, leurs consommations énergétiques risquent elles aussi de s’accroitre
fortement lors du passage à l’échelle exaflopique. Pour ces raisons, nous nous intéres-
sons dans cette thèse à réduire la consommation énergétique des services applicatifs
plutôt que celle des applications. Plusieurs services applicatifs seront incontournables
à l’échelle exaflopique :
– La fiabilité et la tolérance aux pannes : à partir des connaissances et observa-
tions actuelles sur les infrastructures existantes, il est anticipé que les systèmes
exaflopiques subiront divers types de défaillances plusieurs fois par jour [Cap-
pello et al., 2009]. Donc, afin d’exécuter des applications exaflopiques sur des
systèmes distribués à très large échelle, il est indispensable de mettre en place
des mécanismes de tolérance aux pannes.
– Les échanges à très large échelle de volumes de données très importants :
les applications qui s’exécuteront sur ces systèmes échangeront des centaines
d’exaoctets [Aloisio and Fiore, 2009]. Afin d’accroître les performances dans
les applications exaflopiques, d’importantes optimisations sont nécessaires en
matière d’algorithmes d’échanges collectifs de données.
– La supervision des ressources de calcul à très large échelle.




1.1 Services applicatifs considérés
Dans cette thèse, nous nous intéressons spécifiquement à deux services applica-
tifs : la tolérance aux pannes et la diffusion de données. D’une part, le choix de ces
deux services applicatifs est motivé par le fait qu’ils font partie des services incon-
tournables pour relever les principaux défis auxquels il est nécessaire de faire face
à une échelle post-pétaflopique. D’autre part, il se justifie par une volonté d’étudier
deux services dont le positionnement dans l’application est assez différent. En ef-
fet, la tolérance aux pannes est un composant logiciel qui s’exécute en arrière plan,
parallèlement à l’application pendant toute la durée de son exécution. Quant à la
diffusion de données, il s’agit d’un service ayant lieu à un moment donné de l’appli-
cation et pouvant être assimilé à une partie de cette application. Il existe diverses
façons d’implémenter chacun de ces deux services applicatifs.
1.1.1 Le service de tolérance aux pannes
Il existe trois grandes familles de protocoles de tolérance aux pannes reposant
sur la sauvegarde de points de reprise : les protocoles coordonnés, les protocoles non
coordonnés, et les protocoles hiérarchiques. Le principe général commun à ces trois
grandes familles est de sauvegarder régulièrement (intervalle de points de reprise)
l’état global de l’application afin de redémarrer cette dernière en cas de panne au
dernier point de sauvegarde plutôt que de tout ré-exécuter. Le problème lorsqu’on
sauvegarde les points de reprise c’est de garantir la cohérence globale du système.
Un état global est dit cohérent s’il ne comporte pas de messages reçus mais non
envoyés.
Les protocoles coordonnés sont actuellement les protocoles de tolérance aux
pannes les plus utilisés dans les applications de calcul haute performance. Afin de
garantir la cohérence globale du système, le protocole coordonné repose sur la coor-
dination qui consiste essentiellement à synchroniser tous les processus avant chaque
sauvegarde de point de reprise [Netzer and Xu, 1995]. La coordination peut avoir
un impact important sur les performances car pour synchroniser tous les processus,
il faut d’abord attendre que tous les messages en cours de transmission soient reçus.
De plus, en cas de panne avec le protocole coordonné, tous les processus doivent re-
démarrer au dernier point de reprise même si un seul processus est tombé en panne.
Cela conduit à un gaspillage d’énergie important car tous les processus, même ceux
qui ne sont pas tombés en panne, doivent rejouer tous leurs calculs et communi-
cations déjà réalisés depuis le dernier point de reprise. La figure 1.3 schématise le
fonctionnement du protocole coordonné avant et après une panne.
Le protocole non coordonné avec enregistrement de messages aborde ce pro-
blème en ne redémarrant que les processus défaillants. Dans ce cas, la consommation
d’énergie de la récupération est censée être beaucoup plus faible que celle du pro-
tocole coordonné. En contrepartie, afin de garantir la cohérence globale des points
de reprises sauvegardés de façon non coordonnée, les protocoles à enregistrement

































































Figure 1.3 – Fonctionnement du protocole coordonné avant et après panne
lors de l’exécution entière, ce qui est également coûteux en performances [Bouteiller
et al., 2010]. Ainsi, en cas de panne, les processus non défaillants ré-émettent aux
processus défaillants les messages qu’ils ont sauvegardés. La ﬁgure 1.4 schématise le





























































Figure 1.4 – Fonctionnement du protocole non coordonné avant et après panne
Une troisième famille de protocoles de tolérance aux pannes a été proposée ré-
cemment aﬁn de remédier aux limitations des protocoles coordonnés et des proto-
coles à enregistrement de messages : les protocoles hiérarchiques [Guermouche et al.,
pear,Meneses et al., 2010,Bouteiller et al., 2011]. Ces protocoles combinent les avan-
tages d’un enregistrement réduit de messages pendant l’exécution sans défaillance
et d’un redémarrage limité en cas de récupération. Ces protocoles structurent les
processus de l’exécution en grappes et enregistrent uniquement les messages échan-
gés entre grappes. Les messages échangés au sein d’une même grappe ne sont pas
sauvegardés. Ces protocoles ne mettent pas en jeu une sauvegarde coordonnée de
point de reprise globale mais les processus issus d’une même grappe se coordonnent
avant chaque sauvegarde de point de reprise.
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Dans cette thèse, nous nous focalisons sur les deux premières familles de proto-
coles étant donné que la troisième famille est une combinaison de la première et de
la deuxième.
1.1.2 Le service de diffusion de données
MPI (Message Passing Interface) est une bibliothèque de fonctions utilisables
avec les langages C, C++ et Fortran permettant de faire communiquer plusieurs
ordinateurs distants par passage de messages. Il s’agit d’un standard de communi-
cation incontournable pour l’exécution d’applications parallèles sur des infrastruc-
tures distribuées à très large échelle. En effet, la majorité des plates-formes péta-
flopiques l’utilisent actuellement et la communauté de recherche sur le calcul très
haute performance continue d’affirmer que l’on ne pourra pas s’en passer à l’échelle
post-pétaflopique.
En ce qui concerne les algorithmes de diffusion de données, deux principales
implémentations MPI existent : MPICH2 8 et OpenMPI 9. Les algorithmes utilisés
diffèrent d’une implémentation à l’autre. En effet, pour diffuser un volume de don-
nées assez grand (plus de 128 Ko) à un nombre de processus assez grand (plus de
8 processus), OpenMPI utilise l’algorithme de Pipeline avec une taille de paquet
(chunk) paramétrable alors que MPICH2 utilise une distribution des données par-
tielles (Scatter) suivie d’une collecte généralisée des données partielles (AllGather).
L’algorithme de distribution de données partielles de MPICH2 est implémenté en
utilisant un arbre bi-nomial avec une taille de paquet égale au volume total des don-
nées divisé par le nombre total des processus. Chacune des deux implémentations
(MPICH2 et OpenMPI) utilise d’autres algorithmes mais qui ne sont utilisés que
pour les messages relativement petits diffusés à un nombre de processus relativement
faible.
Une autre approche prometteuse pour diffuser les données est d’utiliser la pro-
grammation hybride en combinant MPI pour les communications inter-noeuds avec
OpenMP pour les communications intra-noeuds [Rabenseifner et al., 2009]. En effet,
MPI est optimisé pour des architectures à mémoire distribuée alors que OpenMP est
plus performant pour programmer sur des mémoires partagées. Dans un algorithme
hybride de diffusion de données, le processus initiateur utilise MPI pour diffuser la
donnée à un seul processus MPI désigné sur chaque noeud. Ensuite, chaque pro-
cessus MPI utilise OpenMP pour partager la donnée diffusée avec tous les autres
processus qui se trouvent dans le même noeud.
Dans cette thèse, nous nous intéressons aux deux algorithmes de diffusion de
données MPI (Scatter & AllGather d’une part et Pipeline d’autre part) ainsi qu’aux
deux algorithmes de diffusion hybrides combinant OpenMP à chacun des deux al-
gorithmes MPI.
8. MPICH2 : http://www.mcs.anl.gov/research/projects/mpich2/
9. OpenMPI : http://www.open-mpi.org/
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1.2 Enjeux et problématiques
L’objectif principal de cette thèse est de réduire la consommation
énergétique des infrastructures de calcul très haute performance. Com-
ment exécuter des applications sur ces infrastructures dans l’optique de consommer
moins d’énergie ? Comme expliqué précédemment, nous nous préoccupons essen-
tiellement d’économiser l’énergie consommée par les services applicatifs (plutôt que
celle des applications) dans la mesure où ils sont connus actuellement et qu’ils sont
incontournables à très large échelle. Or nous venons de voir qu’il existe diverses
façons d’implémenter un même service applicatif (différents protocoles de tolérance
aux pannes et divers algorithmes de diffusion de données). Dans la mesure où il
existe plusieurs versions (algorithmes, protocoles) pour chacun des services applica-
tifs, la deuxième question que l’on est amené à se poser est de savoir quelle version
choisir pour consommer moins d’énergie. Ce choix dépend-il des paramètres
d’exécution de l’application ou/et des spécificités de la plate-forme de calcul très
haute performance ?
Le cas échéant, nous devons être capables de prédire la consommation énergé-
tique des différentes versions de ces composants logiciels en fonction des paramètres
d’exécution et des spécificités de la plate-forme de calcul intensif. En connaissant
la consommation énergétique des différentes versions d’un service applicatif avant
l’exécution de l’application, nous serons capables de choisir celui qui consomme le
moins d’énergie. Comment estimer de façon précise avant l’exécution de
l’application, la consommation énergétique des différentes versions d’un
même service applicatif ? Pour répondre à cette question, il est d’une part essen-
tiel de savoir comment tenir compte des paramètres d’exécution. D’autre part, il est
important de mettre en place une méthodologie afin d’adapter les modèles théoriques
d’estimation énergétique aux caractéristiques architecturales (processeurs, coeurs de
calcul, mémoires, réseaux, etc.), matérielles (types de supports de stockage, techno-
logie réseau, etc), logicielles (système d’exploitation) et environnementales (tem-
pérature de la salle d’expérimentation) de la plate-forme expérimentale. Les mo-
dèles théoriques d’estimation énergétique sont les équations permettant de calculer
l’énergie consommée à partir de tous les paramètres faisant varier la consommation
énergétique.
Pour adapter les estimations énergétiques au matériel d’exécution, nous avons
besoin de procéder à un ensemble de mesures de puissance électrique et de temps
d’exécution permettant de calibrer les modèles d’estimation en fonction de l’infra-
structure de calcul intensif. Nous appelons calibration le processus qui consiste à or-
chestrer la prise de ces mesures de puissance électrique et de temps d’exécution. Afin
de calibrer les modèles d’estimation sur une plate-forme donnée, il faut être capable
de mesurer la consommation électrique pendant l’exécution des services applicatifs.
Comment mesurer la consommation électrique des services applicatifs ?
Comment s’assurer de la précision de la valeur relevée à l’aide d’un dispositif de
mesure de la consommation électrique ? Quelle fréquence de mesure est nécessaire
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pour tenir compte des éventuelles variations électriques ? Par ailleurs, une infrastruc-
ture de calcul intensif comporte une ou plusieurs grappes de calcul constituées de
noeuds identiques d’un point de vue matériel et logiciel. Comment se comportent
ces noeuds identiques vis à vis de la consommation électrique ? Ont-ils tous la même
consommation s’ils exécutent les mêmes applications ?
En plus d’être très importante, la consommation électrique des supercalculateurs
est dynamique. En effet, la dynamique de consommation électrique est une consé-
quence d’une utilisation irrégulière des ressources de calcul et d’un plafonnement
variable de la puissance électrique totale que peut délivrer le fournisseur d’électri-
cité. Par conséquent, nous pensons qu’il est indispensable de mettre en place un
dialogue avec les différents acteurs qui interagissent avec l’infrastructure de calcul
intensif. En plus de l’utilisateur qui souhaite exécuter ses applications et l’admi-
nistrateur qui configure et supervise la plate-forme expérimentale, le fournisseur
d’énergie joue également un rôle très important dans la mesure où il permet l’ali-
mentation électrique de l’infrastructure. Selon son approvisionnement en énergie et
des tendances de consommation de la société, l’électricité qu’il fournit peut être pro-
posée à des tarifs financiers fluctuants et est à l’origine d’une pollution variable de
l’environnement quantifiée en grammes de CO2 émis.
À cet effet, l’usage d’une grille électrique intelligente permet de gérer le dialogue
entre le fournisseur d’énergie et le consommateur qui, dans notre cas est l’infrastruc-
ture de calcul très haute performance. Un autre objectif de cette thèse est de
"consommer mieux" en s’appuyant sur cette grille électrique intelligente mais éga-
lement sur la calibration électrique de la plate-forme de calcul intensif. "Consommer
mieux" signifie que nous consommons la même quantité d’énergie mais à moindres
coûts financiers tout en générant moins de pollution de l’environnement. Comment
tenir compte des contraintes des différents acteurs afin de "consommer mieux" se-
lon plusieurs critères (consommation d’énergie, coûts financier et environnemental) ?
Pour cela, il faut veiller à planifier les réservations des ressources de calcul de sorte
que l’on puisse consommer "moins" et "mieux".
1.3 Contributions et annonce du plan
Dans la suite du présent manuscrit, nous allons chercher à répondre aux ques-
tions précédemment énoncées. Pour cela, nous nous appuyons essentiellement sur
des expérimentations pour valider nos réponses.
Le chapitre 2 présente un état de l’art des différentes solutions pour mesurer,
estimer et réduire la consommation énergétique des serveurs de calcul. Il présente
également les différentes solutions pour planifier des réservations de ressources de
calcul dans une plate-forme distribuée tout en optimisant la consommation énergé-
tique.
Dans le chapitre 3, nous évaluons et analysons la consommation électrique de
noeuds de calcul haute performance à partir de mesures réelles issues de différents
scénarii. Le premier objectif de ce chapitre est de souligner les difficultés pour me-
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surer avec précision l’énergie consommée par un service applicatif donné. Ces diffi-
cultés sont mises en avant grâce à l’étude des divergences entre les mesures issues
de différents appareils de mesures (externes/internes, avec une fréquence de mesure
faible/élevée). Le deuxième objectif de ce chapitre est d’étudier le comportement de
la consommation électrique de noeuds identiques.
Dans le chapitre 4, nous présentons notre approche d’estimation de la consom-
mation d’énergie pour les protocoles de tolérance aux pannes et les algorithmes
de diffusion de données. Nous présentons les modèles selon lesquels nous évaluons
l’énergie consommée par les différents services étudiés. Bien que génériques, ces mo-
dèles ne suffisent pas pour estimer de façon précise la consommation énergétique
des différentes versions d’un service donné. En effet, la consommation énergétique
d’un service applicatif est très dépendante du matériel utilisé dans la plate-forme
d’exécution. Afin d’adapter nos modèles à une plate-forme donnée, notre approche
d’estimation repose donc sur une calibration de la plate-forme basée sur des mesures
énergétiques réelles des différentes opérations de base identifiées.
Le chapitre 5 présente les différentes solutions pour réduire la consommation
d’énergie dans une plate-forme de calcul très haute performance. Dans un premier
temps, nous étudions la possibilité de réduire la consommation énergétique en nous
basant sur les résultats de calibration électrique des noeuds de calcul qui constituent
l’infrastructure de calcul très haute performance. Dans un deuxième temps, nous
mettons en évidence comment il est possible de réduire la consommation énergétique
des applications en nous appuyant sur les estimations énergétiques des différentes
versions de services applicatifs.
Le chapitre 6 présente SESAMES, un environnement logiciel qui intègre des ca-
librations et estimations énergétiques que nous sommes capables de fournir. Dans
ce chapitre sont présentées les différentes fonctionnalités de SESAMES. Nous dé-
crivons les différents composants ainsi que les interactions de SESAMES avec les
multiples acteurs de la plate-forme de calcul très haute performance. Nous décrivons
en particulier les échanges SESAMES/utilisateurs et les échanges SESAMES/four-
nisseur d’énergie qui ont lieu dans le cadre d’une grille électrique intelligente. En
nous appuyant sur SESAMES, nous présentons notre approche efficace en énergie
et multi-objectifs (moins d’énergie, moins de coûts financiers et environnementaux)
pour planifier les réservations de ressources qu’expriment les différents utilisateurs
de la plate-forme de calcul très haute performance.
Le chapitre 7 présente les conclusions de cette thèse et ouvre de nouvelles pers-
pectives et voies de recherche.
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2Etat de l’art2.1 Évaluation de la consommation énergétique lors de l’exécu-tion d’applications2.1.1 Mesure de la puissance électrique2.1.2 Estimation de la consommation énergétique
2.2 Solutions pour une consommation efficace de l’énergie
2.2.1 Solutions pour réduire la consommation énergétique
2.2.2 Solutions pour mieux consommer l’énergie
2.3 Conclusions du chapitre
La question de l’efficacité énergétique dans les infrastructures de calcul très haute
performance est de plus en plus abordée dans les travaux de recherche scientifique,
dans la mesure où la consommation énergétique de ces plates-formes constitue un
enjeu majeur. Dans ce chapitre, nous nous intéressons à montrer comment ces dif-
férents travaux ont cherché à répondre à quelques problématiques que nous avons
identifiées dans le chapitre précédent.
La section 2.1 présente les différents travaux qui été proposés afin d’évaluer la
consommation énergétique lors de l’exécution des applications, que ce soit par la
mesure directe ou par l’estimation. La section 2.2 présente les différentes solutions
proposées afin de consommer l’énergie de façon réduite et meilleure.
2.1 Évaluation de la consommation énergétique lors de
l’exécution d’applications
Pour évaluer la consommation énergétique d’applications, la première approche
consiste à utiliser des dispositifs qui mesurent la puissance électrique alimentant
les différentes machines sur lesquelles est exécutée une application. La deuxième
approche consiste à estimer la consommation énergétique en s’appuyant sur des
modèles théoriques, généralement liés aux performances. La première méthode est
souvent utilisée pour évaluer la précision des approches d’estimation.
2.1.1 Mesure de la puissance électrique
Pour mesurer la consommation énergétique des systèmes informatiques, deux
méthodes sont principalement utilisées : soit on utilise des équipements matériels
que l’on connecte à l’intérieur ou à l’extérieur de chaque machine, soit on utilise des
capteurs d’énergie qui sont intégrés à certaines architectures matérielles.
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2.1.1.1 Quel est le bon équipement de mesure électrique ?
Plusieurs travaux de recherche se sont intéressés à la mesure de la puissance
électrique des serveurs ou des systèmes distribués à large échelle. Pour cela, différents
dispositifs ont été utilisés.
Dans l’article [Carpentier et al., 2012], les auteurs supervisent la consomma-
tion énergétique de serveurs à l’aide de quatre différents dispositifs de mesure de la
puissance électrique :
– le PDU 1 Eaton 2 ;
– le PDU Schleifenbauer 3 ;
– le wattmètre OmegaWatt 4 ;
– une carte de supervision proposée par plusieurs constructeurs (Dell, Intel,
HP et Nec) : l’interface de gestion intelligente de matériel [Intel et al., 2009]
(IPMI 5) est un ensemble de spécifications d’interfaces permettant de supervi-
ser la consommation énergétique et la température à l’intérieur des machines.
Pour mesurer la consommation énergétique, d’autres dispositifs assez similaires
sont également utilisés :
– le wattmètre WattsUp utilisé dans [Castillo et al., 2011] ;
– la carte de supervision PowerExecutive proposée dans les serveurs IBM Bla-
deCenter 6 ;
Ces dispositifs de mesure se différencient notamment par quatre critères : la na-
ture, la localité, la précision et la fréquence de mesure. OmegaWatt et WattsUp
mesurent la puissance active, c’est-à-dire la puissance électrique moyenne calculée à
partir de l’énergie mesurée pendant une seconde alors que les autres dispositifs me-
surent une puissance électrique instantanée qui est obtenue en mesurant le courant
et la tension aux bornes de la machine. IPMI (utilisé aussi dans [Giri and Vanchi,
2010]) et PowerExecutive permettent de mesurer la puissance électrique à l’intérieur
de la machine (à la sortie du bloc d’alimentation) contrairement aux autres dispo-
sitifs qui la mesurent en externe (à l’entrée du bloc d’alimentation). Cela signifie
que la mesure électrique fournie par IPMI est en courant continu et ne tient pas
compte de la puissance électrique dissipée par le bloc d’alimentation du serveur. À
l’opposé, les trois autres dispositifs mesurent en courant alternatif la puissance élec-
trique globale alimentant la machine et tient donc compte du bloc d’alimentation
et de tous les composants matériels de la machine. Ainsi, un inconvénient de IPMI
et PowerExecutive est que ces dispositifs ne tiennent pas compte de la puissance
électrique dissipée par le bloc d’alimentation du serveur qui peut représenter une
proportion importante de la consommation totale du serveur (environ 20 %).
1. PDU : Power Distribution Unit ou unité de distribution d’électricité
2. Eaton : http://www.eaton.fr
3. Schleifenbauer : www.schleifenbauer.eu
4. Omegawatt : http://www.omegawatt.fr
5. IPMI : Intelligent Platform Management Interface
6. IBM PowerExecutive : http://www-03.ibm.com/systems/management/director/about/
director52/extensions/powerexec.html
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Bien que IPMI et PowerExecutive présentent l’avantage de superviser la puis-
sance électrique sans avoir à installer un équipement supplémentaire, cette solution
s’avère être peu précise et ne permet pas d’avoir une granularité de mesure assez
fine (puissance instantanée à une fréquence relativement faible). En effet, en ce qui
concerne IPMI, une incertitude de mesure de ±7W est trop grande pour mesurer des
fluctuations électriques de quelques watts alors que les wattmètres OmegaWatt,
WattsUp et le PDU Schleifenbauer affichent une précision de l’ordre de ±0.1W .
Le PDU Eaton a une précision intermédiaire de ±1W . De plus, les deux cartes de
supervision (IPMI et PowerExecutive) présentent une fréquence de mesure assez
faible (1 mesure toutes les 5 secondes pour IPMI). Bien que leurs précisions de me-
sure soient relativement élevées, les autres dispositifs ne fournissent qu’une mesure
par seconde au meilleur des cas. En fournissant des puissances électriques chaque 3
secondes, les PDUs Schleifenbauer et Eaton ne sont donc pas adaptés pour mesu-
rer la consommation énergétique des applications ou des tâches qui ne durent que
quelques secondes. À l’opposé, OmegaWatt et WattsUp fournissent une mesure
qui tient donc compte des fluctuations électriques pendant une seconde étant donné
qu’ils mesurent une puissance moyenne chaque seconde.
Pour illustrer cela, la figure 2.1 compare la puissance électrique totale d’une
grappe de six noeuds mesurée simultanément par IPMI et le PDU Eaton. L’axe des
abscisses affiche l’horaire de la mesure tandis que l’axe des ordonnées présente la
puissance électrique totale en watts. La courbe représente l’évolution de puissance
électrique totale mesurée avec IPMI alors que les histogrammes représentent celle du
PDU Eaton. Même si la puissance électrique mesurée par IPMI est censée être plus
basse (car ne tient pas compte des blocs d’alimentation) que celle qui est relevée par
le PDU Eaton, nous observons un scénario différent entre 15h55 et 16h15 et ce à cause
de la précision des mesures qui est beaucoup plus faible avec IPMI (±7W vs ± 1W )
sur chaque noeud. Par ailleurs, nous observons qu’il y a un décalage temporel entre
les variations électriques mesurées par IPMI et celles qui sont relevées par le PDU
Eaton. Les mesures prises par IPMI sont en retard par rapport à celles mesurées avec
le PDU Eaton (voir 15h52). Ce décalage temporel est lié à la fréquence de mesure
de IPMI qui est relativement plus basse que celle du PDU Eaton (1 mesure toutes
les 5 secondes vs 1 mesure chaque 3 secondes).
Il existe d’autres équipements mesurant à des fréquences plus élevées (supérieures
à 1 Hz). En effet, des équipements de mesure interne comme PowerMon2 [Bedard
et al., 2010] permettent de mesurer à des fréquences très élevées la puissance élec-
trique interne instantanée des différentes lignes électriques ATX (3.3 V, 5 V et 12 V)
qui sortent du bloc d’alimentation de la machine et qui alimentent la carte mère et
les différents périphériques. Pour mesurer la puissance électrique instantanée d’une
ligne électrique, PowerMon2 mesure la valeur du courant et la multiplie par la
tension qui est constante (3 V, 5 V ou 12 V). Lorsque PowerMon2 est utilisé pour
mesurer la puissance électrique d’une seule ligne électrique, sa fréquence de mesure
peut atteindre 3072 Hz.
Les auteurs de l’article [Barrachina et al., 2013] ont utilisé trois autres équipe-
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Figure 2.1 – Mesures de la puissance électrique à l’aide du PDU Eaton et de IPMI
(figure extraite de [Carpentier et al., 2012])
ments de mesure interne très similaires à PowerMon2. Parmi eux, ils ont utilisé
NI qui peut atteindre 7000 Hz s’il mesure la puissance électrique d’une seule ligne
électrique. Les deux autres équipements de mesure interne DCM et DC2M ont été
fabriqués par leurs soins et permettent de mesurer la puissance électrique instan-
tanée à des fréquences respectivement égales à 25 Hz et 100 Hz. Contrairement à
PowerMon2, ces trois équipements (NI, DCM et DC2M) ne permettent de me-
surer que les lignes électriques de 12V qui permettent d’alimenter les processeurs,
les ventilateurs et une partie de la carte mère. Par exemple, ils ne permettent pas de
mesurer la puissance électrique alimentant certains périphériques tel que le disque
dur.
L’inconvénient de ces équipements de mesure interne est qu’ils ne sont pas faciles
à brancher et qu’ils ne conviennent que pour des blocs d’alimentation standards,
c’est-à-dire avec des câbles électriques respectant la norme ATX. Leur déploiement
est donc inapplicable à très large échelle.
Les auteurs des articles [Hähnel et al., 2012,Rotem et al., 2012] utilisent les comp-
teurs d’énergie RAPL 7 disponibles uniquement dans les processeurs Intel Sandy et
Ivy Bridge. D’autres compteurs d’énergie équivalents existent sur les processeurs
AMD qui sont par exemple utilisés dans le supercalculateur BlueWaters 8. Les comp-
teurs d’énergie RAPL permettent de mesurer la puissance électrique instantanée de
ces processeurs Intel à une fréquence égale à 1000 Hz et avec une précision assez éle-
vée (inférieure à 1 W). Ils sont intéressants pour superviser la puissance électrique
7. RAPL : Running Average Power Limit
8. Projet BlueWaters : https://bluewaters.ncsa.illinois.edu
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d’applications s’exécutant sur des systèmes distribués à très large échelle dans la
mesure où ils ne nécessitent aucun branchement et mesurent la puissance instanta-
née avec une précision et une fréquence élevées. Cependant, ils ne mesurent que la
puissance électrique des processeurs (et non pas de toute la machine). D’autre part,
ils ne sont disponibles que dans les familles de processeurs Intel Sandy et Ivy Bridge.
De plus, il s’agit d’une solution de mesure intrusive dans la mesure où il faut ac-
céder souvent aux compteurs d’énergie pour lire les valeurs de puissance électrique.
Pour cela, il est nécessaire d’exécuter un programme qui collecte les mesures. Il faut
donc s’assurer que l’utilisateur a les droits suffisants pour exécuter ce programme.
L’exécution d’un tel programme peut fausser la mesure de la puissance électrique.
Ainsi, nous pouvons classer tous ces dispositifs de mesure en cinq catégories
présentées dans le tableau 2.1.
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Les wattmètres externes et les PDUs mesurent et affichent la puissance électrique
active (ou moyenne) qui est obtenue en divisant par une période de temps T (liée à
leur fréquence de mesure) l’énergie consommée pendant T . L’énergie consommée est
approximée par une intégration sur un nombre de mesures de la puissance instanta-
née plus ou moins élevé. Les wattmètres internes mesurent les puissances électriques
instantanées des lignes ATX servant à alimenter les différents composants de la ma-
chine. Étant donné que ces wattmètres mesurent un courant continu et que la tension
aux bornes de chaque ligne ATX est connue (3.3 V, 5 V ou 12 V), ces wattmètres
n’ont besoin de mesurer que le courant électrique qui alimente chacune des lignes.
La puissance instantanée est obtenue en multipliant le courant par la tension aux
bornes de la ligne ATX. En ce qui concerne les compteurs d’énergie (RAPL) et les
cartes de supervision (IPMI et PowerExecutive), nous n’avons pas d’informations
relatives aux principe de la mesure.
Ces travaux de recherche ne permettent pas de savoir s’il convient mieux
d’utiliser une catégorie de dispositifs de mesure plutôt qu’une autre en
fonction de l’usage que l’on souhaite en faire. Dans notre étude, nous nous
intéresserons à comparer les wattmètres externes et les wattmètres internes pour
savoir lesquels sont les plus appropriés pour nos mesures de la puissance électrique
des services applicatifs.
2.1.1.2 Comment collecter les mesures de puissance électrique à grande échelle et en
déduire la consommation de services applicatifs ?
Un des premiers travaux qui utilise des dispositifs de mesure de la puissance
électrique est effectué par Viredaz et al. sur des systèmes informatiques mobiles [Vi-
redaz and Wallach, 2000]. Joseph et al. utilise une méthode similaire pour mesurer la
puissance électrique d’un processeur de haute performance [Joseph and Martonosi,
2001, Joseph et al., 2001]. Pour déduire la consommation énergétique, ces premiers
travaux utilisent un ensemble de bancs d’essai pour extraire le temps d’exécution
et la puissance électrique dissipée. Dans [Kamil et al., 2008], les auteurs mesurent
la puissance électrique d’un superordinateur Cray XT4 lors de différentes exécu-
tions d’applications de calcul haute performance. Pour obtenir leurs mesures, ils
additionnent les puissances électriques affichées pour sur le panneau de contrôle
de chaque armoire de noeuds du supercalculateur. Leurs mesures montrent que les
bancs d’essai effectuant des calculs intensifs génèrent la dissipation de puissance
électrique la plus élevée.
Pour superviser la puissance électrique des noeuds d’un système distribué à large
échelle, les auteurs des articles [Dias de Assuncao et al., 2010b,Dias de Assuncao
et al., 2010a] utilisent une infrastructure de wattmètres OmegaWatt pour mesurer
la consommation énergétique de chacun des noeuds du site lyonnais de la plate-
forme expérimentale Grid5000 [Cappello et al., 2005]. Ces wattmètres mesurent
périodiquement l’énergie consommée par 135 noeuds et un routeur. Quatre boîtes
Omegawatt ont été utilisées : une boîte de 48 ports, deux boîtes de 42 ports et une
boîte de 6 ports. Chaque boîte fonctionne comme un appareil de mesure multi-prises.
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Figure 2.2 – Dispositif expérimental de mesure avec des wattmètres OmegaWatt
(figure extraite de [Dias de Assuncao et al., 2010b])
Les données d’énergie sont transmises à un serveur collecteur de données qui est
connecté aux quatre wattmètres OmegaWatt par quatre liaisons série distinctes.
Sur le serveur collecteur de données, un processus démon permet de collecter les
données d’énergie pour chaque boîte OmegaWatt. À chaque seconde, ce démon
envoie une requête de données dans un code hexadécimal avec un CRC à la boîte
pour demander la valeur de puissance électrique de chacune des ressources contrôlées
par cette boîte. La réponse est un code hexadécimal avec un CRC sous la forme de
"paquets", où chaque paquet comporte les puissances électriques moyennes de six
noeuds.
Les données énergétiques sont stockées de trois façons différentes :
– Données brutes ("Raw values") : un fichier par ressource supervisée qui com-
prend également un horodatage indiquant l’instant de la mesure.
– Dernières valeurs ("Last values") : un fichier par ressource où la valeur de
puissance électrique est écrasée à chaque seconde.
– Bases de données round-robin 9.
La collecte et le stockage de données d’énergie pour le site lyonnais de Grid’5000
sont illustrés sur la figure 2.2. Les mesures stockées peuvent être obtenues par les
utilisateurs sur le site web https://helpdesk.grid5000.fr/supervision/Lyon/
wattmetre. Pour cela, il suffit de spécifier les instants du début et de fin de la mesure
ainsi que les noeuds pour lesquels l’utilisateur souhaite obtenir les mesures.
Bien que cette approche soit conviviale pour l’utilisateur, elle n’est pas adéquate
9. RRD tool http://oss.oetiker.ch/rrdtool
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Figure 2.3 – Librairie pmlib pour relever les mesures de puissance électrique (figure
extraite de [Barrachina et al., 2013])
pour mesurer la puissance électrique d’une application s’exécutant sur des noeuds
de la plate-forme dans la mesure où l’horodatage des mesures est effectué par le
serveur collecteur de données pour lequel l’horloge n’est pas forcément synchronisée
avec celles des noeuds supervisés. Ainsi, la première mesure qui sera collectée par
l’utilisateur ne concordera pas forcément avec le début de l’application. Pour pallier
ce problème, il est indispensable de synchroniser les horloges des noeuds supervisés
avec celle du serveur collecteur de mesures ou de récupérer les dates de début et de
fin de l’application à partir de ce serveur.
Les auteurs des articles [Barrachina et al., 2013,Alonso et al., 2012] proposent
une librairie pmlib permettant de superviser la consommation énergétique de façon
plus corrélée à l’exécution d’une application de calcul haute performance. Ce paquet
logiciel est développé et maintenu par l’équipe de recherche HPC&A de l’Université
Jaume I. La figure 2.3 présente un schéma global de l’architecture utilisée.
Une application de calcul haute performance s’exécute sur une plate-forme distri-
buée sur laquelle sont connectés un ou plusieurs dispositifs de mesure de la puissance
électrique (wattmètres externes et internes). Pour relever les mesures de puissance
électrique de façon corrélée à l’application, la librairie pmlib utilise un ensemble de
routines permettant notamment à l’utilisateur de démarrer et d’arrêter la collecte
de mesures. Pour cela, il instrumente son application pour placer les routines de
pmlib en fonction de ce qu’il souhaite mesurer. Les mesures prélevées sont stockées
sur le serveur collecteur de données énergétiques et fournies à l’utilisateur à la fin
de l’exécution de son application. Ces mesures énergétiques peuvent également être
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visualisées à l’aide de l’outil Paraver 10.
L’environnement logiciel PowerPack [Ge et al., 2009] s’appuie sur les wattmètres
NI pour superviser la consommation énergétique d’un noeud d’une plate-forme de
calcul haute performance. En s’appuyant sur les mesures énergétiques d’un seul
noeud d’une grappe homogène, les auteurs émulent la mesure de la consommation
énergétique sur plusieurs noeuds de cette grappe. Leur approche suppose donc que
tous les noeuds de la grappe consomment la même puissance électrique. Nous mon-
trons dans notre thèse que ceci n’est pas vrai et n’est pas applicable.
Bien que de nombreux travaux de recherche aient utilisé les différents disposi-
tifs pour mesurer la consommation énergétique des systèmes informatiques ou au
mieux celle des applications s’exécutant sur ces systèmes, aucun d’eux ne s’est
intéressé à mesurer la consommation énergétique de certaines opérations
spécifiques dans des services applicatifs tels que les protocoles de tolé-
rance aux pannes ou les algorithmes de diffusion de données. Généralement,
les travaux qui s’intéressent à ces deux services applicatifs ne cherchent à mesurer
que les performances des différents protocoles de tolérance aux pannes [Ndiaye et al.,
2012, Guermouche et al., 2011, Ropars et al., 2011,Moody et al., 2010, Bouguerra
et al., 2010,Bougeret et al., 2011,Ho et al., 2008] ou les algorithmes de diffusion de
données [Wadsworth and Chen, 2008,Pjesivac-Grbovic et al., 2005].
2.1.2 Estimation de la consommation énergétique
Même si la mesure directe de la consommation énergétique est plus précise que
l’estimation de cette consommation, le coût du déploiement d’équipements maté-
riels rend cette mesure très onéreuse voire inapplicable à très larges échelles. Par
conséquent, plusieurs travaux ont cherché à estimer la consommation énergétique en
établissant des modèles. Les modèles de consommation énergétique ont été proposés
soit au niveau d’un composant matériel, soit à un niveau plus global (noeud, système,
application). Estiment-ils avec précision la consommation énergétique ? Permettent-
ils de fournir cette estimation énergétique avant d’exécuter l’application ?
2.1.2.1 Au niveau d’un composant matériel
La plupart des précédents travaux de recherche se sont focalisés sur l’estimation
de la consommation énergétique d’un seul composant matériel :
– le processeur : Wattch [Brooks et al., 2000], SimplePower [Ye et al., 2000] et
SoftWatt [Gurumurthi et al., 2002] ;
– la mémoire : SimplePower [Ye et al., 2000] et SoftWatt [Gurumurthi et al.,
2002] ;
– le disque dur : Dempsy [Zedlewski et al., 2003] et [Gurumurthi et al., 2003,
Molaro et al., 2009] ;
– les interfaces réseaux : Orion [Wang et al., 2002] et [Ye et al., 2002].
Pour estimer la consommation énergétique, les auteurs des articles [Brooks et al.,
2000,Gurumurthi et al., 2003, Janzen, 2001,Wang et al., 2002,Ye et al., 2000,Zed-
10. Paraver : http://www.cepba.upc.es/paraver
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lewski et al., 2003] simulent le comportement des différentes ressources pour les-
quelles ils souhaitent connaître la consommation en s’appuyant sur des modèles
théoriques. Pour cela, les travaux comme [Brooks et al., 2000,Ye et al., 2000] mo-
délisent la puissance électrique de différents composants matériels à partir d’une
analyse de ces composants au niveau microarchitectural, c’est-à-dire en se basant
sur la cartographie du processeur au niveau logique : nombre de mémoire cache,
nombre et longueur des pipelines, les différents registres, etc. L’inconvénient de ces
approches est que ce genre d’informations n’est pas toujours disponible et qu’elles
sont de plus en plus difficiles à mettre en oeuvre avec les processeurs actuels qui
se caractérisent par une microarchitecture souvent très complexe. Par ailleurs, ces
techniques sont limitées à l’estimation de la consommation énergétique d’un seul
composant du noeud et ne permettent donc pas de connaître la consommation éner-
gétique de l’ensemble du système.
Pour contourner ce problème, d’autres approches tel que [Isci and Martonosi,
2003, Lim et al., 2010] estiment la consommation énergétique de ces composants
matériels en s’appuyant sur les compteurs internes de performance (différents des
compteurs d’énergie qui donnent directement la mesure énergétique). SoftPower [Lim
et al., 2010] propose d’estimer la consommation énergétique du processeur, de la mé-
moire et de toute la machine en s’appuyant également sur les compteurs internes de
performances. Leur méthodologie d’estimation a été évaluée sur une machine dotée
d’un processeur Intel Core i7. La plupart des compteurs specifiques aux processeurs
Intel Core i7 ont été utilisés. Par exemple, ils ont utilisé entre autres, le nombre de
cycles ininterrompus du CPU (UNHALTED_CORE_CYCLES) et le nombre d’ins-
tructions terminées (INSTRUCTIONS_RETIRED) pour estimer la consommation
énergétique du processeur. La figure 2.4 présente la liste des compteurs matériels de
performance utilisés pour estimer la consommation énergétique de chaque ressource.
L’inconvénient de ces approches est que les compteurs de performance utilisés ne
sont pas standardisés et sont spécifiques à chaque famille de processeurs. Les mo-
dèles utilisés pour estimer la consommation énergétique doivent donc être adaptés à
chaque famille de processeurs. De plus, elles sont intrusives dans la mesure où il faut
exécuter un programme accéder souvent aux compteurs internes de performance et
lire les valeurs des différentes variables. L’exécution d’un tel programme peut faus-
ser les valeurs des variables lues sur les compteurs de performance. En outre, ces
compteurs de performance ne tiennent pas compte de la variabilité de la puissance
électrique des processeurs [McCullough et al., 2011]. Toutes ces approches consi-
dèrent que la consommation énergétique est uniquement corrélée aux performances
du composant matériel. Elles ne fournissent donc pas des estimations assez
précises aussi car elles ne tiennent pas compte des autres facteurs qui peuvent in-
fluencer la consommation énergétique tels que la température et la localisation de
la machine dans la salle d’expérimentation [Varsamopoulos et al., 2009,Tang et al.,
2007].
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Figure 2.4 – Compteurs de performance utilisés pour l’estimation de chaque res-
source (Figure extraite de [Lim et al., 2010])
2.1.2.2 Au niveau d’une machine ou d’une application
Dans l’article [Da Costa and Hlavacs, 2010], les auteurs estiment la consomma-
tion énergétique d’un ordinateur par une méthodologie qui ne nécessite de connaître
ni l’architecture de la machine, ni les compteurs internes de performance liés aux
composants matériels. Pour évaluer la consommation énergétique de la machine, les
auteurs essaient d’établir des modèles qui utilisent les valeurs des variables stockées
dans les compteurs logiciels de performance fournis par Linux. Leur méthodologie
est basée sur une fouille de données qui consiste à évaluer plus de 160 variables liées
aux performances à partir de 10000 points de mesure.
Afin de déterminer les différentes variables, ils ont exécuté sur un ordinateur
de bureau, des bancs d’essais qui utilisent intensément et spécifiquement certains
composants de la machine (par exemple, cpuburn pour utiliser intensément le pro-
cesseur). Ensuite, ils se sont appuyés sur la méthode des moindres carrés [Rao et al.,
1999] pour établir des modèles d’estimation de la consommation énergétique de la
machine à partir des variables déterminées. Bien qu’elle fournisse des estimations
assez précises, cette approche ne permet pas de connaître la consommation énergé-
tique d’une application avant de l’exécuter et son caractère intrusif lié à la lecture des
compteurs logiciels de performance peut fausser les évaluations énergétiques qu’elle
fournit.
Développée par l’université de Wayne, pTop [Do et al., 2009] est une librai-
rie de supervision énergétique où le calcul énergétique se base sur les modèles de
consommation des différents composants matériels (CPU, mémoire, disque, etc.).
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Par exemple, pour estimer la consommation énergétique du disque dur qui est liée
au processus i, il s’appuie sur le modèle suivant :
EDiski = treadi · Pread + twritei · Pwrite
treadi et twritei sont les temps passés par le processus i respectivement pour lire
et écrire des données sur le disque dur. Pread et Pwrite sont les puissances électriques
du disque lorsqu’il effectue des accès en lecture ou en écriture. Dans leur approche,
ils considèrent que les valeurs de ces puissances électriques sont récupérées des spé-
cifications matérielles fournies par le constructeur du matériel.
Cependant, cet outil n’offre pas de support de configuration : pour adapter cet
outil au matériel utilisé, il faut modifier le code source donc cela nécessite de recom-
piler à chaque fois l’outil après chaque nouvelle configuration. Microsoft a également
proposé JouleMeter 11, un outil de supervision énergétique des composants matériels,
qui permet de fournir à la fois la consommation énergétique d’un composant matériel
et celle d’une application. Pour son estimation énergétique, il se base sur des infor-
mations tels que le taux d’utilisation du CPUs et la luminosité de l’écran. Toutefois,
cet outil est exclusivement développé pour les plates-formes Windows.
Dans [Bourdon et al., 2013], les auteurs proposent PowerAPI, une librairie offrant
une API qui permet d’estimer la consommation énergétique d’une application ou
d’un processus système. L’évaluation se base également sur des modèles de consom-
mation énergétiques des composants matériels (CPU, mémoire, disque, etc.) utilisés
par le processus. Par exemple, pour le CPU, le modèle utilisé est :
PCPU(f, V ) = c · f · V 2
f est la fréquence du CPU, V est la tension à ses bornes et c une valeur qui
dépend des spécifications du processeur (comme la capacitance).
La figure 2.5 présente l’architecture de PowerAPI.
L’architecture de PowerAPI est modulaire : chaque module représente une unité
de calcul propre permettant d’évaluer la consommation énergétique d’une ressource
matérielle. L’utilisateur peut ainsi adapter la librairie s’il connaît les spécificités tech-
niques des composants matériels supervisés. L’utilisateur a donc besoin de se procu-
rer ces spécifications sur les différentes documentations fournies par les constructeurs
pour paramètrer cet outil.
L’un des rares travaux qui s’intéresse à l’évaluation de la consommation éner-
gétique des mécanismes de tolérance aux pannes est l’article [Meneses et al., 2012].
Dans ce papier, les auteurs ont présenté des modèles pour évaluer à très large échelle,
la consommation énergétique de trois opérations utilisées dans les protocoles de tolé-
rance aux pannes : la sauvegarde de points de reprise, l’enregistrement de messages
et la récupération de points de reprise.
11. JouleMeter : http://research.microsoft.com/en-us/projects/joulemeter/default.
aspx
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Figure 2.5 – Architecture de PowerAPI (Figure extraite de [Bourdon et al., 2013])
La figure 2.6 liste les différents paramètres utilisés dans leurs modèles. Par
exemple, le temps pour sauvegarder un point de reprise est considéré comme étant
toujours égal à 180 secondes alors que le temps pour le restaurer est de 30 secondes.
Basées sur des approximations théoriques des paramètres, ces estimations ne sont
donc pas du tout liées à l’application exécutée.
Par exemple, pour l’estimation énergétique de la sauvegarde et la récupération
de points de reprise, le modèle considéré est :
E = WSH + (
W
τ









Les différents paramètres de ce modèle sont détaillés dans la figure 2.6. Dans ce
modèle, ils considèrent donc que la puissance électrique est égale soit à SH, où H
vaut 100 W soit à SL, où L vaut 40 W (voir figure 2.6).
Bien que ces outils et techniques peuvent fournir des informations assez intéres-
santes par exemple en repérant les tâches les plus gourmandes en énergie, elles ne
fournissent pas des estimations assez précises dans la mesure où elles ne sont
pas suffisamment corrélées aux applications et qu’elles ne tiennent de tous les para-
mètres qui peuvent rentrer en jeu dans l’évaluation de la consommation énergétique.
Par ailleurs, elles ne répondent pas à notre besoin qui est d’obtenir une
estimation énergétique d’un service applicatif avant de l’exécuter.
2.2 Solutions pour une consommation efficace de l’énergie
La question de l’efficacité énergétique dans les plates-formes distribuées a été
explorée surtout dans le contexte des réseaux, centres de données, ou l’informatique
dans le nuage. Quelles sont les solutions mises en oeuvre pour consommer moins et
mieux dans une plate-forme de calcul haute performance ?
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Figure 2.6 – Paramètres du modèle énergétique considéré par [Meneses et al., 2012]
(Figure extraite de [Meneses et al., 2012])
25
CHAPITRE 2. ETAT DE L’ART
2.2.1 Solutions pour réduire la consommation énergétique
Différentes approches ont été proposées afin de réduire la consommation éner-
gétique. Certaines ont cherché à toucher la sensibilité des utilisateurs afin qu’ils
prennent la décision de réduire leur consommation énergétique. D’autres ont proposé
d’adapter la consommation énergétique des machines en fonction de leurs usages.
2.2.1.1 Sensibiliser les utilisateurs à faire de bons choix
Une des approches pour consommer moins d’énergie dans le contexte du cal-
cul très haute performance est de chercher à sensibiliser l’utilisateur. Pour cela,
l’approche consiste à fournir à l’utilisateur des informations sur la consommation
énergétique des applications qu’il exécute, ce qui peut l’amener à réduire lui-même
son utilisation des ressources.
Dans [Da-Costa et al., 2010], l’architecture GREEN-NET 12 (voir figure 2.7) in-
teragit avec les utilisateurs afin de réduire la consommation énergétique tout en res-
pectant leurs exigences. Pour cela, elle utilise des wattmètres externes pour mesurer
et fournir aux utilisateurs en temps réel les mesures de consommation énergétique
des noeuds de calcul, et ce dans l’optique de toucher leurs sensibilités.
Figure 2.7 – Architecture GREEN-NET (Figure extraite de [Da-Costa et al., 2010])
Les utilisateurs consultent sur une page web les mesures énergétiques en temps
réel en temps réel. De plus, GREEN-NET invite les utilisateurs à prendre des dé-
cisions visant à réduire la consommation énergétique. En effet, une fois qu’ils sont
informés de leur consommation énergétique, les utilisateurs peuvent agir :
– soit en indiquant explicitement s’il est possible de relâcher quelques serveurs
de calcul ;
– soit en demandant à GREEN-NET d’agir plus ou moins fortement en termes
d’économies d’énergie en acceptant une des six politiques de réduction de la
consommation. Les six politiques de réduction de la consommation consistent à
"coller" les réservations de ressources afin de minimiser les creux dans l’agenda
12. Projet GREEN-NET : http://www.ens-lyon.fr/LIP/RESO/Projects/green-net
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de réservation et ainsi favoriser l’application des approches d’extinction et
rallumage avec une durée suffisamment importante (voir section 2.2.1.2).
Pour consommer moins, il faut donc que l’utilisateur sacrifie des ressources de
calcul ou/et accepte de déplacer ses réservations. L’énergie est donc économisée par
GREEN-NET aux dépends de la qualité de service offerte aux utilisateurs. Dans le
chapitre 5, en utilisant le même nombre de noeuds, nous montrons qu’il est pos-
sible de consommer moins en choisissant les noeuds d’une grappe homogène qui
consomment le moins d’énergie. De plus, l’approche que nous présentons dans le
chapitre 6 permet de consommer moins et mieux l’énergie tout en veillant à ce que
le retardement de la réservation de ressources soit tolérable par l’utilisateur.
Par ailleurs, le défi que nous cherchons à relever est de permettre aux utilisateurs
de choisir parmi les différentes versions d’un service applicatif, celle qui consomme le
moins d’énergie sans que cela n’affecte les performances et la fiabilité de l’exécution
de son application.
Les travaux précédents ne se sont pas intéressés à cette question d’un point de
vue énergétique. Ils ont par contre cherché à optimiser les performances du service
applicatif. Par exemple, dans les protocoles de tolérance aux pannes, certains travaux
comme [Young, 1974, Daly, 2006] se sont intéressés à établir un modèle théorique
permettant de fournir une approximation de l’intervalle optimal entre deux points de
reprise successifs. Cet intervalle est défini en minimisant le coût lié à la sauvegarde
de points de reprise tout en assurant la fiabilité optimale.





δ est le temps nécessaire pour sauvegarder un point de reprise.M est le temps moyen
avant la prochaine défaillance du système. Il correspond au MTTI 13.
Dans [Sloot et al., 2003,Daly, 2006] Daly a proposé deux nouvelles approxima-
tions pour estimer au mieux la valeur de l’intervalle optimal entre deux points de
reprise successifs. Selon [Sloot et al., 2003], cet intervalle est égal à
√
2δ(M +R)−δ,
où R est le temps nécessaire pour restaurer un point de reprise.
Selon [Daly, 2006], une meilleure approximation de cet intervalle est :
τopt =
√








)]− δ ; pour δ < 2M
τopt = M ; pour δ >= 2M
Bien que ces modèles fournissent des approximations théoriques de plus en plus
réalistes, l’intervalle optimal dépend fortement du matériel utilisé dans le système.
De plus, ces intervalles optimaux ne prennent pas en considération le critère de la
consommation énergétique.
13. MTTI : Mean Time To Interrupt
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2.2.1.2 Adapter la consommation énergétique des serveurs en fonction de leur usage
En concevant des composants efficaces en énergie, les systèmes informatiques
peuvent eux-mêmes consommer moins d’énergie. [Barroso and Hölzle, 2007] reven-
dique que la puissance électrique dissipée par un serveur doit être proportionnelle
à son usage, c’est-à-dire que le serveur ne doit (quasiment) rien consommer quand
il n’exécute rien et, éventuellement consommer plus dans le cas où il exécute des
programmes. Ainsi, avec des serveurs dont l’énergie consommée est proportionnelle
à l’usage, un centre de données pourrait économiser jusqu’à 50 % d’énergie.
Combinées à des optimisations matérielles imaginées par les constructeurs, les
approches visant à réduire la consommation d’énergie des plates-formes distribuées
peuvent être organisées en deux classes distinctes :
– l’approche par extinction/rallumage
– l’approche par ralentissement
Dans une plate-forme de calcul haute performance, les serveurs consomment
quasiment autant d’énergie lorsqu’ils sont au repos ou lorsqu’ils exécutent des appli-
cations. Pendant les périodes de basse utilisation, certains serveurs pourraient être
éteints ou seulement mis dans des états de très faible consommation énergétique.
Ainsi, l’approche par extinction/rallumage consiste à éteindre dynamiquement des
ressources inutilisées et à les rallumer seulement quand elles sont requises. Cette stra-
tégie consiste donc à minimiser le nombre de serveurs allumés tout en respectant la
qualité de service requise par l’utilisateur.
De nombreux travaux comme [Chase et al., 2001,Fan et al., 2007a,Hikita et al.,
2008], sont basés sur cette approche et suggèrent l’utilisation d’algorithmes d’ex-
tinction et de rallumage afin d’éviter que les machines ne consomment de l’énergie
alors qu’elles sont au repos. Dans [Hikita et al., 2008], les auteurs se sont basés sur
cette approche pour présenter une étude expérimentale d’une durée de 45 mois. Ils
ont utilisé un algorithme assez simple : si un noeud est resté au repos pendant 30
minutes alors il est mis sous tension. Lorsque ce noeud est requis pour exécuter une
application, il est allumé et mis en activité. Dans le cas de leur système, le rallumage
d’un noeud est très long dans la mesure où il dure approximativement 45 minutes à
cause d’un diagnostic matériel ayant lieu à chaque redémarrage. Toutefois, la stra-
tégie décrite peut permettre une réduction de la consommation énergétique de 39 %
au meilleur des cas.
Pinheiro et al. [Pinheiro et al., 2001] ont aussi développé une approche qui éteint
dynamiquement des noeuds et les rallume. Cette approche utilise la concentration
de la charge de travail sur un minimum de noeuds afin que les noeuds inutilisés
soient mis sous tension. Leurs tests expérimentaux ont été réalisés sur une grappe
de 8 noeuds et ont révélé qu’il était possible d’économiser 19 % d’énergie. Dans leur
configuration, ils ont considéré qu’il fallait 100 secondes pour allumer un serveur et
45 secondes pour l’éteindre. Leur approche tolère une dégradation de performances
(allongement du temps d’exécution) de 20 %. Cependant, toutes les expériences
considérées ne démarrent qu’avec un seul noeud allumé, ce qui suppose que tous
les autres noeuds sont déjà éteints. Les noeuds ne sont allumés que lorsqu’ils sont
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Figure 2.8 – Prise en compte de l’énergie d’extinction et de rallumage (Figure
extraite de [Orgerie et al., 2008b])
requis.
Afin de mettre en oeuvre les algorithmes d’extinction et de rallumage, plusieurs
travaux ont essayé de pratiquer la concentration de charge en migrant les tâches
d’un noeud à un autre [Orgerie et al., 2008b] ou en migrant des machines virtuelles
sur d’autres noeuds physiques [Hermenier et al., 2006,Orgerie and Lefèvre, 2009].
Toutefois, ces migrations sont souvent complexes à réaliser dans le mesure où il
faut s’assurer que les tâches à migrer soient divisibles (pour les migrer en pleine
exécution) et que le noeud vers lequel la tâche sera migrée soit synchronisé avec le
noeud à partir duquel on cherche à migrer la tâche.
De plus, ces migrations génèrent un surcoût en termes d’énergie et de perfor-
mance, qu’il est essentiel à prendre en compte lors du calcul d’efficacité énergétique.
Dans [Orgerie et al., 2008b], Orgerie et al. proposent de prendre en compte dans
leur approche les pics de consommation qui ont lieu lors du redémarrage des noeuds
éteints. À cette fin, les auteurs présentent un modèle qui prédit l’utilisation fu-
ture des ressources et définit une durée minimale à partir de laquelle une ressource
consomme moins d’énergie si elle est éteinte pendant cette durée. La figure 2.8 met
en évidence la nécessité de tenir compte de cette durée minimale.
Afin que l’on économise de l’énergie avec l’approche d’extinction et de rallumage,
il est indispensable que l’énergie qui aurait due être consommée si la machine était
allumée (au repos) soit supérieure à l’énergie consommée à cause de l’extinction et
du rallumage. Ainsi, la durée minimale établie par [Orgerie et al., 2008b] est telle
que :
Ts =
Es − POFF · (δON−>OFF + δOFF−>ON) + EON−>OFF + EOFF−>ON
Prepos − POFF (2.2)
Es est l’énergie minimum que l’on souhaite économiser. Par exemple si Es est
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égale à 10 joules, cela veut dire que l’on considère que ça ne vaut pas la peine
d’éteindre et de rallumer si on n’économise que 10 joules ! δON−>OFF + δOFF−>ON
est la durée totale pour éteindre puis rallumer le serveur à éteindre. EON−>OFF +
EOFF−>ON est la consommation énergétique du serveur pendant cette durée. POFF
est sa puissance électrique lorsqu’il est éteint alors que Prepos est sa consommation
au repos (lorsque rien n’est exécuté sur le serveur à l’exception du système d’exploi-
tation).
S’il est prévu qu’une ressource soit inactive pendant une période supérieure à
cette durée minimum, alors elle doit être éteinte pendant cette période. Sinon, elle
doit rester allumée. L’approche par extinction/rallumage donne des résultats satis-
faisants en termes d’économies d’énergie. Cependant, sa mise en oeuvre nécessite la
définition d’un modèle de prévision suffisamment fiable et implique la gestion de la
perte de connectivité avec les ressources éteintes.
L’approche de ralentissement consiste à ajuster dynamiquement le niveau de
performance d’une ressource en fonction des performances requises par l’applica-
tion. Étant donné que la puissance électrique du processeur représente une part pré-
pondérante de la consommation totale du système (environ 50 % [Ge et al., 2009])
lorsque le système est actif, de nombreuses études sont basées sur cette approche
en proposant d’utiliser les techniques DVFS (Dynamic Voltage and Frequency Sca-
ling) pour les processeurs [Hotta et al., 2006, Etinski et al., 2010, Hsu and chun
Feng, 2005, Freeh et al., 2007] ou la technique ALR (Adaptive Link Rate) pour
les interfaces réseaux [Gunaratne and Christensen, 2006]. Dans l’approche ALR, il
est proposé d’adapter la performance du réseau en fonction des besoins en bande
passante. Dans les approches DVFS, il est proposé d’adapter le plus précisément
possible la vitesse d’horloge du processeur en fonction des performances requises
par l’application. En utilisant un processeur à faibles fréquences et voltages, la puis-
sance électrique utilisée peut être réduite, mais le temps d’exécution de l’application
peut-être augmenté.
Les techniques DVFS ont inspiré la définition des différents états d’énergie carac-
térisés par la fréquence du processeur, le voltage et la consommation d’énergie. Ces
techniques sont de plus en plus prises en compte dans la mise en oeuvre de proces-
seurs aujourd’hui surtout avec l’ACPI 14 qui définit des états de consommation pour
le processeurs appelés C-states allant de C0 jusqu’à Cn où C0 est l’état d’intense
activité (et donc de consommation énergétique élevée) et Cn est l’état de plus basse
consommation énergétique. Des états énergétiques équivalents sont proposés pour
les autres périphériques et sont appelés D-states.
Étant donné que l’approche extinction/rallumage et l’approche ralentissement
sont très dépendantes de l’usage, le défi est de savoir quand est-ce qu’il faut ralentir,
éteindre et rallumer. Pour cela, il est indispensable d’associer à ces approches des
modèles de prédiction qui permettent de repérer les périodes d’inactivité. Pour être
capable d’établir des modèles de prédiction suffisamment fiables, il est important de
14. ACPI : Advanced Configuration and Power Interface : http://www.acpi.info/DOWNLOADS/
ACPIspec40a.pdf
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comprendre comment évolue la consommation énergétique des serveurs de calcul.
De plus, pour appliquer ces deux approches, il est nécessaire que ces périodes
d’inactivité soient suffisamment longues. Ceci va à l’encontre du calcul très haute
performance où l’on cherche à aller au plus vite en utilisant au maximum les capacités
des ressources de calcul.
Les travaux précédents ne nous permettent pas de savoir quels sont les noeuds
de calcul à éteindre ou à ralentir si on a le choix parmi plusieurs noeuds. Nous
verrons dans le chapitre 5 que le choix des ressources à éteindre peut avoir un impact
important sur la quantité d’énergie inutilisée (et donc qui peut être économisée).
2.2.2 Solutions pour mieux consommer l’énergie
Pour "consommer mieux", il est nécessaire d’interagir avec le fournisseur d’éner-
gie afin de savoir quand est ce que l’énergie est la moins chère et la moins polluante.
Comment maintenir ce dialogue avec le fournisseur d’énergie ? Comment planifier
les exécutions pour tenir compte également du coût financier et de l’impact envi-
ronnemental ?
2.2.2.1 Des grilles intelligentes de distribution électrique au service d’une meilleure
coordination entre le fournisseur d’énergie et ses consommateurs
Actuellement, le réseau de distribution électrique ne met pas en place un réel dia-
logue entre le fournisseur et les consommateurs. D’une part, les informations sur la
consommation énergétique des utilisateurs ne remontent pas au fournisseur d’éner-
gie. D’autre part, les informations sur la production de l’électricité (par exemple, les
proportions des différentes sources d’énergie) ne sont pas communiquées en temps
réel aux consommateurs. Par conséquent, la production et la distribution de l’électri-
cité ne sont pas adaptées de façon optimale en fonction des besoins des utilisateurs.
Les grilles intelligentes de distribution d’électricité ou "smart grids" [European
Commission, 2006] font référence à l’ensemble des solutions informatiques mises en
oeuvre pour optimiser les interactions entre le fournisseur d’énergie et ses clients
pour une meilleure consommation énergétique. L’introduction de smart grids né-
cessite la mise en place d’une infrastructure de compteurs électriques intelligents
permettant la remontée au fournisseur d’énergie d’informations liées à la consom-
mation énergétique des utilisateurs [Backer, 2007].
Ainsi, grâce aux prévisions de la consommation énergétique de tous ses clients,
le fournisseur d’énergie serait capable d’adapter la production à la consommation
et l’offre tarifaire en fonction de la demande. Plusieurs travaux ont mis en évidence
les intérêts d’une meilleure coordination entre l’offre et la demande en électricité :
production d’énergies moins polluantes [Fu et al., 2012,Saber and Venayagamoorthy,
2012], tarification de l’énergie plus pragmatique [Thimmapuram and Kim, 2013,Yu
et al., 2012], réduction des pannes électriques [Chertkov et al., 2011,Calderaro et al.,
2011] et diminution des pics de consommation [Fan et al., 2007b].
Toutefois, la mise en place d’une telle infrastructure nécessite de garantir :
– La fiabilité et la robustesse du réseau [Gungor et al., 2013]. Il faut assurer
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que des quantités colossales de données soient transmises en temps réel sur le
réseau (venant du fournisseur d’énergie et des différents clients).
– La sécurité et la confidentialité des données acheminées [Cleveland, 2008, Li-
sovich et al., 2010]. D’une part, les données transmises sur le réseau peuvent
être sujettes à des attaques de pirates souhaitant les déformer ; par exemple, en
cherchant à réduire les consommations énergétiques transmises au fournisseur
d’énergie pour diminuer sa facture d’électricité personnelle. D’autre part, les
données véhiculées par le réseau sont suffisantes pour avoir un portrait détaillé
de l’activité d’un foyer : les moments où les personnes se réveillent, mangent,
prennent leurs douches et s’endorment [Lisovich et al., 2010].
– Le stockage et le traitement de ces données [Navarro et al., 2011, Xu et al.,
2012]. Une des approches pour optimiser le stockage est de compresser les
données. Cependant, elle peut entraîner une perte d’information et un coût
supplémentaire en temps et en énergie.
La plupart des travaux se sont intéressés à étudier la mise en place d’une smart
grid dans le contexte des équipements électriques utilisés dans les habitations indi-
viduelles [Ozturk et al., 2013,Tsui and Chan, 2012,Ali et al., 2012] et des stations
de service pour les véhicules électriques [Saber and Venayagamoorthy, 2012,Ko and
Hahn, 2013]. Les applications considérées par la smart grid visent donc une multitude
de petits consommateurs. Dans notre cas, nous considérons la mise en place d’une
smart grid dans le contexte d’une infrastructure de calcul très haute performance
qui nécessite donc une puissance électrique très élevée (de l’ordre du mégawatt, soit
environ la puissance électrique consommée par un village de 7300 d’habitants).
Dans cette thèse, nous ne cherchons pas à proposer des solutions aux différents
défis mais nous nous appuyons sur une telle infrastructure pour mettre en évidence
comment la coordination entre le fournisseur d’énergie et les gros consommateurs
favorise une meilleure consommation énergétique. Dans notre cas, les gros consom-
mateurs sont les plates-formes de calcul distribuées à très larges échelles.
2.2.2.2 Ordonnancement des réservations de ressources pour une consommation
énergétique meilleure
De nombreux algorithmes d’ordonnancement vert des tâches ou des ressources
ont été proposés dans les travaux précédents. Dans un algorithme d’ordonnancement
vert, les critères mis en avant sont la réduction de la consommation énergétique
[Pinheiro et al., 2001], la minimisation des coûts financiers [Kim and Poor, 2011,Zeng
et al., 2012] ou la réduction de la pollution de l’environnement [Goiri et al., 2011,Liu
et al., 2012].
Un des premiers travaux sur l’ordonnancement efficace en énergie a été pro-
posé dans [Pinheiro et al., 2001] . Dans cet article, Pinheiro et al. ont proposé une
technique pour la gestion d’une grappe de machines physiques avec l’objectif de mi-
nimiser la consommation d’énergie, tout en assurant la qualité de service requise. La
principale technique pour minimiser la consommation d’énergie est d’ordonnancer
les réservations des utilisateurs sur un minimum de noeuds physiques afin d’éteindre
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le maximum de ressources de calcul.
Les auteurs du papier [Aupy et al., 2012] se sont intéressés à minimiser la consom-
mation énergétique tout en respectant des contraintes de délais et de résilience. Pour
réduire la consommation énergétique, ils suggèrent d’appliquer la technique DVFS.
Dans leur étude, ils considèrent que même si DVFS permet de réduire la consomma-
tion de l’énergie, cette technique augmente le temps d’exécution et peut dégrader
les processeurs. La dégradation des processeurs se traduit par une accroissement de
la fréquence des défaillances, qui peut entraîner une augmentation des ré-exécutions
d’applications et donc une hausse de la consommation énergétique. Ils suggèrent
ainsi que les approches visant à ordonnancer des tâches dans l’optique d’économi-
ser de l’énergie, doivent prendre en compte ces deux contraintes (augmentation du
temps d’exécution et accroissement des défaillances) résultant de la dégradation du
matériel. Il s’agit de contraintes dans la mesure où ils peuvent avoir l’effet inverse :
augmentation de la consommation énergétique.
Dans [Kim and Poor, 2011], les auteurs considèrent que le prix de l’énergie va-
rie dans le temps. L’ordonnanceur qu’ils considèrent, a accès aux tarifs actuels et
passés, et a une connaissance statistique sur les prix futurs. Les tâches considérées
ont une durée plus ou moins longue et peuvent être soit divisibles soit indivisibles.
Les auteurs suggèrent de réduire le coût financier du point de vue des utilisateurs,
en planifiant leurs tâches aux moments où l’énergie est moins chère. Dans leurs si-
mulations, ils ont considéré les prix réels du fournisseur d’électricité Commonwealth
Edison 15. Ils montrent que les utilisateurs peuvent ainsi faire d’importantes écono-
mies et spécialement lorqu’ils exécutent des tâches courtes.
Dans un autre exemple [Goiri et al., 2011], les auteurs proposent GreenSlot, un
ordonnanceur vert des tâches d’un centre de données. Le centre de données considéré
est alimenté par un panneau solaire photovoltaïque et par le réseau de distribution
de l’électricité. GreenSlot prédit la quantité d’électricité produite par le panneau
solaire disponible dans un futur proche et planifie les tâches avec l’objectif de maxi-
miser la consommation de l’énergie peu polluante tout en respectant les délais fixés
par les utilisateurs. Leurs résultats montrent que GreenSlot permet d’optimiser la
consommation de l’énergie solaire qui est disponible.
Bien qu’ils cherchent à ordonnancer les tâches ou les réservations de ressources
de calcul afin de "consommer mieux", ces travaux antérieurs ne proposent pas d’op-
timiser simultanément la consommation d’énergie, le coût financier et l’impact de la
pollution.
2.3 Conclusions du chapitre
Tout d’abord, nous avons étudié les différents travaux cherchant à mesurer la
puissance électrique lors de l’exécution des applications. Pour cela, nous avons iden-
15. Commonwealth Edison est le plus grand fournisseur d’électricité de l’État d’Illinois aux
États-Unis
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tifié et décrit les différents dispositifs utilisés. De plus, nous avons mis en évidence
les approches mises en oeuvre pour collecter les mesures de puissance électrique à
l’aide de ces dispositifs. Ces travaux de recherche ne répondent pas à la question
de savoir s’il convient mieux d’utiliser un dispositif de mesure plutôt qu’un autre
en fonction de l’usage que l’on souhaite en faire. Dans le chapitre 3, nous nous in-
téresserons à comparer quelques équipements de mesure pour savoir lesquels sont
les plus appropriés pour mesurer la puissance électrique des services applicatifs. Par
ailleurs, les travaux présentés ne se sont pas intéressés à mesurer la consommation
énergétique des services applicatifs tels que les protocoles de tolérance aux pannes
ou les algorithmes de diffusion de données. Nous présenterons dans le chapitre 3
notre démarche pour mesurer la consommation énergétique pour un service appli-
catif donné.
Comme évoqué dans le chapitre 1, nous avons besoin d’estimer la consommation
de ces services applicatifs avec précision et sans pré-exécuter l’application. Les tra-
vaux qui ont proposé des approches d’estimation ne répondent pas à notre besoin.
D’une part, certaines approches considèrent que la consommation énergétique est
uniquement corrélée aux performances et s’appuient sur les compteurs de perfor-
mance fournies par le matériel utilisé. Ces approches ne fournissent pas des estima-
tions assez précises dans la mesure où elles ne tiennent pas compte de la variabilité
des différents composants matériels et qu’elles sont intrusives : elles nécessitent l’exé-
cution de programmes collectant les valeurs de compteurs. L’autre inconvénient est
que les compteurs de performance utilisés pour l’estimation sont très souvent dépen-
dant de la marque des processeurs. Les modèles utilisés ne sont donc pas génériques
et doivent être adaptés à chaque nouvelle plate-forme. D’autre part, les autres ap-
proches s’appuient soit sur les différents compteurs de performance logiciels soit sur
le taux d’utilisation des différents composants matériels. Ces approches ne répondent
pas à notre besoin qui est d’obtenir une estimation énergétique d’un service appli-
catif avant d’exécuter l’application. Dans le chapitre 4, le défi que nous cherchons à
relever est d’estimer précisément la consommation énergétique de ces services appli-
catifs sans pré-exécuter l’application, et ce en se basant sur des mesures réelles de
la puissance électrique et des temps d’exécution liés aux services applicatifs.
Ensuite, nous avons étudié les différentes approches visant à réduire la consom-
mation énergétique dans des infrastructures de calcul très haute performance. Nous
avons mis en évidence deux familles d’approches : d’une part, celles qui cherchent à
sensibiliser l’utilisateur à prendre des décisions dans l’optique de réduire sa consom-
mation énergétique ; et d’autre part, celles qui appliquent des leviers énergétiques
(extinction et ralentissement) en fonction de l’usage des machines. Pour réduire la
consommation énergétique, les travaux basés sur la première famille d’approches
poussent les utilisateurs à faire des choix aux dépends de la qualité de service :
choisir moins de noeuds pour consommer moins et/ou retarder les réservations de
ressources de plusieurs heures pour créer des conditions favorables à l’application de
l’approche extinction/rallumage (éteindre le plus longtemps et le moins souvent).
Dans les chapitres 5 et 6, le défi que nous cherchons à relever est de permettre aux
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utilisateurs de faire des choix sans pour autant dégrader cette qualité de service,
c’est-à-dire sans réduire le nombre de noeuds demandés, avec un retardement des
réservations qui reste tolérable par l’utilisateur et sans dégrader le service applicatif
utilisé (par exemple, sans réduire la fiabilité des protocoles de tolérance aux pannes).
Quant aux approches basées sur l’extinction ou le ralentissement des ressources, les
travaux présentés ne nous permettent pas de savoir lesquelles éteindre ou
ralentir si on a le choix parmi plusieurs ressources. Par ailleurs, l’extinction
de ressources de calcul est difficilement applicable pendant un calcul très haute per-
formance étant donné que les périodes d’inactivité ne sont souvent pas assez longues.
Dans le cas où elles sont suffisamment longues (supérieures au seuil minimal suggéré
par [Orgerie et al., 2008b]), on pourrait économiser de l’énergie grâce à l’extinction
des ressources inutilisées. Dans le cas contraire, nous pourrons toujours les ralentir
en appliquant les techniques DVFS pendant ces périodes d’inactivité.
En plus des solutions visant à réduire la consommation énergétique, nous nous
sommes intéressés à étudier les travaux qui cherchent à minimiser les coûts finan-
ciers et la pollution de l’environnement. Pour cela, l’utilisateur a besoin de savoir
quand est-ce que l’énergie est moins chère et/ou moins polluante. À cette fin, une
coordination entre le fournisseur d’énergie et les utilisateurs est indispensable. Cette
coordination est assurée grâce à la mise en place d’une grille intelligente de distribu-
tion électrique. Les travaux présentés soulèvent plusieurs défis à relever pour mettre
en place une telle infrastructure. Notre but n’est pas de proposer des solutions à ces
différents défis mais nous nous appuierons sur une telle infrastructure pour montrer
dans le chapitre 5, comment une meilleure consommation énergétique peut être fa-
vorisée grâce la coordination entre le fournisseur d’énergie et les plates-formes de
calcul distribuées à très larges échelles. Par ailleurs, d’autres travaux ont proposé des
algorithmes d’ordonnancement vert qui visent la minimisation de la consommation
énergétique, des coûts financiers ou de la pollution de l’environnement. Cependant,
ces travaux ne proposent pas d’optimiser simultanément ces trois critères.
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3Mesure de la puissance électrique de servicesapplicatifs3.1 Mesure de la puissance électrique dans les protocoles de to-lérance aux pannes et dans les algorithmes de diffusion de
données
3.1.1 Dispositif expérimental et méthodologie
3.1.2 Puissance électrique dans les protocoles de tolérance aux
pannes
3.1.3 Puissance électrique dans les algorithmes de diffusion de
données
3.1.4 Analyse des mesures électriques
3.2 Quel équipement choisir pour mesurer la puissance électrique ?
3.2.1 Dispositif expérimental
3.2.2 Analyse de la consommation énergétique
3.2.3 Analyse de la puissance électrique
3.2.4 Analyse des profils temporels de puissance électrique
3.2.5 Discussion
3.3 A-t-on besoin de mesurer la puissance électrique pour tous
les noeuds d’une même grappe ?
3.3.1 Les machines d’une même grappe ont-elles une puissance
électrique identique ?
3.3.2 Quelle est l’origine des différences de puissance électrique
au repos ?
3.4 Conclusions du chapitre
Afin de comprendre et de prédire le comportement électrique des services appli-
catifs, il est important d’être capable de mesurer leur puissance électrique. Dans un
premier temps, nous montrons dans la section 3.1 comment nous procédons pour
mesurer la puissance électrique dans les deux services applicatifs auxquels nous nous
intéressons, à savoir la tolérance aux pannes [Diouri et al., 2012b] et la diffusion de
données [Diouri et al., 2013g].
La section 3.1 nous amène à nous poser plusieurs questions :
1. Quel dispositif de mesure doit-on utiliser pour obtenir des mesures suffisam-
ment fiables de la puissance électrique ? Quelle est la fréquence de mesure
dont on a besoin pour comprendre le comportement électrique des applica-
tions ? [Diouri et al., 2013a]
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2. A-t-on besoin de mesurer la puissance électrique de toutes les machines d’une
même grappe (identiques d’un point de vue matériel) ? Ont-elles la même
puissance électrique si elles exécutent les mêmes tâches ? [Diouri et al., 2013d]
Afin de répondre à la première interrogation, la section 3.2 présente une com-
paraison de différents équipements de mesure de puissance électrique. Quant à la
section 3.3, elle permet de répondre à la deuxième interrogation grâce à la confron-
tation des mesures électriques que nous obtenons pour plusieurs machines identiques
issues d’une même grappe de calcul.
3.1 Mesure de la puissance électrique dans les protocoles de
tolérance aux pannes et dans les algorithmes de diffusion
de données
Dans cette section, nous cherchons à mesurer la puissance électrique de certaines
opérations de base que nous retrouvons dans les services relatifs à tolérance aux
pannes et dans la diffusion de données. La section 3.1.1 présente le dispositif ex-
périmental que nous utilisons. La section 3.1.2 présente les mesures électriques que
nous obtenons pour les opérations de base que nous retrouvons dans la tolérance
aux pannes. La section 3.1.3 présente les mesures de la puissance électrique que nous
obtenons dans le cas de la diffusion de données. La section 3.1.4 compare les mesures
de la puissance électrique que nous avons relevées à celles que nous obtenons pour
différents bancs d’essai sollicitant les mêmes ressources. Cette section synthétise les
observations et conclusions que nous tirons de nos mesures électriques.
3.1.1 Dispositif expérimental et méthodologie
Pour mesurer la puissance électrique des protocoles de tolérance aux pannes et
des algorithmes de diffusion de données, nous avons utilisé différentes grappes de
calcul de la plate-forme expérimentale à large échelle Grid’5000 1 [Cappello et al.,
2005]. La figure 3.1 représente une vue d’ensemble de la grille Grid’5000. Cette grille
interconnecte 11 sites répartis sur toute la France et le Luxembourg. Chaque site
possède une ou plusieurs grappes interconnectées par différents types de réseaux.
Les caractéristiques de chacune des trois grappes considérées sont détaillées dans le
tableau 3.1.
Nous supervisons la puissance électrique des noeuds des grappes Sagittaire et
Taurus (localisées à Lyon) à l’aide d’une infrastructure de mesure de la puissance
électrique, qui est constituée de plusieurs wattmètres externes fabriqués par la so-
ciété Omegawatt 2. Cette infrastructure de mesure électrique est décrite dans [Dias de
1. La majeure partie des expériences présentées dans cette thèse ont été réalisées en utilisant
la plateforme expérimentale Grid’5000, issue de l’Action de Développement Technologique (ADT)
Aladdin pour l’INRIA, avec le support du CNRS, de RENATER, de plusieurs Universités et autres
contributeurs (https://www.grid5000.fr)
2. Omegawatt : www.omegawatt.fr
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Figure 3.1 – Vue d’ensemble de la grille Grid’5000
Assuncao et al., 2010b] ; elle permet d’obtenir pour chaque noeud supervisé, la puis-
sance électrique moyenne en watts calculée chaque seconde à partir d’environ 6000
échantillons de puissance électrique instantanée mesurés en une seconde [Dias de
Assuncao et al., 2010a].
Les enregistrements effectués par cette infrastructure sont affichés en temps réel
et sont sauvegardés dans une base de données, dans l’optique de permettre aux
utilisateurs d’obtenir la puissance électrique et l’énergie consommée par une ou
plusieurs machines entre une date de début et une date de fin.
Nous supervisons la puissance électrique des noeuds de la grappe Stremi (lo-
calisée à Reims) à l’aide d’une infrastructure d’unités de distribution d’électricité
(PDU) Raritan. Ces PDUs fournissent une mesure de la puissance électrique en
watts chaque trois secondes pour chaque noeud supervisé. Les enregistrements de
puissance électrique provenant de ces PDUs sont sauvegardés dans une base de don-
nées et peuvent être obtenues par le biais de requêtes SNMP 3.
3. SNMP : Simple Network Management Protocol ou protocole simple de gestion du réseau
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Étant donné que les wattmètres fournissent une mesure par seconde pour les
grappes Sagittaire et Taurus et une mesure toutes les trois secondes pour la grappe
Stremi, nous avons besoin que le temps d’exécution d’une opération de base du
service applicatif dont nous souhaitons mesurer la puissance électrique, soit au moins
supérieur à une seconde pour les grappes Sagittaire et Taurus et au moins supérieur
à trois secondes pour la grappe Stremi.
Pour avoir plusieurs points de mesure, il est nécessaire que ce temps d’exécution
soit de quelques secondes. Pour ce faire, nous essayons dans un premier temps de
jouer sur les paramètres d’exécution afin que l’opération pour laquelle nous cher-
chons à mesurer la puissance électrique dure quelques secondes. Si cela n’est pas
possible, nous instrumentons l’implémentation du service applicatif afin de répéter
spécifiquement l’opération pour laquelle nous voulons mesurer la puissance élec-
trique.
3.1.2 Puissance électrique dans les protocoles de tolérance aux pannes
Pour les mesures électriques, nous nous sommes focalisés sur deux catégories de
protocoles de tolérance aux pannes : les protocoles coordonnés et les protocoles non
coordonnés. Dans toutes nos mesures électriques liées à ces deux protocoles, nous
n’avons utilisé qu’un seul coeur par noeud.
La sauvegarde de points de reprise consiste à enregistrer une image instantanée
de l’état actuel de l’application. Elle peut être utilisée par la suite pour le redémar-
rage de l’application en cas de panne. C’est une opération que nous retrouvons aussi
bien dans les protocoles coordonnés que dans les protocoles non coordonnés. Nous
considérons la sauvegarde de points de reprise fournie dans la librairie BLCR 4 (Ber-
keley Lab Checkpoint/Restart), qui est disponible dans l’implémentation MPICH2 5.
La sauvegarde de points de reprise avec BLCR est réalisée dans le noyau de Linux
et permet de sauvegarder toutes les ressources du noyau.
Pour mesurer la puissance électrique pendant la sauvegarde d’un point de reprise,
nous considérons un banc d’essai où un processus sauvegarde un point de reprise
d’une taille de 1 Go. Pour sauvegarder un point de reprise de 1 Go, nous utilisons un
banc d’essai qui alloue 1 Go de données en mémoire. Par exemple, si on exécute une
application de haute performance comme CM1 6 avec 16 processus et un maillage
de 1000x1000x40, chaque processus aura à sauvegarder des points de reprise d’une
taille égale à 1 Go. La figure 3.2 présente les mesures de la puissance électrique
obtenues, pendant que chaque noeud de la grappe Sagittaire sauvegarde un point
de reprise de 1 Go sur le disque dur local. La figure 3.3 présente les mesures de
la puissance électrique obtenues, pendant que trois noeuds spécifiques de la grappe
Stremi sauvegardent un point de reprise de 1 Go sur le disque dur local. Les trois
noeuds spécifiques sont : le noeud qui consomme le plus, celui qui consomme le
moins et celui dont la puissance électrique se situe à la médiane. Sur la figure 3.3,
4. BLCR : https://ftg.lbl.gov/projects/CheckpointRestart/
5. MPICH2 : http://www.mcs.anl.gov/research/projects/mpich2/
6. Cloud Model 1 : http://www.mmm.ucar.edu/people/bryan/cm1/
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nous n’avons représenté les puissances électriques que pour ces trois noeuds de la
grappe Stremi pour permettre une meilleure visibilité.
Il est à noter que Sagittaire et Stremi sont deux grappes dotées de deux infra-
structures différentes de capture de la puissance électrique. Sur l’axe des abscisses,
est représentée la durée de la sauvegarde du point de reprise pour tous les noeuds
en ce qui concerne la grappe Sagittaire et pour trois noeuds spécifiques en ce qui
concerne la grappe Stremi.
























Figure 3.2 – Puissance électrique lors
d’une sauvegarde d’un point de reprise
de 1 Go sur disque pour tous les noeuds
de la grappe Sagittaire
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Figure 3.3 – Puissance électrique lors
d’une sauvegarde d’un point de reprise
de 1 Go sur disque pour trois noeuds
spécifiques de la grappe Stremi
Dans le protocole expérimental considéré, les noeuds de chacune des deux grappes
sont d’abord au repos ; l’opération de sauvegarde de point de reprise démarre après
5 secondes d’inactivité. Elle s’arrête à la 22e seconde pour les noeuds de la grappe
Sagittaire et à la 18e seconde pour les noeuds de la grappe Stremi. La figure 3.2
montre que la puissance électrique évolue de la même manière pour les mêmes noeuds
de la grappe Sagittaire. Toutefois, même si les noeuds d’une même grappe sont
identiques, leur puissance électrique est différente pendant la période d’inactivité et
pendant la phase de sauvegarde du point de reprise. Par ailleurs, nous remarquons
sur la figure 3.2 que la puissance électrique pendant la sauvegarde du point de reprise
est quasiment constante.
Les mesures électriques obtenues avec la grappe Stremi semblent être moins
précises étant donné que la fréquence des mesures est basse pour cette grappe de
calcul et que la précision des mesures est faible. En effet, les unités de distribution
d’électricité (PDUs) utilisées fournissent des mesures par paliers de 6 W ce qui
rend les mesures électriques très peu précises surtout lorsque nous mesurons des
augmentations de la puissance électrique qui sont de l’ordre de quelques watts. Au
delà du fait que leur fréquence de mesure est faible, ces dispositifs de mesure ne sont
pas adaptés pour mesurer des opérations qui ne durent que quelques secondes car
leur précision est très faible (+/- 6 W). Pour cette raison, nous pouvons affirmer
que ces appareils fournissent des mesures avec une perte d’information et donc avec
un manque de fiabilité.
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Dans notre étude, nous considérons le protocole d’enregistrement de messages
[Guermouche et al., 2011], où le processus émetteur enregistre tous les messages qu’il
envoie à d’autres processus, et ensuite les processus sauvegardent leurs mémoires de
manière non coordonnée. Dans ce protocole, chaque message envoyé est sauvegardé
dans un support de stockage qui peut être soit la mémoire RAM soit le disque
dur local. Afin de faire durer l’opération d’enregistrement de messages pendant
quelques secondes, nous avons instrumenté le code source fourni par Guermouche
et al. [Guermouche et al., 2011] afin de répéter autant de fois qu’on le souhaite, la
fonction d’enregistrement de messages qui est utilisée chaque fois qu’un processus
envoie un message.
Dans notre banc d’essai, le processus émet un message de 1 Go et la fonction
d’enregistrement est répétée 10 fois de suite afin d’obtenir un volume total de 10 Go
et pour que l’opération puisse durer quelques secondes. Nous avons exécuté le même
banc d’essai pour tous les noeuds de la grappe Sagittaire. À cause du manque de
précision des mesures relevées par les PDUs Raritan, nous ne nous intéressons plus
à la grappe Stremi. Les figures 3.4 et 3.5 montrent les mesures électriques que nous
obtenons pendant que chacun noeud de la grappe Sagittaire enregistre des messages
soit dans la mémoire RAM (figure 3.4) soit sur le disque dur local (figure 3.5). Sur
l’axe des abscisses est représentée la durée de l’enregistrement de messages pour tous
les noeuds de la grappe Sagittaire.
























Figure 3.4 – Puissance électrique lors
de l’enregistrement de messages d’un vo-
lume total de 10 Go dans la mémoire
RAM pour tous les noeuds de Sagittaire























   
Figure 3.5 – Puissance électrique lors
de l’enregistrement de messages d’un vo-
lume total de 10 Go sur le disque dur
local pour tous les noeuds de Sagittaire
Dans le protocole expérimental considéré, les noeuds de la grappe Sagittaire sont
d’abord au repos ; l’enregistrement de messages sur mémoire RAM et sur disque dur
local démarrent après 5 secondes d’inactivité. L’enregistrement de messages sur mé-
moire RAM s’arrête à la 12e seconde alors que l’enregistrement de message sur
disque s’arrête à la 162e seconde. Sur les figures 3.4 et 3.5, nous observons que la
puissance électrique évolue de la même manière pour les mêmes noeuds de la grappe
Sagittaire. De même, bien que les noeuds d’une même grappe soient identiques,
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leur puissance électrique est différente pendant la période d’inactivité et pendant la
phase d’enregistrement de messages. De plus, la figure 3.4 montre que la puissance
électrique reste constante pendant l’enregistrement de messages sur mémoire RAM.
Ceci n’est pas vraiment le cas pour l’enregistrement de messages sur disque dur (voir
figure 3.5). Nous constatons également que la puissance électrique lors de l’enregis-
trement de messages sur mémoire RAM est plus élevée que celle de l’enregistrement
de messages sur disque dur local.
Dans notre étude, nous avons considéré le protocole coordonné fourni dans
MPICH2. Dans ce protocole, la coordination consiste à synchroniser tous les pro-
cessus pour s’assurer qu’aucun message n’est en cours de transmission. Ceci est
matérialisé par une barrière de synchronisation dans l’implémentation de MPICH2.
Afin de faire durer cette coordination quelques secondes, nous avons simulé une
coordination infinie à travers une barrière de synchronisation entre les processus de
tous les noeuds de la grappe Sagittaire. Pour cela, tous les processus à part un seul,
exécutent la routine MPI_Barrier. Nous arrêtons cette coordination infinie après 30
secondes. La figure 3.6 montre les mesures de puissance électrique que nous obtenons
pendant la coordination de tous les noeuds de la grappe Sagittaire.

























Figure 3.6 – Puissance électrique lors de la coordination de tous les noeuds de la
grappe Sagittaire
Dans le protocole expérimental considéré, les noeuds de la grappe Sagittaire sont
d’abord au repos ; la coordination démarre après 5 secondes d’inactivité. Elle s’arrête
donc à la 35e seconde. La figure 3.6 montre que la puissance électrique pendant la
coordination est quasiment constante. Nous remarquons également que la puissance
électrique est très élevée. En effet, pendant la coordination liée à l’implémentation du
protocole coordonné considéré, un coeur de chaque noeud de calcul est constamment
sollicité étant donné qu’il reste en attente active pour une synchronisation avec
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les autres processus appartenant aux autres noeuds. Ce qui est important dans la
mesure de la consommation énergétique de la coordination c’est le temps d’exécution
de l’opération. Il est équivalent à la durée pendant laquelle les processus restent
en train de s’attendre activement. Ainsi, si les processus sont mal synchronisés, la
consommation énergétique de leur coordination sera très importante.
3.1.3 Puissance électrique dans les algorithmes de diffusion de données
Dans cette section, nous étudions la puissance électrique de quatre algorithmes
de diffusion de données, deux algorithmes utilisés dans MPI et deux algorithmes
hybrides (MPI + OpenMP), pour tous les noeuds de la grappe Taurus qui est
dotée de la même infrastructure de capture de la puissance électrique que la grappe
Sagittaire. Le choix de cette grappe plus récente permet notamment de considérer
plusieurs coeurs par noeud.
Pour les deux algorithmes utilisés dans MPI, nous considérons l’algorithme Scat-
ter & AllGather [Thakur and Gropp, 2003] fourni dans l’implémentation MPICH2 7
1.3.3 et l’algorithme Pipelining fourni dans l’implémentation OpenMPI 8 1.4.4. Pour
plus de commodité, nous choisissons de les appeler respectivement MPI/SAG et
MPI/Pipeline.
Dans un algorithme hybride de diffusion de données, le processus initiateur uti-
lise MPI pour diffuser la donnée à un seul processus MPI par noeud. Ensuite, chaque
processus MPI utilise OpenMP pour partager la donnée diffusée avec tous les autres
processus qui se trouvent dans le même noeud. Nous appelons Hybrid/SAG la dif-
fusion hybride utilisantMPI/SAG associée à OpenMP. De façon analogue, Hybrid/-
Pipeline combine MPI/Pipeline avec OpenMP.
Pour les mesures électriques, nous utilisons soit 6 coeurs soit 12 coeurs par noeud
pour la diffusion de données sur tous les noeuds de la grappe Taurus. Un seul
processus diffuse un grand volume de données à tous les autres processus. Afin de
faire durer l’opération quelques secondes, nous mesurons une diffusion de 2 Go de
données avec chacun des quatre algorithmes.
Nous avons remarqué de nouveau que la puissance électrique pendant une dif-
fusion de données n’est pas la même pour tous les noeuds identiques de la grappe.
Pour une meilleure visibilité, nous affichons sur les figures 3.7 et 3.8, les mesures
électriques moyennes sur tous les noeuds. Les barres autour de chaque point repré-
sentent les écarts de puissance électrique entre le noeud qui consomme le plus et le
noeud qui consomme le moins. Les figures 3.7 et 3.8 montrent respectivement les
puissances électriques des quatre algorithmes de diffusion de données lorsque nous
considérons 6 ou 12 processus par noeud (1 processus sur chaque coeur).
Sur les figures 3.7 et 3.8 nous pouvons relever les observations suivantes :
– Sur le profil électrique de la diffusion de données avec l’algorithme MPI/SAG,
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Figure 3.7 – Puissance électrique pen-
dant les quatre algorithmes de diffusion
de données pour la grappe Taurus en
utilisant 6 coeurs par noeud



























MPI/Sag MPI/Pipeline Hybrid/Sag Hybrid/Pipeline
Figure 3.8 – Puissance électrique pen-
dant les quatre algorithmes de diffusion
de données pour la grappe Taurus en
utilisant 12 coeurs par noeud
différentes opérations de base utilisées : Scatter d’une part et AllGather d’autre
part.
– La puissance électrique pendant la diffusion de données avec l’algorithme
MPI/Pipeline est quasiment constante, ce qui correspond à une unique opéra-
tion de base qui est l’opération Pipeline.
– La puissance électrique lors de la première opération de base de l’algorithme
MPI/SAG est légèrement plus faible que celle de la diffusion de données avec
MPI/Pipeline.
– La puissance électrique lors de la seconde opération de base de l’algorithme
MPI/SAG est légèrement plus élevée que celle de la diffusion de données avec
MPI/Pipeline.
– Les diffusions hybrides avec Hybrid/SAG ou Hybrid/Pipeline ont des profils
temporels de puissance électrique respectivement semblables à MPI/SAG ou
MPI/Pipeline.
– La puissance électrique lors des diffusions hybrides est beaucoup plus faible que
celle des algorithmes utilisés dans MPI. En effet, dans une diffusion hybride,
les opérations MPI impliquent seulement un coeur par noeud étant donné que
seul un processus MPI par noeud est actif pendant ces étapes de la diffusion
de données.
– Quel que soit l’algorithme de diffusion de données, nous observons une diffé-
rence importante entre la puissance électrique avec 6 processus par noeud (i.e.,
6 coeurs par noeud) ou 12 processus par noeud (i.e., 12 coeurs par noeud).
– La durée de la diffusion de données varie en fonction de l’algorithme et du
nombre de processus par noeud. Pour une diffusion hybride, le nombre de
processus par noeud influe très peu sur la durée des opérations de diffusion de
données liées aux opérations MPI.
– Bien que les noeuds soient identiques d’un point de vue matériel, leur puissance
électrique est différente pour un même algorithme de diffusion de données.
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Cependant, les différences de puissance électrique entre les noeuds sont moins
conséquentes que celles que nous avons relevées dans les grappes Sagittaire et
Stremi.
3.1.4 Analyse des mesures électriques
Afin de consolider nos résultats, nous confrontons les mesures électriques ob-
tenues précédemment à celles que nous obtenons pour différents bancs d’essai qui
utilisent intensément une ressource spécifique (processeur, disque dur et mémoire
RAM).
À ce titre, nous avons sélectionné les bancs d’essai suivants :
– idle : Ce banc d’essai consiste à ne rien lancer sur la machine. La machine
est donc allumée et n’exécute rien (à l’exception du système d’exploitation).
Elle se trouve donc dans un état d’inactivité.
– iperf 9 : Cet outil génère des communications intensives sur le réseau dans
l’optique de mesurer son débit. Il peut être utilisé avec un trafic TCP ou UDP.
Pour lancer un test iperf, on définit un serveur et un client. Dans nos mesures,
nous utilisons cet outil avec un trafic TCP.
– hdparm 10 : Cette application fournit une interface en ligne de commande pour
divers noyaux supportés par le sous-système SATA/PATA/SAS libATA de
Linux. Nous utilisons l’option -t afin d’utiliser intensément le disque dur.
– cpuburn 11 : Ce banc d’essai chauffe n’importe quel CPU à la température
de fonctionnement maximale que l’on peut atteindre en exécutant un grand
volume d’opérations.
– burnMMX 12 : Ce programme, inclus dans le paquet de cpuburn, utilise intensé-
ment le cache et la mémoire.
Dans une première expérience, nous avons exécuté successivement 15 secondes
de idle, 15 secondes de cpuburn sur 1 coeur, 15 secondes de hdparm sur 1 coeur, 15
secondes de burnMMX sur 1 coeur, et ce sur tous les noeuds de la grappe Sagittaire.
Nous affichons sur la figure 3.9 la puissance électrique mesurée pour trois noeuds ty-
piques de la grappe Sagittaire lors de l’exécution des quatre bancs d’essai considérés.
Les trois noeuds typiques sont : le noeud qui consomme le plus, celui qui consomme
le moins et celui dont la puissance électrique se situe à la médiane.
Nous observons que la puissance électrique reste constante pendant l’exécution de
cpuburn. Nous remarquons également que les puissances électriques lors de cpuburn
sont voisines de celles que nous avons mesurées pour la coordination (voir figure
3.6). En effet, pendant une coordination, les processus les plus rapides restent en
attente active pour des messages de synchronisation provenant des processus les
plus lents. De même, nous notons que les puissances électriques lors de hdparm sont
voisines de celles que nous observons pour la sauvegarde des points de reprise ou
9. iperf : http://iperf.fr
10. hdparm : http://linux.die.net/man/8/hdparm
11. cpuburn : http://manpages.ubuntu.com/manpages/precise/man1/cpuburn.1.html
12. burnMMX : http://pl.digipedia.org/man/doc/view/burnMMX.1
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VI Benchs
Page 152
sagittaire-31 sagittaire-46 sagittaire-67 202,88 Maximum Minimum
202,88 164 176,15 203,62 202,88 164
202,75 164,38 176,14 202,9 202,07 164,55
202,38 164 176,01 202,75 202,55 164,42
202,62 164,5 177,2 202,64 202,62 164,03
235,88 189,12 200,5 202,94 202,99 164,09
235,88 190,62 200,88 203,21 202,99 164,24
237,5 190,5 200,38 203,23 202,93 164,14
237,88 188,88 201,12 203,27 203,01 164,17
237 188,12 200,62 202,48 202,5 163,97
237,12 188,38 200,5 203,09 203,08 163,55
236,5 190,75 200,62 203,39 202,92 164,06
236,25 191,38 200,88 203,1 203,13 163,45
236,25 189 200,88 202,75 202,45 163,68
235,88 189,12 200,38 202,58 203,26 164,48
236,25 189,5 201 224,49 202,63 163,96
236,12 189,62 200,62 224,93 224,25 186,52
236,12 189,75 201 224,24 223,43 186,45
235,88 189,25 199,88 225,19 224,12 185,87
236,62 190,25 200,62 224,22 224,24 186,43
236,25 189,88 201,25 224,5 224,1 186,08
236,88 190,38 203 224,01 223,86 186,18
236,88 189,38 203,25 224,58 224,12 186,63
236,5 190 201 224,22 224,03 187,02
238,12 189,5 200,75 225,02 224,01 186,32
238,25 189,12 200,5 225,02 224,36 187,02
238,38 189 201 224,99 224,27 186,51
238,5 188,75 200,62 224,37 224,65 187,04
237,88 188,38 201,25 224,47 224,46 186,6
237,75 188,62 200,88 224,69 224,12 185,93
238 189,12 201 202,62 224,1 186,64
236,75 188,12 201 208 202,62 164,5
237,5 188,12 201,25 206,12 208 170,88
237,12 188 200,88 206,25 206,12 166,38
236,62 188,88 200,75 209,62 206,25 166,12
202,88 164 176,15 213,38 209,62 168,38
202,75 164,38 176,14 213,5 213,38 175,12
202,38 164 176,01 215,5 213,5 173,88

























































































Figure 3.9 – Puissance électrique lors
des différents bancs d’essai utilisant in-
tensément différentes ressources pour
trois noeuds typiques de la grappe Sa-
gittaire

































Figure 3.10 – Puissance électrique lors
des différents bancs d’essai utilisant in-
tensément différentes ressources pour
trois noeuds typiques de la grappe Tau-
rus
l’enregistrement de messages sur disque dur local. De plus, nous observons que les
puissances électriques lors de burnMMX sont voisines de celles que nous obtenons pour
l’enregistrement de messages dans la mémoire RAM.
Dans une deuxième expérience, nous avons exécuté successivement 15 secondes
de idle, 15 secondes de iperf sur 6 coeurs, 15 secondes de iperf sur 12 coeurs, 15
secondes de cpuburn sur 6 coeurs, et 15 secondes de cpuburnsur 12 coeurs, et ce sur
tous les noeuds de la grappe Taurus. Nous affichons sur la figure 3.10 la puissance
électrique que nous obtenons pour le noeud médian de la grappe Taurus lors de
l’exécution des cinq bancs d’essai considérés. La figure présente également les écarts
de la puissance électrique médiane par rapport au noeud qui consomme le moins et
celui qui consomme le plus.
Contrairement à cpuburn, nous remarquons que la puissance électrique lors de
l’exécution de iperf ne varie pas avec le nombre de coeurs qui exécutent ce banc
d’essai. De plus, nous notons que les puissances électriques lors des opérations liées
à la diffusion de données sont plus proches que de celles du banc d’essai cpuburn
exécuté sur un même nombre de coeurs. Ceci s’explique par le fait que les coeurs
de calcul des noeuds impliqués dans la diffusion de données sont intensément actifs
afin d’atteindre les meilleurs performances.
La première section de ce chapitre montre plusieurs résultats préliminaires. Pre-
mièrement, nous avons remarqué dès la mesure de la puissance électrique pendant
la sauvegarde de points de reprise qu’il est indispensable d’avoir à sa disposition des
équipements de mesures suffisamment précis pour observer des fluctuations élec-
triques de quelques watts. En effet, du fait de leur grande incertitude de mesure, les
unités de distribution électriques Raritan ne permettent pas de relever de manière
fiable de faibles variations par rapport à la puissance électrique au repos.
Deuxièmement, que ce soit pour les protocoles de tolérance aux pannes ou pour
les algorithmes de diffusion de données, nous constatons que lors d’une opération de
base, la puissance électrique reste quasiment constante. Ce résultat nous amène à
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nous poser la question de savoir si cette évolution stationnaire de la puissance élec-
trique lors d’une opération de base n’est pas seulement liée au fait que nos wattmètres
n’ont pas une fréquence de mesure suffisamment élevée, c’est-à-dire supérieure à 1
mesure par seconde.
Troisièmement, que ce soit pour les protocoles de tolérance aux pannes ou pour
les algorithmes de diffusion de données, nous remarquons que la puissance électrique
de noeuds identiques exécutant la même tâche n’est pas la même. Les différences
de puissance électrique sont plus ou moins conséquentes d’une grappe de noeuds à
l’autre.
Quatrièmement, grâce aux résultats liés aux algorithmes de diffusion de données,
nous avons pu noter que la puissance électrique d’un noeud utilisant 12 processus
est bien plus importante que celle d’un noeud utilisant seulement 6 processus. Le
nombre de processus utilisés par noeud est donc un paramètre qui peut faire varier
la puissance électrique consommée par le noeud.
Enfin, nous avons pu noter que les puissances électriques pendant les opérations
de base identifiées sont très voisines des mesures électriques que nous obtenons pour
différents bancs d’essai qui utilisent intensément les mêmes composants du noeud.
Pour la suite de ce chapitre, nous allons donc nous focaliser sur ces bancs d’essai.
3.2 Quel équipement choisir pour mesurer la puissance
électrique ?
Dans la deuxième partie de ce chapitre, nous cherchons à choisir l’équipement
le plus adéquat pour mesurer la puissance électrique à l’échelle d’une application.
Pour répondre à cette question, nous comparons différents appareils de mesure de
la puissance électrique. Pour cela, nous relevons une série de mesures de puissance
électrique relevées à l’aide de différents dispositifs lors de l’exécution de différents
bancs d’essai sur deux systèmes informatiques distincts : un serveur et un ordinateur
de bureau. Pour cette étude, nous utilisons les bancs d’essai que nous avons utilisés
dans la section 3.1.4. Nous avons considéré uniquement des équipements de mesure
qui présentent dans leurs caractéristiques techniques une précision relativement éle-
vée et une fréquence de mesure supérieure à une mesure par seconde. Pour évaluer et
analyser successivement la consommations énergétique, la variabilité et l’évolution
de la puissance électrique, nous nous appuyons sur la même série de mesures.
La section 3.2.1 présente le dispositif expérimental utilisé. La section 3.2.2 pré-
sente une analyse des consommations énergétiques calculées à partir des différents
appareils de mesure de la puissance électrique. Dans la section 3.2.3, nous analysons
la variabilité des mesures de puissance électrique de ces différents équipements de
mesure. Dans la section 3.2.4, nous étudions les profils temporels de puissance élec-
trique obtenus avec les différents wattmètres externes et internes simultanément, en
faisant varier la fréquence de mesure et en examinant finement les mesures relevées
sur les voies électriques internes. La section 3.2.5 présente une discussion sur les
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observations et résultats que nous avons pu relever.
3.2.1 Dispositif expérimental
Cette section décrit les appareils de mesure électrique, l’environnement logiciel
pour l’acquisition des mesures électriques, les plates-formes cibles et les bancs d’essai
(i.e. benchmarks) utilisés dans notre évaluation.
3.2.1.1 Equipements de mesure électrique
Nous classons les appareils de mesure en deux catégories :
– d’une part, les wattmètres externes en courant alternatif qui sont directement
branchés à la prise électrique qui sert à alimenter tout l’ordinateur ;
– d’autre part, les wattmètres internes en courant continu, chargés de mesurer
les différents câbles ATX issus du bloc d’alimentation qui servent à alimenter
les différents composants de l’ordinateur (carte mère, disques durs, lecteur
CD-ROM, etc.).
Les wattmètres externes que nous utilisons, mesurent la puissance électrique
active (ou moyenne) qui est obtenue en divisant par une période de temps T (ici
la seconde) l’énergie consommée pendant T . L’énergie consommée est approximée
par une intégration sur un nombre très grand (plusieurs centaines par seconde) de
mesures de la puissance instantanée. Les wattmètres internes mesurent les puissances
électriques instantanées des lignes ATX servant à alimenter les différents composants
de la machine. Étant donné que ces wattmètres mesurent un courant continu et que
la tension aux bornes de chaque ligne ATX est connue (3.3 V, 5 V ou 12 V), ces
wattmètres n’ont besoin de mesurer que le courant électrique qui alimente chacune
des lignes. La puissance instantanée est obtenue en multipliant le courant par la
tension aux bornes de la ligne ATX.
Le tableau 3.2 présente en détail les spécifications des wattmètres que nous
utilisons. La première ligne du tableau présente les noms que nous utilisons pour
appeler les différents wattmètres. La deuxième ligne indique l’entreprise qui a fa-
briqué chacun de ces wattmètres. Les wattmètres externes mesurent la puissance
électrique moyenne à partir du câble d’alimentation de la machine. Les wattmètres
internes mesurent la puissance électrique instantanée à partir des lignes électriques
ATX qui sortent du bloc d’alimentation de la machine. Le wattmètre OmegaWatt
utilisé peut permettre de mesurer les puissances électriques moyennes de 6 machines
simultanément. En ce qui concerne les mesures présentées dans cette section, nous
ne l’avons utilisé que pour mesurer une seule prise électrique à la fois. Nous n’avons
pas d’information sur les capteurs utilisés pour mesurer la puissance électrique avec
OmegaWatt et WattsUp.
Nous nous sommes focalisés sur les appareils de mesure de la puissance électrique
mais il existe d’autres moyens pour relever la puissance électrique, tels que IPMI
(Intelligent Platform Management Interface) et les compteurs RAPL (Running Ave-
rage Power Limit). Ces capteurs internes sont des techniques prometteuses pour la
mesure de la puissance électrique dans des systèmes distribués à large échelle dans
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Externes AC Internes DC






















































1 1 100 1000 28
Précision ±1% ±1.5% ±5% ±1% ±1%
Interface RS232 USB USB USB RS232
Prix 600 e pour
les 6 prises
200e 125e 2700e Non
commercialisé
a. OmegaWatt : http://www.omegawatt.fr/
b. WattsUp : https://www.wattsupmeters.com/
c. PowerMon2 : http://ilab.renci.org/powermon
d. NI : http://www.ni.com/
Table 3.2 – Spéciﬁcations des wattmètres
la mesure où elles ne requièrent aucun dispositif supplémentaire. Cependant, elles
restent non adaptées pour le moment puisqu’elles fournissent des mesures de puis-
sance électrique à des fréquences relativement faibles et que ces mesures ne sont pas
suﬃsamment précises.
3.2.1.2 Plates-formes cibles
L’analyse et l’évaluation réalisée par les wattmètres ont été eﬀectués sur deux
plates-formes diﬀérentes : un ordinateur de bureau et un serveur. L’ordinateur de
bureau, appelé Intel_Desktop, se compose d’un processeur Intel Ivy Bridge Core
i7-3770K équipé de 4 coeurs de calcul cadencés à 3.50 GHz et 16 Go de mémoire
RAM. La machine serveur, appelée AMD_Server, intègre 4 AMD Opteron 6172
de 12 coeurs de calcul (soit un total de 48 coeurs) cadencés à 2.10 GHz et 256 Go
de mémoire RAM.
3.2.1.3 Bancs d’essai
Pour évaluer le comportement de la puissance électrique et de la consommation
énergétique, nous exécutons diﬀérents programmes qui utilisent intensément des
composants spéciﬁques des plates-formes. Le processeur (CPU), la mémoire, les
cartes réseaux, et les disques durs sont les principaux composants que nous sollicitons
intensément dans nos expérimentations. Nous utilisons les mêmes bancs d’essai que
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dans la section 3.1.4. Nous exécutons les processus cpuburn et burnMMX sur des
coeurs de calcul donnés dans le but de mesurer la puissance électrique avec un
nombre variable de coeurs utilisés.
3.2.2 Analyse de la consommation énergétique
Dans cette section, nous analysons la variabilité et la précision des wattmètres
externes et internes en utilisant les bancs d’essai présentés précédemment sur les
deux machines choisies Intel_Desktop et AMD_Server.
La figure 3.11 présente la consommation énergétique mesurée pendant 60 se-
condes d’exécution de chacun des bancs d’essai sur les deux plates-formes. Les
histogrammes étiquetés idle représentent la consommation énergétique lorsque la
plate-forme ne fait rien pendant une minute complète. Les histogrammes hdparm
et iperf montrent l’énergie enregistrée par les wattmètres lorsque les disques durs
et les cartes réseaux sont respectivement utilisés intensément. Pour les bancs d’es-
sai burnMMX et cpuburn, nous chauffons tous les coeurs de calcul en exécutant un
processus par coeur. Plus précisément, nous utilisons la commande taskset pour
lier les processus aux coeurs de calcul des deux machines. Pour les wattmètres in-
ternes, nous représentons la consommation énergétique agrégée calculée en ajoutant
les mesures énergétiques de toutes les lignes 12 V. Même si PowerMon2 mesure
également les lignes 3.3 V et 5 V [Bedard et al., 2010], nous préférons ne considérer
que les lignes 12 V, dans l’optique de fournir une comparaison juste avec les autres
wattmètres internes qui ne mesurent que les lignes 12 V.
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Figure 3.11 – Consommation énergétique des bancs d’essai mesurée à l’aide des
différents wattmètres.
La figure 3.11 montre que les consommations énergétiques relevées par les deux
wattmètres externes (OmegaWatt et WattsUp) sont vraiment similaires. Cepen-
dant, nous observons un comportement différent pour les wattmètres internes. En
effet, dans l’énergie mesurée par ces équipements, il est facile d’observer que les va-
leurs relevées avec PowerMon2 sont presque toujours plus élevées que celles que
nous avons relevées à l’aide de NI et DCM. Ces variations sont principalement dues
à l’utilisation de composants différents pour mesurer le courant électrique des câbles
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internes. En effet, NI et DCM utilisent les mêmes capteurs de puissance électrique
contrairement à ceux qui sont utilisés par PowerMon2.
Contrairement aux wattmètres externes, les équipements internes mesurent la
puissance électrique en aval (à la sortie) du bloc d’alimentation. Par conséquent,
les mesures internes ne prennent pas en compte la puissance électrique consommée
par le bloc d’alimentation et d’autres composants comme les disques durs. Ceci
explique pourquoi la consommation énergétique relevée par les wattmètres internes
est plus faible que celle qui est enregistrée par les wattmètres externes. Il est possible
d’observer cela sur la figure 3.11 pour tous les bancs d’essai quelle que soit la plate-
forme cible. Fournir une mesure interne en plus d’une valeur externe permet de nous
donner une indication sur le rendement du bloc d’alimentation électrique qui peut
être différent d’un noeud à l’autre.
Par ailleurs, nous notons que la consommation énergétique deAMD_Server est
plus élevée que celle de Intel_Desktop, et ce parce que AMD_Server comporte
48 coeurs alors que Intel_Desktop ne comporte que 4 coeurs. En comparaison
à Intel_Desktop, la différence entre les mesures externes et internes semble être
relativement moins importante pour AMD_Server. Ceci est notamment dû au fait
que AMD_Server est constitué de 48 coeurs de calcul et de plusieurs ventilateurs
dont la puissance électrique est incluse dans les mesures internes et représente une
part très importante de la consommation totale de la machine.
3.2.3 Analyse de la puissance électrique
Dans cette section, nous analysons les mesures de puissance électrique effectuées
par les différents wattmètres étudiés. À travers cette analyse, nous visons d’abord à
montrer la variabilité des mesures électriques pour différents bancs d’essai exécutés
sur les deux plates-formes cibles : Intel_Desktop et AMD_Server. En compa-
rant les différents wattmètres et plates-formes cibles, nous cherchons à comparer les
mesures externes aux valeurs internes avec une fréquence de mesure variable.
Pour cela, nous considérons les scénarios suivants : la machine cible est idle
(Figure 3.12), un coeur de calcul exécute hdparm (figure 3.13), et tous les coeurs de
calcul exécutent cpuburn (Figure 3.14). Nous présentons seulement les mesures de
puissance électrique pour ces trois bancs d’essai car nous avons constaté que iperf
et burnMMX ont respectivement des comportements électriques très analogues aux
bancs d’essai idle et cpuburn. Nous exécutons chaque banc d’essai sur les deux
différentes machines cibles et mesurons la puissance électrique pendant 60 secondes
en utilisant les wattmètres externes OmegaWatt et WattsUp, et les wattmètres
internes PowerMon2, NI et DCM.
Les figures 3.12, 3.13 et 3.14 présentent les boîtes à moustaches qui affichent
la répartition des mesures de puissance électrique prélevées durant 60 secondes. Le
nombre de points affichés dans chaque boîte à moustache dépend de la fréquence
des wattmètres. Chaque boîte à moustaches permet d’afficher graphiquement les me-
sures de puissance électrique en les résumant à l’aide de 5 propriétés statistiques :
la valeur minimale, le premier quartile (Q1), la médiane (Q2), le troisième quartile
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Figure 3.12 – Variabilité dans le temps des mesures de puissance électrique pour
le banc d’essai idle.
(Q3) et la valeur maximale. Les diagrammes permettent aussi de repérer quelles me-
sures devraient être considérées comme valeurs aberrantes. Une valeur est considérée
comme aberrante lorsqu’elle est trop éloignée par rapport aux autres valeurs. Étant
donné que les mesures internes ne prennent pas en compte la puissance électrique
du bloc d’alimentation et de quelques autres composants, les boîtes à moustaches



















































Figure 3.13 – Variabilité des mesures de puissance électrique pour le banc d’essai
hdparm.
Les boîtes à moustaches pour Intel_Desktop montrent que les mesures de
puissance électrique obtenues avec les équipements externes sont similaires, quel
que soit le banc d’essai considéré. Ceci est aussi valable pour les mesures électriques
internes à l’exception de cpuburn pour lequel PowerMon2 fournit des mesures
électriques sensiblement supérieures à celles relevées avec les autres dispositifs in-
ternes.
En ce qui concerne AMD_Server, des différences apparaissent entre les appa-
reils de mesure externes et internes, particulièrement pour le banc d’essai cpuburn.
En effet, pour tous les bancs d’essai exécutés sur AMD_Server, les mesures élec-
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Figure 3.14 – Variabilité des mesures de puissance électrique pour le banc d’essai
cpuburn.
triques obtenues à l’aide de PowerMon2 sont toujours plus élevées que celles qui
sont fournies par les autres wattmètres internes. De plus, comparé à WattsUp,
OmegaWatt fournit des valeurs plus élevées de puissance électrique, spécialement
avec les bancs d’essai cpuburn et hdparm. Ces différences semblent être liées au fait
que ces wattmètres sont constitués de différents composants offrant différents degrés
de précision, et ce spécialement lorsqu’ils sont utilisés pour mesurer des puissances
électriques très élevées (plus que 300W pour AMD_Server dans les figures 3.13
et 3.14).
Plus étonnant encore, lorsque cpuburn est exécuté sur AMD_Server, les me-
sures de puissance électrique relevées par PowerMon2 sont plus élevées que celles
de WattsUp, et ce, même si les mesures de PowerMon2 ne prennent pas en
compte le bloc d’alimentation et certains autres composants internes. Ceci est aussi
le cas pour certaines mesures électriques lorsque le banc d’essai hdparm est exécuté
sur la machine AMD_Server.
Par ailleurs, particulièrement sur la figure 3.12, nous remarquons qu’à l’opposé
des mesures externes, les équipements internes mesurent des valeurs plus étalées et
génèrent plusieurs valeurs aberrantes. Ceci est très certainement dû à la fréquence de
mesure des appareils internes qui est très élevée et permet ainsi de mesurer certaines
fluctuations de puissance que les équipements externes sont incapables de capter.
De plus, la figure 3.14 montre que lorsque cpuburn s’éxécute sur AMD_Server,
les mesures électriques sont fortement étalées : une étendue de presque 100 W pour
OmegaWatt, PowerMon2, NI ; et d’environ 70 W pour WattsUp et DCM.
Cette grande étendue des mesures électriques pour cpuburn sur AMD_Server
montre que ce banc d’essai fluctue beaucoup. Nous analysons ce phénomène dans la
section suivante en examinant les profils de puissance électrique dans le temps.
3.2.4 Analyse des profils temporels de puissance électrique
Dans cette section, nous poursuivons notre analyse du comportement des bancs
d’essai sur les machines cibles. D’abord, nous étudions les profils temporels de puis-
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sance électrique. Ensuite, nous examinons l’impact de la fréquence de mesure des
wattmètres sur les profils temporels. Finalement, nous analysons les puissances élec-
triques alimentant chaque câble interne à l’aide de PowerMon2 particulièrement
afin de détecter d’où proviennent les fluctuations de la puissance électrique.
3.2.4.1 Mesures électriques simultanées : externes vs internes
Considérons les figures 3.15 et 3.16 qui, respectivement, représentent les profils
électriques mesurés sur Intel_Desktop et AMD_Server. Ces deux figures af-
fichent les mesures électriques correspondant à 20 secondes d’exécution des bancs
d’essai idle, hdparm, et cpuburn obtenues à la fois par les wattmètres externes et
internes.
Sur la figure 3.15, le graphique représenté à gauche montre l’évolution de la
puissance électrique lorsque OmegaWatt et PowerMon2 (mesurant seulement
les lignes de 12V) sont simultanément branchés à Intel_Desktop ; le graphique
représenté à droite affiche la même information mais avec WattsUp et NI. Le but
de cette comparaison est de reproduire le même scénario avec deux dispositifs : l’un
mesurant à l’extérieur et l’autre mesurant en interne. Pour cette étude, nous nous
intéressons à PowerMon2 et à NI car ce sont les deux wattmètres internes qui ont
les fréquences de mesure les plus élevées.
Les résultats montrent que les profils électriques issus des wattmètres externes
sont quasiment identiques mais qu’il existe quelques différences entre les mesures
provenant des appareils internes. En outre, nous observons beaucoup plus de fluc-
tuations avec les wattmètres internes, particulièrement avec NI. Ce comportement
est lié à la grande fréquence de mesure de ces équipements. Ces comparaisons per-
mettent de montrer aisément si différents wattmètres (externes vs internes) four-
nissent des profils électriques fiables pour un même scénario.
Les mesures de la puissance électrique peuvent être décalées dans le temps dans
la mesure où il n’y a pas une synchronisation parfaite entre le début de la mesure et
le début de l’exécution du banc d’essai. En affichant les profils électriques provenant
de wattmètres internes, notre objectif est d’analyser le comportement interne des
applications ; par exemple, pour détecter des variations rapides qui peuvent être
lissées par les wattmètres externes car leur fréquence de mesure plus faible entraine
un effet de moyenne.
La figure 3.16 permet de noter dans quelle mesure les profils électriques issus
des wattmètres externes sont différents pour cpuburn. Ces différences proviennent
principalement des caractéristiques des appareils et des potentiels facteurs environ-
nementaux (comme la température de la salle d’expérimentation), étant donné que
ces expériences ne pouvaient pas être réalisées simultanément. La même observation
est notable pour cpuburn avec les wattmètres internes où le profil électrique obtenu
avec PowerMon2 est fortement décalé dans le temps de celui que nous obtenons
à l’aide de NI.
Nous observons également les pics et creux observés dans le profil électrique du
banc d’essai cpuburn lorsqu’il tourne sur la machine AMD_Server. Rappelons
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Figure 3.15 – Profils temporels de puissance électrique obtenus lorsque nous exé-
cutons successivement idle, hdparm et cpuburn sur la machine Intel_Desktop.


























































Figure 3.16 – Profils temporels de puissance électrique obtenus lorsque nous exé-
cutons successivement idle, hdparm et cpuburn sur la machine AMD_Server.
que cette plate-forme est composée de 48 coeurs sur lesquels tournent 1 processus
cpuburn par coeur. Ce comportement est lié aux ventilateurs qui s’éteignent et s’al-
lument de façon variable afin de refroidir la machine et de maintenir la température
de la plate-forme à un niveau constant.
3.2.4.2 Impact de la fréquence de mesure : le cas de NI
Dans cette section, nous nous intéressons à étudier si une fréquence élevée (su-
périeure à 100 Hz) mesure des fluctuations électriques que l’on ne peut pas détecter
avec une fréquence de mesure relativement faible (1 Hz). Pour cela, nous mesurons la
puissance électrique avec NI à une fréquence de 1000 Hz pendant 30 secondes d’exé-
cution de hdparm et de cpuburn sur Intel_Desktop et AMD_Server. Ensuite,
nous réduisons la fréquence de 1000 Hz à 1 Hz (en passant par les fréquences inter-
médiaires) en calculant les moyennes des puissances électriques sur des intervalles de
temps de plus en plus larges. Par exemple, les puissances électriques réduites à une
fréquence de 1 Hz sont obtenues en prenant toutes les 1000 mesures et en calculant
les moyennes sur chaque ensemble de 1000 mesures. Pour cela, nous appliquons la
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Figure 3.17 – Profils électriques obtenus avec NI pour les bancs d’essai hdparm (à











où r est la fréquence de mesure après réduction, S1000i est la ie mesure prise à 1000
Hz et Srj est la je mesure obtenue à une fréquence égale à r. j est l’indice de la
puissance électrique moyenne avec la fréquence après réduction. Par exemple, Sr1 est
la 1re puissance électrique moyenne que nous obtenons à la fréquence r.
La figure 3.17 montre les profils de puissance obtenus avec NI en réduisant la
fréquence de mesure de 1000 Hz à 1 Hz (en passant par des valeurs intermédiaires)
pour hdparm (à gauche) et cpuburn (à droite) sur Intel_Desktop. À partir de
cette figure, nous constatons que les fluctuations captées par la fréquence de mesure
élevée (supérieure à 200 Hz) masque les pics et creux du banc d’essai hdparm et
les rend plus difficiles à percevoir. Cependant, une fréquence de mesure réduite
(inférieure à 50 Hz) dissimule quelques fluctuations électriques intéressantes, comme
les hauts pics que nous observons juste avant chaque creux lorsque la fréquence
de mesure est à 50 Hz. En ce qui concerne le banc d’essai cpuburn, nous pouvons
noter que la puissance électrique fluctue entre 57 W et 63 W lorsque la fréquence
de mesure est à 1000 Hz. L’allure du profil électrique s’amincit au fur et à mesure
que la fréquence de mesure diminue. En dessous de 50 Hz, le profil électrique obtenu
est une ligne constante dépourvu de bruit. Ainsi, pour Intel_Desktop, il est plus
judicieux de choisir une fréquence de mesure intermédiaire (entre 50 Hz et 200 Hz)
pour un banc d’essai comme hdparm, tandis qu’une fréquence de mesure relativement
faible (i.e., 1 Hz) est amplement suffisante pour le profil électrique d’un banc d’essai
tel que cpuburn.
La même expérience a été reproduite pour AMD_Server et les résultats sont
donnés sur la figure 3.18. Dans ce cas, nous notons que le comportement de hdparm
est similaire à celui que nous avons observé pour Intel_Desktop. Par contre, le
comportement du banc d’essai cpuburn exécuté sur AMD_Server est différent
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Figure 3.18 – Profils électriques obtenus avec NI pour les bancs d’essai hdparm (à
gauche) et cpuburn (à droite) exécutées sur AMD_Server avec une fréquence de
mesure variable
de celui que nous avons observé sur Intel_Desktop. En effet, une fréquence de
mesure intermédiaire aide à mieux comprendre les pics et creux qui apparaissent
lorsque cpuburn est exécuté sur AMD_Server. Avec une fréquence de 1 Hz, nous
percevons toujours les pics et creux de cpuburn, ce qui confirme que ces fluctuations
électriques restent visibles sur AMD_Server même sur une échelle de temps plus
large (la seconde). Comme expliqué précédemment, ces pics et creux sont dus aux
rapides mises en marche et extinctions des ventilateurs de AMD_Server.
En somme, mesurer à une fréquence très élevée (plus de 500 Hz) n’est pas tou-
jours indispensable pour l’étude du profil temporel de la puissance électrique d’une
application. Cela peut même générer un bruit qui masque l’allure générale du profil
électrique. La fréquence de mesure la plus adaptée n’est pas toujours la fréquence
la plus élevée, car ce n’est pas elle qui permet de mieux comprendre les fluctuations
électriques pouvant se produire pendant l’application exécutée.
3.2.4.3 Analyse des voies électriques internes : le cas de PowerMon2
Dans cette section, nous fournissons une analyse des profils temporels de puis-
sance électrique décrits par les bancs d’essai idle, hdparm(1 processus hdparmpar
machine), et cpuburn (1 processus cpuburn par coeur) lorsque PowerMon2 est
utilisé pour mesurer indépendamment les lignes 3.3 V, 5 V et 12 V des machines
Intel_Desktop et AMD_Server. Nous cherchons à identifier pour chacune des
deux machines, les composants qu’alimentent ces lignes électriques. La somme de
toutes les lignes est aussi incluse dans les résultats affichés.
Nous décrivons le comportement de Intel_Desktop sur la figure 3.19. Dans
cette plate-forme, en fonction du banc d’essai, les différentes lignes ont des puissances
électriques différentes. Pour idle, la puissance électrique alimentant les lignes 3.3 V
et 5 V est plus élevée que celle alimentant chacune des lignes 12 V et elle demeure
constante pour toutes les lignes. La situation est différente pour hdparm : les lignes
5 V fluctuent conjointement avec les lignes 12 V alimentant les réceptacles de pro-
cesseurs ; alors que les lignes 3.3 V et 12 V alimentant la carte mère présentent
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Figure 3.19 – Profil temporel de la puissance électrique obtenu à l’aide de Power-
Mon2 lorsque nous exécutons différents bancs d’essai sur Intel_Desktop.
un profil électrique assez plat. Avec le banc d’essai cpuburn, nous observons que les
lignes 5 V et les lignes 12 V alimentant les réceptacles de processeurs se caractérisent
par une puissance électrique plus élevée, ce qui était prévisible puisque les processus
cpuburn sollicitent les coeurs de calcul intensément. Il est également important de
noter que les lignes de 3.3 V et de 12 V alimentant la carte mère disposent d’un
profil électrique très plat.
La même expérience est reproduite sur AMD_Server et les résultats sont affi-
chées sur la figure 3.20. Cette plate-forme présente une toute autre gamme de lignes
électriques internes que PowerMon2 est capable de mesurer. Dans ce cas, nous
analysons les lignes 3.3 V, 5 V et 12 V alimentant la carte mère et les lignes de
12 V alimentant les réceptacles de processeurs. Comme le montre la figure 3.20,
chacun des quatre processeurs de AMD_Server n’est pas spécifiquement alimenté
par une ligne de 12 V correspondant à un réceptacle. En effet, en variant le nombre
de processeurs exécutant le banc d’essai cpuburn nous observons une variation de
la puissance électrique mesurée par chacune des quatre lignes de 12 V alimentant les
réceptacles de processeurs. Le banc d’essai idle fournit un profil plat pour toutes les
lignes ; néanmoins, les lignes de 12 V transportent constamment plus de puissance
que les lignes de 3.3 V et de 5 V. La situation diffère pour hdparm : les lignes de 12 V
débutent par les pics naturels de ce banc d’essai. En particulier, la ligne de 12 V
alimentant la carte mère consomme presque deux fois plus que chacune des lignes de
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Somme de toutes les lignes
Carte mère 3.3 V
Carte mère 5 V
Carte mère 12 V
Processeur (partie 1) 12 V
Processeur (partie 2) 12 V
Processeur (partie 3) 12 V









Figure 3.20 – Profil temporel de la puissance électrique obtenu à l’aide de Power-
Mon2 lorsque nous exécutons différents bancs d’essai sur AMD_Server.
12 V alimentant les réceptacles. En ce qui concerne l’exécution de cpuburn, la situa-
tion est semblable : la ligne de 12 V alimentant la carte mère consomme le double de
chacune des lignes de 12 V alimentant les réceptacles de processeurs et commence
à décroître lorsque nous sollicitons moins de processeurs. Quant aux lignes de 3.3 V
et de 5 V alimentant la carte mère, il est intéressant de souligner qu’elles décrivent
des profils électriques constants.
3.2.5 Discussion
Dans la deuxième partie de ce chapitre, nous cherchons à choisir l’équipement
le plus adapté pour mesurer la puissance électrique d’une application ou d’une opé-
ration de cette application. Pour cela, nous avons évalué et analysé différents watt-
mètres externes et internes lorsqu’ils sont utilisés pour mesurer la puissance élec-
trique durant l’exécution de différents bancs d’essai. Nous avons testé ces équipe-
ments sur deux plates-formes différentes, un serveur (AMD_Server : 4 processeurs
et 12 coeurs chacun) et un ordinateur de bureau (Intel_Desktop : 1 processeur de
4 coeurs), afin de fournir une comparaison complète de ces équipements de mesure
de la puissance électrique. Contrairement aux wattmètres externes, les équipements
internes mesurent la puissance électrique à la sortie du bloc d’alimentation. Par
conséquent, les mesures internes ne prennent pas en compte la puissance électrique
du bloc d’alimentation mais aussi d’autres composants comme les disques durs.
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D’abord, nous avons montré que contrairement aux wattmètres externes, les équi-
pements internes ne concordent pas en ce qui concerne l’énergie mesurée et la varia-
bilité de la puissance électrique. En effet, les résultats ont montré que les mesures de
puissance électrique et de la consommation énergétique relevées par PowerMon2
sont souvent supérieures à celles qui sont fournies par NI et DCM et ce en particu-
lier avec la plate-forme AMD_Server. Nous avons observé jusqu’à 100 W d’écart
lorsque ces wattmètres mesuraient la puissance électrique de cpuburn s’exécutant
sur AMD_Server. Ces résultats s’expliquent par le fait que ces wattmètres uti-
lisent des composants différents pour mesurer la puissance électrique alimentant les
câbles internes. Comme on pouvait le prévoir, nous avons montré que l’énergie mesu-
rée par les wattmètres internes est toujours inférieure à celle que nous obtenons avec
les wattmètres externes. Toutefois, ceci n’a pas toujours été le cas. En effet, lorsque
cpuburn est exécuté sur AMD_Server, PowerMon2 relève des mesures de puis-
sance électrique supérieures à celles que nous obtenons avec WattsUp, et ce même
si PowerMon2 ne tient pas compte de la consommation du bloc d’alimentation
et de certaines consommant internes. Nous avons également souligné que contraire-
ment aux mesures externes, les valeurs obtenues avec les wattmètres internes sont
plus étalées et génèrent plus de valeurs aberrantes. Ceci est dû à la fréquence de
mesure qui est relativement élevée dans les wattmètres internes.
Contrairement aux profils électriques issus des wattmètres externes, ceux que
nous obtenons avec les dispositifs internes sont légèrement différents et présentent
des fluctuations électriques particulièrement perceptibles avec NI. Ce comporte-
ment peut s’expliquer par la fréquence de mesure très élevée de NI. Par ailleurs,
les wattmètres externes d’une part et internes d’autre part fournissent des profils
électriques différents qui sont décalés dans le temps durant l’exécution de hdparm
et plus particulièrement pendant cpuburn. Contrairement à Intel_Desktop, le
profil électrique sur la machine AMD_Server permet clairement d’observer des
pics et creux lorsque nous exécutons le banc d’essai cpuburn. Ce comportement
électrique est lié aux nombreux ventilateurs dont la vitesse de fonctionnement varie
en permanence afin de maintenir la machine à une température constante.
Après avoir tracé les profils électriques en variant la fréquence de mesure, nous
avons démontré que mesurer à fréquence très élevée (plus de 500 Hz) n’est pas tou-
jours nécessaire pour étudier le profil électrique d’une application donnée et peut
même engendrer des fluctuations électriques que l’on ne peut pas toujours com-
prendre et interpréter. La fréquence de mesure la plus appropriée n’est donc pas
toujours celle qui est la plus élevée, mais celle-ci dépend de l’application. Par ailleurs,
un wattmètre interne tel que PowerMon2 permet de fournir des profils temporels
de la puissance électrique distincts pour chacune des différentes voies électriques
internes : 3.3 V, 5 V et 12 V. Ceci permet notamment de détecter d’où proviennent
les fluctuations électriques. On pouvait espérer que chaque composant interne soit
alimenté exclusivement par une même ligne interne, mais ce n’était le cas ni pour
Intel_Desktop ni pour AMD_Server.
En somme, grâce à une fréquence de mesure élevée et grâce aux différentes voies
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électriques mesurées, les dispositifs de mesure de la puissance électrique interne
permettent de mieux visualiser certaines ﬂuctuations électriques que les wattmètres
externes sont incapables de relever. Toutefois, une fréquence de mesure élevée n’est
pas toujours nécessaire pour étudier l’évolution de la puissance électrique durant
l’exécution d’un banc d’essai. En outre, la supervision de systèmes distribués à très
grande échelle (comme les supercalculateurs exaﬂopiques) à l’aide des wattmètres
internes n’est pas faisable, spécialement parce que ces équipements ne sont pas faciles
à brancher et que le prix pour chaque noeud est très onéreux (e.g. 2700e pour NI).
Pour mesurer la puissance électrique d’un service applicatif, nous préférons uti-
liser des wattmètres externes plutôt que des wattmètres internes parce que nous
n’avons pas besoin de connaître toutes les petites variations de puissance électriques
étant donné que celles-ci ne sont pas toujours faciles à comprendre. Nous avons donc
plutôt besoin de récupérer une mesure de puissance électrique moyenne qui permet
d’inclure quasiment toutes les ﬂuctuations qui ont eu lieu au cours d’une seconde. En
plus d’être moins chers et plus faciles à brancher, ces équipements externes prennent
en compte la puissance électrique de tous les composants (y compris le bloc d’ali-
mentation et les ventilateurs). Entre OmegaWatt et WattsUp, nous optons pour
OmegaWatt car il est plus précis et coûte moins cher. Il est aussi plus commode
à brancher pour des plates-formes distribuées étant donné qu’un seul équipement
OmegaWatt permet de mesurer les puissances électriques de plusieurs machines
simultanément.
3.3 A-t-on besoin de mesurer la puissance électrique pour
tous les noeuds d’une même grappe ?
Dans cette troisième section de ce chapitre, nous cherchons à savoir si nous
avons besoin de mesurer la puissance électrique pour tous les noeuds d’une même
grappe de calcul. Pour répondre à cette question, nous avons besoin de savoir si les
noeuds d’une même grappe (identiques sur le plan matériel) ont la même puissance
électrique. Nous avons déjà observé dans la section 3.1 qu’il y avaient des diﬀérences
de puissance électrique lors de l’exécution des opérations liées aux deux services
applicatifs étudiés. Dans cette troisième section, nous mettons en évidence à nouveau
ces diﬀérences lors de l’exécution de quelques bancs d’essai et cherchons à identiﬁer
les origines de cette hétérogénéité de la puissance électrique. Pour cette étude, nous
utilisons les trois grappes de calcul présentées précédemment dans la section 3.1.1.
3.3.1 Les machines d’une même grappe ont-elles une puissance
électrique identique ?
Dans cette section, nous mettons en exergue les diﬀérences de puissance élec-
trique entre les noeuds identiques issus d’une grappe homogène (que l’on a déjà pu
observer dans la section 3.1). Dans un premier temps, nous exécutons des bancs d’es-
sai spéciﬁques sur des noeuds provenant d’une grappe homogène donnée. Ensuite,
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nous cherchons à montrer que les premières conclusions faites à propos de la grappe
de calcul considérée peuvent se généraliser à d’autres grappes de calcul. Enfin, nous
expliquons les origines de ces différences en nous appuyant sur l’analyse du compor-
tement électrique de noeuds identiques lorsqu’ils sont au repos : les machines sont
allumées mais n’exécutent rien à part le système d’exploitation.
Nous commençons d’abord par nous demander si les noeuds de calculs provenant
d’une même grappe avaient les mêmes performance. Pour cela, nous avons mesuré
le nombre d’opérations à virgule flottante par seconde 13 caractérisant chaque noeud
des trois grappes considérées, mais nous n’avons trouvé que des différences margi-
nales entre les noeuds d’une même grappe. Les noeuds d’une même grappe présentent
donc les mêmes performance.
Ensuite, nous avons cherché à montrer que les noeuds de calcul provenant d’une
même grappe et exécutant les mêmes bancs d’essai ne consomment pas la même
puissance électrique. Afin de répondre à cette question, nous choisissons la grappe
Sagittaire puisqu’il s’agit de la grappe homogène qui présente le plus grand nombre
de noeuds de calcul. Nous exécutons simultanément sur chaque noeud de calcul de
la grappe Sagittaire différents bancs d’essai qui sollicitent intensément des parties
spécifiques des machines et nous mesurons la puissance électrique de chaque noeud
durant chaque banc d’essai. Parmi les bancs d’essai présentés dans la section 3.2.1.3,
nous en considérons trois en particulier : cpuburn, burnMMX et hdparm qui respecti-
vement sollicitent le processeur, la mémoire RAM et le disque dur. Nous exécutons
chaque banc d’essai en même temps sur tous les noeuds de la grappe afin de s’as-
surer que les conditions environnementales ont été les mêmes durant les mesures de
puissance électrique.
Sur chaque noeud, nous exécutons successivement les scénarios suivants :
1. Tous les coeurs de calcul exécutent cpuburn pendant 60 secondes ;
2. tous les coeurs de calcul exécutent burnMMX pendant 60 secondes ;
3. un seul coeur de calcul exécute hdparm pendant 60 secondes.
La figure 3.21 présente le profil temporel de puissance électrique obtenu sur les
60 noeuds de calcul de la grappe Sagittaire. Elle montre que les profils électriques
des noeuds restent à peu près constants pendant les 60 secondes de cpuburn et pen-
dant celles de burnMMX. Comme nous l’avons vu dans la section 3.2, nous observons
à nouveau les oscillations de la puissance électrique pendant les 60 secondes d’exé-
cution du banc d’essai hdparm. Ceci est dû au fait que ce banc d’essai alterne des
phrases de lectures et des écritures sur le disque dur qui ne nécessitent pas la même
puissance électrique.
De plus, la figure 3.21 montre que les noeuds identiques de la grappe Sagittaire ne
consomment pas la même puissance électrique bien qu’ils exécutent les mêmes bancs
d’essai dans les mêmes conditions environnementales. Pour le banc d’essai cpuburn,
le noeud le moins consommateur affiche une puissance électrique d’environ 225 W
tandis que le plus consommateur nécessite environ 275 W. Cela représente un écart
13. FLOPS : FLoat Operations Per Second
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Figure 3.21 – Puissance électrique des 60 noeuds identiques de la grappe Sagittaire
d’environ 22%. Pour le banc d’essai burnMMX, la puissance électrique varie de 215 W
à 265 W. Quant à hdparm, la puissance électrique varie entre 165 W et 215 W si on
se place au niveau des creux et entre 170 W et 220 W si on considère les pics.
À présent, nous cherchons à savoir si nous observons les mêmes différences en
termes de puissance électrique pour des noeuds issus d’autres grappes homogènes :
Stremi et Taurus. Pour chaque grappe homogène (Sagittaire, Stremi et Taurus),
nous considérons les mêmes scénarios que ceux que nous avons précédemment dé-
crits dans la section 3.1.4 mais pour une durée de 10 minutes afin de relever plus de
points de mesure. Étant donné que les profils électriques des bancs d’essai cpuburn
et burnMMX restent constants pour chacun des noeuds et que hdparm oscille unifor-
mément autour d’une valeur moyenne, nous avons calculé pour chaque noeud, la
puissance électrique moyenne sur les 10 minutes et ce durant chaque scénario.
La figure 3.22 présente les boîtes à moustaches montrant la variabilité de la puis-
sance électrique des noeuds de chaque grappe lorsqu’ils exécutent les bancs d’essai
cpuburn, burnMMX et hdparm. Les boîtes à moustaches représentent les puissances
moyennes des 60 noeuds de Sagittaire, des 42 noeuds de Stremi et des 16 noeuds de
Taurus. Afin de faciliter la comparaison, les boîtes à moustaches sont affichées dans
la même échelle.
Premièrement, la figure 3.22 montre que pendant un banc d’essai donné, la puis-
sance électrique n’est pas la même pour des noeuds identiques issus de différentes
grappes homogènes. Comme nous l’avons précédemment vu dans la section 3.1.4
pour la grappe Sagittaire exécutant cpuburn, la puissance électrique oscille approxi-
mativement entre 225 W pour le noeud le moins consommateur et 275 W pour
le plus consommateur. Cette différence de 50 W est très importante et représente
environ un écart de 22 %.
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Figure 3.22 – Puissance électrique de machines issues de trois différentes grappes
homogènes
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L’étendue des puissances électriques par noeud est aussi très importante pour
la grappe Stremi : la puissance électrique moyenne par noeud exécutant cpuburn
s’échelonne approximativement entre 250 W à 280 W. Cependant, pour la grappe
Taurus, cette étendue n’est pas aussi importante. En effet, la puissance électrique
moyenne par noeud s’étale approximativement entre 235 W et 240 W lorsque tous
les coeurs de calcul de chaque noeud exécutent cpuburn. Nous constatons les mêmes
étendues en ce qui concerne les puissances électriques avec les bancs d’essai burnMMX
et hdparm.
En outre, la figure 3.22 montre que pour un banc d’essai donné, les puissances
électriques des machines d’une même grappe de calcul homogène ne sont pas tou-
jours uniformément réparties sur tout l’intervalle de la puissance électrique. En effet,
la plupart des noeuds issus d’une même grappe homogène ont une puissance élec-
trique proche de la puissance électrique médiane de tous les noeuds. Pour 50% des
noeuds provenant de la grappe Sagittaire et exécutant cpuburn, la puissance élec-
trique moyenne par noeud s’étale approximativement entre 235 W et 245 W. Quant
aux 50% de noeuds restants, la puissance électrique moyenne par noeud lors de l’exé-
cution de cpuburn est en dehors de l’intervalle [235W, 245W]. En ce qui concerne la
grappe Stremi, 50% des noeuds exécutant cpuburn sur tous les coeurs de calcul pré-
sentent une puissance électrique moyenne par noeud se situant approximativement
entre 262 W et 272 W tandis que les 50% des noeuds restants ont des puissances
électriques en dehors de cet intervalle. Toutefois, ce n’est pas vraiment le cas pour la
grappe Taurus dans la mesure où les noeuds semblent être uniformément distribués.
Pour une grappe de machines donnée, nous notons des répartitions similaires de la
puissance électrique moyenne par noeud avec les bancs d’essai burnMMX et hdparm.
Les premières observations que nous avons tirées en ce qui concerne l’étendue et
la distribution de la puissance électrique des noeuds de la grappe Taurus ne sont pas
aussi importantes qu’elles le sont pour les grappes Sagittaire et Stremi. Ceci peut
être dû au fait que cette grappe n’est composée que de 16 machines tandis qu’il y a
42 noeuds dans la grappe Stremi et 60 noeuds dans Sagittaire. Une autre explication
peut être liée à l’âge de la grappe Taurus. En effet, les noeuds de cette grappe ont
été utilisés seulement pendant 9 mois et pour cette raison, ils sont peut-être encore
relativement homogènes sur le plan de la puissance électrique. Nous détaillerons ce
point dans la section 3.3.2.
Enfin, pour une grappe donnée, nous remarquons que la répartition des puis-
sances électriques est presque la même lorsque nous considérons différents bancs
d’essai. En effet, pour une grappe donnée, la répartition des puissances électriques
semble subir une translation sur l’axe des ordonnées lorsque nous passons d’un banc
d’essai à l’autre. Par exemple, avec la grappe Sagittaire, la puissance électrique
moyenne par noeud s’étale approximativement de 225 W à 275 W pour cpuburn,
de 215 W à 265 W pour burnMMX et de 165 W à 215 W pour hdparm. Ainsi, pour la
grappe Sagittaire, nous observons toujours une différence de 50 W quel que soit le
banc d’essai considéré. De la même manière, l’étendue est de 30 W pour Stremi et
de 10 W pour Taurus. Ces dernières observations nous amènent à nous demander
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si cette hétérogénéité de la puissance électrique demeure perceptible même lorsque
les noeuds sont au repos, c’est-à-dire allumés mais n’exécutant rien à l’exception du
système d’exploitation.
À présent, nous analysons la puissance électrique au repos des noeuds issus des
trois différents grappes homogènes. Dans cette optique, nous mesurons pendant 10
minutes la puissance électrique de chaque noeud lorsqu’il est au repos, c’est-à-dire
allumé et n’exécutant rien à part le système d’exploitation.
Pour chaque grappe homogène, nous calculons la puissance électrique moyenne
par noeud durant ces 10 minutes d’inactivité. Nous remarquons sur la figure 3.23 que
la puissance électrique au repos n’est pas la même pour des noeuds identiques issus
d’une même grappe. En effet, la puissance électrique au repos de la grappe Sagittaire
s’échelonne approximativement entre 165 W pour le noeud le moins consommateur
et 215 W pour le plus consommateur. La puissance électrique au repos de la grappe
Stremi s’échelonne approximativement entre 140 W et 170 W, celle de Taurus va
de 95 W à 100W environ. Pour chaque grappe homogène, l’étendue entre les deux
noeuds extrêmes en termes de puissance électrique est la même que celle que nous
avons observée pour les noeuds en activité exécutant un banc d’essai spécifique : 50





























Figure 3.23 – Puissance électrique au repos des noeuds issus de trois différentes
grappes homogènes
Pour chaque grappe homogène, les boîtes à moustaches pour les noeuds au re-
pos semblent être superposables à celles que nous avons observées pour les noeuds
exécutant un banc d’essai donné. Cela signifie que la distribution des puissances
électriques reste identique même avec des noeuds au repos. Par conséquent, l’hété-
rogénéité des noeuds identiques en termes de puissance électrique n’est pas liée à la
nature du programme qu’ils exécutent.
Maintenant que nous savons que des noeuds identiques ne consomment pas la
même puissance électrique lorsqu’ils exécutent un banc d’essai ou lorsqu’ils sont au
repos, nous souhaiterions savoir si les différences de consommation que nous avons
observées lorsque les noeuds exécutent un banc d’essai sont exclusivement dues aux
différences en termes de puissance électrique au repos. Ainsi, pour chaque banc
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Figure 3.24 – Surcoût de puissance électrique des noeuds provenant de trois diffé-
rentes grappes homogènes et exécutant différents programmes
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d’essai, nous soustrayons la puissance électrique au repos à la puissance électrique
consommée pendant l’exécution d’un banc d’essai donné. Nous avons représenté sur
la figure 3.24 ce surcoût de puissance électrique lié à chaque banc d’essai pour les
trois grappes considérées.
La figure 3.24 montre que le surcoût de puissance électrique moyenne par noeud
pendant un banc d’essai spécifique est le même pour tous les noeuds d’une même
grappe homogène. En effet, pour la grappe Sagittaire, ce surcoût de puissance élec-
trique par noeud est constant et vaut environ 62 W pour cpuburn, de 52 W pour
burnMMX et de 5 W pour le banc d’essai hdparm. Cela montre que les différences
de puissance électrique par noeud pendant un programme donné sont presque en-
tièrement dues aux différences en termes de puissance électrique au repos. Nous en
déduisons que nous avons besoin de mesurer la puissance électrique au repos de cha-
cun des noeuds d’une grappe de calcul. Par contre, nous n’avons besoin de mesurer
le surcoût de puissance électrique liée à une opération que pour un seul noeud de
la grappe. Dans la section suivante, nous nous intéressons à analyser pourquoi nous
observons ces différences en termes de puissance électrique au repos alors que les
noeuds sont identiques d’un point de vue matériel.
3.3.2 Quelle est l’origine des différences de puissance électrique au
repos ?
Dans cette section, nous cherchons à trouver une explication aux différences de
puissance électrique au repos. La section 3.3.2.1 présente la méthodologie expéri-
mentale et les sections suivantes détaillent nos investigations successives.
3.3.2.1 Méthodologie expérimentale
Afin de trouver l’origine de telles différences, nous avons extrait de la grappe
Sagittaire deux noeuds dont la puissance électrique est très différente : sagittaire-54
et sagittaire-57 qui respectivement consomment 167 W et 205 W lorsqu’ils sont au
repos (une différence de 38 W).
D’abord, nous avons soupçonné que les conditions de mesure de la puissance élec-
trique n’étaient pas les mêmes pour ces deux noeuds. Nous nous sommes demandés
si ces différences pouvaient être liées aux conditions environnementales, par exemple
à la position des noeuds dans l’armoire des serveurs, ou à un défaut d’étalonnage
de nos wattmètres. Ensuite, nous avons exploré en détails la puissance électrique
interne des différents composants de chacun des deux noeuds. Nous avons permuté
quelques composants internes (blocs d’alimentation, disques durs, et barrettes de
mémoire) des deux noeuds considérés dans l’optique de découvrir ceux qui étaient
hétérogènes en termes de puissance électrique. Enfin, nous avons mesuré la puissance
électrique des processeurs et des ventilateurs les refroidissant en utilisant Power-
Mon2 [Bedard et al., 2010].
La figure 3.25 présente une photographie du dispositif expérimental.
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Figure 3.25 – Noeud sagittaire-54 sur lequel est branché PowerMon2

























































Figure 3.26 – Comparaison des profils électriques de sagittaire-54 et sagittaire-57
obtenues à l’aide de OmegaWatt (à gauche) et WattsUp (à droite)
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3.3.2.2 Conditions environnementales
Nous avons d’abord pensé que même si les conditions expérimentales étaient les
mêmes pendant nos mesures de puissance électrique, la température pouvait ne pas
être uniformément répartie dans la pièce où nous avons effectué nos mesures, et que
la position des noeuds dans l’armoire des serveurs pouvait expliquer les écarts de
puissance électrique de deux noeuds identiques au repos, comme cela a été mentionné
dans les articles [Varsamopoulos et al., 2009, Tang et al., 2007]. Nous avons donc
permuté les positions de ces deux noeuds et mesuré la puissance électrique dans ces
nouvelles positions. Les puissances électriques au repos des deux noeuds n’ont pas
changé et sagittaire-54 est toujours le noeud qui consomme le moins. Dans notre
cas, la position dans l’armoire n’est donc pas la cause des différences de puissance
électrique que nous avons observées.
Notre deuxième hypothèse était que les wattmètres utilisés n’étaient pas éta-
lonnés et que les mesures obtenues sur chaque prise étaient biaisées par rapport
aux consommations réelles. Pour vérifier cela, nous avons utilisé l’autre wattmètre
externe dont nous disposons : WattsUp. La figure 3.26 présente la puissance élec-
trique mesurée par les deux différents wattmètres durant différents bancs d’essai.
Elle montre que les puissances électriques affichées parWattsUp sont sensiblement
les mêmes que celles que nous avons obtenues avec OmegaWatt. Ainsi, ces diffé-
rences en termes de puissance électrique au repos ne sont pas dues aux wattmètres
que nous utilisons.
3.3.2.3 Composants matériels spécifiques
Ensuite, nous avons supposé que ces différences pouvaient provenir des blocs
d’alimentation des noeuds qui auraient pu perdre leur efficacité avec le temps et
générer ainsi quelques fluctuations électriques. Pour cela, nous avons échangé les
blocs d’alimentation électrique de ces deux noeuds et nous avons mesuré la puissance
électrique au repos. Cette dernière est restée la même pour sagittaire-54 et pour
sagittaire-57. Les blocs d’alimentation électrique ne sont donc pas en cause.
Nous avons permuté d’autres composants matériels internes de sagittaire-54 et
de sagittaire-57 : les disques durs et les barrettes de cartes mémoire. Les mesures
de la puissance électrique au repos pour ces deux noeuds sont restées inchangées
après avoir permuté leurs disques durs et leurs barrettes de cartes mémoire. Ainsi,
les différences de puissance électrique au repos ne sont dues ni aux disques durs ni
aux barrettes de cartes mémoire.
3.3.2.4 Analyse de la puissance électrique des processeurs
Nous aurions souhaité échanger les processeurs des deux noeuds mais nous n’avons
pas pu car les processeurs sont collés à la carte mère et leur permutation risquait
d’endommager les noeuds. Au lieu de cela, nous avons utilisé PowerMon2 afin
de mesurer indépendamment les lignes de 12 V qui alimentent les processeurs et
les ventilateurs associés pour les noeuds sagittaire-54 et sagittaire-57. La figure 3.27
montre les profils de puissance électrique établis par les bancs d’essai idle, cpuburn,
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burnMMX et hdparm. Il est important de noter que la puissance électrique interne af-
fichée sur la figure 3.27 inclut seulement celle des processeurs et des ventilateurs
associés. Ceci explique les différences par rapport aux mesures affichées sur la fi-
gure 3.26.


































Figure 3.27 – Puissance électrique des processeurs et des ventilateurs associés des
deux noeuds spécifiques de la grappe Sagittaire pendant l’exécution de différents
bancs d’essai
D’abord, nous remarquons sur la figure 3.27 que lorsque les deux noeuds sont
au repos, la puissance électrique des processeurs et des ventilateurs associés est
approximativement de 118 W pour sagittaire-54 et de 155 W pour sagittaire-57,
soit un écart de 37 W. Nous retrouvons presque la différence de 38 W que nous
avons observée à l’aide de OmegaWatt. Ainsi, nous en concluons que la différence
de puissance électrique est due à la différence de puissance électrique au repos des
processeurs et des ventilateurs associés.
À partir de cette puissance électrique interne, nous observons que la consomma-
tion des processeurs et des ventilateurs associés représente une grande portion de la
puissance électrique totale du noeud, et ce même lorsqu’il est au repos. En effet, elle
est de 118 W (figure 3.27) contre 167 W (figure 3.26) pour tout le noeud sagittaire-
54 et de 155 W contre 205 W pour tout le noeud sagittaire-57. Cela représente un
ratio de 70% pour sagittaire-54 et de 75% pour sagittaire-57.
Considérons que la puissance électrique des processeurs et des ventilateurs asso-






P statiquerepos est la puissance électrique des processeurs et des ventilateurs associés
lorsque le noeud est au repos. ∆P dynamiqueapplication est le surcoût de puissance électrique des
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processeurs et des ventilateurs associés lors de l’exécution d’une application sur le
noeud en question.
Même avec différents bancs d’essai (cpuburn, burnMMX et hdparm), nous obser-
vons encore la différence de 38 W, ce qui confirme que cette différence est constante
quel que soit le programme exécuté par les deux machines. Ainsi, cette différence
de puissance électrique n’est pas due à la part dynamique liée au banc d’essai et
représentée par ∆P dynamiqueapplication mais à la différence en termes de puissance électrique
au repos P statiquerepos des processeurs et des ventilateurs associés.
Les noeuds de la grappe Sagittaire ayant les mêmes performances (mêmes FLOPS ),
il semble donc qu’il n’y a pas de relation de causalité entre l’hétérogénéité de puis-
sance électrique des processeurs et leur performance de calcul.
En raison des fluctuations dans les processus de fabrication, différents proces-
seurs peuvent consommer différemment, même s’ils ont les mêmes caractéristiques
techniques et fonctionnent à la même fréquence. En effet, les noeuds des grappes
Sagittaire et Stremi sont constitués de processeurs AMD contrairement aux noeuds
de la grappe Taurus qui ont des processeurs Intel. Les fluctuations dans les processus
de fabrication ont peut-être un impact plus conséquent sur les processeurs AMD.
De plus, pour les grappes Sagittaire et Stremi, une explication complémentaire est
qu’après certaines défaillances, les processeurs et/ou les ventilateurs chargés de les
refroidir peuvent être usés, engendrant ainsi des puissances électriques hétérogènes.
Ceci peut aussi être dû à une accumulation hétérogène de la poussière. Une der-
nière hypothèse serait qu’une part croissante de la puissance électrique provient des
courants de fuite qui peuvent varier au cours du temps en raison des processus d’éléc-
tromigration [Black, 1969]. Ceci pourrait expliquer le fait que nous observons des
différences significatives en termes de puissance électrique au repos pour la grappe
Sagittaire qui a fonctionné pendant 8 années en comparaison à la grappe Taurus qui
n’a fonctionné que pendant 9 mois. En effet, les différences observées dans la grappe
Taurus sont marginales (environ 5%) et peuvent être dues à l’hétérogénéité dans
les processus de fabrication. Donc, même si l’utilisateur final peut avoir l’impression
de bénéficier d’une grappe complètement homogène, l’hétérogénéité existe au moins
sur le plan électrique.
3.4 Conclusions du chapitre
Dans ce chapitre, nous avons commencé par chercher à mesurer la puissance
électrique des opérations que nous retrouvons dans les services applicatifs de la
tolérance aux pannes et de la diffusion de données. Nous avons exposé notre
méthodologie pour mesurer la puissance électrique lors de ces opérations.
Étant donné que les wattmètres externes utilisés fournissent au mieux une mesure
par seconde, nous avons besoin que le temps d’exécution de l’opération du service
applicatif dont nous souhaitons mesurer la puissance électrique, soit au moins supé-
rieure à une seconde. Pour avoir plusieurs points de mesure, il est nécessaire que ce
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temps d’exécution soit de quelques secondes. Pour ce faire, nous essayons dans un
premier temps de faire varier les paramètres d’exécution afin que l’opération pour
laquelle nous cherchons à mesurer la puissance électrique dure quelques secondes.
Cela a été possible pour la plupart des opérations. Quand cela n’a pas été possible,
nous avons instrumenté l’implémentation du service applicatif afin de répéter spé-
cifiquement l’opération pour laquelle nous voulons mesurer la puissance électrique.
Cela a été nécessaire uniquement pour la synchronisation et pour l’enregistrement
de messages. Par ailleurs, nos mesures de la puissance électrique ont pu montrer que
le nombre de processus déployés par noeud peut faire varier la puissance
électrique consommée par le noeud. Ceci a été le cas lorsque nous avons fait
varier le nombre de processus par noeud qui sont impliqués dans la diffusion de don-
nées (section 3.1.3) ou lorsqu’un nombre variable de coeurs par noeud exécutaient
cpuburn (figure 3.10).
Nous avons été confrontés notamment à deux difficultés. D’une part, il est impor-
tant de choisir un équipement de mesure suffisamment précis pour que les mesures
relevées soient fiables. D’autre part, même s’ils sont identiques, des noeuds d’une
même grappe de calcul ne consomment pas forcément la même puissance électrique
bien qu’ils exécutent exactement les mêmes opérations.
Pour choisir le bon équipement de mesure, nous avons étudié et comparé diffé-
rents dispositifs de mesures externes et internes mesurant la puissance électrique à
des fréquences plus ou moins importantes. Nous avons d’abord démontré qu’il n’est
pas facile d’obtenir des mesures électriques très précises même avec des équipements
de mesure affichant une précision élevée dans leurs caractéristiques techniques. Nous
avons montré qu’une fréquence de mesure élevée n’est pas toujours nécessaire pour
étudier l’évolution de la puissance électrique durant l’exécution d’une application
donnée.
Dans notre cas, nous optons pour le wattmètre externe OmegaWatt
car il est capable de fournir une mesure de puissance électrique moyenne qui com-
prend toutes (ou quasiment toutes) les fluctuations qui ont eu lieu au cours d’une
seconde. En plus d’être moins chers et plus faciles à brancher, les équipements ex-
ternes prennent en compte la puissance électrique de tous les composants (y compris
le bloc d’alimentation et les ventilateurs). De plus, nous optons pour OmegaWatt
plutôt que WattsUp dans la mesure où il est plus précis et est aussi plus commode
à brancher pour des plates-formes distribuées étant donné qu’un seul équipement
OmegaWatt permet de mesurer les puissances électriques de plusieurs machines
simultanément.
Enfin, l’étude de la puissance électrique de noeuds issus d’une même grappe de
calcul a permis de montrer que même s’ils sont constitués des mêmes composants
matériels, des noeuds identiques peuvent avoir une puissance électrique hétérogène.
Cette étude nous a montré deux résultats importants. D’une part, l’hétérogénéité
électrique des noeuds identiques d’une même grappe est due principale-
ment aux différences de la puissance électrique de ces noeuds lorsqu’ils
sont au repos. D’autre part, le surcoût dynamique de la puissance élec-
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trique qui est dû à l’exécution d’une d’application (ou une partie) est
homogène pour des noeuds identiques issues d’une même grappe. Une
méthodologie expérimentale nous a permis de détecter que cette hétérogénéité de la
puissance électrique au repos provenait principalement des processeurs et des ven-
tilateurs chargés de les refroidir. Cette méthodologie nous a également permis de
constater que les performances des noeuds ne sont pas affectées par cette hétérogé-
néité électrique, étant donné que ces noeuds ont les mêmes performances (i.e.,
mêmes FLOPS).
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4.5 Conclusions du chapitre
Le chapitre précédent nous a appris qu’il est difficile de mesurer précisément
la consommation énergétique d’une application ou d’un service applicatif s’exécu-
tant sur une plate-forme distribuée à très large échelle. Bien que certains dispositifs
puissent y surmonter cette difficulté, la mesure de la consommation énergétique né-
cessite toujours d’exécuter l’application ou le service applicatif à très grande échelle
et ceci dans tous les contextes d’exécution. Afin de réduire le nombre de mesures,
nous devons être capable d’estimer de façon précise la consommation énergétique
du service applicatif, et ce pour n’importe quel contexte d’exécution et pour n’im-
porte quelle plate-forme expérimentale. L’intérêt de cette estimation est d’évaluer
la consommation énergétique d’un service applicatif sans avoir à le pré-exécuter
dans chaque contexte d’exécution, et ce dans l’optique d’être en mesure de
choisir la version de ce service qui consomme le moins d’énergie.
Afin que les estimations énergétiques soient adaptées à la plate-forme d’exécu-
tion, nous avons besoin de collecter un ensemble de mesures de la puissance électrique
des noeuds de la plate-forme lors des différentes opérations qui composent un service
applicatif. Or, le chapitre précédent nous a appris que les noeuds d’une même grappe
peuvent avoir une puissance électrique au repos hétérogène mais qu’ils ont le même
surcoût dynamique de la puissance électrique lié à l’exécution d’une d’application
(ou une partie). Nous en déduisons que nous avons besoin de mesurer la puis-
sance électrique au repos de chacun des noeuds d’une grappe de calcul
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mais que nous n’avons besoin de mesurer le surcoût de puissance élec-
trique liée à une opération que pour chaque type de noeuds. Par ailleurs,
pour estimer la consommation énergétique en fonction de la plate-forme d’exécu-
tion, nous avons également besoin de mesurer le temps d’exécution de chacune des
opérations sur cette plate-forme. Or, le chapitre précédent nous a appris que les
noeuds d’une même grappe étaient homogènes en termes de performances. Nous en
déduisons que nous n’avons besoin de mesurer le temps d’exécution lié à
une opération que pour chaque type de noeuds. Nous appelons calibration
le processus qui consiste à orchestrer la prise de ces mesures de puissance électrique
et de temps d’exécution. Afin que nos estimations énergétiques soient conformes au
contexte d’exécution, notre approche d’estimation repose également sur une descrip-
tion des paramètres d’exécution fournie par l’utilisateur.
Dans ce chapitre, nous expliquons notre méthodologie d’estimation depuis l’iden-
tification des opérations du service applicatif jusqu’aux modèles d’estimation énergé-
tique de ces opérations, en passant par une description de la calibration et des para-
mètres d’exécution dont nous avons besoin. Nous appliquons chaque étape de notre
méthodologie aux protocoles de tolérance aux pannes [Diouri et al., 2013e, Diouri
et al., 2013h,Diouri et al., 2013f] et aux algorithmes de diffusion de données [Diouri
et al., 2013g] que nous avons considérés dans le chapitre précédent. Dans la section
4.1, nous identifions les différentes opérations pour les deux services applicatifs étu-
diés. La section 4.2 présente notre méthodologie pour calibrer la puissance électrique
et le temps d’exécution des opérations identifiées. La section 4.3 montre comment
nous estimons la consommation énergétique des différentes opérations en nous ap-
puyant sur la calibration et les différents paramètres d’exécution. Dans la section
4.4, nous évaluons la précision des estimations pour chacun des deux services ap-
plicatifs en les confrontant aux mesures énergétiques réelles. La section 4.5 présente
les conclusions du chapitre.
4.1 Identification des opérations
La première étape de notre méthodologie consiste à identifier les différentes opé-
rations que nous retrouvons dans les différentes versions d’un service applicatif. Une
opération est une tâche que le service applicatif peut devoir effectuer plusieurs fois
pendant l’exécution d’une application. Dans les sections 4.1.1 et 4.1.2, nous identi-
fions les différentes opérations des services de la tolérance aux pannes et de la dif-
fusion de données. Dans la section 4.2, nous présenterons les différents paramètres
dont dépend la consommation énergétique des opérations liées à la tolérance aux
pannes et à la diffusion de données.
4.1.1 Cas de la tolérance aux pannes
Comme nous l’avons décrit dans le chapitre 1 et également dans la section 3.1.2,
nous étudions les deux grandes familles de protocoles de tolérance aux pannes : les
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protocoles coordonnés et les protocoles non coordonnés. Pour chacune de ces deux
familles, nous distinguons deux grandes phases : d’une part, la sauvegarde de points
de reprise qui a lieu pendant le fonctionnement normal (i.e., sans pannes) d’une
application ; et d’autre part, la récupération de points de reprise qui a lieu à chaque
fois qu’une panne se produit. Dans notre étude, nous nous sommes focalisés sur la
phase de sauvegarde de points de reprise.
Nous considérons une application utilisant le protocole de tolérance aux pannes
qui est exécutée sur N noeuds avec p processus par noeud et que le nombre de pro-
cessus par noeud est identique pour les N noeuds. Dans les protocoles de tolérance
aux pannes, nous identifions les opérations suivantes :
– Sauvegarde de points de reprise : réalisée par les protocoles coordonnés et les
protocoles non coordonnés, cette opération consiste à sauvegarder une image
instantanée de l’état courant de l’application. Cette sauvegarde peut être uti-
lisée plus tard pour redémarrer l’exécution de l’application en cas d’une dé-
faillance. Dans notre étude, nous considérons la sauvegarde de points de reprise
au niveau système et non pas au niveau applicatif. Un tel choix se justifie par
le fait que toutes les applications n’intègrent pas une sauvegarde globale de
points de reprise. De plus, la sauvegarde au niveau applicatif ne permet pas
de choisir l’intervalle de temps optimal entre deux points de reprise successifs.
Nous avons utilisé la sauvegarde de points de reprise fournie par la librairie
BLCR (Berkeley Lab Checkpoint/Restart) qui est disponible dans l’implémen-
tation MPICH2. Dans la sauvegarde de points de reprise, l’opération de base
est l’écriture du point de reprise de taille Vdata sur un support de stockage
donné. Dans notre étude, nous considérons que les points de reprise sont sau-
vegardés sur le disque dur local de chaque noeud.
– Enregistrement de messages : réalisée dans les protocoles non coordonnés, cette
opération consiste à sauvegarder sur un support de stockage donné (mémoire
RAM, disque dur local, serveur de stockage distant, etc.) les messages envoyés
par chaque processus. En cas de panne, l’enregistrement des messages permet
de redémarrer seulement les processus défaillants. Pour l’enregistrement de
messages, l’opération de base est l’écriture d’un message de taille Vdata sur un
support de stockage donné. Dans notre étude, nous considérons la mémoire
RAM et le disque dur.
– Coordination : réalisée dans les protocoles coordonnés, cette opération consiste
à synchroniser les processus juste avant de procéder à la sauvegarde des points
de reprise. Si certains processus ont encore des messages en cours de trans-
mission au moment de la coordination, tous les autres processus restent en
attente active jusqu’à ce que les messages soient transmis et reçus. Ceci per-
met de s’assurer qu’il n’y aura pas de messages orphelins : messages qui ont été
reçus avant la sauvegarde de points de reprise mais qui n’ont pas été envoyés.
Quand il ne reste plus de messages en cours de transmission, tous les pro-
cessus échangent un message de synchronisation. Dans la coordination, nous
pouvons identifier deux sous-opérations qui sont l’attente active durant l’envoi
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des messages de taille Vdata en cours de transmission et la synchronisation de
tous les N × p processus qui a lieu lorsqu’il n’y a plus de message en cours de
transmission.
4.1.2 Cas de la diffusion de données
Nous étudions les quatre algorithmes de diffusion de données que nous avons dé-
crits dans la section 3.1.3 à savoir les deux algorithmes utilisés dans MPI MPI/SAG
et MPI/Pipeline et les deux algorithmes hybrides (MPI + OpenMP) Hybrid/SAG
et Hybrid/Pipeline.
Nous rappelons que dans les deux algorithmes hybrides, le processus racine de
diffusion de données utilise MPI pour diffuser la donnée à un processus MPI maître
par noeud. Ensuite, chaque processus MPI maître utilise OpenMP pour partager la
donnée diffusée avec tous les autres processus qui se trouvent dans le même noeud :
la routine utilisée dans OpenMP est CopyPrivate.
Nous considérons une diffusion de données de taille Vdata entre N noeuds avec
p processus par noeud. Nous supposons que le nombre p de processus par noeud
est identique pour les N noeuds. La figure 4.1 présente les quatre algorithmes de
diffusion de données que nous considérons et montre les tailles des messages échangés
entre les différents processus.
Dans ces quatre algorithmes, nous identifions les opérations suivantes :
– Scatter : cette opération consiste à diviser la donnée en plusieurs petits frag-
ments dont le nombre est égal au nombre total de processus et à envoyer chacun
des fragments à chaque processus correspondant en utilisant une topologie en
arbre binomial. Cette opération est utilisée dans MPI/SAG et Hybrid/SAG.
– AllGather : cette opération consiste à effectuer un échange total des fragments
de données envoyés lors du Scatter en utilisant une topologie réseau en anneau.
À la fin de cette opération, tous les processus auront la totalité de la donnée
diffusée. Cette opération est utilisée dans MPI/SAG et Hybrid/SAG.
– Pipeline : cette opération consiste à découper un message initial en un nombre
arbitraire de paquets (appelés chunks) qui sont acheminés en pipeline. Sur la
figure 4.1, ce nombre de paquets est noté C. Cette opération est utilisée dans
MPI/Pipeline et Hybrid/Pipeline.
– CopyPrivate : cette opération consiste à copier une donnée stockée dans une
variable d’un processus vers les variables correspondantes dans les autres pro-
cessus qui se trouvent sur le même noeud. Cette opération est utilisée dans
Hybrid/SAG et Hybrid/Pipeline.
4.2 Méthodologie de calibration énergétique
Pour estimer la consommation énergétique de ces opérations, il faut prendre en
compte un grand nombre de paramètres :
– paramètres liés au service ou à l’application : intervalle de temps entre la
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Figure 4.1 – Algorithmes de diffusion des données et opérations associées
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sauvegarde de deux points de reprise, volume de données à diffuser, nombre
de processus, nombre et taille des messages échangées par chaque processus,
type de support utilisé pour le stockage (mémoire, disque dur local, disque dur
distant, etc.), volume des données écrites ou lues par chaque processus, etc.
– paramètres liés à la plate-forme d’exécution : nombre de noeuds, nombre de
processeurs par noeud, nombre de coeurs par processeur, système d’exploita-
tion, topologie réseau, architecture mémoire, technologies réseau (Infiniband,
Gigabit Ethernet, solutions propriétaires, etc), type de disques durs (SSD,
SATA, SCSI, etc), etc.
Nous considérons qu’un paramètre est une variable de l’estimateur seulement si
une variation de ce paramètre peut faire varier considérablement la consommation
énergétique pendant que tous les autres paramètres restent fixés. Il est nécessaire
de procéder à une calibration de la plate-forme en prenant en compte tous les para-
mètres pour estimer la consommation énergétique.
La consommation énergétique dépend fortement du matériel utilisé par la plate-
forme d’exécution. Par exemple, la consommation énergétique de la sauvegarde de
points de reprise dépend du type de support de stockage utilisé (SSD, SATA, SCSI,
etc.), de la vitesse de lecture et d’écriture et du temps d’accès à la ressource. Le
processus de calibration consiste à collecter une base de connaissances sur l’énergie
consommée par les différentes opérations identifiées, et ce en tenant compte du maté-
riel utilisé dans le supercalculateur. Nous récupérons les informations énergétiques
sur les opérations identifiées en exécutant un ensemble de bancs d’essai qui per-
mettent de collecter un ensemble de mesures de la puissance électrique et du temps
d’exécution des différentes opérations. Le but de cette calibration énergétique est
d’adapter les évaluations issues des modèles théoriques d’estimation en fonction du
matériel utilisé, et ce dans une perspective de rendre précises nos estimations éner-
gétiques sur n’importe quel supercalculateur, quelles que soient ses caractéristiques.
Bien que cette base de connaissances puisse avoir une taille considérable, il est à
noter que nous n’avons besoin de procéder à une calibration énergétique que très oc-
casionnellement, par exemple quand il y a un changement de matériel (par exemple,
en raison du changement d’un disque dur).
Pour estimer la consommation énergétique d’un noeud effectuant une opération
op, nous avons besoin de connaître la puissance électrique du noeud lors de l’exé-
cution de op ainsi que le temps d’exécution cette opération. Le chapitre précédent
nous a appris que les noeuds d’une même grappe étaient homogènes en termes de
performances. Nous en déduisons que nous n’avons besoin de mesurer et d’estimer
le temps d’exécution liée à une opération que pour chaque type de noeuds. Ainsi,
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top est le temps requis pour réaliser l’opération op par un type de noeuds.
ρNoeudiop est la puissance électrique du noeud i pendant top.
ρ
Switchj
op est la puissance électrique du commutateur réseau j pendant top.
Par conséquent, pour calibrer la consommation énergétique, nous avons besoin
d’un calibrateur de la puissance électrique décrit dans la section 4.2.1 et d’un cali-
brateur du temps d’exécution décrit dans la section 4.2.2.
4.2.1 Calibration de la puissance électrique ρop
Nous avons vu dans le chapitre précédent que la puissance électrique d’un noeud
i exécutant une opération op se décomposait en une partie statique, ρNoeudirepos , qui est
la puissance électrique du noeud i lorsqu’il est au repos et d’une partie dynamique
∆ρNoeudiop qui est le surcoût de puissance électrique lié à l’opération op . Dans le
chapitre précédent, nous avons montré que ρNoeudirepos peut être différente même pour
des noeuds identiques issus de grappes homogènes. Par conséquent, nous relevons la
mesure de ρNoeudirepos pour chaque noeud i. Le chapitre précédent nous a aussi permis
de montrer que ∆ρNoeudiop est le même pour des noeuds identiques exécutant la même
opération op. En effet, nous avons vu que la partie dynamique de la puissance
électrique ∆ρNoeudiop ne présentait quasiment pas d’hétérogénéité électrique pour des
noeuds issus d’une même grappe homogène. En conséquence, une seule fois pour
chaque type de noeuds, nous mesurons ∆ρNoeudiop , et ce pour chaque opération op.
Dans le chapitre précédent, nous avons aussi vu que le nombre p de proces-
sus utilisés par noeud pouvait faire varier la puissance électrique consommée par
le noeud. Nous devons donc mesurer ρNoeudiop (p) pour chaque opération op et pour
différentes valeurs de p. Ainsi, la puissance électrique ρNoeudiop (p) d’un noeud i lors
d’une opération op utilisant p processus de ce noeud :





De façon analogue, la puissance électrique ρSwitchjop d’un commutateur réseau j








repos ) est la puissance électrique d’un noeud i (ou d’un commutateur
réseau j) lorsqu’il est au repos (i.e., allumé mais n’exécutant rien à part le système
d’exploitation) et ∆ρNoeudiop (ou ∆ρ
Switchj
op ) est le surcoût de puissance électrique dû
à l’exécution de l’opération op.
Pour calculer ∆ρNoeudop (p) (ou ∆ρSwitchop ), nous mesurons ρNoeudiop (p) (ou ρ
Switchj
op )
pour un noeud donné i (ou pour un switch j) et nous soustrayons la partie statique
de la puissance électrique qui correspond à la puissance électrique au repos du noeud
i (ou du switch j). Nous mesurons ρNoeudiop (p) (ou ρ
Switchj
op ) de la même manière que
présentée dans le chapitre précédent, dans la section 3.1.1 (c’est-à-dire en faisant
durer l’opération quelques secondes). Il s’agit donc d’un surcoût moyen de puissance
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électrique puisqu’il est calculé à partir de la moyenne de plusieurs mesures (une
chaque seconde).
Or, ρNoeudiop (p) et donc ∆ρNoeudop (p) peuvent varier en fonction du nombre p de
processus utilisés par le noeud i. Nous avons donc besoin de calculer ∆ρNoeudop (p) et
donc de mesurer ρNoeudiop (p) pour différentes valeurs de p afin d’être capable d’estimer
∆ρNoeudop (p) pour un nombre p de processus exécutant l’opération op. Pour cela, nous
devons être en mesure de savoir comment évolue ∆ρNoeudop (p) en fonction de p (et ce
pour chaque type de noeuds). Il s’agit d’une information que nous ne connaissons
pas à priori.
Pour cela, nous nous appuyons sur quatre modèles possibles présentés dans le
tableau ci-dessous :
linéaire ∆ρNoeudop (p) = αp+ β
logarithmique ∆ρNoeudop (p) = αln(p) + β
puissance ∆ρNoeudop (p) = βpα
exponentiel ∆ρNoeudop (p) = αp + β
Pour chaque type de noeuds, nous mesurons ∆ρNoeudop (p) pour cinq valeurs de
nombre de processus :
– le plus petit p possible noté pmin, c’est-à-dire 1 ;
– le plus grand p possible noté pmax, qui correspond au nombre de coeurs dispo-
nibles sur le noeud ;
– le nombre p médian noté p2 qui correspond à la moitié du nombre de coeurs
disponibles sur le noeud ;
– le nombre p1 qui se situe au milieu de l’intervalle [pmin ; p2] ;
– le nombre p3 qui se situe au milieu de l’intervalle [p2 ; pmax]
Ensuite, nous déterminons grâce à la méthode des moindres carrés [Rao et al.,
1999] les coefficients (α et β) de chacun des quatre modèles en nous basant sur les
cinq valeurs de ∆ρNoeudop (p) mesurées. Nous calculons le coefficient de détermination
R2 correspondant à chacun des quatre modèles ajustés obtenus avec la méthode
des moindres carrés. Nous considérons que ∆ρNoeudop (p) évolue selon le modèle ajusté
pour lequel le coefficient de détermination est le plus grand (i.e., c’est-à-dire le plus
proche de 1).
Pour nos mesures de ∆ρNoeudop (p) (déduites grâce aux mesures de ρNoeudiop (p)), nous
utilisons un wattmètre externe capable de nous fournir des mesures de puissances
électriques moyennes avec une fréquence suffisamment élevée (1 Hz). Nous avons
montré dans le chapitre précédent qu’OmegaWatt respectait bien ces critères.
4.2.2 Calibration du temps d’exécution top
Selon l’opération considérée, top dépend d’un ou plusieurs paramètres. Nous sup-
posons que l’on est capable d’identifier facilement ces paramètres grâce une connais-
sance des opérations (comme nous avons pu le faire pour les opérations identifiées
liées à la tolérance aux panne et à la diffusion de données). Afin de prendre en compte
les éventuels effets de congestion, nous considérons que le nombre p de processus du
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même noeud effectuant simultanément la même opération op est un paramètre à
prendre en compte pour notre calibration de top. Par exemple, ceci peut-être le cas
si plusieurs processus d’un même noeud essaient d’écrire des données simultanément
sur le disque dur local.
Pour calibrer top, nous avons besoin de mesurer le temps d’exécution en fai-
sant varier les différents paramètres. Pour cela, nous mesurons top pour cinq valeurs
uniformément réparties entre le minimum et le maximum possible pour chaque pa-
ramètre (tout en fixant tous les autres paramètres). Les cinq valeurs de chaque pa-
ramètre sont choisies de façon analogue à ce que nous avons présenté précédemment
avec le paramètre p pour la calibration de ∆ρNoeudop (p).
Deux cas se présentent :
1. Cas "avec modèle connu" : Soit nous connaissons un modèle selon lequel top
évolue par rapport au(x) paramètre(s). Nous pouvons le connaître à partir de
la littérature, grâce à la connaissance de l’algorithme utilisé dans l’opération op
ou de la ressource sollicitée par l’opération op. Dans ce cas, nous déterminons
les coefficients du modèle théorique grâce à la méthode des moindres carrés
[Rao et al., 1999] en nous basant sur les cinq valeurs de chaque paramètre.
2. Cas "sans modèle connu" : Soit nous ne savons pas comment évolue top en
fonction du (ou des) paramètre(s). Dans ce cas, pour chaque paramètre, nous
procédons à la détermination du modèle ajusté par la méthode des moindres
carrés en fonction de ce paramètre de façon analogue à ce que nous avons
présenté pour la calibration de ∆ρNoeudop (p), c’est-à-dire en nous appuyant sur
les quatre modèles (linéaire, logarithmique, puissance et exponentiel).
Pour mesurer top, nous instrumentons le code de l’algorithme ou du protocole
relatif à l’opération op, de manière à l’encadrer par deux instructions permettant
de relever le temps de début et de fin de l’opération permettant ainsi de déduire le
temps d’exécution correspondant. Afin de nous assurer que la calibration du temps
d’exécution est précise, nous réalisons chaque mesure 30 fois et nous gardons seule-
ment la valeur moyenne sur les 30 mesures.
4.2.2.1 Cas de la tolérance aux pannes
Dans cette section, nous décrivons les modèles utilisés pour les temps d’exécution
de chaque opération des protocoles de tolérance aux pannes. Pour chaque opération
op, top dépend de différents paramètres. Nous rappelons que la calibration de top
n’est nécessaire que pour chaque type de noeuds. En d’autres termes, nous n’avons
pas besoin de calibrer top sur tous les noeuds quand ils sont tous identiques.
Pour chaque type de noeuds, le temps tsauvegarde requis pour sauvegarder un point
de reprise de taille Vdata est :
tsauvegarde(p, Vdata) = tacces(p) + ttransfert(p, Vdata) = tacces(p) +
Vdata
rtransfert(p)
De façon analogue, le temps tenregistrement requis pour enregistrer un message de
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taille Vdata est :
tenregistrement(Vdata) = tacces + ttransfert(Vdata) = tacces +
Vdata
rtransfert
p est le nombre de processus au sein d’un même noeud qui essaient simultanément
de sauvegarder des points de reprise. tacces est le temps requis pour accéder au
support de stockage où le point de reprise devra être sauvegardé ou bien le message
enregistré. ttransfert est le temps requis pour écrire une donnée de taille Vdata sur le
support de stockage. rtransfert est le débit de transmission en écriture du support de
stockage.
Dans le cas de la sauvegarde des points de reprise, tacces et rtransfert (et donc
ttransfert) dépendent du nombre p de processus par noeud car les p processus sau-
vegardent leurs points de reprises simultanément sur le même support de stockage
du fait que la fréquence de sauvegarde de points de reprise soit la même pour tous
les processus d’une application. En ce qui concerne l’enregistrement de messages, un
message n’est enregistré sur un support de stockage qu’une fois qu’il a été envoyé par
un processus du noeud à travers l’interface réseau utilisée par le noeud. Ainsi, si plu-
sieurs processus du noeud essaient d’envoyer des messages, il y aura une congestion
au niveau de l’interface réseau et le temps d’envoi du message en cours recouvrera
le temps d’enregistrement du message précédemment envoyé. En d’autres termes,
cela signifie que nous considérons que l’on ne peut pas se retrouver dans un cas où
plusieurs messages sont enregistrés simultanément par les p processus du noeud. Par
conséquent, dans le cas de l’enregistrement de messages, tacces et rtransfert (et donc
ttransfert) ne dépendent pas du nombre p de processus par noeud.
Comme expliqué dans la section 4.2.2, nous mesurons tsauvegarde en considérant
les deux paramètres p et Vdata. Nous disposons du modèle théorique de tsauvegarde en
fonction de Vdata donc pour ce paramètre, nous procédons à la détermination des
coefficients du modèle théorique comme expliqué dans le cas "avec modèle connu"
(section 4.2.2). Pour le paramètre p, nous ne disposons pas de modèle théorique
donnant tsauvegarde en fonction de p et procédons donc comme cela est expliqué dans
le cas "sans modèle connu" (section 4.2.2). En ce qui concerne tenregistrement, il ne
dépend que de Vdata et nous disposons du modèle théorique donnant tenregistrement en
fonction de ce paramètre. Nous procédons donc comme expliqué dans le cas "avec
modèle connu".
Nous calibrons tsauvegarde et tenregistrement par rapport aux différents supports de
stockage disponibles sur chaque noeud de la plate-forme (mémoire RAM, disque dur
local, disque flash SSD, etc.).
Comme nous considérons uniquement la sauvegarde de points de reprise au ni-
veau système, le protocole coordonné requiert une coordination entre tous les pro-
cessus. Le temps d’une coordination entre tous les processus est :
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p est le nombre de processus du noeud i qui essaient d’effectuer la coordination.
tsynchro(N, p) est le temps requis pour échanger un marqueur de synchronisation
entre tous les processus. tsynchro(N, p) dépend du nombre de noeuds et du nombre
de processus par noeud impliqués dans la synchronisation.
Nous ne disposons pas de modèle théorique pour tsynchro(N, p) ni en fonction de
N ni en fonction de p. Pour sa calibration, nous procédons donc comme cela est
expliqué dans le cas "sans modèle connu" (section 4.2.2).
tattente(Vdata) est le temps nécessaire pour finir d’émettre les messages en cours
de transmission au moment de la coordination. En d’autres termes, tattente(Vdata) est
égal au temps requis pour transférer le message le plus volumineux de l’application.
Rtransfert est le débit de transmission dans l’infrastructure réseau utilisée pour la
plate-forme. En ce qui concerne tattente(Vdata), nous disposons d’un modèle théorique
donnant tattente(Vdata). Pour sa calibration, nous procédons donc comme dans le cas
"avec modèle connu" pour le paramètre Vdata.
4.2.2.2 Cas de la diffusion de données
Dans cette section, nous décrivons les modèles de temps d’exécution que nous
considérons pour chaque opération op. Pour chaque opération op, top dépend de
plusieurs paramètres.
Dans [Wadsworth and Chen, 2008], les auteurs présentent des modèles théoriques
pour les temps d’exécution des opérations Scatter, AllGather et Pipepline. Cepen-
dant ces modèles considèrent qu’il n’y a qu’un seul processus par noeud. Nous avons
ajusté les modèles théoriques présentés dans [Wadsworth and Chen, 2008] afin de
tenir compte du nombre p de processus par noeud (voir figure 4.1).
Ainsi, le temps requis pour effectuer un Scatter, un AllGather ou un Pipe-
pline d’un volume de données Vdata parmi N noeuds avec p processus par noeud
est :
tScatter(N, p, Vdata) = tAllGather(N, p, Vdata)
= (TSnet(N, p) +
Vdata
Rnet(N, p)
) · Np− 1
Np
tPipeline(N, p, Vdata) = (TSnet(N, p) +
Vdata
Rnet(N, p)
) · C +Np− 2
C
TSnet(N, p) est le temps nécessaire pour démarrer le lien réseau et Rnet(N, p) est
le débit de transfert pour transmettre un volume de données Vdata. C est le nombre
de pièces (de tailles égales) en lesquelles est découpée la donnée dans MPI/Pipeline.
Il est égal au volume total de données à diffuser divisé par la taille de chaque pièce
de donnée. Ainsi, la taille de chaque pièce et donc C dépend de l’implémentation
choisie pour l’algorithme MPI/Pipeline.
En ce qui concerne tScatter, tAllGather et tPipeline, nous disposons des modèles théo-
riques en fonction des paramètres N , p et Vdata. Par conséquent, pour la calibration
des temps d’exécution de ces opérations, nous procédons comme expliqué dans le
cas "avec modèle connu" (section 4.2.2).
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Le temps nécessaire pour copier une donnée vers tous les processus se trouvant
sur un même noeud est une fonction du nombre de processus par noeud p et du
volume de données à copier Vdata :
tCopyPrivate(p, Vdata) = tacces(p) +
Vdata
rtransfert(p)
tacces est le temps nécessaire pour accéder à la mémoire RAM dans laquelle la
donnée Vdata est présente suite à une opération de AllGather ou Pipeline. rtransfert est
le débit de transmission pour copier une donnée en mémoire RAM. Comme expliqué
dans la section 4.2.2, nous mesurons tCopyPrivate en considérant les deux paramètres p
et Vdata. Nous disposons du modèle théorique de tCopyPrivate en fonction de Vdata donc
pour ce paramètre, nous procédons à la détermination des coefficients du modèle
théorique comme expliqué dans le cas "avec modèle connu" (section 4.2.2). Nous ne
disposons pas de modèle théorique donnant tCopyPrivate en fonction de p et procédons
donc comme cela est expliqué dans le cas "sans modèle connu" (section 4.2.2).
4.3 Méthodologie d’estimation énergétique
Nous avons précédemment décrit comment nous réalisons la calibration énergé-
tique. Une fois que le calibration est faite, l’estimateur est capable de fournir des
estimations de l’énergie consommée par les différentes opérations identifiées dans
chaque service étudié. La figure 4.2 montre les composants logiciels liés à l’estima-
tion de la consommation énergétique.





Estimations énergétiques des 







Figure 4.2 – Estimation de services applicatifs grâce à la calibration
Nous pouvons maintenant décrire comment estimer l’énergie consommée par
chacune des opérations identifiées. Pour cela, nous détaillons les informations né-
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cessaires : les paramètres fournis par l’utilisateur et les données mesurées par notre
calibrateur.
Une fois que l’administrateur a fourni les paramètres matériels de la plate-forme,
le calibrateur effectue les différentes mesures nécessaires pour constituer la base de
connaissances sur les puissances électriques et les temps d’exécution des différentes
opérations identifiées. Ensuite, en s’appuyant sur les résultats de calibration et sur
une description de l’application (volume de données à diffuser, taille mémoire de
l’application, etc.) et de l’environnement d’exécution (nombre de noeuds, liste des
noeuds utilisés, nombre de processus par noeud, etc.) fournie par l’utilisateur, l’es-
timateur calcule la consommation énergétique des différentes versions du service
applicatif.
Les paramètres que nous récupérons de l’utilisateur pour l’estimation dépendent
de chacune des opérations à estimer. Dans le cas où ces paramètres correspondent
à des valeurs que nous avons déjà mesurées lors de la calibration, l’estimation uti-
lise directement ces valeurs pour calculer l’énergie consommée par l’opération en
question. Si ce n’est pas le cas, c’est-à-dire s’il manque des points de mesure dans
le calibrateur, l’estimateur s’appuie sur les modèles ajustés grâce à la méthode des
moindres carrés [Rao et al., 1999] lors de la calibration. Dans les sections 4.3.1 et
4.3.2, nous détaillons respectivement, comment cette méthode s’applique au service
de tolérance aux pannes et au service de diffusion de données.
4.3.1 Cas de la tolérance aux pannes
Cette section décrit comment nous estimons l’énergie consommée par chacune
des opérations identifiées dans les protocoles de tolérance aux panne. Pour cela, nous
détaillons les informations nécessaires : les paramètres fournis par l’utilisateur et les
données mesurées par notre calibrateur.
4.3.1.1 Sauvegarde de points de reprise
Afin d’estimer la consommation énergétique de la sauvegarde de points de reprise,
l’estimateur récupère de l’utilisateur la taille mémoire totale requise par l’application
à exécuter, le nombre N de noeuds et le nombre p de processus par noeud. À partir
de ces informations, l’estimateur calcule la taille mémoire moyenne V moyenmemoire requise
par chaque processus (taille mémoire totale divisée par le nombre de processus). En-
suite, l’estimateur récupère du calibrateur le surcoût moyen de puissance électrique
∆ρsauvegarde(p), le temps tsauvegarde(p, V moyenmemoire) selon les modèles ajustés grâce à la
méthode des moindres carrés dans l’étape de la calibration. Il récupère également la
mesure ρNoeudirepos pour chaque noeud i. Nous notons respectivement par ξ
Noeudi
sauvegarde(p)
et ρNoeudisauvegarde(p) la consommation énergétique et la puissance électrique moyenne de
chaque noeud i réalisant une sauvegarde de points de reprise. L’estimation de la
consommation énergétique d’une seule sauvegarde de points de reprise est donnée
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4.3.1.2 Enregistrement de messages
Pour estimer la consommation énergétique de l’enregistrement de messages, l’es-
timateur récupère de l’utilisateur le nombre N de noeuds, le nombre p de processus
par noeud, le nombre et la taille totale de l’ensemble des messages envoyés pendant
l’application qu’il souhaite exécuter. Grâce à ces informations, l’estimateur calcule
le volume moyen de données V moyendata envoyées et donc enregistrées sur chaque noeud
(taille totale de l’ensemble des messages envoyés divisée par le nombre N de noeuds).
Ensuite, l’estimateur récupère du calibrateur le surcoût moyen de puissance élec-
trique ∆ρenregistrement, le temps tenregistrement(p, V moyendata ) selon les modèles ajustés
grâce à la méthode des moindres carrés dans l’étape de la calibration. Il récupère
également la mesure ρNoeudirepos pour chaque noeud i.
L’estimation de la consommation énergétique de l’opération d’enregistrement de






















Nous rappelons que la coordination se décompose en deux phases : la phase
d’attente d’envoi des messages en cours suivie de la phase de synchronisation de
tous les processus. Pour estimer la consommation énergétique de la coordination,
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l’estimateur calcule la taille moyenne d’un message V moyenmessage comme la taille totale
des messages divisée par le nombre total de messages échangés. L’estimateur utilise
aussi le nombre total de noeuds N et le nombre de processus par noeuds p. En-
suite, l’estimateur récupère du calibrateur le surcoût moyen de puissance électrique
∆ρsynchro(p), le temps tsynchro(N, p) selon les modèles ajustés grâce à la méthode
des moindres carrés dans l’étape de la calibration. Il récupère également la mesure
ρNoeudirepos pour chaque noeud i. L’estimation de la consommation énergétique Esynchro








ρNoeudisynchro(p) · tsynchro(N, p)








En ce qui concerne l’attente active, l’estimateur récupère du calibrateur le surcoût
moyen de puissance électrique ∆ρattente(p), le temps tattente(N, p, V moyenmessage) selon les
modèles ajustés grâce à la méthode des moindres carrés dans l’étape de la calibration.






















L’estimateur évalue alors la consommation énergétique d’une coordination comme
suit :
Ecoordination = Eattente + Esynchro
4.3.2 Cas de la diffusion de données
Cette section décrit comment nous estimons l’énergie consommée par chacune
des opérations identifiées dans les algorithmes de diffusion de données. Pour cela,
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nous détaillons notamment les informations nécessaires : les paramètres fournis par
l’utilisateur et les données mesurées par notre calibrateur.
4.3.2.1 MPI/SAG et Hybrid/SAG
Pour estimer la consommation énergétique de MPI/SAG et de Hybrid/SAG, l’es-
timateur récupère de l’utilisateur le nombre de noeuds N , le nombre p de processus
par noeud, et la taille des données à diffuser Vdata. À partir de ces informations,
l’estimateur récupère du calibrateur ∆ρScatter(p), ∆ρAllGather(p), ∆ρCopyPrivate(p),
tScatter(N, p, Vdata), tAllGather(N, p, Vdata) et tCopyPrivate(p, Vdata) selon les modèles ajus-
tés grâce à la méthode des moindres carrés dans l’étape de la calibration. Par ailleurs,
l’estimateur récupère auprès du calibrateur le nombre de commutateurs réseauM en
se basant sur la description matérielle de la plate-forme faite par l’administrateur.






























































4.3.2.2 MPI/Pipeline et Hybrid/Pipeline
Par rapport à l’estimation de MPI/SAG et de Hybrid/SAG, l’estimateur récu-
père de l’utilisateur un paramètre complémentaire qui est la taille de chaque pièce
(chunk) et ce dans l’optique d’estimer la consommation énergétique de MPI/Pi-
peline et de Hybrid/Pipeline. Ce paramètre est nécessaire pour la détermination
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du temps d’exécution de Pipeline dans la mesure où tPipeline(N, p, Vdata) dépend
de la constante C. À partir du calibrateur, l’estimateur récupère ∆ρPipeline(p) et
tPipeline(N, p, Vdata). L’estimation de la consommation énergétique de l’algorithme



















L’estimation de la consommation énergétique de l’algorithme Hybrid/Pipeline






















(tCopyPrivate(p, Vdata) · ρNoeudiCopyPrivate(p))
4.4 Validation des estimations
Pour valider nos estimations, nous exécutons différentes applications réelles de
calcul haute performance avec les différents protocoles de tolérance aux pannes ou
différents scénarios de diffusion de données sur une grappe homogène de la plate-
forme expérimentale distribuée à large échelle Grid’5000 [Cappello et al., 2005] puis
nous comparons la consommation énergétique mesurée réellement à la consommation
énergétique évaluée grâce à notre estimateur. Pour les expérimentations visant à
valider nos estimations, nous avons utilisé la grappe Taurus de Grid’5000. Cette
grappe est décrite dans le tableau 3.1 qui se trouve dans la section 3.1.1 du chapitre
précédent.
Nous utilisons les mêmes notations que les sections précédentes : N est le nombre
de noeuds, p est le nombre de processus et op désigne une des opérations identifiées
(sauvegarde de points de reprise, Pipeline, etc.).
4.4.1 Résultats de calibration de la plate-forme
Dans cette section, nous présentons une partie des résultats de calibration de la
plate-forme selon la méthodologie décrite dans la section 4.2. La grappe Taurus n’est
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composée que de noeuds identiques : donc il n’y a qu’un seul type de noeuds. Ils
sont tous interconnectés à l’aide d’un seul commutateur réseau.
4.4.1.1 Calibration de la puissance électrique
Tout d’abord, nous mesurons la puissance électrique au repos ρirepos de chaque
noeud i de la grappe Taurus. La figure 4.3 montre la puissance électrique au repos
des 16 noeuds appartenant à la grappe Taurus. Á partir de cette figure et même si
la grappe est composée de noeuds homogènes, nous notons le besoin de calibrer la
puissance électrique au repos de chaque noeud.





























Figure 4.3 – Puissance électrique au repos (moyennée) des noeuds de la grappe
Taurus
Pour chacune des opérations op identifiées et pour chaque type de noeuds de la
grappe, nous calibrons avec OmegaWatt le surcoût moyen de puissance électrique
liée à l’opération op, ∆ρop(p), comme expliqué dans la section 4.2.1. Étant donné que
chaque noeud de la grappe Taurus comporte 12 coeurs de calcul, les cinq valeurs de
p que nous choisissons pour la calibration de ∆ρop(p) sont 1, 4, 6, 9 et 12 processus
par noeud.
Les figures 4.4 et 4.5 montrent les mesures de ∆ρop(p) pour les cinq valeurs de p et
pour chaque opération op identifiée respectivement dans les protocoles de tolérance
aux pannes et dans les algorithmes de diffusion de données.
Nous notons sur les figures 4.4 et 4.5 que pour certaines opérations, ∆ρop(p)
varie bien en fonction du nombre de coeurs par noeud qui effectuent la même opéra-
tion. Pour certaines opérations comme la sauvegarde de points de reprises, ∆ρop(p)
reste quasiment constant en fonction de p. Pour le ∆ρop(p) de ces opérations, nous
obtenons un des quatre modèles du calibrateur (voir section 4.2.1) avec un coeffi-
cient α très proche de 0 et une valeur de β très proche de la valeur constante de
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Surcoût moyen de puisssance électrique (en Watts)
Figure 4.4 – Surcoût moyen de puis-
sance électrique des opérations liées aux
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Surcoût moyen de puissance électrique (en Watts)
Figure 4.5 – Surcoût moyen de puis-
sance électrique des opérations liées aux
algorithmes de diffusion de données
∆ρop(p) (i.e., c’est-à-dire des modèles quasi-stationnaires). Par exemple, le modèle
de ∆ρsauvegarde(p) ajusté par la méthode des moindres carrés à partir de ces cinq
valeurs de p est :
∆ρsauvegarde(p) = 17.22 · p0.0084271
Bien que le modèle ajusté soit un modèle puissance, le coefficient α très faible im-
plique que ∆ρsauvegarde(p) est quasi-stationnaire en fonction de p. Le coefficient de
détermination R2 correspondant à ce modèle est de 0.976, ce qui est très proche de
1.
Pour d’autres opérations telle que Pipeline, ∆ρop(p) augmente en fonction de p.
À titre d’exemple, le modèle de ∆ρPipeline(p) obtenu lors de la calibration est :
∆ρPipeline(p) = 33.85 · p0.518956
Le fait que α soit très proche de 0.5 signifie que ∆ρPipeline(p) est quasiment exprimé
en fonction de √p. Le coefficient de détermination de R2 correspondant à ce modèle
est de 0.999, ce est également très proche de 1.
Par ailleurs, nous mesurons la consommation au repos d’un commutateur réseau
10 Gigabit Ethernet pendant 300 secondes suivie de sa puissance électrique pendant
un trafic réseau intense durant 300 secondes. Afin de mesurer sa puissance électrique
au repos, nous nous assurons qu’il n’y a aucun trafic réseau, et ce en éteignant tous
les noeuds qui sont interconnectés par le commutateur réseau. Pour mesurer sa
puissance électrique pendant un trafic réseau intense, nous lançons iperf en mode
serveur sur un des noeuds et iperf en mode client sur tous les autres noeuds inter-
connectés par le commutateur réseau. La figure 4.6 montre les mesures électriques
obtenues.
D’après la figure 4.6, nous remarquons que la puissance électrique du commuta-
teur reste quasiment constante pendant toute la durée de l’expérience. En d’autres
termes, la puissance électrique du commutateur réseau ne varie pas en fonction du
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au repos traffic réseau
Figure 4.6 – Puissance électrique du commutateur au repos pendant 300 secondes
puis avec une charge réseau intense durant 300 secondes
trafic réseau. Cela signifie que ∆ρSwitchop est (quasiment) égal à 0 pour tous les opé-
rations (∀op, ρSwitchjop = ρSwitchjidle ). Une étude récente [Mahadevan et al., 2009,Hlavacs
et al., 2009] confirme ce fait en évaluant et en montrant que la puissance électrique
de plusieurs équipements réseau n’est pas influencée par le trafic réseau. Ceci dit,
même dans le cas où la puissance électrique d’un commutateur réseau dépendrait
du trafic réseau, notre approche de calibration permettrait de le prendre en compte
en mesurant ∆ρSwitchop pour chaque opération op.
4.4.1.2 Calibration du temps d’exécution
En nous appuyant sur la méthodologie présentée dans la section 4.2.2, nous
calibrons le temps d’exécution pour chaque opération sur chaque type de noeuds la
plate-forme expérimentale.
4.4.1.2.1 Cas de la tolérance aux pannes Afin de calibrer le temps d’exécution de
la sauvegarde de points de reprise sur disque dur local, nous considérons un nombre
variable de coeurs par noeud qui sauvegardent simultanément des points de reprise
et nous mesurons ce temps pour différentes tailles de points de reprise Vdata pour
un noeud de la plate-forme expérimentale. Chaque processus du noeud sauvegarde
un point de reprise de taille Vdata. En d’autres termes, lorsqu’il y a p processus
qui sauvegardent simultanément des points de reprise, un volume de p · Vdata est
sauvegardé sur le disque dur local. La figure 4.7 présente les temps pour sauvegarder
des points de reprise mesurés sur un noeud de la plate-forme expérimentale. Comme
expliqué dans 4.2.2, nous choisissons 1, 4, 6, 9 et 12 processus par noeud pour les
cinq valeurs de p et 0 Mo, 500 Mo, 1000 Mo, 1500 Mo et 2000 Mo pour les cinq
valeurs de Vdata. Le choix de 2000 Mo comme taille maximale de point de reprise est
motivé par le fait que chaque noeud n’a que 32 Go de mémoire susceptibles d’être
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partagés par les 12 coeurs de calcul. Pour les différentes valeurs de p, la figure montre
comment évolue tsauvegarde en fonction de Vdata.






















1 coeur 4 coeurs 6 coeurs 9 coeurs 12 coeurs
Figure 4.7 – Calibration de la sauvegarde de points de reprise sur disque dur local
D’abord, nous observons que les courbes ont une tendance linéaire en fonction
de Vdata pour p fixé. Par exemple pour p = 4, le modèle de tsauvegarde ajusté par la
méthode des moindres carrés [Rao et al., 1999] à partir des cinq valeurs de Vdata :
tsauvegarde(4, Vdata) =
1
0.56569 · 109 · Vdata + 0.09433 · 10
−3
Nous notons également que pour Vdata fixé, tsauvegarde augmente lorsque p croît
et ce à cause de la congestion d’entrées-sorties générée par les accès concurrents par
les p processus sur le disque dur local. Pour Vdata = 1000Mo, le modèle de tsauvegarde
ajusté par la méthode des moindres carrés à partir des cinq valeurs de p :
tsauvegarde(p, 1000Mo) = 4.91359 · p− 1.5026
Si par exemple, nous voulons estimer le temps tsauvegarde(3, 800Mo), c’est-à-dire
pour des valeurs de p et de Vdata qui ne sont pas tous les deux parmi les cinq valeurs
mesurées, nous calculons :
– d’une part : tsauvegarde(1, 800Mo), tsauvegarde(4, 800Mo), tsauvegarde(6, 800Mo),
tsauvegarde(9, 800Mo) et tsauvegarde(12, 800Mo), respectivement à partir des équa-
tions tsauvegarde(1, Vdata), tsauvegarde(4, Vdata), tsauvegarde(6, Vdata), tsauvegarde(9, Vdata)
et tsauvegarde(12, Vdata) ;
– d’autre part : tsauvegarde(3, 0Mo), tsauvegarde(3, 500Mo), tsauvegarde(3, 1000Mo),
tsauvegarde(3, 1500Mo), tsauvegarde(3, 2000Mo), respectivement à partir des équa-
tions tsauvegarde(p, 0Mo), tsauvegarde(p, 500Mo), tsauvegarde(p, 1000Mo),
tsauvegarde(p, 1500Mo), tsauvegarde(p, 2000Mo).
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À partir des valeurs calculées tsauvegarde(1, 800Mo), tsauvegarde(4, 800Mo),
tsauvegarde(6, 800Mo), tsauvegarde(9, 800Mo) et tsauvegarde(12, 800Mo), nous déter-
minons par la méthode des moindres carrées, le modèle donnant tsauvegarde(p, 800Mo)
en fonction de p (comme expliqué dans la section 4.2.2) et calculons le coefficient
de détermination R2 correspondant au modèle ainsi ajusté. De même, à partir des va-
leurs tsauvegarde(3, 0Mo), tsauvegarde(3, 500Mo), tsauvegarde(3, 1000Mo), tsauvegarde(3, 1500Mo),
tsauvegarde(3, 2000Mo), nous déterminons le modèle donnant tsauvegarde(3, Vdata) en
fonction de Vdata et calculons le coefficient de détermination R2 correspondant au
modèle ainsi ajusté. Ensuite, entre tsauvegarde(p, 800Mo) et tsauvegarde(3, Vdata), nous
choisissons le modèle pour lequel le coefficient de détermination est le plus proche
de 1. Enfin nous calculons tsauvegarde(3, 800Mo) en fonction du modèle obtenu.
Nous présentons sur la figure 4.8, les mesures obtenues du temps d’exécution pour
l’enregistrement de messages que ce soit dans la mémoire RAM ou sur le disque dur.
Afin de calibrer le temps d’exécution de l’enregistrement de messages sur mémoire
ou sur disque, nous mesurons ce temps pour différentes tailles de message Vdata pour
un noeud de la plate-forme expérimentale. Les valeurs choisies pour Vdata sont 0
Ko, 500 Ko, 1000 Ko, 1500 Ko et 2000 Ko. Comme expliqué dans la section 4.2.2.1,
nous n’avons pas besoin de calibrer tenregistrement en fonction de p car les processus
n’enregistrent pas simultanément leurs messages envoyés sur le support de stockage
du fait que l’envoi de message soit congestionné par le partage d’une seule interface
réseau par noeud. Nous mesurons donc ces temps lorsqu’un seul processus du noeud
(p = 1) exécute l’opération d’enregistrement de messages.





















Enregistrement sur RAM Enregistrement sur disque
Figure 4.8 – Calibration de l’enregistrement de messages sur mémoire RAM et sur
disque dur local
Nous observons que les courbes ont une tendance linéaire et ce aussi bien pour
l’enregistrement de messages sur mémoire RAM que sur disque dur local. Le temps
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d’enregistrement de messages sur disque dur local est plus élevé que celui de la
mémoire RAM et ce quelque soit la taille du message enregistré.
De façon analogue à la sauvegarde de points de reprise, nous obtenons les modèles
ajustés suivants pour tenregistrement :
Dans la mémoire RAM : tenregistrement(Vdata) = 14.4342·109 · Vdata + 0.0426 · 10−3
Sur le disque dur local : tenregistrement(Vdata) = 11.0552·109 · Vdata + 0.0858 · 10−3
En ce qui concerne la coordination, nous avons besoin de calibrer le temps de la
synchronisation ainsi que le temps de transfert d’un message.
Afin de calibrer le temps de synchronisation tsynchro(N, p) des Np processus, nous
mesurons ce temps pour différentes valeurs de N et pour différentes valeurs de p.
Les valeurs mesurées pour p et N sont choisies comme nous l’avons expliqué dans
la section 4.2.2. Dans notre cas, les valeurs mesurées pour p sont 1, 4, 6, 9 et 12
alors que les valeurs mesurées pour N sont 1, 4, 8, 12 et 16. La figure 4.9 présente
les temps de synchronisation mesurés par le calibrateur. Par exemple, le point 4
coeurs/8 noeuds est le temps requis pour synchroniser 32 processus uniformément
répartis sur 8 noeuds. D’abord, nous constatons que le temps pour synchroniser des
processus se trouvant sur un même noeud est plus faible que pour des processus
se trouvant sur des noeuds distincts. En effet, cela nécessite beaucoup moins de
temps pour synchroniser des processus se trouvant sur un même noeud que pour
des processus se trouvant sur des noeuds distincts. Le débit de transmission sur le
réseau est beaucoup plus bas que le débit de transmission au sein d’un même noeud.
























1 coeur 4 coeurs 6 coeurs 9 coeurs 12 coeurs
Figure 4.9 – Calibration du temps de synchronisation de la plate-forme expérimen-
tale
Par exemple pour p = 4, le modèle de tsynchro ajusté par la méthode des moindres
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carrés à partir des cinq valeurs de N est :
tsynchro(N, 4) = 0.0103757 · ln(N) + 0.00445945
Pour N = 8, le modèle de tsynchro ajusté par la méthode des moindres carrés à
partir des cinq valeurs de p est :
tsynchro(8, p) = 0.00443799 · ln(p) + 0.02225942
Si par exemple, nous voulons estimer le temps tsynchro(N, p), c’est-à-dire pour
des valeurs de N et de p qui ne sont pas tous les deux parmi les cinq valeurs
mesurées, alors nous procédons de façon analogue à ce que nous l’avons expliqué
pour tsauvegarde(p, Vdata).
Nous calibrons le temps nécessaire pour transférer un message (i.e., de l’attente
active ayant lieu au moment de la coordination) sur la plate-forme expérimentale
en faisant varier la taille Vdata du message à transférer. Pour cela, nous mesurons le
temps tattente(Vdata) de transfert d’un message émis à l’aide de MPI_Send par un
processus se trouvant sur un noeud donné à destination d’un processus se trouvant
sur un autre noeud. Dans le cas général, il faut faire cette mesure pour chaque couple
de processus se trouvant à différents niveaux de la hiérarchie réseau, c’est à dire pour
deux processus qui n’ont besoin de traverser qu’un seul commutateur réseau, puis
pour deux processus qui ont besoin de traverser deux commutateurs réseaux, etc.
Dans notre plate-forme expérimentale, un seul commutateur réseau interconnecte
tous les noeuds donc nous n’avons besoin de mesurer ce temps que pour un couple
de processus sur des noeuds différents.
Afin de calibrer le temps d’exécution du transfert de message sur le réseau,
nous mesurons ce temps pour différentes tailles de message Vdata pour un couple de
processus se trouvant sur deux noeuds distincts. Les valeurs choisies pour Vdata sont
0 Ko, 500 Ko, 1000 Ko, 1500 Ko et 2000 Ko. Sur la figure 4.10, nous présentons la
calibration du temps de transfert d’un message.
Les temps de transfert mesurés dépendent linéairement de la taille du message
à transférer. De façon analogue à la sauvegarde de points de reprise, nous obtenons
le modèle ajusté suivant pour tattente :
tattente(Vdata) =
1
0.60148 · 109 · Vdata + 3.6222 · 10
−3
4.4.1.2.2 Cas de la diffusion de données Afin de calibrer le temps d’exécution des
différentes opérations (tScatter(N, p, Vdata), tAllGather(N, p, Vdata) et tPipeline(N, p, Vdata)),
nous mesurons ces temps d’exécutions pour différentes valeurs de N , de p et de Vdata.
Comme expliqué dans la section 4.2.2.2, étant donné que pour ces trois opérations
nous avons un modèle théorique exprimé en fonction de tous les paramètres (N ,
p et Vdata), nous déterminons par la méthode des moindres carrées, les coefficients
TSnet(N, p) et Rnet(N, p) que nous retrouvons dans chacun des trois modèles.
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Figure 4.10 – Calibration de l’attente active pour la plate-forme expérimentale
Nous présentons une partie des résultats de calibration des temps d’exécution
pour les opérations Scatter et Pipeline sur la figure 4.11, pour un nombre variable
de noeuds (4, 8, 12, 16), pour un processus par noeud et pour un volume de données
allant de 0 Mo à 2000 Mo en passant par les valeurs 500 Mo, 1000 Mo et 1500 Mo
(comme expliqué dans la section 4.2.2). Sur cette figure, nous n’avons pas affiché les
mesures de temps d’exécution pour l’opération AllGather car les courbes obtenues
pour cette opération sont superposables à ceux de l’opération Scatter du fait que les
modèles théoriques soient les mêmes pour ces deux opérations (voir section 4.2.2.2).
Afin de pas surcharger la figure 4.11 (25x2 courbes au lieu de 5x2 car 2 opérations
représentées), nous n’avons présenté les mesures que pour un nombre fixé de proces-
sus par noeud. Le choix de présenter ces mesures pour un nombre p égal à 1 est mo-
tivé par le fait que nous utilisons également tScatter(N, 1, Vdata), tAllGather(N, 1, Vdata)
et tPipeline(N, 1, Vdata) pour l’estimation énergétique des diffusions hybrides (ce qui
n’est pas le cas pour p > 1).
Pour N et p fixés, la figure 4.11 montre que tScatter et tPipeline évoluent linéaire-
ment par rapport à Vdata. En d’autres termes, TSnet(N, p) et Rnet(N, p) sont constants
si on considère un nombre fixé de noeuds et un nombre donné de processus par noeud.
Pour un seul paramètre fixé p (ou N), nous déterminons TSnet(N, p) et Rnet(N, p) par
la méthode des moindres carrés TSnet(N, p) et Rnet(N, p) en fonction de l’autre para-
mètre N (ou p), de façon analogue à ce que l’on a présenté pour tsauvegarde(p, Vdata).
C’est grâce à ces modèles que nous estimons TSnet et Rnet pour des valeurs de N et p
données par l’utilisateur lorsqu’un des deux paramètres fait partie des cinq valeurs
mesurées. Lorsqu’aucun des deux paramètres n’a été mesuré par notre calibrateur,
nous procédons de façon analogue à ce que l’on a présenté pour la sauvegarde de
points de reprise (voir section 4.4.1.2.1).
En ce qui concerne tCopyPrivate(p, Vdata), nous le calibrons de façon analogue à la
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Figure 4.11 – Calibration de tScatter(N, 1) et tPipeline(N, 1)
sauvegarde de points de reprise (voir section 4.4.1.2.1) mais avec la mémoire RAM
comme support de stockage. Pour différents nombres (1, 4, 6, 9, 12) de processus
localisés sur le même noeud, nous mesurons tCopyPrivate(p, Vdata) pour une donnée de
taille variable (0 Mo, 500 Mo, 1000 Mo, 1500 Mo, 2000 Mo).
Sur la figure 4.12, nous présentons les résultats de calibration pour tCopyPrivate(p, Vdata)
tCopyPrivate(1, Vdata) est égal à tenregistrement(Vdata) pour un enregistrement de message
sur mémoire RAM.
Nous avons besoin de prendre en compte tCopyPrivate(p, Vdata) lorsque nous consi-
dérons plusieurs processus par noeud avec des algorithmes hybrides de diffusion de
données étant donné que ce temps n’est pas négligeable. De plus, pour un volume
de données fixé, nous remarquons que tCopyPrivate(p, Vdata) demeure quasiment in-
changé lorsque nous considérons un nombre croissant de processus par noeud. Ceci
s’explique par le fait que la donnée partagée est simultanément enregistrée sans
congestion dans la mémoire RAM du noeud.
4.4.2 Précision des estimations
Dans cette section, nous cherchons à comparer la consommation énergétique ob-
tenue par notre estimateur une fois que la calibration est faite (mais avant d’exécuter
l’application) à la consommation énergétique mesurée réellement par les wattmètres
OmegaWatt pendant l’exécution de l’application.
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Figure 4.12 – Calibration de tNoeudiCopyPrivate(p)
4.4.2.1 Cas de la tolérance aux pannes
Nous considérons 4 applications de calcul haute performance : CM1 1 avec une
résolution 2400x2400x40 exécuté sur 144 processus de la grappe Taurus et 3 NAS 2
en classe D (SP, BT, et EP) exécutés sur 144 processus (i.e., 12 noeuds de 12 coeurs
par noeud) de la grappe Taurus.
Grâce à l’infrastructure de wattmètres externes OmegaWatt, nous mesurons
pour chaque application la consommation énergétique pendant l’exécution de l’appli-
cation avec et sans l’activation du service de tolérance aux pannes. Plus précisément,
nous avons instrumenté le code source des implémentations des différents protocoles
de tolérance aux pannes pour activer ou non chacune des opérations décrites précé-
demment : sauvegarde de points de reprise, enregistrement de messages (sur mémoire
RAM ou disque dur local) et coordination. Ainsi, nous obtenons la consommation
énergétique réelle pour chaque opération. Chaque mesure énergétique est réalisée 30
fois et nous considérerons par la suite les valeurs moyennes.
Nous avons estimé et mesuré le coût énergétique de tous les messages enregistrés
dans le cadre du protocole non coordonné. Nous avons estimé et mesuré le coût
énergétique d’une seule sauvegarde de point de reprise et donc d’une seule coordina-
tion. Pour pouvoir mesurer la consommation énergétique d’une seule sauvegarde de
point de reprise, nous avons utilisé un intervalle entre deux sauvegardes de points de
reprise plus grand que la moitié de la durée de l’application de calcul haute perfor-
mance. Ainsi, la première et unique sauvegarde de points de reprise aura lieu dans
1. Cloud Model 1 : http://www.mmm.ucar.edu/people/bryan/cm1/
2. NAS : http://www.nas.nasa.gov/publications/npb.html
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la deuxième moitié de l’exécution de l’application.
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Figure 4.13 – Estimations des consom-
mations énergétiques (en kJ) des opéra-
tions liées à la tolérance aux pannes
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Figure 4.14 – Écarts relatifs (en %)
entre les consommations énergétiques es-
timées et mesurées des opérations identi-
fiées dans les protocoles de tolérance aux
pannes
Sur la figure 4.13, nous affichons les estimations énergétiques pour les différentes
opérations identifiées dans les protocoles de tolérance aux pannes. Sur la figure 4.14,
nous affichons les écarts relatifs (en pourcentage) entre la consommation énergétique
estimée et celle mesurée réellement. La figure 4.14 montre que les estimations éner-
gétiques fournies sur la figure 4.13 sont précises. En effet, les écarts relatifs entre
les consommations énergétiques estimées et mesurées sont faibles. La plus mauvaise
estimation affiche un écart de 7.6% par rapport à la valeur mesurée pour la coordi-
nation avec EP. L’écart moyen sur l’ensemble des tests est de 4.9 %.
Nous constatons que nous estimons un peu moins bien la coordination par rap-
port à l’enregistrement de messages ou à la sauvegarde de points de reprise. Ceci est
lié au fait que cette opération dure beaucoup moins longtemps que l’enregistrement
de tous les messages. Ceci est également dû au fait que cette opération est évaluée
à partir de l’estimation deux sous-opérations (tattente et tsynchro) ce qui génére plus
d’imprécisions dans notre estimation.
Nous montrerons dans le chapitre suivant comment de telles estimations énergé-
tiques peuvent permettre de réduire la consommation énergétique liée aux protocoles
de tolérance aux pannes si elles sont connues avant de pré-exécuter l’application.
4.4.2.2 Cas de la diffusion de données
Nous considérons quatre classes d’applications de diffusion de données mettant
en jeu différents contextes d’exécution présentés dans le tableau 4.4.2.2.
Pour les quatre scénarios d’exécution, nous choisissons un volume total assez
grand pour tous les messages diffusés afin chaque scénario d’exécution dure plusieurs
secondes et que les mesures d’énergie soient ainsi possibles à l’aide des wattmètres
OmegaWatt. Les paramètres de la taille du message diffusé, du nombre de noeuds
et du nombre de processus par noeud sont choisis de telle sorte :
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Nom Nombre de Taille de chaque Nombre Processus
messages message de noeuds par noeud
A 2000 1 Mo 14 8
B 80 25 Mo 16 1
C 4 500 Mo 10 4
D 1 1.75 Go 6 12
Table 4.1 – Contextes d’exécution considérés pour les 4 applications de diffusion
de données
– qu’un seul paramètre n’ait pas été mesuré (applications B et D) ;
– que deux paramètres n’aient pas été mesurés (application C) ;
– que trois paramètres n’aient pas été mesurés (application A).
Pour chaque application (A, B, C, D) et pour chaque algorithme de diffusion de
données (MPI/SAG, MPI/Pipeline, Hybrid/SAG, Hybrid/Pipeline), nous estimons
la consommation énergétique en additionnant les énergies consommées par les dif-
férentes opérations identifiées dans chaque algorithme. Nous estimons l’énergie de
chaque opération en multipliant l’énergie liée à la diffusion d’un seul message par le
nombre de messages de l’application (A, B, C ou D).
D’autre part, nous mesurons la consommation énergétique correspondante à
chaque algorithme et à chaque application. Dans nos expériences, l’opération Pi-
peline est réalisée avec une taille de pièce fixée à 128 Ko dans l’implémentation de
l’algorithme. Chaque mesure énergétique est faite 30 fois et nous considérerons par
la suite les valeurs moyennes.
PrecisionBcast
Page 1





































































Figure 4.15 – Estimations des consom-
mations énergétiques (en kJ) des quatre
algorithmes pour les quatre applications
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Figure 4.16 – Écarts relatifs (en %)
entre les consommations énergétiques
mesurées et estimées pour les quatre al-
gorithmes de diffusion de données
Sur la figure 4.15, nous affichons les estimations énergétiques pour les différents
algorithmes de diffusion de données. Sur la figure 4.16, nous affichons les écarts
relatifs (en pourcentage) entre la consommation énergétique estimée et celle mesurée
réellement. Pour rapporter l’estimation énergétique au coût énergétique d’un seul
message de taille Vdata, il suffit de diviser l’estimation affichée pour tous les messages
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de l’application (A, B ou C) par le nombre de messages diffusés. La figure 4.16 montre
que les estimations énergétiques fournies sur la figure 4.15 sont précises. En effet, les
écarts relatifs entre les consommations énergétiques estimées et mesurées sont faibles.
La plus mauvaise estimation affiche un écart de -6.82 % par rapport à la valeur
mesurée pour l’algorithme Hybrid/SAG avec l’application D. Nous montrerons dans
le chapitre suivant comment de telles estimations énergétiques peuvent permettre de
réduire la consommation énergétique de la diffusion de données si elles sont connues
à l’avance.
4.5 Conclusions du chapitre
Dans ce chapitre, nous avons présenté notre approche pour estimer avec précision
la consommation énergétique d’un service applicatif donné. Nous avons notamment
appliqué notre approche aux protocoles de tolérance aux pannes et des algorithmes
de diffusion de données. En ce qui concerne la tolérance aux pannes, nous nous
sommes focalisés sur la phase de fonctionnement sans pannes. Nous avons considéré
le cas des protocoles coordonnés et celui des protocoles non coordonnés. En ce qui
concerne la diffusion de données, nous avons considéré deux algorithmes utilisés
dans MPI (MPI/SAG et MPI/Pipeline) et deux algorithmes hybrides combinant
chacun des deux derniers algorithmes avec OpenMP (respectivement Hybrid/SAG
et Hybrid/Pipeline).
Notre approche d’estimation consiste d’abord à identifier les opérations que nous
retrouvons dans les différents protocoles ou algorithmes du service applicatif étudié.
Ensuite, afin d’adapter nos modèles théoriques aux spécificités de la plate-forme
considérée, nous procédons à une calibration énergétique qui consiste à recueillir un
ensemble de mesures de la puissance électrique et des temps d’exécution pour cha-
cune des opérations identifiées. Pour calibrer la plate-forme, le calibrateur recueille
les paramètres décrivant la plate-forme d’exécution, tels que le nombre de noeuds
ou le nombre de coeurs par noeud. Grâce à une telle calibration, les estimations
énergétiques que nous fournissons peuvent s’adapter à n’importe quelle plate-forme.
Une fois que la calibration est achevée, l’estimateur s’appuie sur les résultats de ca-
libration ainsi que sur une description de contexte d’exécution qui consiste à fournir
un ensemble de paramètres tels que le nombre de noeuds mis en jeu ou le volume
de données à diffuser.
Nous avons montré dans ce chapitre que nos estimations énergétiques sont pré-
cises pour chacune des opérations que ce soit pour la tolérance aux pannes ou pour la
diffusion de données. En effet, en comparant les estimations énergétiques que nous
sommes capables de fournir aux mesures énergétiques de chacune des opérations,
nous avons pu montré que les écarts relatifs étaient faibles. En ce qui concerne la
tolérance aux pannes, les écarts relatifs entre les estimations et les mesures énergé-
tiques sont égaux à 4.9 % en moyenne et n’excédent pas 7.6 %. En ce qui concerne
la diffusion de données, les écarts relatifs n’excédent pas 6.82 % pour les différents
contextes d’exécution considérés. Dans le chapitre suivant, nous montrerons com-
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ment il est possible d’utiliser nos estimations énergétiques pour réduire la consom-
mation énergétique lors de l’exécution de services applicatifs pour le calcul très haute
performance.
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5Consommer moins d’énergie dans lesinfrastructures de calcul très hauteperformance
5.1 Choix du service applicatif en exploitant les estimations éner-
gétiques
5.1.1 Tolérance aux pannes
5.1.2 Diffusion des données
5.2 Choix des noeuds de calcul en exploitant leur hétérogénéité
électrique
5.2.1 Méthodologie
5.2.2 Évaluation du gain énergétique lors des exécutions d’ap-
plications de calcul haute performance
5.2.3 Évaluation du gain en puissance électrique lors de l’extinc-
tion des noeuds inutilisés
5.3 Conclusions du chapitre
Dans ce chapitre, nous proposons différentes solutions pour consommer moins
d’énergie en s’appuyant principalement sur les résultats que nous avons mis en évi-
dence dans les chapitres 3 et 4. D’une part, nous pouvons réduire la consommation
des applications de calcul très haute performance en s’appuyant sur les estimations
des différentes versions d’un service applicatif que nous sommes capables de fournir,
pour choisir la version qui consomme le moins d’énergie en fonction du contexte
d’exécution. D’autre part, une solution pour réduire la consommation énergétique
d’une infrastructure de calcul très haute performance est d’exploiter l’hétérogénéité
électrique des noeuds de calcul en choisissant les noeuds qui ont la plus basse puis-
sance électrique au repos.
La section 5.1 montre comment nous exploitons les estimations énergétiques des
différents protocoles de tolérance aux pannes [Diouri et al., 2013e, Diouri et al.,
2013h] et des différents algorithmes de diffusion de données [Diouri et al., 2013g]
pour réduire la consommation énergétique de ces deux services applicatifs. Dans
la section 5.2, nous montrons comment il est possible de réduire la consommation
d’énergie en exploitant l’hétérogénéité de la puissance électrique qui caractérise des
noeuds identiques issus d’une même grappe de calcul [Diouri et al., 2013d].
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5.1 Choix du service applicatif en exploitant les estimations
énergétiques
Pour un même service applicatif, plusieurs implémentations sont possibles. En
fonction de l’application considérée, la version du service qui consomme le moins
d’énergie peut changer d’une application à l’autre. Notre estimation permet de pré-
voir cela et d’interagir avec l’utilisateur afin de choisir la version du service en toute
connaissance de cause. Par ce choix, l’utilisateur peut donc réduire la consommation
énergétique du service considéré. Afin de mettre en exergue cela, nous étudions les
cas de la tolérance aux pannes dans la section 5.1.1 et de la diffusion de données
dans la section 5.1.2.
5.1.1 Tolérance aux pannes
Les deux familles de protocoles étudiés pour la tolérance aux pannes sont les
protocoles coordonnés et non coordonnés. Nous considérons les 4 applications de
calcul haute performance que nous avons étudiées dans la section 4.4.2.1 : CM1 avec
une résolution 2400x2400x40 et 3 NAS 1 en classe D (SP, BT, et EP) s’exécutant
sur 144 processus (i.e., 12 noeuds exécutant chacun 12 processus, 1 par coeur).
Pour chaque application et pour chaque protocole de tolérance aux pannes, nous
estimons la consommation énergétique en nous appuyant sur les différentes opéra-
tions identifiées (voir chapitre 4). D’abord, nous mettons en évidence que le coût
énergétique d’une opération liée à la tolérance aux pannes est très dépendant de
l’application. Ensuite, nous montrons comment les estimations énergétiques des dif-
férentes opérations identifiées dans 4.1.1 peuvent guider l’utilisateur dans son choix
du protocole de tolérance aux pannes qui consomme le moins d’énergie.
Sur la figure 5.1, nous affichons la consommation énergétique évaluée par notre
estimateur pour chaque opération et pour chaque application de calcul haute per-
formance considérée. Comme nous l’avons expliqué dans la section 4.4.2.1, nous
fournissons les estimations énergétiques d’une seule sauvegarde de points de reprise
et donc d’une seule coordination.
La figure 5.1 montre que la consommation énergétique des opérations ne sont pas
les mêmes d’une application à l’autre. Par exemple, la consommation énergétique de
l’enregistrement de messages sur RAM avec l’application SP est plus de 10 fois plus
important que celui avec l’application CM1. Ceci est dû au fait que CM1 échange
beaucoup moins de messages que l’application SP.
Nous pouvons obtenir la consommation énergétique totale de chaque protocole
de tolérance aux pannes en additionnant les consommations énergétiques des opé-
rations considérées dans chaque protocole. La sauvegarde de points de reprise est
une opération utilisée dans les deux protocoles de tolérance aux pannes : la sauve-
garde coordonnée et celle non coordonnée. Pour la sauvegarde non coordonnée de
points de reprise, nous y ajoutons la consommation énergétique de l’enregistrement
1. NAS : http://www.nas.nasa.gov/publications/npb.html
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Figure 5.1 – Estimations des consommations énergétiques (en kJ) des opé-
rations liées à la tolérance aux pannes (Figure 4.13)
de messages. Pour la sauvegarde coordonnée, nous additionnons la consommation
énergétique de la sauvegarde de points de reprise et celle des coordinations.
La sauvegarde de points de reprise est ainsi combinée soit à l’enregistrement de
messages dans le protocole coordonné, soit à la coordination dans le protocole coor-
donné. Ainsi, pour comparer ces deux protocoles d’un point de vue énergétique, nous
devons de comparer le coût énergétique des coordinations et celui de l’enregistre-
ment de messages. Dans nos expériences, nous avons considéré un enregistrement de
messages soit en mémoire RAM soit sur le disque dur local. La coordination consom-
mera d’autant plus qu’il y aura des messages volumineux qui restent en cours de
transmission aux moments de la synchronisation des processus. L’enregistrement de
messages consommera d’autant plus que le nombre et la taille des messages échangés
lors de l’exécution de l’application sont importants.
La figure 5.1 montre que d’une application à l’autre, le protocole qui consomme
le moins d’énergie n’est pas toujours le même. En général, déterminer le protocole de
tolérance qui consomme le moins d’énergie consiste en un compromis entre le volume
de données échangées et le coût de la coordination. Pour les applications CM1, SP
et BT, le protocole qui consomme le moins d’énergie est le protocole coordonné
car les valeurs énergétiques pour l’enregistrement de messages (aussi bien RAM
que sur disque dur) sont supérieures aux valeurs énergétiques de la coordination
(voir figure 5.1). En effet, le volume de données à enregistrer pour ces applications
est relativement important et génère une consommation énergétique plus élevée. À
l’opposé, le protocole de tolérance aux pannes qui consomme le moins d’énergie pour
l’application EP est le protocole non coordonné.
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Ces conclusions sont spécifiques au cas où il n’y a qu’une seule sauvegarde de
points de reprise et donc une seule coordination lors de l’exécution de ces appli-
cations. Si l’utilisateur souhaite plus de fiabilité et ce particulièrement pour les
applications qui durent longtemps (plusieurs heures), il devra choisir un intervalle
de points de reprise réduit et donc un nombre plus élevé de sauvegardes de points
de reprise et de coordinations. Cet intervalle de points de reprise peut influencer le
choix du protocole qui consomme le moins d’énergie. En effet, si par exemple, lors de
l’exécution de SP, il y a plus de 19 sauvegardes de points de reprise soit 19 coordi-
nations, le coût énergétique lié aux coordinations sera plus élevé. Par conséquent, il
sera préférable d’utiliser le protocole non coordonné pour réduire la consommation
énergétique liée à la tolérance aux pannes.
L’intervalle de points de reprise peut être choisi en s’appuyant sur les modèles
qui définissent pour l’intervalle optimal : celui qui permet de maximiser la fiabilité
tout en minimisant les pertes en termes performances [Young, 1974,Daly, 2006].
Dans le cas où on utiliserait plus de processus pour l’exécution d’une même
application, le coût énergétique lié aux coordinations sera plus importante. Toutefois,
le coût énergétique de l’enregistrement de messages risque aussi de croître puisque
l’augmentation du nombre de processus entraînera plus de communications entre les
processus. Il y aura donc plus de messages à échanger et donc plus de messages à
enregistrer.
Ainsi, en fournissant de telles estimations énergétiques avant l’exécution d’une
application de calcul très haute performance, nous permettons à l’utilisateur de
choisir le protocole de tolérance aux pannes qui consomme le moins d’énergie en
fonction du nombre de sauvegardes de points de reprise qu’il souhaite réaliser durant
l’exécution de son application.
5.1.2 Diffusion des données
Les quatre algorithmes de diffusion de données étudiés sont MPI/SAG, MPI/-
Pipeline, Hybrid/SAG et Hybrid/Pipeline. Notre but est de comparer ces quatre
algorithmes d’un point de vue énergétique en s’appuyant sur les classes d’applica-
tions de diffusion de données que nous avons étudiées dans la section 4.4.2.2. Elles
sont à nouveau présentées ci-dessous :
Nom Nombre de Taille de chaque Nombre Processus
messages message de noeuds par noeud
A 2000 1 Mo 14 8
B 80 25 Mo 16 1
C 4 500 Mo 10 4
D 1 1.75 Go 6 12
Pour chaque application (A, B, C, D) et pour chaque algorithme de diffusion
de données (MPI/SAG, MPI/Pipeline, Hybrid/SAG et Hybrid/Pipeline), nous es-
timons la consommation énergétique en additionnant les énergies consommées par
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les différentes opérations identifiées dans chaque algorithme. Dans nos expériences,
l’opération Pipeline est réalisée avec une taille de paquet fixée à 128 Ko.PrecisionBcast
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Figure 5.2 – Estimations des consommations énergétiques (en kJ) des
quatre algorithmes pour les quatre applications (Figure 4.15)
Sur la figure 5.2, nous affichons la consommation énergétique évaluée à l’aide
de l’estimateur pour chaque algorithme de diffusion et pour chaque application.
La figure 5.2 montre que d’une application à l’autre, l’algorithme de diffusion de
données qui consomme le moins d’énergie n’est pas toujours le même. Dans un
premier temps, nous remarquons que chaque algorithme hybride consomme moins
d’énergie que son homologue pur MPI, et ce en particulier lorsque nous considérons
plusieurs processus par noeud (applications A, C et D).
En général, déterminer l’algorithme qui consomme le moins d’énergie dépend
d’un compromis entre le volume de données diffusées et le nombre de noeuds mis
en jeu. Pour l’application A, l’algorithme qui consomme le moins d’énergie est Hy-
brid/SAG étant donné que le nombre de paquets qui sont transmis en pipeline est
relativement petit du fait que le volume de données à diffuser est faible. À l’op-
posé, l’algorithme de diffusion de données qui consomme le moins d’énergie pour
les applications B, C et D est Hybrid/Pipeline, étant donné que le nombre de pa-
quets transmis en pipeline devient suffisamment important par rapport au nombre
de processus impliqués dans la diffusion de données.
Ainsi, en fournissant de tels estimations de consommation énergétiques avant
l’exécution de l’application, nous pouvons permettre à l’utilisateur de choisir le
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meilleur algorithme de diffusion de données en termes de consommation énergétique.
On pourrait penser que la consommation énergétique d’un algorithme est complète-
ment liée à sa performance (i.e., son temps d’exécution). Nos résultats d’estimation
montrent que ceci n’est pas vrai. En effet, bien que la figure 5.2 montre que les
consommations énergétiques des algorithmes hybrides sont plus basses que celles
des algorithmes utilisés dans MPI dans les applications A, C et D, les temps d’exé-
cution estimés des algorithmes hybrides sont légèrement plus élevés que les temps
d’exécution des algorithmes utilisés dans MPI. En effet, la puissance électrique des
algorithmes hybrides pendant les opérations MPI (Scatter, AllGather et Pipeline)
est beaucoup plus basse que celle des algorithmes utilisés dans MPI. Ceci est dû au
fait que dans les algorithmes hybrides, seul un processus est actif lors du Scatter, du
AllGather et du Pipeline alors que dans les algorithmes utilisés dans MPI, tous les
processus sont actifs pendant les opérations MPI (voir la figure 4.5).
5.2 Choix des noeuds de calcul en exploitant leur
hétérogénéité électrique
Cette section présente FLIP (First Less Idle Power), une approche efficace en
énergie qui tire profit des différences de puissance électrique au repos des noeuds
issus d’une même grappe homogène afin de faire des économies d’énergie durant
l’exécution d’applications sur des systèmes distribuées à large échelle, et cela sans
perdre en performance.
5.2.1 Méthodologie
Le choix des noeuds à attribuer lors des demandes de réservations de ressources
de calcul est un des critères qu’il faut prendre en compte dans les algorithmes d’or-
donnancement. Les approches irréalistes d’attribution de noeuds lors des demandes
de réservations de ressources supposent que tous les noeuds d’une même grappe
ont la même puissance électrique. En effet, dans [Ge et al., 2009, Steinder et al.,
2008,Kim et al., 2007], les auteurs considèrent que la consommation énergétique de
N noeuds d’une même grappe est égale à la consommation énergétique d’un noeud
quelconque multipliée par N . Afin d’étudier les différences entre une affectation
de noeuds basée sur la puissance électrique des noeuds et une approche irréaliste
d’attribution de noeuds où tous les noeuds sont supposés avoir la même puissance
électrique, nous distinguons trois politiques d’attribution de noeuds reposant sur des
hypothèses irréalistes :
– Homogène_MIN : tous les noeuds ont la même puissance électrique que le
noeud de la grappe qui consomme le moins. Il s’agit du cas irréel idéal.
– Homogène_MEDIANE : tous les noeuds ont la même puissance électrique
qu’un noeud de la grappe qui aurait une puissance électrique égale à la médiane
des puissances électriques des noeuds de la grappe. Il s’agit du scénario irréel
qui est le plus représentatif de la réalité.
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– Homogène_MAX : tous les noeuds ont la même puissance électrique que le
noeud de la grappe qui consomme le plus. Il s’agit du pire cas irréel.
Nous avons montré dans la section 3.3.1 que la réalité est différente. C’est la rai-
son pour laquelle nous proposons maintenant des approches réalistes d’attribution
de noeuds qui ne supposent pas que la consommation énergétique est égale pour tous
les noeuds identiques d’une même grappe. Ainsi, nous considérons que la consomma-
tion énergétique de toute la grappe est égale à la somme des énergies mesurées pour
chaque noeud. Nous distinguons trois politiques réalistes d’attribution de noeuds :
– IDsTries : les noeuds sont affectés à l’utilisateur dans l’ordre croissant des
identifiants des noeuds dans la grappe. C’est la politique par défaut de notre
plate-forme d’exécution.
– FLIP : les noeuds sont affectés à l’utilisateur dans l’ordre croissant des consom-
mations électriques au repos de chaque noeud. C’est l’approche que nous pro-
posons dans ce chapitre : nous affectons en priorité à l’utilisateur les noeuds
dont la puissance électrique au repos est la plus basse.
– FMIP : les noeuds sont affectés à l’utilisateur dans l’ordre décroissant des
consommations électriques au repos par noeud. C’est le pire scénario réaliste.
Afin de comparer ces politiques d’attribution de noeuds, nous mesurons d’abord
la puissance électrique moyenne au repos pour chaque noeud noeud de chaque grappe
de calcul considérée. En ce qui concerne les politiques irréalistes d’attribution de
noeuds, nous considérons dans nos simulations que la puissance électrique mesu-
rée est la même pour tous les noeuds qui exécutent la même application. Quant
aux approches d’attribution de noeuds réalistes, nous trions les noeuds dans des
listes ordonnées qui correspondent aux politiques d’attribution de noeuds décrites
précédemment.
Pour effectuer nos simulations d’attribution de noeuds, nous avons considéré les
grappes de calcul Sagittaire, Stremi et Taurus décrites dans le tableau 3.1, et sur
lesquelles nous avons mesuré la puissance électrique au repos de tous les noeuds afin
d’obtenir les listes ordonnées des noeuds associées à chacune des politiques d’attri-
bution de noeuds. La figure 5.3 montre la puissance électrique des listes ordonnées
des noeuds des trois grappes de calcul selon la politique d’attribution de noeuds
considérée. À chaque fois qu’un utilisateur souhaite réserver un certain nombre de
noeuds ou d’exécuter une application sur un certain nombre de machines, une po-
litique d’attribution de noeuds donnée lui affecte en priorité les premiers noeuds
disponibles de sa liste ordonnée de noeuds.
Du point de vue de l’utilisateur, son application consommera moins d’énergie s’il
choisit de l’exécuter sur les noeuds obtenus grâce à FLIP, c’est-à-dire sur les noeuds
qui consomment le moins. Ainsi, s’il est facturé en fonction de sa consommation
énergétique, FLIP lui permettra d’économiser de l’énergie et donc de l’argent. S’il
est facturé en fonction du nombre de noeuds, il n’y aura aucune incidence sur sa
facture s’il choisit d’utiliser des noeuds plutôt que d’autres. Par ailleurs, s’il utilise
toute la plate-forme, il aura forcément tous les noeuds et ne pourra donc pas faire
un choix. Ainsi, pour que FLIP soit financièrement profitable à l’utilisateur, il faut
115
CHAPITRE 5. CONSOMMER MOINS D’ÉNERGIE DANS LES INFRASTRUCTURES DE CALCUL TRÈS HAUTE PERFORMANCE










Noeuds considérés comme ayant une puissance électrique au repos homogène, 
























































































































Figure 5.3 – Listes ordonnées des noeuds permettant l’application des différentes
politiques d’attribution de noeuds (Homogènes, IDsTries, FLIP, FMIP)
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qu’il n’utilise qu’une partie de la plate-forme et qu’il soit facturé en fonction de
sa consommation énergétique. Nous évaluons ces gains énergétiques dans la section
5.2.2.
Pour que le propriétaire de l’infrastructure économise de l’énergie en utilisant
FLIP plutôt qu’une autre approche, il est indispensable qu’il éteigne les noeuds qui
restent inutilisés. En effet, si tous les noeuds de l’infrastructure restent allumés, la
puissance électrique totale de la plate-forme ne baissera pas. Étant donné que les
noeuds qu’il peut éteindre sont les noeuds inutilisés, il a tout intérêt à s’arranger
pour que ces noeuds inutilisés soient ceux qui consomment le plus. FLIP est dans
cette perspective dans la mesure où elle permet d’utiliser en priorité les noeuds qui
consomment le moins. Pour que FLIP soit financièrement profitable au propriétaire
de l’infrastructure, il faut que celui-ci facture l’utilisateur en fonction du nombre de
noeuds (et non en fonction de la consommation énergétique). En effet, s’il facture
l’utilisateur en fonction de la consommation énergétique, la facture d’électricité du
propriétaire sera tout de même plus réduite en éteignant les noeuds qui consomment
le plus mais sa recette sera moins importante en attribuant à l’utilisateur les noeuds
qui consomment le moins. Dans la section 5.2.3, nous évaluons la puissance électrique
économisée du point de vue du propriétaire de l’infrastructure, dans le cas où des
noeuds restent inutilisés et qu’il décide de les éteindre. Pour cela, nous simulons donc
l’extinction des noeuds inutilisés, en considérant que leur consommation énergétique
est nulle lorsqu’ils sont éteints.
5.2.2 Évaluation du gain énergétique lors des exécutions d’applications
de calcul haute performance
Dans cette section, nous cherchons à évaluer le gain énergétique du point de vue
de l’utilisateur lorsqu’il choisit d’utiliser les noeuds sur lesquels il souhaite d’exécuter
des applications. Comme annoncé dans la section 5.2.1, ceci n’est valable que s’il est
facturé en fonction de la consommation énergétique et s’il n’utilise qu’une partie de
la plate-forme de calcul haute performance
Pour évaluer ce gain énergétique, nous considérons quatre applications de calcul
haute performance, quatre NAS 2 (LU, CG, EP, MG ) s’exécutant en classe C sur :
– 8, 16, 32 et 64 coeurs de Sagittaire ;
– 32, 64, 128 et 256 coeurs de Stremi ;
– 8, 16, 32 et 64 coeurs de Taurus.
Nous utilisons deux coeurs par noeud pour Sagittaire ; seize coeurs par noeud
pour Stremi ; et huit coeurs par noeud pour Taurus. Les nombres de noeuds et les
nombres de coeurs par noeud ont été choisis afin d’utiliser plus de 33 % mais moins
de 100 % des noeuds de chaque grappe. Nous n’utilisons qu’une partie de chaque
grappe, car si celle-ci était utilisé à 100 %, la puissance électrique globale serait la
même quelle que soit la politique d’attribution de noeuds.
Nous comparons l’énergie consommée par les quatre applications de calcul haute
2. NAS : http://www.nas.nasa.gov/publications/npb.html
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performance ordonnancées sur les noeuds attribués par l’approche FLIP par rapport
aux noeuds affectés par les autres politiques d’attribution de noeuds. Nous rappelons
que dans le cas des politiques Homogène_MIN, Homogène_MEDIANE et Homo-
gène_MAX, l’énergie de tous les noeuds est évaluée en mesurant un seul noeud
particulier (respectivement celui qui consomme le moins, le médian ou celui qui
consomme le plus) et en multipliant cette mesure par le nombre de noeuds comme
si la consommation énergétique était homogène pour tous les noeuds identiques
d’une grappe. Chaque mesure énergétique est faite 25 fois ; nous calculons la valeur
moyenne sur les 25 mesures. La figure 5.4 montre pour les trois grappes considérées
la proportion d’énergie économisée avec FLIP en comparaison aux autres politiques
d’attribution de noeuds. Les axes des ordonnées des trois graphiques correspondant
aux trois grappes sont mis à la même échelle. Chaque point d’une courbe représente
la proportion d’énergie économisée en moyenne sur les quatre applications de calcul
haute performance. La barre autour de chaque point représente l’intervalle où se
situent les proportions des énergies économisées sur chaque application.
Sur la figure 5.4, les courbes ne sont pas superposables pour chacune des trois
grappes. Cela confirme l’hétérogénéité électrique qui existe sur chacune des trois
grappes. Cette hétérogénéité électrique est plus ou moins importante en fonction de
la grappe considérée. Plus l’hétérogénéité électrique est importante, plus l’énergie
économisée grâce à la politique d’attribution de noeuds FLIP est importante. En
effet, comme nous pouvons le voir dans la figure 5.4, relativement à FMIP, FLIP
peut économiser jusqu’à 17 % d’énergie sur la grappe Sagittaire, jusqu’à 11% sur la
grappe Stremi et moins de 5% sur Taurus.
Par rapport à IDsTries, nous économisons avec FLIP jusqu’à 5% sur la grappe
Sagittaire, jusqu’à 8% sur Stremi et moins de 2% sur Taurus. Ceci est visible lorsque
la proportion de noeuds utilisés est de 4/60 pour Sagittaire, 2/42 pour Stremi et
1/16 pour Taurus. Même si la grappe Sagittaire est plus hétérogène électriquement
que Stremi, la proportion d’énergie économisée semble être plus importante avec
Stremi par rapport à l’approche IDsTries. Ceci est principalement dû au fait que
les deux premiers noeuds de la liste ordonnée obtenue pour Stremi sont parmi les
noeuds les plus consommateurs tandis que les quatre premiers noeuds de la liste
ordonnée obtenue pour Sagittaire sont parmi les noeuds dont la puissance électrique
se situe au niveau de la médiane.
De plus, la figure 5.4 montre que les courbes décroissent plus la proportion des
noeuds utilisés augmente. Plus nous utilisons des noeuds, moins la proportion d’éner-
gie économisée est importante. En effet, plus nous utilisons des noeuds, plus l’hé-
térogénéité électrique diminue en moyenne. Si nous utilisons tous les noeuds d’une
grappe, la consommation énergétique est la même, quelle que soit la politique d’at-
tribution de noeuds.
Par ailleurs, nous observons que les écarts par rapport aux valeurs moyennes sur
les quatre applications de calcul haute performance sont négligeables spécialement
pour Sagittaire et Taurus. Même si le temps d’exécution est différent d’une appli-
cation à l’autre, cette observation confirme que la proportion d’énergie économisée
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dépend très peu de la charge de travail qui s’exécute sur les noeuds utilisés. Ces
écarts semblent être plus importants pour la grappe Stremi sûrement à cause du
manque de précision des mesures prises avec les unités de distribution de l’énergie
(PDUs) supervisant la consommation énergétique de la grappe Stremi.










































































































































































Figure 5.4 – Proportion de l’énergie économisée avec FLIP par rapport aux autres
politiques d’attribution de noeuds sur les trois grappes de calcul
En outre, nous observons que les courbes représentant Homogène_MEDIANE et
IDsTries sont très proches et sont quasiment superposées. Cela montre que ces deux
politiques d’attribution de noeuds sont comparables en termes de consommation
énergétique. En effet, même si la politique Homogène_MEDIANE n’est pas réaliste,
la politique fournit une approximation des mesures énergétiques plus raisonnable que
Homogène_MIN et Homogène_MAX. Les politiques Homogène ne sont pas appro-
priées spécialement lorsque l’hétérogénéité électrique est aussi importante que celle
que nous pouvons observer pour les grappes Sagittaire et Stremi mais aussi lorsque
nous mesurons un noeud non représentatif de la plate-forme comme c’est le cas pour
Homogène_MIN et Homogène_MAX. Même si Homogène_MEDIANE est la poli-
tique Homogène qui s’apparente le plus à la réalité, elle économise moins d’énergie
queFLIP car elle n’utilise pas en priorité les noeuds les moins consommateurs. Par
conséquent, afin de mesurer la consommation énergétique d’une application exécutée
sur un ensemble de noeuds, il est vraiment nécessaire de mesurer la consommation
énergétique de chaque noeud.
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De plus, nous observons que pour les trois grappes, Homogène_MIN est le seul
scénario où nous observons des économies d’énergies négatives. En effet, c’est le scé-
nario irréel idéal où tous les noeuds consomment autant que le noeud qui consomme
le moins d’énergie. Nous observons également que la proportion d’énergie écono-
misée est toujours la plus importante lorsque nous comparons l’approche FLIP à
Homogène_MAX. En fait, Homogène_MAX correspond au pire scénario irréel étant
donné que nous mesurons arbitrairement la puissance électrique du noeud le plus
consommateur et nous considérons que tous les autres noeuds ont la même puissance
électrique.
5.2.3 Évaluation du gain en puissance électrique lors de l’extinction des
noeuds inutilisés
Dans cette section, nous évaluons les gains en termes de puissance électrique
lorsque le propriétaire de la plate-forme décide d’éteindre les noeuds inutilisés. Pour
cela, nous calculons les économies de puissance électrique que nous obtenons en
éteignant les noeuds inutilisés avec l’approche FLIP en comparaison aux économies
obtenues avec les autres approches d’attribution de noeuds. Comme annoncé dans
la section 5.2.1, ceci représente le point de vue du propriétaire de l’infrastructure et
est valable dans le cas où ce dernier facture l’utilisateur en fonction du nombre de
noeuds.
La figure 5.5 montre la puissance électrique économisée sur chaque grappe si on
éteint les noeuds inutilisés avec l’approche FLIP au lieu d’éteindre les noeuds inutili-
sés avec les autres approches d’attribution de noeuds. L’axe des abscisses représente
le nombre de noeuds inutilisés qui ont été éteints. L’axe des ordonnées représente la
différence de puissance électrique économisée si on éteint les noeuds inutilisés avec
FLIP au lieu d’éteindre les noeuds avec une autre politique d’attribution de noeuds.
Chaque graphique correspond à l’une des trois grappes considérées. Les axes des
ordonnées des trois graphiques ont une même échelle.
Tout d’abord, nous observons qu’en fonction de la grappe, la puissance électrique
économisée grâce à l’approche FLIP est plus ou moins importante. Dans la grappe
Taurus, la puissance électrique économisée semble être négligeable (moins de 20 W)
en comparaison aux grappes Sagittaire et Stremi (plus de 190 W). La raison est que
la grappe Taurus est beaucoup moins hétérogène électriquement en comparaison
aux grappes Sagittaire et Stremi. C’est aussi celle qui contient le moins de noeuds
de calcul.
Les courbes pour les politiques réalistes d’attribution de noeuds restent toujours
positives. Cela signifie que la politique d’attribution de noeuds FLIP permet de
consommer moins de puissance électrique que les autres politiques réalistes. Par
exemple, comparée à l’approche FMIP, l’approche FLIP permet d’économiser jus-
qu’à 405 W sur la grappe Sagittaire, jusqu’à 195 W sur la grappe Stremi et moins de
20 W sur la grappe Taurus. En effet, ceci est dû au fait que les noeuds restants inuti-
lisés font partie des noeuds les plus consommateurs. Ainsi, l’approche FLIP permet
au propriétaire de la plate-forme de consommer moins lorsqu’il éteint les noeuds
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Figure 5.5 – Puissance électrique économisée (en Watts) lorsque nous éteignons les
noeuds inutilisés avec FLIP en comparaison aux autres politiques d’attribution de
noeuds sur les trois grappes de calcul considérées
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inutilisés.
Par ailleurs, nous observons qu’en ce qui concerne les politiques réalistes d’attri-
bution de noeuds, nous n’économisons pas d’énergie lorsqu’aucun noeud n’est éteint
(x = 0) ou lorsque tous les noeuds sont éteints. Comparées à FMIP, les économies
d’électricité grâce à FLIP augmentent quand le nombre de noeuds utilisés croît et
que la grappe est utilisée à moins de 50 %. Ensuite, à partir de 50% d’utilisation
de la grappe, l’électricité économisée décroît quand le nombre de noeuds utilisés
augmente. En fait, jusqu’à la moitié de la taille de la grappe, il n’y a pas de re-
couvrement (i.e., pas les même noeuds) entre la liste ordonnée obtenue avec FLIP
et celle obtenue avec FMIP. Cela revient donc à comparer l’extinction des noeuds
les plus extrêmes (les moins consommateurs vs les plus consommateurs). À partir
de 50 %, il commence à y avoir de plus en plus de recouvrement entre les listes
ordonnées obtenues avec les différentes politiques réalistes d’attribution de noeuds.
Cela revient à éteindre en partie les mêmes noeuds.
En ce qui concerne IDsTries, nous observons une autre réalité. Avec un nombre
de noeuds éteints qui augmente, la puissance électrique économisée tantôt augmente
tantôt diminue. Ceci est dû au fait que la liste des noeuds obtenue avec IDsTries est
désordonnée et peut donc chevaucher avec la liste obtenue avec FLIP quel que soit
le nombre de noeuds éteints. Par exemple, le premier noeud éteint avec IDsTries
peut être le même que celui éteint avec FLIP si le premier noeud de la plate-forme
se trouve être celui qui consomme le plus.
Homogène_MAX est le seul scénario où nous observons des économies néga-
tives : il économise de l’électricité de façon illusoire car les noeuds éteints sont tous
considérés comme consommant autant d’énergie que le noeud qui consomme le plus
dans la grappe de calcul. Nous constatons également que plus le nombre de noeuds
éteints augmente, plus l’électricité économisée avec FLIP devient conséquente en
comparaison à Homogène_MIN. Ces scénarios irréalistes permettent de borner re-
lativement à FLIP, le gain et la perte maximum d’énergie en considérant un noeud
particulier de la grappe.
5.3 Conclusions du chapitre
Ce chapitre a présenté différentes solutions pour réduire la consommation éner-
gétique lors des applications de calcul très haute performance. En effet, la première
solution pour consommer moins d’énergie consiste à se baser sur les estimations
des consommations énergétiques des différentes versions (protocoles ou algorithmes)
des services applicatifs. En fournissant ces estimations énergétiques avant
l’exécution de l’application, nous avons montré qu’il était possible de choisir le
protocole de tolérance aux pannes ou l’algorithme de diffusion de données
qui consomme le moins d’énergie, et ce avant l’exécution de l’application,
en fonction du contexte d’exécution et de l’application envisagés. La mise
en place de cette solution nécessite de fournir à l’utilisateur avant l’exécution de son
application, les estimations des consommations énergétiques des différentes versions
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du service applicatif qu’il utilise.
La consommation énergétique est un des critères pour le choix d’une version
(protocole ou algorithme) d’un service applicatif mais ce n’est bien évidemment pas
le seul. En fonction de ses besoins, l’utilisateur peut établir un choix bi-critères en
s’appuyant par exemple sur la consommation énergétique et sur la performance (i.e.,
temps d’exécution). En effet, comme nous avons pu le voir notamment dans le cas
des algorithmes de diffusion de données, la consommation énergétique d’un service
applicatif n’est pas toujours liée à son temps d’exécution. L’estimateur de la consom-
mation énergétique que nous proposons est également capable d’estimer les temps
d’exécution des différentes opérations que nous retrouvons dans les protocoles de to-
lérance aux pannes et dans les algorithmes de diffusion de données. En fournissant
également les temps d’exécutions des différentes opérations liées à la tolérance aux
pannes ou à la diffusion de données, l’estimateur de la consommation énergétique
que nous proposons permettra ainsi à l’utilisateur de faire un choix en fonction de
ces deux critères.
L’autre solution pour consommer moins d’énergie consiste à exploiter les diffé-
rences de puissance électrique qui caractérisent les noeuds identiques d’une même
grappe et ce en privilégiant l’utilisation des noeuds de calcul dont la puissance
électrique au repos est la moindre. Cette approche baptisée FLIP s’oppose aux ap-
proches irréalistes qui consistent à considérer à tort que des noeuds appartenant à
des grappes de calcul homogènes consomment la même puissance électrique lors-
qu’ils sont au repos ou lorsqu’ils exécutent les mêmes programmes. Avec de telles
approches irréalistes, les utilisateurs choisiraient des noeuds quel qu’ils soient en
pensant que de toutes façons la consommation totale c’est la consommation d’un
noeud multipliée par le nombre de noeuds. La mise en place de cette solution né-
cessite une mesure des puissances électriques au repos des différents noeuds de la
plate-forme de calcul très haute performance afin de les trier dans l’ordre croissant
des puissances électriques.
D’une part, nous avons montré qu’en choisissant d’exécuter une application sur
les noeuds qui consomment le moins, l’utilisateur peut réduire significativement la
consommation énergétique (jusqu’à 17 % sur Sagittaire) de ces applications et donc
sa facture. Moins il utilise de noeuds, plus les économies d’énergie grâce à FLIP
seront notables en comparaison aux économies obtenues avec les autres approches.
Si son application utilise toute la plate-forme, il ne réduira pas sa consommation
énergétique dans la mesure où il utilisera tous les noeuds quel que soit la politique
d’attribution de noeuds. Ainsi, s’il est facturé en fonction de sa consommation éner-
gétique, FLIP lui permettra d’économiser de l’énergie et donc de l’argent. Avec une
facturation sur la consommation énergétique, FLIP sera plus profitable pour les
premiers utilisateurs car eux ils peuvent faire un choix sur un plus large éventail de
noeuds. Les derniers utilisateurs auront un choix plus restreint et seront donc per-
dants étant donné qu’ils n’auront le choix que parmi les noeuds qui consomment les
plus. Cette politique de facturation est donc analogue à celle qui est généralement
utilisée pour la tarification des chambres d’hôtels et des billets de transport (avion,
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train, etc.) dans la mesure où ceux qui réservent leurs places en premier ont le plus
de chance d’avoir les tarifs les plus bas. Cette politique de facturation est fondée
sur les théories du "yield management". À l’opposé, s’il est facturé en fonction du
nombre de noeuds, il n’y aura aucune incidence sur sa facture s’il choisit d’utiliser
des noeuds plutôt que d’autres.
D’autre part, nous avons montré qu’en attribuant à l’utilisateur les noeuds qui
consomment le moins, le propriétaire de la plate-forme peut économiser plus d’élec-
tricité s’il décide d’éteindre les noeuds restants inutilisés (c’est-à-dire les noeuds qui
consomment le plus). Dans des travaux précédents comme [Orgerie and Lefèvre,
2011], les auteurs ont proposé d’éteindre les noeuds qui ne sont pas utilisés. Ce-
pendant étant donné que ces travaux considèrent que tous les noeuds d’une même
grappe de calcul consomment la même puissance électrique, aucun d’eux ne met en
évidence que le choix des noeuds à éteindre peut faire évoluer les économies d’éner-
gie. Pour que FLIP soit financièrement profitable au propriétaire de l’infrastructure,
il faut que celui-ci facture l’utilisateur en fonction du nombre de noeuds.
En somme, le choix des noeuds à attribuer lors des demandes de ré-
servations de ressources de calcul est un des critères qu’il faut prendre en
compte dans les algorithmes d’ordonnancement. Pour réduire la consom-
mation énergétique dans les infrastructures de calcul haute performance,
l’approche FLIP suggère de choisir parmi les noeuds disponibles ceux
dont la puissance électrique au repos est la moindre. En fonction de la
politique de facturation, l’approche FLIP est une approche d’attribution
de noeuds financièrement profitable, soit pour l’utilisateur soit pour le
propriétaire de la plate-forme.
Au delà de ces deux solutions, grâce aux mesures de la puissance électrique,
la compréhension du comportement électrique des différentes versions d’un service
applicatif permet d’envisager d’autres solutions pour réduire la consommation éner-
gétique d’un protocole ou d’un algorithme donnés. En effet, en prédisant les périodes
d’inactivé et les périodes d’attente active, il est possible d’envisager l’application de
leviers énergétiques tels le ralentissement de ressources (DVFS) voire l’extinction de
quelques composants si les périodes d’inactivité ou d’attentes actives sont suffisam-
ment longues.
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6.4 Conclusions du chapitre
Les supercalculateurs sont devenus de gros consommateurs d’électricité. Selon
la liste du TOP 500 publiée en juin 2013, les infrastructures de calcul intensif les
mieux classées en termes de performance consomment déjà quelques mégawatts. Au
delà de la consommation énergétique très élevée de ces systèmes, les coûts financiers
et les problèmes écologiques liés à ces infrastructures sont un véritable frein à leur
déploiement.
Les solutions que nous avons présentées dans le chapitre précédent visent à
"consommer moins" d’énergie, en réduisant la consommation énergétique des in-
frastructures de calcul très haute performance et des services applicatifs que ces
infrastructures exécutent. Nous avons également besoin de solutions pour "consom-
mer mieux" cette énergie [Diouri et al., 2011] en la consommant quand elle est
disponible à moindre coût financier et à moindres émissions de CO2.
À cette fin, et dans la perspective de faciliter la coordination de toutes ces
solutions, nous recourons à la conception d’un environnement logiciel unifié ap-
pelé SESAMES : Smart and Energy-aware Service oriented Architecture Manager
at Extreme-Scale [Diouri et al., 2012a, Diouri et al., 2013c, Diouri et al., 2013b].
Cet environnement logiciel permet d’agréger les solutions pour "consommer moins"
d’une part et les solutions pour "consommer mieux" d’autre part. Il s’appuie donc
sur les mesures et estimations que nous avons présentées dans les chapitres précé-
dents. Jusque là, nous avons eu besoin d’interactions principalement avec l’utilisa-
teur et l’administrateur de la plate-forme de calcul très haute performance. Dans
ce chapitre, nous introduisons une interaction avec un nouvel acteur : le fournisseur
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d’énergie afin de mettre en adéquation l’usage de la plate-forme à la fourniture de
l’électricité qui a un caractère dynamique.
Dans la section 6.1, nous présentons l’architecture et les interactions de SE-
SAMES avec les différents acteurs (utilisateur, plate-forme, administrateur et four-
nisseur d’énergie). La section 6.2 généralise l’attribution des noeuds aux utilisateurs
(approche FLIP) que nous avons introduit dans le chapitre précédent en proposant
un ordonnancement vert multi-critères des réservations de ressources qui prend en
compte également les critères de coût financier et de l’impact environnemental. La
section 6.3 présente des résultats obtenus par simulation qui montrent comment
notre algorithme d’ordonnancement multi-critères permet de réduire la consomma-
tion énergétique tout en diminuant l’impact environnemental et le coût financier, et
tout en respectant les contraintes de l’utilisateur et du fournisseur d’énergie.
6.1 SESAMES : un environnement logiciel pour consommer
moins et mieux
Le but de SESAMES est de gérer l’exécution des applications de calcul très
haute performance sur les actuels et futurs supercalculateurs dans une perspective de
mieux consommer l’énergie. Dans cette section, nous revenons en partie sur quelques
composants que nous avons pu introduire dans les chapitres précédents et présentons
les nouveaux composants qui visent à consommer mieux.
6.1.1 Architecture conceptuelle de SESAMES
Puisque les infrastructures de calcul très haute performance sont de gros consom-
mateurs d’énergie et que leur consommation est irrégulière dans le temps [Orgerie
et al., 2008a], SESAMES propose d’établir une communication continue avec le four-
nisseur d’énergie. De tels flux de communication visent à optimiser la production,
la distribution mais aussi la consommation d’énergie. La figure 6.1 présente l’archi-
tecture globale de l’infrastructure considérée. D’une part, les fournisseurs d’énergie
adaptent l’approvisionnement en énergie en fonction des besoins des gros consomma-
teurs (tels que les supercalculateurs). D’autre part, les utilisateurs des infrastructures
distribuées à large échelle préféreront consommer l’énergie lorsqu’elle est la moins
coûteuse et/ou la plus "verte". Par "verte", nous insinuons que la production de
l’énergie est moins polluante et ainsi génère une quantité réduite en émissions de
CO2 (comme c’est le cas par exemple pour les énergies solaire et éolienne).
Par ailleurs, dans l’optique de réduire la consommation énergétique globale, SE-
SAMES agit directement sur les noeuds du supercalculateur. Un wattmètre est bran-
ché sur chaque noeud et mesure sa puissance électrique. Nous pouvons imaginer que
les unités de distribution électrique (PDUs) fourniront des mesures aussi précises et
avec une fréquence aussi élevée que celles que nous relevons à l’aide de nos watt-
mètres (tels que OmegaWatt et WattsUp). Ceci permettrait de mesurer plus
facilement la puissance électrique de chaque noeud.
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Figure 6.1 – Interactions de SESAMES avec les différents acteurs
Dans la section 6.1.2, nous spécifions ce que nous voulons dire par service et nous
détaillons les différents services que l’on peut considérer dans SESAMES.
6.1.2 Services pris en compte dans SESAMES
La figure 6.2 présente des exemples de services qui nous semblent incontournables
dans le domaine du calcul très haute performance et sur lesquels SESAMES peut
aider l’utilisateur à choisir la meilleure version du service en intégrant les contraintes
énergétiques.
Parmi les services considérés dans SESAMES, nous avons étudié dans le chapitre
4.3 quelques services relatifs à la tolérance aux pannes et aux échanges collectifs de
données. En ce qui concerne la tolérance aux pannes, SESAMES inclut donc deux
services. D’une part, l’un est dédié à la phase de sauvegarde de points de reprise
(i.e., checkpointing) qui est réalisée pendant le fonctionnement sans panne d’une
application [Diouri et al., 2013e]. Cela consiste à sauvegarder une image de l’actuel
état de l’application [Chandy and Lamport, 1985]. D’autre part, l’autre est dédié
à la phase de récupération de points de reprise (i.e., recovery) dans le cas d’une
défaillance. Cela consiste à récupérer le dernier point de reprise sauvegardé.
En ce qui concerne les opérations collectives d’échanges de données, SESAMES
incorpore les services suivants :
– Scatter, qui consiste à distribuer à plusieurs processus des portions de données
issues d’un processus source ;
127













Collecte de données 
de tous vers 1
Collecte de données 
de tous vers tous






Figure 6.2 – Services pris en compte dans SESAMES
– Gather, qui consiste à récupérer sur un processus les données issues de plusieurs
processus ;
– Broadcast, la diffusion de données à tous les processus [Diouri et al., 2013g] ;
– All Gather, qui consiste à récupérer les données de tous les processus sur tous
les processus.
D’autres services sont également à prendre en compte : par exemple, un service
pour rechercher une donnée parmi tous les processus et un service pour visualiser
en temps réel les logs d’une application. Superviser les ressources matérielles qui
sont mises en jeu dans un système distribué à très large échelle est un autre service
important qui est requis si par exemple nous souhaitons visualiser en temps réel la
consommation énergétique de chacun des noeuds.
Chacun de ces services peut-être implémenté à l’aide de différentes versions de
protocoles ou d’algorithmes. Par exemple, en ce qui concerne la diffusion de données,
nous avons décliné dans le chapitre 4, quatre algorithmes différents de diffusion
de données. Un des objectifs de SESAMES est d’aider les utilisateurs à choisir la
version la plus convenable (i.e., protocole ou algorithme) du service. Nous avons
montré dans le chapitre 4 comment à partir d’un calibrateur et d’un estimateur
de la consommation énergétique d’un service, nous pouvions guider l’utilisateur et
l’administrateur dans leurs choix. La section suivante présente les composants de
SESAMES ainsi que leurs interactions avec les différents acteurs.
6.1.3 Composants de SESAMES
Concevoir un environnement logiciel unifié efficace en énergie est indispensable
pour favoriser un dialogue et une coordination entre les différents acteurs inter-
venant sur l’infrastructure de calcul très haute performance mais également entre
les différents composants utilisés dans une perspective d’améliorer la consommation
énergétique. La figure 6.3 présente les principaux composants de cet environnement
logiciel.
De plus, SESAMES inclut un ordonnanceur vert et multi-critères des réserva-
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Figure 6.3 – Les différents composants de SESAMES
tions de ressources de calcul faites par les utilisateurs. Cet ordonnanceur est en
charge de planifier efficacement les nouvelles demandes de réservation et d’allouer
les ressources nécessaires pour chaque réservation. Pour cela, l’ordonnanceur vert
tente de résoudre un problème d’optimisation multi-critères en tenant compte de
plusieurs contraintes. Comment allouer les noeuds du supercalculateur au moment
le plus proche de celui souhaité par l’utilisateur, en consommant le moins d’énergie
possible, de l’énergie moins polluante, au plus bas coût financier et sans dépasser la
limitation de puissance fixée par le fournisseur d’énergie ? Une fois que la réservation
est placée, l’ordonnanceur vert met à jour l’agenda des réservations de SESAMES.
Étant donné que les supercalculateurs à très large échelle ont une consommation
énergétique importante et irrégulière, SESAMES fournit la possibilité d’estimer avec
précision la consommation énergétique des différents services présentés dans la sec-
tion 6.1.2 qui sont incontournables dans les applications qui s’exécuteront à l’échelle
exaflopique. Afin de prendre en compte les différentes spécificités techniques du ma-
tériel, l’estimateur de l’énergie s’appuie sur la calibration de plate-forme d’exécution
pour les différents services (voir chapitre 4.3) Actuellement, l’estimation d’énergie
avec SESAMES est proposée pour la tolérance aux pannes [Diouri et al., 2013e] et
pour la diffusion des données [Diouri et al., 2013g] (voir chapitre 4.3).
Pour optimiser la consommation énergétique des supercalculateurs, SESAMES
intègre un réducteur de la consommation énergétique qui est en charge de diminuer
la consommation énergétique des services et des applications en proposant d’ap-
pliquer des leviers énergétiques au niveau des composants matériels : éteindre ou
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ralentir des composants (noeud de calcul, processeur, mémoire RAM, disque dur,
etc.) lorsqu’ils sont au repos ou en attente active. Le réducteur d’énergie propose
ces leviers verts en fonction des périodes d’inactivité et d’attente active connues par
les noeuds de calcul et des droits pour éteindre, allumer ou ralentir les ressources de
calcul, qui sont attribués par l’administrateur de l’infrastructure à l’utilisateur. Par
exemple, avec la récupération non coordonnée des points de reprise (section 6.2),
seuls les processus défaillants redémarrent et lancent la restauration des points de
reprise pendant que les processus non-défaillants restent en attente active [Bouteiller
et al., 2006]. Dans une perspective de réduire la consommation énergétique de la ré-
cupération non coordonnée, nous proposons soit d’éteindre soit de ralentir les coeurs
de calcul des processus non défaillants pendant toute la phase de récupération des
processus défaillants. La durée de cette attente active est très variable : elle peut
aller de quelques secondes à plusieurs minutes. Il est donc nécessaire de prédire la
durée de cette attente active notamment pour savoir si elle est suffisamment longue
(supérieure au Ts [Orgerie et al., 2008b]) pour éteindre et rallumer les noeuds de
calcul. Dans le cas contraire, on pourra toujours se contenter de ralentir les noeuds
de calcul en appliquant les techniques DVFS. Ces solutions vertes sont elles-mêmes
ré-évaluées par l’estimateur énergétique afin d’informer l’utilisateur de l’importance
de l’énergie que l’on peut économiser grâce à ces solutions.
6.1.4 Grille électrique intelligente
Les supercalculateurs à très large échelle consomment énormément d’électricité
et sont considérés par les fournisseurs d’énergie comme d’importants clients dans
la mesure où ils consomment quelques mégawatts. En effet, selon le classement du
TOP 500 publié en juin 2013, plus de 40 supercalculateurs consomment plus d’un
mégawatt. Afin d’établir une meilleure communication entre les fournisseurs d’éner-
gie et ces importants clients, SESAMES s’appuie sur une grille électrique intelligente
("smart grid", voir section 2.2.2.1 du chapitre 2).
6.1.4.1 Du fournisseur d’énergie vers SESAMES
Grâce à des flux de communication permanents, SESAMES recueille les infor-
mations suivantes auprès du fournisseur d’énergie :
– l’agenda du coût financier de l’énergie (kWh) afin de connaître/calculer le prix
de l’électricité consommée ;
– l’agenda des émissions de CO2 correspondant aux types d’énergies utilisées par
le fournisseur d’énergie pour alimenter le supercalculateur, afin de connaître
l’impact environnemental de l’énergie consommée ;
– l’agenda des limitations d’électricité fournie (quantité maximale disponible)
afin de connaître la puissance électrique maximale que le fournisseur d’énergie
peut délivrer [Fan et al., 2007b].
En effet, les fournisseurs d’énergie proposent souvent des prix par kWh en fonc-
tion de l’heure et du jour où cette énergie est consommée. Par exemple, EDF 1, le
1. EDF : http://bleuciel.edf.com
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fournisseur d’énergie en France affiche des prix en euros par kWh d’une part du jour
de consommation (jour "bleu", "blanc" ou "rouge") et d’autre part des horaires
dans la journée considérée (période creuse, de 22h à 6h ou période pleine, de 6h à
22h). Le prix par kWh dans les périodes pleines des jours "rouges" est plus de sept
fois celui des périodes creuses dans les jours "bleus". C’est loin d’être négligeable !
En outre, l’énergie fournie peut provenir de multiples sources : pétrole, gaz na-
turel, charbon, soleil, vent, etc. Ainsi, l’impact environnemental (émissions de CO2)
est fonction de la ressource à partir de laquelle l’énergie a été produite. La puissance
électrique maximale que peut délivrer le fournisseur d’énergie peut varier dans le
temps. Ainsi, SESAMES peut adapter l’ordonnancement des réservations de res-
sources en fonction de cette limitation d’électricité fournie.
Grâce aux informations relatives au coût financier et à l’impact environnemental
de l’énergie consommée récupérées auprès du fournisseur d’énergie, SESAMES peut
également se baser sur les estimations de consommation énergétique pour évaluer
le coût financier et la quantité de CO2 émise pour chacune des versions du service
applicatif que l’utilisateur souhaite utiliser. Ainsi, l’utilisateur pourrait se voir pro-
poser par SESAMES plusieurs créneaux horaires pour exécuter son application tout
en cherchant à réduire les coûts financiers et environnementaux liés à son service
applicatif.
6.1.4.2 De SESAMES vers le fournisseur d’énergie
Grâce aux informations issues du calibrateur et de l’estimateur, SESAMES peut
prévoir la consommation future du supercalculateur en fonction des réservations
planifiées et informer en conséquence le fournisseur d’énergie de cette consommation
à venir. Dans le cas où il serait prévu que le supercalculateur consomme moins
d’énergie que ce dont dispose le fournisseur d’énergie, SESAMES avertit ce dernier
de sorte qu’il puisse réduire ou arrêter la production des énergies issues de sources
polluantes (charbon, pétrole, etc.). Dans le cas inverse, si le supercalculateur prévoit
des pics élevés en termes de puissance électrique, SESAMES demande au fournisseur
d’énergie de délivrer plus de puissance.
6.2 Ordonnancement efficace en énergie des réservations des
ressources
Grâce aux informations provenant du fournisseur d’énergie et à notre connais-
sance énergétique de la plate-forme, SESAMES planifie les réservations des noeuds
dans l’optique de consommer mieux. L’ordonnanceur vert des réservations de SE-
SAMES maintient un agenda des réservations pour chaque noeud. L’agenda enre-
gistre toutes les réservations relatives à un noeud.
Afin d’exécuter leurs applications, les utilisateurs envoient à SESAMES une re-
quête de réservation de plusieurs noeuds du supercalculateur. Une demande de ré-
servation consiste en un nombre N de noeuds requis, une durée de réservation D,
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une date de début au plus tôt tdmin et une date de début au plus tard tdmax . Afin de
planifier une réservation, l’ordonnanceur vert de SESAMES résout le problème (P)
d’optimisation multi-critères suivant :
Déterminer la date de début (placement) de la réservation t0 telle que :
– C1 : t0 est compris entre tdmin et tdmax ;
– C2 : au moins, N noeuds sont disponibles entre t0 et t0 +D ;
– C3 : la puissance électrique maximale Pcapping dont dispose le fournisseur
d’énergie n’est pas dépassée ;
– O1 : l’énergie ξ(t0, t0 +D) consommée pendant la réservation est minimi-
sée ;
– O2 : le coût financier ζ(t0, t0 +D) de la réservation est minimisée ;
– O3 : l’impact environnemental (quantité de CO2 émise) ρ(t0, t0 + D) de
la réservation est minimisée.
C1, C2 et C3 sont les contraintes du problème P .
O1, O2 et O3 sont les objectifs du problème P .
Comme spécifié dans la section 6.1.4.1, l’impact environnemental ρ(t) dépend
de la source d’énergie qu’approvisionne le fournisseur d’énergie. Il est évalué en
considérant la quantité de CO2 émise par joule consommé. De façon analogue, le
coût financier ζ(t) dépend de l’agenda du coût financier de l’énergie délivrée par le
fournisseur d’énergie. Il est évalué en considérant le prix du joule.
Nous notons PNresMAX(t, t + D) la puissance électrique maximale consommée par
les Nres noeuds qui sont réservés entre t et t + D. Pour évaluer PNresMAX(t, t + D),
SESAMES mesure la puissance électrique maximale P imax pour chaque noeud i. P imax
est obtenue en mesurant la puissance électrique du noeud i lorsqu’il exécute cpuburn





max) où P imax est la puissance électrique maximale du noeud i.
Ainsi, la puissance électrique de chaque noeud qui exécute une application donnée est
comprise entre P irepos et P imax. P irepos est obtenue en mesurant la puissance électrique
de chaque noeud i pendant qu’il n’exécute que le système d’exploitation.
Nous considérons que pour un noeud i, la puissance électrique moyenne pendant
D est αiP imax, où αi est une coefficient compris entre
P irepos
P imax
et 1. Les mesures de P irepos
et de P imax ont besoin d’être relevées qu’une seule fois et font partie du processus de
la calibration de la plate-forme d’exécution.
Pour le calcul des différents fonctions objectifs ξ(t, t+D), ζ(t, t+D) et ρ(t, t+D),
nous ne prenons en compte que les N noeuds disponibles qui consomment le moins
entre t et t+D. ξ(t, t+D), ζ(t, t+D) et ρ(t, t+D) sont tels que :
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Nous obtenons la première équation en appliquant la propriété fondamentale du
barycentre sur le système {(P imax, αi), i ∈ [1, n]}.
∑n
i=1(αi) dépend uniquement de
l’application qui sera exécutée pendant la réservation.
Nous résolvons le problème (P) à l’aide de l’algorithme 1.
Le dialogue entre l’utilisateur et l’ordonnanceur vert de SESAMES est présenté
dans la figure 6.4. Une fois que la demande de réservation est exprimée par l’utili-
sateur, SESAMES informe l’utilisateur des différentes possibilités :
– la réservation demandée n’est pas possible ; dans ce cas, l’utilisateur peut es-
sayer de demander une nouvelle réservation en changeant ses critères ;
– il y a une date de début de la réservation t0 qui minimise simultanément
ξ(t0, t0 + D), ζ(t0, t0 + D) et ρ(t0, t0 + D) ; dans ce cas, l’utilisateur confirme
ou non la réservation optimale proposée par SESAMES ;
– il y a six dates de début de la réservation distinctes (tξζρ, tξρζ , tρξζ , tρζξ, tζρξ
ou tζξρ) qui minimisent ξ, ζ et ρ en donnant des poids différents à ces trois
critères. Ainsi, en considérant les différentes valeurs de ξ, ζ et ρ, l’utilisateur
peut choisir l’une de ces six dates. En d’autres termes, cela signifie que SE-
SAMES demande à l’utilisateur de choisir un classement des critères de la
consommation énergétique, du coût financier, et l’impact environnemental.
6.3 Evaluation de l’ordonnanceur de réservations
multi-critères
Cette section présente l’environnement de simulation et les résultats de l’évalua-
tion de l’ordonnanceur vert de réservations multi-critères. L’objectif est de comparer
notre approche d’ordonnancement (avec un classement donné pour les trois critères)
à l’approche d’ordonnancement qui consiste à démarrer "dès que possible" la réser-
vation de l’utilisateur.
6.3.1 Environnement de simulation
Pour évaluer les avantages de l’ordonnanceur vert de réservations multi-critères,
nous l’avons simulé sous Matlab afin de le comparer à l’approche qui consiste à
démarrer "dès que possible" la réservation de l’utilisateur.
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Algorithm 1 Résolution du problème d’optimisation multi-objectifs (P)
ttmp[] : tableau d’entiers ; nb, t : entiers ;
nb← 0 ;
/*** Détermination des dates de début possibles t, i.e., celles qui satisfont les contraintes C1,
C2 et C3 ***/
/* On parcourt un intervalle d’entiers */
for t ∈ [tdmin ..tdmax ] do
if [(au moins N noeuds sont disponibles pendant [t, t+D]) et (les N noeuds qui consomment





if (nb == 0) then
Informer l’utilisateur que la réservation n’est pas possible, car il n’y a pas assez de noeuds
ou il y aura dépassement de la limitation de puissance électrique.
return −1
else
ξ[], ζ[], ρ[] : tableaux de décimaux ;
/*** Calcul des valeurs des différentes fonctions objectifs pour toutes les dates de début
possibles t ***/
for i ∈ [1..nb] do
ξ[i]← ξ(ttmp[i], ttmp[i] +D) ;
ζ[i]← ζ(ttmp[i], ttmp[i] +D) ;
ρ[i]← ρ(ttmp[i], ttmp[i] +D) ;
end for
end if
x, y, z : entiers ;
Minξ,Minζ,Minρ : decimaux ; /* Valeurs minimales pour chaque fonction */
TMinξ[], TMinζ[], TMinρ[] : tableaux d’entiers ;
/* Obtenir tous les ttmp minimisant chaque fonction objectif */
/* Définition de Obtenir_T_Min() dans l’algorithme 2 */
(Minξ, TMinξ, x)← Obtenir_T_Min(ξ, ttmp, nb) ;
(Minζ, TMinζ, y)← Obtenir_T_Min(ζ, ttmp, nb) ;
(Minρ, TMinρ, z)← Obtenir_T_Min(ρ, ttmp, nb) ;
/* S’il existe, retourner la valeur du plus petit ttmp[i] qui minimise O1, O2 et O3 */
for i ∈ [1..nb] do
if [(ttmp[i] ∈ TMinξ) et (ttmp[i]) ∈ TMinζ) et (ttmp[i]) ∈ TMinρ)] then return ttmp[i],
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/* S’il n’existe pas : fournir toutes les possibilités en fonction des 6 classements possibles pour
les 3 critères */
tξζρ, tξρζ , tζξρ, tζρξ, tρξζ , tρζξ : entiers ;
/* Valeurs minimisées pour la consommation énergétique */
Minρξ,Minζξ,Minρζξ,Minζρξ : décimaux
/* Valeurs minimisées pour le coût financier */
Minξζ,Minρζ,Minξρζ,Minρξζ : décimaux ;
/* Valeurs minimisées pour la pollution de l’environnement */
Minξρ,Minζρ,Minξζρ,Minζξρ : décimaux ;
/* 1 énergie, 2 prix, 3 pollution */
/* Trouver la plus petite valeur de TMinξ minimisant la fonction ζ puis la fonction ρ */
/* Définition de Trouver_T_MinALL() dans l’algorithme 3 */
(tξζρ,Minξ,MinξζetMinξζρ)← Trouver_T_MinALL(ξ, ζ, ρ, TMinξ, x) ;
/* 1 énergie, 2 pollution, 3 prix */
/* Trouver la plus petite valeur de TMinξ minimisant la fonction ρ puis la fonction ζ */
(tξρζ ,Minξ,MinξρetMinξρζ)← Trouver_T_MinALL(ξ, ρ, ζ, TMinξ, x) ;
/* 1 prix, 2 énergie, 3 pollution */
/* Trouver la plus petite valeur de TMinζ minimisant la fonction ξ puis la fonction ρ */
(tζξρ,Minζ,MinζξetMinζξρ)← Trouver_T_MinALL(ζ, ξ, ρ, TMinζ, y) ;
/* 1 prix, 2 pollution, 3 énergie */
/* Trouver la plus petite valeur de TMinζ minimisant la fonction ρ puis la fonction ξ */
(tζρξ,Minζ,MinζρetMinζρξ)← Trouver_T_MinALL(ζ, ρ, ξ, TMinζ, y) ;
/* 1 pollution, 2 énergie, 3 prix */
/* Trouver la plus petite valeur de TMinρ minimisant la fonction ξ puis la fonction ζ */
(tρξζ ,Minρ,MinρξetMinρξζ)← Trouver_T_MinALL(ρ, ξ, ζ, TMinρ, z) ;
/* 1 pollution, 2 prix, 3 énergie */
/* Trouver la plus petite valeur de TMinρ minimisant la fonction ζ puis la fonction ξ */
(tρζξ,Minρ,MinρζetMinρζξ)← Trouver_T_MinALL(ρ, ζ, ξ, TMinρ, z) ;
return tξζρ, Minξ, Minξζ et Minξζρ,
tξρζ , Minξ, Minξρ et Minξρζ,
tζξρ, Minζ, Minζξ et Minζξρ,
tζρξ, Minζ, Minζρ et Minζρξ,
tρξζ , Minρ, Minρξ et Minρξζ,
tρζξ, Minρ, Minρζ et Minρζξ ;
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Algorithm 2 Définition de la fonction Obtenir_T_Min
Obtenir toutes les valeurs de t minimisant la fonction F
function Obtenir_T_Min(F {tableau de décimaux}, t {tableau d’entiers}, taille {taille du
tableau t})
MinF ←∞ : décimal ; valeur minimum de F
m : entier ; /* nombre de t minimisant F */
TMinF [] : tableau d’entiers ; /* tableau des t minimisant F */
for i ∈ [1..taille] do
if F [t[i]] <=MinF then
if F [t[i]] < MinF then
m← 0 ; /* car nouveau minimum */
MinF ← F [t[i]] ; /* car nouveau minimum */
end if
m++
TMinF [m]← t[i] ;
end if
end for
return (MinF, TMinF[ ], m) ;
end function
La simulation est considérée sur une période de 30 jours. Le temps est discrétisé
en intervalles de temps égaux. Chaque intervalle de temps dure ∆T minutes. Dans
notre cas, nous utilisons un ∆T égal à 15 minutes. Nous rappelons que la puissance
électrique moyenne d’un noeud i pendant la réservation est égale à αiP imax. αi est





Le simulateur prend comme paramètres d’entrée :
– Une liste de puissances électriques au repos Prepos et maximales Pmax des NTot
noeuds du supercalculateur. NTot est le nombre total des noeuds du super-
calculateur. Les puissances électriques Prepos et Pmax de chaque noeud sont
obtenues à partir des puissances électriques mesurées des 44 noeuds de cal-
cul de la grappe Stremi de la plate-forme Grid’5000 (voir section 3.1). Pour
passer à l’échelle exaflopique, nos simulations doivent intégrer un nombre de
noeuds de l’ordre de 106. Pour avoir des valeurs réalistes par rapport à l’échelle
exaflopique, nous avons considéré que chacun des noeuds avait une efficacité
énergétique de 50 gigaFLOPS/W (1 exaFLOPS pour 20 MW comme préco-
nise le DARPA [Bergman et al., 2008]). Par conséquent, nous avons pris 1 ·106
noeuds et considéré que la puissance électrique d’un noeud du supercalculateur
est de 1/10e de la puissance électrique d’un noeud de la grappe Stremi et que
chaque noeud du supercalculateur simulé est capable d’attendre 5 teraFLOPS.
Ceci permet de constituer un supercalculateur de 5 exaFLOPS.
– L’agenda du coût financier. L’agenda que nous considérons est l’agenda réel
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Algorithm 3 Définition de la fonction Trouver_T_MinALL
/* Trouver la plus petite valeur de TMinF minimisant la fonction G puis la fonction H */
/* Pour cela, on cherche tous les TMinF qui minimisent G. Parmi les temps restants, on cherche
ceux qui minimisent H */
function Trouver_T_MinALL(F, G, H {tableau de décimaux}, TMinF {tableaux d’entiers
minimisant F}, tailleF {taille du tableau }))
TMinFG[] : tableau d’entiers ; /* tableau des TMinF minimisant F puis G */
TMinFGH[] : tableau d’entiers ; /* tableau des TMinF minimisant F , G puis H */
tailleFG, tailleFGH : entiers ; /* tailles des tableaux TMinFG[] et TMinFGH[] */
MinFG : décimal ; /* correspond à la valeur minimale de G après avoir minimisé F */
MinFGH : décimal ; /* correspond à la valeur minimale de H après avoir minimisé F puis
G */
tFGH : entier ; /* correspond à la plus petite valeur qui minimise F, G puis H */
/* Choisir parmi TMinF toutes les valeurs donnant la plus petite valeur pour G */
(MinFG, TMinFG, tailleFG)← Obtenir_T_Min(G,TMinF, tailleF ) ;
/* Choisir parmi TMinFG toutes les valeurs donnant la plus petite valeur pour H */
(MinFGH,TMinFGH, tailleFGH)← Obtenir_T_Min(H,TMinFG, tFG) ;
/* Choisir parmi TMinFGH la plus petite valeur (le plus tôt dans notre cas) */
tFGH ← min(TMinFGH) ;
return tFGH , MinF , MinFG et MinFGH ;
end function
figure 6.5 montre l’évolution du prix de l’électricité (en euros/J) sur le mois
considéré et avec une granularité de ∆T (15 minutes). Pendant ce mois-ci, le
prix du joule a varié entre 0.0212× 10−6 et 0.1422× 10−6 euros 3. Les valeurs
affichées en euros par joule ont été converties à partir des valeurs données en
euros par kWh (voir axe des ordonnées principal à gauche).
– L’agenda de l’impact environnemental. L’agenda que nous considérons est
l’agenda réel des quantités de CO2 émises par joule en France pendant le mois
de janvier 2013 4. La figure 6.5 montre également l’évolution de la quantité de
CO2 émise par joule sur le mois considéré et avec une granularité de ∆T (15
minutes). Pendant ce mois-ci, les quantités de CO2 émises par joule ont varié
entre 7.5 et 31.1 µg. Les valeurs affichées en µg par joule ont été converties à
partir des valeurs données en gparkWh (voir axe des ordonnées secondaire à
droite).
– L’agenda de la puissance électrique maximale que le fournisseur d’énergie peut

















































































































Figure 6.4 – Communications entre l’utilisateur et SESAMES pendant une réser-
vation de ressources
peut être délivrée au supercalculateur est générée aléatoirement entre 0% et





max). Ces valeurs sont générées selon une loi de probabilité
normale avec une espérance égale à 100 et une variance égale à 25.
De plus, le simulateur prend en entrée un flux de R requêtes de réservations.
Chaque requête de réservation r est générée aléatoirement et est composée de :
– Un nombre de noeuds N r généré aléatoirement entre 1 et NTot noeuds.
– Une durée Dr générée entre 15 minutes (i.e., la plus petite durée possible dans
notre agenda simulé, à cause du ∆T ) et une durée maximale correspondant
à 24 heures. Nous limitons la durée maximale à 24 heures afin d’éviter de
générer aléatoirement des durées de réservations longues par rapport aux 30
jours de l’agenda simulé. En effet, si des réservations de durée assez longues
sont placées dans l’agenda, les futures requêtes de réservations de ressources
risquent d’être plus souvent rejetées.
– Une date de début au plus tôt trdmin générée aléatoirement entre le premier et
le dernier intervalle de temps possible sur toute la période de la simulation.
– Une date de début au plus tard trdmax égale à t
r
min + T
r où T r est le décalage
maximal autorisé de la date de début de la réservation. Dans notre cas, Tr est
égale à deux fois la durée Dr.
Après chaque requête de réservation, le simulateur maintient et met à jour trois
agendas :
– L’agenda des réservations placées en utilisant l’approche d’ordonnancement




] et à prendre les N r premiers noeuds disponibles.
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Figure 6.5 – Agendas du prix du kWh et de la quantité de CO2 émise par kWh
(données extraites des sites d’EDF et de RTE)
– L’agenda des réservations placées en utilisant notre approche d’ordonnance-
ment avec un utilisateur qui classe les critères comme suit : coût ﬁnancier,
impact environnemental, puis consommation énergétique ;
– L’agenda des réservations placées en utilisant notre approche d’ordonnance-
ment avec un utilisateur qui classe les critères comme suit : impact environne-
mental, coût ﬁnancier puis consommation énergétique.
Aﬁn de comparer les trois politiques d’ordonnancement, au fur et à mesure que
des réservations sont planiﬁées, nous recueillons de chaque agenda de réservations
les valeurs moyennes suivantes qui sont calculées sur l’ensemble des réservations déjà
placées :
– la consommation moyenne d’énergie d’une réservation ;
– le coût ﬁnancier moyen d’une réservation ;
– la quantité moyenne de CO2 émis lors d’une réservation ;
– le décalage temporel moyen des dates de début des réservations par rapport
aux dates de début au plus tôt de chaque demande de réservation ;
– le nombre de requêtes de réservations non satisfaites soit à cause de l’indis-
ponibilité des noeuds soit parce que la puissance électrique maximale délivrée
est insuﬃsante ;
– le taux moyen d’occupation de la plate-forme, c’est-à-dire la proportion moyenne
de noeuds réservés calculée sur la durée totale de l’agenda des réservations.
Nous considérons que dans lors d’une simulation, il y a 100 requêtes de réserva-
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tions de ressources qui sont statiques : elles arrivent toutes avant le premier jour de
l’agenda et elles sont dans un ordre donné. Dans notre simulation, le choix de 100
requêtes de réservations est motivée par une volonté d’avoir un taux moyen d’occu-
pation qui soit proche de 50 %. Il est à noter que si le taux d’occupation est de 100
%, il n’y aura aucune différence (ni énergétique, ni financière, ni environnementale)
entre les trois approches comparées du fait que tous les noeuds seront pris à tous
les moments de l’agenda. Les paramètres fixés dans notre simulateur sont résumés
dans le tableau 6.1.
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D’une simulation à l’autre, les valeurs obtenues peuvent être différentes car la
plupart des paramètres de simulation sont tirés aléatoirement. Afin de lisser ce carac-
tère aléatoire, nous exécutons cette simulation 100 fois et nous calculons les valeurs
moyennes que nous obtenons sur l’ensemble des 100 simulations.
6.3.2 Résultats d’évaluation
La figure 6.6 présente l’énergie moyenne consommée sur toutes les réservations
déjà placées. La figure 6.7 présente le coût financier moyen sur toutes les réservations
déjà placées. La figure 6.8 présente la quantité de CO2 émise sur toutes les réserva-
tions déjà placées. La figure 6.9 présente le décalage temporel moyen sur toutes les
réservations déjà placées. Les réservations rejetées ne sont pas comptabilisées dans
le calcul des résultats affichés.
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Figure 6.6 – Evolution moyenne de la consommation énergétique
par réservation placée
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SESAMES (pollution, prix, énergie)
Figure 6.7 – Evolution moyenne du coût financier par réservation
placée
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Figure 6.8 – Evolution moyenne des quantités de CO2 émises par
réservation placée
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Figure 6.9 – Evolution moyenne du décalage temporel moyen de
la date de début d’une réservation
Premièrement, nous remarquons sur les figures 6.6, 6.7 et 6.8 que l’approche
d’ordonnancement multi-critères (avec un classement donné pour les trois critères)
consomme moins d’énergie, coûte moins d’argent et génère moins de CO2. En effet,
en comparant les deux versions de l’approche d’ordonnancement multi-critères à
l’approche "dès que possible", les économies relatives que nous obtenons après 100
requêtes de réservations sont exposées dans le tableau 6.2.
Les valeurs affichées dans les figures 6.6, 6.7 et 6.8 semblent être élevées. Ci-
dessous, nous essayons de retrouver les ordres de grandeur de ces valeurs en se basant
sur les paramètres moyens. En moyenne, un utilisateur demande la moitié de la
plate-forme (5×105 noeuds) pendant une durée de réservation moyenne d’une demi-
journée (i.e., 12×3600 = 43200 s). En moyenne, un noeud consomme environ 17.5W
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SESAMES SESAMES
(prix, pollution, énergie) (pollution, prix, énergie)
Énergie économisée 2.32 % 0.7 %
Argent économisé 24.22 % 18.23 %
Émissions CO2 6.98 % 7.12 %
Table 6.2 – Synthèse des économies relatives par rapport à l’approche "dès que
possible"
(0.75× 25W , avec un αi égal à 0.8). Par conséquent, la consommation énergétique
moyenne par réservation est de (5× 105noeuds)× 17.5W × 43200s. Ainsi, son ordre
de grandeur est de 3 · 1011 joules (ce qui est le même ordre de grandeur que la
figure 6.6). En moyenne le prix de l’électricité est égal à 5 × 10−8 euros par joule.
Par conséquent, l’ordre de grandeur du coût financier moyen par réservation est
(3 × 1011) × (5 × 10−8) ce qui est égal à 1.5 × 104 (ce qui est le même ordre de
grandeur que la figure 6.7). De façon similaire, lorsque nous multiplions l’énergie
moyenne consommée par réservation par la quantité de CO2 émise par joule, nous
obtenons le même ordre de grandeur que celui que nous obtenons pour la quantité
moyenne de CO2 émise par réservation.
Au fur et à mesure que le nombre de réservations planifiées croît, nous remar-
quons que le coût financier moyen (figure 6.7) et la quantité moyenne de CO2 émise
(figure 6.8) tendent à décroître pour les deux versions de l’approche d’ordonnance-
ment multi-critères. En effet, plus le nombre de réservations planifiées croît, plus les
intervalles de temps (où les noeuds disponibles consomment le moins, où l’énergie
coûte le moins cher et où elle génère le moins de pollution) diminuent. En outre, pour
les deux versions de l’approche d’ordonnancement multi-critères, nous remarquons
que le décalage temporel moyen du début de réservation se stabilise à 30 minutes
par réservation alors que le décalage maximal paramétré est en moyenne de 2 fois
une demi-journée (soit 24 heures).
Par ailleurs, pour l’approche d’ordonnancement "dès que possible", nous remar-
quons que le décalage temporel moyen par réservation croît au fur et à mesure que
le nombre de réservations planifiées augmente. En effet, étant donné que l’agenda
des réservations avec l’approche "dès que possible" se remplit au fur et à mesure,
alors il devient de plus en plus difficile de placer des réservations avec une date de
début qui n’est pas décalée dans le temps.
Nous constatons également que l’énergie consommée pour les trois politiques
d’ordonnancement tend à diminuer plus le nombre de réservations planifiées aug-
mente. Étant donné que les agendas de réservation se remplissent, il devient de plus
en plus difficile de placer des réservations avec un grand nombre de noeuds. Les ré-
servations qui demandent un grand nombre de noeuds sont rejetées. Par conséquent,
au fur et à mesure que l’agenda se remplit, les réservations placées sont celles qui
demandent de moins en moins de noeuds. Ceci implique que l’énergie moyenne par
réservation décroît au fur et à mesure que l’agenda se remplit (i.e., que la simulation
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avance).
Le taux d’occupation de la plate-forme et le taux des réservations non placées
après traitement des 100 requêtes de réservations, sont donnés dans le tableau 6.3.
Une réservation peut être non placée car elle peut être rejetée soit parce que le
nombre de noeuds demandés n’est pas disponible soit parce que cette réservation
engendrerait un dépassement de la puissance électrique maximale délivrée par le
fournisseur d’énergie.
Taux d’occupation Réservations Réservations
non placées non placées
à cause du à cause de
nombre de noeuds Pcapping
"Dès que possible" 52.59 % 7.56 % 3.52 %
SESAMES 51.60 % 7.12 % 4.02 %
(prix, pollution, énergie)
SESAMES 52.29 % 8.16 % 3.41 %
(pollution, prix, énergie)
Table 6.3 – Taux d’occupation de la plate-forme et taux des réservations non pla-
cées.
Pour les trois politiques d’ordonnancement, nous constatons bien que plus que
la moitié de la plate-forme est réservée après traitement des 100 requêtes de réserva-
tions. Les deux versions de l’approche d’ordonnancement proposée par SESAMES
génèrent des taux de réservations non placées très voisins de ceux de l’approche "dès
que possible".
Nous remarquons qu’une partie non négligeable des réservations non placées est
due à la limitation de la puissance électrique maximale délivrée. Par exemple, il est
de 31% du taux total des réservations non placées pour la politique d’ordonnan-
cement "dès que possible", de 36% pour "SESAMES (prix, pollution, énergie)", et
30 % pour "SESAMES (pollution, prix, énergie)". Il est donc important de tenir
compte de cette limitation de la puissance électrique maximale pour placer de nou-
velles réservations dans l’agenda. Une approche d’ordonnancement qui n’en tiendrait
pas compte, placerait la réservation dans l’agenda et cela engendrerait des coupures
d’électricité pendant la réservation. Ces coupures d’électricité auraient lieu aux mo-
ments où l’application de l’utilisateur dépasse cette puissance maximale.
6.4 Conclusions du chapitre
Dans ce chapitre, nous avons présenté SESAMES, un environnement logiciel dont
le but est de gérer l’exécution des applications sur des plates-formes de calcul très
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haute performance dans une perspective de consommer moins et mieux. Nous avons
pu présenter les différentes fonctionnalités de SESAMES, ses différents composants,
ses interactions avec les multiples acteurs de la plate-forme de calcul très haute
performance.
Afin de "consommer mieux", SESAMES s’appuie notamment sur une grille élec-
trique intelligente qui lui permet d’interagir efficacement avec le fournisseur d’éner-
gie. En mettant en place un dialogue avec le fournisseur d’énergie, SESAMES
échange des informations avec celui-ci et récupère principalement des données rela-
tives aux tarifs de facturation de l’énergie, aux émissions de CO2 issues des diffé-
rentes sources d’énergie utilisées pour la production de l’électricité et aux limitations
en termes de puissance électrique crête.
En prenant en compte ces informations et en s’appuyant sur une calibration
énergétique de la plate-forme de calcul très haute performance, SESAMES offre
une approche efficace en énergie et multi-critères pour planifier les réservations de
ressources qu’expriment les différents utilisateurs de la plate-forme. Des simulations
montrent que SESAMES permet de réduire à la fois la consommation énergétique, le
coût financier et l’impact environnemental liés à une réservation de ressources, tout
en respectant les contraintes imposées par l’utilisateur et le fournisseur d’énergie.
Si le propriétaire de la plate-forme de calcul très haute performance facture l’uti-
lisateur en fonction de la consommation énergétique, du coût financier, ou/et des
émissions de CO2 liés à sa réservation de ressources, SESAMES permettra à l’uti-
lisateur de réduire sa facture auprès du propriétaire de la plate-forme. Afin que
l’approche proposée par SESAMES soit financièrement plus profitable au proprié-
taire de la plate-forme, ce dernier devrait éteindre les ressources inutilisés tout en
veillant à ce que la durée de l’extinction de ces ressources soit supérieure à un certain
seuil minimal [Orgerie et al., 2008b].
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7.2.2 Inclusion des mécanismes de récupération des points de reprise
7.2.3 Appliquer des leviers énergétiques visant à réduire la consom-
mation énergétique
7.2.4 Vers un ordonnancement des réservations de ressources
multi-objectifs optimisé qui accepte plus de requêtes
La question de l’efficacité énergétique est un enjeu majeur dans les infrastruc-
tures de calcul très haute performance. En effet, le supercalculateur qui atteint la
plus grande puissance de calcul (34 pétaFLOPS) selon le classement du TOP 500
publié en juin 2013, consomme déjà plus de 17 MW alors que le DARPA fixe à 20
MW la puissance électrique maximale à ne pas dépasser pour une machine exaflo-
pique (1 exaFLOPS soit 1000 pétaFLOPS). Dans cette thèse, nous nous sommes
intéressés à proposer des solutions afin que la consommation énergétique dans ces
infrastructures soit à la fois réduite et meilleure. D’une part, nous proposons d’uti-
liser les noeuds de calcul et les versions des services applicatifs qui permettent de
consommer moins d’énergie. Les services applicatifs que nous avons considérés dans
notre étude sont les protocoles de tolérance aux pannes et les algorithmes de dif-
fusion de données. En ce qui concerne la tolérance aux pannes, nous nous sommes
focalisés sur la phase de fonctionnement sans panne en considérant d’une part le
cas des protocoles coordonnés et d’autre part le cas des protocoles non coordonnés.
En ce qui concerne la diffusion de données, nous avons considéré deux algorithmes
utilisés dans MPI (MPI/SAG et MPI/Pipeline) et deux algorithmes hybrides com-
binant chacun des deux précédents avec OpenMP (respectivement Hybrid/SAG et
Hybrid/Pipeline). D’autre part, nous proposons de planifier les réservations de res-
sources tout en visant à réduire la consommation énergétique, le coût financier et la
pollution de l’environnement.
7.1 Conclusions
Dans cette thèse, nous avons d’abord étudié les différents travaux existants qui
visent à évaluer et à consommer efficacement l’énergie dans les infrastructures de
calcul très haute performance. Bien que ces travaux ne répondent pas à tous les
besoins que nous avons identifiés dans le chapitre 1, ils révèlent que la recherche
147
CHAPITRE 7. CONCLUSIONS ET PERSPECTIVES
scientifique visant à améliorer la consommation énergétique dans ces infrastructures
a été très active lors de ces dernières années.
Dans un premier temps, nous avons essayé de comprendre le comportement élec-
trique des deux services applicatifs étudiés. Pour cela, nous avons essayé de mesurer
la puissance électrique de quelques opérations que nous identifions dans les proto-
coles de tolérance aux pannes et les algorithmes de diffusion de données. Suite à nos
premières mesures de la puissance électrique, nous avons montré qu’il est important
que l’équipement de mesure soit suffisamment précis pour que les mesures relevées
soient fiables. Par ailleurs, nous avons noté que les machines issues d’une même
grappe de calcul ne consomment pas forcément la même puissance électrique bien
qu’elles soient identiques d’un point de vue matériel et qu’elles exécutent les mêmes
opérations. D’une part, l’hétérogénéité électrique des noeuds identiques d’une même
grappe est due uniquement aux différences de puissance électrique de ces noeuds au
repos. D’autre part, le surcoût dynamique de la puissance électrique liée à l’exécu-
tion d’une opération donnée est homogène pour des noeuds identiques issus d’une
même grappe. Une méthodologie expérimentale nous a permis de détecter que cette
hétérogénéité de la puissance électrique provenait principalement des processeurs et
des ventilateurs chargés de les refroidir.
En plus d’être difficile, la mesure de la consommation énergétique peut être cou-
teuse en temps car elle nécessite d’exécuter l’application ou le service applicatif à
très grande échelle et dans tous les contextes d’exécution. Afin de réduire le nombre
de mesures et de connaître la consommation énergétique du service applicatif sans
pré-exécuter l’application, nous avons présenté une méthodologie pour estimer de
façon précise la consommation énergétique des opérations identifiées dans les ser-
vices applicatifs, et ce pour n’importe quel contexte d’exécution et pour n’importe
quelle plate-forme dotée de wattmètres pour chaque ressource (serveurs, stockage,
équipements réseaux). Nous pouvons imaginer que les futurs unités de distribution
électrique (PDUs) permettront de mesurer la puissance électrique avec une fréquence
plus élevée et avec plus de précision que les équipements actuellement disponibles.
Notre méthodologie d’estimation repose sur une calibration de la plate-forme
d’exécution et une description du contexte d’exécution qui consiste à fournir un
ensemble de paramètres en provenance de la plate-forme et de l’application. Nous
appelons calibration de la plate-forme, le processus qui consiste à orchestrer la col-
lecte d’un ensemble de mesures de puissance électrique et de temps d’exécution
des différentes opérations identifiées dans l’optique d’adapter les estimations éner-
gétiques en fonction de la plate-forme. En comparant les estimations énergétiques de
chacune des opérations identifiées aux mesures énergétiques de ces opérations lors
de l’exécution de l’application, nous avons pu montrer que les écarts étaient rela-
tivement faibles. Nos estimations énergétiques sont donc précises pour chacune des
opérations que ce soit pour la tolérance aux pannes ou pour la diffusion de données.
En nous appuyant sur les estimations énergétiques des différentes opérations, nous
sommes capables d’évaluer la consommation énergétique d’un protocole de tolérance
aux pannes ou d’un algorithme de diffusion de données.
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Une des solutions que nous proposons pour réduire la consommation énergétique
de ces deux services applicatifs, est de fournir à l’utilisateur les estimations énergé-
tiques avant l’exécution de l’application afin de lui offrir la possibilité de choisir le
protocole ou l’algorithme qui consomme le moins d’énergie en fonction du contexte
d’exécution et de l’application envisagés. En exploitant les différences de puissance
électrique qui caractérisent les noeuds identiques d’une même grappe, l’autre solu-
tion pour consommer moins d’énergie consiste à privilégier l’utilisation des noeuds
de calcul dont la puissance électrique au repos est la moindre. D’une part, nous avons
montré qu’en choisissant d’exécuter une application sur les noeuds qui consomment
le moins, l’utilisateur peut réduire significativement la consommation énergétique de
son application. Ainsi, s’il est facturé en fonction de sa consommation énergétique,
cette approche lui permettra d’économiser de l’énergie et donc de gagner de l’ar-
gent. D’autre part, nous avons montré qu’en attribuant à l’utilisateur les noeuds qui
consomment le moins, le propriétaire de la plate-forme peut économiser plus d’élec-
tricité s’il décide d’éteindre les noeuds restants inutilisés, c’est-à-dire les noeuds qui
consomment le plus. Pour que cette approche soit financièrement profitable au pro-
priétaire de l’infrastructure, il faut que celui-ci facture l’utilisateur en fonction du
nombre de noeuds.
En plus de la réduction de la consommation énergétique, nous proposons d’in-
tégrer deux nouveaux critères afin de "consommer mieux" : le coût financier et la
pollution de l’environnement (quantité de CO2 émis). À ce titre, nous avons proposé
SESAMES, un environnement logiciel qui s’appuie sur une grille électrique intelli-
gente pour interagir efficacement avec le fournisseur d’énergie. SESAMES échange
des informations avec ce dernier et récupère principalement des données relatives
aux tarifs de facturation de l’énergie, aux émissions de CO2 dues aux différentes
sources d’énergie utilisées pour la production de l’électricité et les limitations en
termes de puissance électrique crête. En prenant en compte ces informations et en
s’appuyant sur une calibration énergétique de la plate-forme de calcul très haute
performance, SESAMES permet d’ordonnancer les réservations de ressources qu’ex-
priment les différents utilisateurs de la plate-forme, en réduisant à la fois la consom-
mation énergétique, le coût financier et l’impact environnemental, tout en respectant
les contraintes imposées par l’utilisateur et le fournisseur d’énergie.
7.2 Discussion et Perspectives
Dans cette section, nous discutons certaines de nos conclusions et identifions
plusieurs questions ouvertes qui pourraient constituer des pistes pour des travaux
futurs.
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7.2.1 Compromis entre la consommation énergétique et le temps
d’exécution des services applicatifs
Dans cette thèse, nous avons mis l’accent sur la réduction de la consommation
énergétique des services applicatifs en nous appuyant sur les estimations énergétiques
des différentes opérations que nous identifions. Étant donné que nous sommes éga-
lement capables d’estimer le temps d’exécution lié à ces services applicatifs, nous
pouvons imaginer que nous fournissons également de telles estimations aux utilisa-
teurs afin de leur permettre de faire un choix de service applicatif en tenant compte
simultanément des deux critères : la consommation énergétique et le temps d’exé-
cution.
On pourrait penser que le protocole de tolérance aux pannes ou l’algorithme de
diffusion de données qui dure le moins longtemps est forcément celui qui consomme
le moins d’énergie. Ceci n’est pas toujours vrai. Bien que la coordination puisse
durer moins longtemps que l’enregistrement de messages sur disque dur, le fait que
la puissance électrique liée à la coordination soit bien plus importante que celle de
l’enregistrement de messages sur disque dur peut impliquer que la consommation
énergétique de la coordination soit plus grande que celle de l’enregistrement de
messages sur disque dur, et ce même dans le cas où leurs temps d’exécution respectifs
ont des tendances inverses. Donc, le protocole coordonné bien que prenant moins
de temps, peut dans certains cas consommer plus d’énergie que le protocole non
coordonné.
Nous avons également constaté cela dans le cas des algorithmes de diffusion de
données. En effet, bien que les consommations énergétiques des algorithmes hybrides
peuvent être plus basses que celles des algorithmes utilisés dans MPI dans les ap-
plications, les temps d’exécution des algorithmes hybrides peuvent être légèrement
plus élevés que ceux des algorithmes utilisés dans MPI. Ceci est dû au fait que la
puissance électrique des algorithmes hybrides pendant les opérations MPI (Scatter,
AllGather et Pipeline) est beaucoup plus basse que celle des algorithmes utilisés
dans MPI (un seul processus est actif dans le cas des algorithmes hybrides vs tous
les processus déployés sont actifs dans le cas des algorithmes utilisés dans MPI).
7.2.2 Inclusion des mécanismes de récupération des points de reprise
Dans notre étude, nous avons considéré les protocoles de tolérance aux pannes
pendant le fonctionnement normal de l’application, c’est-à-dire lorsqu’il n’y a au-
cune panne. Comme extension de notre étude, nous pouvons envisager d’estimer
également les opérations liées aux mécanismes de récupération des points de reprise
qui sont déclenchés en cas de panne. Les différentes opérations que nous identifions
sont :
– Restauration des points de reprise : cette opération consiste à charger en mé-
moire le dernier point de reprise sauvegardé. Contrairement aux protocoles de
sauvegarde coordonnée des points de reprises, dans les protocoles non coor-
donnés, seuls les processus qui sont tombés en panne ont besoin de redémarrer.
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– Ré-exécution de l’application : cette opération consiste à exécuter l’application
entre le moment où le point de reprise est restauré et l’instant où était arrivée
l’exécution de l’application avant la panne. Contrairement aux protocoles de
sauvegarde coordonnée des points de reprises, dans les protocoles non coor-
donnés, seuls les processus qui sont tombés en panne ré-exécutent l’application
depuis le dernier point de reprise.
– Attente en récupération : dans le cas du protocole non coordonné, les pro-
cessus qui ne sont pas tombés ont panne envoient aux processus défaillants
les messages enregistrés et se mettent à attendre activement les processus qui
doivent procéder restaurer le dernier point de reprise et ré-exécuter l’appli-
cation. Cette opération concerne donc seulement les processus qui ne sont
pas tombés en panne. Cette attente en récupération dure donc autant que
la restauration et la ré-exécution de l’application qui sont effectuées par les
processus défaillants.
En estimant la consommation énergétique de ces différentes opérations, nous se-
rons capables de comparer les consommations énergétiques des protocoles coordon-
nés et non coordonnés dans le contexte d’une ou plusieurs pannes. Ceci permettra à
l’utilisateur de choisir le protocole de tolérance aux pannes qui consomme le moins
d’énergie non seulement en fonction de l’intervalle de points de reprise mais aussi
du nombre de pannes. Le nombre moyen de pannes peut être évalué grâce au calcul
du MTBF (Mean Time Between Failures).
Ainsi, pour savoir quel protocole choisir dans le contexte de pannes, il faudra
évaluer :
∆E = ECoordonne − ENonCoordonne











· (ρiappli − ρiattente))]
C est le nombre de points de reprise sauvegardés pendant l’application. T est l’in-
tervalle de prise des points de reprise. Par conséquent, une panne a lieu en moyenne
à T
2
après la prise du point de reprise. C’est donc également le temps de ré-exécution
de l’application. F est le nombre de pannes ayant lieu pendant l’application. N est
le nombre de noeuds mis en jeu dans l’application. Xj est le nombre de noeuds
qui sont défaillants lors de la panne j. Ecoordination est la consommation énergétique
d’une coordination. Eenregistrement est la consommation énergétique liée à l’enregis-
trement de tous les messages. trestauration est le temps nécessaire pour restaurer le
dernier point de reprise. ρirestauration est la puissance électrique du noeud i lors de la
restauration du dernier point de reprise. ρiattente est la puissance électrique du noeud
i lors de l’attente en récupération. ρiappli est la puissance électrique du noeud i lors
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de la ré-exécution de l’application.
ρiattente est le même que celui que nous avons identifié lors de la coordination
des processus qui a lieu juste avant la sauvegarde de points de reprise dans le cas
du protocole coordonné. ρirestauration et trestauration peuvent être calibrés de façon
analogue à la puissance électrique et au temps d’exécution de la sauvegarde de
points de reprise. Une des perspectives de cette thèse concerne l’estimation de la
consommation électrique de l’application avant son éxecution (ρiappli).
7.2.3 Appliquer des leviers énergétiques visant à réduire la
consommation énergétique
Nous avons pu relever que parmi les opérations liées aux protocoles de tolérance
aux pannes, les processus passent par des phases d’attente active, et ce afin d’être
plus réactifs. Dans ce cas, l’énergie est consommée inutilement. Le cas le plus inté-
ressant est celui de la récupération non coordonnée des points de reprise. En effet,




(en moyenne). Ce temps peut être assez long : plusieurs minutes.
De plus, en supposant que le nombre de noeuds tombés en panne est très faible
par rapport au nombre total de noeuds mis en jeu dans l’application, de nombreux
processus resteront en attente active pendant un temps assez long dans le cas de la
récupération non coordonnée de points de reprise.
Afin de réduire la consommation énergétique, une des perspectives futures de
la thèse serait d’appliquer des leviers énergétiques verts pendant cette attente ac-
tive. En effet, nous pouvons soit éteindre puis rallumer les noeuds (ou les coeurs
de calcul) concernés, soit ralentir les composants matériels (coeurs de calcul, carte
réseau, etc) inutilisés. Toutefois, il faut veiller à appliquer ces leviers énergétiques
avec précaution. D’abord, il faut s’assurer que l’administrateur de la plate-forme
de calcul très haute performance autorise d’appliquer de telles actions sur les res-
sources de calcul de l’infrastructure. De plus, il faut que la durée de l’attente active
soit suffisamment longue pour que l’extinction puis le rallumage des ressources de
calcul soient profitables d’un point de vue énergétique. En effet, pour que l’extinc-
tion puis le rallumage des ressources permette d’économiser de l’énergie, la durée
de l’attente active doit être supérieure au seuil minimal Ts mis en évidence par [Or-
gerie et al., 2008b] (voir section 2.2.1.2). Dans le cas contraire, il faut privilégier le
ralentissement des ressources de calcul, par exemple en utilisant la technique DVFS
pour les processeurs. Par ailleurs, il faut également tenir compte du fait que ces
deux techniques de réduction de la consommation énergétique peuvent influencer
le taux de pannes comme le soulignent les auteurs de l’article [Aupy et al., 2012].
Nous pouvons également estimer les économies d’énergie que permettent de telles
optimisations énergétiques.
Si nous considérons que l’on éteint les noeuds qui ne sont pas tombés en panne
dans le cas de la récupération non coordonnée, et que donc ρiattente est nulle, l’équa-
tion de la section 7.2.2 devient :
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∆E = ECoordonne − ENonCoordonne











Plus le nombre de pannes F croît, plus ∆E augmente. En effet, C ·Ecoordination−








·ρiappli) est positif et augmente avec le nombre de pannes. Ceci signifie
que plus le nombre de pannes devient important, plus il sera intéressant de choisir
le protocole non coordonné.
7.2.4 Vers un ordonnancement des réservations de ressources
multi-objectifs optimisé qui accepte plus de requêtes
Dans notre étude, telle que nous l’avons présentée dans le chapitre 6, l’approche
multi-objectifs d’ordonnancement des réservations de ressources est profitable finan-
cièrement du point de vue de l’utilisateur. Pour qu’elle soit encore plus profitable
pour le propriétaire de la plate-forme, il doit éteindre les noeuds qui ne sont pas uti-
lisés à condition que le temps séparant deux réservations successives de ces noeuds
soit suffisamment long. Si ce temps est relativement court (inférieur au Ts [Orgerie
et al., 2008b]), il peut toujours prévoir de ralentir les noeuds de calcul inutilisés
afin de les faire passer dans des états de basse consommation énergétique. Afin
de réduire les coûts liées à l’extinction et au rallumage des ressources, il est plus
convenable d’avoir à les éteindre le plus longtemps et le moins souvent [Orgerie
et al., 2008a]. Dans cette optique, une des perspectives de cette thèse pourrait être
d’intégrer ce critère permettant de réduire la consommation énergétique dans notre
approche multi-objectifs d’ordonnancement. Pour cela, cette approche devrait cher-
cher à "coller" les réservations entre elles de telle sorte qu’il y ait le minimum de
"trous" dans l’agenda des réservations. De plus, pour être encore plus réalistes, les
simulations pour valider une telle approche multi-objectifs pourraient intégrer une
arrivée dynamique des requêtes de réservation (i.e., au cours de la simulation).
Par ailleurs, nous avons considéré que les réservations des ressources de calcul
n’étaient pas divisibles, c’est-à-dire que l’on ne pouvait pas arrêter une réservation
pour la reprendre plus tard. Or, il est possible techniquement d’arrêter une ap-
plication en sauvegardant son état dans un point de reprise et de reprendre son
exécution en restaurant le point de reprise sauvegardé. Grâce à cette approche, une
autre perspective de la thèse serait de considérer que les réservations de ressources
sont divisibles. Ceci peut permettre de planifier une réservation de ressource sur
plusieurs créneaux disjoints et donc d’exploiter encore mieux les créneaux où l’éner-
gie est la moins chère et la moins polluante. Toutefois, il faut prendre en compte
les coûts énergétiques, financiers et environnementaux liées à la sauvegarde et à la
récupération des points de reprise.
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Les infrastructures de calcul très haute performance ont connu une croissance rapide en par-
ticulier ces dernières années. Cette croissance a toujours été motivée par les besoins accrus en
puissance de calcul qu’expriment les scientifiques dans divers domaines. Cependant, ces systèmes
devenus de plus en plus larges constituent de gros consommateurs d’électricité et consomment déjà
plusieurs mégawatts. Afin de consommer ”moins” et ”mieux”, nous avons proposé un environne-
ment logiciel qui d’une part, permet de choisir avant de pré-exécuter l’application, les versions
de services applicatifs consommant le moins d’énergie, et qui d’autre part, repose sur une grille
électrique intelligente pour planifier les réservations des ressources de calcul de ces infrastructures.
Cet environnement, appelé SESAMES, a été adapté à deux services applicatifs indispensables au
calcul très haute performance : la tolérance aux pannes et la diffusion de données. Des valida-
tions expérimentales ont montré que l’on peut réduire la consommation énergétique de chacun
des deux services étudiés en s’appuyant sur les estimations énergétiques précises fournies par SE-
SAMES pour n’importe quel contexte d’exécution et pour n’importe quelle plate-forme dotée de
wattmètres. Notre méthodologie d’estimation repose sur une description du contexte d’exécution
et sur une calibration de la plate-forme d’exécution basée sur la collecte de mesures énergétiques.
Des simulations ont démontré que l’ordonnanceur multi-critères des réservations de ressources pro-
posé dans SESAMES, permet de réduire à la fois la consommation énergétique, le coût financier
et l’impact environnemental de ces réservations, tout en respectant les contraintes imposées par
l’utilisateur et le fournisseur d’énergie.
Mots-clés : évaluation énergétique ; efficacité énergétique ; calcul intensif ; tolérance aux pannes ;
diffusion de données ; ordonnancement.
Abstract
High-Performance Computing (HPC) infrastructures have experienced a rapid growth, particu-
larly these last years. This growth has been driven by the increased need in terms of computational
power expressed by scientists in various fields. However, their increasing size makes them impor-
tant electricity consumers since they already consume several megawatts. In order to consume
"less" and better", we proposed a framework which permits to choose the less energy consuming
versions of the services before pre-executing the application. In addition, our framework relies on
a smart grid in order to schedule resource reservations on these computing infrastructures. This
framework, called SESAMES, is adapted to two services required in high performance computing :
fault tolerance and data broadcasting. Experimental validations have shown that we can reduce
the energy consumption of both services by relying on accurate energy estimations provided SE-
SAMES for any execution context and for any platform equipped with wattmeters. Our estimation
methodology is based on a description of the execution context and on a platform calibration
that consists of gathering energy measurements. Simulations have shown that the multi-criteria
reservation scheduler proposed in SESAMES, simultaneously reduces the energy consumption, the
financial cost and the environmental impact of these reservations, while respecting the constraints
imposed by the user and the energy supplier.
Keywords : energy evaluation ; energy efficiency ; high performance computing ; fault tolerance ;
data broadcasting ; scheduling.
