Image steganography is a technology that hides sensitive information into an image. The traditional image steganography method tends to securely embed secret information in the host image so that the payload capacity is almost ignored and the steganographic image quality needs to be improved for the Human Visual System(HVS). Therefore, in this work, we propose a new high capacity image steganography method based on deep learning. The Discrete Cosine Transform(DCT) is used to transform the secret image, and then the transformed image is encrypted by Elliptic Curve Cryptography(ECC) to improve the anti-detection property of the obtained image. To improve steganographic capacity, the SegNet Deep Neural Network with a set of Hiding and Extraction networks enables steganography and extraction of full-size images. The experimental results show that the method can effectively allocate each pixel in the image so that the relative capacity of steganography reaches 1. Besides, the image obtained using this steganography method has higher Peak Signal-to-Noise Ratio(PSNR) and Structural Similarity Index(SSIM) values, reaching 40dB and 0.96, respectively.
I. INTRODUCTION
In the context of informatization, the development of network security and multimedia has brought a great convenience to people's daily life and work, but it has also exposed more and more security issues. For example, involving personal privacy and trade secrets, and even military defense security, once the confidential information is leaked, the consequences are immeasurable.To further cope with the challenges in the field of information security, in recent years, information steganography has received more and more attention and research.
Through some features of the host image, the secret image is hidden into the host image, which is image steganography. During the transmission of the host image, the detector does not observe any abnormality. Finally,the secret The associate editor coordinating the review of this manuscript and approving it for publication was Yongping Pan . image can be safely transmitted to the receiver. Traditional image steganography schemes are generally implemented by artificial design algorithms, such as the space domainbased LSB [1] , [2] , HUGO [3] , WOW [4] hidden methods and transform domain-based DCT [5] , DWT [6] and DFT [7] hidden methods. Besides, many studies based on compressed domains have also been proposed, as in [8] , To get the recovery of VQ images, a new image steganography scheme is based on traditional VQ and repair technology is proposed. References [9] , [10] proposed blockcutting compression (BTC-Compressed) image for image steganography and article [11] further improvements to the work of [9] , [10] , their steganography is based on the implementation of the compression domain. Also, other steganographic schemes have been proposed. Reference [12] proposed two improved RDH technologies based on dual images, and this research mainly improved two aspects: the first one, dual stego-image based pixel pair LSB matching VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ with reversibility; the other one, dual stego-image based modified LSB matching with reversibility.In order to improve the information embedding ability, [13] proposed an image steganography technology based on the principle of pixel overlapping. This method has higher PSNR while improving the embedding ability. In the information hiding system, there are mainly three indicators: Security, Capacity and Imperceptibility. The relationship between the three parameters is reciprocally constrained. For example, as the capacity increases, security and imperceptibility will reduce and vice versa.
At present, there are two challenges to restrict steganography performance. One is the case that the more steganographic information is, the worse the quality of steganographic images and the lower the security of steganographic images. The other is the case that the host image itself is very important, hiding information into noisy and rich semantic regions are more secure than information hiding in smooth regions. Therefore, to cope with the existing steganographic challenges, a series of deep models such as Generative Adversarial Networks(GAN) [14] and Convolutional Neural Networks(CNN) [15] have been introduced into the field of image steganography, further broadening the field. Taking advantage of this opportunity, more and more image steganography based on deep learning has been proposed. In [16] , a GAN-based steganographic enhancement algorithm is proposed, which uses traditional algorithms to hide secret messages into the generated image and enhances security. However, the image generated by this method is semantically deformed and can easily cause suspicion. Knowledge of a hybrid deep learning framework rich model for JPEG image steganalysis was proposed in [17] . In [18] , a selection region and a CNN-based combination method are proposed for adaptive steganalysis. Also, article [19] proposes a CNN structure (called XuNet) that achieves performance comparable to traditional Spatial Rich Models (SRM). In [20] , coverless information steganography based on Deep Convolution Generation Against Network (DCGAN) is proposed. In this process, there is no need to modify the host information, and it has high security, but the steganographic capacity is still limited.
In the above-mentioned traditional steganography methods and steganography methods based on deep learning, there are such problems: as the steganography quality increases, the corresponding steganography capacity will be smaller; when the steganography capacity increases, the steganography quality will decrease, the reduction of steganography quality means that its imperceptibility will be broken, and steganography security will be affected. To achieve the best possible the balance between steganographic quality and steganographic capacity, the research in this paper aims to further improve the steganographic capacity of images while ensuring security. Therefore, we propose an image steganography framework based on the deep model and ECC [21] : The secret image after the DCT is further encrypted using an ECC method of the image, making the secret image unrec- ognizable to the HVS. Compared to Ron Rives Adi Shamir Leonard Adleman(RSA) [22] , the advantage of ECC can use a shorter key to achieve comparable or even higher security. Deep Neural Network(This study uses the SegNet structure) is used to realize the hiding of image information. In this deep model, two network modules are included: Hiding network and Extraction network. The Hidding network hides the encrypted image into the host image through the convolution operation sends the hidden result to the receiver, and then extracts the encrypted image using the Extraction network based on the convolution operation.
The organization of the article is as follows: The second section introduces preliminaries' work. The third section gives details of the proposed method. The fourth section describes the results and analysis of the implementation. The fifth section is the conclusion.
II. PRELIMINARIES A. ENCRYPT IMAGES WITH THE ELLIPTIC CURVE CRYPTOGRAPHY ALGORITHM
ECC [23] is an asymmetric encryption algorithm based on elliptic curve mathematics. Elliptic curve ciphers are currently being widely used. For example, in SSL/TLS, elliptic curve Diffie-Hellman key exchange is utilized. The specific algorithm flow is shown in Fig 1. The ECC algorithm has relatively higher security than the RSA algorithm and the Digital Signature Algorithm (DSA) [22] . In other words, the Elliptic Curve Cryptography key is short but strong. Therefore, ECC has attracted wide attention in the fields of certification [24] , secure communication [25] and signal processing [26] .
In recent years, many scholars have proposed image encryption methods based on ECC features. For example, [27] proposed an asymmetric image encryption algorithm based on ECC. The sender and receiver have agreed to use elliptic curve points based on Diffie-Hellman public key sharing techniques. To reduce the time it takes to encrypt, the sender combines the pixel values and converts them into large integers, after which the sender encrypts the large integers with ECC and chaotic systems. Encrypted images are obtained from encrypted large integers. Aiming at the potential security problems of key management and distribution of symmetric image encryption schemes, [28] proposed an asymmetric image encryption method based on the elliptic curve ElGamal (EC-ElGamal) cryptography and chaos theory. SHA-512 hash is used to generate the initial value of the chaotic system, and the crossover permutation of the chaotic index sequence is used to scramble the ordinary image. In addition, the generated scrambled image is embedded in the elliptic curve and encrypted by EC-ElGamal, which not only improves security but also helps resolve the key management problem. The method has high security, high efficiency, and strong robustness to the selection of plaintext attacks, making it a potential application for image security communication.
B. IMAGE STEGANOGRAPHY BASED ON DEEP LEARNING
Compared with the traditional steganography algorithm, the steganographic method based on deep learning can realize automatic hiding and extraction of image information. There is no need for manual intervention in the process of image steganography. Different information features and the strength of information embedding can be extracted by adjusting parameter information, which greatly improves the efficiency of image steganography.
Steganography based on Deep Neural Network models generally uses Neural Networks to find an embedded location information suitable for inclusion in images. For example, a deep steganography framework proposed by [29] in 2017 can embed the whole secret image into the host image. As shown in Fig 2. There are three parts in this network framework: pre-processing network, encoding network, and decoding network. The pre-processing network normalizes the secret image while extracting important features. The encoding network encodes the secret image and the host image of the same size to obtain a container image(steganographic image). At the same time, the model also trains a decoder corresponding to the encoder to extract the secret image. In the same year, [30] proposed another method that also includes a CNN structure for a set of encoders and decoders. It is proved by experiments that the steganographic image quality of this method is better than the former.
Based on the above two methods, [31] proposed to divide the host image into three channels: Y, U and V. Grayscale secret images are hidden by the encoder in host images. The U,V channel of the host image is then merged with the secret Y channel using the GAN model generator. The discriminator uses the steganographic analysis network of [19] , which greatly improves the image generation effect. Also, there are other ways to use the deep learning model for information steganography. For example, [32] used the Extreme Learning Machine (ELM) to learn and select the best-embedded information position. This method had better visual effects and better imperceptibility. The MSA_ROI method proposed by [33] finds the complex object region in which information is steganized. Since there may be multiple objects in the image, multiple adaptive steganography algorithms are used to hide information in different object regions.
C. SEGNET DEEP NEURAL NETWORK MODEL
SegNet [34] is a Fully Convolutional Neural Network, which was first used in the field of image segmentation. The main structures include an encoder, decoder, and a pixel-level classification layer. The coding network is used to generate low-resolution features and the decoder's role is to map this coarse feature to the pixel-level classification across the entire input image-level resolution feature map. The most iconic point of SegNet is that the decoder samples its lowresolution input feature map. In a word, it uses a pooled index to achieve nonlinear Upsampling. The pooled index is corresponding to the decoder. The encoder performs the calculation of the max-pooling operation. This eliminates the need to learn upsampling. The feature map after Upsampling is sparse, so a convolution operation is then performed using a trainable convolution kernel to generate a dense feature map. As shown in Fig 3, the left side is a convolution extraction feature, which increases the receptive field by pooling, and the picture becomes smaller, which is the encoding process. On the right are deconvolution and Upsampling. The features of the image classification are reproduced by deconvolution, and the Upsampling is restored to the original size of the image,which is a decoding process. Finally, the maximum value of different classifications is output by Softmax, and finally, the segmentation map is obtained.
III. PROPOSED IMAGE STEGANOGRAPHY SCHEME
In this section, we will provide a detailed description and explanation of each component of the proposed steganography framework.
A. OVERALL DESIGN IDEAS
As shown in Fig 4. In this framework, the hiding network and the revealed network are trained simultaneously, where KeyPb is the receiver's public key. 5) Point addition of keyPb for each Pm value and store it as cipher text Pc. 6) Convert the ciphertext list from 5) to a value between 0 and 255. 7) Fill each list to 0 to the left in 6).The number of these lists is less than grp + 1 element to make each list equal in length. 8) Flatten the list in 7), group them according to the number of image channels we have recorded, and then divide them into the width of the plain image. 9) Convert the value in 8) to an encrypted image.
C. STEGANOGRAPHY OF SECRET IMAGES
The classic structure of the encoder and decoder was first proposed by Hinton in 2006. Initially, this structure is not suitable for image segmentation, but image compression and denoising. Input a picture, through the downsampling code, to get a string of features smaller than the original image, this process is equivalent to compression, and then through the decoder, ideally restored to the original image.
In the study, a SegNet network based on the encoderdecoder network structure is also used to implement steganography of secret images. As shown in a series of feature maps through a set of convolutions, followed by batch normalization, ReLU activation function, and max-pooling layer (2 × 2, stride = 2). The original SegNet network uses the same convolution, which achieves the same size as the original image after the volume and operation. Max-pooling layer is used to achieving spatial invariance on small space movements, and there is a larger receptive field in feature mapping, and the 2 × 2 pooling window can be implemented with 2bit, which makes the efficiency higher. In the decoder on the right, the same applies to the same convolution, followed by pooling and upsampling. The feature map is upsampled according to the largest pooled index saved in the coding feature map. As shown in Table 1 .
As shown in Fig 7, the generated sparse feature map is outputted through a series of trainable convolution kernels, and then the batch is returned. The normalization process regularization weakens the overfitting.
Since the network is based on the structure of the encoderdecoder, the container image of the intermediate representation is required to be as similar as possible to the Host image, and can be expressed by the following formula (1) .
where H and E represent the host image and the encrypted image, respectively, and how β balances their reconstruction errors. H − C does not apply to the weight of the extraction network that accepts the container image and extracts the encrypted image, that is, its weight is not shared with the revealed network. All networks accept the error signal β E − R , so that the two networks will continuously adjust the error loss of the encrypted image and the host image through training to ensure that the encrypted image can be completely encoded into the host image. In addition, the cross-entropy cost function is mainly used:
where M is the number of samples.
D. SECRET IMAGE EXTRACTION
The secret image extraction process refers to the network model of [35] , as shown in Fig 6. In this network structure, the secret image is accurately extracted by 6 convolutional layers. On CNN, the Dropout operation is used. The activation functions and the pooling layer enhances the nonlinear learning ability of the network. The purpose of CNN is to use nonlinear features to learn the fitting parameters. Learn the weighting parameters in each layer of the network to accommodate the mapping between input and output 3 × 3. In this network, the filter size of each convolutional layer is designed to be 3×3, and each convolution layer is followed by a ReLU activation function and a batch normalization operation. In the left and right blocks of the network, the feature vectors of 64 components are mapped to the required number of categories using a convolution of 3 × 3, and the secret image and the host image are calculated using the Sigmoid activation function.In this network, stride is set to 1 and padding is set to 1, so it is guaranteed that the size of the image remains the same during the convolution process. As shown in Table 2 . Image Decryption via ECC(P* represent the public Key,n* represent the private key.):
1) Obtain the pixel values of the encrypted image, group them with grp + 1 pixels, and form a large integer value for each group with 256 as the base, and record the number of channels of the encrypted image at the same time. 2) Pair the integer values obtained in 1). 3) Multiply KeyG and nB, where nB is the receiver's private key. 4) Perform a point subtraction between the value in 2) and the value in 3).
5) From 4)
, use the base 258 to get a value between 0 and 255, and subtract the random number 2 from each value. 6) Group the flattened values obtained in 5) according to the number of recorded encrypted image channels and divide them into the width of the encrypted image. 7) Convert the value in 6) to a plain text image.
IV. EXPERIMENTAL ANALYSIS
In this part, we will evaluate the performance of the proposed algorithm through experimental simulation. In this experiment, the experimental environment is Python 3.6 programming languages and the Pytorch framework under the Ubuntu operating system. The experimental device has dual NVIDIA 1080 Ti GPU and 16G RAM, 1TB HDD and 256G SSD.
A. IMAGE PREPROCESSING RESULTS
The visual image of the image preprocessing results is shown in Fig 8. In Fig 8, six Grayscale images are listed as the original images (Airplane, Baboon, Barbara, Goldhill, Man, and Yacht, respectively), and their sizes are uniformly set such that the above-mentioned images are derived from globally accepted image datasets [36] .The first row original images (that is, secret images), and the second and third row is the result of DCT and inversed DCT of an image. The fourth row is the product graph of the ECC. It is worth taking note that the result of the third line is to make a hidden secret image (S').
B. IMAGE STEGANOGRAPHY AND RESULT ANALYSIS USING DEEP NEURAL NETWORK
Our image data comes from the ImageNet database. We extracted 60,000 images from it (55,000 for training and 5,000 for testing). The initial learning rate for the overall network is set to 0.001 and the hyperparameter β is set to 0.75. The Adam optimization method is utilized to automatically adjust the learning rate so that network parameters can be learned smoothly. The number of images per batch is set to 8, and the network trains 300 iterations. Fig 9 shows image hiding for three iterations of Epoch0, Epoch50, and Epoch100. It can be found that the initial iteration effect of the training effect shows that starting from the noise, as the number of iterations increases, the training effect will be better and better. When Epoch is 50 times, we can see that the noise is greatly reduced. When iterating to Epoch100, the noise is invisible to the human eye, achieving an indistinguishable effect of the HVS compared to the original image. After 100 iterations of data iterations, the network model tends to be robust at this time. Fig 10 shows the training effect after the model tends to be robust. The first to fourth rows of the graph are Host images, Container images, Secret images, and Revealed images. This is what we can find, the steganography and extraction of the image work well. To further analyze the quality of its generation, We randomly extracted a set of images to depict the distribution of histograms in a number of group experiments.As shown in Fig 11 . Through the three-channel decomposition of R, G, and B of the above image, the three color channels of Host image and Container image and Secret image and Revealed image have little change, and the trend is close. The final experimental results prove that the Deep Neural Network model does not randomly embed the secret information bits. But follows the principle of supplementing pixels, and selects the pixel bits that can be modified on the image for embedding.
The above is the training and analysis process of Deep Neural Network for color image steganography and extraction. Fig 12 below shows the implementation and analysis of the Grayscale image for the entire experimental process. We selected 12 Grayscale images from 20 classic Grayscale images for the experiment. As you can see from Fig 12, when an original image is DCT transformed, it will get a secret image (the first row). The secret image is then ECC encrypted to obtain an encrypted image that requires steganography (the fourth row). The host image (the second row) is sent to the already trained network model along with the encrypted image, and finally, the container image (the third row) and the extracted image (the fifth row) are obtained. The decrypted image is obtained by ECC decryption (the sixth row). Fig 13 shows that we randomly extracted a set of experiments from the experiment for analysis. Whether it is observed from the human visual system or the frequency distribution histogram, we can find that the experimental method has good steganography and extraction effects.
C. STEGANOGRAPHIC RESULTS PEAK SIGNAL-TO-NOISE RATIO ANALYSIS (PSNR)
In general, the compressed image must be different from the original image. Therefore, the PSNR is usually used to evaluate the quality of an image after compression compared to the original image. The higher the PSNR value, the smaller the distortion after compression. In the case of image steganography, the secret image is destructive noise, which reduces the quality of the steganographic image. Therefore, a higher PSNR indicates that the distortion of the secret image caused by the secret image is small. In other words, this standard measures the difference between a carrier image and a steganographic image.
Here two main values are defined. One is the mean squared MSE and the other is the peak signal-to-noise ratio (PSNR). The formula is as follows:
Among them, H and S represent the host image and the secret image, respectively, and their sizes are set to the same. MSE indicates the mean variance of the host image compared with 
where MAX I represents the maximum pixel value of the image. In other words,MAX I is equal to 2 b −1 and b represent the number of bits per pixel. For grayscale images, the maximum pixel value is 255. For RGB images (each pixel has three color parameters of R, G, and B), the PSNR is defined similarly.
D. STRUCTURAL SIMILARITY INDEX ANALYSIS OF STEGANOGRAPHIC RESULTS (SSIM)
SSIM is an indicator used to measure the similarity of two images. The larger the value, the better. This criterion measures the quality of given image based on a reference distortion-free image. In the context of image steganography. the examined image is the stego image, and host image is considered as the reference image. This criterion is formally stated as follows:
where C 1 and C 2 are two variables to stabilize the division with weak denominator. Moreover, µ and σ present the average and covariance of the variables. The PSNR value and SSIM value are calculated from the host image and the container image (including the dense image) generated by the hiding network, and the secret image and the decrypted image (decrypted by ECC) through the revealed network.The PSNR and SSIM values of ImageNet and grayscale images were calculated for the two parts of C and D respectively. It can be found that the PSNR value and the SSIM value are above (40/0.96) for both color image and grayscale image. From the comparison results of color images and grayscale images, whether it is for complex images or simple images, or color images and grayscale images, the model is applicable. We also calculate the image information payload capacity of this method by the following formula.
payload capacity
where payload capacity refers to the number of bits of information contained in each pixel.N and M represent the width and height of the image, respectively.S and R denote the secret image and the decrypted image, respectively.We selected four groups from the experiment to calculate the payload capacity. The extracted images are shown in Fig 14, and the calculation results are shown in Table 6 (Note: The calculation data in this table is taken from Fig 14. ). In addition, for other natural images, hiding and extraction are good. As shown in Fig 15. 
E. STEGANOGRAPHIC CAPACITY ANALYSIS
The steganographic method using the deep network-based information steganography method is higher than the traditional artificially designed embedded algorithm. The formula 
is as follows:
Relative capacity = Absolute capacity The size of the image (7) Our method compresses and distributes the secret image pixel information on all available bits of the steganographic image, so the relative capacity is 1 byte/pixel. According to Table 5 , the steganographic capacity of our proposed method is much larger than Several other methods. This is also a major advantage of image steganography based on Deep Neural Network.
F. STATISTICAL ANALYSIS
StegExpose [42] is a steganalysis tool for detecting LSB (least significant bit) steganography in lossless images such as PNG and BMP.It can analyze LSB steganography images in a timely and efficient manner using a proven attack. When steganalysis methods are intelligently combined, they can produce more accurate results.StegExpose is currently a more general steganographic analysis tool. This article was tested with StegExpose. Four detection methods are included in the tool: sample pair analysis [43], RS analysis [44] , chi-square attack [45] and primary sets [46] . The detection threshold is its hyperparameter, which is used to balance the True positive rate and False positive rate of StegExpose results. Fig 16 is an ROC curve. Among them, ''True positive'' represents an embedded image that is correctly identified as having hidden data inside, and ''False positive'' represents a clean graphic that is incorrectly classified as an embedded image. The graph is drawn with a green polyline, indicating that StegExpose can only be a little better than random guessing (red lines). In other words, the proposed steganography method can better resist StegExpose attacks.
V. CONCLUSION
In this paper, a method based on Deep Neural Network Model for image steganography and extraction is proposed. In this method, DCT and an ECC technique of an image is utilized. First, the Original image are subjected to DCT and converted by ECC to obtain a Secret image that needs to be steganographically written. At this time, the Secret image appears to be noisy. The classified image is embedded into the Host image through the SegNet deep network model. In the process of embedding and extracting, it is not necessary to modify the Host image, and the visual quality of the Host image is not seriously affected, and the anti-detection property is also improved. In addition, steganography capacity is guaranteed. Since the Deep Neural Network model is used, it is only necessary to adjust the corresponding parameters in the embedding and extraction process. Without the need to manually design algorithms, the methods used are more flexible and flexible. 
