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91  INTRODUCCIÓN
Este PFC se enmarca dentro del proyecto NiMo, que es un lenguaje gráfico muy 
innovador desarrollado en el departamento de LSI. En este momento está en desarrollo 
una nueva versión que ha introducido diversos cambios y en particular se ha cambiado 
el lenguaje de desarrollo a C# desde Visual Basic.
En el apartado siguiente se resumen las principales características de NiMo (extraídas 
de [1] [11] y [12]) y a continuación se enuncian los objetivos de este PFC.
1.1  EL LENGUAJE NiMo
NiMo (Nets in Motion) es un lenguaje totalmente gráfico para el desarrollo 
incremental, depuración y optimización de redes de procesos. El lenguaje podría en 
cierto sentido ser visto como un equivalente gráfico de lenguajes funcionales como 
Haskell, ya que proporciona orden superior, polimorfismo, aplicación parcial, 
evaluación no estricta e inferencia estática de tipos. Pero NiMo extiende en muchos 
sentidos la capacidad de los lenguajes funcionales eliminando diversas restricciones 
que estos imponen y a la vez integra ese paradigma con el data-flow visualizando las 
funciones como procesos conectados por canales de datos.
Sin embargo NiMo no es un intérprete visual para un lenguaje textual ya que no hay 
código textual en absoluto. Esta es una característica única de NiMo, otros lenguajes 
gráficos existentes (como Labview o Simulink) sólo lo son a primer nivel, pero los
procesos que se visualizan gráficamente en ese nivel por dentro están programados en 
un lenguaje textual, el usuario los trae de una biblioteca o los programa textualmente 
por sí mismo, y por lo tanto ese código interno no puede visualizarse en ejecución. Los 
programas NiMo, en cambio, son creados por el usuario mediante la combinación de un 
repertorio de procesos predefinidos con un editor gráfico, éste garantiza la correctitud 
de tipos por construcción mediante un sistema de inferencia de tipos, también gráfico e 
incremental.
Soluciones de complejidad creciente se construyen fácilmente mediante la combinación 
de ese conjunto de procesos básicos, que son muy adecuados para la programación de 
streams. El lenguaje permite también evaluación simbólica en cualquier parte del 
programa y se pueden ejecutar programas incompletos o continuar la ejecución incluso 
con excepciones de error.
El sistema actúa como un trazador en línea y depurador. En cada paso la red evoluciona 
mostrando el estado completo de la ejecución de manera comprensible porque no hay 
diferencia entre estado interno y código. Cualquier dato o proceso se puede cambiar o 
ser completado de forma dinámica pues la ejecución puede hacerse paso a paso, o bien 
interrumpirla en cualquier momento para cambiar algún elemento y luego retomarla sin 
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necesidad de volver a ejecutarlo todo desde el principio. Los pasos se pueden deshacer 
y la red actual se puede almacenar como un nuevo programa en cualquier paso. 
La sincronización es parte del lenguaje, de modo que el máximo grado de paralelismo 
que la red admite puede alcanzarse de manera natural, sin necesidad de definiciones 
explicitas por parte del usuario de qué cosas pueden ejecutarse en paralelo. También la 
política de evaluación es dinámicamente adaptable, lo que permite explotar el 
paralelismo de una manera muy flexible e intuitiva, porque hay maneras de definir 
distintos modos de evaluación para cada proceso y conseguir más o menos paralelismo 
en diferentes partes del programa, e incluso deshabilitar zonas de la red para probar 
otras aisladamente, lo que es especialmente útil para la depuración.
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1.2 OBJETIVOS DEL PROYECTO
Los objetivos de este proyecto eran, en primer lugar, programar/reprogramar una buena 
parte de procesos básicos de NiMo 2.0, ya existentes de NiMo 1.6, añadiéndoles en 
algunos casos modificaciones y/o mejoras, y además agregar nuevos procesos al 
reportorio no presentes en su anterior versión. Como por ejemplo algunos no-
determinísticos y un mecanismo generalizado de definición de listas por comprensión.
Por otro lado, se quería acompañar con un Help  algunos procesos representativos 
intentando definir un posible esquema general de Help para ya luego en un futuro 
extenderlo a los demás.
Los principales objetivos a finalizar en el proyecto eran:
- En cuanto a las primitivas, faltaban por terminar algunas de las funciones simples 
(como AND y OR) y otras bastante complejas (por ejemplo EqualThan y ListConstr), 
entre las cuales se encuentran desde los comparadores lógicos básicos hasta la igualdad 
generalizada (aplicable no sólo sobre tipos básicos, debería incluirse por ejemplo la 
igualdad entre listas de listas o entre funciones).
Algunas de ellas ya están definidas en la anterior versión de NimoToons NiMo 1.6 
(como el Concat) pero había que adaptar las funcionalidades a la nueva versión NiMo 
2.0. Otros son procesos nuevos a programar completamente (por ejemplo MergeCond). 
Para ambos casos hay que diseñar los juegos de pruebas.
En esta memoria he agrupado la programación de los procesos básicos en tres 
apartados, los que no introducen variantes respecto a la versión anterior, los que si lo 
hacen y los que no estaban presentes en la versión anterior y han sido creados ahora.
- En cuanto a los Helps, por el momento no había ninguno definido completamente, la 
idea era elaborar un esquema definitivo que permita construirlos sistemáticamente.
Los Helps deberían contener, además del esquema mencionado, una o varias capturas 
de los cambios producidos por el proceso durante su ejecución y eventualmente un 
vídeo (o un enlace a un vídeo externo, según resulte mejor), cuando la complejidad del 
proceso lo requiera para una mejor comprensión de su comportamiento según los 
posibles casos de aplicación.
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2  NOCIONES BÁSICAS SOBRE EL LENGUAJE NiMo
Como ya hemos dicho en la introducción, aunque NiMo pueda ser visto como un 
equivalente gráfico de lenguajes funcionales se desmarca de éstos en muchos aspectos. 
El objetivo de esta sección es dar las nociones imprescindibles sobre los elementos del 
lenguaje NiMo y aclarar algunos conceptos no presentes en los lenguajes funcionales 
que van a ir apareciendo a lo largo de esta memoria.
2.1  INTERFACES DE DATOS Y DE PROCESOS
Los programas NiMo son grafos orientados donde los nodos representan procesos y 
datos que están conectados por arcos con estado.
Los nodos de los grafos de NiMo son primitivas gráficas que el usuario trae de un 
repositorio (llamado Toolbox) y los denominaremos interfaces. Estas interfaces tienen 
puertos de conexión que pueden ser de entrada o salida lo que se indica con pequeñas 
flechas, y en algunos casos pueden configurarse para aumentar o disminuir su número. 
La siguiente figura muestra un conjunto representativo de estas interfaces:
Los nodos de proceso, (salvo alguna excepción muy específica) son rectángulos con 
bordes redondeados como los tres de la parte superior de esta figura. Pueden ser 
procesos básicos o definidos por el usuario. En esta memoria sólo mencionaremos los 
procesos predefinidos de NiMo, que son de tonalidad verdosa para los procesos 
deterministas y tonalidad morada para los no deterministas. Esto es algo que es 
importante poder identificar a simple vista pues la presencia de un proceso no-
determinista hace que el resultado de la red pueda variar de una ejecución a otra.
La primera interfaz de la izquierda representa una salida de la red, y en ejecución toda 
interfaz que no esté directa o indirectamente conectada a alguna salida de la red 
desaparece por considerársela improductiva.
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Las interfaces circulares de la parte inferior de la figura son valores atómicos cuyos 
colores corresponden a su tipo, y la primera de ellas que está rodeada de un borde
blanco es una constante, en este caso de tipo entero, que podría tener o no un valor 
entero asociado. Como NiMo admite ejecución simbólica el que no lo tenga no impide 
que se ejecute cualquier parte del programa que la utilice, (como sí sería el caso en los 
lenguajes funcionales en los que daría un error de compilación). Y las tres interfaces 
siguientes a las de valores atómicos corresponden respectivamente a un elemento de 
lista, un fin de lista y una tupla.
2.1.1  PROCESOS COMO DATO. PUERTO F
La mayoría de los procesos básicos de NiMo tienen un puerto F (F de Functional 
Process) como salida en su parte inferior. Este puerto permite conectar el proceso como 
dato funcional por ejemplo para ser usado como parámetro de otro proceso de orden 
superior o como valor de un elemento de una lista de funciones. Este puerto deja de 
estar visible si el proceso tiene ya todas las entradas conectadas y/o alguna de sus 
salidas (exceptuando si lo que bloquea la/s salida/s es un OpenConnection, como se 
explicará en el punto 4.4).
En algunos lenguajes imperativos u Object-Oriented también se permite el uso de 
funciones como parámetro pero no al mismo nivel ni con la misma libertad que en 
NiMo, que en este sentido se basa en el enfoque funcional. En los lenguajes funcionales 
las funciones son un tipo de datos como cualquier otro y pueden ser parcialmente 
aplicadas en el orden de sus parámetros (currificación). En NiMo los procesos no son  
exactamente funciones pues pueden tener más de una salida y devolver resultados por 
una u otra independientemente, y se puede usar como parámetro un proceso de más de 
una entrada que tenga al menos una de ellas desconectada pero no necesariamente 
deben ser las últimas, por ejemplo tanto podemos usar SUMA x  y  z  r como SUMA x 3  
z 5, que se considera una función de dos parámetros.
2.2  ARCOS 
Los arcos son conexiones entre un puerto de entrada de una interfaz (a la izquierda) con 
un puerto de salida de otra (a la derecha).
Los arcos simples de conexión entre elementos de NiMo son azules si son la única 
conexión que existe en los respectivos puertos de ambos. Pero las conexiones 
individuales no son las únicas permitidas, toda salida puede conectarse a tantas entradas 
como se quiera pero cada entrada sólo podrá tener una conexión como máximo. En 
estos casos de conexión múltiple, todos los arcos salientes de ese puerto serán de color 
rojo, indicando así un uso compartido del elemento ahí conectado (tanto un valor como 
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directamente la salida de un proceso). Una vez todas las conexiones excepto una 
desaparezcan, ya sea por una desconexión manual o porqué un consumidor ya ha 
tratado ese valor, la conexión volverá a ser azul.
2.2.1  ROMBOS DE LAS CONEXIONES
En toda conexión aparece un rombo en el puerto de salida (a la derecha) cuyo color 
depende del elemento al que pertenece esa salida. Esa información es necesaria en caso 
de que el puerto de entrada (el de la izquierda) sea de un proceso  y eventualmente éste 
puede cambiarla. Los colores usados son: verde para indicar que es un dato disponible 
(calculado completamente o no), blanco si el elemento conectado a la derecha es un 
proceso proveedor que no está demandando y rojo si ya se le ha demandado que 
produzca un dato. Lo que ocurre visualmente cuando el usuario manualmente, o en 
ejecución cuando el proceso consumidor le activa la demanda al proceso proveedor, es 
que en esa conexión el rombo blanco pasa a ser rojo indicando que ahí se requiere un 
dato.
2.3  GRAFO  DESCRIPTOR DE TIPOS E INFERENCIA
Como se puede ver en la imagen que muestra los tipos de los procesos para cada uno de 
los descritos en esta memoria, por ejemplo este:
Estos tipos vienen representados por un grafo con un hexágono de distintos colores 
conectado a cada uno de sus puertos. Este grafo puede hacerse visible o no.
Los colores y etiquetas de tipo son las siguientes: Blanco para funciones (F)  listas (L) y 
Tuplas (T),  verde para representar tipo general (?), azul para enteros (I), rosado para 
reales (R), lila para strings (S) y amarillo para booleanos (B). De este modo la 
identificación de tipos es aún más visual y rápida.
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Con cada nueva conexión el sistema de inferencia de tipos controla que los puertos que 
se conectan tengan un tipo compatible y actualiza el grafo de tipos. Si no lo son la 
conexión no se puede realizar.
2.4  MODOS DE EJECUCIÓN
Casi todos los procesos al pulsar sobre ellos muestran en su desplegable unos modos de 
ejecución entre los que se puede escoger para regular el grado de actividad que el 
proceso tendrá, habitualmente la mayoría tendrá el modo por defecto DataDriven.
Los distintos modos son (de más a menos activos):
- WeakEager: Obliga al proceso a intentar ejecutarse en cada paso de ejecución, y en 
caso de que no pueda activará demanda en las entradas en las que necesitaría que en el 
siguiente paso le llegue algún dato imprescindible para poder ejecutar.
- DataDriven: Hace que en caso de tener datos suficientes para ejecutarse en sus 
entradas se ejecute, sin importar que nadie se lo pida.
- EndDriven: Hace que en caso de poder terminar en un solo paso de ejecución se 
ejecute sin que se le demande hacerlo. Como se puede ver este caso está incluido en el 
DataDriven, es un caso particular.
- DemandDriven: En caso de que el proceso tenga datos suficientes para actuar sólo 
podrá ejecutarse si alguien conectado a sus salidas se lo pide (activándole demanda), es 
una ejecución exclusivamente bajo demanda. 
- Disabled: No permite que el proceso se ejecute bajo ninguna circunstancia, ignorando 
cualquier demanda activa en sus entradas y sin propagarla a sus entradas.
Nótese que salvo el modo Disabled en todos los restantes si se produce una demanda 
(rombo rojo en alguna de sus salidas) el proceso está “obligado a responder tan pronto 
pueda” y si no tiene datos suficientes en alguna de sus entradas propaga esa demanda al 
proceso proveedor. El modo WeakEager tiene ese comportamiento permanente a pesar 
de que no se le demande resultados.
2.5  INCOMPLETITUD Y TOLERANCIA A FALLOS
Estas dos características de NiMo lo hacen único como lenguaje de desarrollo ya que el 
usuario puede dejar partes incompletas en todos los sentidos, puede por ejemplo dejar 
un proceso de usuario sin definir por el momento o un puerto de un proceso sin 
conectar y sin embargo el programa puede ser igualmente ejecutable. En un lenguaje 
funcional eso sería como pretender evaluar una expresión que contiene una función no 
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definida o evaluar una función con un parámetro no instanciado, y daría un error de 
compilación. En NiMo simplemente esa parte de la red queda sin transformarse por el 
momento, o incluso si el proceso con sólo una de sus entradas ya puede funcionar 
(como por ejemplo el AND si en una entrada el valor es Falso), a pesar de que falte esa 
otra conexión se ejecuta igualmente. Y lo mismo ocurre cuando se produce una 
excepción en cualquier lugar de la red, el resto puede seguir ejecutándose, o el usuario 
puede parar la ejecución, cambiar lo que la produjo y continuarla a partir de ese punto. 
Es decir que NiMo es un lenguaje no estricto en un sentido mucho más amplio.
Como se verá en las secciones 4, 5 y 6 esta posibilidad de dejar puertos desconectados 
hay que tenerla muy en cuenta cuando se programa el funcionamiento interno de un 
proceso básico, pues es un caso más a considerar que en otros lenguajes no podría 
darse.
17
3  FAMILIARIZACIÓN CON LOS LENGUAJES 
FUNCIONALES, ESTUDIO DEL LENGUAJE NiMo, USO 
DEL ENTORNO Y ANÁLISIS DEL DISEÑO DE 
NiMoToons 1.6 Y 2.0
Al empezar a trabajar en este proyecto yo no conocía los lenguajes funcionales, lo cual 
conllevó un aprendizaje desde cero sobre NiMo y a la vez de los conceptos básicos de 
funcionales. Este aprendizaje empezó con el uso de NiMo 1.6, un entorno ya estable y 
completo, haciendo ejemplos básicos de programación para ver las diferencias respecto 
a los lenguajes Object-Oriented y pasando luego a ejemplos más complejos. 
Por ejemplo un concepto que tuve que asimilar y me resultaba inimaginable en un 
principio es que se puede usar una función como dato y tener por ejemplo una lista de 
funciones. Pero sobre todo que además las funciones pueden usarse parcialmente 
instanciadas, porque una función de dos parámetros con uno instanciado se convierte en 
una nueva función de un solo parámetro fue de los conceptos más rebuscados de 
entender para mí. Y también el uso de una función como parámetro de otra y las 
condiciones que deben cumplir sus respectivos tipos. Conceptos que pude entender 
cuando empecé a trabajar en NiMo con Maps, viendo que si éste tenía como entrada 
superior una función de dos entradas, un ADD por ejemplo, y yo le conectaba dos listas 
de enteros por ejemplo, el resultado era una lista con los enteros sumados, pero que en 
cambio si sólo le conectaba una lista el resultado era una lista de funciones con un valor 
instanciado con los enteros de mi lista. 
Una vez ya algo más familiarizado con el lenguaje y su entorno, el Toolbox, los 
rombos, los modos, la evolución de los arcos etc, pasé a trabajar en NiMo 2.0.
El primer paso fue mirar uno de los procesos ya programados en esta versión, el ADD 
(sumador), ya que tampoco tenía experiencia anterior en la programación en C#. Ése 
fue el punto de partida para la traducción de procesos de NiMo 1.6, mirando el código 
correspondiente en Visual Basic (código con el que tampoco había trabajado antes pero 
que es bastante semejante a los lenguajes que ya había usado como C++ o Java). 
Empecé por programar el AND, que como se explica en 5.1, en la versión anterior tenía 
dos entradas y en esta pude extenderlo para configurarlo a un número variable de 
entradas,  lo que ya me dio un aprendizaje inicial muy bueno sobre la evaluación no 
estricta en NiMo. En el caso del AND (o el OR) este concepto es fácil de entender y ya 
lo tenía experimentado de antes (en C++ es básico en una condición compuesta poner 
primero la que de no controlarse antes puede hacer que den error las demás, como lo es 
mirar si algo está inicializado antes de comparar su valor con otro dato) pero en NiMo 
aun dando error la evaluación que se hace en primer lugar, puedes terminar obteniendo 
un resultado ya a que ese error sólo bloquea al proceso en cuestión, pero sin embargo se 
permite a los demás trabajar pues tal vez pueda llegarse a un resultado sin necesitar de 
él. A partir de aquí a no ser que fueran casos muy complejos (como el EqualThan) ya 
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no me era necesario el código de la versión anterior para reprogramar los procesos, con 
saber el funcionamiento buscado había obtenido la soltura suficiente para 
desenvolverme con facilidad en plasmar ese comportamiento en el nuevo entorno.
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4  TRADUCCIÓN DE PROCESOS DE NiMo 1.6 A NiMo 2.0
En este apartado vamos a hablar de los procesos que se han traducido directamente de 
NiMo 1.6 (programado en Visual Basic) a NiMo 2.0 (programado en C#) sin 
modificaciones o correcciones dignas de mención, ya que las que haya podido haber 
han sido más para adaptarlos al nuevo funcionamiento de NiMo que no a cambios en el 
propio comportamiento de éstos durante su ejecución. Lo que se ha tenido que corregir 
en todas ellas son las funciones que controlan su ejecución dependiendo del modo de 
comportamiento que tengan seleccionado, ya que se han cambiado criterios al respecto 
y ese cambio no era tan trivial como una simple traducción entre lenguajes.
4.1  isData2
Este proceso se encarga de comprobar si en la entrada tiene un dato esperando o por el 
contrario tiene conectado un proceso o directamente está desconectada. Su entrada es 
de tipo general y su salida es de tipo booleano.
     Caso True.    Caso False.
En este primer ejemplo tiene un dato esperando (rombo verde) con lo cual devolverá 
True, en cambio en el segundo no hay ningún dato esperando (el rombo es blanco) y 
devolverá False, esto último ocurrirá también cuando la entrada esté desconectada, ya 
que si lo está aún no hay dato.
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4.2  isUnitary
Este proceso analiza su entrada de tipo lista (de tipo general) y devuelve un booleano en 
función de su estructura. Devolviendo True en caso de que su entrada se trate de una 
lista de un solo elemento y False en todos los demás. En este proceso si la entrada está 
desconectada no hará nada y se mantendrá a la espera de valores a analizar.
De estos seis ejemplos sólo el primero (izquierda arriba) devolverá True. Los dos de 
más a la derecha no se ejecutarán al no tener suficientes datos para responder (en ambos 
casos se les podría conectar después del elemento de lista un fin de lista dando así True, 
u otro elemento dando False. Los tres ejemplos restantes darán false, dos de ellos
porque son listas de más de un elemento, y el otro porque es una lista vacía, ambos 
casos no cumplen que sea una lista unitaria.
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4.3  Last
Este proceso devuelve por su salida el último elemento de la lista de su entrada. El tipo 
de la salida debe ser el mismo que el tipo de la lista de entrada, que es de tipo general. 
Para devolver algún valor su lista de la entrada debe estar cerrada por un fin de lista, en 
caso contrario no sabrá si el último elemento disponible en este momento de la lista es 
realmente el último que va a haber.
El primer ejemplo va a hacer saltar la excepción “Cannot take last from an empty list”
ya que no va a ser posible sacar un último de una lista vacía. El segundo y el tercero en 
cambio van a consumir el 0.
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En el paso siguiente el segundo sacará por la salida el 1 ya que sabe con certeza que es 
el último. Mientras que el tercero se quedará a la espera con el uno en su entrada ya que 
no sabe lo que puede venir luego en la lista, con lo cual no puede determinar si el uno 
va a ser el último o será un elemento intermedio.
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4.4  OpenConnection
Esta interfaz, con entrada y salida del mismo tipo general, es necesaria para procesos 
que se vayan a utilizar como parámetro de un proceso de orden superior. En otra 
situación simplemente actúa como un conector que desaparece al tener su entrada y 
salida ya conectadas.
Al ser conectada a una entrada de un proceso que a continuación se conectará como 
parámetro de otro de orden superior, eso permite que se pueda diferir la conexión 
efectiva del parámetro cuyo lugar ocupa el OpenConnection.
Por ejemplo el proceso de orden superior Map aplica a todos los elementos de su lista 
de entrada el proceso que tiene conectado en su entrada superior. En el ejemplo de la 
figura siguiente vemos que a la izquierda el parámetro de orden superior del map es el 
proceso que multiplica por 3 y a la derecha es el proceso que multiplica por algo aún no 
definido, ya que el openConnection está “reservando el lugar” para cuando decidamos 
qué valor efectivo tendrá ese parámetro que en el ejemplo de la izquierda ya se sabe 
que es 3.
Al cabo de dos pasos de ejecución el resultado es el siguiente
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Si en este momento el usuario conecta un valor 3 al openConnection éste desaparece 
siendo reemplazado por 3
En el paso siguiente ambas redes ya son iguales
Si el openConnection se conecta en una salida de un proceso de más de una salida, eso
permite que si se lo usa como parámetro de orden superior se comporte como si tuviera 
sólo las salidas restantes.
Por ejemplo el proceso InitLast explicado en la sección 6.2, dada una lista devuelve por 
su primera salida todos los elementos menos el último y por la otra el valor del último. 
Si sólo nos interesa el último elemento basta con dejar la primera salida desconectada, y 
conectar solo la segunda, pero si el proceso va a ser usado como parámetro de orden 
superior antes de conectarlo hay que conectarle en la primera salida un 
OpenConnection para que una vez aplicado esa salida quede sin conectar.
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En este caso el proceso parámetro del Map es InitLast con su primera salida conectada 
al OpenConnection, y por lo tanto Map devolvería la lista de todos los últimos 
elementos de cada una de las listas que tiene en su entrada. En este caso 2, 4 y 6. Este 
sería el efecto en el primer paso de ejecución.
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4.5  splitCond
Este proceso, con entradas y salidas horizontales de tipo lista, las tres del mismo tipo 
general, y una entrada superior de tipo Función. El tipo de esta última debe de ser tal 
que tenga como entrada un valor del mismo tipo de las listas y de salida tipo booleano. 
Su comportamiento consiste en que según la evaluación de la función de la entrada 
superior con cada uno de los elementos de la lista de entrada sacará a estos últimos por 
una u otra de las dos salidas. En los casos de evaluación False saldrán por la salida 
inferior y en los casos True por la superior.
En este ejemplo podemos ver como el proceso crea una copia de la función de la 
entrada superior, la conecta a una nueva entrada superior que hemos creado y le conecta 
el primer valor de la lista de entrada (arco rojo es un arco doble, para cuando un mismo 
valor está conectado en más de un sitio a la vez).
Una vez se evalúa la función conectada con el valor de la entrada ésta queda sustituida 
por el resultado booleano. Finalmente llegados a este punto splitCond decide por qué 
salida va a ir el valor, elimina la entrada superior que había creado y saca el valor.
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4.6  Concat
Este proceso, con ambas entradas y salida del mismo tipo lista de tipo general, se 
encarga de concatenar una lista detrás de la otra. Básicamente lo que hace es ir pasando 
los valores de la entrada superior hasta que le llega un fin de lista, momento en el cual 
sabe que ya puede juntar la segunda lista a los valores que ha sacado de la primera. Con 
lo cual, llegados a este punto lo único que hará será unir lo que tiene en la salida (la 
lista de la primera entrada sin el fin de lista) con lo que tiene en su segunda entrada, sin 
importar que sea una lista con fin de lista, una lista incompleta, o la salida de otro 
proceso.
En este ejemplo podemos ver que ambas listas son completas, que sería el caso más 
simple. Como hemos dicho más arriba Concat dejará pasar los elementos de la lista 
superior 3 y 4 dejando en la entrada superior únicamente un fin de lista. Y luego ya en 
el siguiente paso al dar por terminada la lista superior conectará la lista de la entrada 
inferior con la lista superior que ya ha sacado por su salida. Dando así lugar a una lista 
formada por el principio la lista superior y por el final por la inferior.
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4.7 ContinuedDemand
Este proceso, con entrada y salida del mismo tipo lista de tipo general, tiene como 
objetivo activar la demanda de producción de datos de un canal de manera continua,
por lo que su comportamiento consiste en activar demanda al proceso que tenga en su 
entrada. Si en la entrada le llega un elemento de lista (rombo verde), lo dejará pasar sin 
importar si el valor de éste está también evaluado, si le llega un fin de lista lo sacará por 
su salida y morirá, y si lo que tiene conectado es un proceso que no está demandado 
(con rombo blanco en su salida) le activará la demanda (le pondrá rojo al rombo), 
provocando así (a menos que tenga modo Disabled) que este otro proceso empiece a 
ejecutarse y producir valores de manera continuada.
En este ejemplo vemos los tres casos mencionados. El primero de los ejemplos sacará 
el fin de lista y como hemos dicho morirá. El segundo en su primer paso sacará el 
elemento de lista que tiene en su entrada (tal cual está), y en su segundo paso activará la 
demanda del proceso que tiene conectado a su entrada y tiene rombo blanco. Y ahí 
terminará su tarea hasta que el proceso le proporcione algún dato, momento en el cual 
se repetirán estos mismos pasos hasta que le llegue un fin de lista.
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5  MEJORAS, EXTENSIONES Y CORRECCIÓN DE 
ERRORES DE NiMoToons 1.6
En este apartado trataremos los procesos que además de traducirse de NiMo 1.6 se les 
ha mejorado, extendido o corregido algún aspecto de su comportamiento. Tanto puede 
haber sido por cambios en la concepción original  del mismo como por necesidad de 
compatibilizar con la reingeniería del sistema existente en la versión anterior.
5.1  And
Este proceso, con entradas (de aridad mayor o igual a dos) y salida booleanas, se 
encarga de aplicar la operación lógica AND a todas sus entradas. El resultado de lo cual 
es lo que nos va a devolver por su salida. La extensión que se le ha aplicado al proceso 
original existente en NiMo 1.6 es que ahora puede aumentar el número de entradas 
sobre las que aplicar la operación (siempre manteniendo como mínimo dos entradas).
Aquí vemos un ejemplo con cuatro posibles combinaciones de entradas donde sólo una 
dará True y todas se evaluarán aun teniendo entradas desconectadas.
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Como vemos sólo un caso ha dado True ya que tenía las cuatro entradas True. Los otros 
tres casos se han podido ejecutar aun sin estar todas las entradas conectadas debido a 
que la ejecución del proceso AND comprueba si en alguna de las entradas tiene un 
False, caso en el que va a ignorar lo que haya o falte en todas las demás salidas y nos va 
a devolver directamente False, cumpliendo así la definición no estricta del AND.
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5.2  Or
Este proceso, con entradas (de aridad mayor o igual a dos) y salida booleanas, se 
encarga de aplicar la operación lógica OR a todas sus entradas. El resultado de la cual 
es lo que nos va a devolver por su salida. La extensión que se le ha aplicado al proceso 
original existente en NiMo 1.6 es que ahora puede aumentar el número de entradas 
sobre las que aplicar la operación (siempre manteniendo como mínimo dos entradas).
Aquí vemos un ejemplo con cuatro posibles combinaciones de entradas donde sólo una 
dará False y todas se evaluarán aun teniendo entradas desconectadas.
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Como vemos sólo un caso ha dado False ya que tenía las cuatro entradas False. Los 
otros tres casos se han podido ejecutar aun sin estar todas las entradas conectadas 
debido a que la ejecución del proceso OR comprueba si en alguna de las entradas tiene 
un True, caso en el que va a ignorar lo que haya o falte en todas las demás salidas y nos 
va a devolver directamente True, cumpliendo así la definición no estricta del OR.
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5.3  EqualThan
Este proceso, con entradas del mismo tipo general y salida de tipo booleano, consiste en 
una igualdad polimórfica, que se encarga de resolver la comparación de igualdad entre 
dos entradas del tipo que sean, pueden ser valores atómicos, listas, tuplas, listas de 
listas, funciones (procesos conectados por su pata-F), listas de funciones, etc. En los 
lenguajes funcionales la igualdad está definida para cualquier estructura de datos que 
no contenga funciones como elementos, las funciones no pueden compararse, intentar 
hacerlo produce un error de compilación. En NiMo sí está permitido hacerlo pero sólo 
en algunos casos es decidible. 
Antes de pasar a explicar las mejoras que ha sufrido este proceso respecto a su versión 
anterior vamos a hablar un poco sobre su funcionamiento general y los casos que trata y 
cómo lo hace. Además mencionaremos también los casos en que no podemos decidir el 
resultado de la igualdad y justificaremos el porqué de esta decisión.
Su funcionamiento general consiste en determinar si sus entradas (ambas del mismo 
tipo) son iguales o no. En casos de valores atómicos es algo trivial, en caso de listas hay 
que ir comparando que todos los pares de elementos que en ambas listas están en la 
misma posición sean iguales. Es decir que ambas cabezas sean iguales y las listas 
restantes también lo sean. En el caso de las listas de listas, la comparación de sus 
elementos vuelve a ser una comparación de listas, y así recursivamente si tuviéramos 
listas de listas de listas... Lo mismo sucede para el caso de las tuplas en que la igualdad 
se reduce a la igualdad de los elementos que están en la misma posición en ambas 
tuplas. Finalmente el caso más complejo de está igualdad aparece cuando nos 
disponemos a comparar dos funciones, ya que no basta con comparar los nombres que 
tienen, sino que hay que comparar también que sus parámetros de entrada sean los 
mismos y en el mismo orden. Para ello haremos algo similar a lo que hemos explicado 
de reducción a la comparación de elementos, pero con algunas variantes que veremos 
luego, ya que el caso anterior se hace a través de una transformación NiMo visible y en 
éste la navegación de la estructura es “a través de código interno”.
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5.3.1  EXTENSIONES Y MEJORAS PARA LISTAS Y TUPLAS
En la versión anterior estaba contemplada la igualdad de listas pero la de tuplas no 
estaba implementada y ahora la he añadido. Así que ahora la igualdad puede tanto 
comparar dos tuplas, como listas de tuplas, como tuplas formando parte de parámetros 
de funciones, etc.
Por otro lado en la comparación de listas he introducido una mejora importante, ya que 
el recorrido de los elementos de las listas se hacía internamente y sólo era visible el 
resultado final, rompiendo el criterio general de NiMo sobre que el funcionamiento 
interno de los procesos, a menos que sea muy elemental, debe hacerse visible al usuario 
tanto como ello sea posible.
El siguiente es un ejemplo que compara dos listas (en este caso idénticas), el 
funcionamiento ahora es el siguiente:
- Inicialmente tenemos la igualdad con las dos listas de listas en sus entradas.
- La igualdad crea una copia de sí misma, le conecta el primer elemento de cada entrada 
(en este caso otra lista) a cada una de las entradas del nuevo proceso, se reconecta a sí 
mismo el resto de lista que queda por evaluar, crea un proceso AND al que se conecta a 
sí mismo y a la otra igualdad y conecta su salida a donde estaba conectada la de la 
igualdad original. 
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- Llegados a este punto ambas igualdades seguirán funcionando del mismo modo, el 
caso de la nueva que tiene una lista en cada entrada consistirá en conectar el primer 
elemento valor de la lista a una nueva igualdad y repetir el comportamiento de su 
creador.
- De este modo a medida que se vayan resolviendo las igualdades del nivel interno irán 
apareciendo valores booleanos en las entradas de los AND y se irá reduciendo el árbol 
de procesos que hemos generado hasta obtener el resultado booleano final.
Esta mejora, tanto visual como funcional nos produce a su vez mejoras colaterales. A 
parte de que se ve el planteamiento del problema mucho más fácilmente, divide y 
vencerás, se mejora el tiempo de resolución al estar haciendo varias comparaciones 
simultáneas, y cuanto más ramificadas sean las entradas más beneficiados resultaremos 
por este hecho.
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Además, resuelve un problema que tenía el caso de NiMo 1.6, la no resolución de casos 
con entradas incompletas que podrían ser resueltos simplemente adoptando un orden de 
comparación distinto. La anterior versión iba comparando empezando por el primer 
valor y avanzando en la lista, con lo cual al encontrarse con un dato ausente quedaba 
bloqueado sin remedio, ahora en cambio, al haberse dividido el problema, sólo se 
quedará bloqueada esa pequeña porción de programa, la encargada de comparar ese 
valor ausente con su pareja. Esto nos permite que las otras comparaciones se puedan 
seguir realizando a pesar de ello, lo que nos aporta una enorme ventaja ya que si 
encontramos dos valores distintos obteniendo así un valor booleano False, éste debido 
al comportamiento no estricto del AND (que aun con ausencia de algunas entradas sólo 
con tener un False ya devuelve False sin esperar), se irá propagando en el árbol de 
AND de más abajo sin importarle que falten por resolver otras igualdades (incluida la 
bloqueada). Dando así la igualdad False como resultado en vez de quedarse bloqueada 
eternamente. Obviamente si todos los demás valores son idénticos el programa se 
quedará esperando al valor ausente para poder terminar. Pero aun así seguiremos 
estando en ventaja respecto NiMo 1.6 ya que todas las demás comparaciones ya han 
sido efectuadas, con lo cual terminar de comparar cuando aparezca el valor ausente será 
un puro trámite, cuando en cambio en su versión anterior tendríamos que retomar todo 
el programa desde donde lo habíamos pausado. Perdiendo así un tiempo que NiMo 2.0 
va a sacar de ventaja.
Como vemos en este ejemplo el primer valor de la segunda lista no está, pero a simple 
vista ya podemos ver que ambas listas NUNCA serán iguales sea el valor que sea el que 
allí vaya, ya que los segundos valores de ambas listas ya son ahora distintos.
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Tal como hemos explicado se descompone el problema hasta llegar a este punto (en dos 
pasos de ejecución). Podemos ver cómo aunque el primer valor no esté disponible 
seguimos comparando el resto de las listas sin bloquearnos. De este modo cuando la 
evaluación que da False llega a los AND se irá propagando el valor hasta la salida.
→ →
Así que en definitiva, aumenta el abanico de casos que puede resolver respecto a su 
versión predecesora, y mejora el tiempo de hacerlo.
En el caso de las tuplas que tienen un número configurable pero fijo de elementos el 
criterio es el mismo, pero se crea un AND tantas entradas como campos tienen las dos 
tuplas.
En este ejemplo podemos ver cómo estamos comparando dos tuplas de 4 elementos 
enteros cada una de ellas. Para que las tuplas sean iguales deben tener el mismo número 
de elementos y que en las mismas posiciones sean todos iguales (importa el orden en 
que se encuentran los elementos de izquierda a derecha).
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El siguiente paso de ejecución consiste en replicar el EqualThan y aplicarlo a las 4 
parejas de elementos correspondientes, y todas ellas conectadas a un AND (de aridad 
configurable)  conectado a donde se conectaba la salida del EqualThan original.
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5.3.2  CONSIDERACIONES SOBRE LA IGUALDAD DE FUNCIONES Y 
MEJORAS INTRODUCIDAS
En este caso hay que tener en cuenta que la igualdad salvo en ciertos casos especiales 
no será decidible, ya que no se puede asegurar por ejemplo que dos procesos distintos, 
con alguna de sus entradas instanciada, no se vayan a comportar igual para cualquier 
entrada que les demos. Un ejemplo muy claro de esto sería:
SUM(x, 0) = MUL(x, 1) En este ejemplo está claro que para cualquier x que cojamos 
ambos procesos van a dar siempre el mismo resultado, ya que son la función identidad 
de la suma y del producto, los cuales devolverán siempre su entrada intacta.
Por este motivo aunque dos procesos tengan distinto nombre, si tienen entradas 
instanciadas no podemos asegurar ni desmentir que sean iguales.
Veamos ahora los distintos casos decidibles:
- Mismo nombre sin entradas: Devolverá True.
- Mismo nombre con entradas iguales: Devolverá True.
- Distinto nombre, ambos procesos de NiMo y sin entradas: Devolverá False.
Casos no decidibles:
- Mismo nombre con entradas distintas:
Ejemplo conmutatividad de la suma: SUM(x, 0) = SUM(0, x).
- Distinto nombre, ambos procesos de NiMo y con entradas (iguales o distintas):
Ejemplo de antes: SUM(x, 0) = MUL(x, 1).
- Distinto nombre, NO ambos de NiMo (con o sin entradas, iguales o distintas):
Ejemplo usuario crea proceso que suma: SUM(x, y) = CUSTOM(x, y).
Como podemos apreciar en estos ejemplos, ampliar los casos en que se pueda discernir 
si dos procesos son iguales o no, implicaría dotar a la igualdad de las propiedades de 
todas y cada una de las funciones del repositorio como la conmutatividad, la 
asociatividad, y aun así serían muy excepcionales los casos en que se podría reconocer 
la equivalencia de comportamientos en funciones con parámetros instanciados y mucho 
menos aún si se tratara de procesos hechos por el usuario. 
En general, al hacer la comparación de dos funciones del mismo nombre pero 
parcialmente aplicadas, la navegación para comparar sus parámetros se hará por código 
interno como se hacía en la versión anterior y no con el mecanismo empleado en el 
caso de listas y tuplas. El motivo es que la desigualdad estructural de las listas y de las 
tuplas implica que el resultado es falso mientras que en las funciones en general no es 
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asi y si usáramos el mismo método para navegar los parámetros perderíamos parte de 
las entradas al ir resolviendo comparaciones más internas. Y eso en caso de resultar 
indecidible no nos interesa que ocurra, así que lo haremos vía código interno y en caso 
de que sea decidible daremos una respuesta, de lo contrario daremos una excepción de 
igualdad indecidible manteniendo los parámetros de entrada intactos (salvo cambio de 
rombo blanco a rojo en algún caso) y así los podremos analizar para ver que falla, o 
simplemente que quede visible en la red para nuestro problema concreto.
Por otro lado,  la comparación de funciones en la versión anterior estaba implementada 
de manera muy básica y no del todo correcta. En su actual versión se ha aumentado 
algo el abanico de casos que son resolubles. En NiMo 1.6 se utilizaba un criterio muy 
restringido, de estricta identidad sintáctica por lo que si al comparar dos funciones del 
mismo nombre en sus entradas se encontraba en una por ejemplo un valor y en la otra la 
salida de un proceso sin evaluar, directamente se consideraba que tenían entradas 
distintas y por lo tanto era indecidible sin importar lo que ese proceso fuera a dar como 
resultado. En cambio ahora si nos encontramos con un caso de este tipo activaremos la 
demanda en la salida de ese proceso para forzarlo a que si puede nos proporcione un 
dato que podamos tratar y comparar con su pareja de la otra entrada. En algunos casos 
seguirá dejando la igualdad como no decidible, pero en muchos otros nos resolverá 
igualdades que antes dábamos por imposibles y que podían ser tan sencillas como tener 
en una entrada un 2 y en su pareja la salida de una suma de 1+1. 
En NiMo 1.6 esto no podía decidirse, en cambio ahora se va a poder decidir 
demandando a la suma que se resuelva.
→ →
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Como vemos en el primer paso no hemos podido devolver nada ni dar excepción pero 
hemos activado la demanda en la suma. En el segundo paso aún no hemos podido hacer 
nada en el EqualThan pero ya se ha resuelto la suma. Y finalmente en el tercer paso 
hemos podido decidir que ambas funciones eran iguales y el EqualThan ha devuelto 
True, resolviendo así un caso que antes era no decidible.
5.3.3 COMPARACION DE VALORES, LISTAS, TUPLAS O FUNCIONES CON 
CONSTANTES DE SU MISMO TIPO
Este caso ha quedado sin poderse probar completamente al no estar todavía 
programadas las funcionalidades de las constantes. Básicamente consiste en que se 
pueda comparar una constante con cualquier valor de su mismo tipo. Se compararía la 
definición interna de la constante si esta existe, de lo contrario se deja expresada.
Sólo en el caso de que se trate de la comparación de dos constantes que sean la misma 
el resultado será True con seguridad sin necesidad de intentar sustituirlas por su 
definición. 
Salvo en este caso particular, si la igualdad encuentra en una de sus entradas una 
constante le activará la demanda, para pedirle que se sustituya por su definición y así en 
el siguiente paso se lleve a cabo la comparación si es posible.
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5.4  isData
Nimo es un lenguaje que tiene reflexión
In computer science, reflection is the ability of a computer program to examine 
(see type introspection) and modify the structure and behavior (specifically the values, 
meta-data, properties and functions) of the program at runtime.[1]
From Wikipedia, the free encyclopedia
Este es uno de los procesos reflexivos de NiMo y está destinado a poder controlar en 
ejecución si una entrada ya tiene un dato disponible o aún no ha sido producido por su 
proceso proveedor. Esto es necesario para poder sincronizar procesos en ciertos tipos de 
aplicaciones de tiempo real que puedan requerirlo.
La entrada es una lista de tipo general, su primera salida es una lista de booleanos y la 
segunda es una lista del mismo tipo de la entrada, ya que los elementos de  la entrada 
una vez producidos son sacados por esta salida.
En su primera salida, si así se lo demanda, se produce un booleano que indica si en ese 
momento en la entrada ya hay un elemento de lista disponible (conectado con rombo 
verde) sacando True, y si por el contrario la conexión tiene un rombo blanco o rojo o 
directamente no hay nada conectado sacará False. Cuando el resultado booleano sea 
True, sacará además el valor que se espera en la segunda salida.
Ambas salidas pueden estar demandas simultáneamente o no y dependiendo además del 
modo del proceso podrán producirse diferentes resultados en la lista de booleanos.
En el ejemplo cuyos casos se explican a continuación tanto el proceso IsData como su 
proceso proveedor están en modo Demand-Driven (indicado por una bolita verde en su 
borde inferior derecho). Por lo tanto sólo producirán un resultado si alguna de sus 
salidas está demandada.
Este ejemplo se centra en mostrar el comportamiento del IsData aislado del contexto de 
utilización y ambas salidas han sido conectadas a las salidas de la red. En un caso real 
estarían conectadas a un proceso o un par de procesos que irían produciendo la 
demanda.
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5.4.1  COMPORTAMIENTO CON DEMANDA SOLO EN LA PRIMERA 
SALIDA (DE BOOLEANOS) 
Si se activa demanda en la salida de la lista booleana se consultará si hay un dato 
disponible en la entrada. En caso de que lo haya se responderá True por la salida 
superior y se sacará el dato por la salida inferior. Pero en caso de que no lo haya sólo 
responderá False por la salida booleana, NO propagará la demanda a su entrada. Esto se 
debe a que hemos considerado que si sólo se  demandan valores por la salida de 
booleanos lo único que se  pide es el estado actual de la entrada, como mera consulta, 
pero no se está demandando que ese nuevo valor se produzca.
Como en este primer paso aún no tiene un dato disponible en su entrada devuelve False 
por su salida superior y nada por la inferior. Al producir ambos resultados las salidas 
quedan ya desactivadas.
El proceso permanecerá inactivo hasta que alguna de sus salidas vuelva a ser 
demandada.
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5.4.2  COMPORTAMIENTO CON DEMANDA SOLO EN SEGUNDA SALIDA 
(DE LA LISTA DE DATOS)
Si se activa demanda sólo en la salida de la lista datos se consultará si hay un dato 
disponible en la entrada. En caso de que lo haya se responderá True por la salida 
superior y se sacará el dato por la salida inferior. Pero en caso de que no lo haya se 
propagará la demanda a su entrada, demandando así datos al proceso que tenga 
conectado y NO se responderá nada por la salida booleana, porque esta información no 
ha sido demandada y hasta que no haya uno disponible no será útil que vayamos 
sacando False. 
Durante el tiempo que no recibamos un dato la demanda en esa salida seguirá activa, 
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hasta que con la llegada de éste el isData lo pasará a la salida de datos, sacará un True 
por la de booleanos, y el proceso quedará inactivo hasta ser nuevamente demandado en 
alguna de las dos salidas.
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5.4.3  COMPORTAMIENTO CON DEMANDA EN AMBAS SALIDAS 
Este caso se comporta como el de la demanda en la salida de datos, y al igual que en el 
caso anterior ha propagado una demanda a su entrada,  pero además va a devolver un 
False por la salida de booleanos. 
A continuación el proceso proveedor demandado produce el próximo elemento.
Ahora, igual que en el caso anterior, al ya tener un dato en la entrada lo devuelve por la 
salida inferior y por la superior produce un True indicando que el valor ya está 
disponible en la salida de datos. Y de nuevo la demanda en la salida ya ha desparecido 
al haberse completado lo que se ha demandado
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Ahora pasamos a estar de nuevo como al principio del ejemplo pero sin ninguna 
demanda activada.
5.4.4  COMPORTAMIENTO SEGÚN EL MODO
Estos comportamientos bajo demanda se producirán para todos los casos de modos en 
isData excepto para Disabled (caso en que se ignora todo tipo de demanda) y para 
WeakEager (comportamiento voraz que equivale a tener demanda en ambas salidas a la 
vez), con lo cual surtirán el mismo efecto sobre el proceso y su entrada tanto en 
DataDriven, como en DemandDriven o EndDriven. Sin embargo, cuando ambas salidas 
están sin demandar,  el modo Endriven produciría espontáneamente una respuesta en 
ambas salidas en caso de fin de lista y el DataDriven también cuando un nuevo list ítem 
ya esté disponible en la entrada. 
En caso de tener modo WeakEager se comporta como si tuviera ambas demandas 
permanentemente activadas, ya que consiste en un modo de comportamiento encargado 
de producir sin parar todo lo que pueda y pedir siempre como si le urgieran datos. El 
usuario decidirá cuándo activar este modo teniendo en cuenta que si lo hace, además de 
la demanda continua a su proveedor (como sucede con todos los procesos en este 
modo), la respuesta por el canal de booleanos será permanente haya llegado ya o no el 
dato esperado, por lo que este modo debería usarse con cautela.
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5.5  Rnd
Este proceso, con salida de tipo lista de enteros, consiste en un generador de números 
aleatorios (Random). Irá produciendo elementos de lista que encadenará uno tras otro 
sacándolos por su salida mientras no se lo desactive (o sólo bajo demanda en caso de 
estar en modo DemandDriven).
En la versión anterior ya había un generador de números aleatorios pero era muy simple 
y no daba ningún tipo de posibilidad de configurarlo; únicamente generaba números 
mayores que cero. Ahora ha sido dotado de un menú de propiedades para describir su 
rango de valores.
Aquí tenemos un ejemplo en el que le hemos marcado el intervalo cerrado [-12, 12] y 
hemos avanzado ocho pasos de ejecución..
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5.5.1  CONFIGURACIÓN DEL RANGO DE VALORES
En esta versión hemos configurado el Random de tal manera que nos de números 
comprendidos en el intérvalo [menor entero representable, mayor entero representable]
(en C# notados como Int32.MinValue e  Int32.MaxValue respectivamente). 
Como hemos dicho no me gustaba la idea de mantener un Random tan básico, y menos 
aún cuando C# ya dispone de una función que admite definir un rango. Por lo que añadí 
al nuevo Random una ventana de propiedades donde el usuario puede introducir tanto 
un valor mínimo como uno máximo (ambos enteros claro, sino dará error “Invalid 
format”), en caso contrario se toma el máximo o mínimo entero. En caso de que defina 
ambos se comprueba que el extremo inferior sea menor o igual que el superior, ya que 
sino dará un error. Si son iguales no dará un error, simplemente siempre saldrá el 
mismo valor.
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5.6  Shuffle
Este proceso, con dos o más entradas (aridad configurable por el usuario) y una salida 
inferior izquierda del mismo tipo lista de tipo general, además de una salida superior 
izquierda de tipo entero, se encarga de ir sacando por la salida inferior valores de las 
distintas entradas escogiendo cuál mediante el algoritmo seleccionado en su ventana de 
propiedades. Al mismo tiempo por cada uno de estos valores nos proporcionará por la 
otra salida el identificador de la entrada de la cual ha escogido su primer elemento
(ordenadas de arriba a abajo), rango de valores dentro del intervalo cerrado [0, 
#entradas-1].
En este ejemplo hemos puesto en cada entrada de identificador “n” una lista de tres 
valores “n+1” para ver así la correspondencia entre ambas salidas. Hemos usado el 
algoritmo de selección Random Non-Blocking tal como vemos en el icono que ha sido 
modificado automáticamente al seleccionar esa opción en las propiedades.
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Después de siete pasos de ejecución podemos ver el orden aleatorio en que se han 
escogido los valores y cómo se corresponden los números de ambas listas de las salidas. 
Llegados a este punto en que ya sólo queda una entrada el Random escogerá siempre 
ésa.
Ahora después de los nueve pasos de ejecución necesarios para sacar todos los valores 
podemos ver que en las tres entradas del Shuffle quedan los tres fines de lista, señal de 
que ya ha terminado su ejecución y puede cerrar ambas listas de salida y morir.
Este proceso no estaba exactamente así en NiMo 1.6, había uno (llamado Merge) que 
podía configurarse para tener un comportamiento parecido pero se diferenciaba en que 
la segunda salida con la entrada escogida no existía, solamente sacaba los valores 
escogidos sin dar más información.
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5.6.1  ALGORITMOS DE SELECCIÓN DE ENTRADA DISPONIBLES
En la versión del Merge había cuatro algoritmos seleccionables, dos deterministas y dos 
no deterministas que mencionaremos en primer lugar, ahora hemos añadido dos más no 
deterministas.
Algoritmos existentes:
- Priority Blocking (PB): Escogerá elementos de la entrada superior hasta que lo que 
haya conectado sea un fin de lista, momento en el que pasará a sacar valores de la 
siguiente en orden descendente. Si no hay un valor disponible se quedará bloqueado 
hasta que éste llegue.
- Priority Non-Blocking (PNB): El mismo caso que el anterior pero con la diferencia 
que si no hay dato disponible en la entrada escogida en vez de quedarse bloqueado 
saltará a la siguiente en orden descendente.
- Round-Robin Blocking (RRB): Escogerá elementos de la entrada superior en primera 
instancia para luego ir escogiendo de las sucesivas en orden descendente, para terminar 
recomenzando el ciclo. Al igual que en PB si no hay un valor disponible en la entrada 
que toca se quedará bloqueado esperando a poder seguir.
- Round-Robin Non-Blocking (RRNB): El mismo caso que el anterior pero con la 
diferencia que si no hay dato disponible en la entrada escogida en vez de quedarse 
bloqueado saltará al que le tocaría en el siguiente paso.
Algoritmos nuevos:
- Random Blocking (RB): Este algoritmo escogerá una entrada de forma aleatoria
(dentro de las entradas que aún no tienen un fin de lista conectado) de la que coger el 
valor a sacar. En caso de que no haya ningún valor disponible en esa entrada se quedará 
bloqueado hasta que haya uno.
- Random Non-Blocking (RNB): El mismo caso que el anterior pero con la diferencia 
que si no hay dato disponible en la entrada escogida en vez de quedarse bloqueado 
generará otro aleatorio para ver que nueva entrada consultar.
De estos procesos los Bloqueantes son los deterministas exceptuando el RB y los No 
Bloqueantes junto al caso RB son los no deterministas, ya que el resultado depende del 
estado de la ejecución en el momento de hacer la consulta de las entradas. Ambos 
Random son no deterministas ya que al repetir varias veces la misma ejecución no tiene 
porque dar el mismo resultado, es altamente improbable.
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6  AMPLIACIÓN DEL REPERTORIO DE PROCESOS
En este apartado hablaremos de los procesos que no existían en el repositorio que 
teníamos en NiMo 1.6 y que nos ha parecido interesante agregar a esta nueva versión. 
Algunos como por ejemplo el ListConstr (list constructor) nos da una gran comodidad a 
la hora de generar listas, tanto en plena ejecución como para preparar un programa o 
juego de pruebas y ahorrar tiempo haciendo las conexiones de los distintos valores que 
la componen. Otros como el FullEval son una versión ampliada de otros procesos (en 
este caso el ContinuedDemand) para cubrir necesidades similares al original pero a la 
vez distintas y más completas. A continuación hablaremos de ellos en detalle para ver 
su funcionamiento y su aplicación a NiMo.
6.1  FullEval
Este proceso, con entrada y salida del mismo tipo general, consiste en una variante del 
ContinuedDemand. Las principales diferencias con ese proceso son, para empezar, que 
mientras el ContinuedDemand sólo admite listas como entrada y salida, FullEval nos 
permite valores de cualquier tipo. La otra gran diferencia es que cuando la entrada es 
una lista o una tupla, en vez de simplemente pasar el elemento de lista (o la tupla) a su 
salida sin hacer nada más este proceso fuerza su evaluación completa. Para ello antes de 
pasarlo a su salida se replica y conecta un FullEval delante del valor del elemento de 
lista o bien delante de cada elemento en el caso de la tupla. De este modo se asegura de 
que cuando pasa un valor no atómico éste tiene una demanda propagada a sus 
componentes para que en cuanto le sea posible se evalúe del todo, del ahí el nombre del 
proceso. En caso de que el elemento en cuestión esté desconectado va a dejar conectado 
el FullEval y esté será el que ahora quedará sin nada conectado a su entrada de 
momento, y ya cuando le conecten algo se encargará de demandarle. Y el último caso 
que no trataba ContinuedDemand es el de que tenga conectado directamente un valor 
atómico, en cuyo caso lo que hará será pasarlo a su salida y morir. 
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En este ejemplo vemos los tres casos que varían y hemos mencionado. En el primer 
paso de ejecución el primero de los ejemplos devolverá la tupla y pondrá en sus 
elementos réplicas de sí mismo y el segundo hará lo propio con el elemento de lista.
En el segundo paso ambos ejemplos activan la demanda de evaluación a la salida de la 
suma y del AND que tienen conectados. En el caso de la tupla como uno de los 
elementos era un valor lo habrá devuelto una de las réplicas que habrá muerto, y el otro 
elemento estaba desconectado así que queda conectada la otra réplica sin nada en su 
entrada. En el caso del elemento de lista la otra réplica tenía un fin de lista así que lo 
propaga y muere.
Como vemos han cambiado los dos rombos de blanco a rojo activando así la demanda 
de ambos procesos. Ahora se llevarán a cabo suma y AND y ambos FullEval 
propagarán el “10” y el “True” respectivamente.
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Terminada la ejecución un FullEval ha quedado vivo en la entrada desconectada de la 
tupla, permanecerá ahí hasta que se le conecte algo, asegurando así que todo quede 
completamente evaluado.
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6.2  InitLast
Este proceso, de entrada y salida izquierda superior del mismo tipo lista de tipo general 
y salida izquierda inferior de este mismo tipo general, se encarga de devolver por su 
salida inferior izquierda el último elemento de la lista de su entrada (al igual que hace el 
proceso Last por su única salida), mientras que por la salida izquierda superior irá 
sacando los demás elementos predecesores del último, a diferencia del Last que 
simplemente los desechaba. Para devolver algún valor como el último de la lista ésta 
debe estar cerrada por un fin de lista, en caso contrario no sabrá si el último elemento 
disponible en este momento de la lista es realmente el último que va a haber. Tal como 
pasa en el caso del Last si sólo hay un fin de lista en la entrada dará error “Cannot take 
last from an empty list”.
En este ejemplo al haber sólo un elemento lo va a sacar por la salida inferior izquierda 
pero por la superior solamente un fin de lista, ya que la lista de elementos predecesores 
al último es una lista vacía.
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Y en este caso en cambio sacará por la salida superior derecha todos los elementos de la 
lista de entrada excepto el último y la cerrará con un fin de lista cuando saque por la 
inferior el último valor.
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6.3  LastUpToNow
Este proceso, de entrada y salida del mismo tipo lista de tipo general, consiste en una 
variante más del Last. En este caso la salida en vez de ser sólo un valor ahora será una 
lista de valores, ya que cada vez que se ejecute lo que hará será devolvernos el último 
actual. Lo que esto significa es que en vez de hacer como el Last y devolver el 
elemento anterior a un fin de lista, este proceso nos va a devolver el último elemento ya 
generado de la lista de entrada en ese momento, y cada vez que se lo demande irá 
repitiendo ese comportamiento hasta que la entrada sea un fin de lista, momento en el 
cual cerrará la lista de salida y morirá. Así el resultado serán todos los elementos que 
eran el último en el momento de hacer una consulta.
En este caso la entrada consistente en un fin de lista no será un error, ya que el tipo del 
resultado ahora no es un elemento sino una lista y el resultado será una lista vacía. Y 
otra diferencia importante con el Last simple es que si después del último elemento de 
lista no hay nada conectado de todos modos nos devolverá el último elemento, ya que 
en ese momento cumple la condición del proceso. Una vez lo saque por la salida nos 
quedará el proceso con la entrada desconectada y a la espera de más elementos de lista 
para volver a permitir que se ejecute.
Veamos el comportamiento en estos cuatro casos:
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En los dos casos de la izquierda ya puede determinarse cuál ha de ser la salida en ese 
momento, en el primer ejemplo va a devolvernos una lista vacía, mientras que el de 
abajo  nos devuelve el primer elemento de su entrada pues es el último hasta el 
momento ya que no hay nada más conectado.  En los dos casos de la derecha el último 
no se sabe aún cuál es pero sí que los que están a la cabeza no lo son y se los consume
Después del primer paso de ejecución los dos casos de la derecha han consumido el 
primer elemento de la lista que tenían en la entrada, ya que han visto que no era el 
último al venir otro elemento de lista después.
Finalmente los dos ejemplos de la derecha han llegado a tratar el último elemento 
disponible y lo han devuelto como actual último, además el superior ha cerrado la lista 
al ver que era el último final y no temporal como los otros. Quedando así los cuatro 
casos tal como al principio habíamos descrito.
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6.4  ListConstr
Este proceso, de salida de tipo lista de tipo general, se encarga de generar una lista de 
elementos, que pueden ser de tipos básicos o listas a su vez, según unos parámetros 
introducidos por el usuario. Su objetivo es agilizar la introducción de datos con los que 
trabajar, que podrían ser infinitos, mediante una definición por comprensión.
Nos permite desplegar tres propiedades, la primera el tipo básico de los elementos de su 
nivel más interno (enteros, reales, booleanos o strings), en la segunda el usuario 
introducirá la expresión que describe la lista, expresada en el lenguaje descrito en 
6.4.1., y la tercera indica si debe generar la lista completa nada más cerrar las 
propiedades (salvo si la lista es infinita, en cuyo caso sólo sacará el primer elemento de 
ésta) o si por el contrario la irá generando luego en función del modo del proceso.
Durante los pasos de su ejecución la segunda propiedad puede verse modificada (va 
mostrando la evolución de la lista, si la entrada inicial consistía en 1,2,3,4 y ahora ya ha 
sacado el 1, al volver a abrir las propiedades nos mostrará 2,3,4), es decir la lista que va 
a seguir siendo producida a partir de ahora. Su implementación se ha realizado como un 
sistema de reescritura de grafos, por lo que una vez realizado un paso de ejecución, el 
proceso se transforma en un nuevo ListConstr, con los parámetros cambiados 
describiendo la lista que falta por construir o el proceso muere. En el caso de listas de 
listas, a cada paso de ejecución va a generar un elemento de lista del que va a colgar un 
nuevo ListConstr que él mismo va a crear. A éste le va a poner sus mismas primera y 
tercera propiedad, y como expresión la parte correspondiente de la original.
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6.4.1  GRAMÁTICA DEL CONTENIDO DE LA LISTA
La gramática del contenido de la lista sería la siguiente:
LD= list descriptor
le= list element 1*
e = constant 2*
LLE= list of lists
- Para la lista de elementos con todas las e = constant del mismo tipo:
LD -->le
LD --> le , LD
le  --> e ; e .. e 3*
le --> e ; e .. 4*
le --> e .. e 5*
le --> e
LLE --> LD
LLE --> LD : LLE
*Sólo válidos con enteros o reales
1* list element puede ser de tipo fin de lista, que se obtiene dejando vacío el campo de 
la segunda propiedad, donde escribimos la regla de construcción de la lista
2* cuando la lista es de tipo entero, real o booleano el contenido de la segunda 
propiedad no debe contener sólo espacios, si así ocurre dará error “Invalid format”, si 
hay números o True o False puede haber tantos espacios como se quiera ya sea antes 
como después de la constante escrita, ya que serán ignorados
3* a;b..c  produciría una progresión aritmética empezando en a, de razón b-a, hasta el 
mayor número que sea menor o igual que c
4* a;b..  produciría una progresión aritmética infinita empezando en a y de razón b-a, 
ya que no tiene una cota superior
5* a..c  produciría una progresión aritmética empezando en a, de razón 1, hasta el 
mayor número que sea menor o igual que c
En el caso de tipo string, para poder usar “,” o “:”  como carácter en vez de separador 
va a ser necesario poner delante una “\”, en caso contrario serán tratados como 
separadores.
En resumen, las listas de listas se separan entre sí por “:”, los elementos de lista por “,” 
y los rangos de las progresiones por “..” y la razón será 1 o -1 a no ser que se separen 
los dos primeros elementos por “;” para poder calcularla con la diferencia.
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6.4.2  EJEMPLOS DE GENERACIÓN DE LISTAS
- Enteros: progresiones y listas de listas:
Este ejemplo al ser el más completo y complejo,  lo vamos a mostrar paso a paso 
haciendo hincapié en los puntos más relevantes del comportamiento de este generador 
de listas.
La definición de esta lista puede verse en el segundo campo, es la expresión:
“1..4, 0;2..6:4..1,6;4..0”. Lo cual corresponde a una lista de 2 listas de enteros. La 
primera de ellas es 1,2,3,4,0,2,4,6 (lo que está antes de : ) y la segunda es 
4,3,2,1,6,4,2,0
Vemos como en el primer paso ha creado otro ListConstr que ha conectado al primer 
elemento de lista que ya ha sacado, el contenido del cual es: “2..4, 0;2..6”, 
correspondiente a la primera lista (previo a los “:”) sin el “1” ya propagado. Y al 
ListConstr original le queda el resto de la lista de listas (la segunda lista): “4..1,6;4..0”.
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En el segundo paso, el ListConstr principal genera su segunda lista. Ahora su contenido 
será vacío, así que sólo le faltará por sacar un fin de lista. Los tres ListConstr (el 
original y los dos creados por éste) trabajarán paralela e independientemente los unos 
con los otros hasta llegar al resultado final que es el siguiente:
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- Reales: progresiones:
Expresión del segundo campo: “1.1;2.2..5.4” (vemos como el 5.4 no se escribe, ya que 
la progresión pasa de 4.4 a 5.5, con lo cual el último número menor o igual que 5.4 va a 
ser 4.4.
- Booleanos:
Expresión del segundo campo: “true, false, false, true”.
- Strings:
Expresión del segundo campo: “animales\: perro\, gato,juguetes\: hueso\, lana:ejemplo 
de strings”.
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6.5  MergeCond
Este proceso, tiene ambas entradas horizontales y salida del mismo tipo lista de tipo 
general y entrada superior de tipo función con salida de tipo booleano y dos entradas 
del mismo tipo general que los elementos de las listas de entrada del MergeCond.
Es una generalización del clásico merge que fusiona dos listas ordenadas en una sola 
manteniendo el orden predefinido del tipo de los elementos. Pero MergeCond permite 
que el criterio por el cual están ordenadas no sea fijo sino que venga dado por su 
parámetro de orden superior. Por ejemplo, un par de listas de enteros podrían estar 
ordenadas ambas por el número de divisores que tienen sus elementos, en cuyo caso el 
proceso parámetro debe poder determinar si el primer entero tiene o no menor o igual 
cantidad de divisores que el segundo.
Por lo tanto, a diferencia del Concat simple o del Shuffle, esta vez el elemento de lista 
que toca pasar a la salida se escogerá en función del resultado booleano que dé aplicar 
la función de comparación de su entrada superior al primer par de elementos que hay en 
las listas de entrada. Si este resultado es True el valor devuelto será el primero de la 
lista superior derecha, en cambio si es False el devuelto será el inferior derecho. Se irán 
aplicando estas comparaciones hasta que una de las dos listas consista en un fin de lista, 
momento en el cual se juntará la otra lista al final de la lista actual de salida.
De manera análoga a lo que sucede en el proceso SplitCond, esto se consigue mediante 
una réplica de la función de entrada que conectamos a una entrada superior que 
hacemos aparecer especialmente para ello, y mediante una doble conexión conectamos 
los primeros elementos de la entrada con un arco rojo a esta función replicada. De este 
modo cuando ésta se evalúa queda un valor booleano en la nueva entrada superior, el 
cual vamos a coger, eliminar la entrada que habíamos creado y en función de si es True 
o False devolveremos el elemento de una lista de la entrada o de la otra.
66
Como vemos en este ejemplo lo que irá haciendo será ir sacando a cada paso el 
elemento menor de los dos de la entrada en ese momento. 
Paso de replicar la función de entrada y haciendo las conexiones para su evaluación.
Función ya evaluada y MergeCond listo para propagar el primer elemento.
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Una vez producido el primer elemento seguiremos repitiendo el proceso hasta encontrar 
un fin de lista.
Momento en el que reconectaremos la otra entrada a continuación de la salida actual.
Como en nuestro caso ambas listas estaban ordenadas de forma creciente, al aplicar un 
MergeCond que devuelve a cada paso el menor valor disponible en las entradas la lista 
resultante es una lista que sigue manteniendo ese orden creciente.
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6.6  Xor
Este proceso, con ambas entradas y la salida de tipo booleano, es el más simple de los 
nuevos procesos. Únicamente se encarga de aplicar la operación lógica XOR, también 
conocida como OR exclusiva, a sus dos entradas. El resultado de la cual es lo que nos 
va a devolver por su salida.
Se evalúan las cuatro posibles combinaciones de entradas mostrando las propiedades de 
conmutatividad y el correcto comportamiento dela XOR según su definición universal.
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Aquí se muestran los resultados correspondientes a las cuatro posibles combinaciones 
de entradas mostradas en la imagen previa.
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7  HELPS
La segunda parte del proyecto consistía en acompañar con un Help a algunos procesos 
representativos para ver un posible esquema general extensible a los demás.
Esto se ha visto dividido en dos tareas diferenciadas a la hora del estudio y 
planificación, y de la implementación del proceso en sí.
7.1  ELECCIÓN DE LA ESTRUCTURA DEL HELP
En esta tarea el principal problema fue ver qué poner y qué no para mostrar al usuario 
el funcionamiento del proceso. Hay que poner suficiente información para que entienda 
su funcionamiento pero no demasiada como para abochornarlo con un exceso que lo 
pueda confundir produciendo un efecto inverso al deseado.
Se optó por empezar con una pequeña descripción del objetivo del proceso, seguido de 
una captura de su interfaz sin ninguna conexión hecha y mostrando los tipos de cada 
entrada y salida. A la vez que se indica cuáles de ellas son de aridad variable. En cada 
uno de los lados se añade un poco de información sobre lo que puede conectarse o lo 
que por ahí va a generarse como salida. Esta información irá dentro de unos recuadros 
enmarcados cada uno con el color asociado del tipo de ese puerto.
Más abajo se añade como es su ejecución, si el proceso es o no determinista y cuándo 
puede “morirse”.
Finalmente vendrían los ejemplos sobre el comportamiento que tiene durante su 
ejecución para distintos casos de entradas, y en caso de que el proceso tenga un 
desplegable de propiedades se agregará una foto de éste también. Estos ejemplos 
contendrán desde simples capturas de pantalla, mostrando tanto situaciones iniciales 
como parciales o finales de la ejecución para poder ver su evolución; hasta un breve 
vídeo con un ejemplo parecido a los de las capturas. Éste puede ser además en casos 
necesarios con comentarios de voz, ya sea con aclaraciones en ciertos pasos como en 
forma de guía paso a paso para explicar un problema concreto, o simplemente para 
mostrar como armar y tratar una ejecución especial.
La decisión de además de las capturas agregar un vídeo al Help fue para que las 
posibles dudas que pudieran quedar con las capturas de pantalla queden solventadas, 
logrando así un entendimiento tanto máximo como sencillo por parte del usuario, ya 
que puede ver exactamente cómo se comporta el proceso que está consultando paso a 
paso con un ejemplo genérico, para saber así que es lo que le puede aportar y si es lo 
que necesita o no.
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Se deja abierta la opción según el proceso a que haya más de un vídeo ejemplo si lo 
consideramos de una mayor complejidad o que merece la pena mostrar más de una 
posible ejecución relevante.
7.2  PREPARACIÓN DEL MATERIAL PARA EL HELP 
(SOFTWARE DE GRABACIÓN Y HTML5 VIDEO)
En esta tarea nos encontramos con la problemática de querer incrustar en el Help, a 
parte de las capturas de pantalla, un breve vídeo mostrando un ejemplo de ejecución del 
proceso.
Primero se miró de incrustar un vídeo cualquiera en formato MP4, compatible con 
HTML5, y poder manejarlo fácilmente. Después de buscar los comandos para hacerlo 
se llevó a cabo con éxito parcial. Abriendo el HTML del Help directamente con 
Chrome, éste mostraba correctamente la parcela del vídeo y nos permitía todas sus 
funciones de PLAY/PAUSE, volumen, Full Screen, etc, el problema vino al abrir el 
Help desde el Toolbox de NiMo. Al hacerlo desde NiMo Chrome nos muestra la 
parcela del vídeo con estas mismas funciones pero no permite reproducirlo. Se 
comprueba que la ruta es correcta ya que con botón derecho del ratón y “guardar enlace 
como” nos descarga a la máquina el vídeo MP4 tal como lo tenemos en el 
subdirectorio. A todo esto con Mozilla Firefox funciona desde NiMo igual que abriendo 
el HTML solo. Después de buscar por todo manual, FACT y Foro que he podido 
encontrar no había logrado solventar este inconveniente, ni tampoco separando partes 
del HTML descubrir qué parte hace la reproducción del vídeo incompatible con 
Chrome. Por lo que continué trabajado desde Firefox esperando que el problema se 
solventara en algún momento. Entonces pasamos a la parte de la grabación de algún 
ejemplo de ejecución de NiMo de muestra, tarea para la que fue necesario buscar un 
software libre de captura de vídeo del monitor. Finalmente usé Open Broadcaster que 
es un software libre y gratuito para streaming y grabación.
Una vez con el programa escogido la grabación de un ejemplo y posterior incrustación 
en un Help fue lograda con éxito (por lo menos desde Firefox).
Pero finalmente he logrado arreglar el problema. Aparentemente era una cuestión de 
relación del aspecto del vídeo original al ser muy distinto del de reproducción en 
Chrome, así que grabando de la ventana con una proporción de aspecto apaisada (sin 
ninguna proporción concreta) esto ha quedado completamente resuelto. La única duda 
que no ha encontrado respuesta es por qué motivo Firefox nos podía resolver este 
problema y en cambio Chrome no.
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Este vendría a ser el resultado final obtenido. Se ve una previa del vídeo incrustado 
donde se muestra de que proceso se trata y qué ejemplo, y aparecen en la parte inferior 
los controles tanto de vídeo (Play/Pause y barra de progreso desplazable), como de 
audio y como de pantalla. A todos los comandos se les ha testeado su buen 
funcionamiento.
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7.3  EJEMPLO DE HELP
Para este ejemplo usaremos el Help que hemos hecho para el Map, como ya hemos 
mencionado antes lo más seguro es que falten cosas por añadir, pero es útil para ir 
estableciendo un esquema genérico para usar en los distintos procesos y agilizar el 
diseño de sus correspondientes Helps en el futuro.
Esta primera captura sería de la parte de la descripción general y la imagen del proceso 
junto a sus entradas y salidas. Como vemos el Map tiene número variable de puertos 
tanto en la salida izquierda como en la entrada derecha, hecho indicado con los signos + 
y – en ambos lados, ausentes tanto en la entrada superior como en la salida inferior. 
También podemos ver como la explicación de lo que se conecta por estas últimas está 
enmarcada en blanco al ser ambas de tipo F, en cambio los puertos de izquierda y 
derecha están enmarcados en verde porque son de tipo lista de tipo general (en los casos 
de lista de tipos atómicos el color será el del tipo correspondiente).
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La continuación del Help de la anterior imagen serían los ejemplos. En este caso se han 
usado dos pares de capturas de ejecución, en ambos casos la primera es el proceso sin 
dar ningún paso de ejecución y la segunda con la ejecución finalizada. El primer 
ejemplo muestra una ejecución simple y el segundo añade un caso más concreto en que 
muestra la no necesidad de conectar valores a todas las entradas de la función que se 
conecta al Map. Esto último hace pensar en que en algunos casos serán necesarios más 
ejemplos para explicar los ejemplos que nos parezcan no muy intuitivos. Y puede que 
según sea la ejecución del proceso concreto en algunos casos resulte útil que además 
del inicio y el final de la ejecución se pueda ver también algún paso intermedio.
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Finalmente vendría ya el ejemplo en forma de vídeo. La principal importancia de este
es la ya comentada en 7.1 que nos brinda gran libertad para mostrar y hasta explicar con 
voz algunos ejemplos complejos. En este caso concreto aparece un Map con una 
función conectada de dos salidas y una entrada, que como se aprecia permite una 
entrada de listas de listas booleanas y que va a mostrar cómo se aplica la función 
InitLast de la entrada superior a cada una de las cuatro listas. Dando así en la salida 
inferior izquierda los cuatro valores correspondientes a los últimos valores de las listas 
de entrada y en la superior las cuatro del resto de elementos de cada una de ellas. En 
ambas salidas se corresponderán la primera lista y primer valor con la primera lista de 
entrada, los segundos con la segunda y así sucesivamente. En general, lo más 
recomendable es usar un ejemplo que abarque la mayor parte de los sucesos 
representativos del proceso a describir.
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8  PLANIFICACIÓN
8.1  LISTA DE TAREAS
1. Familiarización con los lenguajes funcionales, estudio del lenguaje NiMo, uso 
del entorno y análisis del diseño de NiMoToons 1.6 y 2.0 (40h)
2. Traducción de procesos de NiMo 1.6  a NiMo 2.0 (110h)
- isData2 (10h)
- isUnitary (5h)
- Last (15h)
- OpenConnection (25h)
- splitCond (20h)
- Concat (15h)
- ContinuedDemand (20h)
3. Mejoras, extensiones y corrección de errores de NiMoToons 1.6 (170h)
- And (15h)
- Or (5h)
- EqualThan (40h)
- isData (30h)
- Rnd (50h)
- Shuffle (30h)
4. Ampliación del repertorio de procesos (200h)
- FullEval (30h)
- InitLast (10h)
- LastUpToNow (40h)
- ListConstr (80h)
- MergeCond (35h)
- Xor (5h)
5. Helps (20h)
6. Realización de la memoria (100h)
77
8.2  PLANIFICACIÓN DE TAREAS
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9  COSTE ECONÓMICO
Podemos dividir el coste económico del proyecto en tres partes distintas:
9.1  RECURSOS HUMANOS
En este caso los recursos humanos vendrían a ser solamente yo, así que el coste 
económico de esta parte será una estimación de lo que habría costado si lo hubiera 
desarrollado dentro de una empresa. No añado a más personas ya que consideraré como 
coste del proyecto exclusivamente la parte que aparece en esta memoria sin incluir el 
diseño del entorno ni nada que yo no haya hecho. Podría haber separado mi trabajo en
desarrollador y tester y contar con que hay dos personas contratadas, pero no lo hago 
dado que por la envergadura del proyecto creo que es mejor que yo mismo hiciera el 
diseño y el testing, ya que por el conocimiento que tengo de su diseño tengo mucho 
más claros los casos que quiero probar como posibles generadores de problemas.
Para decidir el precio a la hora se ha aproximado según un sueldo de 20000€ anuales 
con un total de 1700h. Lo que equivale a unos 12€/h.
9.2  RECURSOS MATERIALES
Este apartado supone un coste 0 en cuanto a adquisición de hardware nuevo, ya que he 
trabajado con mi máquina de la que disponía y un servidor propiedad del departamento 
de CS. Lo que habrá que calcular en esta parte es la depreciación que sufrieron ambos,
debido al uso el servidor trabajando el 100% del tiempo transcurrido y de mi portátil 
trabajando todas las horas empleadas en este proyecto, acortando así su vida. Para ello 
aplicaremos la depreciación lineal: Tiempo de uso * (Precio / Esperanza de vida).
- Servidor:
Precio: 2500€.
Esperanza de vida: 8 años.
- Portátil:
Precio: 1600€.
Esperanza de vida: 5 años.
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9.3  SOFTWARE
Finalmente en cuanto al software se ha usado todo software gratuito:
- Word 2010 que venía ya en la máquina sin coste adicional como editor de textos: 0€.
- Google Chrome para acceder al entorno de NiMo 2.0: 0€.
- Microsoft Visual Studio Ultimate 2012 (gratuito para estudiantes) para programar: 0€.
- Open Broadcaster Software para grabar la pantalla del ordenador: 0€.
9.4  COSTE TOTAL
Recursos humanos+ Recursos materiales + Software = Total
Recursos humanos = 640h * 12€/h = 7680€
Recursos materiales: (Duración aproximada del proyecto: 8 meses)
Servidor = 8 meses * 2500€ / (8 * 12 meses) = 208€.
Portátil = 640/24 días * 1600€ / (5 * 365 días) = 23€.
Total recursos materiales = 208€ + 23€ = 231€.
Software = 0€.
7680€ + 231€ + 0€ = 7911€.
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10  CONCLUSIONES
10.1  CUMPLIMIENTO DE OBJETIVOS MARCADOS
Los objetivos principales del proyecto eran la programación/reprogramación de los 
procesos básicos de NiMo 2.0, muchos de ellos ya existentes en su versión anterior, 
añadiendo cambios y/o mejoras, y el añadido de nuevos procesos no presentes en la 
anterior versión, como algunos no-determinísticos y un mecanismo generalizado para 
definir listas por comprensión. Por otro lado, se tenía que acompañar con un Help a 
algunos procesos representativos intentando definir un esquema que pudiera ser luego 
aplicable a los demás.
En lo que a los procesos concierne, se han programado/reprogramado la mayoría de los
ya existentes y se les han hecho bastantes cambios y mejoras importantes ya 
mencionadas en apartados anteriores. En cuanto a los procesos nuevos se han 
programado seis que antes no estaban disponibles en NiMo 1.6, entre los cuales el más 
complejo ha sido el ListConstr, que es el mecanismo para definir listas por 
comprensión. De este último estoy especialmente satisfecho ya que lo empecé con 
miedo, empezó siendo muy simple y pequeño, y ha terminado siendo un generador muy 
completo y para nada simple. Trata muchos formatos para definir distintas listas y 
distintos tipos de éstas, así que en esta parte doy los objetivos por cumplidos y sobre
todo con el ListConstr con mucha satisfacción personal.
En cuanto a la parte del Help no me siento tan satisfecho de lo logrado porque centré 
mucho el trabajo en los objetivos anteriores más que en esta parte, y no le pude dedicar 
tanto como debería ni como hubiera querido. Tal vez se me habrían ocurrido más 
cambios o algunos otros aspectos a mostrar. Pero de todos modos también se ha 
cumplido este objetivo y sobre todo me sentí muy orgulloso de lograr solventar el 
problema de los vídeos incrustados, ya que inicialmente sólo se visualizaban en Firefox 
y en Chrome no funcionaban lo cual era muy desagradable.
10.2  APRENDIZAJE ALCANZADO
Como ya digo en el punto 3 de este proyecto, antes de empezar con él no había tenido 
ningún contacto con los lenguajes funcionales, y en ese aspecto creo que he aprendido 
lo bastante por lo menos como para desenvolverme con cierta facilidad y sentirme 
cómodo programando en un paradigma radicalmente diferente al que utilicé en las 
asignaturas de la carrera. Además he tocado muchos aspectos que antes consideraba 
“magia” como las comprobaciones al conectar datos, o cuando un proceso actúa o no 
cómo lo decide, o porqué ciertas funciones saben que pueden acabar aun sin tener todos 
los datos. Esto me ha proporcionado un mayor entendimiento en el funcionamiento de 
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más aspectos de la programación de lo que había imaginado antes de embarcarme en 
esta labor. Y en concreto el aprendizaje de otro paradigma tan diferente no me fue ni 
mucho menos tan costoso cómo creí en un principio, había muchos conceptos nuevos 
que aprender, pero realmente siento que alcancé rápidamente a comprender la idea de 
NiMo y su funcionamiento experimentando con su entorno como para poder encarar 
una contribución a la versión 2.0 aun sin experiencia previa alguna en lenguajes 
funcionales.
También he profundizado mucho más en la oscura parte de depurar y testear tus 
programas, ya que cuando los juegos de pruebas los tienes que idear tú, temiendo que 
no pienses en algún caso que luego termine fallando, no es tan divertido darle al play a 
ver cuántos juegos de pruebas del Jutje pasa. Esto último me ha ampliado un poco la 
visión de lo que tiene que abarcar lo que programas y que aspectos debes controlar que 
gestione o no, y si debe hacerlo antes de que empiece a ejecutar o durante la ejecución. 
En resumen, una gran mejora del nivel de programación o por lo menos de la técnica de 
programación.
En cuanto al proyecto como tal, me ha permitido ver la importancia de una buena 
coordinación entre las diferentes partes de un proyecto, ya que si no mantienes 
actualizadas y comunicadas las distintas partes al mínimo cambio que hagas puedes 
provocar que alguna de ellas tenga que deshacer trabajo que su tiempo le haya llevado. 
Y ligado a esto, la imperativa necesidad de guardar versiones anteriores y probar bien 
en local el correcto funcionamiento de todo después de hacer cambios, todo para evitar 
destruir el trabajo de días o hasta meses, tanto tuyo como de los demás.
10.3  PUNTOS QUE SE HARÍAN DISTINTOS MIRANDO AHORA 
HACÍA ATRÁS EN EL PROYECTO
El punto más importante sería ir documentando un poco el proceso de su realización a 
medida que se avanzaba. El principal objetivo de esto vendría a ser tener los datos de 
tiempo empleado y problemas encontrados mucho más frescos a la hora de anotarlos, 
ahorrando así un tiempo considerable al redactar la memoria, y dar una mejor idea de la 
evolución de los procesos iniciales hasta los que han resultado ser definitivos.
Para añadir otro punto, pero ya más para rizar el rizo que por necesidad real, diría que 
tal vez habría podido ser mejor ir controlando ciertos aspectos de los procesos (como 
cuando va a poder terminar, o cuando se va a poder ejecutar) completamente desde 
buen principio para luego no tener que ir repasándolos todos a cada cambio que 
afectara en este sentido. Y digo tal vez, porqué hay aspectos que llegados a este punto 
del proyecto domino mucho mejor que al principio y que no los podría haber 
controlado hasta haber llegado a este punto.
82
10.4  TRABAJO FUTURO
Algo en lo que me gustaría poder trabajar si se diera la posibilidad de continuar en el 
proyecto NiMo sería en terminar de traducir los procesos existentes en NiMo 1.6 que 
aún faltan. Aparte de porque sean procesos que tarde o temprano se van a necesitar 
también porqué a algunos los encuentro interesantes como por ejemplo los cast
(conversores de tipos), porque entiendo que su programación no debería ser demasiado
compleja pero sí entretenida y me gustaría ver cómo se comportan y que oportunidades 
nos brindan a la hora de trabajar con ellas en esta nueva versión de NiMo.
Otra cosa en que también me gustaría poder seguir trabajando a partir de lo hecho en 
los Helps es en la programación de algunos ejemplos más complejos que involucren 
una combinación interesante de procesos para armar demos con ejemplos que 
destaquen las posibilidades únicas de NiMo que más peculiares me resultaron.
10.5 OPINIÓN PERSONAL
Sinceramente he disfrutado mucho de la parte de programación de este proyecto. Ya he 
comentado en el punto 10.2 el aprendizaje que siento haber alcanzado, lo cual me ha 
gustado mucho ya que es una parte de la programación que no conocía y he aprendido 
un lenguaje nuevo y muy diferente, que puedo añadir a mi lista de lenguajes favoritos, y 
además todo el proceso ha sido muy gratificante sobre todo al ver que todos los 
problemas que me iban surgiendo iba logrando resolverlos con mayor o menor 
facilidad. Este proyecto me ha aportado una mayor soltura tanto a la hora de programar, 
como de depurar y testear, haciéndome ver también la importancia de estas dos partes 
supuestamente menos importantes pero que he encontrado puntos clave para el correcto 
funcionamiento de un programa. En definitiva, siento que salgo siendo un tipo distinto 
de programador al que era cuando entré.
Lo que tengo que poner en aspecto negativo, es que sinceramente aun sabiendo la 
importancia y lo necesaria que es una buena documentación, es algo que no me resulta 
tan fácil y agradable como programar 20000 líneas de código, supongo que por eso 
estoy aquí y no en letras, y en ese sentido la redacción de esta memoria me ha resultado 
una tarea titánica en comparación al resto de faena.
Finalmente, hablando estrictamente de lo desarrollado durante este proyecto, encuentro 
que NiMo es un lenguaje de lo más interesante y a tener en cuenta, no sólo por su 
agradable aspecto y aparente sencillez, sino por todas las opciones que creo que brinda 
y de las que espero haber plasmado un mínimo en el proyecto. A mi parecer NiMo aún 
tiene que hacerse oír, porqué si yo desde mi extremada inexperiencia le he podido ver 
ventajas y aspectos en los que sacarle mucho partido, estoy seguro que alguien con una 
visión más amplia que la mía podrá ver en él una gran opción a tener en cuenta.
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