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Прогнозирование данных об изменении значений каких-либо парамет-
ров исследуемого процесса (так называемых временных рядов), которые из-
мерялись в определенные моменты времени, играет существенную роль в та-
ких областях как, например, инженерия, биология, физика, медицина, эколо-
гия. Наибольший интерес для научного сообщества представляет анализ и 
прогнозирование хаотических временных рядов, в частности, благодаря их 
динамическим свойствам. Такие системы обычно представляют собой диф-
ференциальные уравнения с запаздывающим аргументом, поскольку прогно-
зирование рядов динамики включает в себя предсказание будущих событий, 
основываясь на результатах, которые были получены ранее. Таким образом, 
исследования моделей с запаздыванием весьма актуальны и представляют 
существенный практический интерес. Одним из стандартных примеров явля-
ется модель кроветворения Мэкки-Гласса.  
Актуальность выбранной темы обусловлена значимостью данной мо-
дели в области биомедицины. Модель Мэкки-Гласса описывает циркуляцию 
подвида лейкоцитов в организме, которые в свою очередь являются основой 
иммунной системы человека, а также иллюстрирует возникновение сложной 
динамики в системах физиологического управления посредством бифурка-
ций, вызванных изменением параметров системы – причиной этому может 
служить наличие заболеваний. 
Объектом исследований является модель циркуляции нейтрофилов в 
крови человека. 




Для достижения желаемой цели в процессе исследования были задей-
ствованы следующие методы: линейная аппроксимация, метод Д-разбиения, 
численные методы, полиномизация нелинейной части уравнения. 
Выпускная квалификационная работа состоит из следующих частей: 
введение, постановка цели и задач, обзор литературы, основная часть, состо-
ящая из трех глав, заключение, список используемой литературы и приложе-
ния. В первой главе приведена математическая модель, описан биологиче-
ский фундамент, на основе которого она была построена, а также рассматри-
вается теоретическая составляющая используемых в работе методов. Вторая 
глава посвящена построению решения исследуемого дифференциального 
уравнения при помощи метода Рунге-Кутты. В третьей главе описан процесс 
нахождения области устойчивости для стационарных решений, а также рас-
сматривается метод полиномизации уравнения Мэкки-Гласса. 
Таким образом, в данной работе представлен анализ уравнения Мэкки-
Гласса. На основе вводимых данных графически показано приближенное 
решение уравнения. Определена и визуально представлена область устойчи-
вости стационарных решений, а также показана возможность приведения 





Целью работы является исследование поведения решений нелинейного 
дифференциального уравнения кроветворения с запаздывающим аргументом. 
Для реализации поставленной цели необходимо решить следующие за-
дачи:  
 разработать программу на основе численных методов для визуализации 
колебаний и сложной динамики; 
 определить области устойчивости положений равновесия; 
 рассмотреть метод полиномизации для уравнения Мэкки-Гласса и дока-






Первые исследования физиологических процессов в организме челове-
ка, основывавшиеся на изучении заболеваний крови и органов дыхания, где 
важную роль играет запаздывание, были изложены в статье [1] в 1977 году. В 
процессе гемопоэза между началом создания клеток в красном костном мозге 
и перемещением их в кровь имеет место временная задержка. В данной рабо-
те модель Мэкки-Гласса является ярким примером того, что сложные физио-
логические процессы в организме можно математически описать в виде не-
линейных дифференциальных уравнений с запаздывающим аргументом. Мо-
дель проявляла довольно сложный характер поведения, например, периоди-
ческие решения и хаос. Работа [2] описывает появление у человека различ-
ных заболеваний, которые имеют отношение к изменениям регулярности 
определенных физиологических параметров, например, колебаний числа кле-
ток периферической крови, что также доказывает важность исследуемой мо-
дели. 
Исследуемое уравнение более подробно было представлено в моногра-
фии [3] в роли математической модели изменения концентрации белых кле-
ток крови при кровообращении. Так же модель гемопоэза изучалась в ряде 
работ [4]-[7], где производился анализ свойств видоизмененного дифферен-
циального уравнения, и на основе численного интегрирования показывалось 
существование хаотических колебаний. В работе [4] рассматривалась модель 
с дискретным временем, в [6] к коэффициентам, которые имеют прямой био-
логический смысл, была добавлена зависимость от времени, а в [7] к исход-
ному уравнению Мэкки-Гласса было прибавлено второе запаздывание. Ре-
зультат электронной реализации динамики первоначальной модели был 
представлен в статье [5]. 
Модель Мэкки-Гласса является достаточно значимой благодаря своему 
богатому поведению [8] - [10]. Примером использования данной модели яв-
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ляется применение ее в качестве способа создания хаотического сигнала [11], 
практичность которого заключается в описании странных аттракторов, 
например, с помощью такой характеристики хаотического движения как эн-
тропия Колмогорова, что позволяет отделять динамический хаос от случай-
ного шума. Так же примером использования модели Мэкки-Гласса является 
применение ее выходных данных в качестве контроля эффективности схемы 
управления или стабилизации [12]. В работе [13] модель исследовалась в об-
ласти прогнозирования хаотических данных, а в [14] она применялась для за-
дач нелинейной оценки. 
В статье [15] описывается актуальность модели для исследований в об-
ласти кроветворных заболеваний. Динамическое заболевание системы кро-
вообразования, которое называется периодической нейтропенией, характери-
зуется изменением количества циркулирующих нейтрофилов до критически 
низкого уровня и последующим возвращением их к норме. Во время изуче-
ния этого заболевания были найдены параметры, использующиеся для ими-
тации лабораторных и клинических данных, а также определены необходи-
мые изменения в этих параметрах, чтобы имело место соответствие данных в 
процессе лечения с помощью фактора, стимулирующего колонию грануло-




1 Описание модели кроветворения 
1.1 Общие положения 
1.1.1 Биологический фундамент модели Мэкки-Гласса 
 
Для того чтобы перейти непосредственно к рассмотрению самой мате-
матической модели, необходимо сначала определить, какой биологический 
смысл она несет и какие процессы в организме человека описывает.  
Костный мозг – это мягкая ткань, которая заполняет медуллярные по-
лости, центры костей. Существует два типа костного мозга - это красный 
костный мозг, известный как миелоидная ткань, и желтый костный мозг или 
жировая ткань. В связи с рассматриваемой моделью большее внимание будет 
акцентировано на красном костном мозге, поскольку он состоит из тонкой, 
фиброзной ткани, содержащей гемопоэтические стволовые клетки, которые в 
свою очередь являются основой процесса кроветворения. Клетки крови, об-
разующиеся во время гемопоэза, бывают трех типов: тромбоциты, красные и 
белые кровяные клетки – эритроциты и лейкоциты соответственно. Послед-
ние представляют наибольший интерес, так как они являются частью иммун-
ной системы организма человека. Некоторые подтипы лейкоцитов способ-
ствуют борьбе с инфекциями, воспалениями и многими серьезными заболе-
ваниями. 
В рамках темы будем рассматривать такой подтип лейкоцитов как 
«нейтрофилы». Нейтрофилы являются первой линией защиты при зараже-
нии. Они подают сигнал тревоги, когда возбудители инфекции проникают в 
кровь человека, выделяют биологически активные вещества, которые убива-
ют и переваривают бактерии и грибки. Их численность относительно всех 




Известно также, что существует самоподдерживающаяся популяция 
стволовых клеток, способная воспроизводить резервные стволовые клетки, 
которые используются для образования белых клеток крови, чтобы те в свою 
очередь могли выйти в кровь при наличии инфекции. По мере созревания ге-
мопоэтических стволовых клеток они приобретают морфологические харак-
теристики, позволяющие идентифицировать их как предшественники миело-
идных клеток. Развитию нейтрофилов способствуют колониестимулирующие 
факторы (КСФ). Это гормоны, которые представляют собой фактор роста на 
клеточном уровне. В процессе дальнейшего созревания активность этих кле-
ток прекращается, клетки входят в фазу зрелости и их ядра выталкиваются. 
Зрелые нейтрофилы высвобождаются из костного мозга в кровь, где они 
быстро умирают случайным образом. Причиной гибели может служить 
наличие воспаления или вируса в организме. Клетка в очаге поражения вби-
рает в себя все вредоносные элементы, при этом сильно увеличиваясь в раз-
мерах, и разрушается.  
В нормальных условиях нейтрофилы остаются в кровообращении всего 
несколько часов (период полураспада составляет примерно 6 – 12 ч), прежде 
чем они попадают в ткани, где они могут выживать в течение двух дней. Об-
щее время, необходимое для созревания и высвобождения миелоидной клет-
ки-предшественника, составляет у человека примерно 6 дней. Некоторые 
эксперты предполагают, что короткое время жизни нейтрофилов является 
эволюционной адаптацией. Оно сводит к минимуму распространение тех па-
тогенных микроорганизмов, которые паразитируют на фагоцитах, потому что 
чем больше времени такие паразиты проводят вне клетки-хозяина, тем боль-
ше вероятность того, что они будут уничтожены каким-либо компонентом 
защитных сил организма. Кроме того, поскольку нейтрофильные антимик-
робные вещества могут также повредить ткани человека, их короткая жизнь 
снижает шанс нанесения вреда во время воспаления. 
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Иммунитет человека напрямую зависит от деятельности нейтрофилов, 
а их недостаток или, наоборот, избыток может привести к серьезным патоло-
гиям. Ненормально большое количество нейтрофилов, циркулирующих в 
крови, называется нейтрофилией. Это состояние обычно связано с острым 
воспалением, хотя оно может быть результатом хронического миелогенного 
лейкоза, рака кроветворных тканей. Аномально низкое количество нейтро-
филов называется нейтропенией. Это состояние может быть вызвано различ-
ными наследственными нарушениями, которые влияют на иммунную систе-
му, а также рядом приобретенных заболеваний, включая определенные 
нарушения, возникающие в результате воздействия вредных химических ве-
ществ. Нейтропения значительно увеличивает риск бактериальной инфекции, 
угрожающей жизни, и может привести к летальному исходу. 
 
1.1.2 Математическое описание 
 
Исследуемое уравнение было впервые представлено в работе [3]. Через 
𝑥(𝑡) обозначим количество циркулирующих нейтрофилов в клетках (на 1 кг 
веса тела человека), 𝛼 – это скорость случайной гибели нейтрофилов, 𝜗 – 
приток новообразованных нейтрофилов в кровь, 𝐹 – приток резервных мие-
лоидных клеток-предшественников в популяцию миелоцитов, а под 𝐴 будем 
понимать коэффициент усиления потока в данную популяцию. Если проана-
лизировать биологический процесс образования клеток крови, можно заме-
тить, что во время гемопоэза между началом создания клеток в красном 
костном мозге и перемещением их в кровь имеет место временная задержка. 
Из этого следует, что нам необходимо знать как состояние системы в данный 
момент, так и состояние системы в предыдущие периоды. То есть параметр 
задержки отождествляет время, необходимое для того, чтобы организм субъ-
екта наблюдал за концентрацией и регулировал выработку клеток, уменьшая 
или увеличивая их производство. Таким образом, уравнение Мэкки-Гласса 
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представляет собой нелинейное дифференциальное уравнение с запаздыва-
нием, которое, в силу введенных обозначений, имеет вид: 
𝑑𝑥
𝑑𝑡
=  −𝛼𝑥 + 𝜗(𝑥 ), (1) 
 
где 𝑥 = 𝑥 (𝑡) = 𝑥(𝑡 − 𝜏), а 𝜗(𝑥 ) = 𝐴𝐹(𝑥 )  − текущий приток клеток в 
кровь, возникающий в ответ на запрос, создавшийся в некоторый момент 
времени 𝜏 в прошлом. 
В широком диапазоне изменений уровня циркулирующих нейтрофилов 
в крови скорость образования нейтрофилов 𝜗 падает с увеличением их плот-
ности. Однако благодаря действию различных факторов можно ожидать, что 
при очень низких уровнях нейтрофилов скорость их образования будет па-
дать, стремительно приближаясь к нулю. На основе этого выбирается функ-
ция для 𝜗 следующим образом: 
𝜗(𝑥 ) =  𝛽𝑥
𝜃
𝜃 + 𝑥
 . (2) 
 
         Если объединить предыдущие уравнения (1) и (2), получим выражение: 
𝑑𝑥
𝑑𝑡
=  −𝛼𝑥 + 𝛽𝑥
𝜃
𝜃 + 𝑥
 , (3) 
 
где  𝑛, 𝜃 и 𝜏 являются вещественными параметрами, 𝛽 − максимальная ско-
рость притока новых нейтрофилов, 𝑛 – моделирует предположение о том, что 
производство новых клеток внезапно прекратится, если концентрация превы-
сит свое критическое значение; 𝑛, 𝛼, 𝛽 > 0. Это уравнение описывает ход из-
менения количества нейтрофилов, циркулирующих в крови. Первое слагае-
мое в правой части уравнения (3) выражает скорость гибели клеток, а второе 
слагаемое  − скорость создания новых клеток. 
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1.2 Необходимые теоретические сведения 
1.2.1 Основные теоремы и методы теории устойчивости  
В данном параграфе излагаются некоторые известные теоретические 
сведения об устойчивости относительно дифференциальных уравнений с от-
клоняющимся аргументом [3], [4]. Будем рассматривать уравнение с посто-
янным запаздыванием  вида 
?̇? = 𝑓(𝑥(𝑡), 𝑥(𝑡 − 𝜏)) 
с заданной начальной функцией: 𝑥(𝑡) = 𝜑(𝑡), 𝑡 − 𝜏 ≤ 𝑡 ≤ 𝑡  . 
«Определение 1. Решение 𝑥(𝑡) ( ) уравнения (4) является устойчивым 
по Ляпунову, если для любого 𝑡 > 0 и 𝜀 > 0 найдется 𝛿(𝜀, 𝑡 ) > 0 такое, что 
в силу выполнения неравенства |𝜑(𝑡) − 𝜓(𝑡)| < 𝛿(𝜀, 𝑡 ) на начальном мно-
жестве имеет место 𝑥(𝑡) ( ) − 𝑥(𝑡) ( ) < 𝜀 при 𝑡 ≥ 𝑡 , где 𝜓(𝑡) – любая не-
прерывная начальная функция. 
Определение 2. Решение 𝑥(𝑡) ( ) называется асимптотически устойчи-
вым по Ляпунову в смысле определения 1, если, во-первых, оно является 
устойчивым, а во-вторых, если lim → 𝑥(𝑡) ( ) − 𝑥(𝑡) ( ) = 0 для любой 
начальной функции 𝜓(𝑡), которая при малом значении 𝛿 > 0 удовлетворяет 
условию |𝜑(𝑡) − 𝜓(𝑡)| < 𝛿» [16, с. 112]. 
Предположим, что уравнение (4) является нелинейным, а функция, сто-
ящая в правой части, непрерывна и непрерывно дифференцируема по своим 
аргументам хотя бы один раз. 
Определение. Если для некоторого 𝑥 , принимающего постоянные зна-
чения, выполнено равенство 𝑓(𝑥 , 𝑥 ) = 0, то 𝑥(𝑡) ≡ 𝑥  является стационар-
ным решением уравнения (4).  
Именно эти состояния в дальнейшем будем исследовать на устойчи-




ния. Для этого от исходного уравнения (4) при помощи замены 𝑦 = 𝑥 − 𝑥  
переходим к уравнению в отклонениях: 






𝑦(𝑡 − 𝜏) + 𝑙 𝑦(𝑡), 𝑦(𝑡 − 𝜏) , 
где функция 𝑙(𝑦(𝑡), 𝑦(𝑡 − 𝜏)) является нелинейной. Исследование на устой-
чивость нулевых решений уравнения (5), а значит и стационарных состояний 
уравнения (4), эквивалентно исследованию на устойчивость решений более 
простого линейного уравнения. Если уравнение (5) рассмотреть без его нели-
нейной части, то получится уравнение линейного приближения к уравнению 
(5). Ему соответствует характеристическое уравнение вида 
𝑧𝑒 − 𝑎 𝑒 − 𝑏 = 0. 
«Теорема 1. Если все корни уравнения (6) имеют отрицательные веще-
ственные части и выполнено условие 
| ( , )|
| | | |
→ 0  при |𝑦| + |𝑦 | → 0, то нуле-
вое решение уравнения (5) асимптотически устойчиво. 
Теорема 2. Если хотя бы один корень уравнения (6) имеет положитель-
ную вещественную часть и выполнено предельное условие теоремы 1, то 
нулевое решение уравнения (5) неустойчиво» [17, с. 30]. 
 
1.2.2 Описание метода полиномизации 
Одним из основных способов построения периодических решений для 
дифференциальных уравнений с запаздывающим аргументом является ис-
пользование рядов Фурье, то есть мы представляем решение в следующем 
виде: 







где  - неизвестный период. 
Если функция 𝑓 из правой части уравнения (4) является полиномиаль-
ной, то естественно переписать (4) в виде ряда в пространстве коэффициен-
тов Фурье. Однако, если дифференциальное уравнение будет содержать не-
линейную часть, как, например, в уравнении Мэкки-Гласса, то выразить ко-
эффициенты Фурье и составить ряд может быть достаточно трудно, либо во-
все невозможно. Поэтому в разделе 3 применен метод, используемый для ра-
боты с большим классом неполиномиальных нелинейностей в уравнениях с 
запаздыванием, в основе которого лежит автоматическое дифференцирова-
ние [18]. Суть метода заключается в том, что многие «стандартные» функции 
можно построить в качестве решения систем полиномиальных ОДУ. Для это-
го производится замена на новую переменную неполиномиальной нелиней-
ной части уравнения и добавляется дифференциальное уравнение, которое 
эта новая переменная решает. Так же, чтобы сделать эту замену максимально 
точной, мы должны дополнить систему одним или более скалярным уравне-
нием. Это связано с тем фактом, что для возвращения к нелинейной функции, 
удовлетворяющей полиномиальному ОДУ, необходимо, чтобы выполнялось 
определенное условие. При помощи такого подхода можно переписать класс 
неполиномиальных ДУ с запаздыванием как полиномиальные, что в свою 
очередь открывает возможность использовать все преимущества рядов Фурье 
и, в частности, свойства банаховой алгебры. Для систем такого вида разрабо-
тан компьютерный метод доказательства существования периодических ре-
шений [19], основанный на методе радиусов полиномов (method of radii poly-
nomials [18]).  
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2 Численные методы 
2.1 Явные методы Рунге-Кутты 
 
Рассмотрим обыкновенное дифференциальное уравнение в общем ви-
де: 
?̇? = 𝑓(𝑡, 𝑥(𝑡)) 
и предположим, что задано некоторое начальное условие 𝑥(𝑡 ) = 𝑥 . 
Для построения приближенного решения x(t) воспользуемся явными 
методами Рунге-Кутты [20]. Явные методы, в свою очередь, являются наибо-
лее простыми в реализации, поскольку все используемые коэффициенты яв-
но выражаются через уже известные величины и вычисляются последова-
тельно. 
Будем получать приближенные значения по следующей формуле: 
𝑥 = 𝑥 + ℎ 𝑏 𝑘  
где h – величина шага интегрирования, s – порядок метода (количество вы-
числений правой части уравнения). Вспомогательные величины 𝑘  можно 
найти по следующим формулам: 
𝑘 = 𝑓(𝑡 , 𝑥 ), 
𝑘 = 𝑓(𝑡 + 𝑐 ℎ, 𝑥 + ℎ𝑎 𝑘 ), 
𝑘 = 𝑓(𝑡 + 𝑐 ℎ, 𝑥 + ℎ(𝑎 𝑘 + 𝑎 𝑘 )), 
… 
𝑘 = 𝑓(𝑡 + 𝑐 ℎ, 𝑥 + ℎ ∑ 𝑎 , 𝑘 ). 
𝑏 , 𝑎 и 𝑐  – это параметры, значения которых можно вывести из усло-
вий порядка. Процесс нахождения этих условий базируется на максимизации 
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порядка точности метода, и в общем случае он представляет собой достаточ-
но трудоемкую задачу. Сами параметры для более упрощенного и наглядного 
представления принято записывать в виде таблицы Бутчера, общий вид кото-
рой можно записать следующим образом (см. приложение А, табл. 2.1). В яв-
ных методах Рунге-Кутты коэффициенты 𝑎 , стоящие над главной диагона-
лью и на ней, обнуляются, то есть выполняется условие 
𝑎 = 0, для всех  𝑖 ≤ 𝑗. Таким образом, для простоты записи, метод Рунге-
Кутты, например, 3го порядка можно представить в следующем виде (см. 
приложение А, табл. 2.2), а классический метод 4го порядка приведен в таб-
лице 2.3 (см. приложение А, табл. 2.3). 
 
2.2 Метод Рунге-Кутты 4го порядка, реализация 
Для построения решения уравнения (3) воспользуемся явным методом 
Рунге-Кутты 4го порядка. Как уже было сказано, схема Бутчера для данного 
порядка сходимости приведена в таблице 2.3. Для уравнения с запаздывани-
ем будем брать те же коэффициенты. Таким образом, вычислять приближен-
ное решение будем по следующему принципу: 
𝑘 = 𝑓(𝑥(𝑡), 𝑥(𝑡 − 𝜏)), 
𝑘 = 𝑓(𝑥(𝑡) + ℎ𝑘 , 𝑥(𝑡 − 𝜏)), 
𝑘 = 𝑓(𝑥(𝑡) + ℎ𝑘 , 𝑥(𝑡 − 𝜏)), 
𝑘 = 𝑓(𝑥(𝑡) + ℎ𝑘 , 𝑥(𝑡 − 𝜏)), 
𝑥(𝑡 + ℎ) = 𝑥(𝑡) + ℎ(𝑘 + 2𝑘 + 2𝑘 + 𝑘 ). 
В данной работе представлена реализация метода в среде программи-
рования MatLab (см. приложение А, программная реализация). Здесь функ-
ция mackeyglass_equation задает исходное уравнение (3), получая на вход 
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значения параметров, функция use_runge_kutta осуществляет выполнение 
используемого метода, ссылаясь на функцию mackeyglass_equation для вы-
числения правой части, а в сегменте main part описывается основной алго-
ритм. 
Результатом работы программы является построение приближенного 
решения уравнения (3) на основе введенных данных, а так же графического 
представления зависимости решения с запаздыванием относительно решения 
в текущий момент времени. Например, при введении следующих значений 
параметров: 𝛼 = 1, 𝛽 = 2, 𝑛 = 10, 𝜃 = 1, 𝜏 = 2  имеют место соответству-
ющие графики (см. приложение А, рис. 2.1, рис. 2.2), где рисунок 2.1 показы-
вает динамику исходного уравнения, а рисунок 2.2 зависимость решений. 
Аналогичным образом приводятся графики при тех же значениях основных 
параметров, но уже при 𝜏 = 17 (см. приложение А, рис. 2.3, рис. 2.4). Таким 
образом, можно заметить, что динамика уравнения является хаотичной, а так 
же подтверждается факт существования периода, с которым решение повто-
ряет свои значения.  
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3 Исследование уравнения 
3.1 Определение областей устойчивости модели Мэкки-Гласса 
для стационарных решений 
Остановимся подробнее на определении областей устойчивости поло-





= 0, 𝛼𝑥 𝜃 + 𝛼𝑥 − 𝛽𝑥 𝜃 = 0, 
𝑥 (𝛼𝜃 + 𝛼𝑥 − 𝛽𝜃 ) = 0. 
Отсюда получаем два решения: 𝑥 = 0 и 𝑥 = − 1 𝜃 [21]. Важно 
отметить, что, в виду прямого биологического смысла модели, во втором ре-
шении 𝛽 > 𝛼. Теперь более подробно проанализируем каждое из них. Рас-
смотрим случай тривиального стационарного состояния. Полагая 𝑥(𝑡) = 𝑥 +
𝑦(𝑡), перейдем к уравнению в отклонениях:  
?̇?(𝑡) = −𝛼𝑦(𝑡) +
𝛽𝜃 𝑦(𝑡 − 𝜏)
𝜃 + 𝑥
−
𝛽𝜃 𝑥 𝑛𝑥 𝑦(𝑡 − 𝜏)
(𝜃 + 𝑥 )
 . 
Вследствие того, что мы рассматриваем тривиальное решение, уравне-
ние в отклонениях (7) сведется к виду 
?̇?(𝑡) =  −𝛼𝑦(𝑡) + 𝛽𝑦(𝑡 − 𝜏) 
Для него характеристическое уравнение будет выглядеть следующим 
образом: 
𝜆 + 𝛼 − 𝛽𝑒 = 0,  
или, если ввести замены  𝑧 = 𝜆𝜏,  𝛼 = 𝛼𝜏, 𝛽 = 𝛽𝜏, 




В случае, когда 𝛽 < 𝛼, а соответственно и 𝛽 < 𝛼 , коэффициенты 
уравнения (8) принадлежат области асимптотической устойчивости, что и 
следует ожидать от ситуации, когда максимальная скорость притока клеток 
меньше скорости разрушения нейтрофилов. Если же 
𝛽 > 𝛼, то решение  𝑥 = 0 всегда неустойчиво. Тривиальное решение было 
рассмотрено для целостности картины при исследовании уравнения. Но как 
такового прикладного значения в рамках биологической модели оно не несет. 
Теперь рассмотрим наиболее важный случай, случай нетривиального 
решения 𝑥 = − 1 𝜃. Подставляя найденное значение 𝑥  в исходное 
уравнение в отклонениях (4), получаем:  
?̇?(𝑡) = −𝛼𝑦(𝑡) +











𝑦(𝑡 − 𝜏) = 
= −𝛼𝑦(𝑡) + 𝛼𝑦(𝑡 − 𝜏) − 𝛼𝑛 1 −
𝛼
𝛽
𝑦(𝑡 − 𝜏) = 
= −𝛼𝑦(𝑡) − 𝑦(𝑡 − 𝜏) 𝛼 𝑛 1 −
𝛼
𝛽
− 1 = 
= −𝛼𝑦(𝑡) − 𝑏𝑦(𝑡 − 𝜏), 
где 𝑏 = 𝛼 𝑛 1 − − 1 > 0. Получили уравнение линейного приближе-
ния, которому соответствует характеристическое уравнение вида  
𝜆 + 𝛼 + 𝑏𝑒 = 0 
либо, если ввести замены 𝑧 = 𝜆𝜏,  𝛼 = 𝛼𝜏, 𝑏 = 𝑏𝜏,  
𝑧𝑒 + 𝛼 𝑒 + 𝑏 = 0 
Для определения области устойчивости, необходимо воспользоваться 
методом D-разбиения, соответствующим двум параметрам. Пусть  𝑧 = 𝑖ω,
ω = (0; π) ∪ (π; 2π) ∪ … , тогда получаем  
𝑖𝜔(𝑐𝑜𝑠𝜔 + 𝑖𝑠𝑖𝑛𝜔) + 𝛼 (𝑐𝑜𝑠𝜔 + 𝑖𝑠𝑖𝑛𝜔) + 𝑏 = 0. 
20 
 
Отделяем соответственно вещественную и мнимую части: 
𝛼 𝑐𝑜𝑠𝜔 − 𝜔𝑠𝑖𝑛𝜔 + 𝑏 = 0
𝜔𝑐𝑜𝑠𝜔 + 𝛼 𝑠𝑖𝑛𝜔 = 0
 








Сначала исследуем поведение параметров (9) на промежутке (0;𝜋). При 
𝜔, стремящемся к 0 справа,  𝛼 = −1, 𝑏 = 1. При  𝜔 =    𝛼 = 0, 𝑏 = . 
При 𝜔, стремящемся к 𝜋 слева, 𝛼 = +∞, 𝑏 = +∞. Производя аналогичные 
действия для остальных промежутков и учитывая, что прямая 𝛼 = −𝑏  соот-
ветствует случаю 𝑧 = 0, а так же, что при 𝑏 = 0 характеристическое уравне-
ние имеет единственный корень 𝑧 = −𝛼 , иными словами при 𝑏 = 0, 𝛼 > 0 
точки находятся в области устойчивости, можно построить область D-
разбиения для нетривиального стационарного состояния уравнения Мэкки-
Гласса (см. приложение Б, рис. 3.1). На этом рисунке штрихами обозначена 
область устойчивости. Она способствует подбору значений параметров 
𝛼  и  𝑏 , для которых положение равновесия устойчиво. 
 
3.2 Полиномизация нелинейности 
В данном пункте рассматривается метод приведения нелинейного 
уравнения с запаздыванием к полиномиальной системе уравнений. Основная 
идея заключается в том, что многие элементарные неполиномиальные функ-
ции являются решениями полиномиальных дифференциальных уравнений. 
Добавив это полиномиальное дифференциальное уравнение и решив его от-
носительно преобразованной исходной переменной, мы можем переписать 
наше неполиномиальное уравнение в виде полиномиальной системы [18].  
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Не умаляя общности, будем рассматривать уравнение (3) при 𝜃 = 1: 
                           𝑥 (𝑡) = −𝛼𝑥(𝑡) + 𝛽
( )
( )
 .                                     (10) 
В этом случае уравнение (10) содержит в себе нелинейность вида:  
𝑓(𝑦) =  , 
где функция 𝑓 удовлетворяет полиномиальному дифференциальному урав-
нению 
                                         𝑓 (𝑦) = − 𝑛𝑦 𝑓(𝑦) 𝑓(𝑦).                                 (11) 





то в таком случае 𝑥 удовлетворяет  
𝑥 (𝑡) = −𝛼𝑥(𝑡) + 𝛽𝑢(𝑡 − 𝜏). 
Однако уравнение (11) содержит две новые нелинейности:  и 𝑦 . 
Поэтому, чтобы избавиться от них, введем две новые функции: 𝜗(𝑡) =
( )
 и 
𝜌(𝑡) = 𝑥(𝑡) . Таким образом, приходим к следующей системе: 
𝑥 (𝑡) = −𝛼𝑥(𝑡) + 𝛽𝑢(𝑡 − 𝜏) 
𝑢 (𝑡) = 𝑢(𝑡) 𝜗(𝑡) − 𝑛𝑢(𝑡)𝜌(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡)  
𝜌 (𝑡) = (𝑛 − 2)𝜗(𝑡)𝜌(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡)  
𝜗 (𝑡) = −𝜗(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡)  




Все заданные переменные представляют собой вектор в фазовом про-
странстве, а решением системы является кривая в фазовом пространстве (ор-
бита), параметризованная временем. 
Для того чтобы убедиться, что новые переменные действительно име-
ют место быть, необходимо на систему наложить условия. Мы можем рас-
сматривать  𝑥(0) = 𝑐, где 𝑐 – это некоторая константа, в качестве начального 
условия. Это условие даст естественные начальные условия и для остальных 
функций. Для уравнения Мэкки-Гласса будем рассматривать начальное 
условие в виде 𝑥(0) = 1, поскольку при этом значении плотность клеток 
крови достигнет критической концентрации. 
Основой для дальнейшего доказательства существования периодиче-
ских решений уравнения (10) является предположение о том, что все перио-
дические решения мы можем представить в виде ряда Фурье, как было пока-
зано в пункте 1.2.2 [22]. Поставленная задача, заключающаяся в поиске пери-
одических решений переменных 𝑥, 𝑢, 𝜗 и 𝜌, связанных системой уравнений, в 
совокупности с начальными условиями, переопределена: мы наложили на 
систему 4 условия, но у нас есть только одна переменная, а именно период 𝜔. 
Эту проблему возможно решить добавлением вспомогательных переменных 
𝜇 .  
Таким образом, мы рассматриваем следующую  систему полиномиаль-
ных дифференциальных уравнений с запаздыванием [22]: 
𝑥 (𝑡) = −𝛼𝑥(𝑡) + 𝛽𝑢(𝑡 − 𝜏)                                                     𝑥(0) = 1   
𝑢 (𝑡) = 𝑢(𝑡) 𝜗(𝑡) − 𝑛𝑢(𝑡)𝜌(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡) + 𝜇     𝑢(0) = 0.5  
𝜌 (𝑡) = (𝑛 − 2)𝜗(𝑡)𝜌(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡) + 𝜇                  𝜌(0) = 1 
𝜗 (𝑡) = −𝜗(𝑡) 𝛽𝑢(𝑡 − 𝜏) − 𝛼𝑥(𝑡) + 𝜇                                 𝜗(0) = 1 
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Следующее утверждение показывает соотношение между полученной 
системой и исходным уравнением (10). 
 «Утверждение. ⊐ 𝜇 , 𝜇 , 𝜇  ∈  ℝ  и ⊐ (𝑥, 𝑢, 𝜌, 𝜗)  является периодиче-
ским решением рассматриваемой системы, следовательно, 𝜇 = 0, 𝑖 = 1,2,3 и 
𝑥 будет являться периодическим решением исходного уравнения Мэкки-
Гласса (10)» [22]. 
Далее я привожу свое доказательство этого утверждения. 
Доказательство. Во-первых, компонента 𝜗 любого периодического 
решения системы удовлетворяет четвертому уравнению системы 
𝜗 (𝑡) = −𝜗(𝑡) 𝑥 (𝑡) + 𝜇  











Правая часть уравнения либо знакопостоянна, либо равна нулю. Более 
того, выражение 𝑥(𝑡) −
( )
 является периодическим, поэтому его производ-
ная не может иметь постоянный знак. Следовательно, 𝜇 = 0 и 𝑥(𝑡) − 𝜗(𝑡)  
равно константе. Поскольку 𝑥(0) = 𝜗(0) = 1, 
( )
= 𝑥(𝑡).   
Аналогичным образом мы рассматриваем остальные уравнения. По-









Теми же рассуждениями получаем 𝜇 = 0 и 𝜌(𝑡) = 𝑥(𝑡) . 
24 
 
Наконец, применяя отношения 𝜗(𝑡) =
( )
 и 𝜌(𝑡) = 𝑥(𝑡) , второе 









подразумевая, что 𝜇 = 0. На основе  условий 𝑥(0) = 2𝑢(0) = 1, получаем  
( )
( )




Более подробные вычислительные выкладки по каждому из уравнений 
системы можно найти в приложении В (см. приложение В, 4-6). 
Таким образом, приходим к тому, что любое периодическое решение 
системы удовлетворяет 𝑥 (𝑡) = −𝛼𝑥(𝑡) + 𝛽𝑓(𝑢(𝑡 − 𝜏)), что в свою очередь и 
является уравнением Мэкки-Гласса (10).  
Для рассматриваемой системы существует компьютерный метод дока-
зательства наличия периодических решений [19], основанный на методе ра-




В первой главе рассматривается биологическое обоснование модели 
Мэкки-Гласса и приводится ее математическое описание. Затрагивается важ-
ность исследования данной модели, поскольку иммунитет человека напря-
мую зависит от деятельности нейтрофилов, а их недостаток или, наоборот, 
избыток может привести к серьезным патологиям. Так же приводится необ-
ходимый теоретический материал: в работе описаны основные определения и 
теоремы теории устойчивости, описан в общем виде метод линейного при-
ближения и затронут метод полиномизации. 
Во второй главе представлена программная реализация численного ме-
тода Рунге-Кутты для нахождения приближенного решения уравнения Мэк-
ки-Гласса при определенных значениях параметров. На основе полученных 
графических результатов было замечено, что динамика уравнения является 
хаотичной, а так же подтверждается факт существования периода, с которым 
решение повторяет свои значения. 
В третьей главе применяются методы, которые были описаны ранее. 
Была определена область асимптотической устойчивости для стационарного 
нетривиального решения уравнения на основе комбинаций метода линейного 
приближения и метода D-разбиения. Знание области устойчивости и, соот-
ветственно, данных, полученных при определении количества нейтрофилов в 
крови у пациента, может служить для медицинских исследований, как, 
например, для выявления заболеваний и патологий. Так же был рассмотрен 
метод полиномизации: нелинейное уравнение Мэкки-Гласса приводилось к 
системе полиномиальных уравнений, и было доказано утверждение о соот-
ветствии периодических решений системы и исходного уравнения при ис-
пользовании идеи о разложении любого периодического решения в ряд 
Фурье. Эти результаты открывают возможность использовать все преимуще-
ства рядов Фурье и, в частности, свойства банаховой алгебры для дальнейше-




Фундаментом иммунной системы человека являются белые клетки 
крови, количественное изменение и циркуляцию которых описывает модель 
Мэкки-Гласса. Повышение или понижение числа нейтрофилов в крови может 
привести к серьезным заболеваниям, например, таким как нейтрофилия и 
нейтропения соответственно, которые при отсутствии своевременного лече-
ния могут перерасти в лейкоз. В связи с этим, исследование модели крове-
творения является крайне актуальной темой в сфере биомедицины.  
Модель Мэкки-Гласса позволяет прогнозировать параметры исследуе-
мого процесса относительно полученных ранее результатов. Но как было по-
казано, уравнение проявляет достаточно сложную хаотическую динамику, а 
так же был отмечен факт существования у него периодических решений, 
вследствие этого появляется необходимость в дальнейшем изучении поведе-
ния модели, поэтому работа включает в себя определение области устойчи-
вости стационарных решений. Для последующего исследования периодиче-
ских решений был применен метод фазового пространства, чтобы привести 
уравнение Мэкки-Гласса к системе дифференциальных уравнений путем 
введения новых переменных. Это преобразование позволяет применять свой-
ства банаховой алгебры, а так же существующий компьютерный метод дока-
зательства наличия периодических решений, который основан на методе ра-
диусов полиномов (method of radii polynomials) [18]. Таким образом, задачи, 
поставленные в данной работе, выполнены, а цель достигнута. 
В заключении отметим, что практическая значимость данного исследо-
вания состоит в том, что на основе реализации численного метода была со-
ставлена программа нахождения приближенного решения уравнения Мэкки-
Гласса. Ранее подобные результаты были получены путем использования 
электронных схем, что является более трудоемким способом. Так же знание 
области устойчивости играет немаловажную роль в медицинских исследова-
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Таблица 2.2. Коэффициенты                                    Таблица 2.3. Коэффициенты 
       метода 3го порядка                                                    метода 4го порядка 
 
  












   




















function x_dot = mackeyglass_equation(x_t, x_delay, betta, alpha,tetta,n) 






function x_t_plus_deltat = use_runge_kutta(x_t, x_delay, steph, betta, 
alpha,tetta,n) 
    k1 = mackeyglass_equation(x_t, x_delay, betta, alpha,tetta,n); 
     
     
    k2 = mackeyglass_equation(x_t+0.5*k1*steph, x_delay, betta,  
alpha,tetta,n); 
     
     
    k3 = mackeyglass_equation(x_t+0.5*k2*steph, x_delay, betta,  
alpha,tetta,n); 
     
     
    k4 = mackeyglass_equation(x_t+k3*steph, x_delay, betta, al-
pha,tetta,n); 










%% Input parameters 
betta    =  2;      
alpha    =  1;     
tau      =  2; 
n        =  10; 
tetta    =  1; 
x0       =  1.2;         
steph    =  0.1;         




time = 0; 
index = 1; 
history_length = floor(tau/steph); 
x_history = zeros(history_length, 1);  
  
for i=1:history_length+1 
    x_history(i)=0;         %x(t)=0, -tau <= t < 0 
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end                            
 
x_t = x0; 
  
X = zeros(ourt+1, 1);  
T = zeros(ourt+1, 1); 
  
for i = 1:ourt+1 
    X(i) = x_t; 
    x_delay = x_history(index); 
  
    x_t_plus_steph = use_runge_kutta(x_t, x_delay, steph, betta, alpha, 
tetta,n); 
 
    x_history(index) = x_t_plus_steph; 
    index = mod(index, history_length)+1; 
  
    T(i) = time; 
    time = time + steph; 
   














XX = zeros(ourt+1, 1);%x(t-tay) 
for i=1:history_length+1 
   XX(i)=0; 
end 
for i=history_length+2:ourt-history_length+1 












Рис. 2.1. Решение при 𝜏 = 2. 
 




Рис. 2.3. Решение при 𝜏 = 17.  
 

















 𝑢(𝑡) = ( )
( )
 
 𝜗(𝑡) = 𝑥(𝑡)  
 𝜌(𝑡) = 𝑥(𝑡)  
1) 
 𝑢 (𝑡) = (𝑥(𝑡)(1 + 𝑥(𝑡) ) ) = 





(1 + 𝑥(𝑡) )












𝑥 (𝑡) = 𝑢(𝑡) 𝜗(𝑡) − 𝑛𝑢(𝑡)𝑝(𝑡) 𝑥 (𝑡). 
 
2) 















𝜗 (𝑡) = −𝜗(𝑡) 𝑥 (𝑡) + 𝜇  
𝜗 (𝑡) + 𝜗(𝑡) 𝑥 (𝑡) = 𝜇  
𝜗 (𝑡)
𝜗(𝑡)


















=> 𝑝 (𝑡) = (𝑛 − 2)𝑥 (𝑡)
1
𝑥(𝑡)
𝑝(𝑡) + 𝜇  
𝑝 (𝑡) − (𝑛 − 2)
𝑥 (𝑡)
𝑥(𝑡)

















𝑢 (𝑡) = 𝑢(𝑡) 𝜗(𝑡) − 𝑛𝑢(𝑡)𝑝(𝑡) 𝑥 (𝑡) + 𝜇  
𝑝(𝑡) = 𝑥(𝑡)  и 𝑥(𝑡) =
( )
=> 
𝑢 (𝑡) = 𝑢(𝑡)
1
𝑥(𝑡)
− 𝑛𝑢(𝑡)𝑥(𝑡) 𝑥 (𝑡) + 𝜇  
𝑢 (𝑡) − 𝑢(𝑡)
1
𝑥(𝑡)



























− 𝑥(𝑡) = −
𝜇 𝑥(𝑡)
𝑢(𝑡)
 . 
