Our earlier paper introduced a parallel scheduling problem where a directed acyclic graph modeling t tasks and their dependencies needs to be executed on n unreliable workers. Worker i executes task j correctly with probability pi,j. The goal is to find a regimen Σ, that dictates how workers get assigned to tasks (possibly in parallel and redundantly) throughout execution, to minimize the expected completion time. The paper provided a polynomial time algorithm for the problem restricted to the case when dag width and the number of workers are at most a constant, and showed necessity of these restrictions, unless P=NP. The current paper describes algorithm engineering approaches used to produce an efficient implementation of the algorithm, and experiments demonstrating how the algorithm scales.
Introduction
Grid computing infrastructures have been developed over the past several years to enable fast execution of computations using collections of distributed computers [12] . Among the most important remaining challenges is to achieve efficiency of executing large-scale, sophisticated computations using unreliable computers. These problems are manifested, for example, in the Sloan Digital Sky Survey computations [1] that have sophisticated task dependencies. When a computer fails to correctly execute an assigned task, then the progress of execution may be delayed because dependent tasks cannot be executed pending successful execution of the task. It is conceivable that task dependencies and worker reliabilities play a significant role in the ability to execute a computation quickly. Therefore, one would like to determine relationships among these factors, and develop algorithms for quick execution of complex computations on unreliable computers.
A similar problem arises when managing projects [17] such as production planning or software development. Here a collection of activities and precedence constraints are given. Workers can be assigned to perform the activities. In practice, a worker assigned to an activity may fail to perform it. For example, if an activity consists of writing a piece of code and testing it, it could happen that the test fails. The manager of the project may be able to estimate the success probability of a worker assigned to an activity based on prior experience with the worker. The manager may be able to redundantly assign workers to an activity. For example, two workers may independently write a piece of code and test it; if at least one test succeeds, the activity is completed. Thus the manager faces a problem of how to assign workers to activities, possibly in parallel and redundantly, over the course of the project, so as to minimize the total time of conducting the project.
These two application areas motivate the study of the following fundamental parallel computing scheduling problem. A directed acyclic graph (dag) is given representing t tasks and their dependencies. There are n workers. At any given unit of time workers are assigned in some way to the tasks that are "eligible" based on precedence constraints and tasks executed thus far (more than one task can be assigned a worker; more than one worker can be assigned to a task; workers can idle). The workers then attempt to execute the assigned tasks. The attempt of worker i to execute task j succeeds with probability 0 ≤ p i,j ≤ 1. In the next unit of time workers are again assigned to tasks. The execution proceeds in this manner until all tasks have been executed. The goal is to determine a regimen Σ, that dictates how workers get assigned to tasks throughout execution, that minimizes the expected completion time.
Note that tasks are not unit size; instead we are modeling geometric distribution of task duration.
Our prior paper [22] introduced this parallel scheduling problem. The paper shows a polynomial time algorithm that finds an optimal regimen when dag width is at most a constant and the number of workers is also at most a constant. These two restrictions may appear to be too severe. However, they are fundamentally required. Specifically, the paper demonstrates that the problem is NP-hard with constant number of workers when dag width can grow, and is also NP-hard with constant dag width when the number of workers can grow. When both dag width and the number of workers are unconstrained, then the problem is inapproximable within factor less than 5/4, unless P=NP.
Let us sketch how the algorithm works. Say that we are given a dag of task dependencies, and the probabilities of success of workers (an example is in Figure 1(a) ). A subset of tasks Y satisfies precedence constraints when for any task i in Y , every task j on which i depends is also in Y . We enumerate all subsets Y 1 , . . . , Y m of tasks that satisfy precedence constraints, and determine pairs of subsets such that Y j can be obtained from Y i by executing some eligible tasks in Y i . These subsets and the "obtainability" relation form, it turns out, a dag, which we call admissible evolution of execution, denoted A (see Figure 1(b) ). The expected time to completion of a regimen starting with tasks Y already executed depends recursively on expectations when starting with the subsets that are the children of Y in A. This suggests a dynamic programming approach. We process a topological sort of A in the reverse order. When processing a subset Y , we consider all ways in which workers can be assigned to eligible tasks, since it can be shown that workers do not have to idle, and pick an assignment that minimizes expectation according to our recursive equation. After the sort has been processed, we have found a regimen Σ that minimizes expected completion time (see Figure 1 (b) and (c)).
It is important to better understand the conditions under which this algorithm produces an optimal regimen in a reasonable amount of time. Indeed, certain critical production planning projects for the military, emergency response team activities, or computational projects may favor an optimal regimen, even when derived at a considerable cost, over a suboptimal one, since the latter may lead to a significant waste of resources that may be costly, or priceless, such as human lives during crisis operations. In such applications, an approximation scheduling algorithm may be inappropriate even though the algorithm may derive a regimen much quicker than an optimal scheduling algorithm. Therefore, it is of practical significance to engineer an efficient implementation of our algorithm, and study how its running time depends on the problem instance.
Contributions. This paper describes an efficient implementation of the algorithm and an evaluation of its scalability. Our implementation first produces a topological sort of A, and then processes the sort. The processing consists of triple nested loops: the outer loop traverses the sort, the middle loop enumerates assignments, and the inner loop evaluates the recursive equation.
Our first contribution is a range of practical approaches that we applied when developing our implementation, with the goal of making the implementation efficient. Our first approach is a method for producing a topological sort of A in a memory-efficient way, exploiting the structure of A. Specifically, we observe that each arc leads from a subset to a subset with strictly more tasks. Hence we can list subsets of executed tasks of cardinality zero, then of cardinality one, and so on. We show how to create the list without explicitly maintaining arcs, which saves on memory. Our second approach is a fast implementation of the body of the inner loop. That body is the most often performed part of the code. There, a significant contributor to the running time is a static dictionary lookup. We observe that even though the dictionary keys may be large, they are similar in a precise sense. We take advantage of the similarity and design a perfect hash table using a "linear" hash function, so that the hash of similar parts of the keys can be precomputed before the inner loop starts, and only the hash of the differences is computed within the body, thus saving on the time of lookups.
Our second contribution is an experimental evaluation of scalability of the implementation. A user of the implementation may want to judge which instances can be quickly solved. We give one judgment method based on three very simple parameters of the instance: dag width, the number of workers, and the number of tasks. We say that the implementation succeeds on an instance, when the implementation running on a specific dedicated computer can construct an optimal regimen for the instance quickly enough. We explore the landscape of the parameters and estimate where chances of success are high and where they are low, thus outlining the limits of scalability of the implementation. The landscape has subtle shape. Indeed, our implementation can succeed on problem instances with hundreds of tasks, provided that dag width and the number of workers are small; and can succeed on medium size dags with larger width but small number of workers, or with larger number of workers but small width. Note that it is possible that instances with such parameters have occurred Figure 1: An instance of the scheduling problem and an optimal solution. From left to right: (a) 12 dependent tasks with 3 workers and probabilities of success, (b) admissible evolution of execution listing, for each node, the minimum expected time to completion and a corresponding assignment of workers, (c) a set of executed tasks (darker) and the resulting eligible tasks (lighter); the minimum expected time to completion is 6.664043; worker assignment is: one to 3, two to 3, three to 5; for any other assignment expectation is at least 6.69; this set can be encountered during execution (the darker frame on a path of lighter frames in (b)). Visualized with [15] .
or will occur in practice, for example in project management for small businesses. We could, then, claim that our implementation has the potential of being practical. Related and prior work. Operations Research community studies scheduling under constrained resources [26, 24, 25, 30] and typically offers heuristics for NP-hard problems. In project scheduling under uncertainty [18, 10, 11] a task can be executed by one worker at a time. The restriction can be relaxed and a heuristic approach is offered [31] . Theoretical Computer Science community studies stochastic scheduling where one wants to minimize the expected completion time when task durations are random variables [19, 16, 28] . Any task can be executed by one worker only. There are other sequencing and scheduling problems, with ([14] ND20 and ND21) and without [6] probabilistic failures. Systems community has implemented scheduling algorithms in grid computing (e.g., [29] ) and project management fields (e.g., [23] ). These implementations often use basic algorithms that may not model the problems accurately, or be less resilient to certain failures. Our implementation of the scheduling algorithm uses a static dictionary. Efficient implementations can use a perfect hash table [13, 7, 9] or a trie data structure (cf. [20] ). Our implementation uses a special perfect hash table that exploits algorithm features that may be difficult to achieve with a trie.
Background 2.1 Model
A computation is modeled by a directed acyclic graph G with nodes N G = {1, . . . , t}, called tasks, and arcs A G , each having the form (u → v), where u, v ∈ N G . We denote the set {1, . . . , t} by [t] . Arcs specify dependencies between tasks: given an arc (u → v), v cannot be executed until u has been; task u is a parent of v. A set of tasks satisfies precedence constraints if, for every task in the set, all parents of the task are also in the set. Given such set X, we denote by E(X) the set of tasks not in X all whose parents are in X; tasks in this set are called eligible when tasks X have been executed (any non-executed source is eligible). A chain is a sequence of tasks
A set of chains is said to cover the dag if every task of the dag is a task in at least one of the chains (chains may "overlap"). An antichain is a set of tasks such that no two are "comparable" i.e., for any two distinct tasks u and v from the set, there is no chain from u to v nor from v to u. The largest cardinality of an antichain is called width of the dag. A famous Dilworth's Theorem [8] states that dag width is equal to the minimum number of chains that cover the dag.
The execution of tasks is modeled by the following game. There are n workers identified with elements of [n] . Let X be a set of tasks that satisfies precedence constraints. The game starts with Y = X, and proceeds in rounds. During a round, workers are assigned to tasks in E(Y ) according to a regimen Σ. The regimen specifies an assignment Σ(Y ) that maps each worker to an element of the set E(Y ) ∪ {⊥} i.e., either to a task that is eligible in this round, or to a distinguished element ⊥. Note that the assignment is determined by the set of tasks Y . The assignment enables directing multiple workers to the same task, or to different tasks; workers can also idle. Then each worker that was assigned to a task attempts to execute the task. The attempt of worker i assigned to task j succeeds with probability 0 ≤ p i,j ≤ 1 independently of any other attempts. We assume that there is at least one worker that has non-zero probability of success, for any given task. A task is executed in this round if, and only if, at least one worker assigned to the task has succeeded. All executed tasks are added to Y , and the game proceeds to the next round. It could be the case that all attempts have failed; then the set Y remains unchanged, and in the next round worker assignment remains unchanged, too. Notice that we are not assuming that each task takes the same amount of time to execute. Rather, we are assuming that each attempt to execute a task takes the same amount of time. Since attempts by different workers may fail with different probabilities, we are modeling a geometric distribution of task durations. Formally, a regimen Σ is a function Σ : {⊥}) ), such that for any subset Z of tasks that satisfies precedence constraints, the value Σ(Z) is a function from [n] to the set E(Z) ∪ {⊥}. The game proceeds until a round when all sinks of G are in Y . We say that the game ends in such round.
The quality of the game is determined by how quickly the game ends. Specifically, the number of rounds of the game, beyond the first round, until the round when the game ends is called time to completion of regimen Σ starting with tasks X already executed. This time is a random variable. When X is empty (i.e., the game starts with an empty set of executed tasks), we call the time simply completion time. Our goal is to find a regimen Σ that minimizes the expected completion time. We call this goal the Recomputation and Overbooking allowed Probabilistic dAg Scheduling Problem (ROPAS).
Algorithm
This section outlines an algorithm, called OPT (a pseudocode is given in Figure 2) , that solves ROPAS [22] . The algorithm finds an optimal regimen using a dynamic programming approach.
We begin by constructing a topological sort Y 1 , . . . , Y m of a certain dag A = (N A , A A ) called admissible evolution of execution for G. The dag is produced inductively. Each node of A will be a subset of nodes of G. We begin with a set N A = {∅}. For any node X ∈ N A that does not contain all sinks of G, we calculate the set of eligible tasks E(X) in G. We then take all non-empty subsets D ⊆ E(X), add to N A a node X ∪ D, if it is not already there, and add to A A an arc (X, X ∪ D), if it is not already there. The dag A has a single source ∅ and a single sink N G .
We process the topological sort in the reverse order, while defining a regimen called Σ . We initialize the regimen arbitrarily. When we process a node X of A, we define two values: a number T X and an assignment Σ (X). Specifically, we begin by setting T Ym to 0, and Σ (Y m ) so that each worker is assigned to ⊥. 
. We pick an assignment that minimizes the sum. We set T Y h to the minimum, and Σ (Y h ) to the assignment that achieves the minimum. Then we move back in the topological sort to process another node, by decreasing h. After the entire sort has been processed, the regimen Σ has been determined. This regimen minimizes the expected completion time.
Theorem 2.1. ([22]) The algorithm OPT solves the ROPAS Problem in polynomial time when width of G is bounded by a constant and the number of workers is also bounded by a constant.
Data structure: T is a dictionary that maps nodes of A to distinct floating point variables 
Figure 2: An algorithm for constructing an optimal regimen Σ , for a dag G describing dependencies among t tasks, and n workers such that worker i executes task j successfully with probability p i,j . 
Theorem 2.2. ([22]) The ROPAS Problem is inapproximable to within less than 5/4 factor, unless P=NP. When restricted to the dag with two independent tasks (where the number of workers may grow), the problem is NP-hard. The problem is also NP-hard when restricted to two workers (where the dag width may grow).

Hashing
Engineering the algorithm
This section presents several practical approaches that we used to engineer an efficient implementation of the algorithm OPT.
The first phase of the algorithm constructs a topological sort of A. One approach is to explicitly construct A, and then use a linear time topological sort algorithm (cf. [5] ). However, A often has significantly more arcs than nodes, which slows down the construction, and may cause a memory overflow (thus necessitating an out of core algorithm). We notice that a topological sort can be obtained by listing subsets of executed tasks in the order of cardinalities of the subsets. Hence there is no need to explicitly represent arcs. When listing subsets, we can produce duplicates, but these can be removed in a space-efficient way with the help of a dynamic hash table. We omit details of the construction from this extended abstract.
The second phase processes the sort. The processing typically takes significantly longer than the construction of the sort, especially when the dag width or the number of workers are large. This is due to the triple nested loops in lines 03 to 15 and dictionary accesses in the inner loop. We focus on keeping the number of iterations of the inner loop low, and also keeping low the running time of the body of the inner loop. We outline how we achieve our goal.
The number of iterations of the inner loop may sometimes be reduced. By inspecting the p i,j , we can determine which tasks must be executed and which cannot be through S, and only consider the sets D that do not contain such tasks.
The final improvement is to implement the body of the inner loop well. Here the main cost appears to be the dictionary lookup T Y h ∪D , where Y h ∪ D is a subset of nodes of G. The lookups can be accomplished quickly when we use a carefully crafted perfect hash table, so that the lookup time is on the order of the cardinality of D, rather than the cardinality of Y h ∪ D, the latter of which may be quite large, while the former may be fairly small. We outline a design of a two-level perfect hash table. We use the family F of hash functions to find a function f v that maps the sets Y 1 , . . . , Y m to distinct numbers from {0, . . . , rs − 1}-s is the smallest power of 2 that is at least m, and r = 2s-and the family F to find f v that maps the numbers to slots of total squares of sizes linear in s. Theorems 2.5 and 2.4 ensure that we can find a desired v. Note that the fact that s is a power of 2 and so is r simplifies the computation of (x mod s) and also (x mod rs), since we merely need to take logical "and" of x with appropriate masks. We construct the second level hash table using the family F . We pick b i as the smallest power of 2 at least 2 · c 2 i , and p as the smallest prime at least b i , for any i, and at least rs. By Theorem 2.4, we can select g i from {0, . . . , p − 1} to obtain f gi (x) = (g i x mod b i ) that distributes content of the slot i into distinct slots of the second level hash table.
The body of the inner loop is implemented as follows. The hash function f v is linear in the sense that for disjoint X and Y , f v (X ∪ Y ) is equal to (f v (X) + f v (Y )) mod rs. We can use this fact to reduce the amount of computation inside the loop. Right before we begin executing the inner loop, we compute f v (Y h ). The loop now considers all subsets D of I, except for the empty one. For a given subset D, the value f v (D) is computed, then the value of f v (Y h ∪D) is computed using linearity, and from this the slot in the first level hash table and then the slot in the second level hash table are determined. We also need to compute the probability a that a given D considered within the body will be executed by S. This computation can be accelerated using a scratch table that for any given task j from I contains the probability 1 − q j that this task will be executed, and another scratch table containing the probability q j that this task will not be executed.
We observe that the probability a and the value f v (Y h ∪ D) could be computed "incrementally" from their values from the previous iteration, or the value sum resulting from the loop of lines 08 to 10 in a "bottom-up" manner. However, such approach may lead to the accumulation of numerical errors or a more complex control structure.
The algorithm was implemented in C++. The source code contains over 5,000 lines (over 110KB).
A discussion of performance improvements due to our algorithm engineering approaches has been omitted from this extended abstract.
Scalability experiments
A user of the implementation may want to judge which instances can be quickly solved. This section develops one judgment method. The method is based on three very simple parameters of the instance: dag width, the number of workers, and the number of tasks. We say that the implementation succeeds on an instance, when the implementation running on a specific dedicated computer can construct an optimal regimen for the instance quickly enough. We explore the landscape of the parameters and estimate where chances of success are high and where they are low, thus outlining the limits of scalability of the implementation.
The implementation has exponential running time, and so one could claim that it cannot tackle large problem instances quickly enough. We show here, however, that a response to this claim is subtle. Our implementation can actually succeed on problem instances with hundreds of tasks, provided that dag width and the number of workers are small; and can succeed on medium size dags with larger width but small number of workers, or with larger number of workers but small width. Note that it is possible that instances with such parameters have occurred or will occur in practice, for example in project management for small businesses. We could, then, claim that our implementation has the potential of being practical.
Experimental setup
We overview our judgment approach. Let us fix parameters w, n and t. Certain dags of width w on t tasks may be more typical than others in practice, and so assume that we have a probability distribution of dags with the parameters. The resource consumption of the implementation does not depend much on the p i,j , so we assume that p i,j = 1/2 for every instance. In this setting, we can find the probability that the implementation running on a randomly selected instance will produce an optimal regimen within a given bound on space and time. We say that our implementation scales within the landscape of triples (w, t, n) where the probability is high. We next discuss details of the approach.
Pseudorandom dags are generated by picking a chain of length t and breaking it in w − 1 pseudorandom places to obtain w chains. We selected this probability distribution on dags because it is conservative in our setting (see [2] for other distributions). Indeed, for dags occurring in practice (e.g., the AIRSN family [32] ) when the width of a dag is w, then the dag can usually be covered by w chains that overlap. However, our process produces dags with disjoint chains. When chains are disjoint, the graph of admissible evolution of execution tends to have more nodes, and each node X usually has the property that E(X) has about as many tasks as the width of the dag. As a result, the space and time consumption of the implementation should be larger on dags generated through our process compared to practical dags. Hence our estimate of the limits of scalability of the implementation is conservative.
We define the success probability of our implementation. Let p w,n,t be the probability that an instance with parameters w, n and t generated through our process can be computed by our implementation within 120 seconds on our dedicated hardware platform Dell Optiplex GX280 with a 3.4GHz Intel Pentium 4 processor and 4GB of memory and virtual memory disabled, running Windows XP Professional. We compiled the implementation in Visual Studio .NET environment in a release configuration with default optimizations. Our choice of the definition seems to capture the notion of efficiency well given the current state of technology. It may be interesting to define efficiency in a platformindependent manner for the sake of subsequent comparisons with other implementations and algorithms. However, it is also quite important to demonstrate how quick an implementation is on a real hardware and software platform. Hence we focus on our definition.
Our goal is to estimate where the probability is high within the landscape of triples and where it is low. We consider all pairs of w and n with the parameters ranging from 2 to 29. For a fixed pair, we try to find the largest t lb for which p w,n,t is large, and the smallest t ub for which p w,n,t is small. Clearly the probability is monotonically decreasing with t. Therefore, the interval [t lb , t ub ] intuitively denotes the values of the number of tasks where a transition occurs i.e., the implementation becomes inefficient.
The search for t ub and t lb is carried out experimentally as follows. We generate 9 pseudorandom instances with parameters w, n and t. If the implementation succeeds on each, then with confidence at least 95% the probability p w,n,t is at least 0.7. Indeed under the null hypothesis that p w,n,t < 0.7, 9 Bernoulli trials succeed with probability less than 0.7 9 < 0.05. Similarly, if 9 pseudorandomly selected instances fail, then with confidence at least 95% p w,n,t is at most 0.3 (see [4] for a discussion of hypothesis testing). The search begins with t = w tasks, and uses expanding and then contracting binary search to determine t ub and t lb .
Results
The results of the experiments are depicted in Figure 3 . In the extreme cases, the implementation often succeeds when presented with a small and slim dag of width 2 on 2 tasks but with as many as 28 workers, and also often succeeds with just 2 workers but on a fairly wide dag of width 20 with 20 tasks. The middle range is perhaps more interesting, because it is there where we believe many practical instances will reside. Here success often occurs with fairly large graphs on 351, 120, 45, and 21 tasks, as width and the number of workers increase together from 3 to 6. Width of up to 4 also often admits success for quite large dags when the number of workers is moderate, and when the number of workers is up to 4, then again fairly large dags often succeed with moderate width. Figure 3 : Scalability of the algorithm demonstrated through confidence intervals for a range of problem parameters. Each cell contains two numbers. The former (if darker) is the number of tasks that yields at least 0.7 probability of success with 95% confidence, unless (if lighter) no success was achieved with that parameter value; the latter at most 0.3 probability of success with the same confidence. Success means that computation takes at most 3 minutes on a dedicated 3.4GHz Pentium processor with 4GB of memory.
