We present a general framework for understanding the transition from local regular to global irregular (chaotic) behaviour of nonlinear dynamical models in discrete time. The fundamental mechanism is the unfolding of quadratic tangencies between the stable and the unstable manifolds of periodic saddle points. To illustrate the relevance of the presented methods for analysing globally a class of dynamic economic models, we apply them to the in"nite horizon model of Woodford (1988) That homoclinic bifurcations of stable and unstable manifolds of a steady state also arise in di!erent types of economic models has very recently been reported by Brock and Hommes (1997) .
Introduction
The Hopf bifurcation has most frequently been utilized in dynamic economic models in the past two decades or so to prove the existence of periodic motion under relatively mild economic assumptions. In fact, Farmer (1986) and Reichlin (1986) were the "rst economists to prove the occurrence of a stable Hopf bifurcation in a two-dimensional general equilibrium model with production. In subsequent studies other authors followed the same trace and were able to show the existence of periodic motion } created through Hopf bifurcations } in amended models (e.g. Benhabib and Laroque, 1988; Grandmont, 1993; Woodford, 1986) . Although these studies merely focused on the local dynamics of the models under scrutinisation some global characteristics of this important bifurcation have also been reported in the economic literature. That is, numerical evidence that invariant circles created in Hopf bifurcations may transform into strange attractors has been found by Brock and Hommes (1997) , Dana and Malgrange (1984) , Goeree et al. (1995) and Medio and Negroni (1994) . However, since the relevant mathematical results to understand the process were not yet available these authors were unable to explain the observed transition to complicated behaviour.
In the present paper we present a general framework for understanding the transition from local regular to global irregular (chaotic) behaviour of nonlinear dynamical models in discrete time. The fundamental mechanism is the unfolding of quadratic tangencies between the stable and the unstable manifolds of periodic saddle points, created, for example, through a Hopf bifurcation. That the unfolding of quadratic homoclinic tangencies can account for complicated behaviour in dynamic economic models has "rst been reported by de Vilder (1995 de Vilder ( ,1996 in a two-dimensional OLG model with production. By applying the results from the theory of higher-dimensional nonlinear dynamical systems to his particular model, this author showed that homoclinic bifurcations of the stable and unstable manifolds of the autarkic steady-state guarantee complicated global #uctuations. Hence, in a sense we generalize these results and show that homoclinic phenomena also explain the transition of regular invariant sets created in local bifurcations, into irregular complicated sets.
We shall illustrate the relevance of these methods for analysing globally a class of dynamic economic models, by studying the intertemporal equilibria arising in the in"nite horizon model of Woodford (1986) , amended by Grandmont et al. (1998) to account for capital}labour substitution. Among other things the latter authors have shown the occurrence of a Hopf bifurcation creating periodic saddles. By applying the theory of higher-dimensional nonlinear dynamical systems we will show that bifurcations of the stable and unstable manifolds of these periodic saddle equilibria account for the transition from local regular to global irregular #uctuations.
The importance of our methodology for the economic profession is to be found in the frequent emergence, in di!erent contexts, of local bifurcations, particularly in the class of overlapping generations models (e.g. Benhabib and Laroque, 1988; Farmer, 1986; Grandmont, 1993; Reichlin, 1986) . Although in a local analysis one has no use of our results globally they play a crucial ro( le. In fact, we hope that this set of tools will turn out to be useful in understanding the global dynamics of other nonlinear dynamic economic models. We use the in"nite horizon, two-dimensional model, to develop the methodology as an alternative framework which we believe to be a useful benchmark for the endogenous business cycle theory: its endogenous #uctuations occur at business cycle frequencies, under the assumptions that the two goods, i.e. leisure and consumption, are gross substitutes and that production factors are substitutable.
We have organized the paper as follows. Section 2 introduces the model and presents some results about its local dynamics, while the global dynamics of the model is analysed in Section 3.
The model and local results

The economy
We follow the lines set out in Woodford (1986) and Grandmont et al. (1998) . The economy consists of two classes of in"nitely long-living agents, called workers and capitalists, both acting in perfectly competitive markets and having perfect foresight.
Workers may be identi"ed by a representative agent who works and consumes, each period, and maximizes the sum
, where 0( U (1, cU R and l R denote, respectively, the workers' discount factor, the amount of consumed good and the amount of labour supplied in period t. Moreover, we shall assume that utility functions take the following form:
where B'0 is a scaling parameter, while '0, '0 represent the constant elasticities of marginal utility derived from, respectively, leisure and consumption.
Let MU R and kU R be, respectively, nominal money and capital stock held by the representative worker at the outset of period t. At time t, the agent faces on cU R 50, kU R> 50, MU R> 50 and l R 50 the following constraints:
where p R '0 is the price of the produced good, w R '0 is the nominal wage paid, r R '0 is the nominal return on capital and 0( (1 is the "xed depreciation rate of capital equipment.
The constraint (2) is the usual budget constraint while Eq. (3) is an additional "nancial constraint which has the following interpretation: the worker has to "nance his consumption and capital purchases by either money held in that period or by returns on capital. He cannot, however, "nance them by wage income. This imperfection in the "nancial market may be viewed as resulting from asymmetric information: both labour and capital revenues are received at the end of the period, but only the latter can warrant a productive capital secured loan. That is, the fact that future labour income depends on hidden actions or hidden information prevents the worker from borrowing against his human capital. We assume, in particular, that the following inequalities hold in equilibrium:
where R R> '0 stands for r R> /p R> #1! , i.e. the real gross return on capital, while R stands for the real wage, i.e. w R /p R . Condition (4) states that the workers choose not to hold productive capital, hence kU R> "0 for all dates, whereas condition (5) ensures that the "nancial constraint (3), which is then, in view of Eq. (4), a Clower constraint, is binding for all dates.
The labour choice of the worker is therefore the solution of the problem:
As in an overlapping generations model with two periods, the workers' labour supply is described, when interior, by the "rst-order condition:
where u (c),c;(c), v(l),l<(l) , ,u\ v being, then, the function whose graph is the o!er curve. Eq. (6) simply states that the ratio of marginal utilities of future consumption and labour must be equal, at the optimum, to the ratio of prices. A straightforward computation gives the constant elasticity of with respect to l, i.e. A "(1# )/(1! ). Using Eq. (6), the elasticity of labour supply J with respect to the real wage is then given by J "(1! )/( # ). We shall focus on the case where the optimal labour supply is an increasing We can, again, invoke an imperfection in information: while owning the whole capital stock and organizing production, capitalists are however unable to "nance investment other than out of their own revenues from productive capital, i.e. loan contracts from workers to capitalists are unenforceable. Workers are then unable to invest even indirectly in productive capital by lending to capitalists.
We only consider non-autarkic, i.e. monetary, intertemporal equilibria. function of the real wage, i.e. A '1. Equivalently, we shall assume that the two goods, i.e. leisure and consumption, are gross substitutes.
Capitalists may also be represented by a single agent who maximizes > R R\ A ln cA R , where 0( A (1 is the capitalists' discount factor, cA R is the agent's consumption of the good.
By assuming that workers discount future utilities more than capitalists (i.e. U ( A ), it follows that at the steady state, and thus locally nearby, inequalities (4) and (5) hold. In addition, we assume that capitalists never hold money but only productive capital, i.e. they choose cA R 50 and kA R> 50 so as to maximize their discounted utility subject to p
. It is easily shown, then, that the unique solutions of this program are characterized by
which satisfy the transversality conditions, i.e. lim
Since capital is only held by capitalists, we may drop the superscript for k.
Conditions (7) state that the capitalists' savings rate is constant and given by their discount factor A . Finally, we assume, as in Grandmont et al. (1998) , that the two input goods in the production process, i.e. labour and capital, are used in variable proportions and, moreover, we use the CES production function
where A'0 is a scaling parameter, 0(s(1 governs the capital share in total income and '!1 induces the elasticity of input substitution through "1/(1# ). We denote the capital}labour ratio by a, i.e. a R ,k R /l R . Since we allow for substitution between capital and labour and assume constant returns to scale, competitive real gross returns on capital and the real wage are functions of a,
We "nally de"ne, as in Benhabib and Laroque (1988) , the intertemporal equilibria of our economy, when nominal money is in "xed supply M'0:
Moreover, the interpretation of money is not the same in both models. See Grandmont et al. (1998) .
Dexnition 2.1. An intertemporal competitive equilibrium with perfect foresight is a sequence (cU
. Markets clear at all dates.
Although it might appear, from De"nition 2.1, that one needs seven variables to fully describe the model at time t, it is easily seen that the dimension of the problem can be reduced to two, as shown by the following de"nition.
Dexnition 2.2. An intertemporal competitive equilibrium with perfect foresight is a sequence (k
The previous de"nition states that Eq. (10) summarizes the intertemporal equilibria (equilibria for short) of the model. The dynamical system (10) has only dimension two, instead of three in an overlapping generations structure with outside money and capital}labour substitution, as in Benhabib and Laroque (1998) . It follows from De"nition 2.2 that the stationary states (k, a) of the dynamical system in Eq. (10), i.e. its stationary solutions k R "k'0 and a R "a'0 for all dates, are de"ned by R(a)"(1/ A ) or, equivalently, (a)"(1/ A )!1# , and (a)" (k/a)/k/a. We "x the parameters A"(1/ A !1# )/s, B"(1/ A !1# )(1!s)/s and close enough to zero, and vary the parameters (or ) and (or A ). A straightforward computation shows that, independent of the values of and , there exists, then, a unique interior (monetary) steady state (k, a)"(1, 1). Grandmont et al. (1998) have shown that endogenous #uctuations are a possible outcome of the dynamical system in Eq. (10). In order to be self-contained, we brie#y recall the local results from their paper that are needed in understanding some of the phenomena arising in the global dynamics of the model. We "x a value for the elasticity of input substitution (or equivalently for ) and investigate how the dynamical system depends on A (or since is "xed).
Local analysis
An introduction to local bifurcation theory may be found in Wiggins (1990) . Advanced material appears in the book by Guckenheimer and Holmes (1983) .
Both eigenvalues go through !1 at the same time. This case is one of the (nongeneric) strong resonance con"gurations.
From Eqs. (1), (6), (8), (9), one easily derives the following expressions for Eq. (10), as functions of the parameters.
Assuming that (a)/a does not attain a critical value, i.e. when O(1!s)/s, we derive from Eq. (11) the dynamical system G CA Grandmont et al. (1998, Proposition 2 .2), we conclude that the parameterized family G CA undergoes two types of local bifurcations, as A increases from 1 to #R:
(1! ). Then the following holds: The curve , in parameter space, along which the period-doubling bifurcation occurs: for parameters just above the "xed point is a saddle whereas for parameters slightly below a period 2 orbit surrounds the attracting monetary steady state. (c) The curves and . For +0.051 the period-doubling and Hopf bifurcations coincide. This gives rise to a co-dimension two local bifurcation.
Indeed, A must be close enough to one to guarantee that gross investment, although positive at the steady state, remains positive along orbits far away from the steady state such as those considered in the next section. In our computations we will set A "0.999999. For this value of A capitalist' consumption is close to zero. We emphasize that our results do not depend on this particular value of A : any other value close enough to 1 can be used.
In order to investigate the global dynamical behavior of the aggregate economy, we set the values of the various parameters as follows: s"1/3, "1/10, whereas A is close enough to one. For these values of s and , the upper bounds for in order to get local bifurcations is & +0.05 for the Hopf bifurcations and $
+0.2 for the #ip
These values of correspond in magnitude to the ones reported by Reichlin (1986) and Benhabib and Laroque (1988) . Cazzavillan et al. (1998) show, however, that internal or external increasing returns to scale are, in a class of models, an essential feature to obtain endogenous #uctuations with relatively high input substitution.
Using the program Dunro (1994), for example. Dunro has been developed by the last two authors of this paper and runs under MS-DOS and its main goal is to provide the less technically oriented researcher with a tool to globally analyze any discrete two-dimensional dynamical system. The user only has to specify the two-dimensional map in a C-like syntax and can vary initial conditions and parameters interactively. Dunro supports the following procedures: basin analysis, iterating points, "nding periodic orbits, iterating a box and computes stable and unstable manifolds. The program is freely available from the authors.
bifurcations. Hence, endogenous #uctuations occur, in this economy, only for low elasticities of input substitution.
Global analysis
In this section, we give a global analysis of the dynamics given by Eq. (11). Since many readers may not be familiar with the presented methods, we introduce, "rst, several important de"nitions and assumptions. Given our twodimensional example (11), we restrict our presentation, for sake of simplicity, to the case where the map studied is de"ned on R, although the de"nitions and most of our results presented below extend, indeed, to RL, n52. A more thorough treatment of the theory presented below can be found in Aronson et al. (1982) , Guckenheimer and Holmes (1983) , Takens (1993) and de Vilder (1995) , (Chapter 4).
We analyze the behavior of a variety of dynamical objects including invariant circles and stable and unstable manifolds, by using techniques that can be applied to any two-dimensional dynamical system satisfying the appropriate mathematical conditions. All the conditions } see Assumptions 3.1 and 3.2 below } can be checked either by hand or with the help of a computer. If these conditions are not satis"ed, the results may not be valid. At this point, the following preliminary and usual conditions on the map G under study do not require further explanations. These conditions are satis"ed by the dynamical system (11) for the con"gurations studied below. In particular, the map G CA in Eq. (11) depends C on its parameters, and de"nes a C di!eomorphism near the steady state (k, a).
In our two-dimensional model, a di$culty comes from the fact that the function (a)/a"a\(sa\E#1!s)\\E is not monotone and, therefore, not invertible for all a'0, when '0 ( (1), which is the range we are investigating in our analysis. More precisely, this means that given some (k R , a R ), there may exist two solutions (k R> , a R> ) and (k R> , a R> ) that satisfy Eq. (11). Although it is not very restrictive to require that the former function be invertible at the steady state, and thus nearby (this is indeed the case if and only if O(1!s)/s), it is more tedious to characterize the set ; within which the map G CA is di!eomorphic. Since our main concern is of a general methodological nature we shall not attempt to describe the set ; and just assume that our map satis"es Assumption 3.1.
Arnol'd tongues
We start with some numerical observations. Fix "0.025 and increase starting from 7.0. With this choice of , the Hopf bifurcation occurs at "7.4. If, with (7.4, we orbit a point then it is attracted to the monetary steady state (Fig. 1a) . If '7.4 is close to 7.4, then points we orbit are attracted, in general, to a small invariant circle (Figs. 1a and 5a) . If we alter then the motion on the circle seems to change. However, for some exceptional values larger than and close to 7.4 we see no invariant circle. Any points we iterate are attracted to a periodic orbit (Fig. 4a ). If we alter by a small amount then we continue to see an attracting periodic orbit. Such attracting periodic orbits occur more frequently as increases. Moreover, the invariant circle grows as increases. These phenomena are due to the presence of &Arnol'd tongues' in the parameter space of our system (e.g. Guckenheimer and Holmes, 1983 , Section 6.2). Arnol'd tongues occur in any generic two or more parameter system in which there is a Hopf bifurcation. It is easier to understand what is happening if two parameters are varied rather than just one. We shall therefore vary and A . Recall that Hopf bifurcations occur along the curve in the ( , A ) plane described in the last section (Proposition 2.1). Along this curve, the eigenvalues at the monetary steady state are complex and of magnitude one. Their argument is a real number in 0 to 2 , varying with the position on the curve. Consider a point on . There are two cases depending on whether the argument at is a rational or irrational multiple of 2 : if it is irrational then a curve known as an Arnol'd hair emanates from in the ( , A )-plane, on the side of on which the invariant circles exist, see Fig. 2a . For each parameter on this hair the invariant circle has the same rotation number; this rotation number is equal to . In fact, the hair consists of exactly those parameters near for which the rotation number is equal to . Because is irrational, the motion on the invariant circles is quasi-periodic: there are no periodic points.
The other case occurs when is a rational multiple of 2 : in this case a so-called Arnol'd tongue emanates from as in Fig. 2b . Near , neither tongues nor hairs overlap though they do occur arbitrarily close to each other. The Arnol'd tongue consists of exactly those parameters near for which the rotation number is equal to . Unlike an Arnol'd hair, a tongue has non-empty interior. The boundary of the tongue near consists of smooth curves which come together in a cusp like way at , see Fig. 2b . Since is rational, say "s/r, each invariant circle corresponding to a parameter in the tongue contains orbits of period r. All points on the invariant circle converge to one of these orbits of period r.
For a parameter in the interior of the tongue and close to the invariant circle contains exactly two periodic orbits, both of which are hyperbolic. In the invariant circle, one of these orbits is attracting and the other repelling (cf. Fig. 3b ). In our system, the periodic orbit which is repelling in the invariant circle is actually a saddle: one of its eigenvalues has magnitude greater than 1 (corresponding to the eigenvector tangent to the invariant circle) and the other has magnitude less than one (corresponding to the eigenvector which is transversal to the invariant circle, because the circle is attracting). The periodic orbit which is attracting in the invariant circle is actually a sink: it attracts nearby points both on and o! the invariant circle.
As the parameter is changed so as to cross the boundary of the tongue near but not at , the periodic orbits approach each other, becoming less and less Fig. 3 . If the parameter is varied near so as to completely traverse an Arnol'd tongue with rotation number "1/5, the overall scenario is as follows: (a) at the "rst boundary of the tongue the invariant circle contains a unique and non-hyperbolic periodic orbit, of period 5. (b) The periodic orbit splits apart as the parameter moves into the interior of the tongue through a saddle-node bifurcation, giving two hyperbolic orbits of period 5, one attracting in the circle, the other repelling in the circle. (c) as the parameter approaches the other boundary of the tongue this pair of periodic orbits is destroyed in a reversed saddle-node bifurcation; at the other boundary the invariant circle contains a unique and non-hyperbolic periodic orbit, of period 5.
In fact, all the computations concerning the global analysis were performed with the program Dunro.
hyperbolic until, on the boundary of the tongue, they merge to form a single non-hyperbolic periodic orbit of period r in a (reverse) saddle-node bifurcation (cf. Fig. 3a}c ): on the boundary of the tongue, near, but not at, , the invariant circle contains only one periodic orbit, which is non-hyperbolic and of period r.Beyond the boundary of the tongue, outside, but close to, the tongue, there are no longer any orbits of period r in the invariant circles.
These results enable us to explain the numerical observations described at the start of this section. For A (7.4 we are on the side of for which there is just an attracting "xed point (Fig. 1a) . For A '7.4 we are on the side of for which there are Arnol'd tongues and Arnol'd hairs; the "xed point has become repelling and there is an invariant circle around it. If ( , A ) lies in a tongue, then the circle is &invisible': we only see a periodic attractor. This is the periodic sink inside the invariant circle described above. If we iterate a typical point, then it converges to this sink and we see neither the invariant circle nor the other periodic orbit lying within it (the periodic saddle). For example, ( , A )" (0.025,7.42) lies inside the tongue corresponding to rotation number 1/5. Fig. 4a shows the result of iterating a point: it is attracted to the period 5 sink. The theoretical results described above tell us that this sink together with a periodic saddle lies in an invariant circle. In Fig. 4b we show the period 5 saddle-sink pair and in Fig. 4c the invariant circle, both calculated using the program Dunro (1984). If we change A by a small amount then we continue to see a period 5 sink since we will not have moved out of the tongue, see Fig. 4d . This is a general phenomenon: when there is a periodic orbit, it persists for nearby parameter values: tongues have width. The thinner a tongue is, the quicker it is crossed as A is varied. Tongues are thin close to ; they are also thin if the corresponding periodic orbits have high period, the most extreme example of which is given by Arnol'd hairs which can be thought of as corresponding to periodic orbits of in"nite period and have no width at all.
One may wonder if the dynamical system in Eq. (10) still represents the actual dynamic behaviour of the model, presented in Section 2, along orbits far away from the steady state. Indeed, we have degrees of freedom to ensure that, along the orbits considered in the sequel, inequalities (4) and (5) are satis"ed, i.e. that the savings structure does not change along those orbits: given , must be su$ciently close to 0 while U must be small enough.
Another interesting case occurs when "0.05. In that case invariant sets created in the unstable subcritical period-doubling bifurcation interact with invariant sets created in the stable Hopf bifurcation (cf. Proposition 2.1), see van Strien et al. (1998) .
If ( , A
) lies on a hair, then we see an invariant circle. The dynamics on the circle is quasi-periodic and the rotation number changes the moment A is changed. In spite of hairs being thin and tongues thick, quasi-periodic motion is seen quite often since the set of all hairs can be shown to have positive Lebesgue measure, so the probability of ( , A ) lying on a hair is positive. Close to this probability approaches 1. This explains why, as A is increased past 7.44, we see mainly quasi-periodic motion on the (small) invariant circle and, occasionally and for a short period of time, high-period sinks as we cross one of the many thin tongues near , see Figs. 5a and b. The fact that the circle grows as A is increased past 7.4, at least for A close to 7.4, is a general property of supercritical Hopf bifurcations.
Homoclinic bifurcations and circle breakup
The above description only applies when the parameters are near the bifurcation curve : there, the invariant set created in the Hopf bifurcation is homeomorphic to a circle, and the dynamics on it is conjugate to either an irrational rotation on the circle (quasi-periodic motion) or every point is attracted to a periodic orbit. It is also possible to follow tongues far away from . In this case, a great variety of dynamical phenomena may occur, the invariant circle may break up and tongues may overlap.
Let us "rst present some numerical results for our model (Eq. (11)) to show the sorts of phenomena that can occur when the parameters are moved far away from . We shall focus on the case where "0.025 and investigate how the dynamics depends on A . From Proposition 2.1, we know that for this choice of the Hopf bifurcation occurs for A "7.4. To follow the evolution of the equilibrium dynamics of the model for increasing values of A , we present the phase portraits for di!erent values of A in Fig. 5 . The corresponding output time series may be found in Fig. 6 . As may be expected from the above discussion, the dynamics of the model displays (quasi) periodic behaviour for A values close to the bifurcation value (see Figs. 5a,b and 6a,b): we are crossing di!erent tongues and hairs, so the rotation number changes between rational and irrational. Observe from Fig. 5b that the invariant set looks like a deformed circle; this does not prevent the dynamics from being By a strange attractor, we mean a compact invariant set which attracts an open set of points and contains a dense orbit with a positive Lyapunov exponent. homeomorphic to a rational or irrational rotation of the circle. This picture changes completely if the parameter A is increased further: the smooth invariant set transforms into a seemingly strange attractor, see Fig. 5c and d. If we look at the corresponding output time series in Fig. 6c and d, we observe a mixture of regular and irregular behaviour. This pattern in the output time series may be understood as follows. Take, for example, the invariant set presented in Fig. 5d . In this case the invariant set consists of 9 pieces; each piece is mapped into itself after 9 steps. It is straightforward to check that in these 9 steps, a piece goes around the center of the broken-up circle twice: the rotation number on the invariant set is then "2/9. It is this property that accounts for the regularity in the time series of Fig. 6d . To explain the irregularity of the output series, we zoom into one of the nine pieces of the attractor presented in Fig. 5d , see Fig. 7a ; each piece displays the same complicated geometric structure. The time series on the attractor of Fig. 7a displays very irregular and seemingly unpredictable behaviour, see Fig. 7b . This accounts for the irregularity of the output time series in Fig. 6d . The pattern seen in the time series 6c for the attractor of Fig. 5c can be explained similarly.
The "rst detailed description of this circle breakup process was given by Aronson et al. (1982) . In their very interesting paper, these authors were able to show that Arnol'd tongues also persist for parameters far away from the Hopf bifurcation curve, but, for these parameters, Arnol'd tongues tend to overlap, giving rise to non-unique rotation numbers on the invariant set. In addition, inside a tongue and su$ciently far away from the bifurcation curve, they numerically observe period-doubling bifurcation cascades and the appearance of strange HeH non-like attractors. A further understanding of these numerical observations has been given by de Vilder (1995), (Section 2). By applying recent results from the theory of higher-dimensional dynamical systems, this author was able to relate the numerical results to the unfolding of so-called homoclinic bifurcations of saddle points. This is the subject of the rest of this section. To explain the mechanism that leads to the destruction of the invariant circles and the corresponding creation of strange attractors we need to introduce the notion of stable and unstable manifolds. Suppose p is a hyperbolic "xed point of a di!eomorphism G of the plane so G(p)"p and the Jacobian DG(p) has no eigenvalues of magnitude 1. The stable manifold of p is the set
=(p)"+x; GL(x)Pp as nPR,.
If p is a sink, then =(p) is an open set containing p. If p is a source then =(p) only contains p. If p is a saddle, then =(p) is a smooth one-dimensional curve passing through p (this is why =(p) is called the stable manifold of p: it is a smooth curve).
The unstable manifold is the set
The importance of stable and unstable manifolds comes from the fact that they are global and not local: they do not just depend on the behaviour of G near p. This is particularly clear when G is nonlinear, as it is for our system in Eq. (11). Whether G is linear or not, near p its dynamics is conjugate to the dynamics of DG(p) near (0,0). Moreover, =(p) is always tangent at p to the stable eigenspace of DG(p) though in general not equal to it (and =(p) is tangent to the unstable eigenspace of DG(p)). Outside a neighbourhood of p however, this linear-like behaviour no longer occurs: =(p) and =(p) may even intersect, as in Fig. 8c . This complicated con"guration, called the homoclinic tangle, is remarkably common (e.g. Guckenheimer and Holmes, 1983, p. 22; Takens, 1993, p. 35 or de Vilder, 1995) .
In Dunro (1994) we have implemented the method of Homburg (1993) and Homburg et al. (1995) which "nds, up to any prescribed accuracy, orbits on the stable and unstable manifolds as "xed points of a contraction mapping of the space of orbits.
The situation is similar if p is a periodic point rather than "xed. If p has period r, then its stable and unstable manifolds are formally de"ned as Each of these is a smooth curve in the plane passing through p, tangent to the stable and unstable eigenspaces of DGP(p), respectively. Writing P"+p, G(p), 2 , GP\(p), for the periodic orbit generated by p, we de"ne the stable manifold of P to be
and the unstable manifold as
Finding stable and unstable manifolds in analytic form is usually not possible, though they can be calculated numerically up to any prescribed accuracy. Non-trivial points of intersection of stable and unstable manifolds are known as homoclinic points. These are those points x for which GL(x)Pp as nP#R and as nP!R. Formally, if P"+p, G(p), 2 , GP\(p), is a periodic saddle orbit and the stable and unstable manifolds of GG(p) intersect at a point xOGG(p) then x is called a homoclinic point of GG (p) . If this intersection is transversal (i.e. =(p) and =(p) are not tangent at x) then x is called a transversal homoclinic point; if the intersection is tangential then x is called a point of homoclinic tangency.
The orbit of a homoclinic point is called a homoclinic orbit; each point in it is homoclinic. If the stable and unstable manifolds of a periodic saddle point p have points of homoclinic intersection then it follows that the stable and unstable manifolds of each of the other points in the periodic orbit of p also have homoclinic points (e.g. Aronson et al., 1982) .
We remarked above that when there is a homoclinic point, then the con"guration of stable and unstable manifolds is very complicated. Maps with homoclinic points have correspondingly complicated dynamics. In fact, it has been shown by Smale (1965) that whenever the stable and unstable manifolds of a (periodic) A Cantor set is an uncountable, compact, totally disconnected set without any isolated points. For example, the set obtained by removing the middle third of the segment [0,1] and then the middle thirds of the two remaining segments, and so on, is a Cantor set. It has Lebesgue measure zero.
A property of a map is strongly generic if the subset of maps possessing that property is open and dense.
saddle point p have a point of transversal homoclinic intersection then close to this point of intersection, there exists an invariant Cantor set of Lebesgue measure zero (known as a Smale horseshoe) consisting of countably in"nitely many periodic orbits as well as uncountably in"nitely many aperiodic orbits, of which uncountably in"nitely many have dense orbits. Typically, points in have extremely irregular, chaotic orbits. Since is not attracting and in fact has a saddle structure, its long term in#uence on the dynamics is limited: a point near, but not in, will in general start by orbiting chaotically, but will rapidly leave the region in which controls the dynamics, and may for example end up being attracted to a periodic sink: the e!ect of is transient (e.g. Guckenheimer and Holmes, 1983 , Section 5.1; Wiggins, 1990 , Section 4.1).
A completely di!erent picture is obtained in the creation of new transverse homoclinic points via a homoclinic tangency, in going from having no point of homoclinic intersection to having a point of transversal intersection, for example. The typical situation is illustrated in Fig. 8 : as a parameter, say A , is increased, transversal homoclinic points are created. This is a homoclinic bifurcation and has many consequences, perhaps the least of which is that there are Smale horseshoes for every parameter immediately following the one for which the homoclinic tangency occurs, as we now show.
First of all, we assume that the following conditions hold.
Assumption 3.2. The map G has a hyperbolic r-periodic saddle p such that the product of the eigenvalues evaluated at p lies inside the unit circle, i.e. "det DGP(p)"(1 (the saddle is locally dissipative). Moreover, the stable and unstable manifolds of p have a quadratic tangency at qOp and move through each other, at the tangency, in a non-degenerate manner as the parameter is varied.
Concerning the above assumptions we remark that the "rst one is automatically satis"ed whenever the saddle is in the (attracting) invariant circle created in the Hopf bifurcation, whereas the second and third assumption are strongly generic. If the above assumptions are met, it can be shown that in the creation of transversal homoclinic points through a homoclinic tangency at least three types of important dynamical phenomena arise, each occurring close to the homoclinic tangency:
1. The Newhouse phenomenon: There are uncountably many parameters for which G CA has an in"nite number of periodic sinks (e.g. Newhouse, 1974; Fig. 8 . In (a) the stable and unstable manifolds of a "xed saddle point have no points of non-trivial intersection, whereas in (b) there is a point x of tangential contact; "nally in (c) there are points of transversal intersection. Robinson, 1983; Palis and Takens, 1993, Theorem 1, p. 129, Appendix 4; Palis and Viana, 1994, Main Theorem, p. 207, remarks, p. 208 and 249) . The point is that for these parameters, the map has an in"nite number of attracting periodic orbits at the same time. This is quite di!erent to the Smale horseshoe where there are an in"nite number of saddle periodic orbits. Since the Newhouse sinks attract points, they have a long-term in#uence on the dynamics. A consequence is that given any (large) N, an interval of parameters can be found such that for every parameter in the interval, the map has at least N periodic sinks at the same time. That is, one should expect to see many periodic sinks. Intuitively, one can think of the Newhouse phenomenon as occurring at those parameters at which an in"nite number of Arnol'd tongues overlap. 2. He & non-like strange attractors: There is a set E of parameters with positive Lebesgue measure such that G CA has a strange attractor A CA for each A 3E (e.g. Mora and Viana (1993) , (Theorem A p. 2, Section 2), Viana (1993) , based on Benedicks and Carleson (1991) and Palis and Takens, (1993), (pp. 140,141) ). A typical such HeH non-like strange attractor is illustrated in Fig. 7a . Each A CA attracts an open set of points and thus in#uences the dynamics. It can be shown that there are no attracting periodic orbits in A CA and that the dynamics of A CA is chaotic. It has recently been announced by Baladi and Viana (1995) that such attractors are stochastically stable and therefore robust: they persist when the system is subjected to a small amount of noise. 3. Period-doubling and period-halving bifurcation cascades: There are an in"nite number of period-doubling and period-halving bifurcation cascades. By a period-doubling bifurcation cascade we mean the following phenomenon: there is a periodic point which, as the parameter increases, undergoes a period-doubling bifurcation; as the parameter increases further, the perioddoubled orbits undergo an additional period-doubling; and subsequent period-doublings occur in"nitely often as the parameter increases to some limit parameter. A period-halving bifurcation cascade corresponds to the same phenomenon but when the parameter is decreased; this looks like successive period-halvings if the parameter is increased (e.g. Yorke and Alligood, 1983; Kan et al., 1992; Palis and Takens, 1993, Theorem 1, p. 42) .
In summary, associated with the generic unfolding of tangential homoclinic intersections, one expects the occurrence of the Newhouse phenomenon, strange HeH non-like attractors and cascades of period-doubling and halving bifurcations. For a more detailed description of the above phenomena, we suggest the reader refer to Guckenheimer and Holmes (1983) , Takens (1993), de Vilder (1995) or Wiggins (1990) .
Remark 1.
If the product of the eigenvalues evaluated at the periodic saddle p lies outside the unit circle, i.e. "det DGP(p)"'1, then these results hold for the inverse G\ of G, so G will have an in"nite number of periodic Newhouse repellors (when G\ satis"es the Newhouse phenomenon), HeH non-like strange repellors, and so forth.
Let us continue with some numerical examples illustrating these ideas, before formalizing them.
Recall that the invariant set of Fig. 5d consists of 9 pieces: each piece is mapped in 9 steps into itself. Therefore, one expects the presence of a period 9 saddle. Using the program Dunro (1994), we were able to "nd such a period 9 saddle orbit. Again using the program Dunro, which implements the method of Homburg et al. (1995) , we calculated the stable and unstable manifolds of this periodic saddle orbit for two values of A , see Fig. 9 . Observe from Fig. 9a and c that outside the 9 saddle points itself, the stable and unstable manifolds of the period 9 saddle do not intersect whereas in Fig. 9b and d they do intersect outside the 9 saddle points: there are transverse homoclinic points and therefore Smale horseshoes.
We have now shown that for certain parameters the stable and unstable manifolds have no points of intersection outside the periodic saddles, while for other parameters they do have points of intersection outside the saddles. As can been seen from Fig. 5a}d , the dynamics becomes extremely complicated. Let us now formalize. We "rst establish a result that guarantees the generic unfolding of transversal homoclinic intersections.
Proposition 3.1. The following holds:
E For A "8.294, the stable and unstable manifolds of the dissipative period 9 saddle orbit have no points of homoclinic intersection (Fig. 9a and c) . E For A "8.314, the stable and unstable manifolds of the dissipative period 9 saddle orbit have points of transversal homoclinic intersection (Fig. 9b and d) 3[8.294,8.314] , the product of the eigenvalues evaluated at the period 9 saddle is smaller than 0.1. The method that we use to compute the stable and unstable manifolds guarantees an accurate approximation of true manifolds. Therefore, from Fig. 9a and c, the stable and unstable manifolds of the period 9 saddle orbit have no non-trivial intersections for A "8.294 whereas they do have points of non-trivial intersection for A "8.314 (cf. Fig. 9b and d) . Since our family G CA is two-dimensional, smoothly depending on the parameter, it follows that there exists a value A 3[8. 294,8.314 ] for which the stable and unstable manifolds of the period 9 saddle orbit intersect tangentially. Having one point of homoclinic tangency ensures the existence of in"nitely many homoclinic tangencies; at least one of these tangencies is quadratic and unfolds in a non-degenerate fashion, (e.g. Palis and Takens, 1993, Theorem 1, p. 36) . Hence, we have proved the generic unfolding of a non-trivial homoclinic intersection of the stable and unstable manifolds of the period 9 saddle orbit.
Although a speci"c point of homoclinic tangency is destroyed by a slight perturbation, it is shown in Palis and Takens (1993) , (Theorem 1, p. 36) that if there exists a quadratic homoclinic tangency that unfolds generically for, say, ( A , then one can "nd an in"nite sequence of parameters A converging to ( A such that for each parameter in the sequence there exist distinguishable quadratic homoclinic tangencies that also unfold in a non-degenerate manner: having one quadratic homoclinic tangency that unfolds generically for ( A ensures, then, the presence of a whole sequence of A values for which di!erent quadratic homoclinic tangencies unfold generically. For each such quadratic homoclinic tangency we have, as a consequence of the above discussion, the following result: Proof. The generic unfolding of homoclinic tangency guarantees the existence of in"nitely many transversal homoclinic intersections. From Smale (1965) , it follows that there exist in"nitely many horseshoes, and assertion 1 follows. Assertions 2 and 3 follow from Newhouse (1974) and Mora and Viana (1993) . Because of the "rst and second assertions of Proposition 3.1, we can use Yorke and Alligood (1983) and Kan et al. (1992) to prove the last assertion of the theorem. ᮀ Remark 3. From Theorem 3.1 we learn that our system possess Cantor sets, HenonH -like strange attractors and an arbitrarily large number of coexisting periodic attractors. Since the Lebesgue measure set of parameters for which these phenomena occur is positive one should, in principle, be able to numerically observe at least some of these phenomena. However, since the theorem does not exclude the possibility that these phenomena all occur at the same time one cannot relate the numerical observations of Fig. 5a}d directly to one of the assertions of the theorem. Given the observed complexities of Fig. 5a}d it seems fair to conclude the presence of HenoH n-like strange attractors possibly contaminated by a large number of coexisting periodic attractors.
Remark 4. Throughout this section we have focused on the complexities associated with the stable and unstable manifolds of a period 9 saddle orbit. In order to describe all the observed complexities one has to take stable and unstable manifolds of other periodic saddle orbits into account. The (co)existence of di!erent periodic orbits can be understood from the discussion of Arnol'd tongues as well as the work of Aronson et al. (1982) . However, we have omitted this additional analysis for reasons of brevity and presentation. From the above discussion it should be clear that the mechanism which gives rise in our model, to strange invariant sets is clearly identi"ed and, moreover, remarkably ubiquitous: it is the generic creation of transverse homoclinic orbits that accounts for the observed complexities.
Conclusion
The period-doubling and Hopf bifurcation theorem have frequently been applied to economic models. The former bifurcation in particular has proved to be very useful in showing the existence of complicated global output time paths in one-dimensional general equilibrium models. The Hopf bifurcation theorem, however, has mostly been utilized in economic modelling to show the existence of (quasi) periodic #uctuations for realistic parameter speci"cations. Less attention has been paid to its global properties, i.e. for parameters su$ciently far away from the bifurcation point.
We have illustrated in this paper the possibility that the invariant circle created in the stable Hopf bifurcation transforms into a strange attractor when an essential parameter of the model is increased far away from local bifurcation values. An equivalent way of saying this is that close to some local bifurcation values, the dynamics of the model is regular, whereas it may become very irregular for other parameter values. The main methodological contribution of this paper is that we were able to relate this transition from regular to irregular motion to the creation of homoclinic intersections of stable and unstable manifolds of periodic saddle equilibria. Yet another demonstration that the frequently observed presence of (periodic) saddle equilibria has strong consequences on the global dynamics of higher-dimensional nonlinear economic models. In particular, earlier numerical "ndings reported by several other authors may be understood within the presented framework. In fact, it seems that a quite general mechanism is at work, and we expect that similar phenomena may be encountered in alternative nonlinear dynamic economic models.
