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Abstract
An important question in IRSs is how to facilitate the IRS-user interaction, even
more when the complexity of the fuzzy query language makes diﬃcult to formulate user
queries. The use of linguistic variables to represent the input and output information in
the retrieval process of IRSs signiﬁcantly improves the IRS-user interaction. In the
activity of an IRS, there are aspects of diﬀerent nature to be assessed, e.g., the relevance
of documents, the importance of query terms, etc. Therefore, these aspects should be
assessed with diﬀerent uncertainty degrees, i.e., using several label sets with diﬀerent
granularity of uncertainty.
In this contribution, an IRS based on fuzzy multi-granular linguistic information and
a method to process the multi-granular linguistic information are proposed. The system
accepts Boolean queries whose terms can be simultaneously weighted by means of or-
dinal linguistic values according to three semantics: a symmetrical threshold semantics, a
relative importance semantics and a quantitative semantics. In the three semantics, the
linguistic weights are represented by the linguistic variable ‘‘Importance’’, but assessed
on diﬀerent label sets S1, S2 and S3, respectively. The IRS evaluates weighted queries and
obtains the linguistic retrieval status values of documents represented by the linguistic
variable ‘‘Relevance’’ which is expressed on a diﬀerent label set S0.
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1. Introduction
Information Retrieval (IR) is a research ﬁeld related to the storage and
retrieval of textual information [1,12,16]. The main activity of an IRS is the
gathering of the pertinent ﬁled documents that better satisfy user information
requirements (queries). Both documents and user queries must be formally
represented in a consistent way, so that the IRS can satisfactorily develop the
retrieval activity. Basically, IRSs present three components to carry out their
activity:
(1) A database: an archive of documents and their representation obtained by
means of the indexing procedure.
(2) A query formulation module: which allows the users to formulate their que-
ries by means of a query language.
(3) A query evaluation module: which evaluates the documents for a user query.
It presents an inference procedure that establishes a relationship between
the user query and the documents stored in the database to determine
the relevance of each document to the user query.
Most of the existing IRSs are based on the Boolean retrieval model [15,18].
In such IRSs, the database represents the documents as sets of index terms, the
query subsystem represents the user queries as Boolean combinations of index
terms, and the evaluation subsystem uses a total matching mechanism between
documents and queries as the inference procedure. These IRSs present many
limitations [15], mainly the lack of ﬂexibility and precision for representing
document contents, for describing user queries and for characterizing the rel-
evance of the documents retrieved for a given user query. These drawbacks
may be overcome by incorporating weights in the three levels of information
representation of an IRS:
(1) Document representation level. By computing weights of index terms, the
system speciﬁes to what extent a document matches the concept expressed
by the index terms.
(2) Query representation level. By associating weights to a query, a user can
provide a more precise description of his/her information needs or desired
documents.
(3) Evaluation representation level. By comparing the query term weights with
the index term weights, the evaluation mechanism procedures a so called
‘‘Retrieval Status Value’’ (RSV).
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In this paper, we mainly focus on the query and evaluation representation
levels by proposing several tools to facilitate the IRS-user inter-
action.
The use of linguistic variables [22] to represent the input and output
information in the retrieval process of IRSs considerably improves the
IRS-user interaction (see [4,5,10,11,14]). The most linguistic IRSs assume
that users provide their information needs by means of Boolean queries
whose terms are weighted by linguistic values represented by the linguistic
variable ‘‘Importance’’ assessed on a label set S. Then, the activity of the
IRS involves evaluating the linguistic weighted queries and providing the
linguistic RSVs of documents represented by the linguistic variable ‘‘Rele-
vance’’, which is also assessed on S. The drawback is that the use of the
same label set to express the inputs and outputs of the IRS diminishes the
communication possibilities in the IRS-user interaction. Furthermore, given
that both linguistic variables, ‘‘Importance’’ and ‘‘Relevance’’ represent
diﬀerent concepts, it seems necessary to use diﬀerent label sets in their
linguistic modelling, i.e., to apply a multi-granular linguistic modelling [9].
This means to use label sets with diﬀerent granularity and/or semantics to
represent the diﬀerent information kinds that appears in the retrieval pro-
cess.
The aim of this contribution is to present a model of IRS that uses multi-
granular linguistic information to carry out its activity. The multi-granular
linguistic information is modelled using a fuzzy ordinal linguistic approach
[5,10,11]. We deﬁne a method to process the multi-granular linguistic
information in an IR context. The weighted Boolean queries and the lin-
guistic RSVs of documents are assessed on label sets with diﬀerent granu-
larity and/or semantics. The query terms can be simultaneously weighted by
three linguistic weights associated with three diﬀerent semantics: a sym-
metrical threshold semantics, an relative importance semantics and a
quantitative semantics. The Boolean operators AND and OR are modelled
by means of the OWA aggregation operator [21]. The OWA operator is an
‘‘and-or’’ operator, and this property allows us to introduce a soft com-
puting in the evaluation of queries. The retrieved documents are arranged in
linguistic relevance classes, which are identiﬁed by ordinal linguistic values
assessed on a label set that is diﬀerent to those used to assess the query
weights.
This contribution is set out as follows. Section 2 reviews the fuzzy ordi-
nal linguistic approach, the concept of multi-granular linguistic infor-
mation, and the OWA operator. Section 3 presents the IRS based on
multi-granular linguistic information. Finally, some concluding remarks are
pointed out.
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2. Preliminaries
In this section, we review some tools of fuzzy linguistic information pro-
cessing that will be used in the development of our IRS.
2.1. Fuzzy ordinal linguistic approach
The fuzzy linguistic approach is an approximate technique appropriate
to deal with qualitative aspects of problems. It models linguistic values
by means of linguistic variables [22]. Its application is beneﬁcial because
it introduces a more ﬂexible framework for representing information in
a more direct and adequate way when it is not possible to express it accu-
rately.
The ordinal fuzzy linguistic approach is a special kind of fuzzy linguistic
approach that facilitates the linguistic modelling [5,8,10]. An ordinal fuzzy
linguistic approach is deﬁned by considering a ﬁnite and totally ordered label
set S ¼ si, i 2 f0; . . . ;Tg in the usual sense (si P sj if iP j) and with odd
cardinality (7 or 9 labels). The mid term representing an assessment of ‘‘ap-
proximately 0.5’’ and the rest of the terms being placed symmetrically around it
[2]. The semantics of the label set is established from the ordered structure of
the label set by considering that each label for the pair ðsi; sTiÞ is equally
informative. In some approaches [8,10,11], the semantics is completed by as-
signing fuzzy numbers deﬁned on the ½0; 1
 interval to the labels. These mem-
bership functions are described by linear trapezoidal membership functions
represented by the 4-tuple ðai; bi; ai; biÞ (the ﬁrst two parameters indicate the
interval in which the membership value is 1.0; the third and fourth parameters
indicate the left and right widths of the distribution). Furthermore, we require
the following operators:
(1) Negation operator: NegðsiÞ ¼ sj, j ¼T i.
(2) Maximization operator: MAXðsi; sjÞ ¼ si if si P sj.
(3) Minimization operator: MINðsi; sjÞ ¼ si if si6 sj.
2.2. Multi-granular linguistic information
In any linguistic approach, an important parameter to be determined is the
granularity of uncertainty, i.e., the cardinality of the label set S used to express
the linguistic information. The cardinality of S must be small enough so as not
to impose useless precision levels to the users, and it must be rich enough in
order to allow a discrimination of the assessments in a limited number of de-
grees.
On the other hand, according to the uncertainty degree that a user quali-
fying a phenomenon has on it, the label set chosen to provide his knowledge
will have more or less terms. When diﬀerent users have diﬀerent uncertainty
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degrees on the phenomenon, then several label sets with a diﬀerent granularity
of uncertainty are necessary. In the latter case, we need tools for the man-
agement of multi-granular linguistic information to model these situations.
Diﬀerent proposals can be found in [9,17].
2.3. The OWA operator
The Ordered Weighted Averaging (OWA) is an aggregation operator of
information which acts taking into account the order of the assessments to be
aggregated. It was deﬁned as follows:
Deﬁnition 1 [21]. Let A ¼ fa1; . . . ; amg, ak 2 ½0; 1
 be a set of assessments to be
aggregated, then the OWA operator, /, is deﬁned as
/ða1; . . . ; amÞ ¼ W  BT
where W ¼ ½w1; . . . ;wm
, is a weighting vector, such that wi 2 ½0; 1
 and Riwi ¼
1; and B ¼ fb1; . . . ; bmg is a vector associated to A, such that, B ¼ rðAÞ ¼
farð1Þ; . . . ; arðmÞg, where arðjÞ6 arðiÞ 8i6 j, with r being a permutation over the
set of labels A.
The OWA operator is an ‘‘and-or’’ operator [21]. This property allows the
OWA operator to carry out a soft computing in the modelling of the MAX and
MIN operators. In order to classify OWA operators in regard to their location
between ‘‘and’’ and ‘‘or’’, Yager [21] introduced a orness measure, associated
with any vector W as follows
ornessðW Þ ¼ 1
m 1
Xm
i¼1
ðm iÞwi
Fixed a weighting vector W , then the closer an OWA operator is to an ‘‘or’’,
the closer its orness measure is to one; while the nearer it is to an ‘‘and’’, the
closer is the latter measure to zero. Generally, an OWA operator with much of
the nonzero weights near the top will be an orlike operator ðornessðW Þ > 0:5Þ,
and when the most of the nonzero weights are near the bottom, the OWA
operator will be an andlike operator ðornessðW Þ6 0:5Þ. We use this good
property in our linguistic IRS to evaluate the logical connectives of Boolean
queries OR and AND.
3. The IRS based on multi-granular linguistic information
In this section we present a model of IRS that accepts linguistic weighted
Boolean queries and provides linguistic RSVs expressed using multi-granular
linguistic information. Thus, it uses multi-granular linguistic weighted queries
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and multi-granular linguistic RSVs. Other important property of this IRS is
that it models the Boolean operators in a ﬂexible way by means of the OWA
operators [21].
Before presenting the proposal, we show the assumed framework. We
consider a set of documents D ¼ fd1; . . . ; dmg represented by means of index
terms T ¼ ft1; . . . ; tlg, which describe the subject content of the documents. A
numeric indexing function F : D T ! ½0; 1
 is deﬁned, called index term
weighting. F maps a given document dj and a given index term ti to a numeric
weight between 0 and 1. Thus, F ðdj; tiÞ is a numerical weight that represents the
degree of signiﬁcance of ti in dj. F ðdj; tiÞ ¼ 0 implies that the document dj is not
at all about the concept(s) represented by the index term ti and F ðdj; tiÞ ¼ 1
implies that the document dj is perfectly represented by the concept(s) indicated
by ti. Using the numeric values in ð0; 1Þ F can weight index terms according to
their signiﬁcance in describing the content of a document in order to improve
the document retrieval.
In the following subsections, we analyze the main elements of our model of
IRS, composed of, multi-granular linguistic weighted queries and the evalua-
tion subsystem of such queries.
3.1. Deﬁning multi-granular linguistic queries
We consider that each query is expressed as a combination of the weighted
index terms which are connected by the logical operators AND (), OR (),
and NOT (:) and weighted with ordinal linguistic terms. Each term in a query
can be simultaneously weighted by means of several weights [10,11]. Particu-
larly, a term of a query can be weighted by means of three weights associated
with diﬀerent semantics. In such a way, the system gives a major support to the
speciﬁcation of user information needs.
3.1.1. The semantics of query weights
By assigning weights to queries, users specify restrictions on the docu-
ments that the IRS has to satisfy in the retrieval activity. We observe
that a user can impose two kinds of restrictions on documents to be retrieved
[10]:
(1) Qualitative restrictions: when the query weights express criteria that aﬀect
the quality of the document representation to be retrieved, i.e., constraints
to be satisﬁed by the index term weights that appear in the retrieved doc-
ument representations.
(2) Quantitative restrictions: when the query weights express criteria that aﬀect
the quantity of the documents to be retrieved, i.e., constraints to be satis-
ﬁed by the number of documents to be retrieved.
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Usually, most of the classical fuzzy query languages [3,4,6,14] do not allow
users to build weighted queries according to diﬀerent semantics simultaneously.
In [10,11], we proposed diﬀerent query languages that allow users to build
weighted queries according to diﬀerent semantics simultaneously. As was done
in [10] we propose to use the following three semantics to represent the
meaning of the weights of a query term:
(1) Symmetrical threshold semantics [10]. By associating threshold weights to
terms in a query, the user is asking to retrieve all documents suﬃciently about
the topics represented by such terms [6,7,13]. Usually, a threshold semantics
requires to reward a document whose index term weights F exceed the estab-
lished thresholds with a high RSV, but allowing some small partial credit for a
document whose F values are lower than the thresholds. Then, the query
weights indicate presence requirements, i.e., they are presence weights. A
symmetrical threshold semantics is a special threshold semantics which as-
sumes that a user may use presence weights or absence weights in the formu-
lation of weighted queries. Then, it is symmetrical with respect to the mid
threshold value, i.e., it presents the usual behaviour for the threshold values
which are on the right of the mid threshold value (presence weights), and the
opposite behaviour for the values which are on the left (absence weights or
presence weights with low values).
(2) Relative importance semantics [3,19]. This semantics deﬁnes term weights
as ameasure of the relative importance of each term of a query with respect to the
remainder. By associating relative importance weights to terms in a query, the
user is asking to see all documents whose content represents to a higher degree
the concepts associated to the most important terms than to the less important
ones. In practice, this means that the user requires that the computation of the
RSV of a document is dominated by the more heavily weighted terms.
(3) Quantitative semantics. This semantics deﬁnes query weights as measures
of the quantity of documents that users want to consider in the computation of
the ﬁnal set of documents retrieved for each query term. By associating
quantitative weights with the terms in a query, the user is asking to see a set of
retrieved documents in which the terms with a greater quantitative weight
contribute with a higher number of pertinent documents. In practice, the use of
this quantitative semantics has two beneﬁcial consequences with respect to the
classical existing system:
• The RSVs are calculated using a restricted number of document determined
for each query term by its quantitative weight. With this weight, a user can
choose those documents that best satisfy the concepts represented by the
term, or most documents that satisfy the concepts, or some documents that
satisfy the concepts, etc. Hence, we may perform a reﬁnement or tuning of
the output documents of IRS. In our case, this semantics helps us to reﬁne
the relevance classes of documents in the output of the IRS.
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• A soft control on the total number of retrieved documents that is performed
query term by query term.
We should point out that the chosen semantics are consistent and comple-
mentary between one another in the following sense: (i) consistent means that
the information needs expressed by some semantics do not contradict those
expressed by the others; and (ii) complementary means that the users can
express all or the larger part of their informations needs using the chosen
semantics.
3.1.2. Rules for formulating multi-granular linguistic weighted queries
As in [10], we use the linguistic variable ‘‘Importance’’ to model every
semantics, but with diﬀerent interpretations. For example, a query term ti
with a threshold weight of value ‘‘High’’ means that the user requires doc-
uments whose content ti should have at least a high importance value.
However, the same query term ti with a quantitative weight of value ‘‘High’’
means that the user wants a set of documents in which the term ti con-
tributes with a higher number of pertinent documents; and the same query
term ti with an importance weight of value ‘‘High’’ means that the user re-
quires that the meaning of ti must have a high importance value in the
computation of the set of retrieved documents. Therefore, the problem in
such model [10] is that diﬀerent linguistic weights associated with a term are
assessed on the same label set, S. To solve this problem, we propose to
represent the linguistic weights using multi-granular linguistic information,
i.e., assuming label sets with diﬀerent cardinality and/or semantics to assess
the weights associated with the three semantics, called S1, S2 and S3, re-
spectively.
Then, we assume that a query is any legitimate Boolean expression whose
atomic components (atoms) are 4-tuples hti; c1i ; c2i ; c3i i belonging to the set,
T  S1  S2  S3; ti 2 T , c1i 2 S1 is a value of the linguistic variable ‘‘Impor-
tance’’ modelling the symmetrical threshold semantics, c2i 2 S2 is a value of the
linguistic variable ‘‘Importance’’ modelling the quantitative semantics, and
c3i 2 S3 is a value of the linguistic variable ‘‘Importance’’ modelling the relative
importance semantics. Therefore, the set of legitimate Boolean queries is a set
of multi-granular linguistic weighted queries Q which is deﬁned by the fol-
lowing syntactic rules:
1. 8q ¼ hti; c1i ; c2i ; c3i i 2 T  S1  S2  S3 ! q 2 Q. These queries are called
atoms.
2. 8q; p 2 Q ! q ^ p 2 Q.
3. 8q; p 2 Q ! q _ p 2 Q.
4. 8q 2 Q ! :ðqÞ 2 Q.
5. Every legitimate Boolean query q 2 Q is only obtained by applying rules
1–4.
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3.2. Evaluating multi-granular linguistic weighted queries
The goal of the evaluation subsystem consists of evaluating documents in
terms of their relevance to a weighted query according to three diﬀerent se-
mantics. Usually, evaluation methods for Boolean queries act by means of a
constructive bottom-up process, i.e., in the query evaluation process, the atoms
are evaluated ﬁrst, then the Boolean combinations of the atoms, and so forth,
working in a bottom-up fashion until the whole query is evaluated. Similarly,
we propose a constructive bottom-up evaluation method to process the multi-
granular linguistic weighted queries. This method evaluates documents in terms
of their relevance to queries by supporting the three semantics associated with
the query weights simultaneously and by managing the multi-granular lin-
guistic weights satisfactorily. Furthermore, given that the concept of relevance
is diﬀerent from the concept of importance, we use a label set S0 to provide the
relevance values of documents, which is diﬀerent from those used to express the
queries (S1, S2 and S3).
To manage the multi-granular linguistic weights of queries we develop a
procedure based on the multi-granular linguistic information management tool
deﬁned in [9]. This procedure acts making uniform the multi-granular lin-
guistic information before processing queries. To do so, we have to choose a
label set as the uniform representation base, called basic linguistic term set
(BLTS), and then we have to transform (under a transformation function) all
multi-granular linguistic information into that uniﬁed label set BLTS. In our
case, the choice of the BLTS is easy to perform. It must be the label set used to
express the output of the IRS (relevance degrees of documents), i.e.,
BLTS ¼ S0.
The method to evaluate a multi-granular linguistic weighted query is com-
posed of the following steps:
(1) Preprocessing of the query. The user query is preprocessed to put it into
either conjunctive normal form (CNF) or disjunctive normal form (DNF), in
such a way that every Boolean subexpression must have more than two atoms.
Weighted single-term queries are kept in their original forms. Then, if we have
a query qw with I subexpressions and N atoms, it can appear in any of the
forms illustrated graphically in Fig. 1, i.e., as OR/Weighted-AND or as AND/
Weighted-OR trees.
(2) Evaluation of atoms with respect to the symmetrical threshold semantics.
According to a symmetrical threshold semantics, a user may search for doc-
uments with a minimally acceptable presence of one term in their representa-
tions, or documents with a maximally acceptable presence of one term in their
representations [10,11]. Then, when a user asks for documents in which the
concept(s) represented by a term ti is (are) with the value High Importance, he/
she would not reject a document with an F value greater than High. On the
contrary, when a user asks for documents in which the concept(s) represented
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by a term ti is (are) with the value Low Importance, he/she would not reject a
document with an F value less than Low. Given a request hti; c1i ; c2i ; c3i i, this
means that the query weights that imply the presence of a term in a document
c1i P s
1
T=2 (e.g.High, Very High) must be treated diﬀerently to the query weights
that imply the absence of one term in a document c1i < s
1
T=2 (e.g. Low, Very
Low). Then, if c1i P s
1
T=2, the request hti; c1i ; c2i ; c3i i is synonymous with the re-
quest hti; at least c1i ; c2i ; c3i i, which expresses the fact that the desired docu-
ments are those having F values as high as possible; and if c1i < s
1
T=2, the former
request is synonymous with the request hti; at most c1i ; c2i ; c3i i, which expresses
the fact that the desired documents are those having F values as low as pos-
sible. This interpretation is deﬁned by means of a parameterized linguistic
matching function g1 : D T  S1 ! S1 [11]. Given an atom hti; c1i ; c2i ; c3i i and a
document dj 2 D, g1 obtains the linguistic RSV of dj, called RSVi;1j , by mea-
suring how well the index term weight F ðdj; tiÞ satisﬁes the request expressed by
the linguistic weight c1i according to the following expression: g
1ðdj; hti; ciiÞ ¼
RSVi;1j ¼ g1ðdj; ti; c1i Þ ¼
s1minfaþB;Tg if s
1
T=26 s1b6 s1a
s1maxf0;aBg if s
1
T=26 s1b and s1a < s1b
Negðs1Maxf0;aBgÞ if s1a6 s1b < s1T=2
Negðs1MinfaþB;TgÞ if s1b < s1T=2 and s1b < s1a
8>><
>>:
A query in DNF
t_1    t2......tI                          tI1+1  tI1+2 ....... tI2                     tI2+1........ tN
1
1
WEIGHTED-OR              WEIGHTED-OR  ...........      WEIGHTED-OR I
AND
2
2
OR
I
t_1    t2......tI                          tI1+1  tI1+2 ....... tI2                     tI2+1........ tN
A query in DNF
WEIGHTED-AND               WEIGHTED-AND  ........... WEIGHTED-AND 
 -
Fig. 1. Queries in normal form.
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such that, (i) s1b ¼ c1i ; (ii) s1a is the linguistic index term weight obtained
as s1a ¼ LabelðF ðdj; tiÞÞ, being Label : ½0; 1
 ! S1 a function that assigns a la-
bel in S1 to a numeric value r 2 ½0; 1
 according to the following expres-
sion:
LabelðrÞ ¼ Supq s1q 2 S1 : ls1qðrÞ
n
¼ Supvfls1v ðrÞg
o
and (iii) B is a bonus value that rewards/penalizes the value RSVi;1j for the
satisfaction/dissatisfaction of request hti; c1i ; c2i ; c3i i, which can be deﬁned in an
independent way, for example asB ¼ 1, or depending on the closeness between
LabelðF ðdj; tiÞÞ and c1i , for example as B ¼ round 2ðjbajÞT
 	
.
(3) Evaluation of atoms with respect to the quantitative semantics. In this step,
documents go on being evaluated with regard to their relevance to individual
atoms of the query, but considering the restrictions imposed by the quantitative
semantics.
The linguistic quantitative weights are interpreted as follows: when a user
establishes a certain number of documents for a term in the query, expressed by
a linguistic quantitative weight, then the set of documents to be retrieved must
have the minimum number of documents that satisﬁes the compatibility or
membership function associated with the meaning of the label used as linguistic
quantitative weight. Furthermore, these documents must be those that better
satisfy the threshold restrictions imposed on the term.
We should point out that, in a fuzzy IR context, the use of a threshold
semantics implies the establishment of restrictions on the membership function
that characterizes the fuzzy set of documents retrieved for an index term, while
the use of a quantitative semantics implies the establishment of restrictions on
the support of such a fuzzy subset.
Therefore, given an atom hti; c1i ; c2i ; c3i i and assuming that RSVi;1j 2 S1 rep-
resents the evaluation according to the symmetrical threshold semantics for dj,
we model the interpretation of a quantitative semantics by means of a linguistic
matching function, called g2, which is deﬁned between the RSVi;1j and the
linguistic quantitative weight c2i 2 S2. Then, the evaluation of the atom
hti; c1i ; c2i ; c3i i with respect to the quantitative semantics associated with c2i for a
document dj, called RSV
i;1;2
j 2 S1; is obtained by means of the linguistic
matching function g2 : D S1  S2 ! S1 as follows
RSVi;1;2j ¼ g2ðRSVi;1j ; c2i ; djÞ ¼
s10 if dj 62 BS
RSVi;1j if dj 2 BS


where BS is the set of documents such that BS  SupportðMÞ where
M ¼ fðd1;RSVi;11 Þ; . . . ; ðdm;RSVi;1m Þg, is a fuzzy subset of documents obtained
according to the following algorithm:
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(1) K ¼ #SuppðMÞ
(2) REPEAT
MK ¼ fsq 2 S : lsqðK=mÞ ¼ SupvflsvðK=mÞgg.
sK ¼ Supqfsq 2 MKg.
K ¼ K  1.
(3) UNTIL ððc2i 2 MKþ1Þ OR ðc2i P sKþ1ÞÞ.
(4) BS ¼ fdrð1Þ; . . . ; drðKþ1Þg, such that RSVi;1rðhÞ6RSVi;1rðlÞ; 8l6 h.
According to g2, the application of the quantitative semantics consists of
reducing the number of documents to be considered by the evaluation sub-
system for ti in the later steps. Then, by assigning quantitative weights close to
s0, a user shows his/her preferences by considering the most representative
document inM and by assigning quantitative weights close to sT. He/she does
not make a distinction between the documents existing in M.
Remark 1. Although in this step we have worked with diﬀerent linguistic do-
mains, there has not been however aggregation of multi-granular linguistic
information. Consequently, due to this reason it has not been a need to use the
label set BLTS.
(4) Evaluation of subexpressions and modelling of the relative importance
semantics. We consider that the relative importance semantics in a single-term
query has no meaning. Then, in this step we have to evaluate the relevance of
documents with respect to the subexpressions of queries composed of more
than two atoms.
Given a subexpression qv with IP 2 atoms, we know that each document dj
presents a partial RSVi;1;2j 2 S1 with respect to each atom hti; c1i ; c2i ; c3i i of qv.
Then, the evaluation of the relevance of a document dj with respect to the
whole subexpression qv implies the aggregation of the partial relevance degrees
fRSVi;1;2j ; i ¼ 1; . . . ;Ig weighted by means of the respective relative impor-
tance degrees fc3i 2 S3; i ¼ 1; . . . ;Ig. Therefore, as S1 6¼ S3, we have to de-
velop an aggregation procedure of multi-granular linguistic information. As
said, to do so, we ﬁrst choose a label set BLTS to make linguistic information
uniform. In this case, BLTS ¼ S0 which is used to assess
RSVs (relevance degrees of documents). Then, each linguistic information
value is transformed into S0 by means of the following transformation function:
Deﬁnition 2 [9]. Let A ¼ fl0; . . . ; lpg and S0 ¼ fs00; . . . ; c0mg be two label sets,
such that mP p. Then, a multi-granularity transformation function, sAS0 is
deﬁned as sAS0 : A !FðS0Þ
sAST ðliÞ ¼ fðs0k; aikÞ=k 2 f0; . . . ;mgg; 8li 2 A;
aik ¼ maxy minflliðyÞ; lc0k ðyÞg
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where FðS0Þ is the set of fuzzy sets deﬁned in S0, and lliðyÞ and ls0k ðyÞ are
the membership functions of the fuzzy sets associated to the terms li and s0k,
respectively.
Therefore, the result of sAS0 for any linguistic value of A is a fuzzy set deﬁned
in the BLTS, S0. Using the multi-granularity transformation functions sS1S0 and
sS3S0 , we transform the linguistic values fRSVi;1;2j 2 S1; i ¼ 1; . . . ;Ig and
fc3i 2 S3; i ¼ 1; . . . ;Ig into S0, respectively. Therefore, the values RSVij and c3i
are represented as fuzzy sets deﬁned on S0 characterized by the following ex-
pressions:
(1) sS1S0 ðRSVi;1;2j Þ ¼ ½ðs00; aij0 Þ; . . . ; ðs0m; aijmÞ
, and
(2) sS2S0 ðc3i Þ ¼ ½ðs00; ai0Þ; . . . ; ðs0m; aimÞ
, respectively.
In each subexpression qv we ﬁnd that the atoms can be combined using the
AND or OR Boolean connectives, depending on the normal form of the user
query. The restrictions imposed by the relative importance weights must be
applied in the aggregation operators used to model both connectives. These
aggregation operators should guarantee that the more important the query
terms, the more inﬂuential they are in the determination of the RSVs. To do
so, these aggregation operators must carry out two activities [8]: (i) the
transformation of the weighted information under the importance degrees by
means of a transformation function h; and (ii) the aggregation of the trans-
formed weighted information by means of an aggregation operator of non-
weighted information f . As it is known, the choice of h depends upon f . In
[20], Yager discussed the eﬀect of the importance degrees on the MAX (used to
model the connective OR) and MIN (used to model the connective AND)
types of aggregation and suggested a class of functions for importance
transformation in both types of aggregation. For the MIN aggregation, he
suggested a family of t-conorms acting on the weighted information and the
negation of the importance degree, which presents the non-increasing mono-
tonic property in these importance degrees. For the MAX aggregation, he
suggested a family of t-norms acting on weighted information and the im-
portance degree, which presents the non-decreasing monotonic property in
these importance degrees.
Following the ideas shown above, we use the OWA operators /1 (with
ornessðW Þ6 0:5) and /2 (with ornessðW Þ > 0:5) to model the AND and OR
connectives, respectively. Hence, when h ¼ /1, f ¼ maxðNegðweightÞ; valueÞ,
and when h ¼ /2, f ¼ minðweight; valueÞ.
Then, given a document dj, we evaluate its relevance with respect to a
subexpression qv, called RSV
v
j , as RSV
v
j ¼ ½ðs00; av0Þ; . . . ; ðs0m; avmÞ
, where
(1) if qv is a conjunctive subexpression then
avk ¼ /1 maxðð1
  a1kÞ; a1jk Þ; . . . ;maxðð1 aIk Þ; aIjk Þ and
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(2) if qv is a disjunctive subexpression then
avk ¼ /2 minða1k ; a1jk Þ; . . . ;minðaIk ; aIjk Þ
 
In such a way, using the OWA operators to model the AND and OR
connectives we introduce a soft computing in the evaluation of queries.
(5) Evaluation of the whole query. In this step, each document dj is assigned a
total RSVj with respect to the whole query. The ﬁnal evaluation of each
document is achieved by combining their evaluations with respect to all the
subexpressions using, again, the OWA operators /1 and /2 to model the AND
and OR connectives, respectively.
Then, given a document dj, we evaluate its relevance with respect to a query
q as RSVj ¼ fðs00; bj0Þ; . . . ; ðs0m; bjmÞg, where bjk ¼ /1ða1k ; . . . ; aVk Þ, if q is in CNF,
and bjk ¼ /2ða1k ; . . . ; aVk Þ, if q is in DNF, with V standing for the number of
subexpressions in q.
Remark 2. On the NOT Operator. We should note that, if a query is in CNF or
DNF form, we have to deﬁne the negation operator only at the level of single
atoms. This simpliﬁes the deﬁnition of the NOT operator. As was done in [10],
the evaluation of document dj for a negated weighted atom h:ðtiÞ; c1i ; c2i ; c3i i is
obtained from the negation of the index term weight F ðti; djÞ. This means to
calculate g1 from the linguistic value Labelð1 F ðti; djÞÞ.
(6) Presenting the output of the IRS. At the end of the evaluation of a user
query q, each document dj is characterized by RSVj which is a fuzzy set deﬁned
on S0. Of course, an answer of an IRS where the relevance of each document is
expressed by means of a fuzzy set is not easy to understand, and neither to
manage. To overcome this problem we present the output of our IRS by means
of ordered linguistic relevance classes, as in [10,11]. Furthermore, in each rel-
evance class we establish a ranking of the documents using a conﬁdence degree
associated to each document.
To do so, we calculate a label sj 2 S0 for each document dj, which represents
its linguistic relevance class. We design an easy linguistic approximation pro-
cess in S0 using a similarity measure, e.g., the Euclidean distance. Each label
s0k 2 S0 is represented as a fuzzy set deﬁned in S0, i.e., fðs00; 0Þ; . . . ;
ðs0k; 1Þ; . . . ; ðs0m; 0Þg. Then, we calculate sj as
sj ¼ MAXfs0l n Confðs0l;RSVjÞ ¼ mink fConfðs
0
k;RSVjÞgg
where Confðs0k;RSVjÞ 2 ½0; 1
 is the conﬁdence degree associated to dj deﬁned
as Confðs0k;RSVjÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPk1
i¼0 ðbjiÞ2 þ ðbjk  1Þ2 þ
Pm
i¼kþ1ðbjiÞ2
q
.
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3.3. Example of application
In this section, we present an example of performance of the proposed IRS
let us suppose a small database containing a set of seven documents D ¼
fd1; . . . ; d7g, represented by means of a set of 10 index terms T ¼ ft1; . . . ; t10g.
Documents are indexed by means of an indexing function F , which assigns the
following weights to each of them:
d1 ¼ 0:7=t5 þ 0:4=t6 þ 1=t7
d2 ¼ 1=t4 þ 0:6=t5 þ 0:8=t6 þ 0:9=t7
d3 ¼ 0:5=t2 þ 1=t3 þ 0:8=t4
d4 ¼ 0:9=t4 þ 0:5=t6 þ 1=t7
d5 ¼ 0:7=t3 þ 1=t4 þ 0:4=t5 þ 0:8=t9 þ 0:6=t10
d6 ¼ 1=t5 þ 0:99=t6 þ 0:8=t7
d7 ¼ 0:8=t5 þ 0:02=t6 þ 0:8=t7 þ 0:9=t8
In the same way, let us suppose the following four label sets with diﬀerent
cardinality and semantics to assess threshold weights, quantitative weights,
relative importance weights and RSVs, respectively:
1. S1 ¼ fMI ¼ ð0; 0; 0; 0:25Þ; VL ¼ ð0:25; 0:25; 0:25; 0:15Þ;
L ¼ ð0:4; 0:4; 0:15; 0:1Þ;M ¼ ð0:5; 0:5; 0:1; 0:1Þ;
MU ¼ ð0:6; 0:6; 0:1; 0:15Þ; VM ¼ ð0:75; 0:75; 0:15; 0:25Þ;
MA ¼ ð1; 1; 0:25; 0Þg.
2. S2 ¼ fN ¼ ð0; 0; 0; 0:25Þ; L ¼ ð0:25; 0:25; 0:25; 0:25Þ;
M ¼ ð0:5; 0:5; 0:25; 0:25Þ;H ¼ ð0:75; 0:75; 0:25; 0:25Þ;
T ¼ ð1; 1; 0:25; 0Þg.
3. S3 ¼ fN ¼ ð0; 0; 0; 0Þ;EL ¼ ð0:01; 0:02; 0:01; 0:05Þ;
VL ¼ ð0:1; 0:18; 0:06; 0:05Þ; L ¼ ð0:22; 0:36; 0:05; 0:06Þ;
M ¼ ð0:41; 0:58; 0:09; 0:07Þ;H ¼ ð0:63; 0:80; 0:05; 0:06Þ;
VH ¼ ð0:78; 0:92; 0:06; 0:05Þ;EH ¼ ð0:98; 0:99; 0:05; 0:01Þ;
T ¼ ð1; 1; 0; 0Þg.
4. S0 ¼ fN ¼ ð0; 0; 0; 0Þ;EL ¼ ð0:01; 0:02; 0:01; 0:05Þ;
VL ¼ ð0:1; 0:18; 0:06; 0:05Þ;ML ¼ ð0:22; 0:30; 0:05; 0:06Þ;
L ¼ ð0:31; 0:36; 0:05; 0:06Þ;M ¼ ð0:41; 0:58; 0:09; 0:07Þ;
H ¼ ð0:63; 0:70; 0:05; 0:06Þ;MH ¼ ð0:71; 0:80; 0:05; 0:06Þ;
VH ¼ ð0:78; 0:92; 0:06; 0:05Þ;EH ¼ ð0:98; 0:99; 0:05; 0:01Þ;
T ¼ ð1; 1; 0; 0Þg.
Finally, consider that a user formulates the following query q ¼ ððt5;MU ;
L; VHÞ ^ ðt6; L; L; VLÞÞ _ ðt7;MU ; L;HÞ. The process applied by the IRS is shown
as follows:
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(1) Preprocessing of the query. The query q is in DNF, but it presents one
subexpression with only one atom. Therefore, q must be preprocessed and
transformed into normal form with every subexpression having more than two
atoms. Then, q is transformed into the following equivalent query q ¼
ððt5;MU ; L; VHÞ _ ðt7;MU ; L;HÞÞ ^ ððt6; L; L; VLÞ _ ðt7;MU ; L;HÞÞ, which is ex-
pressed in CNF.
(2) Evaluation of atoms with respect to the symmetrical threshold semantics.
In this step we obtain the documents represented in a linguistic form using the
translation function Label:
d1 ¼ VM=t5 þ L=t6 þMA=t7
d2 ¼ MA=t4 þMU=t5 þ VM=t6 þMA=t7
d3 ¼ M=t2 þMA=t3 þ VM=t4
d4 ¼ MA=t4 þM=t6 þMA=t7
d5 ¼ VM=t3 þMA=t4 þ L=t5 þ VM=t9 þMU=t10
d6 ¼ MA=t5 þMA=t6 þ VM=t7
d7 ¼ VM=t5 þMI=t6 þ VM=t7 þMA=t8
Let us set the sensitivity parameter B ¼ round 2ðjbajÞ
T
 	
. Then, the evaluations
of atoms according to the symmetrical threshold semantics modelled by means
of the function g1 are the following:
RSV5;11
 ¼ VM ;RSV5;12 ¼ MU ;RSV5;15 ¼ VL;RSV5;16 ¼ MA;RSV5;17 ¼ VM
RSV6;11
 ¼ MU ;RSV6;12 ¼ MI ;RSV6;14 ¼ M ;RSV6;16 ¼ MI ;RSV6;17 ¼ MA
RSV7;11
 ¼ MA;RSV7;12 ¼ MA;RSV7;14 ¼ MA;RSV7;16 ¼ VM ;RSV7;17 ¼ VM
(3) Evaluation of atoms with respect to the quantitative semantics. The eval-
uation of the atoms of the query according to the quantitative semantics
modeled by g2 are:
RSV5;1;21
 ¼ VM ;RSV5;1;26 ¼ MA
RSV6;1;21
 ¼ MU ;RSV6;1;27 ¼ MA
RSV7;1;21
 ¼ MA;RSV7;1;22 ¼ MA
We should note that the quantitative semantics decreases the number of doc-
uments associated to be considered in each query term.
(4) Evaluation of subexpressions and modelling the relative importance se-
mantics. We choose the set of eleven labels S0 as BLTS to make the linguistic
information uniform.
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The results of the transformation functions sS1S0 and sS3S0 applied on RSV
i;1;2
j
and on the relative importance degrees of terms c3i are respectively as follows:
sS1S0 ðMUÞ ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0:88Þ; ðs6; 0:85Þ;
ðs7; 0:45Þ; ðs8; 0:14Þ; ðs9; 0Þ; ðs10; 0Þg
sS1S0 ðVMÞ ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0:23Þ; ðs6; 0:76Þ;
ðs7; 1:0Þ; ðs8; 0:90Þ; ðs9; 0:23Þ; ðs10; 0Þg
sS1S0 ðMAÞ ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0:96Þ; ðs10; 1Þg
sS1S0 ðNÞ ¼ fðs0; 1Þ; ðs1; 0:96Þ; ðs2; 0:68Þ; ðs3; 0:27Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0Þ;
ðs7; 0Þ; ðs8; 0Þ; ðs9; 0Þ; ðs10; 0Þg
and
sS3S0 ðVHÞ ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:33Þ;
ðs7; 1:0Þ; ðs8; 1:0Þ; ðs9; 0:4Þ; ðs10; 0Þg
sS3S0 ðHÞ ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0:58Þ; ðs6; 1:0Þ;
ðs7; 1:0Þ; ðs8; 1:0Þ; ðs9; 0Þ; ðs10; 0Þg
sS3S0 ðVLÞ ¼ fðs0; 0Þ; ðs1; 0:27Þ; ðs2; 1Þ; ðs3; 0:6Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0Þ;
ðs7; 0Þ; ðs8; 0Þ; ðs9; 0Þ; ðs10; 0Þg
The query q0 has two subexpressions and each of the presents two atoms, q01 ¼
ðt5;MU ; L; VHÞ _ ðt7;MU ; L;HÞ and q02 ¼ ðt6; L; L; VLÞ _ ðt7;MU ; L;HÞ. Each
subexpression is in disjunctive form, and thus we must use an OWA operator
/2 with ornessðW Þ > 0:5 (for example, with ðW ¼ ½1; 0
ÞÞ.
RSV11 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:33Þ;
ðs7; 1:0Þ; ðs8; 0:9Þ; ðs9; 0:23Þ; ðs10; 0Þg
RSV12 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0Þ; ðs10; 0Þg
RSV16 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0:4Þ; ðs10; 0Þg
RSV21 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0Þ; ðs10; 0Þg
RSV22 ¼ fðs0; 0Þ; ðs1; 0:27Þ; ðs2; 0:67Þ; ðs3; 0:26Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0Þ; ðs10; 0Þg
RSV27 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0Þ;
ðs7; 0Þ; ðs8; 0Þ; ðs9; 0Þ; ðs10; 0Þg
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(5) Evaluation of the whole query. We obtain the document evaluation with
respect to the whole query using an OWA operator /1 with ornessðW Þ < 0:5
(e.g. with ðW ¼ ½0:4; 0:6
ÞÞ.
RSV1 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:15Þ;
ðs7; 0:61Þ; ðs8; 0:8Þ; ðs9; 0:92; ðs10; 0Þg
RSV2 ¼ fðs0; 0Þ; ðs1; 0:11Þ; ðs2; 0:27Þ; ðs3; 0:10Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:032Þ;
ðs7; 0:35Þ; ðs8; 0:73Þ; ðs9; 0Þ; ðs10; 0Þg
RSV6 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0:013Þ;
ðs7; 0:14Þ; ðs8; 0:3Þ; ðs9; 0:16Þ; ðs10; 0Þg
RSV7 ¼ fðs0; 0Þ; ðs1; 0Þ; ðs2; 0Þ; ðs3; 0Þ; ðs4; 0Þ; ðs5; 0Þ; ðs6; 0Þ;
ðs7; 0Þ; ðs8; 0Þ; ðs9; 0Þ; ðs10; 0Þg
Finally, we calculate a label sj 2 S0 for each document dj, which represents its
linguistic relevance class, obtaining the ﬁnal system output:
fðd1;MHÞ; ðd2;MHÞ; ðd6;MHÞg
4. Concluding remarks
We have presented a model of IRS based on multi-granular linguistic in-
formation. In such a way, we get that the interchange of information between
the user and the IRS is carried out in a more natural way, improving the IRS-
user interaction.
In the future, we think on applying this method in the multi-weighted query
languages where the diﬀerent elements of a query, terms subexpressions, con-
nectives, and the whole query itself, can be weighted.
References
[1] R. Baeza-Yates, B. Ribeiro-Neto, Modern Information Retrieval, Addison, 1999.
[2] P.P. Bonissone, K.S. Decker, Selecting uncertainty calculi and granularity: An experiment in
trading-oﬀ precision and complexity, in: L.H. Kanal, J.F. Lemmer (Eds.), Uncertainty in
Artiﬁcial Intelligence, North-Holland, 1986, pp. 217–247.
[3] A. Bookstein, Fuzzy request: An approach to weighted Boolean searches, Journal of the
American Society for Information Science 31 (1980) 240–247.
[4] G. Bordogna, G. Pasi, A fuzzy linguistic approach generalizing Boolean information retrieval:
A model and its evaluation, Journal of the American Society for Information Science 44 (1993)
70–82.
[5] G. Bordogna, G. Pasi, An ordinal information retrieval model, International Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems 9 (1) (2001) 63–75.
[6] D. Buell, D.H. Kraft, Threshold values and Boolean retrieval systems, Information Processing
& Management 17 (1981) 127–136.
238 E. Herrera-Viedma et al. / Internat. J. Approx. Reason. 34 (2003) 221–239
[7] D. Buell, D.H. Kraft, A model for a weighted retrieval system, Journal of the American Society
for Information Science 32 (1981) 211–216.
[8] F. Herrera, E. Herrera-Viedma, Aggregation operators for linguistic weighted information,
IEEE Transactions on Systems, Man, and Cybernetics Part A: Systems 27 (1997) 646–656.
[9] F. Herrera, E. Herrera-Viedma, L. Martinez, A fusion approach for managing multi-
granularity linguistic term sets in decision making, Fuzzy Sets and Systems 114 (2000) 43–58.
[10] E. Herrera-Viedma, Modeling the retrieval process for an information retrieval system using an
ordinal fuzzy linguistic approach, Journal of the American Society for Information Science and
Technology 52 (6) (2001) 460–475.
[11] E. Herrera-Viedma, An information retrieval system with ordinal linguistic weighted queries
based on two weighting elements, International Journal of Uncertainty, Fuzziness and
Knowledge-Based Systems 9 (1) (2001) 77–88.
[12] R.R. Korfhage, Information Storage and Retrieval, Wiley Computer Publishing, New York,
1997.
[13] D.H. Kraft, D.A. Buell, Fuzzy sets and generalized Boolean retrieval systems, International
Journal of Man–Machine Studies 19 (1983) 45–56.
[14] D.H. Kraft, G. Bordogna, G. Pasi, An extended fuzzy linguistic approach to generalize
Boolean information retrieval, Information Sciences 2 (1994) 119–134.
[15] G. Salton, M.H. McGill, Introduction to Modern Information Retrieval, McGraw-Hill, New
York, 1983.
[16] G. Salton, Automatic text processing: The transformation, analysis of information by
computer, Addison Wesley Series in Computer Science, Addison-Wesley, Reading, MA, 1989.
[17] V. Torra, Aggregation of linguistic labels when semantics is based on antonyms, International
Journal of Intelligent Systems 16 (2001) 513–524.
[18] C.J. Van Rijsbergen, Information Retrieval, second ed., Butterworth, 1979.
[19] W.G. Waller, D.H. Kraft, A mathematical model of a weighted Boolean retrieval system,
Information Processing & Management 15 (1979) 235–245.
[20] R.R. Yager, A note on weighted queries in information retrieval systems, Journal of the
American Society for Information Science 38 (1987) 23–24.
[21] R.R. Yager, On ordered weighted averaging aggregation operators in multicriteria decision
making, IEEE Transactions on Systems, Man, and Cybernetics 18 (1988) 183–190.
[22] L.A. Zadeh, The concept of a linguistic variable and its applications to approximate reasoning.
Part I, Information Sciences 8 (1975) 199–249, Part II, Information Sciences 8 (1975) 301–357,
Part III, Information Sciences 9 (1975) 43–80.
E. Herrera-Viedma et al. / Internat. J. Approx. Reason. 34 (2003) 221–239 239
