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Abstract
We introduce a growth process which samples sections of uniform infinite causal
triangulations by elementary moves in which a single triangle is added. A relation to
a random walk on the integer half line is shown. This relation is used to estimate the
geodesic distance of a given triangle to the rooted boundary in terms of the time of
the growth process and to determine from this the fractal dimension. Furthermore,
convergence of the boundary process to a diffusion process is shown leading to an in-
teresting duality relation between the growth process and a corresponding branching
process.
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2
1 Introduction
In the field of quantum gravity, models of random geometry or sometimes called quantum
geometry have been studied intensively in the search of a non-perturbative definition of the
gravitational path integral (see [1] for an overview). In two dimensions one distinguishes
between models of Euclidean quantum gravity, so-called dynamical triangulations (DT) [1]
and Lorentzian quantum gravity, so-called causal dynamical triangulations (CDT) ([2], and
[3] for an overview of recent progress in two dimensions).
In the area of probability theory, the uniform measure on infinite planar triangulations
(UIPT) [4] has been introduced as a mathematically rigorous model of DT,1 while recently
uniform infinite causal triangulations (UICT) [6, 7] have been employed as a mathematically
rigorous model of CDT. In particular, the formulation of the UICT measure is based on a
bijection to planar rooted trees as was first formulated in [8] and independently later in [6]
(see Figure 1). Both formulations are based on a similar bijection for the dual graphs of CDT
which was introduced in [9]. The work in [6] shows convergence of the uniform measure on
causal triangulations in the limit where the number of triangles goes to infinity and proves
that the fractal dimension is two almost surely (a.s.) as well as that the spectral dimension
is bounded above by two a.s. In [7] further convergence properties of the UICT measure
are proven, in particular, using the relation to a size-biased critical Galton-Watson process,
the convergence of the joint boundary length-area process to a diffusion process is shown
from which one can extract the quantum Hamiltonian through the standard Feynman-Kac
procedure. In a different work [10], the existence of a phase transition of the quenched Ising
model coupled to UICT is shown. All the above mentioned articles rely on the bijection
to trees and the relation to branching processes. In this article we give an alternative
formulation of UICT through a growth process.
In [11] Angel studied a growth process which samples sections of UIPT. This growth
process is a mathematically rigorous formulation of the so-called peeling procedure for DT,
as introduced by Watabiki in the physics literature [12], where it can also be understood as
a time-dependent version of the so-called loop equation, a combinatorial equation derived
from random matrix models of DT [1].
In the context of CDT a similar peeling procedure as for DT can be formulated as was
shown recently [13]. Furthermore, one can relate it to a random matrix model which itself
can be understood as a new continuum limit of the standard matrix model for DT [14, 15].
In this article we introduce a growth process which samples sections of UICT by elemen-
tary moves in which a single triangle is added (see Figure 2 and 3). This growth process
is based on the peeling procedure of CDT [13] and analogous to the corresponding growth
process for UIPT [11]. The growth process is related to a Markov chain {Mn}n≥0 with state
space N = {1, 2, 3, ...} which describes the evolution of the boundary length Mn of the tri-
1Lately also much progress has been made in understanding the scaling limit of DT as the Brownian map
(see [5] for an overview).
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angulation as a function of “growth time” n. Using this relation it is shown how to estimate
the stoping times nt at which the growth process finishes a strip of a fixed geodesic distance
t to the rooted boundary. We use this to prove that the fractal dimension is almost surely
two, in an alternative manner to the derivation using branching processes as was done in
[6]. Further, we prove convergence of the Markov chain {Mn}n≥0. to a diffusion process. It
is then shown how to relate this diffusion process using a random time change to another
diffusion process describing the evolution of the generation size of a critical Galton-Watson
conditioned on non-extinction. This provides us with an interesting duality picture with the
growth process on the one side and the branching process on the other side.
2 A growth process for uniform infinite causal trian-
gulations
2.1 Definitions
We consider rooted causal triangulations of a cylinder C = S1× [1,∞), where S1 is the unit
circle.
Consider a connected graph G with a countable number of vertices embedded in C.
Suppose that all its faces are triangles (using the convention that an edge incident to the
same face on both sides counts twice, see [7] for more details). A triangulation T of C is the
pair of the embedded graph G and the set F of all the faces: T = (G,F ).
Definition 2.1. A triangulation T of C is called an almost causal triangulation (ACT) if
the following conditions hold:
• each triangular face of T belongs to some strip S1 × [j, j + 1], j = 1, 2, . . . , and has all
vertices on the boundary (S1 × {j}) ∪ (S1 × {j + 1}) of the strip S1 × [j, j + 1];
• let kj = kj(T ) be the number of edges on S1 × {j}, then we have 0 < kj < ∞ for all
j = 1, 2, . . . .
Definition 2.2. A triangulation T of C is called a causal triangulation (CT) if it is an
almost causal (ACT) and any triangle has exactly one edge on the boundary of the strip to
which it belongs.
Example 2.1. The first two sclices from the bottom of the triangulation of Figure 4 form a
CT while the third strip is an example of an ACT.
Definition 2.3. A triangulation T of C is called rooted if it has a root. The root in the
triangulation T consists of a triangular face t of T , called the root triangle, with an ordering
on its vertices (x, y, z). The vertex x is the root vertex and the directed edge (x, y) is the root
edge. The root vertex and the root edge belong to S1 × {1}.
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Definition 2.4. Two almost causal or two causal rooted triangulations of C, say T = (G,F )
and T ′ = (G′, F ′), are equivalent if there exists a self-homeomorphism of C such that it
transforms each slice S1 × {j}, j = 1, . . . ,M to itself preserving its direction, it induces an
isomorphism of the graphs G and G′ and a bijection between F and F ′, also the root of T
goes to the root of T ′.
We usually abbreviate “equivalence class of embedded rooted (almost) causal triangu-
lations” by “(almost) causal triangulations”. In the same way we can define an (almost)
causal triangulations of a cylinder Ct = S
1 × [1, t], where t = 2, 3, . . . .
2.2 Uniform infinite causal triangulations
Denote by T (N,m0,m) the set of finite causal triangulation with N triangles with a rooted
boundary of length m0 and second boundary of length m. Let T (N,m0) be the set of finite
causal triangulations with N triangles, with the length of the rooted boundary equal m0 and
the length of the other boundary not fixed, i.e.
T (N,m0) = ∪∞m=1T (N,m0,m).
Let C(N,m0) = #T (N,m0) be the number of triangulations of a cylinder with N triangles
and m0 boundary edges of the rooted boundary. Define the uniform distribution on the
(finite) set T (N,m0) by
PN,m0(T ) =
1
C(N,m0)
. (2.1)
One can now define the limiting measure as the uniform measure on infinite causal
triangulations, as done in [6, Theorem 2] which is based on the generic random tree measure
[16, Theorem 2] (see also [7, 17]):
Theorem 2.1. There exists the measure pi, called the uniform infinite causal triangulation
(UICT) measure, on the set of causal triangulations of the cylinder C such that
PN,m0 → pimo , N →∞
as a weak limit.
There is an interesting relation between UICT and critical Galton-Watson family trees
due to a bijection of causal triangulations and rooted planar trees (or forests) (see [8] and
[6]) which is illustrated in Figure 1. To get from the rooted causal triangulation to the
rooted planar forest we remove all horizontal edges from the triangulation, furthermore at
each vertex we remove the leftmost up-pointing edge. The result is a planar rooted forest
where we chose the sequence of roots to be the sequence of vertices on the initial boundary
starting with the root vertex x of the root triangle (x, y, z) and following the boundary in
5
Figure 1: Bijection between rooted causal triangulations and (rooted) forests.
an anti-clockwise direction. Connecting the root vertices of the forests to a single external
vertex one obtains a planar rooted tree. The inverse relation should now be clear. A detailed
and slightly different formulation of the bijection can be found in [8, 6].
Consider the critical Galton-Watson branching process with one particle type and off-
spring distribution pk = (1/2)
k+1, k ≥ 0. Let ηj be the number of particles at generation j.
One easily sees that ηj is a recurrent Markov chain with transition probability
PGW (ηj+1 = k | ηj = l) = 1
2k+l
(
k + l − 1
k
)
.
The following lemma clarifies the connection between the Galton-Watson branching pro-
cess and the UICT (see for instance [16, Lemma 4]):
Lemma 2.1. Recall the definition of kj in Definition 2.1. We have
pim0(kj = m) =
m
m0
PGW (ηj = m | η0 = m0). (2.2)
Note that the RHS of the previous expression can also be interpreted as a critical Galton-
Watson process conditioned on non-extinction, i.e. pim0(kj = m) = limN→∞ PGW (ηj = m |
η0 = m0, ηN > 0).
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2.3 Growth process
Here we define the process with discrete time which constructs (samples) a UICT by adding
one triangle at each step.
Let {x1, . . . , xm} be the set of boundary vertices for some triangulation of the disc with
m boundary edges. We label the vertices following the direction on the boundary where
(xm, x1) is the marked edge.
In any step, we will add a triangle to the marked edge and after that we put the new
mark on another edge. One allows this to be done in two different ways. In particular, one
can add a triangle (xm, y, x1) to the marked edge (xm, x1) where y is either a new vertex, we
call this the (+)-move, or y = x2, where x2 is the next vertex after x1 following the direction
on the boundary; we call this the (−)-move. If y is a new vertex, then the next marked edge
will be (y, x1). In the case y = x2 the new marked edge is (xm, x2). If the boundary consists
of only one edge (x1, x1), then in the next step one can only add a triangle (x1, y, x1) with
the marked edge (y, x1). Note that the marked edge belongs to the boundary at each step
of the growth process.
We will consider the following special starting triangulation with m+ 1 vertices (m ≥ 1):
a triangulation of the disc with m edges on the boundary (a m-gon), having m triangles and
one vertex in the interior of the disc which is a common vertex of all m triangles. This vertex
we call the 0-root or 0 (in contrast with the root triangle). Let us denote this triangulation
as Sm. Note that any move preserves the topology of the triangulation as a disc. Denote by
Tn the triangulation of the disc after n moves and let l(Tn) be the length of the boundary
of the triangulation Tn. Further, let en = (v
1
n, v
2
n) be the marked edge of Tn with vertices
v1n, v
2
n ∈ Tn.
We now assign probabilities to the growth process: Conditioning on the length of the
boundary of the triangulation Tn, we can add another triangle to it by choosing one of the
above two moves randomly according to the probabilities
P((±)−move | l(Tn) = m) = 1
2
m± 1
m
. (2.3)
Denote by Tm(n) the set of all possible triangulations of the disc obtained by applying all
possible (permitted) sequences of length n of the (+) and (−) moves starting with Sm.
Given the transition probabilities (2.3) one has that Tn is a Markov chain with state space
∪n≥0Tm(n).
Note that in any move one adds one triangle to the triangulation and changes the length
of the boundary of the triangulation by one: the (+)-move increases the boundary by one,
while the (−)-move decreases the boundary by one. This process of growing the triangulation
is basically the time reversal of the so-called “peeling” process, which is related to so-called
loop equations for matrix models in the physics literature (see [1] in the context of DT and
[13, 14, 15, 18] in the context of CDT).
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Figure 2: The two different moves of the growth process.
The process Tn determines a process which describes the evolution of the length of the
boundary of the triangulation Tn. Denote the length Mn = l(Tn). Define ξn = Mn+1 −Mn.
The probabilities (2.3) one can rewrite as
P(ξn = ±1 |Mn = m) = 1
2
m± 1
m
. (2.4)
It is clear that Mn is a Markov chain with state space N = {1, 2, 3, . . . } and transition
probabilities (2.4).
We now describe the relationship between the process Tn and the process Mn. If we know
the sequence of {Mn}n=0,1,...,s then we know the sequence of (±)-moves and consequently we
know the triangulation Ts. Inversely, if we fix the triangulation Ts from Tm(s) we can
reconstruct the sequence {Mn}n=0,1,...,s. Hence, one has:
Remark 2.1. For any s ∈ N, there is a one-to-one correspondence g between Tm(s) and the
set of sequences {Mn}n=0,1,...,s, with M0 = m, fulfilling
P(Ts = T | T0 = Sm) = P(g(T ) |M0 = m).
Due to this relation we also call the Markov chain {Mn}n=0,1,...,s the growth process.
We will now make the link to almost causal triangulations. For any s ∈ N and any
triangulation Ts from the set Tm(s) there exists a number h(Ts) (to be defined as the “height”
of the triangulation) such that the set of all vertices of the triangulation V (Ts) can be divided
into the disjoint sets corresponding to the distances between the vertices and the 0-root:
V (Ts) = ∪h(Ts)i=0 Vi, where Vi = Vi(Ts) is the set of vertices of Ts which have distance to the
0-root equal to i, where V0 contains only the 0-root vertex. Thus h(Ts) is the maximal
distance to the 0-root.
Definition 2.5. For the growth process Tn let us define the following moments nt, t =
1, 2, . . . .
nt := min{s > 0 : dist(v1s , 0−root) = dist(v2s , 0−root) = t}
where we recall that (v1s , v
2
s) = es are the vertices adjacent to the root edge.
Denote by Tˆn the triangulation Tn without the 0-root and the edges attached to it, then
we have:
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Figure 3: Construction of a slice of an almost causal triangulation using the following se-
quence of moves: +, +, +, −, +, −, −. The left hand side and the right hand side of the
strip are periodically identified.
Theorem 2.2. Tˆnt is an almost causal triangulation of Ct.
This means that between the moments nt and nt−1 the growth process Tt constructs an
almost causal triangulation of the strip S1 × [t− 1, t].
Proof. The proof follows directly from the detailed description of the growth process: It is
obvious that Tˆnt is a triangulation of the cylinder Ct, because it is a triangulation of the disc
without the faces of an initial m-gon Sm. Removing Sm = Sm \ ∂Sm from the disc adds a
hole in the disc and makes Tˆnt homeomorphic to the cylinder.
The theorem states that there exists a homeomorphism f of the disc with a hole with
the embedded graph Tˆnt into the cylinder which maps the set Vi, i = 1, . . . , t into the slice
S1 × {i} of the cylinder Ct such that any triangle will belong to some strip S1 × [i, i + 1].
For that, firstly, we prove that for any i, i = 1, . . . , t, there exists a Hamilton path (circle)
consisting of all vertices Vi: suppose |Vi| = li, ordering the vertices of Vi = {x1, x2, . . . , xli} in
order of their appearance we will show that there exists the circle (xj, xj+1), j = 1, . . . , li− 1
and (xli , x1) in Tˆnt . Secondly, we will show that the homeomorphism f that maps the vertices
Vi with its Hamilton path into S
1 × {i} maps any triangular face into one strip.
In the following we describe the three phases of the construction of a triangulation of a
strip S1 × [i− 1, i]: starting, filling and finishing off the strip.
(i) Starting a strip. We start from li−1 edges
Ei−1 = {(x1, x2), . . . , (xli−1−1, xli−1), (xli−1 , x1)}
and li−1 vertices x1, x2, . . . , xli−1 ∈ S1 × {i − 1} with distance i − 1 from the 0-root:
Vi−1 = {x1, x2, . . . , xli−1}. Let e = (xli−1 , x1) be the marked edge. The first phase
continues until the first (+)-move.
Suppose li−1 > 1. If the first move is a (+)-move, then the process adds a new triangle
(xli−1 , y1, x1) and y1 ∈ S1 × {i} has distance i to the 0-root (Vi = {y1}). The new
marked edge e = (y1, x1) connects two vertices with different distances to the 0-root
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and we continue to the next phase. If, on the other hand, the first move is a (−)-move,
it adds a new edge (xli−1 , x2) which will be the new marked edge. One observes that
all points x1, . . . , xli have the same distance to the 0-root and the (−)-move does not
change their distances. Moreover, a sequence of k (−)-moves, k < li−1, maintains
the set Vi, and the next (+)-move starts the next level. Thus starting with k (−)-
moves (k < li−1) before the first (+)-move one obtains the following boundary of
the triangulation (xli−1 , y1, xk+1, . . . , xli−1−1), with y1 ∈ S1 × {i}. Note that the case
xk+1 = xli−1 is allowed. In this particular case, after li−1 − 1 (−)-moves the length of
the current boundary of the triangulation is equal 1, and the next step has to be a
(+)-move.
In the case li−1 = 1, Vi−1 = {x1}, and e = (x1, x1) the boundary of the triangulation
is equal to 1, and the first step can be only a (+)-move.
(ii) Filling a strip. During this phase we have a set of vertices Vi = Vi(Tn) = {y1, . . . , yk} 6=
∅ with distance i, i ≥ 2 to the 0-root in the graph Tn and h(Tn) = i. Starting with
Vi = {y1}, let E0i−1 ⊆ Ei−1 be the set of edges which belong to the boundary of the
triangulation (see Figure 4). The set E0i−1 decreases by one element with any (−)-move
and once it becomes empty this phase stops and we proceed to (iii). Furthermore, any
(+)-move adds a new vertex to the set Vi connected by an edge to the previous vertex
from Vi.
(iii) Finishing off a strip. This phase continues until the first (−)-move, which finishes a
triangulation of the strip. Suppose that we have li vertices in the set Vi before the (−)-
move. The marked edge connects yli (the last vertex in Vi) and xli−1 (the last vertex
in Vi−1): e = (yli , xli−1). The following edge on the boundary is (xli−1 , y1), thus the
(−)-move will connect the vertices yli and y1. Note also that this is the first moment
when the next marked edge e = (yli , y1) will connect two points with the same distance
i to the 0-root, i.e. it defines the moment ni as given in Definition 2.5.
From the description given above it is clear that any set Vi = {v1, . . . , vli} of Tn with n ≥
ni has a circle connecting a sequence of vertices from Vi: the edges (vi, vi+1), i = 1, . . . , li− 1
are created by (+)-moves and (vli , v1) is created by a (−)-move defining the moment ni.
Denote this circle graph by Gi. Moreover, any (+)-move during the filling stage will create a
“down” triangle of which exactly one edge will connect vertices with distance i to the 0-root
and two edges will connect these two vertices to one vertex from Vi−1; further any (−)-move
creates an “up” triangle consisting of two vertices from Vi−1 and one vertex from Vi.
Thus the description of the construction of a strip provides the existence of a homeomor-
phism f of the disc without Sm into Ct such that the image of the Gi in the disc maps into
the circle S1 × {i} of Ct for any i = 1, . . . , t. Moreover any such homeomorphism maps the
triangular faces of Tn created between the time ni−1 and ni into the strip S1 × [i− 1, i] for
i = 2, . . . , t.
Remark 2.2. From the proof of the proceeding theorem it follows directly that nt <∞ P-a.s.
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Figure 4: An example of a triangulation created by the growth process, where the first six
slices are an example of an almost causal triangulation.
Example 2.2. Figure 3 shows an example of a sequence of moves of size n = 7: Starting
with S3, i.e. l(T0) = M0 = 3 and creating a strip with final boundary of length l(T7) =
M7 = 4. Here the last move completes the first strip of the triangulation, hence, n1 = 0
and n2 = 7. We observe that the result is a causal triangulation (with a specific, so-called
staircase boundary condition). However, as one can observe in Figure 4, if one starts a new
strip with a (−)-move one can create certain outgrowths. Therefore the name almost causal
triangulations.
In this section we have presented a growth process which samples almost causal tri-
angulations by adding one triangle at a time using two different moves with probabilities
(2.3).
The “defects”, where the triangulation generated by the growth process differs from a
causal triangulation, can only occur at the moments where one starts a new strip and in
particular if the process starts a strip by a sequence of (−)-moves. The defects can never
occur during the filling and finishing of a strip (see Figure 4). For example starting the
strip with a sequence of k (−)-moves and then a (+)-move we obtain a configuration like
in the left-up-side picture in Figure 5. In fact, one can transform any such almost causal
triangulation to a causal triangulation.
Lemma 2.2. There is a one-to-one map between Cgm0(t), the set of all possible triangulations
Tnt formed by the subset of almost causal triangulations created by the growth process started
from Sm0 and stopped at nt, i.e. where all vertices of the boundary are at distance t to the
0-root, and the set Ccm0(t) of rooted causal triangulations of height t with initial boundary of
length m0.
11
Figure 5: Removing the “defects”: Bijection between the set of almost causal triangulations
created by the growth process and causal triangulations.
Proof. We defined Cgm0(t) to be the set of all possible rooted triangulations of the disc with all
vertices of the boundary at distance t to the 0-root obtained by applying permitted sequences
of the (+) and (−) moves starting from Sm0 . Note that the set Cgm0(t) is only a subset of
the set of all possible almost causal triangulations allowed by its definition. We denoted
Ccm0(t) to be the set of all rooted causal triangulation of the cylinder Ct, with m vertices
on the zero-slice. Lemma 2.2 then states that there exists an one-to-one correspondence
between Cgm0(t) and Ccm0(t). To prove the Lemma we give an explicit construction of this
correspondence:
The construction is divided in two steps as illustrated in Figure 5. The first step is to
“correct” the sequence of moves that creates “defects” in the triangulations. Suppose that
we have defects in the i-th strip S1 × [i, i+ 1]. The move that describes the transformation
of such an almost causal triangulation into a causal triangulation is presented in the upper
line of Figure 5, where the sequence of moves
(−), . . . , (−)︸ ︷︷ ︸
l
(+)
is substituted by the sequence of moves
(+) (−), . . . , (−)︸ ︷︷ ︸
l
or in terms of the Mn process:
{ξni+1 = −1, ..., ξni+l = −1, ξni+l+1 = +1} →
{ξni+1 = +1, ξnt+2 = −1, ..., ξni+l+1 = −1}.
12
One can further verify that
P(ξni+1 = −1, ..., ξni+l = −1, ξni+l+1 = +1|Mni = m) =
P(ξni+1 = +1, ξni+2 = −1, ..., ξni+l+1 = −1|Mni = m). (2.5)
The second step is a l-shift of the i-th slice of the strip S × {i}. Suppose vi1, vi2, . . . , vim
is the sequence of vertices in i-th slice and vi+11 , v
i+1
2 , . . . , v
i+1
n on the (i + 1)-th slice of the
strip. After the first step the triangulation on S × {i} is a causal triangulation. The l-th
shift is defined by the following transformation of the strip: any vertex vij in the i-th slice is
shifted to the vertex vij−l, i.e. any “up” triangle (v
i
j, v
i
j+1, v
i+1
k ) becomes a (v
i
j−l, v
i
j+1−l, v
i+1
k )
triangle and any “down” triangle (vij′ , v
i+1
k′ , v
i+1
k′+1) becomes a (v
i
j′−l, v
i+1
k′ , v
i+1
k′+1) triangle, where
the sum in indices is the cyclic sum modulo m.
Note that the first step gives us already a causal triangulation. However, the marked
edges can be anywhere in the slice. The second step deals with this problem. After the
second step all dark blue triangles are connected to each other as marked triangles on the
causal triangulations.
The inverse transformation is clear now. Consider the marked triangle of a causal trian-
gulation in a strip S × [i, i+ 1]. If the left-neighbor triangle is a “down” triangle we do not
change anything in this strip. Otherwise we find the first left “down” triangle ∆, thus all
“up” triangles between the marked triangle and ∆ are yellow triangles in the Figure 5. After
that the transformation is obvious. This shows that there is an one-to-one correspondence
between Cgm0(t) and Ccm0(t) which completes the proof.
We now have the following theorem:
Theorem 2.3. The growth process Mn with M0 = m0 stopped at times nt samples a section
T ∈ Ccm0(t) of a UICT of height t with initial boundary of length m0, where Ccm0(t) is the
image of Cgm0(t) under the transformation described in the proof of Lemma 2.2.
Proof. By the bijection of Lemma 2.2, the growth process Mn with M0 = m0 stopped at
times nt creates every possible causal triangulation of height t with initial boundary of length
m. Further, by (2.5) removing the defects does not affect the probabilities. One has that
the probability of each vertex at height i having k down triangles in [i, i+ 1] attached to it
is pk = 1/2
k+1. One can also show that the probability to create a new slice with boundary
length m+k given that the preceding boundary is of length m, is equal to the corresponding
probability for the UICT. Indeed, we calculate the probability P(Mni+1 = m+ k |Mni = m)
in Lemma 4.1 later, yielding
P (Mni+1 = m+ k |Mni = m) =
m+ k
m
1
22m+k
(
2m+ k − 1
m− 1
)
.
This completes the proof.
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Remark 2.3. One observes that in
P((±)−move | l(Tn) = m) = 1
2
m± 1
m
.
the factor 1/2 directly relates to the off-spring distribution pk = 2
−k−1, while the pre-factor,
(m± 1)/m results in the conditioning of the branching process on non-extinction.
3 Growth rate and fractal dimension
In this section we are interested in determining the growth rate of the process {Mn}n≥0 and
from this the fractal dimension dh of the (infinite) causal triangulation generated by this
process.
Recall the definition of the moments nt, t = 1, 2, . . . in Definition 2.5. By Remark 2.1 we
can also obtain the moments nt from the Markov chain {Mn}n≥0.
Lemma 3.1. Let n1 = 0. Suppose that nt−1 is defined, then by Definition 2.5 one has
nt = min{s : s− nt−1 = Ms +Mnt−1}, (3.1)
nt = min
{
s : s > nt−1 and
s−1∑
k=nt−1
I{ξk = −1} = Mnt−1
}
. (3.2)
Proof. The proof is a direct consequence of Definition 2.5 of the stopping times {nt}t=1,2,....
Let us suppose that Mnt−1 = m. Hence, to complete the next slice, we need to put m “up”
triangles, considering that only the first “up” triangle we add using the (+)-move, while the
remaining “up” triangles are added using (−)-moves. Note also that we complete the slice
with the last (−)-move which adds a “down” triangle. Thus, to fill the slice we need exactly
m (−)-moves, and some (random) number of (+)-moves. This is provided exactly by (3.2):
nt is the growth time of the m-th (−)-move after nt−1. This shows that Definition 2.5 implies
(3.2).
We now show that (3.1) is equivalent to (3.2). Equation (3.1) reflects the fact that the
moment nt is the hitting time of the straight line Ms = (s − nt−1) −Mnt−1 (the line bdf in
Figure 6). To hit this line the process needs exactly m steps with ξ=−1. This proves the
equivalence of the two equations.
Let us consider a causal triangulation generated by the growth process {Mn}n≥0 with
initial boundary of length M0 = 1 using the probabilities (2.4). Let Γ(t) denote the set
of triangles of the corresponding triangulation with all vertices having graph distance less
or equal than t from the initial boundary. The fractal dimension dh describes the growth
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Figure 6: Illustration of a path of the Markov chain {M}n=0,1,2,....
of |Γ(t)| ∼ tdh as t → ∞. Observing that at instance nt of the growth process we have
|Γ(t)| = nt, we define the fractal dimension as the limit (if it exists)
dh = lim
t→∞
log nt
log t
.
We now want to prove that the fractal dimension of an (infinite) causal triangulation
generated by the growth process {Mn}n≥0 with probabilities (2.4) is almost surely 2. To do
so we first prove the following slightly stronger statement:
Proposition 3.1. For almost every trajectory ω of the growth process {Mn}n≥0 with prob-
abilities (2.4) and with initial boundary of length M0 = 1, there exist two constants γ1 =
γ1(ω) > 0 and γ2 = γ2(ω) > 0 such that
γ1
t2
log2 t
≤ nt ≤ γ2t2 log2 t (3.3)
Note that in the proposition the constants γ1 and γ2 depend on the whole trajectory ω
of the process, but not on t. Using the definition of the fractal dimension we then have the
following Theorem:
Theorem 3.1. An infinite causal triangulation generated by the growth process {Mn}n≥0
with probabilities (2.4) with initial boundary of length M0 = 1 has fractal dimension dh = 2
almost surely.
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Proof. The proof follows immediately from the previous Proposition 3.1.
This Theorem is analogous to a result by Durhuus, Jonsson and Wheater (Theorem 3
in [6]) which is derived for UICT using the bijection to critical Galton-Watson processes
conditioned to never die out. In this construction, subsequent generations in the branching
process correspond to vertices of subsequent slices of fixed minimal graph distance, i.e.
geodesic distance, from the initial boundary. This is in contrast to the construction through
the growth process where the triangulation is grown triangle by triangle. One can think of
both constructions as being dual to each other in the sense that in the branching process
picture geodesic distance is fixed and area growth is estimated while in the growth process
area is fixed and geodesic distance is estimated. We will comment further on this duality in
Section 5.
To prove Proposition 3.1 we need three lemmas of which the first two are proven in
Appendix A.
Lemma 3.2. We have
Mn√
n log n
→ 0 a.s.
Lemma 3.3. We have
Mn −
∑n
i=0
1
Mi√
n log n
→ 0 a.s.
Lemma 3.4. For any t, we have
max
nt<i≤nt+1
Mi ≤ nt+1 − nt.
Proof of Lemma 3.4. The proof follows directly from the Figure 6. For any given Mnt , Mnt+1 ,
nt and nt+1 the trajectory of the growth process belongs to the rectangle defg in Figure 6.
This means that the maximal accessible point is f . Its y-coordinate is equal to Mnt +Mnt+1 .
Thus
max
nt<i≤nt+1
Mi ≤Mnt +Mnt+1 ,
for any trajectory of the growth process. By (3.1) of Lemma 3.1, the RHS is equal to
nt+1 − nt. This proves the Lemma.
Proof of Proposition 3.1. First let us prove the RHS of (3.3). From Lemma 3.2 it follows that
for almost every trajectory ω of the growth process there exists a constant C1 = C1(ω) > 0
(in the following we will omit ω from our notations) such that, for any n,
Mn ≤ C1
√
n log n (3.4)
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Using (3.1) and (3.4), we get
nt = nt − n0 =
t−1∑
k=0
(nk+1 − nk) =
t−1∑
k=0
(Mnk+1 +Mnk)
≤ 2
t∑
k=1
Mnk ≤ 2C1
t∑
k=1
√
nk log nk ≤ 2C1t
√
nt log nt. (3.5)
From this and using the inequality log n <
√
n we also have
4C21 t
2 ≥ nt
log nt
≥ nt√
nt
=
√
nt
and thus,
nt ≤ 16C41 t4. (3.6)
From (3.5) and (3.6) it follows that there exists a constant γ > 0 such that
nt ≤ 4C21 t2 log nt ≤ γt2 log t,
where we use (3.5) for the first inequality and (3.6) for the second one. Note also that the
constant γ depends on the whole trajectory of the process, but does not depend on t. Thus,
the RHS of (3.3) is proved.
Now let us prove the LHS of (3.3). On the one hand, using Lemma 3.4, one has
nt∑
i=n1
1
Mi
≥
t−1∑
k=1
nk+1∑
i=nk+1
1
Mi
≥
t−1∑
k=1
nk+1 − nk
maxnk<i≤nk+1 Mi
≥
t−1∑
k=1
nk+1 − nk
nk+1 − nk ≥ t.
(3.7)
On the other hand, using Lemma 3.3 it follows that there exists a C2 = C2(ω) > 0 such that
nt∑
i=n1
1
Mi
−Mnt ≤ C2
√
ntlog nt,
and from (3.4) it follows that there exists a C3 > 0 such that
nt∑
i=n1
1
Mi
≤ C3√ntlog nt. (3.8)
Combining (3.7) and (3.8), we get
t ≤ C3√ntlog nt. (3.9)
Finally, lifting the square in (3.9) and using (3.6), we get the LHS of (3.3).
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Remark 3.1. From the proof of Proposition 3.1 we observe that
t ≤
nt∑
i=1
1
Mi
.
In fact, as we will see in the next section, the properly rescaled inverse of nt, i.e. tn :=
min{s : ns ≥ n} and
∑n
i=1 1/Mi converge to the same limiting process Tu =
∫ u
0
1
2Ms
ds.
4 Weak convergence results
Consider the rescaled process
M (n)u =
M[un]√
n
, 0 ≤ u <∞.
Theorem 4.1. For an infinite causal triangulation generated by the growth process {Mn}n≥1
with initial boundary of length M0/
√
n→ l ≥ 0 we have
M (n)u ⇒Mu, 0 ≤ u <∞,
as n → ∞ in the sense of weak convergence on the functions space D[0,∞), where the
continuous process is diffusive and solves the following Itoˆ’s equation
dMu =
1
Mu
du+ dBu, M0 = l,
with Bu being standard Brownian motion of variance one.
Proof. Consider the process M
(n)
u = M[un]/
√
n as defined above. Using the notation of
Appendix B with h = 1/n, we now set Y
(n)
m/n = Mm/
√
n, where the state space is X1/n =
{k/√n, 0 < k ≤ n}. From the transition probability of the Markov chain Mn as discussed
in Section 2 one has
p1/n(x, x+ 1/
√
n) =
1
2
x+ 1/
√
n
x
, p1/n(x, x− 1/√n) = 1
2
x− 1/√n
x
,
for any x ∈ X1/n. We now want to apply Theorem B.1. It is easy to first check condition
(3). From the transition probabilities one immediately sees that for  > 1/
√
n, ∆1/n(x) = 0
for all x and thus condition (3) holds. Further,
b1/n(x) =
n
2
(
1√
n
x+ 1/
√
n
x
− 1√
n
x− 1/√n
x
)
= 1/x
σ21/n(x) =
n
2
(
1
n
x+ 1/
√
n
x
+
1
n
x− 1/√n
x
)
= 1
This shows that the conditions (1) and (2) hold for b(x) = 1/x and σ2(x) = 1. Further, one
observes that MP (1/x, 1) is a well-posed martingale problem (see Definition B.1). Hence by
Theorem B.1, setting X
(n)
t = Y
(n)
[nt]/n = M[tn]/
√
n one obtains the desired result.
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We have shown convergence of the rescaled boundary of our growth process to a limiting
diffusion. Here, the diffusion time u is the time associated to the growth process. In the
following we would like to relate this to the corresponding diffusion process, where the
diffusion time is geodesic distance. Consider therefore the rescaled process
L(t)s =
Mn[st]
t
, 0 ≤ s <∞,
where nt is defined as above. We then have the following theorem:
Theorem 4.2. For an infinite causal triangulation generated by the growth process {Mn}n≥1
with initial boundary of length M1 → l ≥ 0 we have
L(t)s =
Mn[st]
t
⇒ Ls, 0 ≤ s <∞,
as t → ∞ in the sense of weak convergence on the functions space D[0,∞), where the
continuous process is diffusive and solves the following Itoˆ’s equation
dLs = 2ds+
√
2LsdBs L0 = l,
with Bs being standard Brownian motion of variance one.
The proof is based on the following lemma:
Lemma 4.1. We have
P
(
Mnt+1 = m+ k|Mnt = m
)
=
m+ k
m
1
22m+k
(
2m+ k − 1
m− 1
)
,
where k = −m+ 1,−m+ 2, . . . .
Proof. By Lemma 3.1 we have that nt+1 − nt = 2m + k. Recall that any trajectory of
the growth process needs a “−1” step (i.e. (−)-move) to finish a slice, i.e. in Figure 6 the
trajectory hits the point d “from above”. For given Mnt+1 = m + k and Mnt = m we have(
2m+k−1
m−1
)
possible trajectories of the growth process. The last observation is that any such
trajectory, starting at the point m and finishing at m+k has the same probability m+k
m
1
22m+k
(including the trajectories with reflection). This completes the proof.
Proof of Theorem 4.2. Using Lemma 4.1 the transition probability from Mnt to Mnt+1 is
exactly equal the corresponding expression for the UICT, i.e. (2.2). The proof then follows
directly from Theorem 4.1 of [7].
Theorem 4.3. The diffusion process Mu, given in Theorem 4.1, and the diffusion process
Ls, given in Theorem 4.2, are related by a random time change Ls = MT−1s with
T−1s = inf{t : Tt > s}
and
Tu =
∫ u
0
1
2Ms
ds.
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boundary length area geodesic distance
Growth process Mu 0 ≤ u <∞ Tu =
∫ u
0
1
2Mv
dv
Branching process Ls As =
∫ s
0
2Lvdv 0 ≤ s <∞
Table 1: Duality of growth process and branching process.
Proof. The proof is a consequence of Theorem B.2, a well-known theorem from stochastic
calculus, presented in Appendix B with g(x) = 1/(2x).
5 Discussion
In this article we present a growth process which samples sections of uniform infinite causal
triangulations (UICT). In particular, a triangulation is grown by adding a single triangle
according to two different moves, denoted “(+)” and “(−)”, with probability
P((±)−move | l(Tn) = m) = 1
2
m± 1
m
,
where l(Tn) denotes the length of the boundary of the triangulation at step n of the growth
process. The (±)-moves are illustrated in Figure 2, the (+)-move increases the boundary
length by one while the (−)-move decreases it by one. This growth process can equiva-
lently be described by a recurrent Markov chain {Mn}n≥0 for the boundary length of the
triangulation Mn = l(Tn) as noted in Remark 2.1.
It is shown in Theorem 2.2 that the growth process constructs so-called almost causal
triangulations which are causal triangulations with certain defects as shown in Figure 4.
Defining the stoping times nt when the growth process completes the strip S
1 × [t, t + 1]
at “height” t, it is shown in Theorem 2.3 that there is a bijection between the almost
causal triangulations created by the growth process and (regular) causal triangulations which
furthermore preserves the probability of the corresponding triangulation. Hence, the growth
process {Mn}n≥0 with M0 = m0 when stopped at nt indeed samples sections of UICT of
height t with initial boundary equal to m0 and final boundary arbitrary.
Using the growth process, as described above, we show in Proposition 3.1 that for almost
every trajectory of the growth process one can find two constants γ1, γ2 > 0 such that
γ1 t
2/(log2 t) ≤ nt ≤ γ2t2 log2 t. This implies that the fractal dimension is given by dh = 2
almost surely as stated in Theorem 3.1. This derivation is dual to previous results in [6] which
employs the relation to branching processes: In the branching process geodesic distance is
fixed while area growth is estimated, whereas in the growth process area (which is equal to
growth time) is fixed and geodesic distance is estimated.
In Theorem 4.1 we discuss convergence of the rescaled Markov chain {Mn}n≥0 to a
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diffusion process given by the following Itoˆ’s equation
dMu =
1
Mu
du+ dBu.
It is then shown in Theorem 4.2 and 4.3 that by a random time change Ls = MT−1s one
obtains a diffusion process with Itoˆ’s equation
dLs = 2ds+
√
2LsdBs,
which describes the behaviour of the boundary length of completed slices and precisely agrees
with the corresponding results obtained from the branching process picture [7]. While The-
orem 4.1 follows rather straightforwardly from the properties of the Markov chain, Theorem
4.2 together with Theorem 4.3 result in a physically interesting duality relation which is
illustrated in Table 1: In the growth process growth time u which is equal to area is fixed
and geodesic distance Tu =
∫ u
0
1
2Mv
dv is random, whereas, in the branching process picture
geodesic distance s is fixed while area As =
∫ s
0
2Lvdv is random. This duality relation also
clarifies the so-called peeling procedure as introduced by Watabiki [12] in the context of
Euclidean quantum gravity and derived in [13] for CDT.
As a continuation of the presented work it would be interesting to extend the work of
Angel [4] and investigate the convergence of the boundary length process coming from the
growth process of DT to a Le´vy process. Furthermore, one could extend the here developed
techniques to multi-critical DT [12, 20] as well as to a recently introduced model of multi-
critical CDT [19, 21]. The convergence of the boundary length process should hopefully shed
light on the failure of the peeling procedure in the context of multi-critical DT [12, 20].
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A Proofs of basic Lemmas
A.1 Proof of Lemma 3.2
Let Fn = σ(M0,M1, . . . ,Mn). Recall that ξn = Mn+1 −Mn. We thus have Mn ∈ Fn and
ξn ∈ Fn+1. On {Mn ≥ 1} one has
E(ξn|Fn) = 1 · 1
2
(
1 +
1
Mn
)
− 1 · 1
2
(
1− 1
Mn
)
=
1
Mn
. (A.1)
Note also that
ξ2n = 1. (A.2)
Consider Xn = M
2
n− 3n. Let us prove that Xn is a martingale adapted to Fn. Evidently
Xn ∈ Fn and E |Xn| < ∞. Therefore, we only need to check that E(Xn+1|Fn) = Xn.
Using (A.1)–(A.2) we have
E(Xn+1 −Xn|Fn) = E(M2n+1 −M2n − 3|Fn)
= E[(ξn +Mn)
2 −M2n − 3|Fn] = E[ξ2n|Fn] + 2Mn E[ξn|Fn]− 3 = 0.
Thus one gets
E((Xn+1 −Xn)2|Fn) = E[(ξ2n + 2Mnξn − 3)2|Fn]
= 4 E[(Mnξn − 1)2|Fn]
= 4(M2n + 1− 2) = 4(M2n − 1),
and therefore,
E(Xn+1 −Xn)2 = 4 EM2n − 4 = 4 E(Xn + 3n)− 4 = 4 E(X0) + 12n− 4. (A.3)
With any sequence of positive numbers {am} consider
Bn =
n∑
m=1
Xm −Xm−1
am
.
Using the fact that Xn is a martingale, it is easy to check that Bn is also a martingale. One
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has
EB2n = E
(
E
(( n∑
m=1
Xm −Xm−1
am
)2∣∣∣∣Fn−1))
= E
(n−1∑
m=1
Xm −Xm−1
am
)2
+ E
(
Xn −Xn−1
an
)2
+2 E
(n−1∑
m=1
Xm −Xm−1
am
E
(
Xn −Xn−1
an
∣∣∣∣Fn−1))
= E
(n−1∑
m=1
Xm −Xm−1
am
)2
+ E
(
Xn −Xn−1
an
)2
= · · ·
=
n∑
m=1
E(Xm −Xm−1)2
a2m
.
From (A.3), we get that if am = m logm, then there exists a constant C > 0 such that
EB2n < C <∞. Therefore, using the Lp convergence theorem (see e.g. Theorem (4.5) from
Chapter 4 of [22]), one has that Bn converges a.s. Using Kroneker’s Lemma (see e.g. Lemma
(8.5) from Chapter 1 of [22]), we see that Xn
n logn
→ 0 a.s. and recalling the definition of Xn,
one gets Lemma 3.2.
A.2 Proof of Lemma 3.3
This proof proceeds using a similar strategy as the previous proof. Consider
Xn = Mn −
n∑
i=1
1
Mi
.
From (A.1) it follows that Xn is a martingale adapted to Fn. Using the fact that |ξn| = 1
and Mn ≥ 1 for any n, we have
E(Xn+1 −Xn)2 = E
(
ξn − 1
Mn+1
)2
≤ 4. (A.4)
Consider further
Bn =
n∑
m=1
Xm −Xm−1
am
.
Using the fact that Xn is a martingale, one has again that Bn is also a martingale and we
have
EB2n =
n∑
m=1
E(Xm −Xm−1)2
a2m
.
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Using (A.4), we get that if am =
√
m logm, then supn EB
2
n <∞. Using the Lp convergence
theorem, we observe that Bn converges a.s. Finally, using Kroneker’s Lemma as before, we
see that Xn√
n logn
→ 0 a.s. Recalling the definition of Xn, we get Lemma 3.3.
B Convergence of Markov chains to diffusion processes
To prove Theorem 4.1 we need a little background on stochastic differential equations and
convergence to diffusion. The following definition and theorem can for instance be found in
[23] Chapter 5 and 8, where the latter is a rather good introduction to the topic which itself
is based on [24, 25, 26].
Definition B.1. We say that Xt is a solution to the martingale problem for b and σ
2, or
simply X solves MP(b, σ2) if
Xt −
∫ t
0
b(Xs)ds and X
2
t −
∫ t
0
σ(Xs)
2ds
are local martingales. Further, we say that the martingale problem is well-possed if there is
uniqueness in distribution and no explosion.
Let us now consider a Markov chain Y
(h)
mh , m ≥ 0, taking values in a set Xh ⊂ R and
having transition probabilities
ph(x,A) := P
[
Y
(h)
(m+1)h ∈ A
∣∣∣Y (h)mh = x], x ∈ Xh, A ⊆ R.
Further, set X
(h)
t = Y
(h)
h[t/h] and define
σ2h(x) = h
−1
∫
|y−x|≤1
(y − x)2ph(x, dy)
bh(x) = h
−1
∫
|y−x|≤1
(y − x)ph(x, dy)
∆h(x) = h
−1 ph(x,B(x, )c)
with B(x, ) = {y : |y − x| < }.
The following Theorem (see e.g. [23], Theorem 8.7.1) proves convergence of the Markov
chain to a limiting diffusion:
Theorem B.1. Suppose that b and σ are continuous functions for which the martingale
problem is well-possed and for R <∞ and  > 0
(1) limh→0 sup|x|≤R |σ2h(x)− σ2(x)| = 0
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(2) limh→0 sup|x|≤R |bh(x)− b(x)| = 0
(3) limh→0 sup|x|≤R ∆

h(x) = 0
If X
(h)
0 → x then we have X(h)t ⇒ Xt, in the sense of weak convergence on the functions
space D[0,∞), where the continuous process Xt is diffusive and solves the following Itoˆ’s
equation
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x.
The following is a well-known theorem from stochastic calculus (see e.g. [23], Theorem
5.6.1) regarding random time changes of a stochastic process:
Theorem B.2. Let Xu be a solution of the martingale problem MP(b, σ
2) for u ∈ [0,∞),
let g be a positive function and suppose that for all u ∈ [0,∞)
τu =
∫ u
0
g(Xs)ds <∞.
Define the inverse of τu by τ
−1
s = inf{t : τt > s} and let Ys = Xτ−1s , then Ys is a solution of
MP(b/g, σ2/g).
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