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Abstract of a thesis submitted in partial fulfilment of the 
requirements for the Degree of Doctor of Philosophy in Economics 
Abstract 
Essays on the Volatility and Spillover Effects of Oil and Food 
Price Shocks 
by 
Md. Fardous Alom 
This thesis comprises five self contained but related essays on the volatility and spillover 
effects of oil and food price shocks, making contributions to the understanding of food and 
energy price dynamics and their relationships with macroeconomic variables such as 
industrial output, inflation, interest rates, exchange rates and stock prices.  
The first two essays are  concerned with modelling the extent of volatility in oil and food 
prices  within the framework of generalised autoregressive conditional heteroskedasticity 
(GARCH)-class models. The first essay models and examines the asymmetry and persistency 
in the volatility of crude oil future price returns along with heating oil, gasoline, natural gas 
and propane future price returns, in the global context. The second essay models the volatility 
of food price returns within and across global and selected Asia and Pacific countries; namely 
Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, India and Thailand. 
The third essay examines the cross country mean and volatility spillover effects of food prices 
in the context of the countries mentioned above. This is followed in the  fourth essay by an 
investigation of  the mean and volatility spillover effects of world oil prices on food prices in 
the context of  the above listed countries. In the fifth essay, the macroeconomic effects of 
 iii 
world oil and food prices are examined in the context of these same  countries; within the 
framework of an empirical structural vector autoregression (SVAR) model. 
 The major findings of the study include the following: First,  oil  prices can be regarded as 
financial assets and, hence, can be modelled with the aid of econometric models such as 
GARCH models and their extended versions. Oil prices are persistent and asymmetric with 
respect to the volatility of external shocks; however, other petroleum prices show persistent 
effects to the volatilty while the evidence of asymmetry is mixed across time periods. Second, 
like other asset prices, food price returns can be modelled with GARCH-class models in 
general and with component GARCH (CGARCH) models in particular at global and country-
specific levels. Food price returns are persistent to the shocks of their own volatility while 
evidence of asymmetry is mixed for different time periods and for different countries. The 
proposition of risk led return finds scant empirical support. Third, the study reveals weak 
evidence of own and cross country mean return spillover effects and relatively strong 
evidence of volatility spillover effects of food prices across time periods. The  analysis in the 
fourth esssay  exposes strong evidence of shortrun mean and volatility spillover effects along 
with some longrun evidence from world oil prices to food prices of the concerned countries. 
Finally, the thesis also discovers evidence of the influence of world oil and food prices on 
economic activities such as growth of industrial production, inflation, exchange rates, interest 
rates and stock prices of the countries studied, though the effects vary in degree and 
magnitude across countries and variables. 
 Although the objective of this study is not to provide specific  policy prescriptions, the 
empirical findings of this study provide some important insights to business practioners and 
policymakers. The volatility in petroleum and food prices can be modelled with GARCH-
class models and their extended versions, however, since the forecasting abilities of models 
differ product to product for different time periods, product specific empirical models should 
be developed and refined for forecasting movements in oil and food prices in order to monitor 
 iv 
such movements. As food price volatility spillover occurs across countries, enhanced trade 
relationships and consideration of other countries’ food policies, while policies designed to 
reduce food price volatility may bring better outcomes. The common belief that oil prices 
influence food price volatility has been confirmed in this study. The results suggest that 
combined policy measures for both oil and food price volatility reduction may help to reduce 
the impact of volatility. Hedging strategies, both from investors and governments, may 
contribute to moderating the ill effects of food and oil price shocks. Finally, the results 
suggest that businesses should consider the economic characteristics of individual economies, 
such as whether they are energy and food resource rich and also whether they are dependent 
on imported oil, when investing in energy or food markets. Similarly, policymakers may also 
consider national reserves of energy and food resources, dependencies on oil, and economic 
characteristics to achieve better outcomes of policy measures. Nonlinear effects of energy and 
food prices on economic activities indicate countercyclical policies may work better. Further, 
while developed countries, excepting Korea, are not impacted by food price shocks, 
developing countries, such as India and Thailand, are exposed to food price volatility. These 
countries could design proper food security measures to reduce the impact of food price 
shocks.   
Keywords: oil price; food price;  petroleum; asymmetry; persistency; modelling; mean; cross 
country; volatility; spillover; shocks; transmission; macro; financial; GARCH; SVAR; Asia; 
Pacific 
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     Chapter 1 
Introduction 
“.......the first essential step in the direction of learning any subject is to find principles of 
numerical reckoning and practicable methods for measuring some quality connected with it. I 
often say that when you can measure what you are speaking about, and express it in numbers, 
you know something about it; but when you cannot measure it, when you cannot express it in 
numbers, your knowledge is of a meagre and unsatisfactory kind;............ [Lord Kelvin (William 
Thomson), PLA, vol. 1, Electrical Units of Measurement, 1883-05-03]” 
1.1 Purpose statement and objective of the study 
The purpose of this research is to understand and identify the volatility characteristics of oil 
and food price shocks, examine the spillover effects, and investigate the macroeconomic 
effects of these two price shocks in the context of selected Asia and Pacific countries. This 
general purpose will be achieved through following specific research objectives: 
Research objective 1: To model and understand the volatility of oil price shocks 
along with other petroleum products such as heating oil, gasoline, natural gas, and 
propane and analyse the asymmetry and persistency of shocks to the volatility in the 
global context.   
Research objective 2: To model and understand the volatility of food price shocks 
and analyse the asymmetry and persistency of shocks to the volatility in the global 
context and that of selected Asia and Pacific countries, including Australia, New 
Zealand, South Korea, Singapore, Hong Kong, Taiwan, India and Thailand. 
 2 
 Research objective 3: To examine the cross country mean and volatility spillover 
effects of food prices in the context of Asia and Pacific countries mentioned in 
objective 2.  
Research objective 4: To assess the mean and volatility spillover effects of world oil 
prices on the food prices of the selected countries mentioned above. 
Research objective 5: To investigate the macroeconomic and financial effects of oil 
and food price shocks on the economies listed above. 
1.2 Motivation and research context 
The first and foremost rationale for the study is to contribute to the scarce literature on the 
dynamics of oil and food price shocks from different viewpoints
1
.  Volatility
2
 in prices is 
problematic when the variation in prices is huge and unpredictable, creating uncertainty 
(FAO 2011). This section provides a general overview of why this study has been considered 
important, offering the following reasons: 
First, commodity prices in general are very important for households, businesses and all 
other concerned parties because, in an ordinary economic sense, the price is the first signal 
for demanders and suppliers  (Winters and Sapsford 1990). In particular the prices of oil and 
food deserve even more attention, since these two commodities have both relatively inelastic 
demand and supply (Mellor 1978, Nerlove and Addison 1958, Noureddine 2002, Page and 
Hewitt 2001). The movement of oil and food prices pose negative impacts on economies 
(Galesi and Lombardi 2009, Hamilton 1983, Hamilton 1996, Mork 1989) regardless of the 
                                                          
1
 A justification, with adequate citation for every single essay, is outlined in the introductory chapter of each 
essay, however, a brief general overview is provided in this section. Only the most relevant literature is cited 
here to avoid double reporting. 
2
 Volatility, in non-technical sense, refers to variations in economic variables. In this thesis, volatility is used to 
mean changes in prices. 
 3 
development status of the countries. Understanding the volatility characteristics of these 
prices is thus important because volatility leads to uncertainty and risk. High volatility 
involves additional search, production and opportunity costs (Pindyck 2004). In order to 
design appropriate policy measures, a good understanding of the characteristics of volatility 
is needed. If the effects of shocks to the volatility are short-lived, any stabilisation or 
smoothing policies would work well to improve the situation; however, if the effects are 
long-lived it will be less likely that short-term stabilisation policies would work. Quite likely 
the cost of stabilisation would exceed the benefits of smoothing, so in this case rather long 
lasting policy measures should be undertaken (Bacon and Kojima 2008). The important point 
is that the nature of the response to shocks must be known to tackle the effects of shocks in 
appropriate ways. Another important characteristic of the effects of shocks to the volatility is 
whether the effect is symmetric or asymmetric. The symmetric effects of shocks pose few 
problems, but asymmetric effects create more problems as the negative consequences of such 
shocks
3
 are not fully compensated by the positive shock. In such cases, policies should be 
enforced in both negative and positive shock periods to dampen their effects. The attempts 
made in this study to model oil and food price volatility shed some light on this aspect of 
policy and business issues. 
Second, world economies are currently more highly integrated than in the past (WB 
2008) and markets for different commodities  also tend to be interdependent (Findlay and 
O'Rouke 2001). Any political, climatic or seasonal shocks influencing food prices in one 
country may spillover to other countries, thus understanding cross country spillover effects is 
very important for policymakers, producers, consumers and business practitioners. Sound 
knowledge of these spillover effects help minimise unnecessary risks. Unfortunately, the 
study of food price spillover effects did not get much attention till recently. Although a few 
                                                          
3
 Negative price shock refers to increase while positive shock refers to decrease in prices throughout the text. 
 4 
studies are available in the context of agricultural commodity spillover effects and spillovers 
from wholesale to retail prices (Apergis and Rezitis 2003a, Buguk et al. 2003), no studies are 
available in the context of Asia and Pacific countries. Therefore, this study will provide some 
insights into the cross country spillover effects of food prices. 
Third, it is believed that oil price has significant influence on the increase in food prices 
(Headey and Fan 2008) but this proposition has not been widely academically studied 
particularly in the context of Asia and Pacific countries. The question is whether or not a 
shock in oil price also affects food prices. The current study provides some insights to the 
nature of oil price-food price relationships and it will benefit consumers, producers, 
government and non-government organisations and policymakers as well as, oil and food 
business practitioners. The knowledge of spillovers from oil to food prices will enable food 
producers and consumers to take necessary actions when any shocks happen to oil prices. 
Understanding of spillovers further helps to design appropriate stimulus policy measures 
during oil price shocks, and business practitioners would be better able to predict movement 
of food prices based on the movement of oil prices in the face of a sudden shock. 
Fourth, it is documented in the literature that oil price shocks are responsible for global 
economic slowdowns, with few exceptions, because oil is an incredibly important commodity 
in the world economy. Oil price increases contribute negatively to economic activities (Gisser 
and Goodwin 1986, Hamilton 1983, Hamilton 1996, Hamilton 2003). As a result of the recent 
food price shocks it is also believed that oil price shocks exacerbate food price shocks even 
more and these two shocks together even worsen global economic activities (Hakro and 
Omezzine 2010). Although the impacts of oil prices have been studied widely from the 
perspective of developed and a few developing countries, there is a dearth of studies available 
for the countries in the Asia and Pacific region. The impacts of food price shocks on 
 5 
economic activities are found in quite a few studies, but no studies are available in the 
context of Asia and Pacific countries, therefore, this study aims to contribute to this scarce 
area. The results of this study are important for policymakers and practitioners as an 
understanding of the process of oil and food price shock absorption will help in the design of 
appropriate policies to counter the adverse effects. The knowledge of asymmetric responses 
to the shocks of oil and food price increases will help to prepare countercyclical policies to 
improve the situation, during episodes of both positive and negative shocks.  
Finally, as stated earlier, objectives 3 to 5, plus a major part of objective 2, are 
examined in the context of selected Asia and Pacific countries. In selecting this study area, 
certain criteria have been followed, namely economic development status, economic 
importance in the world economy, economic backgrounds, oil and food scenarios, availability 
of data, floating exchange rate systems, relatively developed stock markets, economic 
systems, export and import status, oil import status, geographical proximity and availability 
of existing literature. According to the set criteria, at first G-8 countries and developed 
countries of Europe are excluded from the study list because a good number of studies have 
already been done on data sets taken from these countries. Oil exporting countries are 
excluded and also because of geographical distance African countries are not included. 
Remaining are developing/least developed countries and some developed countries of Asia 
and the Pacific. Out of those countries, based on availability of data and other considerations, 
six relatively developed and two developing countries were selected. In particular, two 
countries are chosen from the South Pacific (Australia and New Zealand), two from greater 
China (Hong Kong and Taiwan), one from East Asia ( South Korea), two from Southeast 
Asia (Singapore and Thailand) and one from South Asia (India). These eight countries 
provide a broad representation of the Asia and Pacific region.  
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South Korea, Singapore, Hong Kong and Taiwan have many similarities. All of them 
had been growing very fast from the1960s onwards and were known as the four ‘Asian 
tigers’. They are small in geographic size but have significant importance in the world 
context in terms of GDP, trade, industrialisation and financial development. All these 
countries are net oil and food importers and are among the top listed oil importing countries. 
All of them also have a free market economic system with a developed stock market and a 
floating exchange rate system. Long time series data are also available for the purpose of this 
study and very few studies were found on the sample taken from these countries. The eight 
countries covered by this study are net oil importers; therefore, it attempts to find oil and food 
price impacts from the viewpoint of oil importing countries. 
 Out of these countries, Australia, Singapore, South Korea, India, Taiwan and Thailand 
are among the top twenty oil importing countries. The relative importance of these countries 
in the context of the world economy is displayed in Table 1-1. As shown in Table 1-1, these 
countries comprise 12 per cent of total world GDP, 15 per cent of total world imports, 17 per 
cent of total world export volume and 17 per cent of total world imports of oil. Moreover, all 
these countries hold 18 per cent of the total world foreign exchange reserve, which is quite a 
huge amount. In addition, they exhibit very strong economic freedom; in fact, Hong Kong, 
Singapore, Australia and New Zealand are the top four countries on the ranking list provided 
by the Heritage Foundation and Wall Street Journal.  Regarding food, Australia, New 
Zealand, India and Thailand are regarded as net food exporters and the tiger economies are 
net food importers. If there is any impact of food prices on macroeconomic and financial 
variables, this study is able to identify the differences of such an impact between food 
importing and exporting countries. Given the economic importance of these countries in the 
world, it is also expected that these countries would be a representative global sample for the 
study of oil and food price volatility, spillovers and their economic effects. 
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Table 1-1 Relative importance of countries in terms of economic activities in the context of world  
  Countries 
Items 
New 
Zealand  
Australia  Singapore S. Korea Hong 
Kong 
Taiwan India Thailand World As per 
cent of 
world 
GDP(PPP) 117800 882400 291900 1459000 325800 821800 4060000 586900 74540000 12% 
Export 33240  210900  358400 464300 388600 274400 245900 191300 14920 15% 
Import 30240 195200 310400 422400 437000 251400 359300 161300 12647 17% 
Oil import 143900 716700 1195000 3074000 428200 876300 2900000 1695000 66680000 17% 
Forex reserve 7047 19391 112739 229000 118466 348198 283940 185471 7460381 18% 
Economic 
freedom Index 
82.1 82.6 86.1 69.9 89.7 70.4 54.6 64.7 N/A N/A 
Source: Authors presentation using IFS, CIA world Fact Book and HF & Wall Street of Journal 2010 data: Note: GDP, 
export/import volume for countries, and foreign exchange reserves figures are in million USD, export/import volume for 
world are in billion USD and oil import volumes are in barrels per day 
1.3 Data and sources 
Although detailed descriptions of data, sources and properties are given in each individual 
essay, a brief overview is as follows. The study is based on time series data of various 
frequencies to achieve different objectives. The sample range is chosen based on the 
availability of data for all required series. The first essay, presented in chapter 2, uses daily 
crude oil, heating oil, gasoline, natural gas and propane data over the period of 1995 to 2010. 
This set of data is sourced from the US Energy Information Administration (EIA), whereas 
the second, third and fourth essays, presented in chapters 3, 4 and 5 respectively, use daily oil 
and food price data sourced from DataStream over the period 1995-2010. The fifth essay 
contained in chapter 6 uses quarterly oil and food price data, along with economic data such 
as industrial/manufacturing production indices, consumer price indices, interest rates, real 
effective exchange rates and stock price indices, for the countries covered by this study, 
collected mostly from the International Financial Statistics (IFS) database of the IMF over the 
period 1980-2010 and some government agencies of the concerned countries. 
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1.4 Overview of data analysis methodology 
Empirical analyses of data used in this thesis are done with time series econometric 
strategies.
4
  In general, the study develops financial and macro econometric models such as 
GARCH and its extended versions, vector autoregressions (VAR) and an SVAR model. 
Although the study is primarily empirical in nature, theoretical considerations are not beyond 
the scope of the study. Particularly, theoretical points have been undertaken when estimating 
the VAR model with structural restrictions. Time series properties of models are checked 
with appropriate unit root test procedures, appropriate lags are selected by information 
criteria, and subsequent diagnostic tests are performed for every single model used in the 
study. To uncover the long-run relationships, if any, cointegration techniques are employed. 
Taking into consideration the typical lack of normality in time series data in most cases 
models are estimated with generalised error distribution (GED), which is considered better 
than the conditional normal distribution (Sharma 1998).  
More specifically, in order to achieve objective 1, nonlinear GARCH-class models such as 
threshold GARCH (TGARCH), exponential GARCH (EGARCH), asymmetric power ARCH 
(APARCH) and CGARCH models are used to estimate the volatility characteristics of oil 
price shocks, along with other petroleum product prices. Convinced by the superiority of the 
CGARCH model, as found in oil price volatility modelling, the CGARCH model is also 
employed to estimate volatility characteristics of food price volatility as a method to meet 
objective 2. To attain the third objective, the study uses univariate GARCH-class models for 
both mean and volatility spillover effects, followed by multivariate BEKK (Baba, Engle, 
Kroner and Kraft) type GARCH models to gauge the robustness of the results. To attain 
objective 4, mean spillover effects of oil prices to food prices are examined by VAR models 
                                                          
4
 Research methods are outlined in detail in every chapter as part of the self contained article- based paper. Here, 
brief overviews of principal methods are discussed in general. Technical details are not presented in this section 
to avoid repetition. 
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and volatility spillovers are examined initially within the framework of univariate GARCH 
models again. To check the robustness of the analysis at the second stage, a multivariate 
BEKK-type GARCH model is used. Finally, the study uses SVAR models to estimate the 
economic effects of oil and food price shocks to the economies concerned; achieving 
objective 5. The analysis of the results of the GARCH models focuses specifically on the 
parameters of the variance equations, whereas for the VAR models analyses are performed 
with associated toolkits such as impulse response functions, variance decomposition analysis 
and Granger causality tests. Because of the complicated dynamics of  the VAR, Granger 
causality, impulse responses and variance decompositions are more informative than the 
estimated VAR regression coefficients or R
2
 statistics which usually remain unreported 
(Stock and Watson 2001). Theory driven contemporaneous restrictions are imposed to secure 
identification and to discover the short-run effects of oil and food price shocks on the 
macroeconomic variables.  
1.5 Structure of the thesis 
This thesis consists of seven chapters. Chapters 2 to 6 are each self-contained but related 
and follow a journal article style. Chapter 2 deals with the essay modelling world petroleum 
future prices within the framework of nonlinear GARCH-class models. The essay in Chapter 
3 models the volatility in food prices of world and selected Asia and Pacific countries within 
the framework of CGARCH models. Chapter 4 examines the cross country mean and 
volatility spillover effects of food prices in the context of selected Asia and Pacific countries. 
Mean and volatility spillover effects of world oil prices to the food prices of selected Asia 
and Pacific countries are assessed in Chapter 5, while the essay in Chapter 6 investigates the 
impacts of world oil and food prices on the selected macroeconomic variables in the context 
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of the above mentioned countries. Chapter 7 draws an overall conclusion and discusses 
relevant implications based on the major empirical findings.  
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     Chapter 2 
Petroleum Future Price Volatility Modelling: Analysing 
Asymmetry and Persistency 
This essay examines the asymmetry and persistency in the volatility of a set of petroleum future price 
returns - namely crude oil, heating oil, gasoline, natural gas and propane - within the framework of a 
set of nonlinear GARCH-class models. Specifically, TGARCH, EGARCH, APARCH and CGARCH 
models are employed, using daily data over the period 1995-2010. The study reveals: (1) over the full 
sample period of 1995-2010, each petroleum future price return shows persistent and asymmetric 
effects of shocks to the volatility, but the level of persistency and degree of asymmetry differ product 
to product; (2) over the early subsample 1995-2001, persistency and asymmetry are evident for all 
series with the exception of gasoline future price returns; (3) over the recent subsample of 2002-2010 
the evidence is mixed. All series show persistent effects of shocks to the volatility while asymmetry is 
supported in crude oil and propane only. These findings imply that persistency does not vary across 
time periods and products while asymmetry is time period and product sensitive. The empirical 
findings suggest that, based on forecasting performance, no single model can be recommended   but 
different models should be used based on the time periods involved and the specific petroleum 
products.  
2.1  Introduction 
Commodity price volatility in general and petroleum price volatility in particular are 
topics that have attracted considerable attention of consumers, producers and governments, 
hence leading to a considerable research interest (Dvir and Rogoff 2009). Understanding 
price volatility is important because this volatility can lead to increased production, 
opportunity, and search costs, as well as to an acceleration of uncertainty and risk (Apergis 
and Rezitis 2003b, Ewing and Malik 2010, Pindyck 2004, Zheng et al. 2008). 
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A growing body of literature has studied the impact of crude oil prices (CP) on  
economic activities such as gross domestic product (GDP) (Burbidge and Harrison 1984, 
Cuňado and Gracia 2003, Ferderer 1996, Finn 2000, Hamilton 1983, Hamilton 1996, Mork 
1989, Rotemberg and Woodford 1996), inflation (Galesi and Lombardi 2009, Gisser and 
Goodwin 1986), employment (Davis and Haltiwanger 2001, Davis et al. 1997, Keane and 
Prasad 1996), industrial output (Francesco 2009, Lee and Ni 2002, Lippi and Nobili 2009), 
exchange rate (Akram 2009, Amano and van Norden 1998, Brown and Phillips 1986, 
Chaudhuri and Daniel 1998, Cooper 1994), stock prices (Basher and Sadorsky 2006, Jones 
and Kaul 1996, Nandha and Faff 2008, Park and Ratti 2008, Sadorsky 1999) and so on. Most 
of these studies conclude that oil price rises impose adverse effects on economic activities. 
Apart from its macroeconomic role, oil price is becoming an important item in the funds of 
portfolio managers as oil price contracts are frequently traded in the spot and future markets, 
like other financial assets. From this viewpoint, some scholars studied oil prices in the 
fashion of financial assets. For example, Pindyck (2004) pointed out that there are 
statistically significant positive time trends in volatility for natural gas (NG) and CP and that 
shocks to volatility are short-lived. Also, Regnier (2007) has shown that the common view 
regarding energy price volatility is true. Testing a long span of data within a descriptive 
volatility framework, it has been shown that energy prices are more volatile than other 
commodity prices. In one study,  Narayan and Narayan (2007) have documented mixed 
evidence concerning oil spot price volatility, and argued that oil price returns have 
inconsistent evidence of asymmetry and persistency of shocks to the volatility for several 
subsamples.  
Followed by Narayan and Narayan, a few studies attempted to model volatility 
characteristics of crude oil price returns. Kang et al. (2009) evaluated the forecasting 
capability of a number of GARCH-class models, namely GARCH, integrated GARCH 
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(IGARCH), CGARCH and fractionally integrated GARCH (FIGARCH), for better capturing 
volatility persistence and concluded that CGARCH and FIGARCH models better capture 
persistency over other models. This study suggests that the volatility of crude oil spot price 
returns of Brent, West Texas International (WTI) and Dubai is persistent to the external 
shocks. Wei et al. (2010) extended the work of Kang et al. (2009), incorporating a variety of 
linear and nonlinear classes of GARCH models to estimate the volatility characteristics of 
Brent and WTI spot price returns. Their studies found no single model absolutely 
outperforms other models; rather they documented that nonlinear models capture volatility 
relatively better than linear models. Evidence of persistency and asymmetry has been 
documented for the Brent market by all models, whereas mixed evidence of asymmetry is 
recorded for WTI market. Another contemporary study by Mohammadi and Su (2010) also 
reveals that weekly oil price returns of some oil exporting and importing countries exhibit 
time varying volatility while evidence of asymmetry is mixed. They found that the APARCH 
model has better forecasting ability over other models.  
All the studies discussed above are based on monthly, daily or weekly spot prices of 
crude oil and related products. However, not many studies focused on the futures prices of 
oil. Sadorsky (2006) studied the returns to prices of four types of petroleum products i.e. CP, 
heating oil (HO), gasoline (GN) and NG within the framework of GARCH and TGARCH 
models along with a number of non-GARCH models. It was shown that GARCH models fit 
data well for CP and GN while TGARCH models fit well for HO and NG. Moshiri  and 
Foroutan (2006) demonstrated that oil future prices have nonlinear dynamics. Agnolucci 
(2009) performed a comparative study of CP future volatility in the context of GARCH and 
implied volatility (IV) models  and found that volatility of CP future price returns  was  
persistent  but no evidence of asymmetry  was  recorded. This study also concluded that 
GARCH-class models perform better than IV models.   
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The objective of the current study is to contribute to the scarce literature on petroleum 
futures price volatility modelling. Volatility modelling is important for several reasons, one 
being that volatility creates uncertainty, which may well lead to economic instability for both 
oil exporting and importing countries. Furthermore, higher oil prices create inflation, which 
often results in economic slowdown (Ferderer 1996, Narayan and Narayan 2007). This study 
will shed light on these processes by enhancing the understanding of the nature and extent of 
volatility. This study can be distinguished from existing studies in several ways. First, most 
of the existing studies focus on the spot prices. This study also differs from existing studies of 
oil future price study in two other ways. It includes most recent data period of up to 2010 
while previous studies ended with the data set up to 2003 (Sadorsky) or 2005 (Agnolucci). In 
addition, a greater variety of nonlinear GARCH models are employed to capture asymmetric 
behaviour in the data -- in particular, this study uses all nonlinear models to identify the 
asymmetric behaviour of petroleum future price returns. While Agnolucci used only CP 
future price this study includes a number of other types of petroleum products such as HO, 
GN, NG and propane (PN) to better understand the dynamics of petroleum future price 
volatility. Furthermore, the use of the most recent data, which includes three major price 
hikes after 1999, between 2003 and 2008 and after 2009, better enables to understand the 
dynamics of volatility before, during and after the crises. 
 The rest of the essay is organised as follows: The next section provides an overview of 
the data and their properties while section 2.3 discusses the methodology used to carry out the 
analysis while section 2.4 reports the main empirical findings.  Section 2.5 of the essay draws 
relevant conclusions. 
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2.2  Data and their statistical properties 
 This study uses daily observations of petroleum future prices for CP, HO, GN, NG and 
PN as provided on the web by the US Energy Information Administration (EIA) for the 
period 3 January 1995 to 30 September 2010. The unit of measurement for all products is US 
dollars (USD). CP future prices are measured in USD per barrel while GN, HO and PN prices 
are measured in USD per gallon.  NG price is measured as USD per million British thermal 
units. CP prices, along with a number of products and NG, are used to investigate whether all 
of them respond similarly or differently to external shocks or not. The choice of sample has 
been made on the availability of data for all series, although PN data were available only up 
to 15 September 2009. Another reason for choosing this sample period is the cycles of raw 
price movement. During the period 1995 to 2001 there was a jump and fall in the price, then, 
after 2001, the price increased with small ups and downs, except for 2008-09. Consequently, 
the whole data period is divided into two subsamples i.e. 1995-2001 and 2002-2010, based on 
the sharpness of price hikes, which facilitate a view of the differences in petroleum price 
characteristics during the 1997 financial crisis and the 2007-08 crises. For all three sample 
periods analysed, the most recent 2-year data are reserved for out-of-sample forecasting. 
More specifically, over the period 1995-2010, the 2008-2010 data are used for out-of-sample 
forecasting, analogously for the 1995-2001 and 2002-2010 periods, with 1999-2001 and 
2008-2010 data being used, respectively. Percentage returns of prices for every price variable 
series are computed using a standard continuously computed logarithm technique as follows, 
where Pt is the daily price at current time t and Pt-1 is the price for the previous day: 
1
100ln( )tt
t
P
R
P
                               (2.1)                                                                   
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Summaries of the statistical properties of the raw data over the whole sample period are 
shown in Table 2-1, with the upper panel showing summary statistics for price series. CP and 
NG future prices have large unconditional standard deviations of 25.93 and 2.69 respectively, 
indicating high volatility in crude oil and natural gas prices. Processed petroleum products 
such as HO, GN and PN show relatively small standard deviations of 0.69, 0.74 and 0.37 
respectively, meaning less volatility in them. Figure 2-1 plots the volatility pattern for all 
petroleum series where common trends can be observed in the raw data plots, with noticeable 
ups and downs. The upper panel of Table 2-1 also shows all price series have positive 
skewness, implying the distributions have long right tails. The values of excess kurtosis for 
all series are higher than 3, implying that distributions are relatively peaked rather than 
normal. The Jarque-Bera (JB) tests reject the null hypothesis of normality at 1 and 5 per cent 
levels of significance, in support of which the theoretical Quantile-Quantile plots are shown 
in Figure 2-3. None of the plots exhibit good fit of the distribution of observations. The 
graphs show that both positive and negative large shocks create non-normal distribution of 
the price series.  
The lower panel of Table 2-1 exhibits the properties of percentage returns series. 
Percentages of mean returns in each series are lower than their corresponding standard 
deviations, implying high volatility in the returns. Out of all the series, NG future price 
returns demonstrate higher volatility, followed by HO and CP price returns. With the 
exception of NG, all returns series are negatively skewed, meaning long left tails, and excess 
kurtosis for all series are higher than 3, indicating that returns distributions are peaked rather 
than normal.  As in the case of the price series, the JB test rejects the hypothesis of normality 
in all cases. Percentage return series are also plotted in three forms. Figure 2-2 portrays 
noticeable volatility clustering in the data. It can be viewed that volatility in returns crosses 
10 percentage points several times in both positive and negative senses, for all petroleum 
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price return series. Figure 2-4 supports returns series not being normally distributed, because 
none of the edges of a quantile-quantile plot fit data normally.  In line with Sadorsky (2006) 
and others, actual volatility was also calculated, in the form of squared returns, which is 
shown in Figure 2-5 with evidence of volatility clustering, one of the stylized facts of 
financial data. Based on the statistical properties of price and returns series, it can be 
documented that the samples appropriately contain financial characteristics such as volatility 
clustering, long tails and leptokurtosis. 
Although both price and returns series exhibit reasonable evidence for using 
ARCH/GARCH-class models to estimate, we firstly need to check for stationarity. To this 
end, Augmented Dickey-Fuller (ADF) unit root tests are performed with results displayed in 
Table 2-1. The upper panel shows that ADF at levels (ADFL) in all series appear I(1) 
nonstationary at even 10 per cent level of significance except NG future prices, while the 
lower panel shows that all returns series are stationary. Stationarity and non-normality of 
returns series enable the next stage of model estimation to proceed. 
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Table 2-1 Statistical properties of data 
Prices 
 CP HO GN NG PN 
Mean  39.79684  1.125134  1.105800  4.715971  0.649261 
Median  29.33000  0.870000  0.779000  4.110000  0.543000 
Maximum  145.2900  3.571000  4.106000  15.38000  1.990000 
Minimum  10.72000  0.326000  0.295000  1.320000  0.204000 
Std. Dev.  25.93492  0.668129  0.740624  2.692735  0.368956 
Skewness  1.478450  1.262839  1.459576  1.010803  1.221485 
Kurtosis  4.997420  4.037762  4.958949  3.807023  3.978491 
J-B  1952.916  1143.563  1895.551  726.7181  1062.206 
Prob.  0.000000  0.000000  0.000000  0.000000  0.000000 
ADFL (prob) 0.7149 0.7192 0.4933 0.0909 0.5850 
Obs.  3681  3681  3681  3681  3681 
Returns 
 RCP RHO RGN RNG RPN 
Mean (%)  0.038123  0.032453  0.034559  0.021892  0.029281 
Median  0.104759  0.142758  0.000000  0.000000  0.000000 
Maximum  16.40973  19.48645  10.48690  32.40767  12.17306 
Minimum -16.54451 -25.49808 -20.95805 -37.54843 -24.78362 
Std. Dev. (%)  2.520496  2.682455  2.449647  3.872019  2.134769 
Skewness -0.109347 -0.289817 -0.558382  0.055906 -1.087920 
Kurtosis  7.044539  8.121005  7.682559  9.519060  15.00397 
J-B  2515.606  4072.635  3553.273  6518.298  22820.55 
Prob.  0.000000 0.000000 0.000000 0.000000 0.000000 
ADFL (prob) 0.0001 0.0001 0.0001 0.0001 0.0001 
Obs.  3680  3680  3680  3680  3680 
 
Figure 2-1 Daily petroleum future prices 1995-2010 
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Figure 2-2 Daily petroleum future price returns 1995-2010 
 
  
Figure 2-3 Theoretical quantile-quantile plot for petroleum prices 1995-2010 
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Figure 2-4 Theoretical quantile-quantile plot for petroleum price returns 1995-2010 
 
Figure 2-5 Petroleum future price returns actual volatility 1995-2010 
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2.3 Model framework and empirical findings 
2.3.1  Models 
Effective modelling of  the  characteristics of financial  time series data  received a 
tremendous boost  from the pioneering efforts of Engle (1982) with the development of the 
ARCH model, and its subsequent generalization  by Bollerslev (1986) as the GARCH model. 
Since then ARCH/GARCH models received momentum to be expanded in different ways to 
better capture the characteristics of financial assets (Engle 2001). Over the passage of time, 
GARCH models have been developed in both linear and nonlinear forms (Wei, Wang and 
Huang 2010)  within both univariate and multivariate frameworks. Nonlinear models such as 
TGARCH, EGARCH, APARCH, CGARCH, FIGARCH and Hyperbolic GARCH 
(HYGARCH) models capture short memories, long memories and asymmetry of financial 
data. Motivated by the superiority of nonlinear or asymmetric models, as shown by Wei et al. 
(2010), in this study TGARCH, EGARCH, APARCH and CGARCH models were used in a 
univariate framework to capture the conditional volatility features of petroleum future price 
returns. The FIGARCH and HYGARCH were not used, being convinced by the superior 
capturing capacity of the CGARCH model, which captures both short and long memories. 
Christoffersen et al. (2008) mention “The component model’s superior performance is partly 
due to its improved ability to model the smirk and the path of spot volatility, but its most 
distinctive feature is its ability to model the volatility term structure.” Moreover, the 
FIGARCH, the fractionally integrated exponential GARCH (FIEGARCH) and the 
fractionally integrated asymmetric power ARCH (FIAPARCH) do not provide good fit to oil 
data, as claimed by Agnolucci (2009). 
The estimation procedure begins with the specification of mean   and variance 
equations. For the conditional mean equations, the Autoregressive Moving Average (ARMA) 
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orders were set using Box-Jenkins (1976) methodology, whereas for conditional variance 
equations the model is kept parsimonious with a lag order of 1  --  hence the models take the  
form of ARMA (p,q)-GARCH(1,1). The variants of GARCH models used, as stated earlier, 
are  ARMA(p,q)-TGARCH(1,1); ARMA(p,q)-EGARCH(1,1); ARMA(p,q)-APGARCH(1,1) 
and ARMA(p,q)-CGARCH(1,1). The specific ARMA orders may vary by commodity and 
type of models. The four models used in the study are as follows. 
The TGARCH model developed by Glosten et al. (1993) allows the capture of the 
effect of positive and negative innovations to returns having different impacts on conditional 
volatility, known as asymmetric leverage effect. The specifications of a TGARCH (1,1) 
variance equation can be written as follows: 
131
2
12
2
110   ttttt hdeeh                                                     (2.2) 
where ht is conditional variance, is a constant, coefficient  measures ARCH effects, 
measures leverage or asymmetric effects reflected by dummy variable dt-1 where if et-1<0 
then dt-1 =1 and 0 otherwise,  and  allows for GARCH effects. 
Another  version of the ARCH/GARCH model that allows for asymmetry is the 
EGARCH model developed by Nelson (1991), which places  non-negativity restrictions on 
ARCH and GARCH parameters (and(Narayan and Narayan 2007, Wei, Wang and 
Huang 2010). TheGARCH (1,1) variance equation isshown in (2.3) below:  
1 1 1log log
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   
          
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                        (2.3) 
where the parametercaptures the magnitude of conditional shocks on the conditional 
variance, measures leverage effects or asymmetry (Statistically significant  means 
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asymmetric effects there is asymmetric effects. if then negative shocks give rise to 
higher volatility than positive shocks and vice versa), represents persistency of any shocks 
to volatility and is expected to be less than 1 to reflect the stationarity of the returns series.  
notherpopular variant of the GARCH model is the a APARCH model, proposed and 
developed by Ding et al. (1993). Several ARCH and GARCH class models are nested in the 
APARCH model and its superiority lies in the fact that the power term is estimated within the 
model rather being imposed exogenously (McKenzie et al. 2001). The variance equation in 
an APARCH (1,1) model can be written as follows: 
4 4 4( ) ( ) ( )
0 1 1 2 1 3 1
h e e h
t t t t
  
      
  
                             (2.4) 
where
th is the conditional standard deviation and  is power term which is determined 
within the model,  and  are ARCH and GARCH parameters, while  parameter captures 
leverage effects or asymmetry. Based on the value of the power term this model can take the 
form of various ARCH/GARCH models. Ifit becomes a TGARCH model and when 
and it becomes a GARCHmodel 
All the above models focus on the short-run dynamics of volatility, but the long 
memory properties of financial data can be captured by the CGARCH model developed by 
Engle and Lee (1993). This model is superior to the other variants of GARCH-class models 
because of its ability to capture transitory and permanent volatility effects,  and, for this 
reason, it has been used quite extensively (Black and Mcmillan 2004, Christoffersen, Jacobs, 
Ornthanalai and Wang 2008). Permanent and transitory components of variance equations in 
the CGARCH (1,1) model can be written in the following form: 
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0 1 1 0 2 1 1
2 2
3 1 1 4 1 1 1 5 1 1
( ) ( )
( ) ( ) ( )
t t t t
t t t t t t t t t
q q e h
h q e q e q d h q
   
  
  
      
    
      
                                     (2.5) 
where tq  is the permanent component, (
2
1 1t te h  ) serves as the driving force for the 
time dependent movement of the permanent component and ( 1 1t th q  ) represents the 
transitory component of the conditional variance. The parameter represents asymmetry or 
leverage effects and the sum of parameters 3  and 5  measures the transitory shock 
persistence, while 1  measures the long-run persistency derived from the shock to a 
permanent component given by 2 .  
First of all, models for each series were estimated using different ARMA orders and 
then the one which had the lowest value of the Akaike information criterion (AIC) was 
chosen. Once satisfied with the appropriate ARMA (p,q)-GARCH-class model each series 
was estimated with the four proposed models and then the best model was selected based on 
their forecasting capacity. The out-of-sample forecasting performances of volatility of the 
models were evaluated by the associated root mean squared error (RMSE) and mean absolute 
error (MAE), which can be written as follows: 
2
1
1
ˆ( ) /
ˆ /
T n
t t
t T
T n
t t
t T
RMSE h h n
MAE h h n

 

 
 
 


 
where T is the number of observations, ˆth  and th  is forecasted and realized volatility 
respectively and n denotes n step forecast ahead. In general, the lower the forecast error is, 
the better the performance of the model. 
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  The statistical validity of the models has been checked with Ljung-Box Q (LB-Q) and 
ARCH Lagrange multiplier (ARCH-LM) diagnostic test statistics at the order of 15 lags. All 
models were estimated with maximum likelihood estimation method (MLE) using the GED 
to avoid violation of normality assumption because statistical properties of data revealed 
evidence of non-normality. 
2.4  Empirical results 
Table 2-2 reports the empirical results of asymmetric GARCH estimates for CP future 
price returns volatility for the full sample (1995-2010), and for the two subsample periods 
(1995-2001 and 2002-2010). Only the coefficients of the variance equations are presented 
because the study is concerned with volatility and not mean characteristics. Over the entire 
1995-2010 period, all the TGARCH, EGARCH, APARCH and CGARCH models capture 
financial characteristics of crude oil future price volatility, with all estimated parameters in 
the variance equations being statistically significant, mostly at 1per cent level of significance. 
Under every model there is evidence of persistency, and all models show there is asymmetry 
except the CGARCH model. This means that the initial effects of a shock to the volatility do 
not die out rapidly, and that positive and negative shocks have different effects on the 
volatility. Though all models show good performance their forecasting performance has been 
distinguished individually. For the 1995-2010 periods an out-of-sample forecast was made 
for daily returns from   3 January 2008 to 30 September 2010. According to RMSE and MAE 
measures, the APARCH model, as shown in Table 2-2, shows better performance than other 
models. Estimated coefficients  
1 3
ˆ ˆ( )    in the APARCH model show that the average half-
life of shocks to decay is around 136 days or six months, which can be regarded as persistent.  
The coefficient measuring asymmetry or leverage effect (
3ˆ  is statistically significant at a 5 
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per cent level of significance implying positive shocks and negative shocks have different 
effects on volatility.    
Over the period 1995-2001, although all models capture volatility, the CGARCH model 
was found to outperform the other models according to RMSE and MAE criteria. For this 
model, long-run persistency measured by 
1ˆ  is statistically significant at 1 per cent level of 
significance. In this case, the average half-life of shocks to decay is 387 days which is highly 
persistent. The sum of short-run persistence parameters (
3ˆ and 5ˆ is less than long-run 
persistence parameters in all cases, implies slower mean reversion in the long-run. 
Asymmetry measured by 
4ˆ  is statistically significant and the sign of the coefficient is 
negative, meaning negative shocks increase volatility more than reduction by positive shocks.  
However, over the period 2002-2010, RMSE and MAE identify the EGARCH model as 
a better forecaster than the other models. It can be seen that over this recent time period, the 
effects of shocks are less persistent than for the full sample or the early subsample period. 
Persistency, measured by 
4ˆ , 
is statistically significant at a 1 per cent level of significance; 
however, the half-life of shocks to decay is 64 days, or around 3 months. Less persistency 
implies relatively better information availability than in the early period.  In this period also 
the effect of shocks to the volatility is negatively asymmetric (
2ˆ ).  
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Table 2-2 Estimated coefficients of variance equations for crude oil future price returns 
 1995-2010 1995-2001 2002-2010 
 TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH 

0.063b 
(0.016) 
-0.054a 
(0.008) 
0.044a 
(0.012) 
5.762a 
(0.796) 
0.024c 
(0.012) 
-0.049a 
(0.013) 
0.026c 
(0.011) 
7.833c 
(4.044) 
0.097a 
(0.032) 
-0.062a 
(0.011) 
0.048b 
(0.022) 
5.264a 
(0.754) 

0.033a 
(0.007) 
0.095a 
(0.012) 
0.048a 
(0.007) 
0.991a 
(0.003) 
0.030a 
(0.009) 
0.089a 
(0.019) 
0.039a 
0.011) 
0.998a 
(0.001) 
0.026a 
(0.009) 
0.100a 
(0.015) 
0.053a 
(0.009) 
0.985a 
(0.006) 

0.017c 
(0.010) 
-0.026a 
(0.008) 
0.175b 
(0.078) 
0.034a 
(0.007) 
-0.004 
(0.012) 
-0.004 
(0.010) 
-0.008 
(0.115) 
0.015a 
(0.004) 
0.048a 
(0.017) 
-0.045a 
(0.012) 
0.424a 
(0.137) 
0.048a 
(0.009) 

0.946a 
(0.007) 
0.988a 
(0.003) 
0.946 
(0.007) 
0.049b 
(0.022) 
0.968a 
(0.007) 
0.990a 
(0.004) 
0.962a 
(0.009) 
0.115a 
(0.044) 
0.930a 
(0.011) 
0.989a 
(0.003) 
0.937a 
(0.010) 
(0.039 
(0.025) 

  1.515a 
(0.227) 
-0.029 
(0.026) 
  1.537a 
(0.354) 
-0.090c 
(0.048) 
  1.298a 
(0.348) 
-0.010 
(0.032) 

   0.751a 
(0.161) 
   0.689a 
(0.127) 
   -0.723 
(0.235) 
LB(15) 12.774 14.502 12.856 12.878 14.449 14.822 14.529 13.804 11.890 11.239 11.527 11.991 
LB2(15) 28.158
a 39.406a 32.182a 18.316c 17.608 17.789 19.350c 11.778 13.804 19.301 9.243 8.7483 
ARCH(15) -0.012 -0.009 -0.0114 -.007 -0.008 -0.009 -0.009 0.002 -0.017 -0.016 -0.016 -0.014 
RMSE 3.276671 3.276671 3.276594 3.277289 2.597140 2.597175 2.597137 2.596934 3.278084 3.277742 3.277823 3.279504 
MAE 2.318471 2.319262 2.318432 2.319208 1.953775 1.953775 1.953769 1.953560 2.321560 2.321249 2.321321 2.322933 
GED 1.466
a 
(0.037) 
1.459a 
(0.037) 
1.466a 
(0.037) 
1.476a 
(0.037) 
1.260a 
(0.045) 
1.263a 
(0.004) 
1.263a 
(0.047) 
1.303a 
(0.048) 
1.766a 
(0.072) 
1.765a 
(0.072) 
1.768a 
(0.072) 
1.778a 
(0.077) 
Note:  Values in parentheses are standard errors, a, b and c indicate statistical significance at 1 per cent, 5 per cent and 10 per 
cent levels respectively 
Estimated results regarding the volatility of HO future price returns are presented in 
Table 2-3 for all three periods. Over the full sample period, the CGARCH model was better 
than the others based on the RMSE and MAE values, though the other models also fit data 
well. For the whole period, both permanent and transitory coefficients of CGARCH models 
are statistically significant at 1 per cent and 5 per cent levels of significance. It shows that HO 
future price returns are long-run persistent (
2ˆ  with an average half-life of 73 days. The sum 
of the estimated short-run persistence parameters (
3ˆ and 5ˆ is less than the long-run 
persistence parameter, implies slower mean reversion in the long-run. The threshold or 
leverage parameter, measured by 
4ˆ , is statistically significant at a 5 per cent level of 
significance meaning that any rise in volatility in price returns due to negative shocks  is not 
fully compensated by  positive shocks.  
For the period 1995-2001, the APARCH model appears to better capture volatility 
characteristics than other models. APARCH results show that HO future price returns for the 
period of 1995-2001 are both persistent and asymmetric. 
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 Over the period, 2002-2010, the EGARCH model outperforms the other models, and 
its estimated coefficients are all statistically significant except the leverage parameter. This 
implies, that for the period 2002-2010 returns are persistent to the shocks of volatility while 
not asymmetric. 
Table 2-3 Estimated coefficients of variance equations for heating oil future price returns 
 1995-2010 1995-2001 2002-2010 
 TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH 

0.060a 
(0.017) 
-0.065a 
(0.010) 
0.0367a 
(0.012) 
5.781a 
(0.814) 
0.077b 
(0.031) 
0.027a 
(0.018) 
0.041b 
(0.019) 
10.732b 
(4.949) 
0.078b 
(0.327) 
-0.057a 
(0.011) 
0.052c 
(0.315) 
5.463a 
(0.863) 

0.061a 
(0.008) 
0.113a 
(0.013) 
0.057a 
(0.007) 
0.990a 
(0.003) 
0.103a 
(0.019) 
0.133a 
(0.025) 
0.068a 
(0.136) 
0.999a 
(0.000) 
0.039a 
(0.008) 
0.099a 
(0.015) 
0.049a 
(0.009) 
0.987a 
(0.005) 

-0.024b 
(0.009) 
0.007 
(0.007) 
-0.085 
(0.063) 
0.037a 
(0.008) 
-0.077a 
(0.019) 
0.042a 
(0.014) 
-0.031b 
(0.010) 
0.001 
(0.002) 
0.010 
(0.014) 
-0.151 
(0.010) 
0.100 
(0.088) 
0.042a 
(0.007) 
  
0.986a 
(0.003) 
0.942a 
(0.007) 
0.045b 
(0.019) 
0.926a 
(0.014) 
0.983a 
(0.006) 
0.932a 
(0.013) 
0.095a 
(0.021) 
0.941a 
(0.117) 
0.987a 
(0.005) 
0.943a 
(0.011) 
0.004 
(0.009) 
   
1.374a 
(0.23) 
-0.042b 
(0.019) 
  
1.285a 
(0.273) 
-0.072a 
(0.022) 
  
1.572a 
(0.432) 
-0.018 
(0.016) 
    
0.855a 
(0.073) 
   
0.896a 
(0.025) 
   
-0.960a 
(0.041) 
LB(15) 16.932 17.374 17.066 16.409 20.814c 20.552c 20.540c 21.019c 19.394 18.815 19.118 19.282 
LB2(15) 12.095 13.071 12.906 11.202 13.960 12.710 12.610 12.593 12.647 13.858 12.763 12.013 
ARCH(15) -0.015 -0.015 -0.016 -0.014 -0.027 -0.028 -0.028 -0.029 0.010 0.012 0.010 0.012 
RMSE 2.607629 2.607490 2.607540 2.607436 2.805405 2.805409 2.805400 2.805659 2.610734 2.610490 2.610618 2.611034 
MAE 1.974436 1.974358 1.974387 1.974307 2.0336835 2.036836 2.036833 2.036908 1.977856 1.977714 1.977786 1.978056 
GED 
1.448a 
(0.039) 
1.438a 
(0.038) 
1.444a 
(0.039) 
1.454a 
(0.040) 
1.260a 
(0.052) 
1.258a 
(0.050) 
1.259a 
(0.516) 
1.294a 
(0.052) 
1.669a 
(0.068) 
1.659a 
(0.066) 
1.668a 
(0.432) 
1.676a 
(0.068) 
Note:  Values in parentheses are standard errors, a, b and c indicate statistical significance at 1 per cent, 5 per cent and 10 per 
cent levels respectively. 
Table 2-4 displays the estimated results for GN future price returns over the three 
periods. As in the cases of the previous two products, model selection was based on the 
forecasting ability, as shown by RMSE and MAE values. In the case of GN, no evidence in 
favour of one single model by either RMSE or MAE can be documented. Over the period 
1995-2010, RMSE identifies CGARCH as a better forecaster while the MAE value supports 
the APARCH model.  For both models, however, there is noticeable evidence of persistency. 
According to APARCH, the average half-life of shocks to decay is 336 days while for the 
CGARCH model it is 140 days. Asymmetry is not captured by the APARCH model but is 
evident in the CGARCH specification.  
Over the 1995-2001 period, RMSE supports the CGARCH model while MAE shows 
the EGARCH model captures volatility better. No asymmetric effects can be seen in either of 
these models while there is considerable persistency. For the latest sample period (2002-
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2010), RMSE rates the EGARCH better over other models while MAE supports the 
CGARCH model. In both models, all estimated parameters in the variance equations are 
statistically significant, at least at a 5 per cent level of significance, except for the leverage  
coefficient (
2ˆ ) in the EGARCH model. Estimated values for the persistency parameters 
show that, in the recent subsample, persistency is lower than for the 1995-2001 period or for 
the full sample period, meaning the effects of shocks during the recent period die out more 
rapidly than in the previous period.  
Table 2-4 Estimated coefficients of variance equations for gasoline future price returns 
 1995-2010 1995-2001 2002-2010 
 TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH 

0.091a 
(0.026) 
-0.050a 
(0.010) 
0.038a 
(0.013) 
6.962a 
(0.892) 
0.013c 
(0.007) 
-0.031b 
(0.013) 
0.014 
(0.010) 
11.58a 
(2.821) 
0.176a 
(0.064) 
-0.053a 
(0.017) 
0.064b 
(0.031) 
7.743a 
(0.887) 

0.048a 
(0.008) 
0.098a 
(0.013) 
0.053a 
(0.007) 
0.995a 
(0.002) 
0.017b 
(0.007) 
0.065a 
(0.019) 
0.005 
(0.004) 
0.999a 
(0.000) 
0.050a 
(0.011) 
0.123a 
(0.013) 
0.069a 
(0.012) 
0.981a 
(0.008) 

-0.021b 
(0.009) 
0.009 
(0.008) 
-0.074 
(0.083) 
0.010a 
(0.005) 
-0.015c 
(0.008) 
0.015 
(0.011) 
-0.473 
(0.360) 
0.001 
(0.002) 
-0.006 
(0.015) 
-0.001 
(0.013) 
0.057 
(0.118) 
0.038a 
(0.009) 

0.949a 
(0.007) 
0.986a 
(0.004) 
0.943a 
(0.008) 
0.062a 
(0.015) 
0.988a 
(0.004) 
0.989a 
(0.058) 
0.991a 
(0.003) 
0.047c 
(0.086) 
0.930a 
(0.014) 
0.979a 
(0.008) 
0.921a 
(0.016) 
0.140a 
(0.043) 
   
1.005a 
(0.234) 
-0.049a 
(0.019) 
  
2.273a 
(0.689) 
-0.025 
(0.030) 
  
0.919a 
(0.297) 
 
-0.121b 
(0.056) 
    
0.885a 
(0.038) 
   
0.846a 
(0.099) 
   
-0.071a 
(0.232) 
LB(15) 23.029c 23.054c 23.024c 22.776c 19.153 20.389c 18.960 18.116 16.558 18.365 18.426 17.296 
LB2(15) 16.820 16.530 16.607 16.124 13.126 12.921 13.464 9.549 14.963 12.456 15.563 16.255 
ARCH(15) -0.011 -0.010 -0.010 -0.011 -0.008 -0.007 -0.009 -0.019 -0.011 -0.010 -0.008 -0.009 
RMSE 3.001708 3.001629 3.001690 3.001598 2.652616 2.652616 2.652609 2.652558 3.001102 3.001089 3.001143 3.001330 
MAE 2.179320 2.179311 2.179308 2.179321 1.993332 1.993325 1.993352 1.993375 2.177028 2.177010 2.177013 2.176967 
GED 
1.411a 
(0.031) 
1.418a 
(0.031) 
1.419a 
(0.031) 
1.423a 
(0.031) 
1.397a 
(0.055) 
1.394a 
(0.057) 
1.397a 
(0.054) 
1.421a 
(0.846) 
1.418a 
(0.039) 
1.422a 
(0.040) 
1.426a 
(0.040) 
1.432a 
(0.040) 
Note:  Values in parentheses are standard errors, a, b and c indicate statistical significance at 1per cent, 5 per cent and 10 per 
cent levels respectively. 
Table 2-5 reports the estimated output of four asymmetric GARCH models for NG 
future price returns.  As was the case for the earlier products, almost all the models fit the 
data well; they were distinguished amongst them based on RMSE and MAE values. Over the 
full sample and the early subsample period, the CGARCH model is found to be a better 
performer by both RMSE and MAE criteria, while, for the last subsample the APARCH 
model can be selected as better by both criteria. Both in full sample and early subsample 
periods, all short-run and long-run parameters in the variance equations are statistically 
significant at least at a 5 per cent level of significance. Although persistency parameters (
1ˆ  
are close to 1, less persistency can be observed in this case than for other products; however, 
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positive and negative shocks have different effects on volatility. Negative shocks raise 
volatility more than the decrease in volatility by positive shocks. In both models, the sum of 
transitory persistence parameters is less than the long-run persistence parameter, implying 
slower mean reversion in the long-run.  
For the latest data period, the APARCH model estimates provide no evidence of 
asymmetry (
2ˆ ) while there is considerable persistency ( 1 3ˆ ˆ    of shocks to the volatility of 
NG future price returns. Effects of shocks to the return volatility are relatively more 
permanent for the recent period than for early periods.  
Table 2-5 Estimated coefficients of variance equations for natural gas future price returns 
 1995-2010 1995-2001 2002-2010 
 TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH 

0.309a 
(0.067) 
-0.078a 
(0.014) 
0.076a 
(0.023) 
15.954a 
(2.871) 
0.296a 
(0.093) 
-0.121a 
(0.028) 
0.094b 
(0.043) 
22.126b 
(10.92) 
0.281a 
(0.091) 
-0.056a 
(0.018) 
0.037b 
(0.018) 
14.098a 
(3.123) 

0.101a 
(0.011) 
0.179a 
(0.017) 
0.094a 
(0.009) 
 
0.981a 
(0.006) 
 
0.152a 
(0.022) 
0.239a 
(0.028) 
0.129a 
(0.065) 
0.986a 
(0.022) 
0.068a 
(0.012) 
0.140a 
(0.023) 
0.068a 
(0.012) 
0.900a 
(0.083) 

-0.031b 
(0.012) 
0.026a 
(0.008) 
-0.178a 
(0.055) 
0.085a 
(0.011) 
-0.064a 
(0.024) 
0.045a 
(0.014) 
-0.207a 
(0.076) 
0.115a 
(0.022) 
-0.008 
(0.015) 
0.012 
(0.011) 
-0.117 
(0.098) 
-0.037 
(0.025) 

0.895a 
(0.011) 
0.977a 
(0.005) 
0.906a 
(0.010) 
0.045a 
(0.025) 
0.869a 
(0.018) 
0.976a 
(0.976) 
0.881a 
(0.016) 
0.115a 
(0.055) 
0.915a 
(0.015) 
0.979a 
(0.007) 
0.930a 
(0.013) 
0.080a 
(0.025) 

  0.972a 
(0.178) 
-0.075b 
(0.035) 
  1.099a 
(0.276) 
-0.147b 
(0.066) 
  0.633a 
(0.230) 
-0.009 
(0.016) 

   0.458a 
(0.362) 
   0.502a 
(0.258) 
   0.905a 
(0.032) 
LB(15) 11.434 11.195 11.220 11.405  11.409 11.823 12.081 10.907 5.500 11.192 11.764 14.463 
LB2(15) 15.444 19.430 22.703c 15.417 26.788 30.515b 31.998a 24.381 7.605 7.5310 10.331 4.6275 
ARCH 
LM(15) 
-0.003 7.49-5 0.000 -0.003 0.015 0.018 0.019 0.016 -0.008 -0.007 -0.007 -0.012 
RMSE 3.640389 3.640553 3.640652 3.640115 4.043763 4.043933 4.04489 4.042871 3.628757 3.628611 3.627815 3.633531 
MAE 2.678638 2.678881 2.679308 2.678170 2.967301 2.967329 2.967353 2.967134 2.656170 2.656603 2.655999 2.671719 
GED 
1.351a 
(0.031) 
1.359a 
(0.031) 
1.359a 
(0.031) 
1.355a 
(0.035) 
1.385a 
(0.059) 
1.391a 
(0.059) 
1.393a 
(0.060) 
1.388a 
(0.062) 
1.332a 
(0.036) 
1.353a 
(0.038) 
1.359a 
(0.042) 
1.339a 
(0.037) 
Note:  Values in parentheses are standard errors, a, b and c indicate statistical significance at 1 per cent, 5 per cent and 10 per 
cent levels respectively. 
Table 2-6 tabulates the results of estimates for propane future price returns. As in GN, 
in this case also RMSE and MAE indicate different preferred models. Over the period 1995-
2010, according to RMSE, the APARCH model, and, according to MAE, the TGARCH 
model, outperform the others. In both models, all estimated parameters are statistically 
significant, with the exception of the leverage parameter in the TGARCH model.  As can be 
seen, 
1 3
ˆ ˆ( 1)     in the TGARCH model, violating the stability rule of specification and 
indicates a preference for the APARCH model. According to APARCH results, there is less 
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persistency, with the average half-life of 1.5 months, while a negative shock raises volatility 
more than positive shocks.  
Over the period 1995-2001, although RMSE and MAE support the TGARCH model as 
a better performer, there is an anomalous result 
1 3
ˆ ˆ( 1)   
 
for TGARCH, and   thus the 
EGARCH model can be chosen as preferred by RMSE only. The EGARCH results show that 
there is less persistency and asymmetry, implying the effect of shocks decreases rapidly, and 
the price increase due to negative shocks is not fully compensated by price reduction through 
positive shocks. Over the last subsample (2002-2010), RMSE value indicates a preference for 
the TGARCH model whereas according to the MAE value, the APARCH model comes off 
best. All of the coefficients are statistically significant in both models. In this case also there 
is no strong evidence of persistency while asymmetric (
2ˆ  effects can be documented. 
Table 2-6 Estimated coefficients of variance equations for propane future price returns 
 1995-2010 1995-2001 2002-2010 
 TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH TGARCH EGARCH APARCH CGARCH 

0.072a 
(0.016) 
-0.120a 
(0.011) 
0.104a 
(0.022) 
7.796 
(0.603) 
0.058a 
(0.019) 
-0.193a 
(0.023) 
0.065a 
(0.018) 
12.199 
(23.659) 
1.121a 
(0.265) 
2.434a 
(0.167) 
0.926 
(0.688) 
13.502 
(14.200) 

0.141a 
(0.018) 
0.213a 
(0.019) 
0.157a 
(0.089) 
0.999a 
(0.000) 
0.202a 
(0.034) 
0.311a 
(0.035) 
0.212a 
(0.026) 
0.994a 
(0.012) 
0.124a 
(0.039) 
0.002 
(0.024) 
0.074c 
(0.038) 
0.978a 
(0.070) 

-0.028 
(0.019) 
0.011 
(0.010) 
-0.093a 
(0.036) 
0.006 
(0.007) 
-0.066c 
(0.034) 
0.032c 
(0.019) 
-0.094c 
(0.054) 
0.160a 
(0.024) 
0.215b 
(0.091) 
-0.056b 
(0.024) 
0.385a 
(0.127) 
0.016 
(0.095) 

0.864a 
(0.013) 
0.974a 
(0.005) 
0.822a 
(0.017) 
0.106a 
(0.015) 
0.838a 
(0.019) 
0.972a 
(0.007) 
0.816a 
(0.021) 
-0.001 
(0.005) 
0.517a 
(0.084) 
-0.832a 
(0.091) 
0.723a 
(0.074) 
0.062 
(0.093) 
   
2.068a 
(0.263) 
-0.003 
(0.014) 
  
1.345a 
(0.261) 
-0.001 
(0.007) 
  
2.519a 
(0.861795) 
3.94-5 
(0.010) 
    
0.875a 
(0.016) 
   
-0.977 
(0.041) 
   
0.931a 
(0.101) 
LB(15) 85.127a 78.519a 84.746a 81.740a 41.219a 40.178a 41.303a 40.832a 44.102a 47.170a 43.066a 52.592a 
LB2(15) 11.403 10.863 15.858 10.438 11.615 12.819 11.651 12.863 31.929b 107.16a 16.618 9.9136 
ARCH(15) -0.007 -0.006 -0.004 -0.005 -0.013 -0.018 -0.012 -0.011 0.054 0.025 0.033 0.019 
RMSE 2.820858 2.820869 2.820851 2.820852 2.521426 2.521426 2.521429 2.521428 2.819914 2.819929 2.819922 2.819924 
MAE 1.809262 1.809301 1.809301 1.809292 1.694911 1.694913 1.694915 1.694912 1.810640 1.810623 1.810599 1.810608 
GED 
1.001a 
(0.025) 
0.994a 
(0.025) 
1.012a 
(0.025) 
0.996a 
(0.025) 
1.081a 
(0.038) 
1.058a 
(0.039) 
1.107a 
(0.041) 
1.068a 
(0.037) 
0.795a 
(0.033) 
0.776a 
(0.028) 
0.628a 
(0.032) 
0.672a 
(0.031) 
Note:  Values in parentheses are standard errors, a, b and c indicate statistical significance at 1 per cent, 5 per cent and 10 per 
cent levels respectively 
In every model, statistical validity has been checked with diagnostic tests of LB-Q 
statistics at both level and squared forms and the ARCH -LM test with 15 lags. According to 
the Q and ARCH-LM statistics there is little or no evidence of serious misspecification and 
they also affirm that there is no evidence of further autocorrelation in almost all the series 
with the exception of the PN series. For PN, LB-Q statistics in levels show some evidence of 
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remaining autocorrelation, but LB-Q statistics at squared values, and ARCH-LM tests results, 
provide support to overcome this shortcoming. Motivated by the consideration that petroleum 
future price returns might not follow a normal distribution, the models were estimated with 
GED and it has been found that in every case, the estimated GED parameters, as shown in 
lower panel rows in all stated tables, are statistically significant at a 1 per cent level of 
significance and are less than 2 in all cases.  These results suggest the possible violation of 
the normality assumption, reinforcing the justification for using the GED distribution. 
To recap, some important information was extracted from petroleum future price 
returns volatility modelling in this essay. First,  as in the earlier case of spot price returns, the 
volatility (Kang, Kang and Yoon 2009, Mohammadi and Su 2010, Narayan and Narayan 
2007, Wei, Wang and Huang 2010) of CP future price returns can also be modelled with 
extended versions of GARCH class models, which is consistent with Sadorsky (2006) and 
Agnolucci (2009). CP future price returns exhibit both persistent and asymmetric effects of 
shocks to the volatility across the three different time periods. The finding of persistence 
effects is consistent with Agnolucci (2009), but we also found asymmetry effects even in 
three different samples/subsamples, which was not found in Agnolucci (2009). Second, 
similar to CP price returns, HO, GN, NG and PN future price returns’ volatility can be 
modelled with extended GARCH-class models. Third, HO future price returns have been 
found persistent to the shocks in all cases while no evidence of asymmetry can be found for 
the recent subsample of 2002-2010. Fourth, GN future price returns show mixed evidence of 
persistency and asymmetry. Future price returns in this case are more persistent in the full 
sample and the early subsample but less persistent during the latest subsample.  Evidence of 
asymmetry has been found for the full and latest subsamples while there is no evidence of 
asymmetry during the data period 1995-2001. Fifth, NG future price returns have asymmetric 
and persistent effects to the shocks of volatility for the full and first subsamples while there is 
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no evidence of asymmetry in the last subsample; however, the degree of persistency in the 
latest subsample is higher than for the full and earlier subsamples. Sixth, PN future price 
returns show asymmetric volatility across all samples while the effects of shocks to the 
volatility are short-lived compared to CP, HO and GN. Seventh, in most of the cases we 
found leverage effects with negative signs which means negative shocks  increase volatility 
which does not get fully compensated by positive shocks; and, finally, in such modelling of 
petroleum future price returns volatility within the framework of extended GARCH-class 
models no serious misspecifications could be observed.  
The empirical results of this study imply that no single model can be recommended to 
forecast volatility of petroleum price returns, consistent with Sadorsky (2006); rather, 
different models can be used based on the time and products involved. This study estimated a 
total of 16 models and found that in 6 cases (40 per cent), the CGARCH models provide the 
best empirical results, while the APARCH, EGARCH and TGARCH specifications are better 
in 5 cases, 4 cases and 1 case, respectively. 
2.5  Conclusions 
 Four alternative classes of nonlinear extended versions of GARCH models are used in 
this study to evaluate the conditional volatility characteristics of CP, HO, GN, NG and PN 
future price returns over the period 1995-2010, with  additional division of the  full sample 
into two subsamples; 1995-2001 and 2002-2010. The study uncovers that crude oil future 
price returns series are persistent and asymmetric to the shocks of volatility across all time 
periods. While all the other future price returns are persistent to the shocks, with fewer 
exceptions, the evidence of asymmetry is mixed across time periods. Over the whole sample 
period, or for the long time series data, all price returns are asymmetric but for sub-periods 
the evidence is mixed. The empirical results of this study have several significant 
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implications. First, non-linear GARCH-class models are capable of capturing the empirical 
volatility characteristics of petroleum future prices in the sense of statistical significance. 
However, different models were found to be appropriate for different petroleum products for 
different time periods, indicating that model use for forecasting purposes should be product 
and time specific. Second, for CP and its variants, along with NG shocks have different 
effects on volatility. Unique policy measures for all petroleum products will not provide any 
suitable outcomes; rather, policies should be product specific to reduce volatility. Third, the 
evidence of persistency and asymmetry in general lead to huge policy issues. In most cases, 
the study reveals that price shocks do have permanent or persistent effects on the volatility, 
meaning that   any political or economic shock that enhances volatility will last longer thus 
policy makers need to design policies to accommodate long lasting effects of shocks for these 
products. Fourth, in the presence of asymmetric volatility the policymakers require policies to 
be more accommodative to the negative shocks because in presence of asymmetry, negative 
impacts of shocks are not fully compensated by any countering positive shocks. During 
periods of negative shocks, investors may overreact, ultimately exacerbating the negative 
impacts. Even during positive shock periods (not fully compensated), the economy may face 
problems because of overreaction and expectations of investors, therefore, suitable 
countercyclical policy measures should be taken to stabilise the overall business environment. 
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     Chapter 3 
Component GARCH Modelling of Food Price Volatility: 
Analysing Asymmetry and Persistency 
This essay attempts to model the volatility of food prices within and across global and selected Asia 
and Pacific countries, namely Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, 
India and Thailand. The principal method of analysis comprises the development of a set of 
CGARCH-class models of conditional variance. Volatility characteristics of food prices are examined 
across the full period (1995-2010) and over two subsamples (1995-2001 and 2002-2010) with daily 
food price indices. The main findings of the study are as follows: (1) like other asset prices, food price 
volatility can be modelled by the CGARCH variant of GARCH-family models at world as well as 
country specific levels, (2) food price returns show persistent volatility to the shocks, irrespective of 
time periods and places, (3) mixed evidence of asymmetry is documented for food prices in different 
countries in different time periods, and finally, (4) scant evidence of risk led return is found.  
3.1 Introduction 
In general commodity prices are volatile because of their rigid demand and supply 
elasticity (Noureddine 2002, Page and Hewitt 2001). It has also been argued that commodity 
prices are more volatile than other prices: for example, Kroner et al. (1999) reported that 
commodity prices are one of the most volatile of all international prices. More specifically, 
agricultural commodity prices are known for their continuously volatile nature (Newbery 
1989). Fluctuation in commodity prices involves uncertainty, risk and different kinds of costs 
to government, traders, producers and consumers. As Pindyck (2004) noted, changes in 
commodity prices can influence the total cost of production as well as the opportunity cost of 
producing commodities. Apergis and Rezitis (2003b) also highlighted that price volatility 
leads both producers and consumers to uncertainty and risk, and thus volatility of commodity 
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prices has been studied to a certain extent. It has also been argued that price volatility reduces 
welfare and competition by increasing consumer search costs (Zheng, Kinnucan and 
Thompson 2008). Large fluxes in prices can have a destabilizing effect on the real exchange 
rates of countries, while a prolonged volatile environment makes it difficult to extract exact 
price signals from the market, leading to inefficient allocation of resources. Furthermore, 
volatility can attract speculative activities (FAO 2007). 
Noticeable ups and downs can be observed in historical food prices (FP) as shown in 
Figure 3-3. A considerable body of studies have documented the causes and consequences of 
FP increases. The recent FP spike has been explained from different angles such as supply 
shocks (ESCAP 2008, Hossain 2007), demand shocks (OECD 2008), oil and metal price 
increase (Du et al. 2010, Headey and Fan 2008, Radetzki 2006), chronic decline of US 
dollars against major currencies (Abott et al. 2009, Headey and Fan 2008) and incremental 
demand for bio-fuel (Headey and Fan 2008, Mitchell 2008, Rosegrant et al. 2008). Some 
others argue that the index based agricultural futures markets are one of the factors of the 
recent FP increases (Gilbert 2010, Robles et al. 2009). Food commodity price futures are also 
gaining popularity like many other financial assets (Pace et al. 2008). Robles et al. (2009) 
showed that the average monthly volumes of futures for wheat and maize grew by more than 
60 per cent and those for rice by 40 per cent in 2006 over 2005. However, to date not much 
empirical attention has been paid to studying FP returns in the fashion of financial assets, 
though food prices are becoming part of the portfolios of fund managers.  
Following the innovation of the great workhorse of financial econometrics, ARCH 
models by Engle (1982) and GARCH models by Bollerslev (1986), volatility modelling 
became popular in financial economics. Financial variables such as stock prices, bond prices, 
interest rates and exchange rates are being modelled frequently using financial econometric 
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models (Blair 2001, Dewachter 1996, Maneschiold 2004, Wei 2009). Though commodity 
prices are somehow different from financial asset prices in terms of their cyclical behaviours 
(Kelvin 2009), Deaton and Laroque (1992) argued that many commodity prices have similar 
behaviours as stock prices. And in this line, energy prices have recently been studied using 
the techniques of financial econometrics, for example, Regnier (2007) showed that energy 
prices follow volatility characteristics applying tests to a long time series data. Also, in 
Narayan and Narayan  (2007), mixed evidence concerning the asymmetry and persistency of 
oil price shocks’ to the volatility have been shown. Metal prices have also been studied using 
financial econometric methods  (Tully and Lucey 2007), but only a few studies are available 
in the field of commodity price volatility in general and FP volatility modelling in particular. 
Valadkhani and Mitchell (2002) studied Australia’s export price volatility by using ARCH-
GARCH models and provided evidence that Australia’s export prices are significantly 
influenced by world prices. Zheng et al. (2008) studied time varying volatility of the US food 
consumer prices using EGARCH models and news impact curves, providing evidence that 
price news affects the volatility in FP and the news of high prices are more destabilizing.  
However, as stated earlier, modelling FP volatility using daily FP indices in the fashion 
of financial assets still attracts empirical attention. Since food prices are achieving popular 
positions in the portfolios of fund managers in the form of food futures and options, it 
appears worthwhile to devote effort to modelling food prices with extended GARCH models: 
in particular with CGARCH models in the context of the world and some Asia and Pacific 
countries, namely Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, 
India and Thailand. World aggregates and individual countries are incorporated in the study 
to provide robustness in the analysis. Furthermore, as some of these countries are net food 
exporters (e.g. Australia, New Zealand, India and Thailand) and some are net food importers 
(e.g. Korea, Singapore, Hong Kong and Taiwan), whether volatility characteristics differ due 
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to being exporters and importers has also been examined. The objective of this paper is, 
therefore, to model the volatility of FP returns and examine whether increased risks lead to 
increased returns using CGARCH models in the context of the above mentioned countries. 
To the best of current knowledge, this is the first study of its kind modelling FP as financial 
asset prices. 
The structure of the essay is as follows: The next section discusses the data and their 
properties; methodology and the empirical findings have been presented in section 3.3 and 
section 3.4 summarises the main results of the study and draws relevant conclusions. 
3.2  Data and their statistical properties 
This study uses daily observations of food producer price indices for the world 
aggregates (WFP) and for Australia (AUSFP), New Zealand (NZFP), Korea (KORFP), 
Singapore (SINFP), Hong Kong (HKFP), Taiwan (TWNFP), India (INFP) and Thailand 
(THFP) over the period 2 January 1995 to 30 April 2010, sourced from DataStream Advance. 
Returns of food prices are computed using a standard continuously computed logarithm 
technique as shown in equation (2.1). 
Table 3-1 provides summary statistics for all series.  As can be seen, the unconditional 
standard deviations of each series are very large, indicating high volatility in FP. The 
unconditional standard deviations for each return series show that net food importing 
countries’ returns are more volatile than those for net food exporting countries, which asserts 
that net food importing countries are greatly affected by FP changes. Regarding the price 
series, only NZFP data show negative skewness, implying the distribution has a long left tail, 
whereas all other series have positive skewness, implying long right tails. In contrast, the 
WFP, AUSFP and KORFP series show negative skewness, meaning long left tails, while 
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other returns series show long right tails. The values of excess kurtosis for all series are high 
(close to 3 or higher) except the series of NZFP, KORFP and SINFP, implying that 
distributions are relatively peaked rather than normal. The JB tests reject the null hypothesis 
of normality at 1 and 5 per cent levels of significance. Theoretical Quantile-Quantile, as 
shown in Figures 3-1 and 3-2, were also plotted, which, in general, support the JB results. 
As can be noticed, none of the plots exhibit good fit to the distribution of observations, but 
the graphs do show that both positive and negative large shocks create non-normal 
distribution of the series for both price and returns. Thus, the samples adequately contain 
financial characteristics such as volatility clustering, long tails and leptokurtosis. 
 
Figure 3-1 Theoretical quantile-quantile plot for food prices 1995-2010 
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Figure 3-2 Theoretical quantile-quantile plot for food price returns 1995-2010 
Table 3-1 also shows unit root tests results. All the FP series appear non-stationary in 
levels, but are stationary in first differences, implying all series are integrated of order 1, 
denoted I (1). This suggests the use of the returns for estimating the GARCH models in order 
for examining conditional volatility over the time period selected. Figures 3-3 and 3-4 show 
the plots of FP and their returns. It is clear in figures that there is evidence of volatility 
clustering for the return series of WFP and for all individual countries. Figure 3-3 exhibits 
that, since 2002, there has been a sharp rise in food prices, consistent with Mitchell (2008), in 
each country, and therefore, total time period is divided into two subsamples ranging from 
1995 to 2001 and 2002 to 2010 for the purpose of estimation. The split of the total sample 
into two subsamples enables differences between sharp rise and non-sharp rise periods of 
food prices to be identified. 
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Table 3-1 Statistical properties of data 
Prices 
 WFP AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
Mean 1687.3 976.7134 451.266 385.7578 474.1742 168.9412 284.3595 1078.308 550.576 
Median 1447.5 895.3350 483.450 333.6900 418.9700 116.6500 234.6900 899.3050 561.640 
Maximum 3086.8 1905.49 744.57 871.13 1007.11 625.34 695.64 2989.23 1190.86 
Minimum 939.8 477.210 206.460 124.310 117.190 33.390 116.250 254.140 176.560 
Std. Dev. 542.4 363.048 129.657 180.137 218.316 132.946 135.559 630.132 171.329 
Skewness 0.9645 0.63647 -0.24493 0.59562 0.52627 1.46040 0.86664 0.83363 0.37046 
Kurtosis 2.9207 2.31378 1.86426 2.09315 1.98832 4.45968 2.67396 2.95978 3.35085 
J-B 621.29 348.547 254.978 373.571 355.224 1776.97 518.426 463.562 112.012 
Prob. 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
ADFL (prob) 0.9075 0.5574 0.4467 0.5817 0.8510 0.9998 0.5963 0.9843 0.9667 
Obs. 4000 4000 4000 4000 4000 4000 4000 4000 4000 
Returns 
 WFP AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
Mean 0.00025 0.00015 -6.78E-06 0.000261 0.00012 0.00045 0.00021 0.00045 0.00017 
Median 0.00063 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
Maximum 0.06805 0.10508 0.21383 0.12514 0.15767 0.15568 0.15838 0.13291 0.16875 
Minimum -0.05686 -0.11389 -0.19674 -0.14811 -0.13523 -0.15054 -0.08981 -0.08622 -0.15808 
Std. Dev. 0.00773 0.01230 0.01603 0.02322 0.01932 0.02093 0.02257 0.01565 0.01861 
Skewness -0.424 -0.045 0.078 -0.069 0.254 0.113 0.111 0.393 0.023 
Kurtosis 10.860 11.0713 23.4145 7.71010 9.48634 9.26574 5.00237 8.14859 11.8719 
J-B 10415.2 10856.4 69445.3 3699.7 7053.6 6550.1 676.3 4520.2 13115.6 
Prob. 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
ADFL (prob) 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
Obs. 3999 3999 3999 3999 3999 3999 3999 3999 3999 
 
 
Figure 3-3 Food price indices 1995-2010 
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Figure 3-4 Food price returns 1995-2010 
3.3 Methodology and Empirical Results 
3.3.1  Methodology 
3.3.1.1  CGARCH Models of Food Price Volatility 
CGARCH models are used to analyse data throughout this essay as discussed in section 
2.3.1, particularly shown in equation (2.5). In order to estimate the FP volatility of WFP and 
country specific FP data, CGARCH-in mean (1,1) termed as CGARCH-M(1,1) models in 
asymmetric form were used to assess whether volatility in mean equations becomes a factor 
of risk and to evaluate whether shocks to volatility are asymmetric. To this end, the ARMA–
CGARCH-M (1,1) model estimated can be written in the following general form:  
Mean equation: 
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Variance equations: 
2
, 0 1 , 1 0 2 , 1 , 1
2 2
, 3 , 1 , 1 4 , 1 , 1 1 5 , 1 , 1
( ) ( )
( ) ( ) ( )
i t i t i t i t
i t t i t i t i t i t t i t i t
q q e h
h q e q e q d h q
   
  
  
      
    
                                          (3.2)
 
where i refers to variables from 1 to 9 representing the world and 8 individual 
countries, 2  
and 3  measure autoregressive and moving average coefficients, 4  is the 
coefficient for volatility in the mean equation (measuring risk in mean return) and 4  
provides a measure of asymmetry. k measures the time lag where the lag order of ARMA is 
set by Box-Jenkins’ (1976) methodology, hence the lag orders selected may differ across the 
series depending on the nature of the particular data.   
3.3.1.2  Empirical results 
Table 3-2 displays the empirical results of CGARCH estimates for FP returns for world 
aggregates and other countries for the full sample period 1995 to 2010, with asymmetric 
ARMA-CGARCH-M models for each series estimated. Almost all estimated parameters in 
the mean equations are statistically significant at least at 5 per cent level of significance; 
GARCH-M parameters are not statistically significant except for the NZFP  and KORFP 
series  implying that the risk associated with volatility does not necessarily lead to 
increased FP returns for many of the countries, with the exceptions of NZFP and KORFP.   
In Table 3-2, the variance equations show that almost all the estimated parameters 
and under permanent components are statistically significant at a 1 per cent level of 
significance. That means that the initial effects of a shock to the permanent components 
measured by are highly statistically significant in all cases. Long-run persistence 
parameters all are close to unity, implying long-run persistence of shock. The half lives 
of shock to decay range from 53 days to 1322 days in all cases, except NZFP where the 
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average decay time for a random shock is around 9 days, implying that the effects of shocks 
to volatility are highly persistent in all countries’ food prices except NZFP. Parameters 
measuring asymmetry are statistically significant for all the series except the SINFP 
return series, and the positive signs of coefficients in every case imply that positive shocks 
reduce volatility more than negative shocks. Only in the case of SINFP, shocks do show 
symmetric effects on volatility. The measures of short-run persistence parameters are 
statistically significant in all cases with few exceptions. The sums of short-run persistence 
parameters and are less than long-run persistence parameters in all cases, implying 
slower mean reversion in the long-run.  
Table 3-2 also shows that GED parameters in all cases are less than 1 and statistically 
significant at the 1 per cent level of significance, implying possible violation of normality 
assumptions. However, no other indication of serious misspecification of the models, as 
specified is suggested by LB-Q statistics (both at level and squared) and ARCH-LM tests 
with 10 lags, is found. 
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Table 3-2 Asymmetric ARMA-CGARCH(1,1)-M estimates for full sample period (1995-2010) 
Parameters RWFOOD 
AR(1)-
CGARCH(1,1)-
M 
RAUSFOOD  
ARMA(2,1)-
CGARCH(1,1)-M 
RNZFOOD 
ARMA(2,2)-
CGARCH(1,1)-M 
RKORFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RSINFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RHKFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RTWNFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RINFOOD 
AR(1)-
CGARCH(1,1)-
M 
RTHFOOD 
ARMA(2,2)-
CGARCH(1,1)-M 

0.0004 
(0.000140)a 
0.000306 
(0.000195) 
-3.39E-06 
(1.93E-10)a 
-0.000215 
(0.000156) 
0.000103 
(0.000267) 
1.50E-05 
(1.93E-05) 
-0.000261 
(0.000496) 
-1.06E-05 
(0.000223) 
2.37E-06 
(0.000146) 

0.1210 
(0.016270)a 
0.9108 
(0.012593)a 
-1.81E-06 
(1.13E-08)a 
-0.279152 
(0.070179)a 
0.103598 
(0.586492) 
-0.296881 
(0.001289)a 
0.712563 
(0.115140)a 
0.020015 
(0.013815) 
0.726090 
(0.319522)b 

2.9329 
(3.158709) 
0.032734 
(0.009869)a 
0.000172 
(5.67E-06)a 
0.309243 
(0.069130)a 
-0.101459 
(0.586629) 
0.297995 
(0.012227)a 
-0.731517 
(0.111493)a 
-0.070385 
(1.119215) 
-0.647129 
(0.109094)a 

 -0.947582 
(0.005436)a 
 0.832407 
(0.389605)b 
-0.130736 
(0.944110) 
-0.025130 
(0.485223) 
0.939209 
(1.071056) 
 -0.725815 
(0.319826)b 

 0.449158 
(1.424413) 
      0.646695 
(0.108975)a 

        -0.010076 
(0.516007) 

0.000052 
(1.35E-05)a 
0.000113 
(1.69E-05)a 
0.018069 
(0.000596)a 
0.000615 
(0.000219)a 
0.000569 
(0.000553) 
0.000460 
(7.61E-05)a 
0.000623 
(0.000137)a 
0.000962 
(0.003040) 
0.000529 
(0.000216)b 

0.993080 
(0.002866)a 
0.993328 
(0.002212)a 
0.920279 
(0.000132)a 
0.990450 
(0.004689)a 
0.998059 
(0.002287)a 
0.994216 
(0.007069)a 
0.986992 
(0.005053)a 
0.999476 
(0.001838)a 
0.988324 
(0.006066)a 

0.050413 
(0.010649)a 
0.027109 
(0.004485)a 
-0.049617 
(0.000100)a 
0.0733937 
(0.013463)a 
0.040307 
(0.009830)a 
0.038030 
(0.014249)a 
0.0555664 
(0.005046)a 
0.031106 
(0.008235)a 
0.060941 
(0.018036)a 

9.62E-06 
(0.02433) 
0.009489 
(0.026282) 
0.167576 
(0.000144)a 
0.032286 
(0.028457) 
0.104826 
(0.029123)a 
0.097507 
(0.031558)a 
0.059532 
(0.007943)a 
0.114966 
(0.029116)a 
0.102653 
(0.039210)a 

0.091371 
(0.026196)a 
0.071431 
(0.035415)b 
0.005083 
(0.000240)a 
0.087685 
(0.040688)b 
-0.023629 
(0.032079) 
0.064319 
(0.038793)c 
0.112666 
(0.019259)a 
0.086922 
(0.036983)b 
0.077961 
(0.046429)c 

0.800633 
(0.060632)a 
-0.244412 
(0.238757) 
0.511558 
(0.000254)a 
0.684564 
(0.100281)a 
0.762846 
(0.061275)a 
0.660190 
(0.065184)a 
0.524760 
(0.102282)a 
0.651681 
(0.060614)a 
0.598373 
(0.097800)a 
GED 1.538 
(0.044377)a 
1.296 
(0.024543)a 
0.132 
(0.000685)a 
1.176 
(0.031004)a 
1.120 
(0.026189)a 
0.949 
(0.022551)a 
1.100 
(0.032544)a 
1.012 
(0.025969)a 
0.816 
(0.021391)a 
L-BQ(10) 
L-
BQ2(10) 
ARCH-
LM(10) 
13.542 
 
4.1526 
0.5862 
21.992a 
 
4.114 
0.4519 
11.496 
 
38.654a 
0.6427 
14.115c 
 
3.772 
0.6411 
20.293a 
 
2.576 
0.6738 
12.132 
 
2.381 
0.4836 
12.706 
 
8.661 
0.1938 
14.828c 
 
9.797 
0.023b 
24.549a 
 
3.747 
0.9094 
Note:  Values in parentheses including L-BQ are standard errors, a, b and c indicate significance at 1 per cent, 5 per cent and 
10 per cent levels respectively; the last row shows probabilities of ARCH-LM(10) tests. 
Table 3-3 reports asymmetric ARMA-CGARCH-M model estimates for the subsample 
period ranging from 1995 to 2001. Coefficients of interest in the mean equations are 
GARCH-M parameters, which are not all statistically significant at any level of significance 
except for AUSFP, NZFP and KORFP; although for AUSFP statistical significance is 
indicated only at a 10 per cent level.  
Table 3-3 also demonstrates that, for the variance equations, the long-run persistence 
parameters for WFP and for all other food prices are statistically significant at a 1 per cent 
level of significance. The average half-life of the effects of shocks to the volatility is more 
than 21 days in every case, while only the NZFP series show very low persistence with the 
effect of shocks dying out rapidly (only 3 days). Parameters measuring asymmetry are not 
statistically significant for KORFP, SINFP or HKFP, indicating that price shocks have 
symmetric effects on volatility for the 1995-2001 period data sets. In all other cases, there is 
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evidence of positive asymmetric effects of shocks on price volatility, meaning positive 
shocks reduce volatility more than negative shocks. The sums of the short-run persistence 
parameters are smaller than the long-run persistence parameters, implying slower mean 
reversion in the long-run for all countries, as well as for world food prices. 
In each equation the GED parameters are less than 2 and statistically significant at a 1 
per cent level of significance, reinforcing the possible violation of normality assumptions. 
However, the results for the LB-Q statistics and the ARCH-LM test statistics do not suggest 
any other serious misspecification of the models.  
Table 3-3 Asymmetric CGARCH(1,1)-M estimates for sub-sample period (1995-2001) 
Parameters RWFOOD 
AR(1)-
CGARCH(1,1)-
M 
RAUSFOOD 
ARMA(1,2)-
CGARCH(1,1)-M 
RNZFOOD 
ARMA(4,4)-
CGARCH(1,1)-
M 
RKORFOOD 
AR(1)-
CGARCH(1,1)-
M 
RSINFOOD 
ARMA(2,2)-
CGARCH(1,1)-
M 
RHKFOOD 
ARMA(1,1)-
CGARCH(1,1)-
M 
RTWNFOOD 
ARMA(1,1)-
CGARCH(1,1)-
M 
RINFOOD 
ARMA(3,3)-
CGARCH(1,1)-
M 
RTHFOOD 
AR(1)-
CGARCH(1,1)-
M 

0.000230 
(0.000205) 
0.000101 
(9.05E-06)a 
-2.90E-05 
(1.22E-08)a 
-0.000743 
(0.000197)a 
-0.000324 
(0.000547) 
9.45E-05 
(0.000192) 
-0.000439 
(0.000850) 
-0.000566 
(0.000102)a 
-3.91E-05 
(9.12E-05)a 

0.172637 
(0.024070)a 
-0.844670 
(0.065378)a 
-0.359957 
(2.82E-05)a 
0.074794 
(0.021995)a 
-1.037680 
(0.154595)a 
-0.582428 
(0.131847)a 
0.725021 
(0.128326)a 
0.444157 
(0.011352)a 
0.000187 
(0.003031) 

5.570798 
(5.652416) 
0.836347 
(0.068688)a 
0.581100 
(0.000229)a 
0.923485 
(0.089571)a 
-0.701380 
(0.122787)a 
0.581908 
(0.131967)a 
-0.726391 
(0.128112)a 
0.551049 
(0.005548)a 
0.113783 
(0.087438) 

 -0.044835 
(0.023583)c 
0.433879 
(0.000348)a 
 1.035440 
(0.154503)a 
-0.192516 
(0.371536) 
1.154287 
(1.957191) 
-0.243788 
(0.114033)b 
 

 3.908729 
(2.109195)c 
-0.433694 
(1.93E-06)a 
 0.703599 
(0.122226)a 
  -0.360958 
(0.014051)a 
 

  0.359928 
(2.80E-05)a 
 0.532263 
(1.424729) 
  -0.582800 
(0.004153)a 
 

  -0.581121 
(0.000229)a 
    0.184092 
(0.116612) 
 

  -0.433866 
(0.000348)a 
    2.604754 
(0.406640) 
 

  0.433717 
(2.02E-06)a 
      

  0.008615 
(5.29E-06)a 
      

4.87E-05 
(2.25E-05)b 
9.10E-05 
(7.03E-06)a 
0.008433 
(2.27E-06)a 
0.001475 
(0.001655) 
0.000573 
(0.000195)a 
0.001313 
(0.000394)a 
0.001072 
(0.000602)c 
0.000444 
(0.000670) 
0.016057 
(0.013186) 

0.994497 
(0.003993)a 
0.967077 
(0.013725)a 
0.791722 
(0.000452)a 
0.994431 
(0.007161)a 
0.991238 
(0.006160)a 
0.897906 
(0.042694)a 
0.999396 
(0.000562)a 
0.999055 
(0.002654)a 
0.999692 
(0.000305)a 

0.049005 
(0.014562)a 
0.026263 
(0.010040)a 
0.243943 
(0.000593)b 
0.081277 
(0.021818)a 
0.051512 
(0.009267)a 
0.273424 
(0.055364)a 
0.005159 
(0.004937) 
0.018910 
(0.008004)b 
0.042864 
(0.020114)b 

0.012697 
(0.028821) 
-0.036911 
(0.024886) 
0.223525 
(0.000831)a 
0.055701 
(0.044779) 
0.1795571 
(0.066044)a 
-0.025898 
(0.049081) 
0.027015 
(0.021443) 
0.109384 
(0.043152)b 
0.182458 
(0.033949)a 

0.114318 
(0.037208)a 
0.134583 
(0.004494)a 
0.006535 
(0.000516)a 
0.083143 
(0.061559) 
-0.118048 
(0.076449) 
0.086608 
(0.085978) 
0.107364 
(0.022150)a 
0.122341 
(0.051537)b 
0.057822 
(0.030499)c 

0.762908 
(0.073695)a 
-0.453021 
(0.229391)b 
0.115224 
(0.001421)a 
0.692270 
(0.124368)a 
0.328243 
(0.245585) 
-0.682013 
(0.311485)b 
0.822171 
(0.011038)a 
0.631090 
(0.084229)a 
0.634993 
(0.088326)a  
GED 1.571 
(0.068642)a 
1.314 
(0.057007)a 
0.140270 
(0.001153)a 
1.125 
(0.045176)a 
0.988 
(0.033370)a 
0.6017 
(0.023976)a 
1.087 
(0.047434)a 
0.962 
(0.036987)a 
0.6113 
(0.021083)a 
L-BQ(10) 
L-
BQ2(10) 
ARCH-
LM(10) 
19.738b 
 
10.009 
0.8289 
17.577b 
 
11.019 
0.4301 
7.3874b 
 
4.0229 
0.7616 
13.482 
 
5.528 
0.8365 
18.177a 
 
1.868 
0.8966 
6.924 
 
3.580 
0.9295 
10.463 
 
12.267 
1.942 
14.159a 
 
7.230 
2.103 
17.944b 
 
4.270 
0.6267 
Note:  Values in parentheses including L-BQ are standard errors, a, b and c indicate significance at 1 per cent, 5 per cent and 
10 per cent levels respectively; the last row shows probabilities of ARCH-LM(10) tests. 
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Results for the more recent period are given in Table 3-4, which presents Asymmetric 
ARMA-CGARCH-M model estimates for the sub-sample period of 2002 to 2010. Estimated 
GARCH-M parameters are not statistically significant for any series at any level of 
significance, with the exception of INFP only where risk does matter in the returns of food 
prices. Other FP all fairly well exhibit stability in terms of news impacts. On the whole, these 
statistical results indicate that the scope for making returns from failure of market efficiency 
is rather weak in these countries’ food markets5. 
In Table 3-4 it can also be seen that long-run persistence parameters for WFP and for 
all other FP are statistically significant at the 1 per cent level of significance. The average 
half-life of decaying the effects of shock is more than 24 days in every case, while high 
persistence of about 411 days is recorded for INFP and low persistence at about 24 days is 
recorded for THFP. WFP and all other FP lie in between these two extremes. Parameters 
measuring asymmetry are not statistically significant for AUSFP, NZFP and THFP implying 
price shocks have symmetric effects on volatility in these FP for the period 2002 to 2010. In 
all other cases, there is evidence of positive asymmetric effects of shocks on price volatility, 
meaning positive shocks reduce volatility more than negative shocks with the exception of 
SINFP only, where negative shocks, reduce volatility more than positive shocks. As the sums 
of the transitory persistence parameters are smaller than the permanent persistence 
parameters for each model, the evidence reveals slower mean reversion in the long-run for 
every case. 
As for the other time periods studied, the GED parameters are less than 2 and 
statistically significant at a 1 per cent level of significance, suggesting possible violation of 
                                                          
5
 Market efficiency refers to that prices reflect all available public information. Efficiency can be of strong form, 
semi-strong form and weak from. In this study efficiency and strong form efficiency are used interchangeably. If 
he market is efficient, there is less scope of making abnormal profit out of taking risk. In other words, if market 
is efficient any news or surprises makes little scope of making abnormal profit. 
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normality assumptions. Likewise, as before, the LB-Q statistics and ARCH-LM statistics fail 
to indicate any other form of misspecification of the models, with the possible exception of 
the NZFP model.  
Table 3-4 Asymmetric CGARCH (1,1)-M estimates for sub-sample period (2002-2010) 
Parameters RWFOOD 
AR(1)-
CGARCH(1,1)-
M 
RAUSFOOD  
ARMA(1,1)-
CGARCH(1,1)-M 
RNZFOOD 
ARMA(2,2)-
CGARCH(1,1)-M 
RKORFOOD 
CGARCH(1,1)-
M 
RSINFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RHKFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RTWNFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RINFOOD 
ARMA(1,1)-
CGARCH(1,1)-M 
RTHFOOD 
ARMA(1,2)-
CGARCH(1,1)-M 

0.000697 
(0.000185)a 
0.000508 
(0.000283)c 
-9.14E-05 
(0.000184) 
-0.0000375 
(6.05E-05)a 
0.0005666 
(0.000325)c 
2.57E-05 
(0.000634) 
-0.000281 
(0.000605) 
-0.000100 
(8.08E-05) 
-0.000292 
(0.000115)b 

0.065317 
(0.003740)a 
0.009906 
(0.003691)a 
-0.348030 
(0.032872)a 
2.141939 
(1.108903)c 
-0.941691 
(0.048806)a 
-0.661936 
(0.142662)a 
0.738596 
(0.125521)a 
-0.250672 
(0.089058)a 
0.927405 
(0.021153)a 

-00.859015 
(3.697844) 
-0073462 
(0.021876)a 
-0.142193 
(0.014526)a 
 0.952120 
(0.044066)a 
0.694556 
(0.135413)a 
-0.780557 
(0.115548)a 
0.203289 
(0.096188)b 
0.033189 
(0.000475)a 

 -1.794937 
(1.929816) 
0.337788 
(0.014526)a 
 0.273010 
(1.425614) 
3.199925 
(2.369710) 
1.366209 
(1.269935) 
1.718216 
(0.741466)b 
-0.955304 
(0.022754)a 

  0.137932 
(0.035260)a 
     1.954405 
(1.437844) 

  0.732232 
(1.376876) 
      

         

         

5.84E-05 
(1.89E-05)a 
0.000214 
(0.000138) 
0.000151 
(1.90E-05)a 
0.000308 
(5.10E-05)a 
0.000362 
(0.000246) 
0.000268 
(3.81E-05)a 
0.000673 
(0.000220)a 
0.000476 
(0.000611) 
0.000245 
(5.33E-05)a 

0.988679 
(0.005988)a 
0.997796 
(0.002197)a 
0.991485 
(0.003901)a 
0.977247 
(0.011450)a 
0.9918779 
(0.006963)a 
0.995039 
(0.006393)a 
0.986159 
(0.007208)a 
0.998314 
(0.002296)a 
0.971316 
(0.012804)a 

0.077876 
(0.012946)a 
0.025143 
(0.007355)a 
0.011659 
(0.004604)b 
0.052500 
(0.025371)b 
0.096328 
(0.015449)a 
0.006228 
(0.005740) 
0.069408 
(0.020505)a 
0.034839 
(0.011646)a 
0.093231 
(0.017630)a 

-0.060919 
(0.030705)b 
0.104959 
(0.040097)a 
0215793 
(0.042747)a 
0.020186 
(0.041509) 
0.141873 
(0.056304)b 
0.056985 
(0.026112)b 
0.100356 
(0.043115)b 
0.123551 
(0.040365)a 
-0.039203 
(0.052809) 

0108233 
(0.046266)b 
-0.063567 
(0.045703) 
-0.047877 
(0.065603) 
0.094287 
(0.042484)b 
-0.147434 
(0.068902)b 
0.101549 
(0.028238)a 
0.100356 
(0.062291)c 
0.093181 
(0.050856)c 
0.111056 
(0.073492) 

0.628563 
(0.242354)a 
0.669293 
(0.150348)a 
0.174531 
(0.114523) 
0.771311 
(0.095459)a 
0.000951 
(0.313480) 
0.768519 
(0.025946)a 
0.400726 
(0.166780)b 
0.623481 
(0.082138)a 
-0.032290 
(0.537805) 
GED 1.544 
(0.065711)a 
1.214 
(0.033372)a 
1.009 
(0.035583)a 
1.260 
(0.049337)a 
1.325 
(0.058020)a 
1.226 
(0.39823)a 
1.155 
(0.047672)a 
1.111 
(0.040876)a 
1.066 
(0.037101)a 
L-BQ(10) 
L-
BQ2(10) 
ARCH-
LM(10) 
9.5108 
 
3.5729 
0.4479 
11.365 
 
2.4383 
0.6774 
3.8484 
 
19.320a 
0.7941 
6.5330 
 
4.5800 
0.0990 
14.824c 
 
8.7382 
0.2205 
18.677b 
 
0.987 
0.3958 
13.759c 
 
5.5469 
0.8737 
7.5523 
 
3.9383 
0.3991 
9.9607 
 
4.1087 
0.5980 
Note:  Values in parentheses including L-BQ are standard errors , a, b and c indicate significance at 1 per cent, 5 per cent and 
10 per cent levels respectively; last row shows probabilities of ARCH-LM(10) tests. 
The major findings related to volatility modelling of food price returns can be summed 
up as follows: (1) ARMA-CGARCH (1,1)-M models, employed in the study to capture 
volatility characteristics of FP returns, fit the FP data  for all countries and world context; (2) 
FP returns of each country, as well as world integrated series, show asymmetric and long-run 
persistent volatility for the full sample period, with the exception of SINFP and NZFP where 
shocks have symmetric but persistent volatility in SINFP and transitory but asymmetric 
volatility in NZFP returns; (3) for the subsample period 1995 to 2001, all FP return series 
show long-run persistent volatility, while  mixed evidence of asymmetry is reported. KORFP, 
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SINFP and HKFP returns series show symmetric effects on volatility, while all other 
countries’ FP data demonstrate positive asymmetric effects on volatility; (4) similar to the 
first subsample, FP returns series of all countries and the world for the period 2002 to 2010 
show long-run persistency. Asymmetric effects are not found for AUSFP, NZFP and THFP 
while all other FP show positive asymmetric effects to the shocks of volatility; (5) the sum of 
short-run persistence parameters in all series across all samples are smaller than long-run 
persistence parameters, implying slower mean reversion in the long-run; (6) scant evidence of 
increased risks leading to increased returns has been found across all samples. The NZFP and 
KORFP series for the full sample, AUSFP, NZFP and KORFP series for subsample 1995-
2001, and only INFP series for the last sample period 2002-2010, are found to be statistically 
significant for GARCH-M in mean equations. 
To sum up, the volatility characteristics of food prices can be modelled statistically by 
CGARCH-class models in the context of world and country specific levels, irrespective of the 
nature of food production and consumption. Though long-run persistency of shocks exists for 
all food markets, the asymmetric natures differ across countries and time periods. The 
hypothesis that risk does not increase returns cannot be rejected in all cases. Prior to 2001, 
few of the economies covered by the study showed that risk leads to increased returns 
implying inefficiency in the market mechanism, while, in the period of sharp rises in food 
prices, most of the markets show rapid adjustments of shocks within the market systems. 
3.4 Conclusions  
The objective set out in this essay was to model FP returns in the context of world and 
selected Asia and Pacific countries in the fashion of financial asset modelling, using 
CGARCH models with daily food producer price indices ranging from 1995 to 2010. 
Volatility characteristics were tested across the full sample (1995-2010) and two subsamples 
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(1995-2001 and 2002-2010). The main findings of the study are as follows: FP returns 
volatility can be modelled with CGARCH models irrespective of time period and food 
export-import status of the country. Furthermore, FP returns are found to be long-run 
persistent following a random shock across different time periods for all countries and world 
aggregates, implying durable effects of shocks on volatility, with the exception of New 
Zealand only where data support long-run persistency only for the recent subsample. 
However, asymmetry differs for FP across different subsamples and the full sample. WFP 
returns show asymmetric effects on volatility across all samples. AUSFP, NZFP and THFP 
show asymmetric effects of shocks for the full and the early subsample, while they show 
symmetric effects for the recent subsample. KORFP and HKFP respond asymmetrically for 
the full sample period and the more recent subsample while they show symmetric effects in 
the early subsample. For TWNFP and INFP, the data exhibit asymmetric effects across all 
samples. In the case of SINFP, symmetric effects are found in the early subsample while for 
recent subsample is asymmetric. It is evident from the analysis that net food importer 
countries’ food prices have symmetric effects of shocks on the volatility in the remote past 
while they have asymmetric effects in the recent past. And the results are completely opposite 
for food exporter countries. This implies that negative shocks in the recent past which 
increase food prices in the food importer countries are not fully compensated by positive 
shocks which reduce prices. However, in food exporter countries, recent data support FP 
hikes due to negative shocks being fully compensated by FP drops induced by positive 
shocks. It is significant in the sense that food importer countries are FP takers while exporter 
countries have some control over the food prices. However, in the Taiwan and Indian cases, 
there is evidence that rises in FP due to negative shocks are not cancelled out by price 
reductions due to positive price shocks. With regards to risk driven return, the study failed to 
provide any strong evidence of increased returns due to increased risk followed by a shock, 
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except in few instances. The empirical results of this study provide some insights for 
policymakers and food futures and option traders in that when considering the financial 
characteristics of food prices along with its primary product features, the time periods 
involved (short vs. long-run) are relevant in preparing policy options.  
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     Chapter 4 
Cross Country Mean and Volatility Spillover Effects of 
Food Prices: Evidence for Asia and Pacific Countries 
This essay examines cross country mean and volatility spillover effects of food prices across 
selected Asian and Pacific countries namely Australia, New Zealand, South Korea, Singapore, 
Hong Kong, Taiwan, India and Thailand. The principal method of analysis is a set of CGARCH-
class models of conditional variance. Mean and volatility spillover effects of food prices are 
examined across a full (1995-2010) sample and two subsamples (1995-2001 and 2002-2010), 
using daily food price indices. The main findings of the study are as follows: (1) there is no strong 
evidence of cross country mean spillover effects of food prices across all samples, (2) the recent 
subsample of sharp rise in food prices shows more evidence of mean spillover effects than the 
early subsample, (3) evidence of volatility spillover effects is stronger than mean spillover effects, 
(4) mixed evidence of volatility spillover effects  is reported, and (5) no exact direction of 
spillover effects between exporters  and importers  is evident; rather mixed evidence of spillover 
from exporter to importer, exporter to exporter, importer to exporter and geographical proximity 
can be documented. 
4.1 Introduction 
Concern over the degree of commodity price fluctuations or volatility has attracted 
increasing attention in recent economic and financial literature and has been recognised as 
one of the more important economic phenomena (Engle 1982). The importance of 
understanding commodity price movement is now well documented. For example, Pindyck 
(2004) pointed out, changes in commodity prices can influence the total cost of production as 
well as the opportunity cost of producing commodities currently rather than later. Apergis 
and Rezitis (2003b) noted down that price volatility leads both producers and consumers to 
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uncertainty and risk, thus volatility of commodity prices has been studied to a certain extent. 
In the same lines, it has also been argued that price volatility reduces welfare and competition 
by increasing consumer search costs (Zheng, Kinnucan and Thompson 2008). It is believed 
that price returns spill over and is well documented in the literature of financial economics, 
especially in terms of asset prices. However, modelling FP volatility using daily FP indices is 
still an area to which little empirical attention has been paid. Since food commodity prices are 
getting popular positions in the portfolios of fund managers of food futures and options (FAO 
2007, Pace, Seal and Costello 2008), it appears worthwhile to devote effort to examining the 
spillover effects of FP with extended GARCH models particularly with CGARCH models, in 
the context of some countries of Asia and Pacific namely Australia, New Zealand, South 
Korea, Singapore, Hong Kong, Taiwan, India and Thailand. Hence, the objective of this 
paper is to assess cross country mean and volatility spillover effects of FP returns, expecting 
to add to the scarce literature of FP volatility study
6
.  
The next section of the essay provides an overview of relevant literature; section 4.3 
delineates food export and import scenarios of countries covered by the study; section 4.4 
discusses the data used for the analysis; the methodology used to carry out the analysis is 
provided in section 4.5; empirical findings of the study, along with discussions, are presented 
in section 4.6; whereas section 4.7 and 4.8 of the essay discusses diagnostic validity and 
summarises the main results of the study and draws relevant conclusions, respectively. 
                                                          
6
 Mean and volatility spillover effects refer to contagion effects. Mean/volatility spillover effects state that if 
there is any price increase or decrease in one country whether it transmits to other country through different 
economic channels such as interest rate and exchange rate. For example, if food price increases in New Zealand 
whether this induces food price increases in Australia. The difference of prices as defined as return is achieved 
in New Zealand market participants whether it transmits to Australian market. Volatility spillover explicitly 
refers to: if there is any bad or good news, say, in New Zealand market whether that affects Australian market 
participants. 
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4.2  Literature review 
Commodity prices in general are volatile and agricultural commodity prices in 
particular are renowned for their continuously volatile nature (Newbery 1989) and also 
deserve increased attention from policymakers. Kroner et al. (1999) reported that commodity 
prices are one of the most volatile of all international prices, and it has been emphasized that 
continuous volatility causes concern for governments, traders, producers and consumers. 
Large fluctuations in prices can have a destabilizing effect on the real exchange rates of 
countries and a prolonged volatile environment makes it difficult to extract exact price 
signals from the market, leading to inefficient allocation of resources and attracting 
speculative activities (FAO 2007). There is no consensus whether agricultural commodity 
price volatility has increased over time or not, for example, Gilbert and Morgan (2010) have 
shown that recent FP volatility is not the highest ever, rather that volatility was even higher in 
the past.  
A large body of studies exists to document the causes and consequences of FP booms. 
The recent FP spike was explained from different viewpoints such as supply shocks (ESCAP 
2008, Hossain 2007), demand shock (OECD 2008), oil and metal price hike (Du, Yu and 
Hayes 2010, Headey and Fan 2008, Radetzki 2006), chronic depreciation of US dollars 
against major currencies (Abott, Hurt and Tyner 2009, Headey and Fan 2008) and increased 
demand for bio-fuel (Headey and Fan 2008, Mitchell 2008, Rosegrant, Zhu, Msangi and 
Sulser 2008). Along with these mainstream macroeconomic factors, the index based 
agricultural futures market attracted much attention for being one of the factors of the FP 
boom (Gilbert 2010, Robles, Torero and von Braun 2009). Gilbert (2010) pin-pointed the 
agricultural futures market is one of the major channels through which macroeconomic and 
monetary factors created the 2007-08 FP rises. Food commodity price futures are also gaining 
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popularity, like other financial funds and from 2005 to 2006, the average monthly volumes of 
futures for wheat and maize grew by more than 60 per cent and those for rice by 40 per cent 
(Robles, Torero and von Braun 2009).  
Volatility modelling is popular in financial economics, with financial variables such as 
stock price, interest rates and exchange rates are being modelled frequently using 
econometrics models especially ARCH classes of models (Blair 2001, Dewachter 1996, 
Maneschiold 2004, Wei 2009). Recently, energy prices have also been studied using the 
technique of financial econometrics, for example, Regnier (2007) showed that the common 
view regarding energy price volatility is true: energy prices are more volatile than other 
commodity prices. Narayan and Narayan (2007) documented mixed evidence concerning oil 
price shocks’ volatility, however, only a few studies are available in the field of commodity 
price volatility in general and FP volatility modelling in particular. Valadkhani and Mitchell 
(2002) studied Australia’s export price volatility using ARCH-GARCH models and provided 
evidence that Australia’s export prices vary significantly with world prices.  
Mean and volatility spillover effects were studied to a considerable extent in the field of 
finance (Christiansen 2007, Ng 2000), however, not many studies on spillover effects in 
general and on cross country spillovers in particular are available in the literature. Apergis 
and Rezitis (2003b) examined volatility spillover effects from macroeconomic fundamentals 
to relative FP volatility in Greece using GARCH models. They reported that the volatility of 
relative FP shows a positive and significant impact on its own volatility in the case of Greece. 
In another paper (2003a) using similar GARCH models, they pointed out that agricultural 
input and retail FP exert positive and significant effects on the volatility of agricultural output 
prices and that output prices have significant positive effects on their own volatility in 
Greece. Roche (2010) reported low frequency volatility, such as that seen U.S inflation and 
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exchange rates as two of the determinants of rising FP volatility since the1990s, with a 
framework of spline-GARCH models with monthly food commodity data. Also, price 
volatility spillover effects in US catfish markets have been studied by Buguk et al. (2003) 
who used univariate EGARCH models and provided evidence of volatility spillovers in 
agricultural markets. Zheng et al. (2008) studied time varying volatility of US food consumer 
prices using EGARCH model.  
As stated earlier, not many studies, to date, have focused on the cross country spillover 
effects of FP, especially in the Asia-Pacific region. Therefore, it is worthwhile to investigate 
the spillover effects of FP, within the framework of CGARCH models in the context of the 
countries covered by the study.  
4.3 Food export-import status 
Eight different countries from Asia and the Pacific were selected based on food import 
and export criteria. Australia, New Zealand, Thailand and India are major food exporters 
while Korea, Singapore, Hong Kong and Taiwan are net food importers and there exists 
considerable economic integration among them. As of 2008-09, the top four food export 
items of Australia were meat, grains, dairy products and wine. Korea, Taiwan, Singapore and 
Hong Kong ranked as the third, fifth, sixth and seventh export destinations of Australia meat 
exports respectively for meat export. Major food exporting countries also possesses on the 
top list except India. New Zealand and Thailand ranked as eighteenth and twenty seventh. As 
cereal export destinations of Australia, all other countries, except Hong Kong are among the 
top twenty five and for dairy and poultry products also these countries are among the top 
Australia’s export destinations. Meat, fish and dairy products were the top New Zealand food 
export items for 2009. For all these products Australia, Korea, Singapore, Taiwan, Hong 
Kong are among the major trade partners, with Thailand and India among minor partners. 
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Hong Kong, Singapore, Australia and Taiwan are among the major rice export partners of 
Thailand, while Korea, Singapore, Hong Kong and Taiwan are among the top fish export 
partners of Thailand. India also has considerable trade relationships with these countries 
regarding the export of food items such as dairy products, fruits, vegetables and cereals. 
Export and import statistics of these countries support that there is strong trade relationship of 
agricultural products among them. 
 Furthermore, the countries considered here are also members of some regional and 
trade associations. The ASEAN-Australia-New Zealand free trade agreement (FTA) went 
into operation from 1 January 2010. An FTA between Australia and Thailand came into force 
in January 2005, and an FTA between Australia and Singapore had already been signed. In 
addition, a negotiation of Australia-India FTA is ongoing. Singapore-New Zealand and 
Thailand-New Zealand FTAs came into force in 2001 and 2005 respectively. An FTA 
between India and Thailand was reportedly signed in 2004 (Park 2009).  
4.4 Data and their statistical properties 
4000 daily observations of food producer price indices were used for Australia 
(AUSFP), New Zealand (NZFP), South Korea (KORFP), Singapore (SINFP), Hong Kong 
(HKFP), Taiwan (TWNFP), India (INFP) and Thailand (THFP) provided by DataStream 
Advance for the period 2 January 1995 to 30 April 2010. Returns of FP for every variable are 
computed using standard continuously computed logarithm technique as shown in equation 
(2.1). The same data for FP of each country was used as in the essay outlined in Chapter 3. 
The statistical properties of data are exactly same as stated in section 3.2; therefore, statistical 
properties are not reported here to avoid repetition.   
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4.5 Methodology  
4.5.1 Methods for mean and volatility spillover effects 
 In this essay both univariate and multivariate GARCH models are again used to check 
mean and volatility spillover effects. As part of the univariate GARCH model CGARCH 
models are used as principal method of estimation, as discussed in section 2.3.1 and 
particularly shown in equation 2.5. 
The objective of this study is to examine whether past information regarding the mean 
return in one food market affects other markets’ current mean return, and, similarly, whether 
past information of volatility in one market affects other markets’ current volatility. The latter 
reveals information regarding the ‘heat waves’ or ‘meteor shower’ effects of Engle et al. 
(1990). If the current volatility in one food market, for example AUSFP, is not influenced by 
past volatilities of other markets, for example NZFP, KORFP, SINFP, HKFP, TWNFP, INFP 
and THFP, it can be said that volatility in the Australian food market takes an independent 
path, which is termed as ‘heat wave’ effects. On the other hand, if the current volatility of one 
market is influenced by any past volatility of other markets it can be said that volatility is 
interdependent or spills over from one market to another, a notion termed as ‘meteor shower’ 
effects. To evaluate ‘heat wave’ and ‘meteor shower’ effects the following methods are 
followed. 
In fact, the models are estimated in two steps. In the first step, each FP return series is 
estimated through an ARMA-CGARCH-M (1,1) model using equations 3.1 and 3.2. In the 
second step of estimation, in order to check mean and volatility spillover standard deviation 
and conditional variance series are computed from step 1 and incorporated into appropriate 
mean and variance equations. More specifically, in line with the ideas of Engle et al. (1990), 
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Baillie et al. (1993), Liu and Pan (1997), Lin and Tamvakis (2001), and Hammoudeh et al. 
(2003) conditional standard deviations derived for each variable from the first step into the 
mean equations of appropriate series are included to check mean spillover effects and 
conditional variances are inserted in the variance equations to assess volatility spillover 
effects from one food market to another. In particular, the following equations for checking 
mean spillover effects are estimated: 
Mean equation: 
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where i represents series 1 to 8 for 8 individual countries. In order to examine long-run 
volatility spillover effects estimated conditional variances were put in the permanent 
component of the variance equations, hence the following ARMA-CGARCH (1, 1) model 
were estimated: 
Mean equation: 
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Variance equations:
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Where i represent the number of return series of 8 countries, j stands for the number of 
computed conditional variance series for 7 countries (excepting the one under estimation). 
Appropriate lag orders for ARMA were set by Box-Jenkins (1976) methods in each case and 
models are selected based on the lowest AIC, highest adjusted R squared and maximum log 
likelihood values. The parameters of each model are estimated via maximum likelihood 
methods. To avoid possible violations of the normally distributed error term assumption, all 
models are estimated assuming GED.  
Following Engle et al. (1990) and Baillie et al. (1993) robust Wald test statistics from 
each ARMA-CGARCH model were computed to examine mean and volatility spillover 
effects across the different FP series covered by the study. 
4.5.2 Multivariate GARCH models 
In order to check the robustness of the analysis the mean and volatility spillover effects 
of FP returns across countries were estimated using the BEKK (Baba, Engle, Kraft, Kroner) 
representation of the multivariate GARCH (MGARCH) model proposed by Engle and 
Kroner (1995). Specifically, the model was developed in line with the analysis procedure 
suggested by Higgs and Worthington (2004) and Lee (2009), with a modification of 
incorporating  leverage term in the variance equation to capture possible asymmetric effects, 
hence the model becomes multivariate TGARCH (MTGARCH). The model consists of mean 
and variance equations. The conditional mean returns equations for the food markets can be 
written as:   
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where Rt is an 8 X 1 vector of daily FP returns at time t for each market, is an 8 X 1 
vector of constants, t is a 8 X 1 vector of innovations for each market at time t with its 
corresponding 8 X 8 conditional variance and covariance matrix, Ht .  The elements of aij of 
the matrix A are the measures of the degree of mean return spillover effects across food 
markets, particularly, the estimates of the elements of the matrix A offer measures for own 
lagged and cross mean spillovers. 
The variance equation in the BEKK representation for MTGARCH model can be 
written as:  
1 1 1 1 1H ε ε D ε d D GH Gt t t t t t                                                                             (4.6)
 
where mi,j are elements of n X n symmetric M matrix of constants; bi,j, the elements of  
n X n symmetric B matrix measure the degree of lagged and cross innovation from market i 
to market j; dt-1 is a dummy variable  equal to 1 if et-1<0  and 0 otherwise, the elements di,j  of 
the symmetric n X n D matrix measure lagged and cross asymmetric effects from market i to 
market j, and the elements gi,j of the n X n symmetric G matrix signifies the persistence of 
conditional volatility between markets i and j. 
The equation in (4.6) can be written in its matrix form for the bi-variate BEKK model 
as: 
2
11 12 11 12 11 12 11 121,t-1 1,t-1 2,t-1 2
t t-1 t-12
21 22 21 22 21 22 21 222,t-1 1,t-1 2,t-1
11 12 11 12
t-1
21 22 21 22
b b b b d d d dε ε ε
H =M'M+ x + ε d +
b b b b d d d dε ε ε
g g g g
H
g g g g
         
         
        
   
   
   
(4.7) 
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In equation (4.7), b21 measures the volatility spillover from market 2 to market 1 and 
b12 represents the volatility from market 1 to market 2, d21 identifies leverage effects from 
market 2 to 1 while d12 measures leverage effects from 1 to 2, g21 indicates volatility 
persistence effects from market 2 to market 1, and g12 shows the volatility persistence effects 
from market 1 to market 2. In this study of 8 food markets, the elements in the variance 
equation would be m11 to m88 for constants, b11 to b88 for ARCH parameters, d11 to d88 for 
leverage parameters and g11 to g88 for GARCH parameters. 
To account for possible deviation from normality models were estimated using the 
Student’s t-distribution7 and for residual autocorrelation test the Portmanteau autocorrelation 
test was conducted.  
4.6  Empirical results and discussion: Univariate CGARCH models 
Table 4-1 exhibits robust Wald tests for mean spillover effects for the combined 
sample period of 1995 to 2010. The tests fail to find evidence of mean spillover effects for 
KORFP, HKFP, TWNFP and THFP return series as mean returns of these countries are not 
systematically influenced even by their own lags. In the case of AUSFP, NZFP, SINFP and 
INFP, however, some evidence of cross country mean spillover is identified. AUSFP mean 
returns are influenced by NZFP and INFP, while NZFP are found to be influenced, more 
significantly by other countries’ FP returns and mean spillover effects are detected from 
AUSFP, KORFP and SINFP. The SINFP returns in mean are found to be influenced by 
NZFP and KORFP, with, in both cases, coefficients statistically significant at the 5 per cent 
level of significance while INFP mean returns are found to be influenced by SINFP returns, 
though the coefficient is statistically significant only at a 10 per cent level of significance. 
                                                          
7
 Student’s t-distribution and GED distribution produce similar results. They only vary with normal distribution. 
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Table 4-2 shows robust Wald test statistics for volatility spillover effects across 
countries for the period 1995 to 2010. Except for TWNFP, all variance series for FP returns 
are found to be interdependent since the parameters measuring volatility spillover effects are 
found to be statistically significant in most cases. There are considerable volatility spillover 
effects from INFP and THFP to AUSFP returns, and, in the case of NZFP, strong volatility 
spillover effects are identified from all other FP except TWNFP. The KORFP returns take a 
relatively independent path of volatility though there is a little evidence of volatility spillover 
from SINFP returns. Volatility in SINFP returns are found to be influenced by AUSFP, 
HKFP and THFP whereas HKFP returns are volatile due to its own shocks as well as shocks 
from its regional countries i.e. KORFP, SINFP and TWNFP. There are statistically 
significant volatility spillover effects from AUSFP, SINFP, HKFP, TWNFP and THFP 
returns to INFP returns, while in the case of THFP, a volatility spillover effect is found to be 
statistically significant only from KORFP. No other countries’ FP returns affect the volatility 
of THFP returns to a measurable extent. 
Table 4-3 displays robust Wald tests for mean spillover effects for the early subsample 
period of 1995 to 2001. None of the series shows any statistically significant evidence of 
mean spillover effects from one country’s FP returns to another country’s FP, with one 
exception: the NZFP return series. NZFP mean returns series are influenced by all other 
countries’ FP returns’ conditional standard deviation.  
Table 4-1 Robust Wald tests for mean spillover effects 1995-2010 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
h(t-1)AUS 2.048 10.235
a 
0.560 1.535 0.071 0.065 1.401 0.030 
h(t-1)NZ 3.525
c 
23.379
a 
0.015 5.332
b 
0.011 0.007 0.196 0.416 
h(t-1)KOR 0.816 25.10
a 
2.411 4.157
b 
0.003 0.440 0.095 0.015 
h(t-1)SIN 0.594 5.575
b 
1.031 0.313 0.002 0.032 2.843
c 
0.011 
h(t-1)HK 0.576 1.125 0.101 6.10E05 0.002 0.436 0.236 0.008 
h(t-1)TWN 0.153 0.062 0.131 0.460 9.15E-05 0.943 0.398 0.006 
h(t-1)IN 7.327
a 
0.313 0.273 1.217 2.93E-05 0.538 0.250 0.119 
h(t-1)TH 0.168 0.164 1.998 2.562 0.000 0.229 0.060 0.016 
∑jhj(t-1) 15.068
c 
46.351
a 
6.656 22.127
a 
0.134 2.606 4.213 0.592 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
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Table 4-2 Robust Wald tests for volatility spillover effects 1995-2010 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
h
2
(t-1)AUS - 111.399
a 
0.416 4.795
a 
0.859 0.167 4.814
b 
2.123 
h
2
(t-1)NZ 0.004 - 0.187 1.306 0.298 0.160 0.011 0.744 
h
2
(t-1)KOR 0.249 19.231
a 
- 0.449 6.572
b 
0.448 0.353 8.164
a 
h
2
(t-1)SIN 2.195 2.845
c 
3.545
c 
- 2.812
c 
0.329 5.281
b 
1.789 
h
2
(t-1)HK 2.347 17.869
a 
1.95E-05 3.205
c 
- 0.691 3.870
b 
2.249 
h
2
(t-1)TWN 2.282 1.330 0.503 0.087 5.429
b 
- 3.270
c 
0574 
h
2
(t-1)IN 5.662
b 
9.035
a 
0.021 0.084 0.200 1.000 - 2.532 
h
2
(t-1)TH 4.753
b 
12.391
a 
0.060 3.211
c
 1.053 1.316 4.218
b 
- 
∑jh
2
j(t-1) 14.879
c 
166.401
a 
5.113 8.597 16.298
a 
3.485 23.922
a 
10.096 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
 
Table 4-3 Robust Wald tests for mean spillover effects 1995-2001 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
h(t-1)AUS 0.187 51044.27
a 
0.040 0.580
 
0.482 0.744
 
0.013 0.034 
h(t-1)NZ 0.006 7734.5
a 
0.204 0.472 0.442 1.106 0.151 0.294 
h(t-1)KOR 0.240 21276.26
a 
2.588 0.070
 
0.023 0.037 0.011 0.040 
h(t-1)SIN 0.001 483.752
a 
0.686 0.048 0.002 0.033 0.612 0.002 
h(t-1)HK 0.155 1216.483
a 
0.016 0.125 0.015 1.086 0.031 0.006 
h(t-1)TWN 0.226 236.021
a 
0.189 0.037 0.003 0.112 0.389 0.092 
h(t-1)IN 0.732 381.118
a 
0.046 0.495
 
0.005 0.041 0.169 0.009 
h(t-1)TH 0.922 87.913
a 
2.601 2.437
 
0.000 0.439 0.002 0.001 
∑jhj(t-1) 2.470 479489
a 
4.878 4.876
 
2.335 4.647
 
1.237 0.341 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
Table 4-4 shows Wald test statistics for volatility spillover effects for the period 1995- 
2001. Excepting SINFP all other countries’ FP returns show some evidence of volatility 
spillovers. FP return volatility spillover is found to be statistically significant from NZFP, 
SINFP, HKFP and TWNFP to AUSFP, from AUSFP, KORFP, SINFP, TWNFP, INFP and 
THFP to NZFP. FP return volatility from AUSFP to KORFP, from KORFP to HKFP and 
from THFP to TWNFP is also found to be statistically significant, though the level of 
significance is at only 10 per cent. INFP return volatility is rather influenced by regional 
countries’ FP e.g. KORFP, TWNFP and THFP. There are statistically significant FP return 
volatility spillover effects from NZFP, SINFP, TWNFP and INFP to THFP. 
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Table 4-4 Robust Wald tests for volatility spillover effects 1995-2001 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
h
2
(t-1)AUS - 69.755
a 
3.001
c 
2.458 0.182 0.088
 
0.259 0.178 
h
2
(t-1)NZ 14.632
a 
- 0.002 0.182 1.503 0.129 0.252 3.345
c 
h
2
(t-1)KOR 1.629
 
13.596
a 
- 0.753 2.887
c 
0.096 5.242
b 
0.096 
h
2
(t-1)SIN 3.286
c 
73.905
a 
0.039 - 0.338 1.740 0.018 6.764
a 
h
2
(t-1)HK 5.710
b 
1.316 0.136 0.946 - 0.669 0.472 0.120
 
h
2
(t-1)TWN 7.879
a 
41.308
a 
0.000 0.453 2.039 - 4.607
b 
2.702
c 
h
2
(t-1)IN 0.110 6.396
b 
0.120 0.406 0.028 0.755
 
- 4.143
b 
h
2
(t-1)TH 2.011 60.247
a 
0.062 0.550 0.000 2.850
c 
2.869
c 
- 
∑jh
2
j(t-1) 59.758
a 
597.219
a 
4.046 4.952 6.921 3.962
 
8.645 14.883
c 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
Table 4-5 presents results of robust Wald tests for mean spillover for the recent period 
of 2002 to 2010. Very different results are found for this latest subsample which is the period 
of sharp increases in food commodity prices. Except for NZFP, all countries show some 
evidence of mean spillover effects, found to be statistically significant from INFP to AUSFP, 
from SINFP to KORFP, from TWNFP to SINFP, from AUSFP and SINFP to HKFP, from 
KORFP to TWNFP, from SINFP to INFP and from INFP to THFP. 
Table 4-5 Robust Wald tests for mean spillover effects 2002-2010 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP 
h(t-1)AUS 0.002 0.593 2.295 0.000 5.332
b 
0.196 0.279 0.005 
h(t-1)NZ 0.236 0.389 0.062 2.110 0.659 0.001 0.002 0.506 
h(t-1)KOR 0.254 0.630 2.940
c 
2.177 0.040 3.906
b 
0.221 1.565 
h(t-1)SIN 1.012 0.136 7.580
a
 0.099 10.618
a
 2.542 3.860
b
 1.058 
h(t-1)HK 1.837 1.038 0.654 1.528 3.384
c 
0.629 0.536 0.213 
h(t-1)TWN 0.190 1.956 1.880 2.922
c 
3.120
c 
1.164 0.710 0.045 
h(t-1)IN 5.653
b 
0.278 0.010 0.097 0.700 0.974 0.297 3.273
c 
h(t-1)TH 0.950 1.408 0.062 0.307 3.708 0.220 0.080 0.034 
∑jhj(t-1) 12.186 5.755 15.355
c 
9.181 20.477
a 
8.250 6.989 7.065 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
Table 4-6 exhibits the results of robust Wald test statistics for the volatility spillover 
effects of FP returns for the period 2002 to 2010. In this sharply volatile period, SINFP and 
THFP take independent ways to move. There is no evidence of return volatility spillover 
effects from other countries’ FP to these two countries. AUSFP return volatility is affected by 
SINFP, TWNFP and INFP while the NZFP series does not show any statistically significant 
spillover effects from any other countries, except from HKFP. The KORFP return series is 
found to be volatile by its own volatility along with some volatility from its region, SINFP 
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and HKFP. Strong volatility spillover effects for this period are identified for HKFP returns, 
with statistically significant volatility spillover effects from NZFP, SINFP, TWNFP and 
INFP. The volatility in TWNFP return series is found to be influenced by the volatility of 
KORFP returns. The tests find some evidence of volatility spillover effects from NZFP and 
HKFP to INFP, although the coefficients are significant at the 10 per cent level only. 
Table 4-6 Robust Wald tests for volatility spillover effects 2002-2010 
 AUS NZ KOR SIN HK TWN IN TH 
h
2
(t-1)AUS - 2.035 0.005 2.027 1.908 0.870 0.018 0.305 
h
2
(t-1)NZ 0.390 - 0.154 0.043 15.898
a 
0.337 3.040
c 
0.645 
h
2
(t-1)KOR 0.803 2.287 - 0.032 0.016 4.922
b 
0.035 0.2160 
h
2
(t-1)SIN 5.040
b 
0.333 3.622
c 
- 8.249
a 
1.715 0.357 0.407 
h
2
(t-1)HK 2.146 2.821
c 
2.818
c 
0.058 - 0.067 3.155
c 
1.209 
h
2
(t-1)TWN 5.185
b 
0.020 0.842 0.564 77.507
a 
- 2.009 0.862 
h
2
(t-1)IN 4.026
b 
1.140 0.018 0.005 57.727
a 
2.044 - 1.478 
h
2
(t-1)TH 0.781 0.135 0.717 0.113 1.386 0.030 1.916 - 
∑jh
2
j(t-1) 15.043
b 
8.894 7.742 2.811 754.193
a 
6.173 13.792
c 
5.246 
Note:   a, b and c indicate significance at 1 per cent, 5 per cent and 10 per cent level respectively. 
Findings of the mean and volatility spillover effects in the univariate analysis can be 
summarized as follows: There is no strong evidence of cross country mean spillover effects 
of FP returns across all samples. For the full sample period, mean spillover effects are found 
from INFP and NZFP to AUSFP; from AUSFP, KORFP and SINFP to NZFP; from NZFP 
and KORFP to SINFP and from SINFP to INFP only. Over the early subsample, mean 
spillover effects of FP returns from all countries to NZFP are statistically significant, while 
no evidence of spillover is found in the cases of the other countries. For the recent subsample 
of 2002-2010, mean spillover effects from INFP to AUSFP; from SINFP to KORFP; from 
TWNFP to SINFP; from AUSFP, SINFP and TWNFP to HKFP; from KORFP to TWNFP; 
from SINFP to INFP and from INFP to THFP are found to be statistically significant.  
There are important differences between the first and second subsamples. During 
periods of sharp rises in FP, the mean returns of FP are not independent but are rather 
interdependent. In the first sample, all countries’ data support the notion that food markets 
have strong-form efficiency (Baillie, Bollerslev and Redfearn 1993). That means the effects 
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of news die out rapidly and do not create any opportunity for excess cross country mean 
returns, while in the second subsample there are some deviations from this inference as there 
is some evidence of news not dying out rapidly in some cases, with the exception of New 
Zealand only. For the first subsample period, NZFP returns show some evidence of failure in 
strong-form market efficiency; however, during the period of sharp rises in FP, New Zealand 
data do not support the failure of strong form efficiency. 
Overall, evidence of volatility spillover effects is stronger than for mean spillover 
effects. For the full sample period, all other countries’ FP returns, except TWNFP, show 
some sort of cross country volatility spillover effects. Volatility spillover effects from INFP 
and THFP to AUSFP; from AUSFP, KORFP, SINFP, HKFP, INFP and THFP to NZFP; 
from SINFP to KORFP; from NZFP, SINFP and TWNFP to HKFP; from AUSFP, SINFP, 
HKFP, TWNFP and THFP to INFP; and from KORFP to THFP are found to be statistically 
significant. For the subsample period of 1995 to 2001, it is found that volatility spills over 
from NZFP, SINFP, HKFP and TWNFP to AUSFP; from AUSFP, KORFP, SINFP, TWNFP, 
INFP and THFP to NZFP; from AUSFP to KORFP; from KORFP to HKFP; from THFP to 
TWNFP; from KORFP, TWNFP and THFP to INFP; and from NZFP, SINFP, TWNFP and 
INFP to THFP. No volatility spillover effect is found in the case of TWNFP. 
In the period 2002 to 2010, long-run volatility spillover effects are found to be 
statistically significant from SINFP, TWNFP and INFP to AUSFP; from HKFP to NZFP; 
from SINFP and HKFP to Korea; from NZFP, SINFP, TWNFP and INFP to HKFP; from 
SINFP to TWNFP; from NZFP and HKFP to INFP. Although volatility spillover effects are 
found in the case of NZFP, KORFP and INFP, the evidence is weak since coefficients 
measuring volatility are significant only at a 10 per cent level of significance. 
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Noticeable similarities and differences can be observed between the two time periods. 
There are strong volatility spillover effects in AUSFP, NZFP, INFP and THFP during 1995 
to 2001, whereas strong evidence is found for AUSFP and HKFP for the period 2002 to 2010. 
The New Zealand food market seems to be more stable during the 2002 to 2010 period, 
during which its volatility originates from its own lags.  
4.6.1 Results of MTGARCH analysis 
Table 4-7 exhibits the estimated coefficients for conditional mean returns of concerned 
countries over the three sample/subsample periods. Although the results of MTGARCH 
largely support the weaker evidence for mean spillover and stronger evidence for volatility 
spillover effects, there are noticeable differences in results with univariate analysis. As can be 
seen in Table 4-7, for the most part, the evidence is weak regarding own and cross mean 
spillover effects consistent with univariate analysis. Also, like the univariate analysis, the full 
sample period exhibits higher mean spillover effects and the recent subsample (2002-2010) 
shows more own and cross mean spillover effects than 1995-2001. 
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Table 4-7 Estimated return coefficients for MTGARCH conditional mean equations 
    1995-2010     
 AUSFP(i=1) NZFP(i=2) KORFP(i=3) SINFP(i=4) HKFP(i=5) TWNFP(i=6) INFP(i=7) THFP(i=8) 
 0.039456
a 
(0.014669) 
-0.018000 
(0.019960) 
0.019083 
(0.026428) 
0.037870c 
(0.021435) 
0.047201c 
(0.026013) 
-0.008962 
(0.030290) 
0.034199c 
(0.019376) 
0.003246 
(0.022643) 
ai1 -0.038917
a 
(0.013739) 
0.012954 
(0.017217) 
0.004788 
(0.022783) 
0.001785 
(0.020386) 
0.007169 
(0.021106) 
-0.015052 
(0.026759) 
0.014133 
(0.017905) 
0.010112 
(0.018768) 
ai2 -0.006876 
(0.008973) 
-0.009455 
(0.014281) 
0.008208 
(0.018108) 
0.017097 
(0.014224) 
-0.008554 
(0.017201) 
-0.044917a 
(0.019634) 
-0.002080 
(0.011989) 
0.004654 
(0.015916) 
ai3 0.004380 
(0.010034) 
0.021820 
(0.013296) 
0.009014 
(0.018324) 
0.000440 
(0.014633) 
0.021609 
(0.017306) 
0.029843 
(0.019945) 
0.050300a 
(0.013397) 
0.029743 
(0.015082) 
ai4 0.011578 
(0.008502) 
0.018880c 
(0.011325) 
0.000455 
(0.015798) 
-0.002055 
(0.013911) 
0.0011738 
(0.014341) 
-0.008253 
(0.016464) 
0.007778 
(0.011445) 
-0.009424 
(0.014689) 
ai5 -0.007612 
(0.007166) 
0.012364 
(0.009207) 
0.050905a 
(0.015352) 
0.012751 
(0.010475) 
0.034784a 
(0.011928) 
0.028133b 
(0.013912) 
6.62E-06 
(0.008801) 
0.014958 
(0.010703) 
ai6 -0.013601 
(0.008742) 
0.006426 
(0.011429) 
0.014123 
(0.016232) 
0.010252 
(0.014424) 
0.059988a 
(0.015392) 
0.077905a 
(0.016442) 
-0.002912 
(0.011467) 
0.029999b 
(0.013035) 
ai7 -0.007337 
(0.006958) 
0.010847 
(0.010592) 
-0.015285 
(0.014465) 
0.003590 
(0.011503) 
-0.002392 
(0.014725) 
0.014703 
(0.016315) 
0.005609 
(0.009699) 
-0.015227 
(0.011834) 
ai8 -0.019153
a 
(0.006979) 
0.004964 
(0.009150) 
-0.017394 
(0.012405) 
-0.021793b 
(0.010128) 
-5.80E-05 
(0.011896) 
-0.016810 
(0.014504) 
-0.012164 
(0.008987) 
-0.06942 
(0.010136) 
    1995-2001     
 -0.000181
 
(0.000371) 
0.000215 
(0.000382) 
-0.000204 
(0.000811) 
-0.000373 
(0.000718) 
4.79E-07 
(0.000977) 
-0.001232 
(0.000589) 
0.000861c 
(0.000503) 
9.30E-05 
(0.000816) 
ai1 -0.007213
 
(0.042556) 
0.099127a 
(0.035521) 
0.0042103 
(0.071577) 
0.079475 
(0.068502) 
0.042519 
(0.090261) 
0.004848 
(0.057648) 
0.064440 
(0.0048627) 
0.026935 
(0.072153) 
ai2 0.006489 
(0.023604) 
-0.023285 
(0.036694) 
-0.065538 
(0.059526) 
-0.019797 
(0.052517) 
0.002837 
(0.058787) 
-0.034731 
(0.047757) 
-0.012961 
(0.026719) 
0.027156 
(0.051598) 
ai3 0.009980 
(0.0118930) 
0.008699 
(0.020934) 
-0.010060 
(0.046837) 
-0.041828 
(0.040132) 
0.032563 
(0.053040) 
0.029163 
(0.038872) 
0.053290 
(0.036298) 
-0.009518 
(0.049618) 
ai4 0.015415 
(0.015313) 
-0.032409b 
(0.013048) 
-0.018774 
(0.031324) 
0.010892 
(0.030735) 
0.009746 
(0.041371) 
0.022647 
(0.028658) 
-0.009021 
(0.022067) 
0.045103 
(0.036649) 
ai5 0.003105 
(0.015176) 
0.0118274 
(0.013441) 
0.162052a 
(0.036689) 
0.058099b 
(0.027745) 
0.022765 
(0.039798) 
0.018551 
(0.024296) 
0.017127 
(0.019014) 
0.016742 
(0.031162) 
ai6 0.006751 
(0.014671) 
0.029022c 
(0.016906) 
0.079733b 
(0.034677) 
0.026053 
(0.037702) 
0.076806c 
(0.042182) 
0.082656a 
(0.022408) 
0.000617 
(0.022762) 
0.024869 
(0.037099) 
ai7 -0.009615 
(0.012071) 
-0.004013 
(0.0111990) 
-0.054972b 
(0.027394) 
0.002874 
(0.025914) 
-0.028513 
(0.040167) 
-0.015940 
(0.024423) 
0.006451 
(0.018360) 
0.031278 
(0.033733) 
ai8 -0.020723
 
(0.020783) 
0.009842 
(0.015520) 
-0.004502 
(0.046136) 
-0.053565 
(0.040146) 
0.010731 
(0.042765) 
0.091699a 
(0.033009) 
0.027495 
(0.025927) 
-0.039263 
(0.043482) 
    2002-2010     
 0.000533
b 
(0.000250) 
0.000347 
(0.000327) 
0.000480c 
(0.000290) 
0.000662b 
(0.000288) 
0.000775b 
(0.000365) 
0.000504 
(0.000367) 
0.000602b 
(0.000273) 
0.000209 
(0.000309) 
ai1 -0.062935
a 
(0.022214) 
0.015976 
(0.023971) 
0.010006 
(0.021602) 
-0.029787 
(0.024754) 
0.012112 
(0.024871) 
-0.009619 
(0.029077) 
0.011079 
(0.023194) 
0.003585 
(0.020777) 
ai2 0.021230 
(0.017542) 
-0.074462a 
(0.020577) 
0.026021 
(0.019424) 
0.014669 
(0.018395) 
-0.004699 
(0.024489) 
-0.004824 
(0.021891) 
-0.017510 
(0.018059) 
0.007296 
(0.020076) 
ai3 -0.008569 
(0.018528) 
0.028662 
(0.023643) 
0.011598 
(0.017963) 
0.010198 
(0.019603) 
0.008312 
(0.023812) 
0.052128b 
(0.024208) 
0.023525 
(0.022753) 
0.060500a 
(0.018299) 
ai4 0.004346
 
(0.018445) 
0.010999 
(0.025036) 
-0.027796 
(0.019862) 
-0.033273 
(0.021204) 
-0001749 
(0.021883) 
0.008773 
(0.023770) 
0.007486 
(0.017475) 
-0.015083 
(0.024114) 
ai5 -0.034524
c 
(0.019633) 
-0.083248a 
(0.022322) 
0.035156 
(0.024475) 
-0.003126 
(0.022446) 
0.087860a 
(0.028111) 
0.0041187 
(0.027199) 
0.008284 
(0.019418) 
-0.001725 
(0.021819) 
ai6 -0.031672
c 
(0.018025) 
0.054328a 
(0.020148) 
0.006682 
(0.09456) 
0.035492 
(0.024176) 
0.047003b 
(0.019770) 
0.087092a 
(0.024908) 
-0.0211187 
(0.017583) 
0.035233b 
(0.018465) 
ai7 -0.007288 
(0.017115) 
0.005296 
(0.019825) 
0.000268 
(0.018248) 
0.008896 
(0.017276) 
0.051073b 
(0.025894) 
0.052727a 
(0.024282) 
0.009898 
(0.015828) 
-0.016278 
(0.018080) 
ai8 -0.012917
a 
(0.015561) 
0.002150 
(0.019446) 
-0.024872 
(0.015480) 
-0.006587 
(0.016473) 
-0.024709 
(0.018831) 
-0.004630 
(0.023002) 
-0.022929 
(0.016155) 
-0.012394 
(0.016640) 
Note: Values in parentheses are standard errors. a,b and c indicates level of significance at 1 per cent, 5 per cent and 10 per 
cent respectively. 
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Turning now to an analysis of possible interdependencies in the form of volatility 
spillover effects, Table 4-8 presents estimated coefficients of the variance-covariance matrix 
equations. The coefficients denoted as ‘b’ are ARCH parameters measuring the effects of the 
lagged own and cross innovation, with only these coefficients reported. 
All ARCH estimated parameters for the full sample except AUSFP returns, as shown in 
Table 4-8, are statistically significant at a 1 per cent level of significance, showing strong 
ARCH effects. There are statistically significant positive own and cross lagged innovation 
effects, though the magnitudes are low. Own lagged volatility effects vary from 0.0002 for 
AUSFP to 0.009 for SINFP while the largest own volatility can be seen in KORFP followed 
by TWNFP, THFP, HKFP, NZFP and INFP. Although there is evidence of cross country 
volatility spillover effects, the estimated magnitudes of these effects are low. Interestingly, 
the Australian food market shows more stability in multivariate analysis and does not react to 
its own and cross volatilities. As in univariate analysis again, over the full sample the 
evidence of own and cross volatility spillover effects are higher than sub-samples. However, 
the results for the two sub-samples show that evidence of spillover effects in the early sub-
sample is higher than in the recent subsample.
8
 
 
 
 
 
 
 
 
 
 
 
                                                          
8
 The reason could be that the sample size is small for eight variables.  It can be noticed that some of the ARCH 
parameters have got wrong signs also. Due to this deficiency estimated results were relied upon for the full 
sample. 
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Table 4-8 Estimated coefficients for MTGARCH conditional variance-covariance equations 
    1995-2010     
 AUSFP(i=1) NZFP(i=2) INFP(i=3) THFP(i=4) KORFP(i=5) SINFP(i=6) HKFP(i=7) TWNFP(i=8) 
bi1 0.000226 
(0.000532) 
0.002056 
(0.002425) 
0.002027 
(0.002392) 
0.002776 
(0.003284) 
0.003258 
(0.003846) 
0.001493 
(0.001768) 
0.002456 
(0.002897) 
0.002859 
(0.003380) 
bi2 0.002056 
(0.002425) 
0.018716a 
(0.003421) 
0.018452a 
(0.002327) 
0.025273a 
(0.003006) 
0.041964a 
(0.003232) 
0.013593a 
(0.002006) 
0.022360a 
(0.002734) 
0.026028a 
(0.003237) 
bi3 0.002027 
(0.002392) 
0.018452a 
(0.002327) 
0.018191a 
(0.003043) 
0.024916a 
(0.002837) 
0.029245a 
(0.003028) 
0.013401a 
(0.001908) 
0.022044a 
(0.002550) 
0.025660a 
(0.003062) 
bi4 0.002776 
(0.003284) 
0.025273a 
(0.003006) 
0.024916a 
(0.002837) 
0.034125a 
(0.005244) 
0.040054a 
(0.004020) 
0.018355a 
(0.002550) 
0.030192a 
(0.003398) 
0.035145a 
(0.004050) 
bi5 0.003258 
(0.003846) 
0.041964a 
(0.003232) 
0.029245a 
(0.003028) 
0.040054a 
(0.004020) 
0.047014a 
(0.005697) 
0.021544a 
(0.002798) 
0.0354438a 
(0.003624) 
0.041251a 
(0.004302) 
bi6 0.001493 
(0.001768) 
0.013593a 
(0.002006) 
0.013401a 
(0.001908) 
0.018355a 
(0.002550) 
0.021544a 
(0.002798) 
0.009872a 
(0.002279) 
0.016239a 
(0.002313) 
0.018903a 
(0.002719) 
bi7 0.002456 
(0.002897) 
0.022360a 
(0.002734) 
0.022044a 
(0.002550) 
0.030192a 
(0.003398) 
0.0354438a 
(0.003624) 
0.016239a 
(0.002313) 
0.026712a 
(0.004320) 
0.031094a 
(0.003707) 
bi8 0.002859 
(0.003380) 
0.026028a 
(0.003237) 
0.025660a 
(0.003062) 
0.035145a 
(0.004050) 
0.041251a 
(0.004302) 
0.018903a 
(0.002719) 
0.031094a 
(0.003707) 
0.036195a 
(0.006110) 
    1995-2001     
bi1 0.124851
a 
(0.035167) 
0.023411 
(0.057259) 
0.068078 
(0.057075) 
0.020294 
(0.038706) 
0.076849 
(0.054265) 
0.024423 
(0.040784) 
0.051631 
(0.057993) 
0.003693 
(0.032427) 
bi2 0.023411 
(0.057259) 
0.357611a 
(0.033677) 
0.077785 
(0.064123) 
-0.030994 
(0.059599) 
0.053669 
(0.057099) 
0.019309 
(0.024230) 
-0.009556 
(0.022349 
-0.010958 
(0.012361) 
bi3 0.068078 
(0.057075) 
0.077785 
(0.064123) 
0.090759a 
(0.022939) 
-0.012540 
(0.054594) 
0.056980b 
(0.028072) 
0.038887 
(0.029330) 
-0.018278 
(0.0025391) 
-0.013134 
(0.012361) 
bi4 0.020294 
(0.038706) 
-0.030994 
(0.059599) 
-0.012540 
(0.054594) 
0.023471a 
(0.007228) 
0.022749 
(0.028939) 
0.053578 
(0.034561) 
-0.020109 
(0.041706) 
0.013173 
(0.019412) 
bi5 0.076849 
(0.054265) 
0.053669 
(0.057099) 
0.056980b 
(0.028072) 
0.022749 
(0.028939) 
0.108895a 
(0.031037) 
0.064732a 
(0.024973) 
0.085805a 
(0.045834) 
0.109803a 
(0.042313 
bi6 0.024423 
(0.040784) 
0.019309 
(0.024230) 
0.038887 
(0.029330) 
0.053578 
(0.034561) 
0.064732a 
(0.024973) 
0.068366a 
(0.013285) 
0.033318 
(0.047278) 
-0.008465 
(0.014661) 
bi7 0.051631 
(0.057993) 
-0.009556 
(0.022349 
-0.018278 
(0.0025391) 
-0.020109 
(0.041706) 
0.085805a 
(0.045834) 
0.033318 
(0.047278) 
0.097702a 
(0.027698) 
-0.088738a 
(0.022137) 
bi8 0.003693 
(0.032427) 
-0.010958 
(0.012361) 
-0.013134 
(0.012361) 
0.013173 
(0.019412) 
0.109803a 
(0.042313) 
-0.008465 
(0.014661) 
-0.088738a 
(0.022137) 
0.051076a 
(0.022338) 
    2002-2010     
bi1 -0.002225
 
(0.001666) 
0.007192 
(0.016422) 
-0.007895 
(0.014413) 
-0.005898 
(0.006456) 
0.000997 
(0.007061) 
-0.002627 
(0.008671) 
0.005835 
(0.005867) 
0.005835 
(0.008399) 
bi2 0.007192
 
(0.016422) 
0.000993 
(0.000768) 
-0.008931b 
(0.004076) 
-0.009287 
(0.009488) 
-0.001573 
(0.017336) 
-0.002811 
(0.005350) 
-0.007483 
(0.020010) 
-0.007384 
(0.08239) 
bi3 -0.007895
 
(0.014413) 
-0.008931b 
(0.004076) 
0.068466a 
(0.008753) 
-0.002161 
(0.010894) 
-0.004016 
(0.012999) 
-0.013114 
(0.014665) 
-0.016293 
(0.013332) 
0.005024 
(0.012492) 
bi4 -0.005898 
(0.006456) 
-0.009287 
(0.009488) 
-0.002161 
(0.010894) 
0.0106830a 
(0.014585) 
0.000361 
(0.009621) 
0.005833 
(0.010100) 
-0.013932 
(0.013096) 
-0.024588 
(0.018918) 
bi5 0.000997
 
(0.007061) 
-0.001573 
(0.017336) 
-0.004016 
(0.012999) 
0.000361 
(0.009621) 
0.039598a 
(0.008040) 
0.014300 
(0.009457) 
-0.0014918 
(0.008719) 
0.019435c 
(0.009212) 
bi6 -0.002627
 
(0.008671) 
-0.002811 
(0.005350) 
-0.013114 
(0.014665) 
0.005833 
(0.010100) 
0.014300 
(0.009457) 
0.046811a 
(0.008160) 
0.022576b 
(0.009992) 
0.003412 
(0.009212) 
bi7 0.005835
 
(0.005867) 
-0.007483 
(0.020010) 
-0.016293 
(0.013332) 
-0.013932 
(0.013096) 
-0.0014918 
(0.008719) 
0.022576b 
(0.009992) 
0.040640a 
(0.011144) 
0.004340 
(0.009003) 
bi8 0.005835 
(0.008399) 
-0.007384 
(0.08239) 
0.005024 
(0.012492) 
-0.024588 
(0.018918) 
0.019435c 
(0.009212) 
0.003412 
(0.009212) 
0.004340 
(0.009003) 
0.075968a 
(0.010305) 
Note: Values in parentheses are standard errors. a, b and c indicate level of significance at 1 per cent, 5 per cent and 10 per 
cent respectively. 
 
Although there are significant trade relationships from net food exporter countries to 
net food importer countries covered by this study, no exact directions of mean or volatility 
spillover effects from exporter to importer or importer to exporter could be found. Instead, 
rather mixed evidence is found and geographical proximity matters. Australia being a big net 
exporter of food products has no unique influence over the FP return volatility of its 
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importing countries. Over the longest time period it has been found that volatility spills over 
from AUSFP to NZFP, SINFP and in INFP. Over the period of 1995-2001, there are 
statistically significant volatility spillover effects from AUSFP to NZFP, while, during the 
period of 2002-2010 there is no evidence of volatility spillovers. That means, even though 
Australia and New Zealand are neighbours with high trade relationships, the FP volatility 
during recent FP hikes in New Zealand are due to other reasons, not AUSFP volatility. INFP 
really seems to influence AUSFP. THFP and some other importer countries’ FP also affect 
volatility of AUSFP.  Out of the other three major exporters, INFP plays an important role in 
influencing the volatility of other countries’ FP. For the full sample and 1995-2001 periods it 
affects only exporters’ prices, while, in the period of 2002-2010, it affects THFP as well. 
NZFP does not show any evidence of influencing FP of other countries during 1995-2010, 
but during the period 1995-2001 it affects two other exporters namely AUSFP and THFP. 
However, during the period 2002-2010, however, volatility spillover has been found from 
NZFP to HKFP and INFP. The volatility spillover effects from THFP are more important in 
the full sample and first subsample, while no mean or volatility spillover effects could be 
recognised by the study for the period 2002-2010. 
Based on the above discussion, mixed evidence of heat wave and meteor shower effects 
can be reported in this study of food markets. In the long time series, ‘meteor shower’ 
dominates ‘heat wave’ effects, while the reverse is true in short time series data. For the 
period 1995-2001, partial meteor shower effects are found to be statistically significant for 
Australia, New Zealand, India and Thailand; however, recent data supports some meteor 
shower effects for the Australian, Hong Kong and Taiwan food markets, but other countries 
either show complete heat wave effects or weak meteor shower effects. 
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4.7  Diagnostics on the validity of models 
All models estimated in CGARCH form for assessing mean and volatility spillover 
effects show no indication of serious misspecification. As presumed, all models show 
evidence of non-normality as GED parameters (Appendix A) of all series for every 
subsample are less than 2 and statistically significant at a 1 per cent level of significance, 
therefore, justification of estimating models using GED has been reinforced. As a diagnostic 
check LB-Q statistics at both level and squared form were computed and ARCH-LM test 
statistics were also derived. The results are shown in Appendix A. Results for mean spillover 
effects are portrayed in Table 4A1, Table 4A2 and Table 4A3 for the full sample, 1995-
2001 and 2002-2010 periods respectively. Tables 4A1, 4A2 and 4A3 show little or no 
evidence of further autocorrelation in the series estimated because none or few of the 
statistics are statistically significant at a 5 per cent level of significance. Similarly, in Tables 
4A4 to 4A6, the models for volatility spillover effects do not show any further statistically 
significant evidence of autocorrelation in them. Moreover, the models capture volatility 
persistency and mean reversions which are properties of good volatility models (Engle and 
Patton 2001). 
In order to evaluate the statistical validity of the MTGARCH model Portmanteau tests 
for residual autocorrelation were conducted.  Up to lag 12 the LB-Q-stat is 811.0980 and the 
adjusted Q-stat is 812.4603, both being statistically insignificant meaning there is no 
remaining serial correlation up to 12 lags over the period 1995-2010. Over the period 1995-
2001, the LB-Q stat is 750.3748 and the adjusted Q-stat is 755.0182, while over the period 
2002-2010 these two stats are 731.7013 and 733.9055. In every case these are statistically 
insignificant. 
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4.8  Conclusions 
The objective in this essay was to examine cross country mean and volatility spillover 
effects of FP using CGARCH and MTGARCH models with daily food producer price indices 
ranging from 1995 to 2010. Regarding the mean and volatility spillover effects, this study 
reports mixed evidence of cross country spillover effects. Scant evidence of mean spillover 
effects is found for different countries’ FP across the subsamples, although, over the full 
sample period, some cross country mean spillover effects are found for Australia, New 
Zealand and Singapore. For the first subsample period mean spillover effects from other 
countries are found for New Zealand only, but for the recent subsample, some sort of mean 
spillover is found for all countries except New Zealand.  This implies that food markets are 
currently more interdependent than before and shocks create some room for excess returns. 
The ‘meteor shower’ hypothesis that the conditional variance of the change in one market 
depends on the past information of other markets, dominates the ‘heat wave’ hypothesis that 
the conditional variance depends on the past information of that market overall, while, for 
shorter time periods ‘heat wave’ effects dominate ‘meteor shower’ effects. Partial meteor 
shower effects are found to be statistically significant for Australia, New Zealand, India and 
Thailand over the early subsample; however, recent data supports some meteor shower 
effects for the Australian, Hong Kong and Taiwan food markets. No exact directions for 
mean and volatility spillover effects from exporter to importer or importers to exporters can 
be identified based on the empirical findings of the study. However, geographical proximity 
appears to matter for cross country mean and volatility spillover effects. The results are found 
to be similar in multivariate analysis although not exactly the same. 
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     Chapter 5 
Spillover Effects of Oil Prices on Food Prices: Evidence for 
Some Asia and Pacific Countries  
The analysis in this essay investigates the mean and volatility spillover effects of crude oil prices on 
food prices of selected Asia and Pacific countries including Australia, New Zealand, South Korea, 
Singapore, Hong Kong, Taiwan, India and Thailand by employing VAR and GARCH-family models 
using daily observations from 2 January1995 to 30 April 2010. As with the other essays the total data 
set was split into two subsamples, 1995-2001 and 2002-2010, based on the sharpness of price rises. 
The major empirical findings of the study are as follows: World oil prices positively influence food 
prices of the selected countries, both at mean and volatility level, though the magnitudes of effects 
differ from country to country for different time periods and the effects are found mostly in the short-
run and not in the long-run. Stronger mean and volatility spillover effects are found for the recent 
time period, implying more interdependence between world oil and Asia Pacific food markets in 
recent times than the past. In terms of mean spillover effects net food importer countries’ food prices 
show stronger effects to the oil price shocks whereas no distinction can be made between food 
exporters and importers in terms of volatility spillover effects of oil price shocks. The findings suggest 
that oil prices should be taken into consideration in food price policy preparation and forecasting 
purposes. 
5.1  Introduction 
The increasing trend in the prices of crude oil (CP) and food (FP) in recent years has 
attracted global attention. The nexus between these two prices is now well documented in 
both the media (Victor and Vinas 2008) and the academic literature  for different reasons. 
Moreover, the recent surging of these prices has invited the attention of analysts within 
governments, and amongst international and private research organizations, hence the 
 76 
impacts of CP on FP have been studied to a great extent from different viewpoints (Alghalith 
2010, Zhang et al. 2010). It is believed that FP are immensely influenced by CP shocks 
because agriculture is traditionally energy intensive and thus CP are linked with agricultural 
commodity prices (FAO 2000, Schnepf 2004). When CP increases agricultural input prices 
also increase, ultimately triggering rises in agricultural commodity prices (Hanson et al. 
1993, Nazlioglu and Soytas 2011). 
One of the many reasons for the rise in FP is a rising petroleum price. A number of 
studies have focused on the causes of FP increases, placing  emphasis on the factors related to 
petroleum usage and price- for example, increased demand for bio-fuel as an alternative to 
conventional fossil fuel has been identified as one of the factors in food price surge (Headey 
and Fan 2008, Mitchell 2008, Rosegrant, Zhu, Msangi and Sulser 2008). A couple of studies 
also show that the increase in oil and metal prices leads to a jump in FP (Du et al. 2011, 
Headey and Fan 2008, Radetzki 2006).  
A few of the studies have dealt with the analysis of spillover effects of CP on FP. 
Baffes (2007) examined the effect of CP on 35 internationally traded primary commodity 
prices, including food, and found that the fertilizer price index has shown the highest pass-
through followed by agricultural commodities. Alghalith (2010)  pointed out that in an oil 
exporting country, like Trinidad and Tobago, the FP is largely influenced by higher CP. Du et 
al. (2011), applying a Bayesian econometric analysis, documented evidence of volatility 
spillover among crude oil, corn and wheat markets, while Esmaeili and Shokoohi (2011) 
argued that the CP index has an influence on the FP index through the procedure of principal 
component analysis. Relationships between CP and FP have also been modelled by Chen et 
al. (2010) where they documented that global grain prices for corn, soybean and wheat are 
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significantly influenced by the changes in the CP. The impact of CP on vegetable oil price is 
also found to be positive as discussed in Abdel and Arshad (2008). 
Despite having extensive evidence of positive relationships between oil and agricultural 
commodity prices, some studies concluded that there is no significant influence of CP on FP. 
Nazlioglu and Soytas (2011), for example, revealed, in the case of Turkey, that CP does not 
have any direct or indirect impact on prices, concluded agricultural commodity prices. Yu et 
al. (2006), by applying a cointegration approach to CP and a set of edible oil that CP does not 
exert any influence on the edible oil prices. Kaltalioglu and Soytas (2009) also report similar 
results that CP does not have any significant influence on FP and agricultural raw materials’ 
prices. In a study in the context of China’s corn, soybean, and pork prices for the period of 
January 2000 to October 2007, Zhang and Reed (2008) documented that the CP is not a 
contributing factor in the recent surging of selected agricultural commodity prices. 
However, to the best of the present knowledge, studying the impacts of CP on FP using 
daily data sets, in the style of financial assets, within the outlet of mean and volatility 
spillover effects, is still a fairly neglected study area which warrants considerable research 
attention, particularly in the context of Asia and Pacific countries. One of the reasons is that 
FP, particularly food commodity future prices are gaining popular positions in the portfolios 
of fund managers like CP (Gilbert 2010, Robles, Torero and von Braun 2009). Hence, the 
objective of the current study is to explore the mean and volatility spillover effects of CP on 
FP in the context of a set of Asia and Pacific countries namely Australia, New Zealand, 
Korea, Singapore, Hong Kong, Taiwan, India and Thailand. The study area is a combination 
of both net food exporters and importers with a common feature of their net oil importer 
status. Australia, New Zealand, India and Thailand are regarded as net food exporter 
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countries, hence, the empirical findings enable inferences to be drawn about similarities and 
differences in terms of the effects of CP shocks. 
The remainder of the essay is structured as follows: The next section outlines the 
sources of data obtained and the statistical properties of both CP and FP series. Section 5.3 
describes the methodology, along with the model frameworks for both univariate and 
multivariate analysis. Section 5.4 reports the results and discusses the main empirical 
findings, while the last section concludes the essay. 
5.2  Data and their statistical properties 
This study uses daily oil and food producer price indices from 2 January 1995 to 30 
April 2010 collected from DataStream, chosen based on the availability of data for all 
required series. Oil world integrated series, CP, and integrated food producer price indices, 
FP, are chosen for Australia (AUSFP), New Zealand (NZFP), Korea (KORFP), Singapore 
(SINFP), Hong Kong (HKFP), Taiwan (TWNFP), India (INFP) and Thailand (THFP). FP 
experienced sharp growth after 2001, so, in order to examine the effects of CP on FP in 
different time periods, particularly before and after 2001, models are estimated over three 
distinct time periods. The full sample is from January 1995 to April 2010, the early 
subsample from January 1995 to December 2001, and the latest subsample from January 
2002 to April 2010. As a consequence 4,000 observations are used for the full sample, 1,824 
observations for the early subsample and 2,087 observations for the latest subsample.  
Table 5-1 depicts summary statistics for FP and CP over the full sample period. The 
measure of volatility, standard deviation, is high for all of the price series, which basically 
indicates the high volatility of food and oil prices. All price series are positively skewed 
except for the NZFP index. That means all other series have a long right tails, while NZFP 
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index has a long left tail. The values of kurtosis are close to three in all cases, except NZFP, 
implying distributions are peaked rather than normal. None of the series shows any evidence 
of normal distribution because the JB statistics reject the null hypothesis of normality at any 
level of significance for every series of data. Furthermore, the LB-Q statistics present high 
evidence of autocorrelation and non-constant variances. The lower panel of Table 5-1 
exhibits properties of returns series calculated using a standard logarithmic technique as 
shown by equation (2.1) in chapter 2. Returns series seem to have financial characteristics as 
can be seen in Figure 5.1, which shows that returns for both CP and FP follow volatility 
clustering. Evidence of long left tails can be seen for the FP returns of Australia and Korea, 
along with world oil prices. Excess kurtosis is greater than 3 in all cases. The facts of higher 
standard deviation than mean returns, non-normality, and evidence of autocorrelation make 
premises for the data to be estimated by GARCH-class models. Returns series are used for 
estimation purposes within the framework of univariate and multivariate GARCH models. 
From the summary statistics it can be concluded that CP and FP show significant evidence of 
financial characteristics such as volatility clustering, long tails and leptokurtosis. 
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Table 5-1 Statistical properties of data 
Prices 
 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP CP 
Mean  976.71 451.26  385.75  474.17  168.94 284.35 1078.30 550.57 1387.06 
Median 895.33 483.45 333.69 418.97 116.65 234.69 899.30 561.64 1100.81 
Maximum 1905.49 744.57 871.13 1007.11 625.34 695.64 2989.23 1190.86 3336.58 
Minimum 477.21 206.46 124.31 117.19 33.39 116.25 254.14 176.56 501.41 
Std. Dev. 363.04 129.65 180.13 218.31 132.94 135.55 630.13 171.32 658.94 
Skewness 0.636 -0.244 0.595 0.526 1.460 0.866 0.833 0.370 0.844 
Kurtosis 2.31 1.86 2.09 1.98 4.45 2.67 2.95 3.35 2.66 
J-B 348.54 254.97 373.57 355.22 1776.97 518.42 463.56 112.01 493.92 
Prob. 0.0000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
LBQ(15) 59377 58556 58548 58996 58363 58330 58470 57112 59157 
Obs. 4000 4000 4000 4000 4000 4000 4000 4000 4000 
Returns 
 RAUSFP RNZFP RKORFP RSINFP RHKFP RTWNFP RINFP RTHFP RCP 
Mean (per 
cent) 
0.0001 -6.78E-
06 
0.0002 0.0001 0.0004 0.0002 0.0004 0.0001 0.0003 
Median 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0008 
Maximum 0.0105 0.2138 0.1251 0.1576 0.1556 0.1583 0.1391 0.1687 0.0975 
Minimum -0.1138 -0.1967 -0.1481 -0.1352 -0.1505 -0.0898 -0.0862 -0.1580 -0.1123 
Std. Dev. 
(per cent) 
0.0123 0.0160 0.0232 0.0193 0.0209 0.0225 0.0156 0.0186 0.0130 
Skewness -0.0455 0.0782 -0.0691 0.2547 0.1131 0.1113 0.3936 0.0234 -0.4214 
Kurtosis 11.071 23.414 7.710 9.486 9.265 5.002 8.148 11.871 11.9545 
J-B 10856 69445 3699 7053 6550 676 4520 1311 11.954 
Prob. 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
LBQ(15) 44.60 14.89 70.17 34.15 21.77 36.57 44.85 62.23 111.83 
Obs. 3999 3999 39999 3999 3999 3999 3999 3999 3999 
 
 
 Figure 5-1 Oil and food price returns 1995-2010 
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5.3  Methodology 
5.3.1  Methods for analysing mean spillover effects of oil prices on food 
prices 
With a view to checking mean spillover effects of CP on FP this study employs bi-
variate VAR models originally developed by Sims (1980). In the VAR approach, there are 
two procedures used to analyse interrelationships among series, namely Granger Causality 
(GC) tests and innovation accounting such as impulse response analyses (IRF) and forecast 
error variance decompositions (FEVD). Estimated VAR results are analyzed with the help of 
GC tests, IRF and FEVD.  The VAR model, along with its associated tools, is expressed 
briefly as follows. A VAR-(p) model can be written in the following matrix notation: 
0 1 1 2 2 .........t t p t p tX A A X A X A Xt                   (5.1) 
Where, X t  is a n X 1 vector of endogenous variables, 0A  is a n X 1 vector of constants, iA  
are n X n matrices of parameters and t  is a zero mean white noise vector of n X n variance-
covariance matrices.  
GC tests show whether lagged values of one variable help to predict another variable. 
“A variable yt is said to Granger-cause xt, if xt can be predicted with greater accuracy using 
past values of the yt variable rather than not using such past values, all other terms remaining 
unchanged” (Granger 1969). Let yt  and xt, be two stationary variables with zero means so that 
a simple bivariate (i.e. n=2) VAR model can be expressed as:  
1
1 1
j t j j tt t j
m m
y ya x b
j j
 
 
    
                  (5.2) 
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2
1 1
t j j t j tt j
m m
yx c d x
j j


    
                  (5.3) 
where t and t are assumed as uncorrelated white noise series, i.e. E ) =0=E 
), s ≠ t. If aj is statistically different from zero and bj is not statistically different from 
zero then we say xt   Granger causes yt. Similarly, yt is Granger causing xt if some cj is 
statistically different from zero. If both aj and cj are statistically different from zero we have 
bidirectional causality or it is said to have feedback relationships between them, and, if both 
of them are not statistically different from zero, there will be no Granger causality or, in other 
words, xt and yt will be independent of each other.   
Now we can consider the vector moving average (VMA) representation of the bivariate 
VAR model for the IRF. 
1,10 11 12
21 2220 2,
( ) ( )
( ) ( )
t it
it t i
eFP a i i
i iCP a e
 
 



      
       
      
                (5.4) 
The parameters in the jk(i) may be used to generate the numerical effects of errors’ 
shocks on the time path of endogenous variables. In the proposed case, there would be two 
possible shocks to the system and therefore, there will be four IRF. Presentation of the IRF 
results follows the general convention of plotting them in graphs.  
To identify FEVD the following bivariate VAR model were considered: 
10 11 1 12 1
20 21 1 22 1
y
t t t t
x
t t t t
FP FP CP
CP FP CP
   
   
 
 
   
   
                                                                            (5.5) 
In the bivariate setting of a VAR, the 1 step ahead forecast for FPt and CPt series 
ignoring the intercepts can be expressed as: 
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1 11 12 11 12
1 21 22 21 22
( )
( )
f FP
t t t t t t t
f CP
t t t t t t t
FP E FP CP FP CP
CP E FP CP FP CP
    
    


    
    
                                                        (5.6) 
The corresponding 1 step ahead forecast errors and variances are: 
1 2
1 1 1 1
1 2
1 1 1 1
( ) var( )
( ) var( )
FP FP
FP t t t t t FP
CP CP
CP t t t t t CP
FE FP E FP e e
FE CP E CP e e


   
   
   
   
                                                          (5.7) 
The 2 step ahead forecast for FP and CP can be written as: 
 
2 11 11 12 12 21 22
2 21 11 12 22 21 22
( ) ( )
( ) ( )
f
t t t t t
f
t t t t t
FP FP CP FP CP
CP CP CP FP CP
     
     


   
   
                                                      (5.8) 
The corresponding forecast errors and variances are thus: 
2 2 2 11 1 12 1 2
2 2 2 2 2
2 11 12
2 2 2 21 1 22 1 2
2 2 2 2 2
2 21 22
( ) ( )
var( )
( ) ( )
var( )
FP FP CP FP
t t t t t t
FP
FP CP FP
CP CP CP CP
t t t t t t
CP
CP CP CP
FE FP E FP
FE
FE CP E CP
FE
    
    
    
    
    
    
    
  
    
  
                                                    (5.9) 
   Equation (5.9) shows how a number of forecast errors and variances can be computed and 
variances can be decomposed to see the variation due to own and other shocks. In a 2-period horizon, 
the proportion of the error variance of FP explained by its own shock is: 
2 2 2 2 2 2 2 2
11 11 12( ) / ( )FP FP FP CP FP           and the proportion of FP explained by the CP shock is: 
2 2 2 2 2
12 11/ ( )CP FP FP     . Similarly the proportion of the forecast error of CP by its own and FP 
shock can be shown. 
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5.3.2 Methods for volatility spillover effects of CP on FP 
In order to examine the volatility spillover effects of CP on the FP of selected Asian 
and Pacific countries univariate GARCH models were used. The estimation procedure 
involves several stages. First of all, different GARCH models of CP volatility for different 
time periods are estimated. Models are then estimated under the set of different linear and 
nonlinear GARCH models and the best fit model is selected, based on information criteria 
and forecasting capabilities. Over the full sample period, the EGARCH model fits data better 
than the other models, but for the early subsample, the CGARCH model better captures 
volatility characteristics than any other model, while, over the latest subsample, the PARCH 
model outperforms other models. 
In the second stage conditional variances (CV) out of these models are obtained to 
incorporate them into the variance equations of FP returns models. Then, in the final stage, 
several ARMA (p,q)-GARCH(1,1) models for all FP series are estimated incorporating CV in 
variance equations in line with Liu and Pan (1997), Lin and Tamvakis (2001), Engle et al. 
(2002)  and Hammoudeh et al. (2003).  The best models were again chosen according to 
information criteria and forecasting ability. In this stage, GARCH, TGARCH, EGARCH, 
PARCH and CGARCH models are found to be good fits for different FP series in different 
time periods. 
The models estimated for the purpose of volatility spillover effects are discussed in 
brief in the following two sections. 
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5.3.3  Volatility models for oil price 
As stated earlier for CP series, the EGARCH, CGARCH and PARCH models are found 
to be good fits for three different time periods. For the full sample, CP is estimated by an 
ARMA (p,q)-EGARCH (1,1) model. The model can be specified as follows: 
Mean equation: 
1 2 4
~ (0, )
t t i t i t
t t
ROIL ROIL e
iid h
   

    
                                   (5.10)
 
Variance equation:
 
1 1
0 1 2 3 1
1 1
log logt tt t
t t
e e
h h
h h
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 
   
                         (5.11) 
where ROIL refers to the return of CP, the parametercaptures the magnitude of 
conditional shocks on the conditional variance, measures leverage effects (if then 
negative shocks give rise to higher volatility than positive shocks and vice versa), measures 
persistency of any shocks to volatility and should be less than 1 to  reflect the stationarity of 
the returns series.  
 For the1995 to 2001 sample period, the symmetric ARMA (p,q)-CGARCH (1, 1) 
model is best qualified to capture the financial characteristics. The model can be written as 
follows:  
Mean equation: 
1 2 4
~ (0, )
t t i t i t
t t
ROIL ROIL e
iid h
   

    
                        (5.12)
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Variance equations:
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                   (5.13)
 
where tq  is the permanent component, (
2
1 1t te h  ) serves as the driving force for the 
time dependent movement of the permanent component and ( 1 1t th q  ) represents the 
transitory component of the conditional variance. The parameter measures asymmetry of 
leverage effects and the sum of parameters 3  and 5  measures the transitory shock 
persistence, while 1 measures the long-run persistency derived from the shock to a 
permanent component given by 2 .  
For the period January 2002 to April 2010 the ARMA(p,q)-PARCH (1, 1) model is 
selected to estimate and the equations are as follows: 
Mean equation: 
1 2 3
~ (0, )
t t i tt i
t t
ROIL ROIL
iid h
e   

 
   
                                                                            (5.14) 
 
Variance equation:
 
444 )()()( 1312110
    tttt heeh                (5.15) 
where th  represents conditional standard deviation and  is the power term which is 
determined within the model,  and  are ARCH and GARCH parameters, while  
parameter captures leverage effects or asymmetry.  
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5.3.4  Univariate volatility spillover models for food prices 
As stated earlier, different volatility models qualify for the estimation of different FP 
models across time periods. Conditional variance equations of the ARMA (p,q)-GARCH(1,1) 
models for GARCH, TGARCH, EGARCH, PARCH and symmetric and asymmetric 
CGARCH models estimated are presented below. ARMA orders are set by Box-Jenkins 
methodology (Box and Jenkins 1976). Conditional mean equations are not shown because 
results are reported for conditional variance equations only. The parameter (s) associated 
with roilht-1
9
 (CV are obtained from CP volatility models) in each case measures the volatility 
spillover effects from CP to FP of the selected countries at time t. 
The conditional variance equations for the relevant models are given below: 
 GARCH (1,1) model: 
2
0 1 1 3 1 4 1t t t th e h roilh                         (5.16) 
TGARCH (1,1) model: 
2 2
0 1 1 2 1 1 3 1 4 1t t t t t th e e d h roilh                                                                              (5.17) 
EGARCH (1,1) model: 
1 1
0 1 2 3 1 4 1
1 1
log logt tt t t
t t
e e
h h roilh
h h
       
 
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                                                      (5.18)
 
PARCH (1,1) model: 
 
5 5 5
0 1 1 2 1 3 1 4 1( ) ( ) ( )t t t t th e e h roilh
                                                            (5.19)
 
                                                          
9
 Roilht refers to the conditional variance of the return of oil series obtained in the volatility model of oil return 
series. 
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Symmetric CGARCH (1,1) model with spillover parameter in permanent equation: 
2
0 1 1 0 2 1 1 3 1
2
4 1 1 5 1 1
( ) ( )
( ) ( )
t t t t t
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q q e h roilh
h q e q h q
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 
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     
                                                                 (5.20)
 
Symmetric CGARCH (1,1) model with spillover parameter in transitory equation: 
2
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Asymmetric CGARCH (1, 1) model with spillover parameter in permanent equation: 
2
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                              (5.22) 
Asymmetric CGARCH (1, 1) with spillover parameter in transitory equation: 
2
0 1 1 0 2 1 1
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3 1 1 4 1 1 1 5 1 1 6 1
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                   (5.23) 
In each case, to avoid the possible violation of normality, models are estimated by 
assuming GED error terms. 
5.3.5  Multivariate methods for mean and volatility spillover effects 
In order to check the robustness of the results obtained for mean and volatility spillover 
effects from CP to FP of the concerned countries, multivariate GARCH (MGARCH) models, 
in particular, the bivariate BEKK-type representation are used. The modelling strategy 
follows Higgs and Worthington (2004) and Lee (2009), and consists of conditional mean and 
variance equations. The conditional mean returns equation that developed for each FP model 
can be written as:  
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1
~ (0, )1
t t tR AR
NI Ht tt
 

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                                                                
                                         (5.24) 
In (5.24) Rt is an n X 1 vector of daily food/oil price returns at time t for each market, 
is an n X 1 vector of constants, t is a n X 1 vector of innovations for each market at time t 
with its corresponding n X n conditional variance and covariance matrix, Ht and the elements 
of aij of the matrix A are the measures of the degree of mean return spillover effects across 
food and oil markets. Specifically, the estimates of the elements of the matrix A offer 
measures for own lagged and cross mean spillovers. 
The variance equation in the BEKK representation for MGARCH model can be written as:
11 1 tt tC C G GH Ht                                                                                         (5.25)
 
where ci,j are elements of the n X n symmetric C matrix of constants; bi,j, the elements 
of  n X n symmetric B matrix, measure the degree of lagged and cross innovation from market 
i to market j and the elements gi,j of the n X n symmetric G matrix signify the persistence of 
conditional volatility between market i and j. 
The equation in (5.25) can be written in matrix form for the bi-variate BEKK model as: 
1, 1 2 11, 111 12 11 12 11 12 11 12
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        
 
                    (5.26) 
In equation (5.26) b21 measures the volatility spillover from CP  to FP and b12 
represents the volatility spillover from FP to CP, g21 indicates volatility persistence effects 
from CP to FP and g12 shows the volatility persistence effects from FP to CP. For possible 
violation of normality we estimate models using Bollerslev and Wooldridge (1992) robust 
standard errors. 
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5.4 Empirical results 
5.4.1  Mean spillover effects from oil prices to food prices 
In order to examine the effects of CP on FP at mean level, bivariate VAR models 
pairing CP to each country’s FP are estimated for each of the series of data. Both CP and FP 
indices of each country are found to be nonstationary. ADF test results in Table 5-2 show 
that all price series are nonstationary in levels while they are stationary in first differences, 
hence they are integrated of order 1, I(1) (Dickey and Fuller 1979). 
Table 5-2 Results of unit root tests 
 1995-2010 1995-2001 2002-2010 
 Level First diff. Level First diff. Level First diff. 
CP -1.2181 -45.1538a -1.7616 -32.8788a -1.3622 -41.0669a 
AUSFP -1.4532 -68.2317a -1.5527 -43.5495a -1.3927 -50.7298a 
NZFP -1.6695 -62.1734a -0.5725 -32.4212a -1.1077 -45.3704a 
KORFP -1.4040 -60.4630a -1.9086 -26.6785a -1.5674 -47.0544a 
SINFP -0.6752 -62.0449a -0.8843 -42.1481a -0.6603 -45.6006a 
HKFP 1.8033 -58.4303a -1.2995 -42.98297a 0.7765 -42.6141a 
TWNFP -1.3745 -45.8658a -1.2781 -39.9285a -1.1804 -34.7303a 
INFP 0.4328 -58.7985a -0.7288 -39.9593a -0.2242 -43.3031a 
THFP 0.1118 -62.5226a -1.6312 -39.79405a 0.5766 -48.2952a 
Note: The values are t statistics and a, b, c indicate 1per cent, 5per cent and 10per cent significance level respectively 
 However, in each case FP and CP do not show any significant evidence of 
cointegration at any level of significance. Cointegration tests are performed by the Johansen 
procedure (Johansen 1988). Cointegration results are presented in Table 5A1 of Appendix A. 
Although CP and FP do not show any long-run linear combination (cointegration), consistent 
with Zhang et al.(2010), they show significant correlation in each country’s data set. The 
correlation coefficients between CP and FP, as shown in Table 5-3, are close to or more than 
0.50 in each case for the full sample period. For the early and recent subsamples the 
correlation coefficients deviate from full sample periods. Based on the positive correlations in 
all cases, except two exceptions in the early subsample, it can be concluded that, though CP 
and FP do not exhibit any long-run relationship, there might be a short-run relationship 
between them. The significant lagging and leading relationship along with nonstationary 
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properties, suggest using bivariate VAR regression models with first differenced series. With 
a view to running VAR models, optimal lag lengths are selected, based on the lowest values 
of information criteria, e.g. likelihood ratio (LR), final prediction error (FPE), AIC, Schwarz 
information criterion (SC) and Hannan-Quinn information criterion (HQ), supported by at 
least 3 criteria values which are used for GC tests. For each model the lag length was 
indicated by three of the five criteria employed. As can be seen in Table 5-4, for most 
models, optimal lag length is 8 with the exception of NZFP and THFP models. For these two 
models optimal lag lengths are 3 and 5 respectively.  
Table 5-3 Correlation between oil and food prices 
1995-2010 AUSFP NZFP KORFP SINFP HKFP TWNFP INFP THFP CP 
CP 0.801 0.543 0.904 0.489 0.794 0.674 0.887 0.497 1.000 
1995-2001 
CP 0.6463 0.7255 0.3838 -0.7928 -0.7199 0.1337 0.8501 0.1306 1.00 
2002-2010 
CP 0.5942 0.2062 0.9446 0.9046 0.8067 0.8393 0.8363 0.0925 1.000 
 
Table 5-4 Optimal lag length 
 Models LR FPE AIC SC HQ 
AUSFP   CP 8 8 8 2 3 
NZFP      CP 5 3 3 2 3 
KORFP   CP 8 8 8 2 3 
SINFP     CP 8 8 8 2 3 
HKFP      CP 8 8 8 3 3 
TWNFP   CP 8 8 8 2 3 
INFP        CP 8 8 8 2 4 
THFP       CP 5 5 5 2 3 
Given the choice of optimal lag lengths, the models are estimated accordingly, in 
unrestricted VAR form and the results of VAR models are not reported because associated 
tool kits explain results more than VAR coefficients and thus results of GC tests, FEVD and 
IRF are discussed in the following sections. 
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5.4.2  Granger causality (GC) test results 
Table 5-5 reports GC test results. The first column of the table lists the null hypotheses, 
while the second, third and fourth column present the Chi-square test statistics with p-values 
in parentheses for the period of 1995-2010, 1995-2001 and 2002-2010 respectively. It is clear 
from the estimated chi-square statistics that future FP can be predicted with lagged values of 
themselves and CP. CP and FP of all countries show unidirectional causal relationship from 
CP to FP, except Australia, across the three sample/subsamples. In the case of AUSFP and 
INFP a bidirectional GC relationship can be observed for the full sample period. Although it 
seems there is a bidirectional GC relationship between CP and INFP the Chi square statistics 
from CP to FP are statistically significant at a 1 per cent level of significance while from FP 
to CP they are statistically significant only at a 10 per cent level of significance. As for the 
other two subsamples, there is no evidence of bidirectional GC relationships, which applies to 
AUSFP also for the subsample of 1995-2001, implying weak GC evidence from FP to CP. 
Based on the analysis above, it can be inferred that there is significant evidence of mean 
spillover from CP to FP in the Asia-pacific region. 
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Table 5-5 Results of Granger causality tests 
Null hypotheses 1995-2010 1995-2001 2002-2010 
CP does not Granger cause AUSFP 125.7587a 
(0.0000) 
55.09729a 
(0.0000) 
77.54047a 
(0.0000) 
AUSFP does not Granger cause CP 57.45922a 
(0.0000) 
9.544899 
(0.2159) 
30.15450a 
(0.0000) 
CP does not Granger cause NZFP 60.70656a 
(0.0000) 
9.313342b 
(0.0254) 
54.87965a 
(0.0000) 
NZFP does not Granger cause CP 3.33546 
(0.3427) 
2.857248 
(0.4142) 
5.667793 
(0.1289) 
CP does not Granger cause KORFP 87.53245a 
(0.0000) 
9.373401 
(0.1536) 
78.61508a 
(0.0000) 
KORFP does not Granger cause CP 8.888258 
(0.3518) 
20.77351a 
(0.0020) 
8.617526 
(0.1253) 
CP does not Granger cause SINFP 197.3285a 
(0.0000) 
10.92196b 
(0.0122) 
171.2682a 
(0.0000) 
SINFP does not Granger cause CP 10.14783 
(0.2548) 
1.241693 
(0.7430) 
19.51118b 
(0.0124) 
CP does not Granger cause HKFP 282.2730a 
(0.0000) 
12.60525b 
(0.0274) 
169.1262a 
(0.0000) 
HKFP does not Granger cause CP 12.55834 
(0.1280) 
8.680473 
(0.1225) 
2.266800 
(0.5189) 
CP does not Granger cause TWNFP 93.83193a 
(0.0000) 
17.07319a 
(0.0007) 
60.68194a 
(0.0000) 
TWNFP does not Granger cause  CP 12.99043 
(0.1122) 
2.244068 
(0.5233) 
10.42649 
(0.2364) 
CP does not Granger cause INFP 45.10794a 
(0.0000) 
28.33284a 
(0.0002) 
29.40450a 
(0.0000) 
INFP does not Granger cause CP 16.86679c 
(0.0315) 
8.301984 
(0.3067) 
3.365326 
(0.4986) 
CP does not Granger cause THFP 22.58338a 
(0.0004) 
8.103010c 
(0.0879) 
15.58669a 
(0.0004) 
THFP does not Granger cause CP 4.268140 
(0.5115) 
2.613111 
(0.6245) 
3.927047 
(0.1404) 
Note: The values are chi-square statistics and values in parentheses are p-values and a, b, c indicate 1 per cent, 5 per cent 
and 10 per cent significance level respectively. 
5.4.3  Analysis of forecast error variance decompositions (FEVD)  
The generated FEVD for 10, 20 and 30 day horizons are displayed in Table 5-6, over 
the full and two subsample periods. Over the full sample period, all the price series receive 
considerable innovation effects from oil price changes. Shocks to oil prices contribute 5.5 per 
cent to the variation of AUSFP for the 10 day horizon while the effects decrease gradually 
over the longer horizons. The contribution of CP shocks to NZFP is 2.8 per cent and the 
effects for KORFP, SINFP, HKFP, TWNFP, INFP and THFP are 8.52, 20.11, 18.21, 7.31, 
7.16 and 3.49 per cent respectively over the 10 day period, the effects persisting over the 30 
day horizon. Food importer countries show more volatility in prices than food exporter 
countries. FEVDs for the early subsample period show negligible variation in FP of each 
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country due to the shocks in CP, while the latest data shows relatively high responsiveness of 
FP compared to the early subsample. This implies that oil and food markets are more 
interdependent in recent periods than at other times in the past. Although the magnitudes of 
the sources of variation due to the oil price shocks are low, there is a significant variation in 
FP in the recent subsample and the trend remains the same. 
Table 5-6 Results of variance decompositions 
 Periods 1995-2010(CP) 1995-2001(CP) 2002-2010(CP) 
AUSFP 10 5.5199 0.6599 1.8454 
20 1.8625 0.3609 1.5906 
30 1.6721 0.2503 1.3528 
NZFP 10 2.8164 0.4663 2.2728 
20 1.5599 0.7652 2.4586 
30 1.6195 1.1233 2.5836 
KORFP 10 8.5244 1.0450 5.9672 
20 4.5631 1.2185 7.4944 
30 5.2781 1.2805 8.4889 
SINFP 10 20.1125 0.1925 7.9498 
20 6.6162 0.1099 8.4112 
30 6.9563 0.1650 8.0272 
HKFP 10 18.2119 0.3391 2.7374 
20 7.5751 0.2399 2.3556 
30 7.9745 0.1718 2.0402 
TWNFP 10 7.3127 0.7893 2.1691 
20 2.0419 0.7510 2.9954 
30 2.3279 0.6934 3.4838 
INFP 10 7.1694 0.2611 2.4671 
20 3.0392 0.5742 2.8066 
30 3.1728 1.2641 2.8729 
THFP 10 3.4928 0.1496 0.7087 
20 1.4455 0.2458 0.6884 
30 1.5534 1.2641 0.6383 
Overall analysis of variance decomposition shows that CP contributes to the sources of 
FP volatility but the magnitude differs for food importing and food exporting countries. In the 
food importing countries of Korea, Singapore, Hong Kong and Taiwan the contribution of CP 
to sources of volatility is higher than in the food exporting countries of Australia and New 
Zealand. Moreover, the magnitudes differ across time periods and in the recent time period 
food and oil markets are found to be more interdependent. The reason might be that food 
production is getting more technology intensive, run by oil (Church 2005). These results of 
decomposition support the results of GC tests that CP helps the prediction of FP. 
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5.4.4  Analysis of impulse response functions (IRF) 
The IRF of FP to CP shocks is exhibited in Figures 5-2 to 5-4, over three time periods 
for a horizon of 30 days. Figure 5-2 depicts the responses over the full sample period where 
the IRF of the AUSFP to CP shows that an oil price shock positively affects AUSFP in day 1 
and persists for a long time, though the magnitude (around 3 per cent) eventually cools down 
over time. It can also be seen in Figure 5-3 that, in 30 days the effect of the shock does not 
disappear. NZFP also respond positively to the oil price shock and the effects of shock stay 
stable for 30 days and longer with a magnitude of more than 1 per cent. The KORFP, SINFP, 
HKFP and THFP also positively respond to the CP shocks whose effects increase over time 
although the size of the effects is different. Consistent with NZFP, the effects of shocks to the 
INFP and THFP are positive and remain stable over the period. Similar patterns can be seen 
in the net food exporter countries, except for AUSFP, and this is also among net importer 
countries.  
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Figure 5-2  Impulse response functions of food prices to a Cholesky one S.D. to oil price shocks 1995-2010 
Figure 5-3 displays the responsiveness of FP to CP over the period 1995-2001. Similar 
to the FEVD results, positive short-lived responses of FP to oil price shocks can be viewed in 
some cases. Excepting NZFP, KORFP and THFP in all cases, the effects of shocks die out 
quickly. In the Australian and Indian food market FP responds positively at around 2 per cent 
at day 1 while it dies out rapidly in a week. In SINFP the effect remains about 2 weeks and in 
HKFP it remains about four weeks. In the case of NZFP and THFP, the effects increase 
gradually and then cool down after a long period, while they remain stable for 30 days and 
then die out in the KORFP case. 
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Figure 5-3  Impulse response functions of food prices to a Cholesky one S.D. to oil price shock 1995-2001 
Figure 5-4 exhibits IRF of FP to the CP shock over the period 2002-2010. Similar to 
the above two periods, FP responds positively to the CP. In the Australian market, FP 
increases immediately with the CP shock at about 4 per cent and then die out gradually after 
more than 30 days. Although the magnitude for NZFP is about 1.5 per cent the effects of 
shocks persist over time and die out after even a longer period. The KORFP and SINFP show 
similar patterns to the CP shocks. Responding immediately with the CP shock, FP rises about 
2 per cent and then takes another jump at period 4 which lifts prices up to about 4 per cent. 
The effects remain persistent over 30 days and then die out slowly. For the HKFP, the CP 
contributes to a 1 per cent increase in the price at day 1 while the effects of shocks disappear 
gradually after 30 days. The TWNFP also reacts positively by about 2 per cent at the 
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beginning, and then cools down slightly at day 5 before picking up and remaining stable for a 
long time. A similar pattern can be observed in the INFP, though the magnitude is about 5 per 
cent, while THFP shows relatively lower positive responses to the oil price shocks than all 
other markets at a magnitude of increase less than 1 per cent.  
 
 
 
 
Figure 5-4 Impulse response functions of food prices to a Cholesky one S.D. to oil price shock 2002-2010 
In summary, the IRF supports the GC results. Significant positive contributions of CP 
to the sources of FP changes can be observed across different time periods. Consistent with 
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the FEVD, IRF also reaffirms that the food and oil markets are more interdependent in the 
recent period than in the past. The magnitudes of the responses of FP due to CP shocks are 
higher in the recent period than in the early subsample, and also, the effects of shocks are 
more persistent than in the previous period. 
5.4.5  Volatility spillover effects from CP to FP returns: Univariate case 
Table 5-7 presents estimation outputs of different GARCH models for spillover effects 
over the full sample period 1995-2010. In each returns series, CGARCH models fit the data 
better than other models in either symmetric or asymmetric form. For AUSFP, SINFP, HKFP 
and INFP series, the symmetric CGARCH fits data, well, while for the other four series of 
data, the asymmetric CGARCH models better capture the volatility characteristics of FP 
returns. For symmetric CGARCH models is the measure for volatility spillover effects and 
for asymmetric models measures it. Both  and  are measures for transitory or short-run 
volatility spillover effects. Spillover parameters were incorporated in permanent components, 
however, none of the estimated parameters were found statistically significant and hence the 
models are re-estimated, keeping spillover parameters in the transitory components over this 
period. Almost all estimated parameters including constants, ARCH, GARCH and leverage 
effects (where applicable) are significant mostly at a 1 per cent or 5 per cent level of 
significance in each model. In all cases oil price posits positive volatility spillover effects to 
FP returns. For a 1 per cent increase in CP returns TWNFP (0.396), AUSFP (0.283), KORFP 
(0.269), THFP (0.126) and HKFP (0.117) show more volatility spillover effects, while INFP 
(0.0520), SINFP (0.084) and NZFP (0.114) show relatively low volatility spillover effects 
during the period 1995-2010. Diagnostic validity tests (LB-Q and ARCH-LM) do not 
indicate that the models are misspecified with little or no evidence of further autocorrelation 
can be observed. All estimated GED parameters are all less than 2 and significant at a 1 per 
cent level of significance, implying justification for using GED instead of normal. 
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Table 5-7 Estimated coefficients for volatility spillover models 1995-2010 
Parameter
s 
AUSFP 
CGARCH 
NZFP 
CGARCH 
KORFP 
CGARCH 
SINFP 
CGARCH 
HKFP 
CGARCH 
TWNFP 
CGARCH 
INFP 
CGARCH 
THFP 
CGARCH 
 8.98E-05
a 
(1.25E-05) 
0.000215a 
(5.15E-05) 
0.000470a 
(0.000148) 
0.00038c 
(0.000181) 
0.000347a 
(6.64E-05) 
0.000437a 
(9.26E-05) 
0.001781a 
(0.004161) 
0.000806c 
(0.000493) 
 0.992829
a 
(0.002207) 
0.996477a 
(0.001615) 
0.985141a 
(0.005568) 
0.997307a 
(0.001854) 
0.988714a 
(0.004794) 
0.979262a 
(0.008189) 
0.999623a 
(0.000925) 
0.9888396a 
(0.007307) 
 0.019456
a 
(0.002132) 
0.008753a 
(0.003127) 
0.083153a 
(0.013621) 
0.028348a 
(0.007645) 
0.023865a 
(0.008436) 
0.055999a 
(0.014502) 
0.041820a 
(0.007909) 
0.079598a 
(0.025150) 
 0.046410
a 
(0.015616) 
0.082820a 
(0.024807) 
0.011048 
(0.029456) 
0.101908a 
(0.020779) 
0.138537a 
(0.024214) 
0.055765 
(0.036180) 
0.152485a 
(0.026619) 
0.128490a 
(0.048503) 
 -0.517645
b 
(0.213108) 
0.064307 
(0.044050) 
0.120711b 
(0.047567) 
0.741272a 
(0.060482) 
0.638104a 
(0.062497) 
0.130157b 
(0.054766) 
0.606702a 
(0.069626) 
0.100317c 
(0.059209) 
 0.283881
a 
(0.094862) 
0.584940a 
(0.084910) 
0.562814a 
(0.153289) 
0.084336c 
(0.045546) 
0.117693b 
(0.058793) 
0.447855a 
(0.139472) 
0.052099a 
(0.019524) 
0.556703a 
(0.107299) 
  0.114976
b 
(0.053218) 
0.269618b 
(0.137220) 
  0.396927b 
(0.163514) 
 0.126942a 
(0.054599) 
GED 1.238 
(0.030443) 
0.753820 
(0.021156) 
1.169156 
(0.031192) 
1.108865 
(0.025874) 
0.978270 
(0.058793) 
1.108342 
(0.032255) 
1.044324 
(0.025333) 
0.751777 
(0.022570) 
LB(Q) 12.401c 5.8325 26.604b 20.894c 15.664 13.684 25.537b 32.029a 
LB(Q)2 3.2918 5.8537 4.7433 3.3551 3.6708 9.6166 11.148 3.9813 
ARCH-
LM 
-0.005490 
(0.015880) 
-0.003932 
(0.015865) 
0.004520 
(0.015863) 
0.009855 
(0.015864) 
-0.015268 
(0.015850) 
-0.010877 
(0.015881) 
-0.019594 
(0.015908) 
-0.002489 
(0.015685) 
Note: The values are coefficients of variance equation and values in parentheses are standard errors and a, b, c indicates 1 per 
cent, 5 per cent and 10 per cent significance levels respectively. 
Table 5-8 reports the variance coefficients of estimated GARCH models over the 
period 1995-2001. The GARCH, TGARCH and CGARCH models are found to be good fit 
for FP returns over this sample period. In the case of AUSFP, KORFP and INFP, GARCH 
models fit data well, while for NZFP and TWNFP series, TGARCH models better capture 
volatility. For the rest of the series, the CGARCH models outperform other models while, 
except for HKFP, over the other two series asymmetric CGARCH models better capture 
volatility over symmetric models. For the GARCH set of models, measures volatility 
spillover effects; for TGARCH models, and symmetric CGARCH models,  , while for 
asymmetric CGARCH measure volatility spillover effects. Almost all estimated parameters 
are statistically significant at 1 per cent and 5 per cent levels of significance. Parameters 
measuring volatility spillover effects are all significant except SINFP and INFP. Significant 
parameters are all positive showing positive spillover from CP to FP returns. Over this 
sample period, a 1 per cent increase in volatility of CP poses a rise of volatility of 0.668 per 
cent for HKFP, 0.593 per cent for THFP, 0.196 per cent for NZFP, 0.195 per cent for 
TWNFP and 0.170 per cent for KORFP, while AUSFP returns show lowest volatility 
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spillover effects, at only 0.069 per cent. Similar to the full sample period, there is little or no 
evidence of misspecification of models, along with the support for using GED distribution. 
Table 5-8 Estimated coefficients of volatility spillover models 1995-2001 
Parameter
s 
AUSFP 
GARCH 
NZFP 
TGARCH 
KORFP 
GARCH 
SFP 
CGARCH 
HKFP 
CGARCH 
TWNFP 
TGARCH 
INFP 
GARCH 
THFP 
CGARCH 
 1.35E-05
b 
(5.43E-06) 
8.88E-05a 
(2.12E-05) 
1.27E-05b 
(5.17E-06) 
0.000500b 
(0.000231) 
0.000141a 
(5.15E-05) 
2.14E-05b 
(8.64E-05) 
2.84E-05a 
(8.84E-06) 
0.002814 
(0.005877) 
 0.079151
a 
(0.019023) 
0.231205a 
(0.068615) 
0.134575a 
(0.024983) 
0.987637a 
(0.007798) 
0.962035a 
(0.016435) 
0.038539c 
(0.021482) 
0.192313a 
(0.041093) 
0.994564a 
(0.011097) 
 0.695122
a 
(0.039484) 
-0.175145b 
(0.069402) 
0.832832a 
(0.025198) 
0.057567a 
(0.017971) 
0.031584c 
(0.016275) 
0.097023a 
(0.046177) 
0.729171a 
(0.049582) 
0.129747b 
(0.052613) 
 0.069573
b 
(0.034082) 
0.474884a 
(0.099460) 
0.170713b 
(0.072275) 
0.197526a 
(0.071598) 
0.097657a 
(0.029170) 
0.826096a 
(0.046177) 
-0.011553 
(0.040790) 
0.102879 
(0.079991) 
  0.196520
c 
(0.121795) 
 -0.143172c 
(0.086870) 
0.617553a 
(0.115736) 
0.195812b 
(0.089532) 
 0.230425a 
(0.088942) 
    0.172110 
(0.264376) 
0.668274b 
(0.302537) 
  0.534509a 
(0.115162) 
    0.204388 
(0.528765) 
   0.593351b 
(0.287011) 
GED 1.311894 
(0.057462) 
0.823698 
(0.027520) 
1.124373 
(0.047425) 
0.967125 
(0.033366) 
0.926462 
(0.031478) 
1.146655 
(0.048857) 
0.883660 
(0.034408) 
0.645190 
(0.026958) 
LB(Q) 20.475b 4.6586 13.205 19.146c 10.096 13.290 32.382a 24.713a 
LB(Q)2 8.9510 2.2599 7.5181 2.1667 5.4189 14.652 9.9043 4.0983 
ARCHLM 0.013983 
(0.023584) 
-0.011050 
(0.023576) 
0.006662 
(0.023566) 
8.32E-06 
(0.023585) 
-0.035387 
(0.023552) 
-0.020561 
(0.023584) 
-0.040192 
(0.023549) 
-0.005806 
(0.023007) 
Note: The values are coefficients of variance equation and values in parentheses are standard errors and a, b, c indicates 1 per 
cent, 5 per cent and 10 per cent significance levels respectively. 
Table 5-9 displays the variance coefficients of estimated GARCH models for the latest 
subsample period. Like the full sample period, in this case also the CGARCH models 
dominate other models in terms of capturing the volatility characteristics of FP returns. The 
GARCH model fits data well for the KORFP series, while the TGARCH model better 
captures for NZFP and SINFP. For the remaining series, CGARCH models outperform them 
with CGARCH asymmetric models fitting well for HKFP and THFP but symmetric 
CGARCH models found to be better performers, according to information criteria. Almost all 
estimated parameters have the right signs and are statistically significant for each model. For 
the GARCH model,  and for the TGARCH model,  is the measure for volatility spillover 
effects. For CGARCH models  measures permanent volatility effects, while  (for 
symmetric) and  (for asymmetric) measure transitory volatility spillover effects from CP 
returns. Parameters measuring volatility spillover effects are all found to be positive and 
statistically significant. There is evidence of permanent volatility spillover effects from CP to 
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FP returns for the Australia and Taiwan market. The HKFP (0.262 per cent) and THFP (0.229 
per cent) returns show the highest volatility spillover effects for a 1 per cent volatility in oil 
price while all other FP shocks show positive volatility spillover effects ranging from 0.02 to 
0.03 per cent, with AUSFP showing the lowest volatility among all countries represented. 
Similar to the other two sample/subsamples, there is no evidence of remaining serial 
correlation, along with justification for using GED for estimation purposes. 
Table 5-9 Estimated coefficients of volatility spillover models 2002-2010 
Parameter
s 
AUSFP 
CGARCH 
NZFP 
TGARCH 
KORFP 
GARCH 
SINFP 
TGARCH 
HKFP 
CGARCH 
TWNFP 
CGARCH 
INFP 
CGARCH 
THFP 
CGARCH 
 1.11EE-05
 
(3.71E-05) 
1.40E-05a 
(3.88E-05) 
1.61E-05a 
(5.01E-06) 
2.14E-06c 
(1.33E-06) 
0.000170a 
(3.72E-05) 
0.000525b 
(0.000213) 
0.001079 
(0.003889) 
0.000189a 
(5.12E-05) 
 0.993857
a 
(0.002596) 
0.054158a 
(0.014005) 
0.104652a 
(0.019544) 
0.078318a 
(0.018986) 
0.984032a 
(0.006620) 
0.969810a 
(0.017245) 
0.999319a 
(0.002579) 
0.978575a 
(0.008372) 
 0.019310
a 
(0.006368) 
0.062366b 
(0.030687) 
0.820282a 
(0.02761) 
0.040101c 
(0.023290) 
0.025408a 
(0.009705) 
0.127845a 
(0.033711) 
0.040636a 
(0.011160) 
0.068656a 
(0.016086) 
 0.005761
a 
(0.002087) 
0.778462a 
(0.041646) 
0.036936b 
(0.016797) 
0.875953a 
(0.018428) 
0.030365 
(0.031555) 
0.039886c 
(0.021055) 
0.163056a 
(0.037629) 
-0.015831 
(0.047327) 
 0.067664
a 
(0.025930) 
0.030908b 
(0.013334) 
 0.029831c 
(0.015464) 
0.15750a 
(0.055156) 
0.141829a 
(0.053675) 
0.612686a 
(0.090643) 
0.150626b 
(0.076978) 
 0.681023
a 
(0.158245) 
   0.565659a 
(0.104908) 
0.120579 
(0.252150) 
0.030574c 
(0.016317) 
0.101348 
(0.348666) 
     0.268427
a 
(0.083385) 
  0.229151b 
(0.107225) 
GED 1.223210 
(0.041661) 
1.057477 
(0.035489) 
1.244413 
(0.046454) 
1.326057 
(0.058790) 
1.255012 
(0.047718) 
1.126272 
(0.046230) 
1.097570 
(0.039972) 
1.060483 
(0.036751) 
LB(Q) 13.047 5.3655 8.7654 16.518 18.256b 15.890 15.274 21.071c 
LB(Q)2 3.2459 13.625 4.6349 9.4149 3.6939 8.0117 4.0215 3.1687 
ARCHLM -0.004360 
(0.021598) 
0.009164 
(0.021586) 
-0.004702 
(0.021349) 
0.008917 
(0.021430) 
0.011208 
(0.021580) 
-0.004223 
(0.021571) 
0.010913 
(0.021742) 
-0.001522 
(0.021694) 
Note: The values are coefficients of variance equation and values in parentheses are standard errors and a, b, c indicates 1 per 
cent, 5 per cent and 10 per cent significance levels respectively. 
To sum up, based on the above analysis it can be inferred that the oil and food markets 
are interdependent in terms of volatility spillover effects. There is a significant positive 
volatility spillover effect from CP returns to FP returns, irrespective of the market’s status as 
a net food exporter or net food importer and across different time periods. For long time 
horizons, the magnitudes of volatility spillover effects are higher than for shorter time periods 
and the most recent data shows even lower magnitudes. The Australian market shows higher 
volatility spillover effects for the full sample period, while, for the remote past and the recent 
past sample periods the volatility spillover effects are lower. However, a permanent volatility 
spillover has been observed with low magnitude for the recent subsample with the same 
patterns observed in the Korean and Taiwanese food markets. The New Zealand food market 
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shows relatively lower volatility effects for the longer sample, while slightly higher volatility 
effects can be seen in the remote past period and very low significant effects in the most 
recent subsample. The Hong Kong and Thai markets are similar to New Zealand’s. 
Furthermore, the Singapore and Indian market show similar pattern in terms of volatility 
spillover from oil market, both showing low magnitudes of spillover effects over the full 
sample period, for the 1995-2001 period, no spillovers, and, for the recent subsample, low 
magnitudes are again observed. Interestingly, it can be noted that, in recent periods, all food 
markets are more efficient or competitive than for earlier periods because the magnitudes of 
volatility spillover are lower. Since, with few exceptions, no evidence of permanent volatility 
spillover effects can be found, it can be documented that the short-run volatility spillovers 
from CP to FP are consistent with mean spillover effects.  
5.4.6  Results of multivariate analysis 
For robustness of the results of mean and volatility spillover effects, models within the 
framework of multivariate GARCH in bivarate BEKK formulation were estimated. The 
results are shown in Tables 5-10 to 5-11. Table 5-10 reports the results for mean return 
spillover effects across the three sample/subsample periods. The upper panel of the table 
shows the coefficients for the period 1995-2010, where the element a12 measures the mean 
spillover effects from CP returns to FP and a21 measures mean return spillover from FP to CP 
for every model. It can be seen that all of the estimated mean spillover parameters from CP to 
FP are statistically significant at a 1 per cent level of significance except for the INFP 
parameter, which is significant at a 5 per cent level of significance. On the other hand, it can 
also be noticed that none of the parameters measuring mean spillover from FP to CP are 
statistically significant with the exception of Korea. These results imply a unidirectional 
mean spillover effect from CP to FP but not vice versa.  
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The middle panel of the Table 5-10 shows the conditional mean coefficient matrix over 
the early subsample period, 1995-2001. Here it can also be viewed that there is strong 
evidence of unidirectional mean spillover effects from CP to FP, except for Korea and India. 
Not a single piece of evidence of mean spillover from FP to CP is documented over this 
subsample.  
The lower panel of the Table 5-10 reports results for the latest subsample period, 2002-
2010. The spillover results are very much consistent with the previous two cases. All the 
elements measuring mean spillover from CP to FP are statistically significant at least at a 95 
per cent level of confidence and there is no evidence of mean spillover from FP to CP. 
The significant coefficients, with negligible exceptions, show that a 1 per cent increase 
in oil price returns enhances FP mean returns by more than 0.10 per cent across time periods, 
with a higher transmission rate for net food exporter countries. Over the full sample period, 
HKFP receives the highest mean spillover (0.238) from a 1 per cent increase in CP followed 
by TWNFP (0.195), SINFP (0.172) and KORFP (0.153). Over the early subsample, TWNFP 
receives the highest mean spillover form CP followed by HKFP. During the recent period, the 
HKFP again receives higher mean spillovers form CP followed by SINFP, TWNFP and 
KORFP. In this period, the magnitudes of spillover effects are greater than 0.19, suggesting 
greater interdependence between food and oil markets. 
These results once again confirm the findings of the VAR approach, where also 
unidirectional mean spillover effects from CP to FP were documented and not vice versa. 
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Table 5-10 Estimated return coefficients for MGARCH conditional mean equations 
1995-2010 
 AUSFP(i=1) CP(i=2) NZFP(i=1) CP(i=2) KORFP(i=1) CP(i=2) SFP(i=1) CP(i=2) HKFP(i=1) CP(i=2) TWNFP(i=1) CP(i=2) INFP(i=1) CP(i=2) TWNFP(i=1) CP(i=2) 

0.0002c 
(0.0001) 
0.0006a 
(0.000) 
-3.97E-05 
(0.000) 
0.0005a 
(0.000) 
0.0002 
(0.000) 
0.0005 
(0.000) 
0.0005c 
(0.000) 
0.0005a 
(0.000) 
0.0007b 
(0.0003) 
0.0006a 
(0.000) 
0.0002 
(0.000) 
0.0005a 
(0.000) 
0.0001b 
(0.000) 
0.0005a 
(0.000) 
0.0001 
(0.000) 
0.0005a 
(0.000) 
ai1 
-0.035c 
(0.019) 
-0.014 
(0.015) 
0.0247 
(0.022) 
0.008 
(0.008) 
0.048b 
(0.019) 
0.015a 
(0.007) 
0.012 
(0.018) 
-0.009 
(0.008) 
0.028 
(0.020) 
-0.008 
(0.006) 
0.003 
(0.018) 
-0.011 
(0.000) 
0.058a 
(0.019) 
0.014 
(0.010) 
-0.0009 
(0.0218) 
0.008 
(0.008) 
ai2 
0.114a 
(0.019) 
0.141a 
(0.017) 
0.128a 
(0.023) 
0.142a 
(0.017) 
0.153a 
(0.027) 
0.137a 
(0.017) 
0.172a 
(0.023) 
0.136a 
(0.018) 
0.238a 
(0.029) 
0.144a 
(0.018) 
0.195a 
(0.028) 
0.142a 
(0.017) 
0.033b 
(0.016) 
0.145 
(0.017) 
0.102a 
(0.020) 
0.144a 
(0.017) 
1995-2001 

0.0001 
(0.000) 
0.0005b 
(0.000) 
0.0004 
(0.000) 
0.0004b 
(0.000) 
-0.0003 
(0.000) 
0.0005b 
(0.000) 
-0.0002 
(0.000) 
0.0004b 
(0.000) 
7.30E-05 
(0.000) 
0.0005a 
(0.000) 
3.66E-05 
(0.000) 
0.0005a 
(0.000) 
0.0003 
(0.000) 
0.0004b 
(0.000) 
-0.0002 
(0.000) 
0.0005a 
(0.000) 
ai1 
-0.007 
(0.027) 
-0.017 
(0.023) 
0.061b 
(0.029) 
0.007 
(0.010) 
0.111a 
(0.027) 
0.012 
(0.008) 
0.021 
(0.028) 
-0.014 
(0.009) 
-0.008 
(0.030) 
-0.002 
(0.007) 
0.024 
(0.026) 
-0.011 
(0.010) 
0.116a 
(0.028) 
0.005 
(0.014) 
0.021 
(0.029) 
0.007 
(0.009) 
ai2 
0.111a 
(0.024) 
0.155a 
(0.027) 
0.120b 
(0.051) 
0.167a 
(0.026) 
0.033 
(0.059) 
0.154a 
(0.026) 
0.092b 
(0.044) 
0.164a 
(0.002) 
0.181a 
(0.055) 
0.166a 
(0.026) 
0.196a 
(0.052) 
0.159a 
(0.026) 
0.010 
(0.032) 
0.165a 
(0.026) 
0.076c 
(0.044) 
0.158a 
(0.026) 
2002-2010 

0.0004b 
(0.000) 
0.0008a 
(0.000) 
-0.0002 
(0.000) 
0.0008a 
(0.000) 
0.0004 
(0.000) 
0.0007a 
(0.000) 
0.0008a 
(0.000) 
0.0006a 
(0.000) 
0.0009b 
(0.000) 
0.0008a 
(0.000) 
0.0005 
(0.000) 
0.0007a 
(0.000) 
0.0005b 
(0.000) 
0.0008a 
(0.000) 
0.0001 
(0.000) 
0.0007a 
(0.000) 
ai1 
-0.064b 
(0.025) 
-0.013 
(0.021) 
-0.013 
(0.029) 
0.018 
(0.017) 
-0.015 
(0.027) 
0.012 
(0.015) 
0.006 
(0.023) 
-0.004 
(0.018) 
0.062b 
(0.026) 
-0.022 
(0.013) 
-0.014 
(0.025) 
-0.012 
(0.011) 
0.031 
(0.025) 
0.018 
(0.016) 
-0.019 
(0.023) 
-0.002 
(0.015) 
ai2 
0.114a 
(0.027) 
0.129a 
(0.023) 
0.122a 
(0.021) 
0118a 
(0.023) 
0.193a 
(0.030) 
0.127a 
(0.023) 
0.196a 
(0.028) 
0.110a 
(0.025) 
0.253a 
(0.040) 
0.124a 
(0.025) 
0.195a 
(0.035) 
0.126a 
(0.024) 
0.040b 
(0.019) 
0.124a 
(0.023) 
0.107a 
(0.021) 
0.132a 
(0.023) 
Note: The values are coefficients of conditional mean equation and values in parentheses are standard errors and a, b, c indicates 1 per cent,  
5 per cent and 10 per cent significance levels respectively. 
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Table 5-11 displays coefficients measuring volatility spillover effects from CP to FP 
across the three sample/subsample periods. All parameters measuring volatility spillover 
effects from CP to FP for all countries’ are statistically significant at the 1 per cent level of 
significance for all three periods, though the magnitudes differ across time. As in previous 
analyses, the latest data exhibits higher volatility spillovers than the early and whole sample 
periods, implying that the food and oil markets are more interdependent in recent times than 
in the past. For AUSFP, the volatility spillover from CP is in the range of 0.03 to 0.04 per 
cent per 1 per cent volatility in the oil market across all three time periods. In the case of 
NZFP, the effects vary between 0.07 and 0.11 per cent and for KORFP the effects are 
between 0.03 and 0.08 per cent. In SINFP the effects ranges from 0.03 to 0.08 per cent while 
for HKFP it is between 0.04 to 0.06 per cent. For TWNFP the magnitudes lie between 0.03 
and 0.09 per cent while for INFP it is just in the range of 0.009 to 0.05. THFP evidence their 
lowest effect in the early period (0.06) and highest effect for the recent period at 0.07 per 
cent. In terms of volatility spillover effects from CP to FP no clear distinction can be made 
between net food exporter and net food importer countries, with NZFP found to be highly 
responsive to CP volatility while AUSFP is found to be the lowest respondent. 
Table 5-11 Estimated variance coefficients of MGARCH models indicating spillover effects 
    1995-2010     
 AUSFP NZFP KORFP SFP HKFP TWNFP INFP THFP 
CP 0.035
a 
(0.004) 
0.077a 
(0.012) 
0.061a 
(0.006) 
0.055a 
(0.005) 
0.063a 
(0.007) 
0.053a 
(0.005) 
0.046a 
(0.004) 
0.060a 
(0.008) 
1995-2001 
CP 0.041
a 
(0.008) 
0.074a 
(0.015) 
0.036a 
(0.005) 
0.036a 
(0.006) 
0.046a 
(0.008) 
0.032a 
(0.005) 
0.047a 
(0.009) 
0.056a 
(0.009) 
    2002-2010     
CP 0.040
a 
(0.005) 
0.114a 
(0.028) 
0.085a 
(0.014) 
0.0067a 
(0.008) 
0.064a 
(0.007) 
0.091a 
(0.014) 
0.056a 
(0.007) 
0.074a 
(0.011) 
Note: The values are volatility spillover coefficients of variance equations and values  
in parentheses are standard errors  while a, b, c indicate 1 per cent, 5 per cent and 10 per cent significance levels respectively. 
The mean and volatility spillover effects analyzed in this section within the bivariate 
BEKK-type MGARCH models are consistent with the analyses of sections 5.4.4 and 5.4.5 
within the framework of VAR and univariate GARCH models with few exceptions.  There is 
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no consensus whether a univariate or multivariate approach provides adequate results 
(Bauwens et al. 2006). However, as the measured magnitudes of volatility spillover effects 
from CP to FP for the recent subsample are lower than for the earlier subsample in univariate 
analysis, the preference is given in accepting multivariate results which are consistent with 
mean spillover effects.  
5.5  Conclusions 
 In this essay an attempt was made to examine the mean and volatility spillover effects 
of CP on FP in the context of Australia, New Zealand, South Korea, Singapore, Hong Kong, 
Taiwan, India and Thailand over the period 1995-2010. The major conclusions are as 
follows: There are significant positive mean and volatility spillover effects from CP to FP of 
the selected Asia Pacific countries and not vice versa though the magnitudes of the effects 
differ from country to country for different time horizons. Higher mean and volatility 
spillover effects are revealed for the recent past than for the remote past implying that the oil 
and food markets are more interdependent in recent times. Particularly after 2001, FP are 
found to be more affected by CP and the effects of shocks also persist for a longer period, 
while, before 2001, effects are short-lived. Little evidence of long-run positive relationships 
in terms of both mean and volatility spillover effects between CP and FP of the selected Asia 
Pacific countries can be documented, which is consistent with Zhang et al.(2010). There is, 
however, evidence of a short-run relationship between them, though Australia and Taiwan 
exhibit a permanent volatility spillover from CP to FP during the recent time period. Similar 
to mean spillover effects, low evidence of permanent volatility spillover effects can be 
reported. In most cases, the volatility spillover effects are transitory, and the recent time 
period shows higher volatility spillovers than the early period. In terms of mean spillover 
effects, net food importers show higher effects on FP than net food exporters, however, no 
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distinction can be made between them in terms of volatility spillover effects. The results of 
this study are robust because consistent results are found through cross checking by both 
univariate and multivariate time series analyses. Empirical findings of this study suggest that 
the CP should be considered for the purpose of policy analysis and forecasting of FP. 
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     Chapter 6 
Macroeconomic Effects of World Oil and Food Price 
Shocks in Asia and Pacific Countries: Application of SVAR 
Models 
This essay investigates the macroeconomic effects of world oil and food price shocks in the context of 
selected Asia and Pacific countries namely Australia, New Zealand, South Korea, Singapore, Hong 
Kong, Taiwan, India and Thailand. The study is conducted within the framework of SVAR models 
using quarterly data over the period 1980 to 2010, although starting dates for specific countries vary 
based on availability of data. The study reveals that the economic activities of resource poor 
countries that specialise in heavy manufacturing industries, like Korea and Taiwan, are highly 
affected by world oil price shocks. Oil price shocks negatively affect industrial output, stock prices 
and exchange rates but positively affect inflation and interest rates in these countries. On the other 
hand, the economic activities of oil poor nations such as Australia and New Zealand, with diverse 
mineral resources other than oil, are not affected by oil price shocks. Only exchange rates are 
affected by oil price shocks in these countries. Furthermore, countries that are oil poor but specialise 
in international financial services, such as Singapore and Hong Kong, are also not affected by oil 
price increases.  Moreover, some developing countries, in this case, India, with limited reserves of oil 
are not affected by oil price shocks, whereas  other such countries, like Thailand,  possessing a 
number of natural resources other than oil  are more strongly affected by oil price shocks. With 
regards to food price shocks, limited impacts from food price increases can be recorded for India, 
Korea and Thailand in terms of industrial output, inflation and interest rates, while the major impact 
of a food price increase is its tendency to depreciate real effective exchange rates for almost all 
countries except Singapore. Overall, the effects of external oil and food prices depend on the 
economic characteristics of the countries and this study suggests that oil and food prices should be 
considered for policy and forecasting purposes especially by Korea, Taiwan and Thailand. 
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6.1  Introduction 
Skyrocketing commodity prices create tensions in most countries (Blein and Longo 
2009), regardless of their development status. This seems to be particularly so for world oil 
price (CP) and food price (FP) increases. Because of their status as necessary commodities 
having relatively inelastic demand, these two commodities are matters of concern worldwide. 
The CP shocks that began in the 1970s attracted the attention of many researchers and CP 
shocks have been regarded one of the many reasons for global economic slowdowns, 
especially for oil importing countries (Hamilton 1983, Hamilton 1996, Hamilton 2003). High 
food prices during the 1970s also created huge crises worldwide leading to a famine in 1973-
74. Recent increases in both CP and FP have renewed the interests of all concerned and it is 
now generally agreed that increases in CP promote declining economic activities in the oil 
importing countries. It is also believed that increasing CP causes FP to increase, with the joint 
hike of these two prices further worsening the situation (Alghalith 2010). Oil is an engine for 
economic activities, and so increases in CP have direct impacts on many economic activities, 
while food is not a direct input for any production. However, an increase in FP may also pose 
negative impacts on the economic activities of both food importers and exporters (WB 
2011b) increasing import bills for importers (ODI 2008), creating pressure on wages, and 
reducing the food export demand for food exporters. Although many studies document the 
impacts of CP on economic activities in developed countries, and, partially, in countries 
outside the USA and Western Europe, there is a dearth of studies available in the context of 
the impacts of FP.   
The aim set out in the current essay is to examine the impacts of CP and FP on 
industrial production, inflation, real effective exchange rates, interest rates, and stock prices 
for Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, India and 
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Thailand. The choice of the study area is rationalized in terms of the lack of studies in the 
Asia Pacific region. A very few studies are available that address the impacts of CP in these 
countries and no studies are available on the effects of FP, hence, the current study sheds 
light on the impacts of CP and FP on these countries, and identifies similarities and 
disparities among them in terms of the effects.  
The remaining part of the essay is organised as follows. Section 6.2 discusses and 
summarises existing literature; section 6.3 provides an overview of the theoretical channels of 
CP and FP shocks on the economic variables; section 6.4 introduces data and their sources; 
methods used in the analysis of data are presented in section 6.5, while section 6.6 reports 
empirical results; section 6.7 discusses the findings with possible policy implications; and 
section 6.8 draws relevant conclusions from the study. 
6.2  Literature review 
A strand of literature is available dealing with CP-macroeconomic relationships, 
although few studies focus on possible FP-macroeconomic relationships. This section briefly 
discusses available literature on the impacts of CP and FP shocks related to this study. The 
survey is limited to the net oil importer countries’ perspective and starts with CP and then 
considers the impacts of FP. 
Broadly speaking there are two categories of studies on the impacts of CP shocks on 
economic activities such as economic growth and inflation in the case of the USA or Western 
Europe: studies that document evidence of negative impacts of CP shocks and those which 
report little or no evidence of impacts of the shocks.  
The first group starts with the pioneering work of Hamilton (1983). Using Sims’ (1980) 
VAR approach to the US data for the period 1948-1980, the author shows that CP and the 
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USA’s GNP growth exhibit a strong correlation. The author also reports that CP increased 
sharply prior to every recession in the US after World War II. Following Hamilton, a number 
of studies document the adverse impacts CP had on the GDP of the USA (Bjornland 2000, 
Cuňado and Gracia 2003, Gisser and Goodwin 1986, Hamilton 1996, Hamilton 2003, Lee et 
al. 1995, Mork 1989). Negative impacts of CP shocks are reported under different market 
structures as well (Finn 2000, Rotemberg and Woodford 1996). Some studies focus on the 
factor market and industry levels, recording adverse impacts of CP on employment, real 
wages and industry outputs (Davis and Haltiwanger 2001, Davis, Loungani and Mahidhara 
1997, Francesco 2009, Keane and Prasad 1996, Lee and Ni 2002, Lippi and Nobili 2009). A 
number of studies deal with the magnitude and strength of the impacts of CP shocks and 
reach a consensus that the impacts of earlier shocks, in the 1970s, are more severe than the 
latest shocks, of the 1980s or 1990s (Blanchard and Gali 2007, Bohi 1991, Burbidge and 
Harrison 1984, Raymond and Rich 1997). Studies outside the USA and Western Europe also 
report negative impacts of CP shocks (Cologni and Manera 2009, Huang et al. 2005, 
Lescaroux and Mignon 2009, Tang et al. 2010, Zhang and Reed 2008). 
 Other studies focus on the relationship between CP and exchange rates, some reporting 
evidence of Granger causality from CP to exchange rates (Akram 2004, Amano and van 
Norden 1998, Benassy-Quere et al. 2005, Lizardo and Mollick 2010). Yet others report that 
exchange rates influence CP (Brown and Phillips 1986, Cooper 1994, Yousefi and Wirjanto 
2004, Zhang et al. 2008), while a few studies show that CP does not have any relationship 
with exchange rates (Aleisa and Dibooglu 2002, Breitenfeller and Cuaresma 2008). 
There are also discussions on the association between CP and stock prices. Jones and 
Kaul (1996) for the US and Canada; Papapetrou (2001) for Greece; Sadorsky (1999),(2003)   
for the US; Basher and Sadorsky (2006) for some emerging markets; and Park and Ratti 
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(2008) for the US and 13 European countries, reporting that CP negatively affect stock prices. 
However, a few studies find little or no relationship between oil and stock prices (Apergis 
and Miller 2009, Chen et al. 2007, Cong et al. 2008, Huang et al. 1996).  
The second group of studies that find no or  weak evidence of the impacts of CP shocks 
on economic activities include Hooker (1996) and Segal (2007). 
So far, different dimensions of CP shocks have been discussed in light of the literature 
available since 1983 to earliest 2010. The survey of literature has shown the causes of CP 
shocks, along with consequences to economic activities: mainly adverse effects with minor 
exceptions. Research is ongoing to find even more compact conclusions about the CP shocks 
and the question as to whether CP shocks still even matter for the economic activities  is also 
being  addressed in recent studies, by, for example, Lescaroux (2011). 
Focus now shifts to the studies available on the effects of FP on macroeconomic 
activities. It was stated above that FP has not been widely studied, but such literature as is 
available with regard to the effects of FP on macro variables is considered following. Abott et 
al. (2009) identify depreciation of the U.S. dollar, change in consumption and production, 
and growth in bio-fuel production as major drivers of FP hikes. Aksoy and Ng (2008) study 
whether increases to FP are good or bad for net food importers, revealing mixed results in 
that, for low income countries, FP shocks deteriorate the food trade balances, whereas, for 
middle income countries the trade balances improve due to FP shocks. von Braun (2008) 
further reports that net food importer countries become affected by high FP, while Galesi and 
Lombardi (2009), document that CP and FP shocks have different inflationary effects, over 
their sample period (1999-2007), they find that the inflationary effects of CP mostly affect 
developed regions, whereas FP shocks affect emerging economies only. 
 114 
  To sum up, the literature shows that most of the studies are based on developed 
countries with few available outside G-7 countries. Although the impacts of CP have been 
studied widely, the impacts of FP have not received much attention in the empirical studies. 
Thus the objective of this study is to focus on these unattended areas and intends to assess the 
impacts of both CP and FP shocks on a number of Asia and Pacific countries, as listed earlier. 
To the best of present knowledge, there is no study available on the effects of FP and the 
available studies on CP in these areas are as follows. Faff and Brailsford (1999) find a 
relationship between CP and stock market returns in Australia reporting positive sensitivity of 
oil and gas related stock prices to CP while negative sensitivity is reported for paper, 
packaging, transport and banking industries. Valadkhani and Mitchell (2002), using an input-
output model, report that CP helps increase consumer price indices in Australia and the 
strength of shock was stronger during the 1970s than in the recent times.  Gil-Alana (2003), 
applying fractionally cointegrated methods, reports that real CP and unemployment maintain 
a cointegrated relationship. Gounder and Bartlett (2007), using VAR models, document 
adverse impacts of CP on the economic variables of New Zealand. Negative impacts of CP 
on the economic activities of South Korea and Thailand, but no significant impacts in the 
case of Singapore are reported in  Cuňado and Gracia (2005) by employing cointegration and 
Granger causality tests. Applying simultaneous equation models,  Hsieh (2008) also reports 
that CP increases  promote declines in the real GDP of Korea. In the case of Singapore, 
Chang and Wong (2003) document marginal impacts of CP on the macroeconomic activities, 
but no evidence of adverse impacts of CP are reported for Hong Kong in Ran et al.(2010). 
Managi and Kumar (2009), again using VAR models, register that CP Granger causes 
industrial production in India. Rafiq et al.(2009) employ Granger causality tests on oil price 
volatility and leading macroeconomic variables of Thailand. Their findings show that CP 
volatility exerts adverse impacts on macroeconomic variables in Thailand.  
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The paucity of studies in the context of these countries is one of the main inspirations 
for the completion of the current study, distinct from the existing studies in several aspects. 
First, data until 2010 is used which includes the two major oil shocks of 2007-08 and 2010. 
Inclusion of these recent shocks will enhance understanding of the impacts of CP on 
economic activities. Second, the study considers FP, as well as CP, shocks to examine the 
dynamic interactions of these two regarding the economic variables of the concerned 
countries. Finally, the study is implemented within the framework of an SVAR model, which 
was rarely used in previous studies in general and not used in particular for the countries 
covered by this study. The SVAR model is considered superior in terms of identifying 
contemporaneous relationships between variables through explicit modelling (Pfaff 2008). 
6.3 Transmission channels of oil and food price shocks to 
economic activities 
Theoretical arguments about the relationship between CP and FP are now easing off as 
it is well documented that CP transmits to economic activities through different channels. 
According to Brown and Yücel (2002), the channels of shock transmission are classical 
supply side effects, income transfer from oil importers to oil exporter countries, real balance 
effects and monetary policy. In line with these channels, Lardic and Mignon (2008) add that 
CP increases may affect inflation, consumption, investment and stock prices. These channels 
have been found operative in many empirical studies, both in developed and developing 
countries. 
 On the other hand, FP are becoming major issues worldwide (von Braun 2008, 
Wiggins and Levy 2008). It is argued that CP and FP are both responsible for slowing down 
world economic growth (WEO 2011). A few studies have focused on the FP and 
macroeconomic relationships (Abott, Hurt and Tyner 2009, Galesi and Lombardi 2009, 
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Hakro and Omezzine 2010, Headey and Fan 2008), providing evidence that FP transmit to 
macroeconomic variables such as inflation, output, interest rates, exchange rates and terms of 
trade. Based on these theoretical constructs, the following transmission channels for the 
purpose of this study are posited for analyzing CP/FP-macroeconomic relationships. 
External shocks, according to the Microsoft Encarta online dictionary, are unexpected 
adverse changes to an economic variable that take place outside a particular economy, e.g. an 
increase in the price of oil due to a war. An external price shock can be defined in the 
following way: Unexpected changes of economic activity due to an exogenous variable may 
be termed as external shock and when this shock is created by any international price change 
it can be defined as an external price shock. Alternatively, external shock is defined as a 
sudden event beyond the control of the authorities that has a significant impact on the 
economy (IMF 2003). The explanation of mechanism start with two price shocks - oil and 
food- termed as external price shocks. Any kind of political, climatic or seasonal shocks 
which influence the variability of CP and FP are deemed CP and FP shocks. The word 
external is used to mean that the CP and FP shocks for individual countries are coming from 
outside, beyond their control. The main concern is to examine how these external FP and CP 
shocks affect macroeconomic variables of the concerned countries.  
Increases to CP induce increases in manufacturing costs which, in turn, lead to decline 
in industrial production. From food importers’ points of view, import bills increase, which 
leads to a decrease in net exports, causing national output to fall. From food exporters’ points 
of view, when FP increase globally the demand for food export decreases which ultimately 
reduces net exports, a part of national output. The other explanation could be that when FP 
increases, employees seek higher wages and, if that happens, the demand for labour 
decreases, ultimately reducing production. It is now agreed, in theory, that when global CP 
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and FP increase, inflation increases worldwide (Galesi and Lombardi 2009, Hakro and 
Omezzine 2010, WB 2011a). Because of CP and FP increases, when inflation increases, the 
demand for money increases and as money demand increases, the rate of money market 
interest increases. Moreover, the increase in inflation and interest rates due to CP and FP 
shock may have adverse effects on exchange rates. It is also plausible to infer that, when 
other macroeconomic indicators are adversely affected by CP and FP shocks, it will hamper 
the profitability of industries, which, in turn, will reduce the demand for shares in the 
financial market and as a consequence, the stock prices in the market will decrease. These 
transmission channels are summarised schematically in Figure 6-1. 
 
External price 
shocks
Oil price shock Food price shock
Output fall
Supply side effect Import bills increase/export 
decrease
Net export fall/
pressure on 
wages
Inflation increase
Interest rate 
increase
Exchange rate 
depreciate
Stock prices 
decrease
 
Figure 6-1 Transmission channels of oil and food price shocks 
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6.4 Data and sources 
CP and FP are used along with selected macroeconomic and financial variables, namely 
industrial/manufacturing production indices (IP/MP), consumer price indices (CPI), lending 
rate (IR), real effective exchange rate (REER), and share price indices (SPI) for the 8 Asia 
and Pacific countries specified previously. As a proxy for CP, Dubai spot prices measured in 
US$ per barrel are used because the Dubai price is more relevant to these Asia and Pacific 
countries, while for world FP, integrated world FP indices compiled by International 
Financial Statistics (IFS) are used. The main objective is to investigate the impacts of CP and 
FP on industrial production growth and inflation. However, REER and IR are added in the 
model to examine the CP and FP transmission channels of external and monetary sectors also 
SPI to assess the impacts of CP and FP in the financial sector. Data are sourced mainly from 
the IFS database of IMF. Seasonally adjusted series are collected for IP/MP directly from the 
IFS database; the other series are seasonally adjusted using US census-X12.  
It has been argued that the effects of CP shocks on macroeconomic variables are mild 
after the 1980s. Quarterly data was therefore collected over the period 1980 to 2010 to 
examine this proposition in the context of Asia Pacific countries, but, because of 
unavailability of data, the start date varies country to country. For Australia, data for all series 
are available from 1980Q1 to 2010Q2 making total of 122 observations. In the New Zealand 
case, data are available for the period 1987Q1 to 2010Q3 making a total of 93 observations. 
The availability of data, in other words, restricts its collection to after major economic 
reforms in New Zealand’s economy. Korean data are available for 1980Q3 to 2010Q3 
making a total of 121 observations, while Singapore data are available from 1985Q1 to 
2010Q4, giving 104 observations. There are 67 available observations for Hong Kong from 
1994Q1 to 2010Q2, but available data for Taiwan is restricted to only 26 observations, over 
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the period 2003Q4 to 2010Q4. Indian series provide 69 observations ranging from 1999Q1 to 
2010Q2, while data for Thailand is available from 1997Q1 to 2010Q4, a total of 54 
observations.  
Taiwan’s data are not available from the IFS database and thus different sources were 
searched, including the central bank of Taiwan, Taiwan stock exchange, National Statistics, 
and Taipei foreign exchange development. Monthly REER data is collected from the Taipei 
foreign exchange development covering January 2000 to December 2010 and data for the 
CPI series are obtained from National Statistics. Monthly REER and CPI are converted to 
quarterly series using cubic spline interpolation method, while SPI data are collected from 
Taiwan Stock Exchange Corporation in monthly form and aggregated to quarterly series. For 
the interest rate, the IR data are collected from Taiwan central bank. IP data is collected from 
the Department of Statistics in the Ministry of Economic Affairs. REER and MPI series for 
Thailand are collected from Bank of Thailand in monthly frequencies and then aggregated to 
quarterly series. REER series for India come from Reserve Bank of India (RBI) bulletins in 
monthly format, the base year for which is 1993-94, from January 1993 to 2010 and then 
aggregated to quarterly series. 
Real CP and FP in domestic currencies are used for each country. In order to transform 
nominal CP/FP to real price nominal exchange rates and CPI are used. The real series are 
computed in the following way for CP: 
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* t
t t
t
e
rcp cp
cpi
  where rcpt stands for real CP; cpt represents nominal CP, et stands for 
nominal exchange rate while cpit represents consumer price indices. Similarly, real FP (rfpt) 
are computed for every country
10
.  
 In the case of both CP and FP, four series of data are generated using raw data 
following existing literature. This is done because some scholars believe that the positive 
shock and negative shocks have different effects on the economic activities. With a view to 
observing the effects of external price shocks, the first series are used in original levels. 
Following Mork (1989) the asymmetric form of CP and FP are computed as follows: 
CPt 
+ 
= CPt
 
, if  CPt > 0 or 0 otherwise 
CPt 
- 
= CPt, if  CPt < 0 or 0 otherwise 
where CPt  is the rate of change of real price of oil. Similarly, the rates of changes for 
real food prices are also computed. 
 Following Hamilton’s (1996) process, the four-quarter net CP and FP increase, 
(NOPI4/NOFI4) are  calculated in the following way: 
NOPIt = max [0, CPt – max (CPt-1, CPt-2, CPt-3, CPt-4)] 
NOFIt = max [0, FPt – max (FPt-1, FPt-2, FPt-3, FPt-4)] 
 The nonlinear specification of oil data (known as scaled oil price increase, SOPI), 
CP*t, provided by Lee et al. (1995) in a GARCH (1,1) framework is as follows :  
                                                          
10
 We maintain the use of acronyms CP and FP throughout rest of this essay to mean real oil and food prices 
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Similarly, scaled food price increase (SOFI) is computed following the above method 
of Lee et al. (1995). Industrial production growth (EG) and growth of CPI (INF)
11
 instead of 
level data is used, for other series, except for IR, data is transformed into a natural logarithm.  
6.5 Methodology 
First of all, stationarity properties of data are checked using both ADF (Dickey and 
Fuller 1979) and PP (Phillips and Perron 1987) unit root tests. If all series are I(1) the 
cointegration test proceeds but if all series are not I(1) or in other words, a mixture of both 
I(0) and I(1) is found then the common practices, in line with Farzanegan (2009), Tang et al. 
(2010) and Iwayemi and Fowowe (2011),  are followed to estimate the models in structural 
VAR framework, in levels, without losing the exact properties of the data.  
As an estimation procedure, 7-variable SVAR models are developed, with both CP and 
FP shocks in the same model (SVAR-7). This is introduced briefly in the following section. 
6.5.1  SVAR model specification 
The following structural VAR(p) model, as provided by Breitung et al. (2004), is the start: 
1 1 ..........t t p t p t                                                                                          (6.1)
 
 where A is a k X k invertible matrix of structural coefficients and Xt is the vector of 
endogenous variables (SPIt, REERt, IRt, INFt, EGt, CPt or FPt), t ~ N(0, ). Each Ai is a k X 
                                                          
11
 EG = (IPt-IPt-1)/IPt-1 and inflation (INF) = (CPIt-CPIt-1)/CPIt-1 
 122 
k matrix, which captures dynamic interactions between the k variables while B is another k X 
k matrix of structural coefficients representing the effects of k structural shocks. Finally, p is 
the number of lagged terms which is determined by the lowest value of SC. 
The corresponding estimable reduced form model can be obtained by pre-multiplying 
the equation (6.1) with the inverse of matrix A, A
-1
, as written below: 
* *
1 1 ..........t t p t p t                                                                                              (6.2)
 
 where Ai
*
 = A
-1
Ai. The reduced form residuals relate to the structural residuals as follows: 
1
t t 
  
                                                                                                                         (6.3)
 
 where ~ N(0, andare k X k matrices to be estimated while is the variance 
covariance matrix of reduced form residuals and contains k(k+1) distinct elements (Amisano 
and Giannini 1997).  
In the next step, to identify structural form parameters, restrictions must be placed on 
the parameter matrices. To make the model parsimonious and to avoid invalid restrictions, 
consistent with common practices, just/exact identifying restrictions are employed. Another 
reason of choosing just identifying procedure is due to small sample which gives lack of 
convergence. The main assumptions regarding parameter restrictions are as follows: It is 
assumed that the structural variance covariance matrix;  is a diagonal matrix and is 
normalized to be an identity matrix, Ik. A recursive identification scheme is utilised, assuming 
that A is an identity matrix (A=Ik) while B is an upper triangular matrix (ut=Bt) with the 
contemporaneous relationships among the k endogenous variables captured by B. 
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Having defined the matrix, the number of restrictions is now added. According to 
Breitung et al.(2004), when one of the A or B matrices is assumed to be an identity, then K 
(K-1)/2 additional restrictions need to be placed, where K is the number of variables. In the 7-
variable models, 21 additional restrictions are needed for identification.  
For these additional restrictions, a look into the economic theory is given. Regardless of 
the economic conditions of the eight different economies covered by this study it is assumed, 
in line with Tang et al. (2010), that CP is exogenous and other variables are endogenous.  It is 
plausible to assume CP as exogenous because the considered economies are all net oil 
importers, and in most cases they are price takers. From the perspective of CP, an individual 
economy might not have much influence (Chuku et al. 2011). Variables are ordered as (SPI, 
REER, IR, INF, EG, FP and CP) for the 7 variable model.  CP and FP are included in the 
different format of nonlinear transformations as mentioned in the data section. The matrix 
format of the ordering is as follows: 
 =
11 12 13 14 15 16 17
22 23 24 25 26 27
33 34 35 36 37
44 45 46 47
55 56 57
66 67
77
0
0 0
0 0 0
0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
b b b b b b b
b b b b b b
b b b b b
b b b b
b b b
b b
b
 
 
 
 
 
 
 
 
 
 
 
SPI
REER
IR
INF
EG
FP
CP







 
 
 
 
 
 
 
 
 
 
 
 
                                                             (6.4)
 
For the ordering in (6.4), it is assumed that the CP shock is not affected 
contemporaneously by other shocks but it can affect all other variables, thus 6 restrictions are 
placed here, (CP = b77.CP). Secondly, FP is affected by its own lags and CP (Alghalith 2010, 
Esmaeili and Shokoohi 2011), while each individual country’s macroeconomic variables are 
assumed to have no or little influence on FP. Thus 5 restrictions are placed here, (FP = 
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b66.FP+ b67.CP). It is, thirdly, assumed that individual countries’ EG is affected by its own 
lags, external FP, and CP and hence 4 restrictions (EG = b55.EG+ b56.FP+ b57.CP) are put. 
Fourth, the contemporaneous period INF shock is assumed to be affected only by its own 
lags, EG, FP and CP shocks (Galesi and Lombardi 2009), here 3 restrictions are placed, (INF 
= b44.INF + b45.EG+ b46.FP+ b47.CP). The fifth shock in the list concerns the IR and is 
assumed that it is not affected by REER and SPI shocks (2 restrictions) for the 
contemporaneous period, while it is affected by all other shocks, (IR = b33.IR + b34.INF + 
b35.EG+ b36.FP+ b37.CP). For the remaining restriction, SPI shocks are assumed to affect 
the real exchange rate while all other shocks may influence it, (REER = b22.REER + b23.IR + 
b24.INF + b25.EG+ b26.FP+ b27.CP).  
The models are estimated by the maximum likelihood method with the optimal lag 
length chosen by SC. 
6.6  Empirical results 
6.6.1  Time series properties of data 
Table 6-1 presents the results of tests conducted using ADF and PP unit root test
12
. 
They reveal that the evidence of stationarity for level series is mixed, while all transformed 
series are stationary at level. It can be noted that INF, EG, and IR are stationary at level and 
SPI, REER, FP and CP are stationary at level only in some cases, while, in other cases, they 
are stationary at first differences. All transformed series for CP and FP are stationary at level. 
Having established the order of integration the SVAR estimation procedure is performed. As 
                                                          
12
 Apart from conventional unit root tests, Lee-Strazicich (LS) and Lumsdaine-Pappel (LP) unit root tests were 
conducted with the expectation of having possible structural breaks in time series data. However, no remarkable 
evidence of structural breaks was found. Results are not formally reported here.  
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discussed in the methodology section, cointegration was not considered as mixed evidence of 
I(0) and I(1) order was found among the series
13
.  
Table 6-1 Results of unit root tests 
 AUS NZ KOR SIN HK TWN IN TH 
INF I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
SPI I(1) I(1) I(1) I(1) I(1) I(0) I(1) I(1) 
IR I(0) I(0) I(0) I(0) I(0) I(1) I(0) I(1) 
REER I(1) I(0)* I(0)* I(1) I(1) I(1) I(0) I(0) 
EG I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
FP I(1) I(1) I(1) I(1) I(1) I(0) I(1) I(0) 
NOFI I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
FP+ I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
FP- I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
SOFI I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
CP I(1) I(0) I(1) I(1) I(1) I(0) I(1) I(1) 
CP+ I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
CP- I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
NOPI I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
SOPI I(0) I(0) I(0) I(0) I(0) I(0) I(0) I(0) 
Note: Unit root tests have been performed by both ADF and PP methods.  
 I(1) implies that the series is nonsationary at level,  
but, stationary at first differences which is confirmed by both ADF and PP test. 
I(0) indicates that the series is stationary at level.  
I(0)* represents the series being level stationary at the ADF test while it is nonstationary for PP test. 
I(1)* means the series is level nonstationary at ADF, while in PP it is stationary. 
 
Next, the SVAR models are estimated with different specifications of CP and FP, 
identification of their relative performance based on the lowest information criteria. Both 
AIC and SC criteria, as shown in Table 6A1 (Appendix A), indicate that models with NOPI 
as proxy for CP and NOFI as proxy for FP perform better than models that include other 
specifications. Therefore, results of SVAR models only with NOPI and NOFI specifications 
of data are reported.  
6.6.2  Granger causality (GC) tests 
Table 6-2 reports results for GC tests for each of the variables. As can be seen, 
Australia and New Zealand’s selected macroeconomic variables show similar responses to 
CP and FP shocks. Only REER is found to be unidirectional Granger caused by net CP and 
                                                          
13
 Although cointegration tests were not required for multiple series, bivariate cointegration tests were 
conducted to check long run relationship between oil/food price and macroeconomic variables (for example, CP 
and CPI or FP and IP). Tests results provide no evidence of cointegration between oil/food price and any 
macroeconomic series. 
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FP increases while no evidence of GC can be observed for other variables. In the case of 
Korea, excepting SPI, unidirectional GC can be found for all other variables, from both CP 
and FP increases. Singapore is the only country where tests fail to show any evidence of GC 
from CP and FP increases to any of the variables, whereas low evidence of GC can be seen 
for Hong Kong and Thailand, and a unidirectional GC is found from CP to IR and from FP to 
REER in Hong Kong. A unidirectional GC from CP to EG is found statistically significant 
for Thailand while no evidence can be found for all other variables. In Taiwan, unidirectional 
GC from CP to all other variables are found to be statistically significant at least a 5 per cent 
level of significance. However, there is evidence that FP is statistically significantly Granger 
causal only for the REER. Marginal evidence of GC from CP and FP shocks is also evident 
for some of the Indian macroeconomic variables, while unidirectional GC from CP to IR and 
from FP to SPI, REER and EG are statistically significant at a 10 per cent level of 
significance in India’s case. 
Table 6-2 Results of Granger causality tests 
Variables AUS NZ KOR SIN HK TWN IN TH 
 NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI 
SPI 0.49 
(0.48) 
1.11 
(0.29) 
2.27 
(0.13) 
0.06 
(0.79) 
1.70 
(0.19) 
0.05 
(0.81) 
0.05 
(0.81) 
0.05 
(0.82) 
0.04 
(0.82) 
0.52 
(0.46) 
5.36b 
(0.06) 
1.59 
(0.44) 
0.63 
(0.42) 
3.19c 
(0.07) 
1.20 
(0.27) 
0.59 
(0.44) 
REER 9.28
a 
(0.00) 
3.09c 
(0.07) 
5.02b 
(0.02) 
18.82a 
(0.00) 
33.42a 
(0.00) 
89.59a 
(0.00) 
1.82 
(0.17) 
0.04 
(0.83) 
0.00 
(0.96) 
5.19b 
(0.02) 
23.68a 
(0.00) 
12.75a 
(0.00) 
0.43 
(0.50) 
3.02c 
(0.08) 
2.14 
(0.14) 
0.12 
(0.72) 
IR 0.30 
(0.58) 
0.02 
(0.88) 
0.04 
(0.83) 
0.00 
(0.96) 
25.23a 
(0.00) 
80.35a 
(0.00) 
0.07 
(0.77) 
0.83 
(0.36) 
4.92b 
(0.02) 
0.58 
(0.44) 
5.27b 
(0.07) 
2.40 
(0.30) 
3.63c 
(0.05) 
1.90 
(0.16) 
0.34 
(0.55) 
0.20 
(0.65) 
INF 0.11 
(0.73) 
0.09 
(0.76) 
1.91 
(0.16) 
0.83 
(0.35) 
9.36a 
(0.00) 
21.90a 
(0.00) 
0.19 
(0.65) 
0.09 
(0.76) 
0.86 
(0.35) 
0.04 
(0.83) 
6.36b 
(0.04) 
0.26 
(0.87) 
0.02 
(0.86) 
0.00 
(0.99) 
0.10 
(0.74) 
1.79 
(0.18) 
EG 0.00 
(0.98) 
0.07 
(0.78) 
0.79 
(0.37) 
0.68 
(0.40) 
3.87b 
(0.04) 
11.57a 
(0.00) 
0.05 
(0.81) 
0.74 
(0.38) 
0.18 
(0.66) 
0.46 
(0.49) 
5.05b 
(0.07) 
3.16 
(0.20) 
0.01 
(0.90) 
3.01c 
(0.08) 
6.11b 
(0.01) 
0.00 
(0.94) 
Note: Entries are chi-square test statistics at degrees of freedom of 1 in all cases except Taiwan. Degrees of  
freedom for Taiwan is 2. Lag lengths are selected by SC criteria. Values in parentheses are p-values. 
 a, b, c  indicate significance  at 1 per cent, 5 per cent and 10 per cent levels. 
6.6.3  Impulse response functions (IRF) analysis 
Figures 6-2 to 6-9 display IRF (with 95 per cent confidence bands) of economic 
variables to net CP and FP shocks. Figure 6-2 shows the responses of Australia’s 
macroeconomic variables to these shocks and although most of the IRF are not statistically 
significant at the 5 per cent level, the signs of the responses in most cases are consistent with 
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the theory. As can be viewed, the SPI and the REER respond negatively with one standard 
deviation (S.D.) innovation in net CP and FP increase while interest rate and inflation 
respond positively. The growth of industrial production responds negatively with FP while 
the response with CP is positive and the IRF is statistically significant for REER. The REER 
reacts strongly to both oil and FP shocks and does not reach zero level even after 15 periods.  
 
Figure 6-2  Impulse responses of Australia’s macroeconomic variables to NOFI and NOPI 
The responses of economic variables of New Zealand to the CP and FP shocks are 
presented in Figure 6-3. All the variables respond, consistent with underlying theories, to CP 
and FP shocks. SPI, REER and EG decrease with one S.D. shock from CP or FP while the IR 
and INF respond positively. However, similar to Australia, IRF is statistically significant only 
for the REER, which reacts negatively, about 1 per cent, at the first quarter in response to 
-.100
-.075
-.050
-.025
.000
.025
.050
.075
.100
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of SPI to NOFI
-.100
-.075
-.050
-.025
.000
.025
.050
.075
.100
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of SPI to NOPI
-.04
-.02
.00
.02
.04
.06
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of REER to NOFI
-.04
-.02
.00
.02
.04
.06
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of REER to NOPI
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of IR to NOFI
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of IR to NOPI
-.4
-.2
.0
.2
.4
.6
.8
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of INF to NOFI
-.4
-.2
.0
.2
.4
.6
.8
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of INF to NOPI
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of EG to NOFI
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of EG to NOPI
 128 
both FP and CP shocks, and then keeps falling to reach 2 per cent before gradually improving 
over the 15 periods.  
   
  
   
 
Figure 6-3 Impulse responses of New Zealand’s macroeconomic variables to NOFI and NOPI 
Figure 6-4 exhibits the responses of Korea’s macroeconomic variables to one S.D. 
innovation of FP and CP shocks. As can be seen, consistent with theories, CP and FP shocks 
adversely affect the major macroeconomic variables. Most of the IRF are statistically 
significant at a 5 per cent level of significance. The SPI responds negatively to both FP and 
CP shocks and the magnitude and the persistency of shocks are similar for both. Shocks to 
the SPI persist for around 2.5 years, while both CP and FP shocks negatively affect REER, 
depreciating around 2 per cent at the first quarter and then deteriorating up to 4 per cent, 
taking more than 4 years to go back to equilibrium level. IR reacts more than any other 
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variables. Due to the FP shock in the first quarter IR increases by 11 per cent and goes up by 
41 per cent in the second period, dying out in 2 years. For a CP shock, the IR increases by 3 
per cent at the first quarter, then goes up to 29 per cent in the second quarter, persisting 
around 1.5 years. INF reacts slightly differently to FP and CP shocks. Due to the FP shock, 
INF increases by 7 per cent in the first quarter, increasing to 26 per cent in the second quarter, 
however, the effect of shocks dies out after only 3 quarters. On the other hand, INF goes 
down by 9 per cent following the CP shocks and goes up immediately in the second quarter, 
continuously rising to 22 per cent, though the effect of these shocks dies out very quickly (in 
only 3 quarters). Similar effects as to INF can be observed in the case of EG. Due to the FP 
shock, EG falls by 3 per cent in the first quarter and then goes below to 12 per cent at the 
second quarter while the effects diminish at the end of 3 quarters. In the case of CP shock, the 
EG starts falling from 6 per cent and goes below 12 per cent in 1 quarter; however, the effects 
of shock just persist for up to 9 months. 
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Figure 6-4 Impulse responses of Korea’s macroeconomic variables to NOFI and NOPI 
Figure 6-5 shows the impulse responses of Singapore’s economic variables to the 
shocks of world FP and CP. Although the patterns of the IRF are consistent with economic 
theories the magnitudes of impacts are marginal and statistically insignificant. As can be 
noted, the SPI and REER respond negatively to the FP and CP shock, but the magnitude of 
the effects are close to zero.  
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Figure 6-5 Impulse responses of Singapore’s macroeconomic variables to NOFI and NOPI 
Figure 6-6 depicts the responses of Hong Kong’s economic variables to net FP and CP 
shocks. Similar to Singapore, although most of the IRF are statistically insignificant, Hong 
Kong variables show some interesting results which are somehow inconsistent with theories; 
for example, SPI responds positively to both CP and FP shocks, IR drops following the FP 
shocks and the EG rises following the CP shock then falls rapidly and dies out in the second 
quarter. However, theoretically consistent results are available for REER, INF and partly for 
IR and EG.  
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Figure 6-6  Impulse responses of Hong Kong’s macroeconomic variables to NOFI and NOPI 
Figure 6-7 portrays the responses of Taiwan’s macroeconomic variables to the 
structural shock of external FP and CP increases. Almost all the variables show theoretically 
consistent responses to the FP and CP shocks, and in most cases the responses are also 
statistically significant at a 5 per cent level of significance. The SPI keeps dropping to around 
7 per cent, due to FP, and 10 per cent, due to CP shocks, dying out at the end of 7 periods. 
The REER drops mildly with the FP and CP shocks and recovers very quickly, while the IR 
increases by 3 per cent following FP shocks, sustained until the fourth quarter. Although it 
does not show any immediate response to CP shock, after the second quarter it increases by 5 
per cent, remaining there until the fourth quarter. The INF starts increasing following the FP 
shock, going up to 20 per cent at the end of third quarter, then diminishing quickly, whereas, 
due to the CP shock it starts increasing from zero level, then goes up to 20 per cent and 
remains that high until the effect disappears after 4 quarters. The EG shows the highest 
negative impact among all other variables, decreasing sharply following FP and CP shocks 
then staying negative for more than 10 quarters. 
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Figure 6-7 Impulse responses of Taiwan’s macroeconomic variables to NOFI and NOPI 
Figure 6-8 represents IRF of India’s macroeconomic variables to one S.D. structural 
shocks to external FP and CP. As can be seen in Figure 6-8, although the responses are not 
statistically significant in many cases, the signs of responses are generally theoretically 
consistent. FP shocks show negative impacts on the SPI, REER and EG and positive impacts 
on interest rate and inflation. Effects of shocks to SPI, REER and INF are mild, while 
substantial effects can be observed in the case of IR and EG. On the other hand, CP shocks 
pose positive impacts to SPI and IR and negative effects to INF and EG leaving unclear 
impacts on REER. Due to both shocks, persistent effects can be observed in the case of 
REER and IR and, although the REER is stationary, the effects of shocks do not revert back 
to equilibrium even after 15 quarters. 
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Figure 6-8 Impulse responses of India’s macroeconomic variables to NOFI and NOPI 
Figure 6-9 illustrates the IRF of selected Thai macroeconomic variables to the 
structural one S.D. shocks of FP and CP increases. The effects of FP and CP shocks are found 
to be statistically significant in most cases and are also theoretically consistent. The SPI 
responds positively to an FP shock in the first quarter, but soon after the second quarter it 
starts declining and remains negative for a long period of time. In response to a CP shock, it 
drops about 5 per cent and remains negative until eleventh quarter. The REER falls by 2 per 
cent following the FP and CP shocks with the effects diminishing in around 4 years. The IR is 
found to be more sensitive to the FP shock, increasing more than 20 per cent following it and 
remaining there for a longer period. However, the effect of shocks due to CP is rather short-
lived and the magnitudes are also lower (about 8 per cent). Both FP and CP shocks induce 
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positive changes in INF, although the effect is shorter after a CP shock. The EG responds 
negatively following both FP and CP shocks with the effects of CP shocks persisting longer 
than those of FP shocks. 
    
  
   
 
Figure 6-9 Impulse responses of Thailand’s macroeconomic variables to NOFI and NOPI 
6.6.4  Forecast error variance decompositions (FEVD) analysis 
Table 6-3 shows FEVD for different variables in response to the CP and FP shocks for 
1, 5, 10 and 15 quarters. FEVD results are, in general, supported by the GC tests and the IRF 
analysis. The SPI changes in Australia and Singapore is found to be almost zero in response 
to the FP and CP shocks. The variation in New Zealand’s SPI due to a CP shock in the first 
quarter is only 0.14 per cent, while it is 2.42 per cent for FP shocks. The effects of shocks 
-.20
-.15
-.10
-.05
.00
.05
.10
.15
.20
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of SPI to NOFI
-.20
-.15
-.10
-.05
.00
.05
.10
.15
.20
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of SPI to NOPI
-.04
-.03
-.02
-.01
.00
.01
.02
.03
.04
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of REER to NOFI
-.04
-.03
-.02
-.01
.00
.01
.02
.03
.04
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of REER to NOPI
-.8
-.6
-.4
-.2
.0
.2
.4
.6
.8
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of IR to NOFI
-.8
-.6
-.4
-.2
.0
.2
.4
.6
.8
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of IR to NOPI
-.004
-.002
.000
.002
.004
.006
.008
.010
.012
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of INF to NOFI
-.004
-.002
.000
.002
.004
.006
.008
.010
.012
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of INF to NOPI
-.04
-.03
-.02
-.01
.00
.01
.02
.03
.04
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of EG to NOFI
-.04
-.03
-.02
-.01
.00
.01
.02
.03
.04
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Response of EG to NOPI
 136 
gradually increase, and, at the end of 15 quarters, CP and FP explain 13.15 and 4.70 per cent 
of variation in SPI, respectively. In the case of the Korea’s SPI, the proportion of forecast 
error variance due to CP is 6.25 per cent in the first period, while it is 4.22 per cent due to FP 
shocks. The proportion increases up to 11.57 per cent in the 5th quarter, for CP, then declines 
gradually, while, for FP shocks, it decreases after the first quarter. The CP shock contributes 
7.50 per cent variation to the Hong Kong’s SPI in the first period and then gradually declines, 
while the contribution of the FP shock is only 0.64 per cent in the first period and reaches 
6.80 per cent at the end of 15 quarters. In Taiwan, the contribution of CP shocks to SPI is 
only 0.03 per cent at the first period, while FP shock contributes 7.78 per cent. The 
proportions increase until 5th quarter (44.76 per cent) for CP and until 10th quarter (19.60 per 
cent) for FP. The contribution of CP shock to India’s SPI is marginal, only 1.87 per cent in 
the first period then declines gradually, and the contribution of FP shocks starts from 1.48 per 
cent at the first quarter and increases up to 17 per cent at the end of 15 quarters. CP shocks 
make substantial contributions to the variation of SPI in Thailand, while the contribution of 
FP shock is marginal at the first period. However, at the end of 15 quarters the contributions 
of both shocks exceed 10 per cent.  
 The CP and FP shocks substantially contribute to the variation of REER in each 
country, excepting Singapore. Although the contribution of CP shock to Australia’s REER is 
only 0.07 per cent at the first quarter, it increases substantially during subsequent periods 
reaching as high as 15 per cent at the 15th quarter. FP shock contributes to the variation of 
Australia’s REER by 7.64 per cent at the first quarter, reaches 11.21 per cent in the 5th 
quarter before decreasing gradually. The CP and FP shocks explain 3.87 and 8.96 per cent of 
the variation of New Zealand’s REER in the first quarter of the shock, with proportions 
increasing gradually until the 10th quarter before falling. The effects of CP and FP shocks on 
the variation of Korea’s REER are 9.42 and 6.82 per cent respectively at the first period and 
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then keep rising. In Hong Kong, in the variation of REER the CP shocks make marginal 
contributions (0.73 per cent); however, the contribution of FP shocks is noticeable (16.68 per 
cent) even at the first quarter. The ratio of CP and FP shocks in the variation of Taiwan’s 
REER are 4.81 and 11.82 per cent respectively at the first quarter, and keep rising until the 
10th quarter. Although the CP shock has almost zero percentage shares in the variation of 
India’s REER, the contribution of FP cannot be ignored. The contribution of FP shocks is 
0.22 per cent following the shock while it increases up to 10.32 per cent at the end of 15 
quarter. The oil and FP shocks contribute 23.48 and 19.48 per cent to the variation of 
Thailand’s REER respectively at the first period and maintain substantial contributions over 
subsequent periods. 
The IR in Australia and Singapore are found to be insignificantly responsive to the CP 
and FP shocks. The variation in IR due to CP and FP shocks is less than 1 per cent in both 
cases even after 15 quarters. The contribution of CP and FP to the variation of interest rates is 
observed to be higher in Korea, Taiwan and Thailand, ranging from more than 5 per cent to 
28 per cent at the 15th quarter. The contribution of FP shocks as a proportion of the variation 
in IR in New Zealand, Hong Kong and India seem to be lower than the contribution of CP 
shocks.  
The FEVD for INF shows that for Singapore and India, the contribution of CP and FP 
shocks are negligible (around 1 per cent). In Australia, the contribution of CP shock to the 
variation of INF is 4.35 per cent at the first quarter, and then diminishes gradually while the 
contribution of FP shocks seem to be insubstantial. New Zealand’s INF varies 2.34 and 0.54 
per cent due to CP and FP shocks respectively at the first quarter, the effects then increasing 
until the 15th quarter. The role of CP and FP shocks in the variation of Korea’s INF is 1.43 
and 0.89 per cent, respectively, at the first quarter while the proportions increase in 
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subsequent quarters. Although the contribution of CP and FP to the variation of Hong Kong’s 
INF is less than 1 per cent at the first quarter the proportions increase up to more than 3 per 
cent at the 15th quarter. The Taiwan INF seems to be the most sensitive to both CP and FP 
shocks with the contribution of CP and FP at 18.33 and 14.97 per cent respectively during the 
15th quarter. The variation of Thailand’s INF is found to be highly associated with CP and 
FP shocks at the first quarter (11.58 and 4.79 per cent) and the proportions continue to rise to 
more than 12 per cent at the 15th quarter.  
In terms of the EG, the contribution of CP and FP shock is mild for Australia, New 
Zealand, Singapore and India. As for many other variables, the role of CP and FP shocks in 
the variation of industrial growth can be observed as high for Korea, Hong Kong, Taiwan, 
and Thailand. Although the proportions of CP and FP shocks in the variability of EG for 
Korea and Thailand are low at the first quarter, they increase in subsequent periods, while 
substantial contributions are viewed in Hong Kong and Taiwan in the first quarter following 
the shock. 
Table 6-3 Forecast error variance decompositions 
Variables Horizon AUS NZ KOR SIN HK TWN IN TH 
  NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI NOPI NOFI 
SPI 
1 0.01 1.19 0.14 2.42 6.25 4.22 0.14 0.12 7.50 0.64 0.03 7.78 1.87 1.48 3.23 0.20 
5 0.60 1.69 7.43 3.29 11.57 3.75 0.04 0.65 8.20 2.78 44.76 15.87 0.47 11.67 17.97 1.10 
10 0.45 0.99 11.82 4.65 8.46 2.64 0.05 0.83 8.27 5.17 42.31 19.60 0.51 15.55 16.98 7.60 
15 0.99 0.88 13.15 4.70 6.69 2.65 0.07 0.86 7.37 6.80 27.07 13.76 0.78 17.05 14.93 11.48 
REER 
1 0.07 7.64 3.87 8.96 9.42 6.82 0.00 2.23 0.73 16.68 4.81 11.82 0.07 0.22 23.48 19.48 
5 11.22 11.21 15.35 29.61 33.63 28.35 0.92 0.87 0.30 31.47 29.41 11.51 0.08 7.05 16.50 19.98 
10 13.91 10.58 15.68 29.76 34.55 29.49 0.71 0.96 1.63 28.44 32.96 22.92 0.10 9.32 16.69 19.51 
15 14.60 10.34 15.77 29.16 34.82 29.98 0.56 1.09 2.15 22.73 21.76 18.07 0.12 10.76 16.55 19.76 
IR 
1 0.93 0.36 2.42 0.08 0.36 5.06 0.93 0.71 0.49 3.08 1.66 8.10 0.44 0.32 2.22 12.52 
5 0.60 0.08 3.24 0.06 10.88 28.11 0.41 0.36 9.08 4.34 8.88 2.75 3.01 2.31 1.70 32.74 
10 0.48 0.21 2.39 0.69 8.86 17.94 0.35 0.33 6.24 2.58 20.68 8.87 3.54 2.67 2.40 32.48 
15 0.86 0.48 2.07 1.63 12.93 15.33 0.36 0.33 4.44 1.96 23.35 19.78 3.56 2.79 5.15 28.33 
INF 
1 4.35 0.17 2.34 0.54 1.43 0.89 0.27 1.01 0.21 0.25 0.52 7.87 0.98 0.34 11.58 4.79 
5 3.79 0.35 7.35 1.45 8.35 9.90 0.69 1.23 2.25 1.45 37.37 18.29 1.03 0.97 11.94 12.41 
10 3.66 0.39 7.07 1.50 9.66 10.46 0.70 1.14 2.24 3.52 34.90 24.77 1.06 1.07 12.25 12.17 
15 3.69 0.46 6.98 1.69 10.51 10.95 0.69 1.11 3.00 5.26 18.33 14.97 1.05 1.26 12.29 12.20 
EG 
1 1.73 0.94 0.20 0.70 1.43 0.31 0.18 1.06 3.69 1.99 62.33 14.49 0.32 0.21 0.00 3.21 
5 1.69 1.09 1.72 1.41 6.32 4.73 0.25 2.35 3.59 3.10 41.46 25.30 0.33 3.07 14.76 3.96 
10 1.69 1.09 1.72 1.47 6.40 4.76 0.25 2.34 3.62 3.12 34.91 22.68 0.32 3.08 15.60 3.78 
15 1.69 1.09 1.82 1.63 6.45 4.79 0.25 2.34 3.63 3.13 24.71 15.40 0.33 3.08 15.59 4.13 
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6.7 Discussion and implications 
The empirical results found in this essay reasonably reflect the background 
characteristics of economies covered by the study in terms of natural resources. In this regard, 
the Australia and New Zealand economies are found to be less affected by CP and FP shocks 
and the channel of CP and FP shock transmissions found to be important for these two 
countries is REER, as in both countries, the exchange rates depreciate following CP and FP 
shocks. Although Australia and New Zealand have small amounts of proven oil reserves, 
these two countries possess a number of other mineral resources which dominate the energy 
sector. For example, according to the International Energy Association (IEA), in 2008 
Australia produced 99 per cent of its electricity using different fuels, including coal as the 
major source (76 per cent), with only 1 per cent of their electricity coming from oil.  In 2008, 
New Zealand produced 99.97 per cent of its electricity from other sources than oil, of which 
75 per cent comes from hydro and gas plants: only 0.03 per cent is produced using oil as fuel. 
The main use of oil in these countries is for transportation and since industrial production 
indices do not include transport cost directly, that could be one of the possible reasons that 
EG are found to be not responsive to CP shocks. The reasons EG is not affected by CP 
shocks are also applicable for SPI. Their alternative mineral resources help Australia to 
accommodate oil supply shocks.  Moreover, the intensity of oil usage in the Australian 
economy has declined since the 1970s (Rosewell et al. 2008). Further, both of these countries 
maintain inflation targeting monetary policy, which could be the reason they accomodate the 
CP shock through inflation and IR.  Due to their being net food exporters in the world 
market, Australia and New Zealand are not adversely affected by FP shocks. The 
depreciation of the exchange rate following CP and FP shocks may not be taken as adverse 
for these countries as it may increase the demand for export goods.  
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The four Asian tiger economies are found to behave in two main ways to CP and FP 
shocks. Korea and Taiwan, those specialise in manufacturing and information technology, are 
found to be strongly affected by CP and FP shocks, while Singapore and Hong Kong, 
specializing in international financial services, are found not affected by these shocks.  Korea, 
being a resource poor country, is most vulnerable to CP and FP shocks being the 5th top net 
importer of oil and 3rd on the list of top consumers, of non oil producing countries, after 
Japan and Germany. The findings related to the effects of CP shocks on macroeconomic 
variables  in Korea is consistent with Cuňado and Gracia (2003) and Hsieh (2008). A possible 
interpretation can be as follows. Heavy industries in Korea are dependent on the electricity 
generated mostly by imported oil. Because of this dependency on oil, a CP increases badly 
affects industrial output when industrial output decreases, inflation may rise. Because of the 
increased money demand for importation of oil the domestic IR increases. Korea also imports 
most its food products, which obviously has negative impacts on import bills and, thus, other 
macroeconomic variables. Taiwan has similar economic characteristics as of Korea and the 
reasons why Korea’s output and other variables are impacted by CP shocks are also mostly 
applicable to the Taiwan case. Taiwan is, however, found to be more accommodative to FP 
shocks. The major channel through which FP shocks transmit to Taiwan’s economy is REER. 
Since Taiwan does not import many food products the effects of FP shocks are not as severe 
as CP shocks. The Singapore and Hong Kong economies are dependent on financial services 
which, unlike industrial production, do not depend upon oil. This might be one of the possible 
reasons that these countries are not so affected by CP shocks. In Singapore’s case, selected 
variables are found not responsive to either CP or FP shocks, which is partly consistent with 
Chang and Wong (2003) and Cuňado and Gracia (2003). Chang and Wong (2003) report that 
CP changes have marginal impacts on GDP, CPI and the unemployment rate in Singapore, 
however, Cuňado and Gracia (2003) show that there is no causal relationship between CP and 
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Singapore’s economic growth, although they do document evidence of a possible causal 
relationship between CP and INF. In Hong Kong, CP shocks were found to be transmitted 
primarily through the IR channel, while other variables are not significantly responsive to the 
CP shock, which is consistent with Ran et al. (2010). The reason could be the increase in 
money demand due to excess expenditure on imported oil. In terms of FP shocks, the 
exchange rate is found as the channel of transmission. Hong Kong lacks arable land which 
forces it to import most of its food products. Consequently, there must be pressure on import 
bills which leads the Hong Kong dollar to be depreciated.   
In the case of India, FP has a more dominant impact on the macroeconomic variables 
compared to CP. The major channel through which CP shocks transmit to the Indian 
economy is the IR, derived from the money demand for importing oil. India has proven 
reserves of oil to meet 25 per cent of domestic demands and also has coal and other mineral 
resources which are used for generating energy; in fact India meets most of its domestic 
energy demand through its coal reserves. For these reasons, manufacturing output is not so 
dependent on the imported oil, which could be one of the reasons that Indian industrial 
production growth  is not affected by CP shocks although this finding is contrary to Managi 
and Kumar (2009). However, due to FP hikes the labour force in the industrial sector may 
demand higher wages thus demand for labour decreases, which decrease output in the 
industrial sector. Once output decreases the stock price also decreases and the situation 
improves rapidly via exchange rate depreciation.   
Although there is lack of evidence  for Granger causality, the  IRF and FEVD in the 
sense of statistical significance, Thai macroeconomic variables such as SPI, REER and EG 
are found to be adversely affected by CP shock, which is consistent  with Rafiq et al. (2009). 
On the other hand, REER, IR and INF are found to be adversely affected by FP shocks. 
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Although Thailand uses mostly natural gas for generating energy, the demand for oil is also 
high and since industrial output is hampered by price shocks, the SPI decreases. REER 
remain under pressure because of excess import bills caused by CP increase and, because of 
global FP increase, the demand for Thai food might decrease. Export earning decreases 
inducing exchange rates to depreciate thus, as net exports fall, this may increase INF. The 
adverse effect of FP on inflation in Thailand is consistent  with Galesi and Lombardi (2009), 
who argue that developing countries’ price levels are perhaps more affected by FP than CP 
shocks.  
Overall, the empirical results suggest that the resource poor countries that specialise in 
the production of heavy manufacturing industries and are dependent on oil, like Korea and 
Taiwan are most vulnerable to CP shocks. These countries may adopt different conservatory 
measures and switch to renewable energy sectors to cope with CP shocks. Countries like 
Australia and New Zealand, which have diverse mineral resources other than oil, are better in 
coping with CP shocks. The only adverse effect these countries experience is the depreciation 
of their exchange rates which can, however, be good for their export sectors. Developed 
countries which specialise in financial services, such as Singapore and Hong Kong, are 
accommodative of CP shocks. Developing countries that specialise both in primary and 
manufacturing products, like India, with diverse mineral resources, are also not vulnerable to 
CP shocks. However, the case of Thailand is different. Although it possesses huge amounts 
of natural gas its industrial output is affected by CP shocks, and also, being a major exporter 
of food the economy is negatively exposed to external FP shocks. Thailand thus needs 
accommodative policies to deal with external shocks, along with enhancement of alternative 
sources of energy. 
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6.8  Conclusions 
The objective of this study was to investigate the effects of CP and FP shocks on 
selected macroeconomic variables of Australia, New Zealand, Korea, Singapore, Hong Kong, 
Taiwan, India, and Thailand. Employing SVAR models, the study reveals that, overall the 
impacts of CP on economic activities are mild after the 1980s. The study also finds that 
resource poor countries that specialise in heavy manufacturing industries, like Korea and 
Taiwan, are the most affected by CP shocks. An increase in CP reduces the growth of 
industrial production, REER, and SPI, and increases INF and IR in these countries. On the 
other hand, oil poor nations, such as Australia and New Zealand, with diverse mineral 
resources other than oil, are not affected much by CP shocks. The only channel through 
which price shocks transmit in these two countries is through REER. As increases in CP and 
FP help depreciate their exchange rates. Economic activities in the countries which are oil 
poor but specialised in international financial services such as Singapore and Hong Kong are 
also not affected by CP shocks. Developing countries with diverse natural resources with 
limited reserves of oil e.g., India, are negligibly affected by CP shocks. Indian IR shows 
positive responses to a CP shocks. In contrast, Thailand, being a resource rich country other 
than in oil is not accommodative of CP shocks. Thai SPI and EG respond negatively to the 
CP shocks while CP increase has positive influences on INF and IR. Industrial outputs of 
food exporter countries like Australia, New Zealand and Thailand are not affected by global 
FP shocks; however, the output of India is adversely affected. Among food importer 
countries, excepting Korea, other countries’ output are also not adversely affected by FP 
shocks. Increased food prices help depreciation of exchange rates in almost all countries, 
excepting Singapore. Furthermore, the evidence of effects of FP shocks on SPI are almost nil 
except for India, while positive pressures of FP on INF and IR are found for Korea and 
Thailand only. The findings suggest that Korea, Taiwan and Thailand may design effective 
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policy measures to cope with CP shocks, with enhancement of renewable energy sources, one 
of their options. Concerted efforts to increase food reserves and to enhance local production 
can also help countries to cope with FP shocks.  
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     Chapter 7 
Overall Conclusions and Implications 
7.1 Conclusions 
Several important conclusions can be drawn from the essays comprising this study. 
First, the volatility of both CP and FP can be modelled within the GARCH class of models. 
Both of these prices are shown to display the typical features of financial series, such as long 
tails, non-normality, volatility clustering, and leverage effects. Although both of them show 
persistence effects to the shocks of volatility, the evidence of asymmetry is mixed. CP shocks 
are asymmetric and persistent to the shocks of volatility across different time periods while 
other types of petroleum products are not, and the same applies to the world as well as FP of 
different countries. Second, weak evidence of cross country mean return spillover effects of 
FP is revealed, but there is considerable evidence of own and cross country volatility 
spillover effects. Third, as an exogenous shock, CP is important along with other prices, and 
the common belief that CP induces FP to rise is confirmed by this study. In this regard, this 
study reveals that there are significant mean and volatility spillover effects of CP on FP for 
the selected Asia and Pacific countries. Finally, the study concludes that resource poor 
countries that specialise in heavy manufacturing industries, such as Korea and Taiwan, are 
the most heavily affected by CP shocks. Increases in CP reduce the EG, REER, and SPI, and 
increase INF and IR in these countries. On the other hand, oil poor nations, such as Australia 
and New Zealand, with diverse mineral resources other than oil, are not affected much by CP 
shocks. The only economic variable which is affected by CP shocks in these two countries is 
REER, where increases in CP and FP lead to depreciating exchange rates in these countries. 
Countries which are oil poor but specialise in international financial services such as 
Singapore and Hong Kong are also not affected by CP shocks. Developing countries with 
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diverse natural resources but limited reserves of oil e.g., India are negligibly affected by CP 
shocks, but the Indian IR does show a positive response to CP shocks. In contrast, Thailand 
being a resource rich country other than in oil is not accommodative of CP shocks. Thai SPI 
and EG respond negatively to the CP shocks while a CP increase has a positive influence on 
INF and IR. Industrial outputs of food exporter countries like Australia, New Zealand, and 
Thailand are not affected by global FP shocks; however, the output of India is adversely 
affected. Among food importer countries, except for Korea, other countries’ output is also not 
adversely affected by FP shocks, although FP shocks lead to depreciation of REER in almost 
all countries, except for Singapore. The evidence of effects of FP shocks on SPI is almost nil, 
except for India but positive pressure of FP on INF and IR was found for Korea and Thailand 
only. 
7.2 Contribution of the thesis 
The research in this thesis makes significant contributions to the fields of food, energy 
and macroeconomics. The current section provides an overview of the theoretical and 
empirical contribution of the thesis, along with a publication history. All of the results of this 
thesis are published in referred international peer reviewed journals or in the conference 
proceedings. 
7.2.1 Contribution to oil price volatility study 
A paper titled “Modelling petroleum future price volatility: Analysing asymmetry and 
persistency” was presented to the 9th Biennial Pacific Rim Conference organised by the 
Western Economic Association International (WEAI), and held in Brisbane, Australia on 26-
29 April, 2011, and the paper has now been published in OPEC Energy Review (Alom, F., 
Ward, B. and Hu, B., 2012. OPEC Energy Review, Vol. 36, Issue. 1, pp.1-25 ). This paper 
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contributes to the study of oil, along with other petroleum futures price volatility in several 
ways: 
 Using up to date data, this study reveals that the oil future price has persistent and 
asymmetric effects to the shocks of volatility for different time periods. Although 
previous studies documented that CP shocks have persistent effects, with regards to 
asymmetric effects there was no consensus. This study advances this aspect that CP 
responds persistently and asymmetrically to the shocks of volatility. 
 The study discloses that although heating oil, gasoline and propane are produced from 
crude oil, the future prices of these products behave differently from CP in response 
to the shocks of volatility. Also, another important source of energy, natural gas, does 
not follow the similar pattern as CP. These aspects have not been studied earlier, 
except by Sadorsky (2006). This study also includes propane, which is an addition to 
the existing literature. 
 The current study analyses asymmetry and persistency thoroughly in the fashion of 
financial market analysis, which has rarely been done in any of the previous studies of 
petroleum future prices. 
  Finally, this study renews existing knowledge, as in Sadorsky (2006) with updated 
data showing no single model is suitable for forecasting petroleum future price 
volatility. The knowledge regarding the use of nonlinear GARCH-class models is also 
renewed in the current study, as in Agnoluci (2009).   
7.2.2 Contribution to food price volatility study 
Another paper titled “Component GARCH modelling of food price volatility: 
Analysing asymmetry and persistency” was presented to the Annual Hawaii International 
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Business Research Conference, organised by the World Business Institute and held in 
Hawaii, the USA on 27-28 September, 2010, and is now  under review by ASEAN  
Economic Bulletin for publication. This paper contributes to the study of FP volatility in 
several ways: 
 FP can be modelled with financial econometric models like other asset prices such as 
crude oil, gold, metal and other precious commodity prices. FP follow similar 
volatility characteristics as other prices do. This aspect of knowledge about the 
characteristics of FP has not heretofore been revealed except by Valadkhani et al. 
(2005) and Zheng et al. (2006). 
 This study discovers that the effects of shocks to the volatility of FP are persistent 
while the evidence of asymmetry is mixed across time and location. 
 The study analyses asymmetry and persistency of FP thoroughly which, to the best of 
our knowledge, appears to be new to the field.  
 This study also adds to the knowledge of risk-return trade off in terms of volatility. It 
documents that risk in FP does not necessarily lead to excess returns. 
7.2.3 Contribution to cross country mean and volatility spillover study of food 
prices 
A third paper titled “Cross country mean and volatility spillover effects of food prices: 
Evidence for Asia and Pacific countries” was presented at both the annual Hawaii 
International Business Research conference held in Hawaii, on 27-28 September 2010 and 
the Lincoln University postgraduate conference, held on 2-3 September, 2010. This paper has 
been disaggregated into two journal articles based on differing methodologies and has been 
published in two international peer reviewed journals (Alom,F. Ward, B. and Hu, B.,2011, 
 149 
International Review of Business Research Papers, Vol. 6. No. 5, pp. 334-355 and Alom, F., 
Ward, B. and Hu, B., 2011 Economics Bulletin, Vol. 31, No. 2, pp. 1439-1450). This paper 
contributes to the knowledge in the following ways: 
 This study brings a new insight to the study of FP volatility particularly in the context 
of inter-country spillovers in the Asia and Pacific region.  
 The study reveals that, although there is scant evidence of mean spillover effects, 
there is substantial evidence that risk or volatility emerges in one country’s food 
prices spillover to other countries.  
 The study also adds that food markets are more interdependent in the recent past than 
in the remote past, a potential reason being advances in relevant technology. 
7.2.4 Contribution to the study of mean and volatility spillovers of oil price to 
food prices 
A further paper titled “Spillover effects of oil prices on food prices: Evidence for Asia 
and Pacific countries” was presented to the New Zealand Association of Economist’s 
(NZAE) Conference, held from 29 June to 1 July, 2011 in Wellington, New Zealand and is 
now under review by Australian Economic Papers (AEP) for publication. This paper 
contributes to the knowledge of oil and food market/prices in the following ways: 
 The finding of this study adds to the scarce literature on oil and food price study that 
these two prices are interdependent – a topic which has received no attention in the 
context of Asia and Pacific countries except for a few media analyses. Shocks that 
raise prices in oil markets are shown to positively influence the mean and volatility of 
food prices in the food market. 
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 The study reveals, as in the case of the cross country spillover of FP, that oil and food 
markets have become more interdependent in the recent past than in the remote past, 
particularly before 2001. 
 The study discovers that, in terms of mean spillover effects, net food importer 
countries are much affected by CP shocks, while no distinction can be made in terms 
of volatility or risk spillovers.  
 Finally, the study adds to knowledge that oil and food prices maintain a short-run 
relationship in most cases with few exceptions. In other words, the influence of world 
oil prices on food prices is mostly transitory in the selected Asia Pacific countries, 
although in a few cases there is evidence that they might be permanent.   
7.2.5 Contribution to the study of oil and food price-macroeconomic 
relationship 
A fifth paper titled “Macroeconomic effects of oil and food price shocks in Asia and 
Pacific countries: Application of SVAR models” was presented  at the New Zealand 
Agriculture and Resource Economic Society (NZARES) Conference held on 25-26 August, 
2011 in Nelson, New Zealand and  is currently under review by the journal Bulletin of 
Economic Research for publication. This paper contributes to the knowledge of CP/FP-
macroeconomic relationship in several ways: 
 As mentioned earlier, although extensive literature exists on the study of CP and 
macroeconomic relationships in developed and developing countries, fewer studies 
are available in Asia-Pacific countries. On the other hand, the impacts of both CP and 
FP on the macroeconomic activities are attracting research attention. Again, though 
quite a few studies are available on this issue, no studies are available in the context 
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of Asia and Pacific countries; therefore, the current study contributes to this scarce 
area of literature. 
 This study adds to the literature from two points of view. It supports that CP and FP 
shocks have negative impacts on macroeconomic activities for few countries (Korea, 
Taiwan and Thailand), reinforcing the school of thought that CP negatively affect 
economic activities. On the other hand, it also finds that CP and FP do not have any 
effective influence over macroeconomic activities for other countries (Singapore and 
Hong Kong) supporting another school of thought which posits that CP and FP do not 
matter for economic activities. This study also divulges that CP and FP have mild 
effects on some economies such as Australia, New Zealand and India. Based on these 
differences, this study adds to the body of knowledge that the effects of external 
commodity price shocks depend on the economic characteristics of the countries 
involved. The developed and developing countries also vary in terms of social safety 
nets. In many developed countries low or nil income people are somehow covered by 
welfare policies of their government, while this is very rare in developing countries. 
In such cases the impacts of price volatility differ (Tangermann 2011).  
 Another contribution this study makes, in terms of methodology, is the development 
of SVAR models which have not been used in any study earlier conducted on the 
effects of CP and FP in the context of concerned Asia and Pacific countries, although 
this method is a superior approach to examining transmission effects (Pfaff 2008).   
7.3 Implications of the findings 
Although the objective of this study is not to provide policy prescriptions, several 
implications for practitioners and policymakers are embedded in the empirical findings. This 
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section discusses possible overall implications of the major findings of the study for all 
concerned. 
7.3.1 Implications for practitioners 
The findings of this study will be useful for business practitioners in the following 
ways: 
 When forecasting CP or FP, the selection of model should be time and product 
specific. For all petroleum prices no single model would be appropriate, instead 
model choice should be based on the nature of the product. The same goes for FP 
volatility.  
 The findings suggest that there is considerable volatility in the petroleum future prices 
and the persistency of shocks to decay for different products. Therefore, when any 
shock emerges in the petroleum sector its effects would not be identical for all kinds 
of products, helping investors to diversify their portfolios with different petroleum 
products. 
 The volatility results of FP indices help investors in food markets to design different 
strategies for different countries. 
 Based on the evidence of asymmetric effects to the shocks of volatility, investors may 
take different hedging strategies to make positive returns. 
 The findings in “The cross country mean and volatility spillover effects of food 
prices” suggest that there is limited scope for making mean returns. Although there is 
considerable volatility spillover from one country to another, the scope for earning 
abnormal profit thereby is limited due to low evidence of risk led returns. 
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 The significant evidence of mean and volatility spillover effects from CP to FP poses 
important implications. Investors in food markets need to keep records of the 
movement of prices in oil market, and, since most of the evidence is with regards to 
the short-run, investors should be more cautious about CP movement. Investors in 
food markets can hedge FP by keeping a close look at the CP. 
  Investors in the net food importer countries may earn mean returns out of CP 
spillovers to FP; however, if any volatility arises in FP due to CP shocks, the risks 
tend to spillover, regardless of the status as exporter or importer. This should be taken 
into account while investing in food markets. 
 Businesses and households should be aware of the economic characteristics of 
countries as the effects of CP and FP on countries mostly depend on the background 
of their economies. Having natural resources is an important indicator in terms of CP 
and FP shock absorption. 
7.3.2 Implications for policymakers 
It is not new that CP and FP are part of policy issues in almost all the countries of the 
world. In one country or another, the government tries to accommodate these external price 
shocks by designing and implementing appropriate policies. Appropriate policy measures 
may help to reduce the adverse effects of price shocks, but the recent experiences of the 
2007-08 crisis show that policy responses of governments were ad hoc, uncoordinated, and 
hasty. Both at international and national levels the shocks came as a surprise, and developed 
countries relied on existing safety net policies, while developing countries took new measures 
or adjusted existing instruments (FAO 2011).  If the nature of a shock is known, it becomes 
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easier to take necessary measures. This study sheds some light on these policy issues based 
on the major empirical findings, with implications as follows: 
 Persistence in the effects of shocks to the volatility indicates that long hedging 
positions can be taken to accommodate long lasting shocks such as those of CP. If the 
effects are transitory, like gasoline prices for the recent time period, short-run price 
smoothing policies may help (Bacon and Kojima 2008). 
 The asymmetry in the effects of shocks to the volatility should be taken into 
consideration, as negative shocks (price increases) are not fully compensated by the 
positive shocks (price decreases). For both CP and FP where there is asymmetry, 
countercyclical smoothing policy measures may help. However, if any compensation 
package is provided during negative shocks it should not be stopped completely 
during a positive shock in the hope that the situation will improve. Rather, a 
smoothing package should continue until full recovery.  
 Policies should be designed considering the positions of other countries in terms of 
food scenario: demand, supply and regulations. If for any reason volatility in FP 
emerges in one country it may spillover to the home country, regardless of its export-
import status.  
 CP should be one of the important considerations while preparing polices for 
agriculture or food. It has been evident that there are considerable spillover effects 
from CP to FP. Therefore, the movement of CP should be monitored and policies 
should be designed from that perspective. If any price stabilisation policy is 
undertaken for food prices, such policies should be taken for oil prices beforehand. 
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 National economic characteristics, dependencies on crude oil and the status of 
national reserves of energy resources are important for policy issues.  
 Negative CP/FP shocks lead to increases in inflation and interest rates and to 
decreases in industrial production, stock prices and depreciation of exchange rates. 
Combined fiscal stimulus and contractionary monetary policies may help to improve 
the situation. 
 Since the study reveals that CP and FP have nonlinear or asymmetric impacts on 
macroeconomic activities, counter cyclical polices, as mentioned earlier, would be 
helpful to dampen the effects of shocks.  
 Since FP has limited impacts on the macroeconomic activities of developed countries, 
the policies regarding food policies do not hold an important position (Tangermann 
2011). However, developing countries like India and Thailand are most vulnerable to 
FP compared to CP. These countries should design appropriate food polices to cope 
with external FP shocks (Galesi and Lombardi 2009). 
7.4 Directions for further research 
This section outlines limitations of the current study and indicates future research 
scopes. Commodity prices are of research interest and particularly energy, metal and FP 
received much attention to date. CP has been studied extensively from different angles and 
contexts and the research call is still open to find a concrete conclusion while the study of FP 
is a relatively low studied area. The attempts made in this study can be extended in future 
research efforts as follows: 
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First, petroleum future prices can be modelled with diverse GARCH and non-GARCH 
class models and forecasting capability also assessed with other types of tests, such as 
Diebold and Mariano (1995), apart from RMSE and MAE. The current study uses data for 
the world crude oil prices, however, it would be interesting if prices were converted to 
domestic currencies and the volatility characteristics were modelled in order to compare and 
contrast the results.  
Second, since FP volatility has not been studied widely, volatility, particularly for 
different food commodity prices, both spot and future prices, can be modelled in the fashion 
of oil and metal prices. The current study is an indication that FP also has financial 
characteristics like other asset prices. This has immense potential for research into different 
aspects, since food commodity prices are gaining popularity in the portfolios of fund 
managers. One of the limitations of this study is the use of aggregate food price indices, not 
individual food commodities, thus in the future studies, the volatility of individual food 
commodity prices can be modelled.  
Third, and similarly, the study of cross country mean and spillover effects can be 
extended, in the context of different specific food commodity prices and also SPI of food 
related industries. This study can also be extended to the context of countries from other parts 
of the world to compare and contrast the effects of food price spillovers. Furthermore, 
spillover effects can be examined at inter-commodity levels, in the context of the countries 
covered by the study. 
Fourth, the interdependencies of oil and food market can be studied in the context of 
other countries and it would be interesting if some studies were done in the context of oil 
exporting countries. The study can also be extended in the context of major food exporter 
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countries and so forth, or the impacts of oil prices on individual food/agricultural 
commodities could also be examined. 
Fifth, although results of CP/FP-macroeconomic relationship can be generalised it 
would be worthy to apply SVAR approach to other Asia and Pacific countries and countries 
from other parts of the world. 
Finally, in the current study, just-identified SVAR models are employed to assess CP 
and FP shock transmissions to macroeconomic fundamentals, however, in the future, over-
identified models can be used to compare outcomes. This would enable additional theory-
based restrictions to be imposed and tested. 
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     Appendix A 
Table 4A-1: Diagnostic Test Results for Mean Spillover Models 1995-2010 
 AUS NZ KOR SIN HK TWN IN TH 
GED 
1.242 
(0.025657)a 
0.240646 
(0.002240)a 
1.187357 
(0.033013)a 
1.27952 
(0.026434)a 
0.902352 
(0.022168)a 
1.096323 
(0.033366)a 
1.032405 
(0.025549)a 
0.853242 
(0.021189)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-LM(10) 
16.999b 
4.4515 
0.4113 
10.826 
22.488a 
0.5470 
12.495c 
4.2894 
0.4917 
16.418c 
2.5196 
0.8464 
12.695 
2.3665 
0.4804 
13.168 
8.1679 
0.2557 
10.494 
8.8692 
0.0371b 
24.352a 
3.5431 
0.9585 
Table 4A2: Diagnostic Test Results for Mean Spillover Models 1995-2001 
 AUS NZ KOR SIN HK TWN IN TH 
GED 1.327479 
(0.057172)a 
0.239997 
(0.00546
5)a 
1.120643 
(0.048069)a 
0.960746 
(0.033895)a 
0.6545811 
(0.023459)a 
1.067734 
(0.047652)a 
0.929042 
(0.035645)a 
0.656796 
(0.025159)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-
LM(10) 
23.657a 
8.3050 
0.3390 
8.1726 
6.4606 
0.2626 
12.333 
5.2592 
0.6769 
18.256c 
1.5547 
0.8165 
6.5536 
3.1602 
0.7194 
12.610c 
8.4095 
0.1526 
17.133c 
7.2449 
0.0357b 
17.704c 
2.7198 
0.9451 
Table 4A3: Diagnostic Test Results for Mean Spillover Models 2002-2010 
 AUS NZ KOR SIN HK TWN IN TH 
GED 1.175847 
(0.032278)a 
1.141178 
(0.029658)a 
1.253234 
(0.048544)a 
1.333386 
(0.058072)a 
1.206024 
(0.040263)a 
1.159763 
(0.049552)a 
1.105883 
(0.039772)a 
1.071857 
(0.03840
4)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-
LM(10) 
10.338 
2.1873 
0.6946 
9.8309c 
3.3912 
0.9036 
6.1328 
5.5197 
0.0875c 
16.707c 
8.3852 
0.1318 
13.447b 
2.5944 
0.3630 
14.085c 
5.8172 
0.6097 
7.3587 
3.5789 
0.6886 
8.8827 
3.1681 
0.6254 
 
Table 4A4: Diagnostic Test Results for Volatility Spillover Models 1995-2010 
 AUS NZ KOR SIN HK TWN IN TH 
GED 1.250227 
(0.029670)a 
0.221638 
(0.001584)a 
1.177589 
(0.032781)a 
1.108661 
(0.026815)a 
0.903723 
(0.022724)a 
1.076904 
(0.032611)a 
1.034904 
(0.026989)a 
0.943824 
(0.021543)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-
LM(10) 
22.902b 
3.5585 
0.5220 
10.045 
20.283a 
0.5382 
12.638 
4.1018 
0.6611 
19.017b 
1.9872 
0.7236 
13.103 
4.2836 
0.5976 
11.011 
7.9565 
0.2702 
10.625c 
6.9892 
0.0606c 
22.550a 
3.1908 
0.8516 
Table 4A5: Diagnostic Test Results for Volatility Spillover Models 1995-2001 
 AUS NZ KOR SIN HK TWN IN TH 
GED 1.352684 
(0.060391)a 
0.131766 
(0.001466)a 
1.138988 
(0.053619)a 
0.959347 
(0.035571)a 
0.773351 
(0.028159)a 
1.080798 
(0.049186)a 
0.972215 
(0.039004)a 
1.271989 
(0.033293)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-
LM(10) 
12.118b 
8.3466c 
0.5288 
8.1319 
5.9479 
0.8079 
13.806 
5.4568 
0.7795 
17.934b 
1.3798 
0.9626 
8.8126 
4.0693 
0.7107 
8.9371 
7.4027 
0.2290 
13.968 
4.7589 
0.2269 
20.683b 
7.1917 
0.3910 
Table 4A6: Diagnostic Test Results for Volatility Spillover Models 2002-2010 
 AUS NZ KOR SIN HK TWN IN TH 
GED 1.241684 
(0.043821)a 
1.080069 
(0.035542)a 
1.262160 
(0.050405)a 
1.329859 
(0.057587)a 
1.279597 
(0.047463)a 
1.160903 
(0.050089)a 
1.113387 
(0.040620)a 
1.077635 
(0.039082)a 
L-BQ(10) 
L-BQ2(10) 
ARCH-
LM(10) 
11.139 
3.4204 
0.7852 
5.5443 
18.414c 
0.7946 
2.7190 
4.7724 
0.1138 
13.583c 
7.7064 
0.3884 
9.7994 
4.3315 
0.2759 
14.335c 
5.3133 
0.9376 
9.2152 
5.0666 
0.4742 
9.9545 
3.4548 
0.5686 
 
Table 5A1: Cointegration results (The Pantula principle results)  
Items   Trace stat Max-Eigen stat 
CP and AUSFP r n-r Model 2 Model 3 Model 4 Model 2 Model 3 Model 4 
 0 2 19.63* 18.40 22.81 15.70* 14.47 18.33 
 1 1 3.93 3.92 4.47 3.93 3.92 12.51 
CP and NZFP 0 2 5.50* 4.20 10.61 3.77* 3.37 7.25 
 1 1 1.72 0.83 3.36 1.72* 0.83 3.36 
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CP and KORFP 0 2 16.05* 14.73 18.85 13.66* 13.59 14.24 
 1 1 2.39 1.14 4.61 2.39 1.14 4.61 
CP and SINFP 0 2 5.37* 4.16 17.35 4.49* 3.66 13.71 
 1 1 0.87 0.50 3.63 0.87 0.50 3.63 
CP and HKFP 0 2 11.02* 7.26 15.49 7.76* 5.70 11.59 
 1 1 3.26 1.55 3.89 3.26 1.55 3.89 
CP and TWNFP 0 2 7.92* 6.53 10.08 5.30* 5.30 6.43 
 1 1 2.62 1.23 3.65 2.62 1.23 3.65 
CP and INFP 0 2 9.18* 5.55 11.82 6.13* 5.06 6.89 
 1 1 3.04 0.49 4.92 3.04 0.49 4.92 
CP and THFP 0 2 6.08* 4.46 16.90 5.12* 4.46 12.43 
 1 1 0.96 0.00 4.46 0.96 0.00 4.46 
Note: Model 2 refers to model with intercept in CE and no intercept and trend VAR, model 3 refers to model intercept in CE 
and VAR and no trend in VAR while model 4 refers to model with intercept in CE and VAR, linear trend in CE and no trend 
in VAR. Critical value of in trace test for model 2, 3 and 4 are 20.26, 15.49 and 25.87 for no cointegration and 9.16, 3.84 and 
12.51 for at most 1 cointegrating vector at 5 percent level of significance while these values for Max-Eigen tests are 15.89, 
14.26 and 19.38 for none and 9.16, 3.84 and 12.51 for at most 1 cointegrating vector.* indicates that the first time null 
cannot be rejected. 
 
Table 6A1: Relative performance of models 
Country Models AIC SC 
Australia 
ROP 
(RFP) 
1.643486 
(0.109013) 
2.619108 
(1.084635) 
NOPI4 
(NOFI4) 
-0.286658 
(-1.800708) 
0.699518 
(-814532) 
ROP+ 
(RFP+) 
9.526793 
(0.250267) 
10.50241 
(1.225889) 
ROP- 
(RFP-) 
10.75997 
(0.720651) 
11.73559 
(1.696273) 
SOPI 
(SOFI) 
0.479859 
(5.664741) 
1.460726 
(6.545608) 
New Zealand 
ROP 
(RFP) 
1.584934 
(-0.371090) 
2.721300 
(0.765276) 
NOPI4 
(NOFI4) 
-0.255700 
(-2.027159) 
0.880665 
(-0.890793) 
ROP+ 
(RFP+) 
9.879078 
(9.020350) 
11.01544 
(10.15672) 
ROP- 
(RFP-) 
10.92942 
(9.575373) 
12.06579 
(10.71174) 
SOPI 
(SOFI) 
5.208307 
(5.530642) 
6.344672 
(6.667008) 
Korea 
ROP 
(RFP) 
4.978935 
(3.621604) 
6.028082 
(4.670752) 
NOPI4 
(NOFI4) 
3.022300 
(1.604145) 
4.071447 
(2.653292) 
ROP+ 
(RFP+) 
26.32318 
(25.66092) 
27.37232 
(26.71007) 
ROP- 
(RFP-) 
27.40921 
(26.00336) 
28.45836 
(27.05251) 
SOPI 
(SOFI) 
8.424427 
(7.734274) 
9.473575 
(8.789599) 
Singapore 
ROP 
(RFP) 
-0.076817 
(-2.089581) 
0.997538 
(-1.015225) 
NOPI4 
(NOFI4) 
-1.913455 
(-4.138210) 
-0.8390099 
(-3.063854) 
ROP+ 
(RFP+) 
8.195938 
(7.013105) 
9.270290 
(8.087461) 
ROP- 
(RFP-) 
9.474217 
(7.728441) 
10.54857 
(8.802796) 
SOPI 
(SOFI) 
3.701210 
(3.808571) 
4.775565 
(4.889442) 
Hong Kong 
ROP 
(RFP) 
-14.73660 
(-16.51576) 
-13.34318 
(-15.12234) 
NOPI4 
(NOFI4) 
-15.84642 
(-17.51254) 
-14.45300 
(-16.11913) 
ROP+ 
(RFP+) 
-2.340396 
(-3.824068) 
-0.946979 
(-2.430652) 
ROP- 
(RFP-) 
-1.293543 
(-3.142687) 
0.099874 
(-3.142687) 
SOPI 
(SOFI) 
-10.79750 
(-10.26125) 
-9.404079 
(-8.867831) 
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Taiwan 
ROP 
(RFP) 
-9.806751 
(-9.778903) 
-6.032461 
(-6.004613) 
NOPI4 
(NOFI4) 
-11.25056 
(-10.64074) 
-7.476266 
(-6.866451) 
ROP+ 
(RFP+) 
6.396268 
(6.198128) 
10.17056 
(9.972418) 
ROP- 
(RFP-) 
6.964473 
(6.708723) 
10.73876 
(10.48301) 
SOPI 
(SOFI) 
-5.497711 
(-3.939545) 
-1.723421 
(-0.136653) 
India 
ROP 
(RFP) 
6.109153 
(4.464949) 
7.458250 
(5.824046) 
NOPI4 
(NOFI4) 
4.624968 
(3.039586) 
5.974065 
(4.388683) 
ROP+ 
(RFP+) 
21.52521 
(20.47275) 
22.47430 
(21.82185) 
ROP- 
(RFP-) 
22.94593 
(21.02763) 
24.29523 
(22.37673) 
SOPI 
(SOFI) 
10.21289 
(10.13972) 
11.56199 
(11.48882) 
Thailand 
ROP 
(RFP) 
-16.19290 
(-17.30175) 
-14.64591 
(-15.75477) 
NOPI4 
(NOFI4) 
-16.91605 
(-18.38293) 
-15.36607 
(-16.83594) 
ROP+ 
(RFP+) 
-0.549011 
(-1.237080) 
-0.997976 
0.309907 
ROP- 
(RFP-) 
-0.088004 
(-1.274428) 
1.458983 
(0.272559) 
SOPI 
(SOFI) 
-12.12896 
(-11.82287) 
-10.58197 
(-10.27588) 
Note: Figures are values of information criteria with different specification of oil prices 
and values in parentheses are for food price specifications 
 
 
 
 
 
 
 
 
 
 
 
 
