We introduce a novel intelligent user interface for assessing contributions submitted in participatory planning and decision processes. It assists public administrations in decision making by recommending ranked contributions that are similar to a reference contribution based on their textual content. This allows the user to group contributions in order to treat them consistently which is crucial in this domain. Presently, the assessment process is done manually with no sophisticated computer-aided support. The assessment user interface provides a two-column layout with a basic list of contributions in the left column and a list of similar contributions in the right column. We present results of a user study that we conducted with 21 public administration workers to evaluate the proposed interface. We found that the assessment user interface is well suited to the assessment task and the related decision-making process. But there are also unclear elements in the ranking visualization as well as some distrust in the ranked contributions or intelligent methods among the participants.
INTRODUCTION
Presently, ICT-supported forms of planning and decision processes (Pahl-Weber and Henckel, 2008; Blotevogel et al., 2014) play an important role in the e-participation domain that is part of the more broadly defined e-government field. These participatory processes allow people to engage in various areas such as politics, landscape planning or city budgeting (Briassoulis, 1997) . In contrast to traditional or non-digital participatory planning and decision processes, considering their time and space constraints, a potentially larger group of people can be reached when online software platforms are used for conducting these processes. This is needed because more and more people want to have a say in decision making and determine their environment; they want to represent various interests and needs. Of course, a larger group of participants could also lead to more diverse opinions and conflicts making it difficult to reach a consensus. However, and more importantly, digital planning and decision processes enlarge and possibly enrich the collected process data.
At first glance, the above-mentioned facts are very promising regarding the support and strengthening of e-participation but they also entail major challenges. That is, the complexity of the process data is a key issue that mainly refers to the diversity and the connectedness of the data. For example, participatory processes typically involve a lot of natural language text data, e. g., written opinions, ideas, or complaints, and parts of the data refer to each other. This leads to challenges concerning the high cognitive demands needed for understanding the provided data of the planning and decision process. It is challenging to explore the space of plain process information, i. e., making sense of it is complicated, and relating data to each other is difficult. Besides this, knowledge discovery is demanding and time-consuming because participatory contributions are mainly analyzed in a manual way without further advanced mining of hidden or not explicitly given information. The big picture and common structures, e. g., different or same opinions of participants, are difficult to acquire.
The previously mentioned challenges especially concern public administrations that conduct participatory planning and decision processes. In particular, they assess contributions submitted by citizens or public agencies among others. Public administrations make decisions on what to incorporate into future developments. They are interested in finding similar or conflicting contributions. For this very common and complex analysis task, they need intelligent system support in judging formal statements and aggregat-ing ideas or proposals. Currently, they laboriously arrange the contributions and assessments side by side in huge tables. In contrast, we propose the assessment user interface. It assists public administration workers by recommending and ranking similar contributions in the assessment process. The recommendation method for supporting the decision-making process in participatory processes is a novel contribution. In this context, the paper also investigates the fundamental acceptance and interpretation of learning algorithms in the e-participation domain. This is another novel contribution. We also show results of a user study we conducted to test the assessment user interface, i. e., we examined whether the user interface leads to an efficient assessment process with correct results. We found that this user interface is well suited to the assessment task. But we also identified unclear elements in the ranking visualization as well as distrust in the recommendation of similar contributions.
RELATED WORK
A large variety of research in e-participation originates from its adjacent or superordinated disciplines such as e-governance, e-democracy and evoting (Rose and Sanford, 2007) . Various sciences, e. g., sociology, political science, and social philosophy, search for answers to different research questions. For example, there is a huge focus on how to engage citizens to participate at all, e. g., by the integration of gamification methods (Thiel et al., 2016) , by using mobile technologies (Wimmer et al., 2013) , by applying augmented reality methods (Goudarznia et al., 2017) or by analyzing perceived trust and its influencing factors in e-participation (Santamaría-Philco and Wimmer, 2018) . We acknowledge this research, but, at the same time, we argue that other groups of participants are often not considered although they play a very important role and carry a lot of responsibilities. In this regard, we especially refer to public administrations that decide about contributions submitted by citizens or public agencies.
On the one hand, a lot of Web-based software applications and information systems exist in the public sector for conducting digital participatory planning and decision processes (Tambouris et al., 2007) . On the other hand, collected process data will grow in terms of volume and complexity (Al-Sai and Abualigah, 2017) . However, to fully understand and use the process data, intelligent user interfaces and information systems will play an important role in the future.
Of course, the need for sophisticated user interfaces in this domain has already been recognized (Nazemi et al., 2016; Schütz et al., 2016) . Especially computer science and some of its related numerous research fields, e. g., information visualization, machine learning, text mining, and humancomputer interaction, offer many insights, fundamental research and applications for domain-specific tasks that can be related to some aspects of planning and decision processes such as social media analysis (Batrinca and Treleaven, 2015) , text summarization (Allahyari et al., 2017) , topic exploration (Kim et al., 2017) , conversation visualization (Hoque and Carenini, 2016) and sentiment analysis and sentiment visualization (Nazemi et al., 2015; Bader et al., 2017) . There is also visual analytics, a research field that unites the aforementioned special research fields among others. It focuses on deriving knowledge, gaining insight from complex datasets, and analytical reasoning supported by interactive visual interfaces (Wong and Thomas, 2004; Thomas and Cook, 2006) . It has been shown how the visual analytics process model (Keim et al., 2010; Kohlhammer et al., 2011) can guide the analysis and decision making in participatory planning and decision processes (Schütz et al., 2017) . But this was only done conceptually.
Overall, a huge variety of sophisticated techniques, information systems, and user interfaces have already been developed for different tasks related to the exploration and analysis of data originating from related domains. More and more ideas are now being applied to the e-participation field. Although we see a large potential from the other domains, the transfer of the existing methods to special fields such as participatory planning and decision processes is difficult. We argue that many novel intelligent information systems and user interfaces are often not suitable because the target group and the use in everyday work are not taken into account correctly. We observe a large variety of intelligent information systems and user interfaces created only for computer experts. Instead, we target public administration workers that are typically not computer experts, i. e., they have no idea of sophisticated methods such as machine learning algorithms. This makes the interpretation of analysis results more difficult because they and the involved intelligent methods are often not transparent. Consequently, the acceptance of these tools is questionable. For all we know, there is no sophisticated contribution assessment support for the public administrations.
USER INTERFACE
We present a user interface for the exploration and analysis of contributions submitted in a participation Assessment User Interface: Supporting the Decision-making Process in Participatory Processes phase. It assists the public administrations in assessing the contributions submitted by citizens or public agencies. The user interface is part of a larger modular application that allows the creation and configuration of participatory processes including the composition of multiple participation phases, the creation of planning documents, and the submission of contributions. In this paper, we only focus on the assessment user interface for the contribution analysis.
Overall Layout and Contributions
The assessment user interface follows a two-column layout. The left column displays all contributions arranged in a vertical list and sorted chronologically (basic list). The right column also displays a set of contributions in a vertical list (similarity list), but these contributions are recommended by the system based on their similarity to a selected contribution found in the left column. This recommendation component is further described in the subsequent sections. Each column is horizontally split into a filter section and the list of contributions described above. Regarding the filter section, each list of contributions can be altered based on the assessment status of the contributions. Currently, the filter option can be set to "all", "not assessed", or "assessed". This affects the number of displayed contributions per list. The overall layout is depicted in Figure 1 . We choose this design because public administration workers typically have to relate assessed and not yet assessed contributions to each other in order to make decisions consistently. Two contribution lists allow a side-by-side comparison and a broader overview. The filters help keeping track of the overall progress.
Each contribution exposes the following basic metadata: the author's name, the timestamp of the creation, and the internal id number. The textual content is displayed below the metadata. A third area contains buttons that refer to executable actions. Initially, two actions can be performed: showing more or less of the content and creating an assessment for the contribution. By reducing the height of the content box, the user can get an overview of all contributions currently displayed in the viewport; especially when a lot of contributions are shown or when one contribution contains a lot of text. Only the first parts of the content are displayed by default, i. e., a contribution has a fixed height at first. A single contribution in its initial state is shown in Figure 1 at the top of the right column. The creation of an assessment toggles the display of a form below the contribution. This form contains two radio buttons for decision making, e. g., the user can either accept or reject the contribution. Additionally, the user can enter a text in order to explain or justify the decision about to be made because a justification is sometimes needed due to legal reasons. Finally, these settings can either be saved or the creation can be canceled. A contribution can be assessed in both lists.
When a contribution has been assessed, the list of initially available buttons or performable actions is altered. In this case, the button for creating an assessment is removed and the following buttons or actions are added: showing or hiding the assessment, editing the assessment, and deleting the assessment. This applies to contributions in both lists. The button for toggling the visibility of the assessment also reflects the decision the user made, i. e., the result of the assessment is mapped to a color. A green button represents an accepted contribution and a red button indicates a rejected contribution. By doing so, we make sure that the user is always informed about the assessment result of the contribution. Simultaneously, the user can easily compare the assessment results of multiple contributions at once. One contribution and the assessment editing form are shown in Figure 2 .
Analytics
The assessment user interface assists the user in assessing contributions one by one. It integrates a recommendation component that is able to retrieve a ranked list of similar contributions for a selected contribution. Currently, the similarity measure is solely based on the content of the contribution. We implemented a straightforward pipeline for the computation of the similarities between all contributions. For now, we integrate two basic text pre-processing steps: tokenization and stop word removal. Then the pre-processed contributions are transformed to their respective term frequency-inverse document frequency (TF-IDF) vector representations. After that, the cosine similarities between the TF-IDF vector representations of all contributions are computed. Finally, the resulting similarities are stored in a database. These steps are illustrated in Figure 3 .
The visualization of the similarity list is similar to traditional ranked lists of Web pages commonly used in Internet search engines as shown in Figure 1 . The contributions are sorted in descending order by their similarity. The list is empty when no similar contributions exist. We favoured this simple and common design because the target group of public administration workers are not computer experts and mainly use word processing applications, spreadsheet programs, and Internet browsers for their common work tasks including the assessment of contributions. The recommendation component displays a colored frame around the selected contribution and the similarity list in order to represent their association.
We choose a simple interaction method for querying the recommendation component. The user only needs to select a contribution to submit a query. No search terms have to be entered. This means that if a user clicks on a contribution, the recommendation component retrieves a ranked list of similar contributions to the selection made. If a user clicks on it again, the selection is removed and the list of similar contributions is cleared. The user can easily submit new queries by selecting different contributions iteratively.
Besides the described ranking approach, we integrated other intelligent methods or analytical tasks to provide further analytical results to the user in the future. We integrated different types of clustering algorithms (Xu and Tian, 2015) , e. g., hierarchical, density-based, and prototype-based algorithms, as well as topic modeling (Blei et al., 2003; 
Figure 3: Pipeline for computing similarities between all contributions. Tokenization and stop word removal steps pre-process the contributions. The results are mapped to term frequency-inverse document frequency (TF-IDF) vector representations. Finally, the cosine similarities between all TF-IDF vectors are computed and stored in a database. Lafferty, 2006; Blei, 2012) . But in this paper, we do not want to focus on their usage and applications. Instead, we focus on the assessment user interface in terms of general usage and acceptance of the recommended contributions.
face. One configuration included the recommendation component and display of similar contributions, and the other configuration did not. The experiment followed a within-subject design. The independent variable of the experiment was the configuration of the system in use. We randomized and counter-balanced the order of the presented system configurations. Both system configurations represent the assessment user interface described above, but one system configuration s SL contained the recommendation component and similarity list while the other system configuration s BL acted as the baseline and did not. Consequently, s BL followed a one-column layout while s SL followed a two-column layout, i. e., both systems integrated the basic list of contributions in the first column while only s SL integrated the similarity list in the second column. Additionally, only s SL added the query support of the recommendation component to the contributions of the first column. When excluding that, both systems were exactly the same. This also means that both system configurations of the assessment user interface provided the same functionalities for assessing a contribution.
The experiments were run on a moderate laptop computer connected to a 24-inch monitor with a display resolution of 1920×1080, external computer keyboard and computer mouse as input devices. The system was implemented as a locally running Web application. The participants accessed the application using the Mozilla Firefox browser (version 58.0) in full screen mode. The application logged the mouse position at 2-second intervals and all of the following actions performed by the participant: user interface button clicks and general mouse button clicks. The final user-made assessments were stored in a database.
Participants
We asked several institutions from our region via email if they would like to take part in the user study. In the end, a total of 21 participants (twelve female, nine male) from five institutions from different cities in Saxony-Anhalt could be recruited for the user study. They reported their age in the post-experiment questionnaire within the following age range groups: One test person was 18-21 years old, two were 21-30 years old, two were 31-40 years old, eight were 41-50 years old, seven were 51-60 years old, and one was 61-70 years old. We also asked what their professions were: Eight participants were city planners including one person in a leading function, three were specialists in urban development planning, three were administrators in regional planning, two were engineers in civil engineering, two were administrative economists, one was a student of public administration, one was a student of geography, and one was a graduate geographer. The subjects also had to rate their experience as computer users: No one was supposedly unexperienced, one person was said to be a beginner, 16 persons had average experience in using computers, and four persons were allegedly advanced computer users. We conducted the user study at the institution of each participant.
Task and Datasets
The participants had to complete one simulated work task. The work task scenario and its reasoning were: "You are using a system for assessing collected contributions of a finished planning and decision process. In order to be able to assess similar contributions equally, you should find two groups of contributions first: one group with all the contributions in the same context as the first contribution and the other group with all the other contributions". The related task was: "Find and select as many contributions as possible within the same context as the contribution marked as number 1". The following sub-steps were included: (1) Mark each contribution as "same context" or "different context", (2) give a short explanation for your decision, and (3) save the assessment for each contribution. Such a structuring of contributions based on only a single reference contribution is a simplified subprocess of the real decision-making process. In contrast to our experiments, there is no fixed reference contribution in the real assessment process. Nonetheless, this task is still very close to it. Otherwise, the task would have been too complex for a user study. A real assessment process can last several days, weeks, or months depending on the number and size of the contributions.
To avoid the participants becoming too familiar with the contributions, we used two different datasets from different domains. The first dataset D 1 was about tourism and recreation, and the second dataset D 2 was about cycling and hiking trails. These datasets originated from a completed actual formal planning and decision process. We anonymized and numbered all contributions. We also exchanged location names with fictitious names. Furthermore, we significantly truncated the text of the contributions. Otherwise, the participants would have spent too much time reading the texts instead of focusing on the individual task. A contribution's size varies in real participatory processes. It can contain only a few sentences as in our experiments up to hundreds of pages of content. We left the use of language unchanged in order to maintain authenticity. Each dataset con- sisted of 16 contributions. In real participatory processes, the number of contributions varies from a few tens to several hundreds. We also thought up an artificial dataset T for the tutorial. Some characteristics of D 1 , D 2 and T are listed in Table 1 . We created the similarities between the contributions by hand instead of relying on automatic precomputations which we described earlier, i. e., we did not want to rely on the quality of the analytical methods for conducting the contribution pre-processing, the transformation and the computation of all similarities. One expert created the similarities and another one checked them. No disagreements were reported.
Design and Procedure
In the beginning (phase 1), we explained the purpose of the experiment, the scenario, and the task to the participants. The participants were informed that they will perform two tests using two different system configurations but always follow the same task. They received a handout in order to possibly review this information. The participants did not know that the similarities were created by hand.
After phase 1, the participants followed a guided tutorial on the system they would be using and the tutorial dataset (phase 2), i. e., the participants tested each function of the assessment user interface based on the instructions given by the instructor. The participants always went step-by-step through all graphical and functional elements as well as the related actions: browsing the list of all contributions, showing less or more content of a single contribution, marking the contribution as in the same or as in a different context, writing a short justification, saving an assessment, editing an assessment, deleting an assessment, and using the provided filters. When the participants had to test system s SL , they also selected and deselected contributions in order to post queries to the recommendation component. In addition, they received instructions to assess a contribution in the second column which works exactly as it does in the left one.
Then the actual experiment started (phase 3). The participants performed the task described above in a maximum of twelve minutes. The participants were allowed to stop the experiment early after they had assessed all contributions. After the actual experiment, the participants answered a questionnaire, and they checked control statements (phase 4). Both were about the system configuration they had just used. With the control statements, we wanted to find out whether the participants understood the visual elements and their layout used in the proposed assessment user interface. Therefore, we showed the participants a printed screenshot of the system configuration that they had just used and the four related statements that could only be checked with a "yes" (true) or a "no" (false). Each of the two screenshots depicted a typical scene of the assessment process. We did not impose any time limits for phase 4. Then the test cycle was repeated, i. e., the participants again went through phases 2, 3, and 4, but they used the other system configuration and dataset.
After the two test cycles, we interviewed the participants in a semi-structured form, i. e., we asked the participants about their opinions and personal impressions. With this, we wanted to identify and question individual preferences, the appropriateness of the overall concept, missing features for the assessment task, and possibly existing trust-related issues. Finally, the participants completed the questionnaire on personal data. In total, an experiment with one participant took about 75 minutes on average.
Research Questions and Measures
On the one hand, the user study focused on the assessment process. We investigated whether this process could be supported by a different user interface that includes the integration of intelligent, analytical methods. We specified the following research questions: Does the assessment user interface generally assist users in assessing process contributions? Does the user understand the visual components of the assessment user interface? Does the recommendation component affect the user's workflow? Does the user trust the automatic recommendations? On the other hand, the user study focused on the assessment outcome. We examined whether the new user interface lead to a correct assessment result and how much time had to be invested. We defined the following research questions: Does the assessment user interface generally lead to correct results? Does the recommendation component lead to improved results? How much time does the user need to create the results using the two system configurations of the assessment user in-terface?
We defined the following measures for the assessment process: Contribution exploration: How much time is spent exploring contributions in the similarity list compared to the basic list. Click interaction: How much time is spent interacting with the assessment user interface in the left column compared to the right column. Assessment creation: How much time is spent assessing contributions in the similarity list compared to the basic list. Usage patterns: How many users match the expected distinct patterns when using the basic list and the list of similar contributions. Control statements: Numbers of correct and wrong answers to either true or false statements about visual elements and their meaning of the assessment user interface. Furthermore, we defined the following measures for the assessment outcome: Assessment quality: Different measures to evaluate the correctness of the assessments made by the participants in comparison to the decisions made by the experts. Task time: How much time is needed to finish the task by using the similarity list compared to the basic list. Finally, we specified another measure that fits to both the assessment process and assessment outcome: Personal preference: How convenient is the assessment user interface in general, and how helpful and trustworthy is the recommendation component.
RESULTS
In the following, we present and discuss the user study results based on the presented measures.
Exploration and Click Interaction
We recorded mouse positions from all 21 participants at 2-second intervals. A scatter plot of these positions is shown in Figure 4 (top). Participants using the first system configuration without the list of similar contributions spent 91.29% of time exploring the basic list of contributions. In contrast, participants using the second system configuration with the recommendation component spent 69.66% of time exploring the basic list of contributions and the remaining 30.34% of time exploring the contributions of the similarity list. Consequently, more time was spent over the basic list than over the similarity list. This is partly due to the fact that the reference contribution #1 was initially available in the top of the basic list. Additionally, similar contributions can only be queried from the basic list, i. e., participants need to interact with contributions in the basic list at first in order to be able to explore similar contributions. Nonetheless, the par- ticipants spent a large portion of time exploring the similarity list when it was available.
Recorded mouse positions of every mouse button click were available from all 21 participants. A scatter plot of these positions is shown in Figure 4 (bottom) . Participants who used the first system configuration interacted 1542 times (98.97%, 73.4 times on average per participant) with contributions and filters of the basic list. In comparison, participants using the second system configuration interacted 1346 times (72.99%, 64.1 times on average per participant) with contributions and filters of the basic list, and 498 times (27.01%, 23.7 times on average per participant) with contributions and filters of the similarity list. In this case, the same reasons of the contribution exploration results apply.
Assessment Creation
We collected information describing in which list the participants' assessments were created. Figure 5 shows the results. The participants using the first system configuration created 278 assessments (13.2 on average per participant) in the basic list. In comparison, the participants using the second system configuration created 271 assessments (12.9 on average per participant), of which 70.5% of the assessments (9.1 on average per participant) were created in the basic list and 29.5% of the assessments (3.8 on average per participant) were created in the list of similar contributions. The participants prefer the basic list Figure 5 : Assessment creation. The numbers are the amounts of created assessments on average over all participants for the baseline (BL) and the system configuration with the similarity list (SL). For SL, we provide the amounts of assessments created in the basic list and the similarity list, and we report their relative percentages, respectively.
for the assessment creation but also tend to create assessments in the similarity list. This preference may have been reinforced because the contributions of the basic list are permanently visible, i. e., they can be assessed directly without intermediate queries of the recommendation component.
Usage Patterns
We also searched for specific patterns in the user interactions related to the usage of the similarity list and the creation of assessments. Figure 6 shows representatives of three patterns we expected to find. First pattern (top): The user assesses the contributions chronologically from contribution #2 to contribution #16. Second pattern (middle): The user retrieves contributions similar to contribution #1. Then the user assesses these as in the same context as contribution #1. The remaining contributions are assessed as in a different context. Third pattern (bottom): The user assesses the contribution #2. Then contributions similar to contribution #2 are assessed identically. This is repeated multiple times for the remaining contributions in a transitive way. Using the first system configuration without the similarity list, twelve participants assessed the contributions exactly as in the first pattern, six participants skipped one contribution, and the remaining three participants skipped two, three, and five contributions respectively. Overall, there is indeed a chronological approach when using the first system configuration.
We expected different patterns for the second system configuration with the similarity list as described above. Four participants assessed the contributions as in the second pattern, i. e., they completely trusted the recommendations. Three participants assessed the contributions as in the third pattern, i. e., they agreed with the recommendations based on their own initial assessment. Seven participants assessed the contribution as in a mixture of the second and third patterns. We also found other patterns we did not expect at first.
Figure 6: Expected usage patterns for the system configuration with the basic list (top) and the system configuration with the similarity list (middle, bottom). The x-axis represents the time elapsed. The y-axis shows the list in which an assessment was created. The numbers represent contribution ids. The colors of the dots symbolize the assessment decision made. A vertical line represents a contribution selection, i. e., similar contributions were queried at that point in time, and a vertical line with no number shows that the similarity list was cleared. We expected a chronological usage pattern (top), a usage pattern with one query (middle), and a usage pattern with multiple queries (bottom).
Three participants assessed the contributions on their own and used the recommendation component only at the end to check their results. This is still positive. But we also found that three participants did not use the recommendation component at all, and one participant only tried out some queries in the beginning without a relatable assessment of a single contribution. They may not have understood how to use the recommendation component. However, that only seems to apply to a clear minority.
Quality and Time
We investigated the quality or correctness of the assessment results. Table 2 displays the results for different measures. On average, the participants achieved the best results with the system configuration that includes the similarity list. On the one hand, when using the system configuration with the similarity list, the average recall score 0.857 for finding contributions that are in the same context as contribution #1 (group 1) is undoubtedly higher than the average recall score 0.657 for finding contributions that are in a different context as contribution #1 (group 2). Additionally, the difference between the average recall scores 0.686 and 0.857 for finding group 1 is statistically significant at significance level α = 0.1 (pvalue = 0.051 computed with the Wilcoxon matchedpairs signed rank test). Overall, actual similar contributions to contribution #1 were most often correctly identified as such when using the second system configuration. On the other hand, the average precision scores 0.872 and 0.918 for finding group 2 are higher than the average precision scores 0.643 and 0.782 for finding group 1 regardless of the system configuration used. Generally, the average precision scores The participants spent 10 min 50.3 s on average with 23.0 s standard error of the sample mean (SE) using system configuration s BL . In comparison, the participants spent 11 min 8.0 s on average with 19.7 s SE using system configuration s SL . The p-value computed with the Wilcoxon matched-pairs signed rank test is 0.583, i. e., there is no statistical significance at significance level α = 0.05. Table 3 lists the control statements and the related number of correct answers. The control statements c BL,i are only related to the system with the basic list, and the control statements c SL,i focus on the understanding of visual elements displayed in the system with the similarity list. Generally, they all test specific layout and design elements of the assessment user interface.
Control Statements
The control statement c BL,1 checks the fact that vertically arranged contributions in the basic list are not ranked or sorted by textual similarity. The basic list is sorted by contribution ids. 17 (81.0%) participants answered correctly.
The control statement c BL,2 examines whether participants can tell the difference between an as- sessed contribution and a non-assessed contribution. The difference is indicated by an icon that is either visible or hidden. The majority, 18 (85.7%) participants, answered correctly. The assessment user interface represents the number of submitted contributions in a label at the top of the interface. Control statement c BL,3 checks whether this is recognized. Only eleven (52.4%) participants answered correctly. Although this information is not very important for assessing contributions correctly, it informs about the initial workload.
The control statement c BL,4 tests whether participants recognize the contribution's context based on its assessment. The context is indicated by a color. All 21 participants answered correctly. Thus, they recognize the binary-encoded assessment decision made.
The list of similar contributions in the right column is updated depending on the selected contribution in the left column. The recommendation component displays a colored frame around the selected contribution. The control statement c SL,1 tests whether participants can identify this selected contribution. All 21 participants answered correctly.
The recommendation component of the assessment user interface ranks the similar contributions in descending order according to their computed similarities. The control statement c SL,2 checks whether this is recognized. Surprisingly, only six (28.6%) participants answered correctly. It seems that the participants do not understand the mapping of the similarity to the position in the similarity list, which is crucial for distinguishing between more similar and less similar contributions.
The number of similar contributions found by the recommendation component is displayed at the top of the assessment user interface. The control statement c SL,3 tests whether participants recognize this. 18 (85.7%) participants answered correctly.
Only the contributions in the list of similar contributions of the right column are similar to one selected contribution in the basic list of the left column and not the other way around. The control statement c SL,4 checks whether the participants understood this relation between the two lists. 19 (90.5%) participants answered correctly.
Personal Preference
We examined the overall personal preference with a questionnaire. The answers are listed in Table 4 . The two system configurations received good to very good scores on average, i. e., the assessment user interface is generally rated as being satisfactory. This especially relates to the confidence in using the system and to the wish to use the system more often for assessing contributions. Additionally, the participants found it easier on average to find contributions in the same context as contribution #1 when using the similarity list, but this effect is not statistically significant at significance level α = 0.05 (p-value = 0.317 computed with the Wilcoxon matched-pairs signed rank test). Furthermore, when using the system configuration with the similarity list, the participants spent less time reading the contributions before they started assessing contributions. They possibly trusted the recommendations. This described effect is statistically significant at significance level α = 0.05 (p-value = 0.027 computed with the Wilcoxon matched-pairs signed rank test).
Furthermore, we conducted a semi-structured interview at the end of a single experiment. We asked each participant the same questions that refer to the following three issues.
(1) Layout preference: Do you prefer a singlecolumn view or a double-column view? Why? Figure 7 shows the distribution of the submitted answers. 16 (76.19%) participants favored a twocolumn layout. The related main reason reported was a larger workspace area or a better usage of the whole screen area that allowed a side-by-side comparison of the contributions to some extent. In contrast, three (14.29%) participants preferred a one-column view. They where overwhelmed by the textual content displayed at once. In addition, they said it was quite exhausting to jump back and forth between two columns. Two (9.52%) participants were undecided. Figure 7 : Layout preference. The numbers show how many users prefer which layout configuration.
(2) Usefulness of the recommendations: Do you find the list of similar contributions useful? Why? The results are displayed in Figure 8 . 17 (80.95%) participants considered the recommendation component useful. Some used it to check their own analysis at the end of the experiment. Generally, they said that it allowed a faster and easier assessment because the same reasoning could be used for multiple (similar) contributions at once. In comparison, one (4.76%) participant did not find the recommendation component useful and three (14.29%) participants were undecided. These four participants found that the whole recommendation component was too complex and too overloaded. They thought that they did not need it. (3) Trust in the recommendations: Did you trust the list of similar contributions? Why? Figure 9 depicts the supplied answers. Only one (4.76%) participant trusted the recommendations. Four (19.05%) participants were undecided. The majority, 16 (76.19%) participants, did not (solely) trust the recommendations. There are two major reasons for this. On the one hand, almost all participants reported that they have to read every contribution carefully anyway before deciding on the final assessment. This is partly conditioned by legal requirements. They are just used to making their own decisions for years, and they do not want to give up on this either. That is why they have fundamental doubts. On the other hand, many participants reported that they did not understand how the recom- 
CONCLUSIONS
The assessment user interface is able to support the assessment process, i. e., the user can explore contributions, and the user can create and edit assessments. The two-column layout of the basic list and the similarity list is appropriate and favored by the participants. The basic list is more frequently explored and preferred for the creation of assessments. The user's chronological workflow changes when the similarity list is available, but only when the user seems to trust this list. There are still some participants that do not know how to utilize the intelligent recommendations, and, simultaneously, there are some general doubts about these intelligent methods. The impression is mixed. This seems to be related to the difficulties of understanding or interpreting the similarity list that most participants had. The related challenges exist on at least two levels. First, the ranking of the similar contributions is not sufficiently transparent, i. e., the mapping of the computed similarity value of a contribution to the position in the similarity list is not sufficient or just poorly communicated. Second, the recommendation component of the assessment user interface does not explain why it considers the recommended contributions to be similar. Nonetheless, the similarity list leads to high-quality assessment results. It helps in finding actual similar contributions. The assessment outcome is acceptable. We hypothesize that the effect would be greater with even more or longer contributions. One of the biggest issues are the users' fundamental doubts about intelligent analysis methods. This should be addressed in future work. We argue that improved visualizations of the sophisticated methods or their outcomes will increase trust and understanding. Generally, we think that the intelligent methods involved must become more accessible for users that are not computer experts. This should be resolved first. Then the quality of the intelligent analysis methods should be improved further. Overall, the proper bridging of machine learning, information visualization and human-computer interaction remains a very challenging endeavor but also a very promising one that goes beyond the e-participation domain.
