Abstract-This paper presents a novel time-domain perspective of the Currents' Physical Components (CPC) power theory for single-phase systems operating under nonsinusoidal conditions. The proposed CPC decomposition reveals some appealing physical characteristics of the load current components in terms of measurable powers that are distributed over the branches in the load network. Instrumental in the time-domain equivalent of the reactive current is the concept of Iliovici's reactive power, which is a measure of the area of the loop formed by the Lissajous figure when plotting the current against the voltage. For sinusoidal systems, Iliovici's reactive power integral is included in the IEEE Standards on power definitions. Furthermore, the reactive current is decomposed into two new currents that represent the reactive counterparts of the active and scattered current.
I. INTRODUCTION
The usage of alternative sources of power has caused that the problem of energy transfer optimization is increasingly involved with nonsinusoidal signals and nonlinear loads. The power factor (PF) is used as a measure of the effectiveness of the transfer of energy between an electrical source and a load. It is defined as the ratio between the power consumed by a load (real or active power), denoted as P, and the power delivered by a source (apparent power), denoted as S, i.e., PF := P S .
The active power is defined as the average of the instantaneous power and apparent power as the product of the RMS values of the source current and voltage. The standard approach to improve the power factor is to place a passive compensator, such as a capacitor or an inductor, parallel to the load. Conceptually, the design of the compensator typically assumes that the source is ideal, i.e., the internal (Thevenin) impedance is negligible, producing a fixed sinusoidal voltage. If the load is linear and time-invariant (LTI) and the source voltage is sinusoidal, the resulting stationary current is a shifted sinusoid, and the power factor is the cosine of the phase-shift angle between the source voltage and current. Classically, the remaining part of the power is called reactive power, and is denoted as Q. The relationship between the three types of power is given by
Any improvement of the PF is accomplished by the reduction of the absolute value of the reactive power, hence reducing the phase shift between the current and the voltage. 
A. Budeanu's Power Model for Nonsinusoidal Signals
For periodic nonsinusoidal voltages and currents, the problem of decomposing the apparent power into active and reactive components is much more involved. The active power in the nonsinusoidal case is given by
with U k and I k denoting the rms value of the k-th harmonic component of the voltage and the current, respectively, and φ k denoting the angle between the k-th harmonic component of the voltage and the current. Inspired by the form of the active power, Budeanu [1] defined reactive power as
and also observed that for nonsinusoidal voltages and currents the quadratic sum of the active and reactive power is not equal to the apparent power. Given this difference, a concept called distortion power D 2 B := S 2 − P 2 − Q 2 B was introducted.
B. Motivation for a New Theory
Consider the RL circuit depicted in Fig. 1 for C = 0. Given a sinusoidal source voltage of the form u(t) = 10 √ 2 cos (t), the associated current is given by
where |Y ( j)| = 1 5 √ 5 denotes the magnitude of the load admittance Y ( j) = 1/(1 + j2) and φ = − arctan(2) the associated phase shift. In this case, the active power is computed as P = 20 W and the reactive power equals Q = 40 VAr. Hence, the apparent power equals S = 20 √ 5 VA and the power factor equals PF = 0.447. If a shunt capacitor is placed as a compensator, then it is clear that a capacitor of C = 0.4 F is necessary to compensate the effect of the inductance and drive the power factor to unity. If the source is replaced by a 
where φ 1 = − arctan(2) and φ 5 = − arctan(10). Using (3) and (4) and S = ||u||||i||, where · denotes the root-meansquare (rms) value (see (7)), the various power quantities and the power factor for the uncompensated circuit according to Budeanu's power model are presented in Table I . As shown in the third column, although the addition of a shunt capacitor completely compensates the reactive power, the power factor is worse than in the uncompensated case. Hence the compensation of Budeanu's reactive power alone may be useless for power factor improvement as the influence of the distortion power, that only appears in nonsinusoidal periodic signals, makes this compensation far from optimal. Hence, it can be concluded that Budeanu's concept of reactive and distortion power does not exhibit any useful attributes that could be related to the physical power phenomena in the load network. Consequently, these quantities do not provide any useful information for the design of optimal compensating circuits. Although this deficiency is widely documented in the literature, see e.g., [3] , [20] , [6] , [11] , [10] , and acknowledged by the latest IEEE Standard on Power Definitions [15] , Budeanu's power model had a widespread influence for decades.
C. Power Theory Development
Starting from the work of Budeanu [1] , many authors have aimed to improve the concept of reactive power in the most general case; see e.g., [8] , [11] , and the references therein. Most of these contributions aim at decompositions of the load current into physical meaningful orthogonal quantities. The majority of contributions use either pure frequency-domain techniques or a combination of time-domain and frequencydomain (hybrid) techniques. Time-domain techniques thus far either circumvented [10] , [21] , are not widely known [22] , or have failed to properly reveal the various power phenomena [3] , [6] , [9] . One of the most detailed work to date appears to be that of Czarnecki [8] , and is commonly known as the Currents' Physical Components (CPC) method. In essence, for linear time-invariant (LTI) loads, the CPC method decomposes the current into three components associated to three distinctive physical phenomena in the load: permanent energy conversion, change of load conductance with harmonic order, and phase-shift between the voltage and current harmonics.
D. Contribution
The original CPC method uses techniques from both the time-domain and the frequency domain, and can therefore be considered as a hybrid approach. In contrast to the arguments given in, e.g, [8] , [9] , in favour of the necessity of the use of frequency-domain techniques in power theory development, the results in this paper show that in the time-domain the CPC decomposition of [8] naturally follows by the notion of a conductance operator and a susceptance operator. These operators, in turn, provide time-domain expressions for the load conductance and the load susceptance that are the foundation of the original CPC methodology. Of key importance for the physical origin of the reactive current is the concept of Iliovici's reactive power, a concept that was introduced in [16] -even two years before the work of [1] . Interestingly, for sinusoidal systems, Iliovici's reactive power integral appears in the IEEE standards on power definitions [14] , [15] .
The remainder of the paper is organized as follows. Section II reviews the essence of power decomposition, including the ideas of Fryze [12] , and Section III is included for easy of reference to the original hybrid CPC decomposition for LTI loads. The time-domain equivalent of the CPC decomposition based on the notion of the conductance and susceptance operators is presented in Section IV. Section V proposes to further decompose the reactive current into two new currents that represent the reactive counterparts of the active and scattered current. In Section VI, the proposed time-domain CPC decomposition is illustrated on the RL circuit of Fig. 1 . Finally, in Section VII, we conclude the paper with a discussion and some directions for future research.
Notation: Given a square integrable T -periodic signal f (t), we define by
the root-mean-square (rms) value of f (t). Voltages are represented in volts [V] and current are represented in Ampère [A] . However, these units will be omitted in the text.
II. ACTIVE AND NON-ACTIVE POWER
The mathematical mechanism behind the definition of the power factor is the Cauchy-Schwarz inequality. Given any Tperiodic square integrable source voltage u(t) and the associated source current i(t), this inequality takes the form 1
The inequality (8) readily corresponds with (1) by identifying the left-hand side of (8) with the apparent power S and the right-hand side of (8) with the absolute value of the active power |P|. The inequality (8) holds with equality if, and only if, the source current is directly proportional (collinear) to the source voltage, and, consequently, the power factor PF equals one. If the power factor is not equal to one, the residual of (8) is given by (see [18] for a derivation)
The square-root of the right-hand double integral is commonly referred to as the non-active (or useless) power and coincides with the reactive power defined by Fryze [12] . This is easily seen by decomposing the source current into two orthogonal components
where the active current i a (t) is the current resulting from an orthogonal projection in the direction of the source voltage
and is thus directly proportional to the source voltage, whereas the non-active (or useless) current i F (t) is orthogonal to the source voltage. As a result, we have
and thus that
As any directly proportional components in (9) vanish, the non-active power reduces to
or, equivalently, Q F = ||u(t)||||i F (t)||. Hence, the active, nonactive, and apparent power are related via S 2 = P 2 + Q 2 F . In sinusoidal systems, Q F is directly related to the compensating equipment ratings which can improve the power factor to unity. However, as is pointed out in [5] , it does not provide any (direct) useful information for compensator design in the non-sinusoidal case. For that reason, a further decomposition of the source current was proposed by decomposing i F (t) into two orthogonal quantities. This decomposition, known as the Currents' Physical Components (CPC), is briefly outlined in the next subsection.
III. CURRENTS' PHYSICAL COMPONENTS (CPC)
The development of the CPC-based power theory dates back to 1984 [2] , with explanations of power properties in singlephase circuits driven by a non-sinusoidal voltage source of the form
where N is the set of harmonics present in the signal and ω = 2π/T is the fundamental frequency. The basic assumption is that the load is linear time-invariant (LTI), which can be characterized by a frequency-dependent admittance of the form
Thus, for each harmonic n ∈ N, the associated admittance can be written as Y n (nω) = G n (nω) + jB n (nω). Consequently, the load current can be expressed as
The main idea then is to decompose the latter into three orthogonal components as
The first component is the same as the active current defined by (10) , and can therefore be written as
where G e denotes the equivalent conductance
The remaining components can be found by extracting the active current from the load current, i.e.,
and decomposing the latter into
referred to as the scattered and reactive current, respectively. Although these current components are not considered as physical quantities in themselves, they are associated to three distinctive physically measurable phenomena in the load: 1) Permanent energy conversion-active current i a (t); 2) Change of load conductance G n with harmonic orderscattered current i s (t); 3) Phase-shift between the voltage and current harmonicsreactive current i r (t).
For more details and a proof of orthogonality, the interested reader is referred to [8] .
A. Active, Scattered, and Reactive Power
Since the currents in the CPC decomposition (14) are mutually orthogonal, we have
This means that (11) can be split into a scattered and a reactive power component as
or, equivalently,
r , where we set P a := P.
B. RL Circuit Revisited
Consider again the RL circuit of Fig. 1 . The associated load conductance and susceptance are given by
respectively. If u(t) = 10 √ 2 cos (t) + 5 √ 2 cos (5t), then ω = 1 rad/sec, N = {1, 5}, and the CPC decomposition (15)- (18) provides the currents
whereas the active, scattered, reactive, and apparent power and the power factor for the uncompensated circuit are presented in Table II . As shown in the third column, the addition of a shunt capacitor decreases the reactive power and slightly increases the power factor. The reason why the power factor is still less than one has two reasons:
• The reactive current i r (t), and hence the associated reactive power Q r , cannot be completely compensated by a capacitor (or inductor) alone. The design of a more complex compensator is necessary; • Even if the reactive current would be completely compensated, the power factor will still be less than one due to the presence of the scattered current i s (t), and hence the scattered power D s , which cannot be compensated with a lossless shunt compensator. 2 Although the CPC method, as outlined in Subsection III, presents the voltage and the CPC currents in the time-domain, their expressions are obtained using frequency-domain techniques. Indeed, the definition of the source voltage, as is used in the CPC decomposition [8] , is, due to its periodicity assumption, given in terms of a Fourier series
where N ′ = {0, N} is the set of harmonics present including the DC term, i.e., u 0 (t) = U 0 . Although this is a pure timedomain signal, its components are often, for ease of reference, called the harmonics, but we might as well refer to these components as the voltage contents. However, the active and scattered components of the current can be deduced from the real part of the complex admittance, whereas the reactive current component follows from the imaginary part. For that reason, we refer to this approach as the hybrid CPC method. The key question to be answered in the present section is how to establish (19) in the time domain and how to infer the physical origins from such decomposition.
A. Time-Domain Origins of Reactive Current
We notice that the definition of the reactive current (18) only holds for a stationary periodic situation (i.e., no transients). Inspired by the notion of the admittance operator used in [10] , we can therefore replace (18) 
which, in turn, suggests that B n can be expressed as
where ωT = 2π. By orthogonality of i n r (t) with respect to i a (t), i s (t) and all the remaining k components of i r (t) with respect to d dt u n (t), for all k = n, (see e.g., [8] for a proof), there holds that
Hence, the reactive current (18) can be written as
The latter time-domain representation of the reactive current has an appealing physical interpretation. First of all, the form of the integral in the numerator, which can be alternatively expressed as
is equivalent to the time-parametrized version of Iliovici's reactive power integral [16] and reflects the power associated to the inductors and capacitors that is generated by the nth component of the source voltage (see Subsection IV-C for a further discussion). Thus, for LTI loads, the reactive current is build up by the powers in the energy accumulating elements of the load network. Of course, as each of these powers is generated by the pair {u n (t), i n r (t)}, we may also conclude, in a frequency-domain parlance, that these powers, and, consequently, the load susceptance (operator), generally change with harmonic order. Note that, starting from (23), we can arrive back at (18) using Fourier transform and Parseval's identity [19] .
B. Time-Domain Origins of Active and Scattered Current
Concerning the active current used in the CPC decomposition, the time-domain approach has no new insights to provide as this current is already defined in the time-domain by
The scattered current (17) can also be represented fully in the time-domain via the notion of the conductance operator G n = G n − G e . In a similar fashion as the reactive current, we arrive at a time-domain representation of G n of the form
respectively. Hence, the scattered current takes the form
As the integral in the numerator of (27) vanishes when it is taken over the inductive and capacitive branch voltages and currents, the components of the scattered current are seen to be proportional to the powers 'scattered' over all the resistive branches in the load network that are generated by each of the components of the source voltage. Again, from a frequencydomain perspective, these powers, and, consequently, the load conductance (operator), generally change with harmonic order.
C. Iliovici's Reactive Power Integral
As briefly highlighted in Subsection IV-A, a key role played in the time-domain equivalent of the CPC reactive current (23) is the concept of a reactive power integral that-to the best of our knowledge-was first proposed by Iliovici [16] , two years before Budeanu published his power theory. Originally, this reactive power integral was given in the form
and presented for sinusoidal systems. Although it was said not to posses any physical meaning, the contour integral (28) can be considered as a measure of the area of the loop formed by a so-called Lissajous figure, i.e., the contour L, when plotting the current against the voltage-thus it presents a quantity that can be physically measured using e.g., an oscilloscope. 3 As is well-known in sinusoidal circuits, the loop area formed by plotting the current against the voltage is directly associated to the amount of phase shift produced in the load [15] . Indeed, if we consider an inductor, say with inductance L = 1 [H] , that is connected to a sinusoidal voltage source, say u(t) = sin(t), then the associated current is obtained by
which is clearly shifted 90 degrees with respect to the voltage. It is generally known that the active power associated to the inductor is obtained by multiplying both sides of (29) by u(t) and averaging over [0, T ], i.e.,
Looking at the Lissajous of i(t) versus u(t)
shown on the left in Fig. 2 , we observe that P L vanishes due to the fact that P L represents the sum of the positive powers associated to the first and the third quadrant and the negative powers associated to the second and fourth quadrant. However, a measure of the total area of the Lissajous plot is given by (28). For the inductor this measure will be non-zero since the orientation is consistently anti-clockwise. Indeed, as (28) can also be represented by its time-parameterized equivalents
we compute
Note that the sign of Q I can be used to characterize the nature of the load. It is well-known that in an inductor the current lags the voltage, which results in Q I > 0 due to the anti-clockwise orientation of the Lissajous figure. Note that all of the above dually applies to a capacitor starting from
Indeed, applying the same voltage to a capacitor C = 1 [F], the current equals i(t) = cos(t), and hence
Now, Q I < 0, which implies that the voltage lags the current due to a clock-wise orientation of the Lissajous plot shown on the right of Fig. 2 . The same conclusions apply to nonlinear time-invariant inductors and capacitors. On the other hand, if we replace the inductor or the capacitor by a linear timeinvariant resistor, then u(t) = Ri(t) or i(t) = Gu(t), and it is easy to shown that Q I = 0 as there is no closed contour present in the associated Lissajous plot. The same conclusion applies to all nonlinear time-invariant resistors [23] . However, linear or nonlinear time-variant resistors may generate orientationallyconsistent closed contours in the current-voltage plane, hence cause a phase shift between voltage and current, and, as a result, give rise to reactive power. Thus, the common belief that reactive power is only due to energy accumulation only holds for LTI loads. An example of a load exhibiting reactive power without energy storage is given in [7] .
D. Equivalent Susceptance
Interestingly, Iliovici's reactive power integral (28) can be considered as the reactive equivalent of the active power. This is apparent for sinusoidal systems as (28) is precisely equal to the classical definition of reactive power [15] . For nonsinusoidal systems, however, the integral in the form (28) presents an average taken over all the voltage components (harmonics). This suggests to extend the original CPC decomposition with the notion of an equivalent load susceptance
Note that the concept of an equivalent susceptance is in some sense dual to the concept of equivalent conductance (16) as originally defined by Fryze [12] . The equivalent conductance represents a measure of the average conductance characteristic that is responsible for the amount of active power dissipated (P > 0) or delivered (P < 0) by the load. Hence, if G e > 0, the load is dominantly passive, and if G e < 0, the load is dominantly active, respectively. The equivalent susceptance, on the other hand, represents a measure of the average susceptance and can be used to characterise the load behavior, i.e.,
• B e = − ωQ I u(t) 2 < 0 (dominantly inductive);
• B e = − ωQ I u(t) 2 > 0 (dominantly capacitive),
dt . Compensation based on placing a shunt capacitor (or inductor) that eliminates B e by setting C = |B e |/ω (or L = ω/|B e |) reduces the average reactive power (28) to zero. Interestingly, this approach is equivalent with the compensation technique known as energy-equalization [10] . However, as illustrated in Section VI, in nonsinusoidal situations this approach generally does not fully reduce the reactive power Q r .
E. Equivalent Load Admittance
The introduction of the equivalent susceptance B e , together with the equivalent conductance G e , naturally suggests the notion of an equivalent load admittance Y e ( jω) = G e (ω) + jB e (ω).
The equivalent load admittance represents the average load behaviour and constitutes four different types of load characteristics: passive-capacitive, passive-inductive, active-capacitive, or active-inductive.
V. PROPOSED CPC DECOMPOSITION
The CPC time-domain equivalents of the active, scattered, and reactive currents given by (25), (27), and (23), can be compactly written as
respectively, whereu(t) =
du(t)
dt , and noting that
As the latter integrals vanish when taken over the inductive and capacitive branch voltages and currents, the active and scattered power are only related to the power circulating along the resistive (conductive) branches. The total current associated to the resistive (conductive) power is determined for each voltage component by G n and is thus given by the sum of the active and scattered current [13] , i.e.,
This current is already implicitly present in the original CPC decomposition and it can be considered as the counterpart of the reactive power. A schematic overview of the original CPC decomposition is given in Fig. 3 (left) .
Based on the notion of the equivalent susceptance (31), the reactive current (34) can be further decomposed into a current
which we propose to refer to as the Iliovici current. In a similar fashion as the definition of the scattered current, the extraction of the Iliovici current (36) from the reactive current (34) yields
Since the integral in the numerator of (37) vanishes when taken over the resistive branch voltages and currents, the components of (37) are seen to be proportional to the powers 'scattered' over all the inductive and capacitive branches in the load network that are generated by each of the components of the source voltage. Consequently, we propose to refer to (37) as the scattered reactive current. By orthogonality, the holds that
The associated normed Iliovici power is defined as
Note that we intendently used a lower cast subscript 'i' instead of 'I' as in (28), because (28) represents the averaged reactive power, which is, in general, different from (38). The associated scattered reactive power equals
Overall, we have
In order to fully 'symmetrize' the CPC decomposition, we propose to refer to the original scattered current (33), as the scattered active current i sa (t), i.e., i sa (t) ≡ i s (t). The complete overview of the proposed CPC decomposition is depicted in Fig. 3 (right) . From a mathematical perspective, the currents (32)-(37) are nothing else than orthogonal projections (GramSchmidt orthogonalization in a function space) with respect to the source voltage components and their time-derivatives.
VI. RL CIRCUIT REVISITED (CLOSURE)
1) Sinusoidal Case: Let us return to the series RL circuit of Fig. 1 . For a sinusoidal source voltage, it is easily checked that the computation of (32) and (34) provide the same active and reactive current as obtain in Subsection I-B, respectively. Of course, in the sinusodal case, the scattered active current (33) equals zero. As the equivalent conductance G e = 0.4, the load is dominantly passive. This is not surprising as we are dealing with a non-negative load resistor and there are no other sources present than the supply voltage. Furthermore, (31) provides an equivalent susceptance B e = −0.4, which suggests that the load is dominantly inductive. This is also not surprising since the load consists only of a resistor-inductor combination, and for that reason a natural choice to improve the power factor is to place a shunt capacitor with capacitance C = |B e |/ω = 0.4 [F] , which coincides with the value obtained in Subsection III-B.
The reactive power Q equals the reactive power generated by the load inductor, i.e., Q = Q L , which, in turn, equals the average reactive power Q L = Q I . In this case, it is sufficient to compensate the average reactive power since the average reactive power generated by the shunt capacitor equals Q C = −Q I . The reason why, in the sinusoidal case, it is sufficient to compensate the average reactive power is due to the fact that the Lissajous plots associated to the reactive power generated by the load inductor bears the same shape as the Lissajous plot associated to the shunt capacitor; see the Lissajous plots depicted in Fig. 4 .
2) Nonsinusoidal Case: Concerning the nonsinusoidal situation discussed in Subsection III-B, it is easily checked that the computation of (32), (33), and (34) provide the same active, sctattered, and reactive current, respectively, as obtain in (20) . Now, G e = 0.162 and B e = −0.072, which again suggest that the load is dominantly passive and inductive. For that reason, the power factor is improved by placing a shunt capacitor with capacitance C = |B e |/ω = 0. . As is already observed in Subsection III-B, the reactive power seen from the generator is reduced but still not vanished. This is due to the fact that, although the shunt capacitor fully compensates the average reactive power generated by the load inductor, the shapes of the corresponding Lissajous figures depicted in Fig. 6 do not match. Although the average reactive power seen by the generator is zero as the Table II ). The reactive power Q r can be completely compensated by the addition of a series LC network as shown in Fig. 5 . The values of L x and C x are computed from the set of differential equations Table III . Note that the Lissajous plot generated by the series LC network has the same shape as the 'scattered reactive' plot at the bottom-right of Fig. 6 , but with opposite (clockwise) orientation. The resulting load seen from the generator is characterised by the 'active + scattered active' Lissajous plot on the bottom-left of Fig. 6 . Of course, in a practical situation, where the load is generally changing with time, the LC filter is replaced by an active filter. Such active filter can also be used to eliminate the scattered active current as to fully optimize the power factor.
VII. CONCLUDING REMARKS AND OUTLOOK
This paper presents a novel perspective of the CPC decomposition [8] in the time-domain, and proposes to decompose the reactive current into two additional components: an average reactive current and a scattered reactive current. Furthermore, for the sake of symmetry, the original CPC scattered current is proposed to be referred to as active scattered current. The timedomain CPC decomposition naturally follows from the notion of a conductance and susceptance operator. Of key importance is the concept of Iliovici's reactive power integral, which is a measure of the area of the loop formed by the Lissajous plot of the current against the voltage. For sinusoidal systems, this loop area is directly associated to the amount of phase-shift produced by the load [15] . For sinusoidal systems, Iliovici's integral is equivalent with the reactive power. However, for nonsinusoidal systems Iliovici's integral represents the average of the reactive powers associated to each harmonic present in the source voltage. In contrast to our previous work [18] , which considers a time-domain CPC decomposition that is based on an even-odd decomposition of the load's impulse response, the results presented herein show that the origin of i g (t) (active + scattered active current) and i r (t) (Iliovici + scattered reactive current) can be related to distinctive powers distributed in the load that can be observed from measurements:
• The current i g (t) represents the equivalent portion of the currents that are proportional to the ratio of the powers that are circulating among the resistive branches of the load and the associated rms values of the voltage. These quantities can be measured as illustrated in Fig. 7 (left) . Note that the measured P n provides the value of the integrals appearing in (35), i.e., 1 T T 0 u n (t)i n (t)dt = P n .
• The current i r (t) represents the equivalent portion of the currents that are proportional to the powers that are circulating among the inductive and capacitive branches of the load and the associated rms values of the time-derivative of the voltage. These quantities can be measured as illustrated in Fig. 7 (right) . Note that the measured Q n provides the value of the Iliovici reactive power integrals appearing in (34), i.e.,
− 1 2π
T 0u n (t)i n (t)dt = Q n .
Based on the earlier work of the first author in [17] , it can be shown that the power integrals appearing in the numerators of (22) and (26) the individual elements (resistors, inductors, and capacitors) in the load. Thus, these powers satisfy Tellegen's theorem. This naturally leads to the suggestion that the CPC decomposition may be converted into a conservative power theory, which is not surprising as the exposition of Sections IV-V appears to be closely related to the Conservative Power Theory (CPT) developed by Tenti et al. [22] . Concerning power factor optimization using lossless shunt compensators, the main conclusion drawn from the proposed CPC decomposition can be summarized as follows:
The reactive power of the load can be fully compensated by adding a shunt compensator that generates the same Lissajous plot, but with opposite orientation.
For nonsinusoidal systems, this means that compensation using a single lossless shunt element, like a (bank of) capacitor(s), or an inductor, only compensates the average reactive power. More complicated shunt architectures are necessary to fully compensate the (scattered) reactive power.
The extension to nonlinear and time-varying loads is currently studied. The results, as well as the extension of the time-domain CPC decomposition to poly-phase systems, will be reported elsewhere.
