Abstract
compared with in situ SST collected from two autonomous buoys located ∼7 km and ∼33 km from the coastline, and showed good agreement, with discrepancies consistent with the spatial separation of the sites. The in situ SST measurements collected by the surfers around the coastline, and those collected offshore by the two autonomous buoys, were used to evaluate the performance of operational Advanced Very High Resolution Radiometer (AVHRR) EO SST data. Results indicate: (i) a significant reduction in the performance of AVHRR at retrieving SST at the coastline, with root mean square errors in the range of 1.0 to 2.0
• C depending on the temporal difference between match-ups, significantly higher than those at the two offshore stations (0.4 to 0.6 • C); (ii) a systematic negative bias in the AVHRR retrievals of approximately 1 • C at the coastline, not observed at the two offshore stations; and (iii) an increase in root mean square error at the coastline when the temporal difference between match-ups exceeded three hours.
Harnessing new solutions to improve in situ sampling coverage at the coastline, such as tagging surfers with sensors, can improve our understanding of the performance of EO SST data in coastal regions, helping inform users interested in EO SST products for coastal applications. Yet, validating EO SST products using in situ SST data at the coastline is challenged by difficulties reconciling the
Introduction
Sea surface temperature (SST) is considered by the Global Climate Observ-
18
ing System as an essential climate variable (GCOS, 2011; Bojinski et al., 2014) .
It is a vital property of the aquatic system, controlling its physical (Moore et al., 20 1999; Nonaka and Xie, 2003) , biological (Eppley, 1972; Pepin, 1991; Keller 21 et al., 1999; Lazareth et al., 2003; Doney, 2006; Tittensor et al., 2010; Couce et al., 2012) and chemical (Lee et al., 2006; Kitidis et al., In press) environment.
23
SST impacts the transfer of compounds between the ocean and atmosphere (Land 24 et al., 2013; Takahashi et al., 2002) , the distributions and foraging of many ma-25 rine vertebrates (Frederiksen et al., 2007; Scales et al., 2014; Miller et al., 2015) 26 and the regional and global climate (Sutton and Allen, 1997; Saji et al., 1999;  27 Lea et al., 2000; Bader and Latif, 2003; Yu and Weller, 2007; Raitsos et al., 28 2011). It is also a variable that can be retrieved routinely, and operationally,
29
with high spatial coverage and good temporal resolution using Earth Observa-30 tion (EO), through measurements of radiation in the infrared (Llewellyn-Jones 31 et al., 1984) and microwave (Wentz et al., 2000) portion of the electromagnetic 32 spectrum from radiometers mounted on satellite platforms.
33
To evaluate the use of EO SST products for various operational applications,
34
it is imperative to know the accuracy and precision of the data. This typically A1 for an example of deployment at the same location for two different sensors). building on that developed in Brewin et al. (2015a,b) . Briefly, the assumption 157 is made that the midpoint of the temperature data for each surf session occurred 158 while the sensor was in the water. This assumption was checked manually for 159 each surf session and found to hold when visually checked with available GPS 160 data. The data were then divided into two equal halves around the mid-point.
161
For the first half of the data, every data point was removed sequentially in time GPS data (see Brewin et al., 2015b) . Appendix B illustrates an example of the processing method applied to a surf session at Tolcarne Beach in Newquay, UK (see Fig. A2 ).
The only difference with this method, to that described in Brewin et al.
176
(2015b), is that a percentile was used rather than determining the start and end 177 points according to when the standard deviation was less than 10 % of the largest 178 standard deviation. We found that using a percentile was slightly more robust here and that used by Brewin et al. (2015b) to determine SST was very small 187 (r 2 = 1.00, Ψ = 0.07, ∆ = 0.07, δ = −0.02, S = 1.00 and I = −0.01). before and after each surf. As discussed in Brewin et al. (2015b) , the method 193 assumes that the mid-point of the collected data occurred in the sea and that 194 duration of data collection in the sea is longer than duration out of the water.
195
We caution against the use of the method in cases where these assumptions are
196
breached. The method is also designed specifically to determine the median SST of the session. The time of data collection (GMT) was taken as the mid-point (median) of all 10 Hz samples selected to compute SST.
199
In total, 297 surfing sessions took place during the study period, around the 200 coastline of the United Kingdom (UK) and Ireland (Fig. 1a) , most of which
201
were in the south-west UK (Fig. 1b and c) . mal radiation. It is these bands that are principally used to derive SST.
241
The NEODAAS operational processing system is illustrated in Fig. 3 longitude data for each pixel in the scene, and the time (GMT) of the overpass.
274
In addition to using the individual satellite passes directly for comparison with
275
in situ data, we also used daily median composite products, produced using all 276 the Level 3 passes available during a single day, for a given pixel. We first analysed differences in the in situ SST over the duration of the study 280 period at three locations near the city of Plymouth in the UK; at Station E1;
281
at Station L4; and at the coastline, using temperature measurements collected 282 from two nearby beaches in Plymouth (Wembury Beach and Bovisand Beach).
283
This was conducted qualitatively, by overlaying the SST time-series of the three 284 datasets onto the same graph which was then inspected visually, and quantita-285 tively, by matching (with a time difference of ≤1hr) co-incident SST measure-286 ments and through the application of statistical tests.
Comparison of daily median AVHRR products
Next we compared daily median AVHRR SST products, at the same three water, AVHRR data were discarded when the standard deviation of the group of 300 pixels was greater than 1
• C and where percentage of pixels with SST data was 301 less than 50%.
302
As with the comparison of the three in situ datasets, we compared the daily 303 median AVHRR SST with the in situ data at each location qualitatively, by over-304 laying the satellite and in situ SST time-series at each location onto the same 305 graph which was then inspected visually, and quantitatively, by comparing daily 306 match-ups using statistical tests outlined in section 2.1. SST data was less than 33% (3 pixels needed to compute the standard deviation),
323
which was lower than the daily median data (<50%), as typically, roughly half of 324 the pixels were located on land when extracting the 9 pixels at the coastline (see data collected at Station E1 at 04:04 GMT (Fig. 4b) and by a surfer at Bovisand 331 beach at 05:58 GMT (Fig. 4c ).
Results

In situ comparison
334
Seasonal variations in the three in situ time-series are in good agreement 335 visually (Fig. 5b, d when comparing the two oceanographic buoys (Fig. 5g ). Yet, despite these simi- the influence of the terrestrial environment on nearshore SST during this period.
354
The land cools more rapidly in the autumn and early winter, owing to a lower can be confident using the surfer SST data for coastal applications. (S ) close to one and intercepts (I) close to zero ( Fig. 6e and g ).
384
At the coastline, however, the agreement between the AVHRR SST data and 385 in situ data is not as good ( Fig. 6b and c) . The satellite observations do not track 386 the in situ data as tightly over the course of the seasons (Fig. 6b) as they do at L4 387 and E1, and statistical tests between daily match-ups (Fig. 6c) are not so good <5 h. In general, the statistical performance of the AVHRR data at L4 (Fig. 7d,   398 e, and f) and E1 (Fig. 7g , h, and i) are consistent with that in the comparison of ( Fig. 7) , with Ψ two to three times higher at the coastline than offshore (L4
409
and E1), a systematic negative bias in AVHRR at the coastline (δ = −0.39 to 410 −1.07 • C), slopes less than one and generally high intercepts (Fig. 7a-c) . At L4 411 and E1, there is an increase in Ψ from <1 h to <5 h. The same is shown at the 412 coastline between <3 h and <5 h ( Fig. 7b and c) . with discrepancies consistent with the spatial separation of sampling locations.
438
It has been estimated that in the region of 40 million measurements of SST per 439 year could be acquired in the UK coastal zone by tagging surfers with tempera-440 ture sensors (Brewin et al., 2015b 
Satellite remote sensing of SST
467
The combined spatial and temporal coverage of satellite remote sensing ob- respectively, within an hour absolute time difference (Fig. 7) . When using the To compare the estimates of SST from two sources the following univariate 578 statistical tests were used.
579
A.1. Coefficient of determination (r 2 )
580
The coefficient of determination (r 2 ) was taken to be the square of the Pearson 581 correlation coefficient (or squared Pearson's product moment correlation) and was calculated according to
where, X is the variable (e.g. SST) and N is the number of samples. The super- The absolute Root Mean Square Error (Ψ) was calculated according to
The Root Mean Square Error (Ψ) can be partitioned into the bias (δ), which 593 represent the systematic difference between variables (accuracy), and the centre-594 pattern (or unbiased) Root Mean Square Error (∆), which represents the random 595 difference between two variables (precision), such that Ψ = √ (∆ 2 + δ 2 ). Com-596 puation of δ and ∆ are described next.
A.3. The bias (δ)
598
The absolute bias between the estimated and measured variable was ex-599 pressed according to
A.4. The centre-pattern Root Mean Square Error (∆)
601
The absolute centre-pattern (or unbiased) Root Mean Square Error (∆) was 602 calculated according to
It describes the error of the estimated values with respect to the measured ones,
604
regardless of the average bias between the two distributions. reduced when correcting each sensor to the same common reference using the 619 piecewise, bias-correction model (Fig. 2h ).
620
We also provide supporting information illustrating the method used to pro-621 cess the data collected by surfers and derive SST (see Fig. A2 ). A superposition 622 of all temperature data acquired by the surfer during the study period, normalised 623 such that the start and end of the surf is at the same point on the x-axis for each 624 session, is provided in Fig. A3 . The plot highlights the stability of the tempera-
625
ture of the sensor in the sea compared with that before and after each surf. April 2015 at 05:58 GMT, that were used to check homogeneity of the match-up region, with the pixel with data located closest (<1 km) to the surf session (pink border) used for comparison with the in situ data (circle and colour-coded to the same scale as the image). Note that in this case, the closest pixel was actually dominated by land (i.e. the in situ measurement was at the edge of a land pixel) such that the next closest pixel with SST data within a 1 km radius was selected. : Scatter plots of Level 3 AVHRR satellite passes and in situ sea surface temperature (SST) data for an absolute time difference (T) of <1 h, <3 h and <5 h, at the coastline (a-c), at L4 (d-f) and at E1 (g-i). r 2 is the coefficient of determination, Ψ the root mean square error, δ the bias, ∆ the centre-pattern (or unbiased) root mean square error, S the slope and I the intercept of a linear regression, and N the number of samples. ) shows the comparison after application of the bias-correction model (piecewise regression model) such that each sensor was corrected to the same common reference. The systematic differences (δ) between the two sensors readings were reduced when correcting each sensor to the same common reference. Figure A2 : Illustration of the method used to process the data collected by a surfer and derive SST at Tolcarne Beach, Newquay, UK on the 18 th February 2014. (a) Shows the raw temperature data collected by the surfer as a function of time, showing when the sensor was switched on (high temp), when the surfer was in the ocean (temperature stabalised around 9
• C) and the rise in temperature as the surfer exited the water and uploaded the data. The midpoint of the surf is also shown. (b) Shows how the data were divided into two equal halves around the mid-point. For the first half of the data, every data point was removed sequentially in time and the standard deviation was calculated incrementally (light blue line), with the last data point representing the standard deviation of the midpoint (zero). For the second half of the data, this procedure was repeated but in reverse (light green line). The standard deviations for the two halves of the data were then recombined, and the bottom third percentile of the standard deviations were derived (purple dashed line). (c) The point at which the surfer began measuring SST (entered the water) was taken as the point when the standard deviation first fell below the bottom third percentile, and the point at which the surfer stopped measuring SST (exited the water) was taken as the last point of the session when the standard deviation was below the bottom third percentile. This data is shown in blue and is used to compute SST by taking the median of this data. Note that the median is resistant to outliers and thus fairly resilient to variations in the derived start and finish points. Figure A3 : A superposition of all temperature data acquired by the surfer during the study period, normalised such that the start (0) and end (1) of the surfs are at the same point on the x-axis for each session. Data in dark grey were excluded and light grey included. The data in light grey were used to compute SST by taking the median of this data.
