Abstract. This paper provides a Hoare-style logic for quantum computation. While the usual Hoare logic helps us to verify classical deterministic programs, our logic supports quantum probabilistic programs. Our target programming language is QPL defined by Selinger, and our logic is an extension of the probabilistic Hoare-style logic defined by den Hartog. In this paper, we demonstrate how the quantum Hoare-style logic proves properties of well-known algorithms.
Introduction
The Hoare logic is a formal system for verification of programs. The logic was introduced by Hoare in [1] , and has been studied technically and practically by many researchers (e.g., [2] , [3] ). The aim of this work is to provide a kind of Hoare logic which is useful for verification of quantum programs.
Quantum computation is a developing topic in the field of computer science. Traditionally, studies of quantum computation are based on quantum gates and circuits, which are important for realize a quantum computer. Quantum Turing machines are purely abstract setting of quantum computation, and suitable for studies on computational complexity. Since our aim is to verify algorithms and protocols, we focus on neither circuits nor Turing machines but quantum programming languages. Our target language is QPL defined by Selinger in [4] . QPL has clear denotational semantics and its syntax is similar to that of the original Hoare logic. Our formulation of a Hoare-style logic is based on Selinger's denotational semantics.
Probabilistic behavior is one of the features of quantum computation. The usual Hoare logic derives an assertion that a post-condition holds after the termination of a program if a pre-condition holds before the execution. In probabilistic computation, however, it is not deterministic whether a condition is true or false. A probabilistic extension of the Hoare logic defined by den Hartog in [5] can derive a probabilistic assertion of a probabilistic program. We extend this probabilistic Hoare logic to quantum computation: probabilistic states are replaced with quantum mixed states, and formulae are extended with unitary transformations. Our quantum Hoare logic (may be called QHL in this paper) naturally covers den Hartog's logic because QPL has also classical bits. We do not describe a state of a quantum bit directly in our logic, but can describe probability after measurement. Such representation makes the syntax simple.
In this paper, we show some practical examples how our quantum Hoare logic verifies properties of algorithms, quantum teleportation [6], Shor's prime factorization [7] , a solution of the Deutsch problem [8] , and quantum coin tossing [9] .
Related Works
There are other extensions of the Hoare logic for quantum computation.
A dynamic logic with quantum computation, LQP, is provided by Baltag and Smets in [10] . LQP is an extension of the propositional dynamic logic, which is an extension of the propositional Hoare logic. LQP is more sophisticated from the viewpoint of program verification than extensions of the quantum logic like [11] . Because LQP is a propositional logic, it cannot describe a probabilistic predicate. It is an advantage that the base of our Hoare logic is a first-order predicate logic.
Another quantum Hoare logic is given by Chadha et al. in [12] . Also their logic is based on a probabilistic Hoare logic. While the expressive power of their formulae is strong, the derivation system as a Hoare logic is weak. Our logic supports wider probabilistic Hoare-style derivations, including the while loop. Formulation of rules for while loop programs is also a contribution of our work. Distinction of pure quantum states from mixed states makes the syntax and semantics of Chadha et al.'s logic complicated. Since our semantics based on Selinger's, we can deal with mixed states and classical states uniformly. D'Hondt and Panangaden studies weakest preconditions on quantum programs in [13] . Their formulation gives another representation of probabilistic conditions. A Hoare-style logic [14] based on [13] is being developed by Ying.
Mathematical Preliminaries and Notations
We use some mathematical conventional notations in this paper.
The set of complex numbers is denoted by C, the set of real numbers is denoted by R, the set of integers is denoted by Z, and the set of natural numbers including 0 is denoted by N.
A finite dimensional vector on C is denoted by a column. The unit vectors 1 0 and 0 1 in C 2 are denoted by e 0 and e 1 , respectively. The unit matrix
n is denoted by I n , and the zero matrix is by O n . The suffix n of I n or O n may be omitted. For a matrix A, A † denotes the adjoint of A. Some special matrices in C 2×2 are denoted as follows:
n is defined as H 0 = 1 and H n+1 = H ⊗ H n . A matrix in C We show some equations useful in this paper.
We represent a pure state of a quantum bit as a unit vector in C 2 . In that case, the first basis vector is identified with the integer 0, and the second basis vector with 1.
In order to distinguish program codes from usual mathematical expressions, we use typewriter font for program codes.
Quantum Programming Language
In this section, we introduce a quantum programming language, which is a restriction of Selinger's QPL [4] . Though our language does not support recursion, it has still a loop structure. Definition 1. The syntax of the quantum programming language is defined as follows. The syntax bit b and qbit q mean variable declarations intuitively. The syntax discard x closes the scope of the variable x. Each program variable has the type of either classical bits or quantum bits which is declared by bit x or qbit x respectively.
If a program is well-typed with fixed contexts, the typing derivation is unique up to permutations of contexts. In this paper, we may implicitly identify permutable contexts.
The semantic interpretation of a program is a superoperator on density matrices. It is a usual manner in theoretical physics to represent mixed states as density matrices. For a pure quantum state u, that is, a unit vector, uu † is a positive hermitian matrix whose trace is 1. A mixed state of u 1 with the probability p 1 and u 2 with the probability p 2 is represented as p 1 u 1 u Table 1 . Typing rules of QPL
A diagonal element of a density matrix indicates the probability that the corresponding basis vector is observed. Usually the trace of a density matrix is required to be 1, but we use a generalized form of density matrices according to Selinger in order to deal with partial computation.
Definition 2. A matrix A is a density matrix if A is positive hermitian and tr (A) ≤ 1 holds. The set of density matrices in C
2×2 is denoted by Q. The set of diagonal density matrices in C 2×2 is denoted by B.
Since B can be naturally considered a subset of R 2 , B is a domain for bit. For a typing context b 1 : bit, . . . , b m : bit, q 1 : qbit, . . . , q n : qbit, we consider the domain B m ⊗ Q n where ⊗ means the tensor product on R-modules and X n+1 and X 0 respectively mean X n ⊗ X and the unit of ⊗. A program is interpreted as a superoperator on the domains which correspond to its typing contexts. The formal semantics follows Selinger. Table 2 , where
In the above definition, in fact, [ 
Formulae for Quantum Computation
Before defining a Hoare-style logic, we have to define formulae and their semantics. Formulae in QHL includes first-order formulae with special terms whose values are decided probabilistically.
Definition 4. Formulae of the quantum Hoare logic is defined in the following. In the definition of formulae, ρ is not defined formally because it is out of our logic. When an assignment of program variables to 0 or 1 and an assignment of Table 3 . Semantics of formulae in QHL
and
predicate variables to real numbers are fixed, it must be deterministic whether ρ is true or false. Usually, the first-order predicate is enough for describing ρ, and we also use it in this paper. If ρ is valid, we write just pr () for pr (ρ).
The semantics of formulae is given as in the first-order predicate logic on real numbers except the forms tΦ, Φ 1 ⊕ Φ 2 , and Table 3 , where t
Definition 5. For a formula Φ, a typing context Γ which covers pv (Φ), a function v from predicate variables to R, and a density matrix A ∈ [[Γ ]], a statement

Γ , A, v |= Φ is defined in
• is defined by
A term pr (ρ) means the probability that ρ holds after measurement of all bits. For example, (pr (q = 0))
• is 1/2 under Γ = q : qbit and A = H E 0 H. Unlike the logic in [12] , we cannot describe a state of a quantum bit directly. We describe only a property on probability through measurement. Note that (pr ())
• is just the trace of A, that is, the whole probability of the world represented by A.
For a unitary matrix U , − → q U † Φ is true at a quantum state if and only if Φ is true after the unitary transformation represented by U . The formula q E i Φ is true at a quantum state if and only if the state is obtained by the measurement of q from a state at which Φ holds. Such interpretation is helpful for QHL defined in the next section.
Our theory can be considered naturally an extension of den Hartog's probabilistic logic: if we restrict contexts to bit only, our semantics essentially coincides with the probabilistic one.
We use also the following notation in the Hoare-style logic. In the case that X is finite, X |= Ψ is equivalent to X |= Ψ .
Definition 6. For a set of formulae X = { Φ j | j ∈ J }, we write X |= Ψ if the following condition is satisfied: if
The following examples of the |= relation are used in later sections:
(pr () = r) ⊕ (pr () = 1−r) |= pr () = 1.
Quantum Hoare Logic
We give a Hoare-style logic in this section. An assertion, which is sometimes called a Hoare triple, forms
as usual. Intuitively, this assertion means that if Φ holds, Ψ holds after the execution of P . Table 4 and Table 5 .
Definition 7. The quantum Hoare logic is defined in
Our quantum Hoare logic is sound in the following sense. While the original Hoare logic proves only correctness in the case that a program terminates, our logic can derive correctness on termination of a program in the same sense as den Hartog's probabilistic logic. 
We discuss each rule in the rest of this section instead of showing the proof. The logical rules can be justified as in classical Hoare logics. The rule (subst) is redundant in this formulation, but useful for verification under a condition that some assertions are valid.
The rules (times) and (plus) hold because any program is linear in the semantic interpretation.
Though pr () = 1 is required in (bit) and (qbit), we can derive from (times)
for any r ∈ R. Table 5 . Logical derivation rules of QHL
The rule (unitary) is equivalent to the rule
which is more useful in some cases. Our (if) rule is essentially the same as den Hartog's. The rule (measure) is similar to (if) because quantum measurement and classical branching have the same semantics.
Because our logic can verify a probabilistic assertion, the rule (while) is not an invariance condition unlike the original Hoare logic. Instead, we give a sufficient condition for formalizing the while rule as invariance. 
When Φ does not contain ¬ (nor ∨, ∃), the first condition is always satisfied. The second condition holds if Φ implies that b is independent of other program variables. The third condition just says that the program always terminates. Hence, the lemma is useful in many practical cases.
Examples
We show some examples of derivations in the quantum Hoare logic.
First, we introduce syntax sugar for convenience: In this section, we use a short representation
and may omit the program code skip.
Quantum Teleportation
We formalize the quantum teleportation protocol [6] . In the algorithm, a state of a quantum bit is teleported to another quantum bit by sending classical less information. First, we entangles two bits q and qb as an EPR pair. Then, Alice brings q with her and Bob brings qb. If Alice want to send the state of qa to Bob, she measures q and qa on the Bell basis and sends the obtained information to Bob. It is important that the sent message is only two classical bits which have less information than a quantum bit has.
Since QPL does not have syntax for general measurement, we have to rotate the basis before the measurement in order to simulate the measurement on the Bell basis. The verification of the teleportation algorithm in our logic is the following:
else (measure qa then (qb *= N) else skip)
where X is N N −I I . In order to derive the last step, we need the four assertions:
qb U (pr (qb = 0) = 1) } can be derived, where Φ is the pre-condition and r ij is the probability of qa = i and q = j by the measurement. Since r 00 +r 01 +r 10 +r 11 is 1, qb U (pr (qb=0)=1) holds at the last state.
The above formulation claims that qb after the teleportation has the same state as qa before the teleportation has. Consequently, if a formula Φ[qa] without q or qb is true before the teleportation, Φ[qb] is true after the teleportation.
Shor's Prime Factorization
We verify Shor's prime factorization algorithm in this subsection. Shor provides a polynomial time algorithm for prime factorization in [7] . Since a classical algorithm to factorize numbers in polynomial time is not known, Shor's algorithm is considered to be important for comparison of quantum computation with classical computation.
The essential part of the algorithm is to find the order of a given number in a residue class group. We verify in the quantum Hoare logic that this part is indeed to find the order. Let n, m, and x be natural numbers such that n 2 ≤ 2 m < 2n 2 , 1 < x < n. Let = n be the modulo equivalence w.r.t. n and r be the order of x in N/= n , that is, x r = n 1 and x k = n 1 for k < r. The claim is that the program finds r with large probability. is the Fourier transformation. In Exp , q2 is set to the power of x to q1 modulo n. Exp can be defined as unitary operations. Frac , which finds r by a fraction expansion, is purely classical and deterministic. Details of Exp and Frac are found in [7] . In the above formulation, n and x are given out of the program. However, it is easy to introduce program variables for n and x in the program. Since we have the rule (while) and Lemma 1, it is also possible to formulate iteration of finding the order and the whole of Shor's algorithm.
Deutsch Problem
The Deutsch problem [15] is a problem to check whether a function on booleans is a constant function or not. In classical computation, a function has to be called at least twice. However, we can check a function with once evaluation in quantum computation.
The algorithm proposed in [8] by Cleve et al. is quite simple, but we have to verify four different cases. Let U f be a given unitary transformation such that U f |x, y = |x, y xor f (x) . The case of f (0) = f (1) = 1, i.e., U f = I ⊗ N, is
