In this paper, we solve the problem: how the presence or the absence of edges into the directed graph will affect its clustering by cyclic equivalence. Thus, if the addition of these edges leads to the formation of larger clusters, the new edges will play the role of feedbacks, which Mathematics Subject Classification: 60J30, 60J60
Introduction and Preliminaries
Consider a directed graph (digraph) G with the set of vertices U and the set of edges V. On the set of vertices U we spent clustering with respect to cyclic equivalence. The vertices x, y of the graph are called cyclically equivalent if there is a cycle containing these two vertices in the graph G. By clustering we mean a splitting the set of the graph G vertices into classes of cyclic nodes equivalences -clusters. Let's denote G digraph whose vertices are clusters of graph G. The set of clusters we denote U . Say that two clusters are connected by an edge in the graph G, if there are clusters vertices connected in the graph G by an edge. The set of so-defined edges in the graph G we denote V . On the set U of clusters the relation of partial order , is introduced and defined as follows. Clusters X, Y are in relation X Y, if there is a path from cluster X to cluster Y in the graph G. This partial order is characterizes by zero-one matrix a = ||a(X, Y )|| X,Y ∈U , where a(X, Y ) = 1 if and only if X Y.
We further assume that the (input) clusters of the graph G, which do not include edges from the outside and the (output) clusters of the graph G, to which edges do not go outside, have single vertexes. An accelerated clustering algorithm and the computation of a partial order matrix a, based on the sequential addition of regular vertices, is given in [1] .
In [2] an algorithm of a replacement of all clusters by corresponding acyclic subgraphs with preserving all of the input and output vertices is presented. Under the input vertex refers to a cluster vertex, which does not include edge from the outside of the cluster. Under the output vertex refers to a vertex to which edges do not go outside of the cluster. As a result of such replacement, any vertex of the acyclic subgraph is connected in some way to any output vertex and any vertex of the acyclic subgraph includes a path from some input vertex. This preserves all the relationships between the clusters.
Problem statement
However, the problem of replacing the digraph by an acyclic digraph can be considered as a direct problem. In this paper, we solve the inverse problem: how the introduction of new edges into the graph G will affect its clustering. Thus, if the addition of these edges leads to the formation of larger clusters, the new edges will play the role of feedbacks, which stabilize the functioning of the protein network, represented by the digraph G. Therefore becomes a node question, at what minimum number of new edges is it possible the formation of larger clusters in the graph.
A positive solution to this issue with one new edge is as follows. Let the clusters X, Y ∈ U satisfy the condition X Y, then introducing an edge from the cluster Y to the cluster X will lead to the formation of a cluster, the vertices of which will include all the vertices of clusters Z, satisfying the ratio X Z Y.
If the clusters X, Y are not connected by a partial order relation, the introduction of one edge from X to Y (or from Y to X) will not lead to the formation of a larger cluster. However, the introduction of an edge from X to Y and an edge from Y to X will result in a cluster consisting of clusters X, Y vertices.
This approach allows not only to raise the question of building new networks, but also to analyze the known protein networks in terms of the stability of their individual vertices functioning.
Formal solution of the problem
Define the following subsets in the set U :
The cluster and the partial order definitions are followed by the equality
(1)
Connecting two clusters not connected by paths. Assume that we are running the following relationship:
i.e. in the graph G do not exist paths from the cluster of X to the cluster Y and there are no paths from the cluster Y to the cluster X.
We introduce in the graph G an additional edge from some vertex of the cluster X to some vertex of the cluster Y and an additional edge from some vertex of the cluster Y to some vertex of the cluster X. The resulting graph is G * and put U * the set of its clusters and a * matrix of partial order on the set U * .
Theorem 3.1 In the graph G * the new cluster S = X ∪ Y is formed, all other clusters of the G graph are saved.
Proof. From the construction of the graph G * it follows that all vertices of the union S are cyclically equivalent. We prove that no other vertex of the graph G * will not be cyclically equivalent with any vertex (and thus with all other vertices) of the union S of clusters X, Y.
Indeed, let any vertex of the cluster K (and hence all other vertices of this cluster) be cyclically equivalent to the vertices of the union S of clusters X, Y. Then there is a path from the union S to the cluster K and a path from the cluster K to the union S. It follows that are the ratios
By virtue of the equations (1), (3) we have
The contradiction between the equality (2) and the relation (4) leads to the statement that no other vertex of the graph G will not be cyclically equivalent to any vertex of the union S of the clusters X, Y. Theorem 3.1 is proved. It is easy to verify the validity of the following formulas for calculating elements partial order matrices a * = ||a * (K, L)|| K,L∈U * in the graph G * :
The Union of the two clusters associated by unilateral ways. Assume now that the relation (3) is satisfied. From the cluster and the partial order definitions it follows that one of the following relationships is running (both cannot run at the same time, since then the sets of vertices X, Y will be included in one cluster):
Next, we assume that the first of these two relations, i.e. Y X, is executed without limiting the generality. We introduce into the graph G the only additional edge from the cluster X to the cluster Y, forming the graph G * and putting U * the set of its clusters and A * the partial order matrix on the set W * .
Theorem 3.2 During the first (the same the second) of relations (5) in the graph G * forms the cluster R = (Q Y ∩ P X ) ∪ X ∪ Y. All the other clusters in the graph G are preserved.
Proof. From the definition of the cluster as a class of cyclically equivalent vertices, it follows that all vertices of the set R are cyclically equivalent in the graph G * . We prove that no vertex of the cluster T / ∈ R is cyclically equivalent to the vertices of the clusters of the set R in the graph G * . Indeed, let the cluster vertex t ∈ T be cyclically equivalent to the vertices of the set R in the graph G * . Then there is a cluster K ∈ R, from which there is a path to the vertex t. However, from the vertex t the path to the cluster K must pass through the cluster X, which is impossible because t ∈ Q Y , t / ∈ P X . Theorem 3.2 is proved. For the matrix a * of partial order in the graph G * the following formulas are true:
where N are all possible clusters of the graph G, included in R,
Numerical experiment
During the computational experiment, the protein network M AIN ABA was taken, consisting of 67 vertices (proteins) and 133 oriented edges (see Fig.  1 ).
Using the algorithm of [1] , clustering was carried out, which showed that the network has only one cluster (core) containing more than one vertex (17 vertices) (see Fig. 2 ).
In Fig. 2 the input vertices are highlighted in red and the output cluster vertices in yellow. Vertices marked with red and yellow are both input and output in the cluster.
In this cluster there are the most important from the point of view of biochemistry vertices (proteins) SW I3b, BRM. The allocation of the input and output vertices in this cluster showed that the vertices SW I3b, BRM are input. They are closed to the output vertex HSF A6a, forming a cycle SW I3b → B → HSF A6a → SW I3b (see Fig. 3 ).
Thus the most important proteins SW I3b, BRM of network M AIN ABA are input in a single cluster controlled by output vertex HSF A6a through feedback, creating a stable configuration. 
Biochemical interpretation of the results
Abiotic stress caused by extreme temperatures, water availability and salinity is a serious threat that results in major crop yield loss worldwide. Heat stress response (HSR) is a conserved mechanism developed to increase the expression of heat shock proteins (HSPs) via a heat shock factor (HSF)-dependent mechanism. Signaling by the stress phytohormone abscisic acid (ABA) is involved in acquired thermotolerance as well. Relations of the ABA-mediated signaling pathway with other plant defense systems are poorly understood. The subnetwork M AIN ABA was created in an attempt to join HSP and ABA signaling components. There are almost no data about interactions of ABA signaling and the HSP at the protein level. Interactions are known between HSFA3 and SWI3B, HSFA1D and MUTE (Fig. 1) . We propose that the Arabidopsis SWI/SNF chromatin-remodeling ATPase BRAHMA (BRM) and the relating protein SWI3B (CHROMATIN REMODELING COMPLEX SUBUNIT B) might be central factors that join HSP-and ABA-signaling subnetworks. As shown in Figures 2 and 3 , the chromatin-remodeling proteins BRM and SWI3B may be indeed important coordinators of these two signaling systems. Our reconstruction also highlighted the important role of the HSF A6a in this process as well as a role of the TCP3 protein. TCP3 (cycloidea and PCF transcription factor 3) is a well-known factor that was previously characterized as a major mediator of plant responses at the interface of secondary metabolism and plant development [3] . Presently, we should consider this transcription factor as mediator joining stress responses, secondary metabolism and development. In general, these reconstructions will be important for creating a working hypothesis for experimental confirmations.
