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Resumen: En este trabajo se presenta un sistema de clasiﬁcacio´n de textos adapta-
do a las necesidades que plantea la conversio´n de texto en habla multidominio. Este
sistema, que es una evolucio´n de una propuesta anterior basada en la representacio´n
de los textos mediante un grafo de nodos ponderados, ha sido desarrollado para me-
jorar la eﬁciencia de clasiﬁcacio´n de textos cortos, as´ı como para minimizar el coste
computacional de la misma. Para ello, se trabaja sobre el espacio de comparacio´n
deﬁnido por el texto a clasiﬁcar en lugar de utilizar el construido a partir de los do-
cumentos de entrenamiento. Los experimentos de clasiﬁcacio´n desarrollados sobre un
corpus de textos publicitarios muestran la consecucio´n de los objetivos planteados.
Palabras clave: Clasiﬁcacio´n de textos, textos cortos, coste computacional, con-
versio´n de texto en habla
Abstract: This paper introduces a text classiﬁcation system tuned to cope with
the requirements of multi-domain text-to-speech synthesis. This method, based on
a previous system which represents texts by means of a weighted graph, has been
developed to improve the classiﬁcation eﬃciency for small texts and to minimize
its computational cost. To that eﬀect, the comparison space is built from the input
text instead of being built from the training documents. Classiﬁcation experiments
conducted on an advertising text corpus show the achievement of the posed goals.
Keywords: Text classiﬁcation, small texts, computational cost, text-to-speech syn-
thesis
1. Introduccio´n
El propo´sito ﬁnal de la conversio´n de tex-
to en habla (CTH) es la generacio´n de ha-
bla sinte´tica completamente natural a partir
de un texto de entrada cualquiera. Histo´ri-
camente, se han seguido dos estrategias pa-
ra lograr este objetivo (Yi y Glass, 1998):
i) la que prima la ﬂexibilidad de la conver-
sio´n ante la calidad de la s´ıntesis, dando lu-
gar a los sistemas de conversio´n de texto en
habla de propo´sito general (CTH-PG); y ii)
la que antepone la naturalidad de la s´ıntesis
a la generalidad de la CTH, conocida como
conversio´n de texto en habla de dominio res-
tringido (CTH-DR). Siguiendo esta segunda
estrategia, se presento´ la conversio´n de tex-
to en habla multidominio (CTH-MD) (Al´ıas,
Iriondo, y Barnola, 2003; Al´ıas et al., 2003),
que persigue conseguir una calidad sinte´tica
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equivalente a la de los sistemas de CTH-DR,
aumentando su ﬂexibilidad al considerar dis-
tintos dominios (estilos de locucio´n, emocio-










Figura 1: Diagrama de bloques de la arqui-
tectura de un CTH-MD.
En este contexto, es necesario que el siste-
ma de CTH-MD conozca, durante el proceso
de conversio´n de texto en habla, que´ dominio
o dominios son los ma´s adecuados para poder
sintetizar el texto de entrada con la mayor
naturalidad posible. Para ello, el sistema de
CTH-MD incorpora un mo´dulo de clasiﬁca-
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cio´n de textos a la arquitectura cla´sica de los
sistemas de CTH (ver Figura 1).
En este trabajo se presenta una evo-
lucio´n del sistema de clasiﬁcacio´n de tex-
tos (CT) presentado en trabajos anteriores
(Al´ıas, Iriondo, y Barnola, 2003; Al´ıas et al.,
2003), con el objetivo de optimizar dos de los
elementos clave de la CT en el contexto de la
CTH-MD: la eﬁciencia de clasiﬁcacio´n, prin-
cipalmente para textos extremadamente cor-
tos (p.ej. 1 frase por documento), y el coste
computacional del proceso de clasiﬁcacio´n.
2. Clasificacio´n automa´tica de
dominios
La clasiﬁcacio´n de dominios para CTH-MD
se encuentra, de algu´n modo, entre el enfo-
que cla´sico de la clasiﬁcacio´n tema´tica de do-
cumentos y el problema de la clasiﬁcacio´n es-
til´ıstica (no tema´tica) de textos (p.ej. deter-
minacio´n de la autor´ıa o el ge´nero de un tex-
to) (Sebastiani, 2002; Sebastiani, 2005). Por
un lado, la informacio´n tema´tica es impor-
tante para organizar los textos que forman el
corpus, pero por otro lado, ﬁjarse u´nicamente
en esta informacio´n no parece suﬁciente para
determinar la mejor manera de pronunciar-
los (prosodia, pausas, etc.), por lo que resul-
ta interesante que el modelado de los textos
incorpore informacio´n que tome en conside-
racio´n la secuencialidad inherente del habla
(p.ej. coarticulacio´n entre sonidos).
Con este objetivo, los textos se modelan
mediante un grafo de nodos interconectados
(con tantos nodos como palabras aparecen
en el texto), entrelazados mediante conexio-
nes ponderadas (coocurrencias de palabras).
Esta estructura se denomina Red Relacional
Asociativa (RRA) y fue inicialmente utiliza-
da para la representacio´n visual de documen-
tos (Rennison, 1994) (ver (Al´ıas, Iriondo, y
Barnola, 2003) para ma´s detalles). Gracias
a su tipolog´ıa, la RRA no so´lo considera los
te´rminos (junto a los signos de puntuacio´n)
que aparecen en el texto (bolsa de palabras
(Sebastiani, 2002)), sino que contempla todas
sus relaciones, modelando as´ı la continuidad
y la estructura de los textos.
2.1. Parametrizacio´n y modelado
del texto
Como se ha comentado, la parametrizacio´n
del texto debe contemplar tanto la tema´tica
como la secuencialidad del mensaje. As´ı pues
se utilizan, por un lado, para´metros tema´ti-
cos (frecuencia del te´rmino -TF- y frecuen-
cia inversa del te´rmino en los documentos -
IDF- (Sebastiani, 2002)), y por otro, para´me-
tros que denominamos estructurales (frecuen-
cia de coocurrencia de las palabras -COF- y
nu´mero de palabras consecutivas coinciden-
tes entre los textos comparados (Al´ıas et al.,
2003)). Adema´s, en este trabajo se introdu-
ce un nuevo para´metro tema´tico denominado







,∀ tfi > 0 (1)
donde M es el nu´mero de palabras del tex-
to y tfi el nu´mero de veces que el te´rmino i
aparece en ese texto. IWF se puede interpre-
tar como una aproximacio´n de IDF, ya que
pondera cada te´rmino segu´n su peso dentro
de cada documento, en lugar de considerar su
distribucio´n a lo largo de toda la coleccio´n.
Una vez parametrizado el texto, se uti-
liza el modelo de espacio vectorial (MEV)
(Salton, 1989) para representar los textos co-
mo vectores en un espacio multidimensional
comu´n. Las componentes de estos vectores
(pesos) se obtendra´n de la concatenacio´n de
los para´metros tema´ticos (TFIDF o´ IWF) y
estructurales (COF) descritos (para ma´s de-
talles, ver ﬁguras en la seccio´n 4).
2.2. Entrenamiento
El proceso de entrenamiento parte de una co-
leccio´n de documentos dk ∈ D
e agrupados
en un conjunto C de categor´ıas (dominios).
En primer lugar, para disponer de un espacio
comu´n de representacio´n y comparacio´n pa-
ra todos los textos, se genera una RRA glo-
bal (RN ) que contempla todas las palabras
de cada uno de los dominios, as´ı como sus re-
laciones (ver Figura 2(a)). Seguidamente, se
modelan los textos de cada uno de los domi-
nios a partir de esta red global, obteniendo
una RRA Full1 para cada dominio o RRA
F Dn (R
N ) (ver Figura 2(b)). El proceso de
entrenamiento ﬁnaliza cuando cada RRA F
Dn se representa mediante un vector patro´n
( pn ∈ R
N , n = 1 . . . |C|), obtenido por los
dk ∈ |D
e
n| documentos de entrenamiento que
le corresponden, representados segu´n el MEV
deﬁnido por la RRA global (ver Tabla 1).
1Sus componentes seguira´n el orden dictado por el
MEV completo o Full space, de ah´ı su nombre.
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RRA F D|C| = f (RRA global)
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Figura 2: Proceso de generacio´n de (a) la RRA global y (b) las RRA F Dn de dominio, desde
D1 hasta D|C|, referenciadas a la RRA global de dimensio´n R
N y construidas a partir de los
documentos de entrenamiento de cada dominio De = {De
1
, . . . ,De|C|}. En los grafos, “×” indica
nodo ocupado, “” nodo vac´ıo y las conexiones discontinuas denotan coocurrencias inexistentes.
2.3. Explotacio´n
Una vez generadas la RRA F Dn y obteni-
dos sus vectores patro´n pn ∈ R
N , se procede
a explotar el sistema de clasiﬁcacio´n de tex-
tos. Para ello, primero se modela el texto a
clasiﬁcar tk /∈ D
e segu´n el MEV deﬁnido por
la RRA global, obteniendo el vector tk ∈ R
N
(ver Tabla 1). A continuacio´n, se compara el
vector tk con cada uno de los vectores pn,
utilizando la distancia del coseno. Finalmen-
te, el texto de entrada se asigna al dominio
respecto al que presente una menor distancia.
3. Red Relacional Asociativa
Reducida
Uno de los factores cr´ıticos del modelo RRA
F es la complejidad computacional del mis-
mo, ya que para clasiﬁcar cualquier texto es
necesario recorrer antes toda la RRA global
para representarlo de forma coherente con los
datos de entrenamiento. Adema´s, por el he-
cho de no eliminar palabras (no se aplica lista
de parada), no reducir la ﬂexio´n de las mis-
mas (no se extrae el radical), e incluir sus coo-
currencias, el espacio multidimensional deﬁ-
nido por la RRA global tendra´ un taman˜o
considerable en comparacio´n con el texto a
clasiﬁcar, lo que puede reducir la separabili-
dad entre los distintos dominios.
Con el objetivo de minimizar el coste com-
putacional y mejorar la eﬁciencia de clasiﬁca-
cio´n de la CT basada en RRA F, cuestiones
clave en el contexto de la CTH-MD, en este
trabajo se propone una nueva estrategia de
clasiﬁcacio´n basada en una Red Relacional
Asociativa Reducida (RRA R).
3.1. Definicio´n
La idea fundamental de la CT basada en
RRA R consiste en sustituir el espacio de
comparacio´n de los textos deﬁnido por la
RRA global por un espacio vectorial deﬁni-
do a partir del texto de entrada tk. Por lo
tanto, la RRA generada a partir de tk (en
adelante, RRA R) es la que marcara´ el or-
den de comparacio´n de los datos. En este ca-
so, su contenido estara´ representado a par-
tir del vector t ′
k
dentro del espacio vectorial
R
Lk deﬁnido por la RRA R (siendo Lk el
nu´mero de para´metros considerado -palabras
y coocurrencias- del texto tk, con L
k  N ,
t´ıpicamente). As´ı pues, durante el proceso de
clasiﬁcacio´n, los dominios Dn debera´n repre-
sentarse segu´n la RRA R (RL
k
) (ver Tabla 2).
Gracias a este enfoque, la complejidad com-
putacional que implica representar tk en el es-
pacio deﬁnido por red global se sustituye por
el coste de representar cada dominio Dn en el
espacio RRA R, coste que sera´, generalmen-
te, mucho menor. No obstante, la estrategia
RRA R no es ma´s que una aproximacio´n de
la RRA F, cuya justiﬁcacio´n teo´rica se pasa
a describir a continuacio´n.
3.2. Justificacio´n
La reduccio´n de dimensionalidad del MEV
utilizado para representar los textos que im-
plica la estrategia RRA R respecto a la RRA
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Tabla 1: Ejemplo ilustrativo de la representacio´n de los vectores patro´n de dominio pn (RRA F)
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F puede justiﬁcarse desde un punto de vis-
ta algebraico. Por un lado, la RRA F puede
representarse mediante un espacio vectorial
R
N , espacio al que pertenecen todos los vec-
tores del conjunto de documentos de entrena-
miento De. En e´l se deﬁnen tanto los vecto-
res patro´n pn de cada dominio, como los vec-
tores tk de los textos a clasiﬁcar —con M
k
componentes activas y (N −Mk) nulas, don-
de Mk  N (ver Tabla 1). Por otro lado,
la RRA R tambie´n puede representarse alge-
braicamente en el espacio vectorial RL, con
Lk  N y Lk ≥ Mk, debido a las palabras
de tk no representadas en la RRA global.
Por otro lado, dentro del espacio vectorial
deﬁnido por la RRA global, tambie´n se pue-
de deﬁnir un subespacio vectorial V ⊂ RN ,
a partir de una base B = {b1, b2, . . . ,bMk}
de Mk vectores ortogonales deﬁnidos por las
componentes activas del vector tk. Esta ba-
se estara´ formada por los vectores de la base
cano´nica de RN que ocupan las posiciones no
nulas del vector tk (ver Tabla 3). Utilizan-
do esta base, se puede representar el vector
patro´n pn sobre el subespacio V como la me-
jor aproximacio´n (ˆpn), segu´n el criterio de los
mı´nimos cuadrados, mediante la ecuacio´n (2).
Cualquier otra proyeccio´n de los vectores pn
dentro del subespacio V , presentara´ un error
de aproximacio´n mayor.
ˆpn =
< pn , b1 >
< b1 , b1 >
b1+· · ·+





donde {b1, b2, . . . ,bMk} es una base ortogonal
del subespacio V deﬁnido a partir de tk.
Si se compara la representacio´n de los da-
tos en el espacio vectorial RL
k
deﬁnido por
la RRA R —que genera un MEV′— (ver Ta-
bla 2) con la que se obtiene de su proyeccio´n
en el subespacio vectorial V ⊂ RN deﬁnido
por la RRA global (ver Tabla 3), se demues-
tra que utilizar la estrategia RRA R equivale
a haber aproximado, con un error cuadra´tico
Tabla 2: Representacio´n de los datos de la
Tabla 1 en el MEV′ deﬁnido sobre RL
k
=3 de-
ﬁnido por la RRA R del texto a clasiﬁcar tk.
Datos Contenido Repr. reducida
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mı´nimo, los vectores patro´n de los dominios
sobre el subespacio vectorial V . An˜adir que,
adema´s del cambio de orden de las compo-
nentes, cuestio´n que no afecta al ca´lculo de
las distancias, so´lo existe una pequen˜a dife-
rencia de (Lk − Mk) posiciones nulas de los
vectores patro´n debidas a las palabras pre-
sentes en el texto a clasiﬁcar que no han sido
observadas durante la fase de entrenamien-
to. Sin embargo, estas posiciones nulas, por
un lado, no afectan al resultado del producto
escalar de los vectores t ′
k
y p ′n, y por otro,
afectara´n por igual a todas las comparativas
en el contexto de la distancia cosenoidal uti-
lizada (a trave´s de la norma del vector t ′
k
).
De todos modos, la aproximacio´n RRA R
implica perder parte de la informacio´n con-
tenida en la representacio´n global de los vec-
tores patro´n de las RRA F Dn, cuestio´n que
Tabla 3: Representacio´n de los datos de la
Tabla 1 en el subespacio vectorial V generado
a partir de la base ortogonal B = {b1,b2}
deﬁnida por las Mk = 2 componentes activas
de tk, representado segu´n el MEV global.
Base del Subespacio Vectorial V
b1 = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0)
b2 = (0, 0, 1, 0, 0, 0, 0, 0, 0, 0)
Datos Contenido Componentes V
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afecta al ca´lculo de la distancia del coseno
a trave´s de la norma de los mismos. En los
experimentos que se presentan seguidamente,
se analiza el impacto de esta aproximacio´n en
te´rminos de la eﬁciencia de la clasiﬁcacio´n,
as´ı como de su coste computacional.
4. Experimentos
Los experimentos se han desarrollado sobre
un corpus de textos publicitarios, dividido en
tres dominios: educacio´n (527 frases), tecno-
log´ıa (323 frases) y cosme´tica (517 frases) —
con estilos de locucio´n alegre, neutro y sen-
sual, respectivamente—, del que se han elimi-
nado las frases ambiguas (Al´ıas et al., 2004).
Los CT estudiados se entrenan con el 80% de
los datos de cada dominio, asegurando la ro-
bustez estad´ıstica de los resultados mediante
un 10-fold random-subsampling.
Con el objetivo de evaluar la habilidad de
las estrategias de clasiﬁcacio´n de texto pro-
puestas, las frases del corpus se agrupan alea-
toriamente para generar pseudo-documentos
(documentos, en adelante) susceptibles de ser
clasiﬁcados. De este modo, se pueden compa-
rar los me´todos de CT considerados a medida
que se reduce el nu´mero de frases por docu-
mento, pasando desde una situacio´n ma´s cer-
cana al problema de la CT cla´sica (con mu-
chas frases por documento), hasta el caso ex-
tremo de disponer so´lo de una frase por docu-
mento, situacio´n bastante habitual en CTH.
4.1. Me´todo de referencia
En este primer experimento se analizan dis-
tintos me´todos de CT sobre el barrido de fra-
ses por documento estudiado, con el objeti-
vo de buscar un algoritmo de referencia que
permita validar el funcionamiento de las pro-
puestas de CT basadas en RRA.
4.1.1. Support Vector Machines
En el contexto de la clasiﬁcacio´n tema´tica de
grandes colecciones de documentos es donde
el algoritmo basado en Support Vector Ma-
chines (SVM) ha demostrado un funciona-
miento o´ptimo (Joachims, 1998; Sebastiani,
2002). Sin embargo, como se indica en (Sas-
sano, 2003), a medida que el volumen de da-
tos de entrenamiento se reduce respecto al
taman˜o del MEV empleado para representar-
los, el me´todo SVM pierde eﬁciencia, llegando
a dejar de funcionar correctamente en el caso
de trabajar con un MEV de dimensio´n mayor
que el nu´mero de ejemplos. Este comporta-
miento de SVM se debe a la relacio´n existente
entre el nu´mero de datos de entrenamiento y
el taman˜o del MEV a parametrizar, que para
kernels lineales, necesita disponer de O(N)
ejemplos para modelar correctamente un es-
pacio RN (Shawe-Taylor y Cristianini, 2004).
Debido a la estrategia de clasiﬁcacio´n uti-
lizada, donde no se trata con un CT u´nica-
mente tema´tico y se entrena al CT so´lo con
los textos del corpus de voz, la diferencia en-
tre el taman˜o del espacio vectorial generado
por los datos de entrenamiento y el nu´mero
de ejemplos se acentu´a al no eliminar la va-
riabilidad de los te´rminos (extraccio´n del le-
ma) ni las palabras vac´ıas del texto (lista de
parada) —es ma´s, esta relacio´n empeora al
considerar las coocurrencias de las palabras
en el modelado de los textos. Por ello, SVM
no presenta resultados satisfactorios para es-
te problema, como se ha indicado en trabajos
previos (Al´ıas et al., 2003; Al´ıas et al., 2004).
4.1.2. ICA, bigramas o NN
A la vista de los pobres resultados ofrecidos
por SVM, se estudiaron otras alternativas pa-
ra obtener un CT de referencia. Entre las
te´cnicas existentes se escogieron tres estra-
tegias con enfoques de clasiﬁcacio´n distintos.
En primer lugar, se analiza el funcionamien-
to de un CT basado en el ana´lisis en com-
ponentes independientes (ICA) de los textos
(trabajando con tantas componentes como
dominios) —aplicado satisfactoriamente a la
bu´squeda semisupervisada de dominios y a
la jerarquizacio´n del corpus en (Al´ıas et al.,
2004; Sevillano, Al´ıas, y Socoro´, 2004).
En segundo lugar, se implementa un CT
probabil´ıstico a nivel de cara´cter basado en n-
gramas, concretamente bigramas. En este ca-
so, cada una de los dominios (categor´ıas) se
representa mediante un modelo de lenguaje















ICA NN TFIDF BIGRAMAS
Figura 3: Eﬁciencia de clasiﬁcacio´n de los
me´todos de referencia a lo largo del barrido
de frases/documento estudiado.
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RRA F TFIDF COF
RRA F TFIDF NCOF
RRA F IWF COF
RRA F IWF NCOF
(a) RRA F vs. NN.












RRA R TFIDF COF
RRA R TFIDF NCOF
RRA R IWF COF
RRA R IWF NCOF
RRA F TFIDF NCOF
RRA F IWF NCOF
(b) RRA F NCOF vs. RRA R.
Figura 4: Eﬁciencia de clasiﬁcacio´n de los me´todos de CT estudiados a lo largo del barrido de
frases/documento considerado, para distintas parametrizaciones del texto.
bucio´n de las parejas de caracteres presentes
en el texto de ese dominio (Cavnar y Trenk-
le, 1994). En este trabajo, se ha escogido tra-
bajar con bigramas por su buen compromi-
so entre la informacio´n de contexto conside-
rada y el volumen de datos disponible para
modelar de forma robusta cada dominio (a
mayor n, se obtiene mayor informacio´n con-
textual, pero por el contrario, a menor n, se
logra una mayor robustez estad´ıstica para el
mismo nu´mero de datos).
Finalmente, se estudia el funcionamien-
to del clasiﬁcador basado en Nearest Neigh-
bour (NN), trabajando con la ponderacio´n
TF·IDF, como me´todo ba´sico de CT sobre un
MEV. Segu´n esta estrategia, una vez repre-
sentados todos los documentos en un espacio
vectorial comu´n, el texto de entrada se asig-
na a la categor´ıa asociada al documento ma´s
cercano, segu´n la distancia del coseno.
En la Figura 3 se presenta la eﬁciencia
de clasiﬁcacio´n (medida F1 media (Sebastia-
ni, 2002)) de los tres me´todos comparados a
lo largo del barrido de frases por documen-
to estudiado. Se puede observar co´mo NN es
el me´todo que presenta un mejor comporta-
miento global, seguido del clasiﬁcador basado
en bigramas y, ﬁnalmente, se encuentra el CT
basado en ICA, que sufre ra´pidamente la re-
duccio´n del taman˜o de los documentos. Por
ello, se escoge NN como me´todo de referencia
para validar el funcionamiento de la CT ba-
sada en RRA en los siguientes experimentos.
4.2. Ana´lisis de la propuesta
En este experimento se compara la eﬁcien-
cia de clasiﬁcacio´n de los me´todos de CT ba-
sados en RRA respecto a NN, para cuatro
parametrizaciones del texto distintas. Por un
lado, se diferencia la representacio´n del tex-
to que incorpora para´metros estructurales, en
este caso, las coocurrencias de las palabras
(COF), de las que no los incluyen (NCOF).
Por otro lado, se analizan las ponderacio-
nes de los te´rminos mediante los para´metros
tema´ticos TFIDF e IWF (combinados dentro
de los vectores que deﬁnen el contenido de los
textos segu´n lo indicado en la Figura 4).
4.2.1. Eﬁciencia de clasiﬁcacio´n
La Figura 4 presenta los resultados de F1 ob-
tenidos del barrido de frases por documento
realizado para todos los me´todos y todas las
parametrizaciones del texto estudiadas, uti-
lizando la distancia del coseno como medida
de similitud. Por un lado, se puede observar
como los me´todos basados en RRA presentan
mejores resultados que NN, y por otro, como
los me´todos de representacio´n global (RRA F
y NN) reducen signiﬁcativamente su eﬁcien-
cia de clasiﬁcacio´n al incorporar COF en la
parametrizacio´n del texto, con un funciona-
miento o´ptimo para TFIDF NCOF. Sin em-
bargo, para RRA R la inclusio´n COF ayuda a
mejorar los resultados. Adema´s, RRA R ob-
tiene un rendimiento o´ptimo para IWF —con
resultados muy parejos entre COF y NCOF.
A partir de este ana´lisis, se concluye que la
CT basada en RRA R, aunque deﬁnida como
aproximacio´n de RRA F, presenta un com-
portamiento similar al obtenido por la CT
basada en RRA F TFIDF NCOF, llegando a
conseguir los mejores resultados de clasiﬁca-
cio´n a nivel de 1 frase/documento.
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Figura 5: Eﬁciencia de clasiﬁcacio´n media
de los me´todos dentro del barrido de fra-
ses/documento de la Figura 4, para distintas
parametrizaciones del texto.
En la Figura 5 se observa que, a nivel glo-
bal, RRA R presenta una respuesta ma´s ro-
busta respecto a las distintas parametrizacio-
nes consideradas, en contraposicio´n a RRA F
y NN. Asimismo, la inclusio´n de COF provo-
ca un impacto ma´s negativo en RRA F que
en NN por el hecho de trabajar con un u´nico
vector patro´n por dominio, en lugar de usar
un vector por documento. Sin embargo, RRA
F consigue mejores resultados que NN con
NCOF, tanto para IWF como TFIDF.
4.2.2. Coste computacional
En este experimento se estudia el coste com-
putacional de la CT basada en RRA R vs.
RRA F. Este coste se obtiene como el tiempo
medio de clasiﬁcacio´n sobre 10 ejecuciones de
1-fold del random subsampling utilizado en
las pruebas. El estudio se ha realizado sobre
un PC (PIV 1.79GHz 1GB RAM) con siste-
ma operativo Linux y compilador gcc 3.3.5.
Del ana´lisis de la Figura 6, se deduce que
la CT basada en RRA R presenta un menor
tiempo de clasiﬁcacio´n que RRA F a lo largo
del barrido de frases/documento. Para RRA
F, el estudio muestra una clara diferencia
de comportamiento cuando se comparan las
conﬁguraciones que utilizan las coocurrencias
(COF) con las que no las utilizan (NCOF),
debido al aumento de la dimensio´n del espa-
cio vectorial cuando se trabaja con vectores
que incluyen COF. En cambio, para RRA R
los resultados son ma´s homoge´neos, indepen-
dientemente de la parametrizacio´n utilizada.
Concretamente, a medida que disminuye el
taman˜o de los textos a clasiﬁcar, el coste com-
putacional tambie´n disminuye de forma lineal
(en dos tramos lineales con cambio de pen-
diente alrededor de 10 frases/doc). Este com-
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(b) Coste computacional de test de RRA R.
Figura 6: Coste computacional de clasiﬁca-
cio´n dentro del barrido de frases/documento,
para distintas parametrizaciones del texto.
talmente, a que el espacio de comparacio´n en-
tre vectores lo deﬁne el texto a clasiﬁcar (de
menor taman˜o que el global), reducie´ndose el
tiempo de clasiﬁcacio´n.
Tomando la CT basada en RRA F como
referencia, la RRA R presenta unas reduc-
ciones relativas del coste computacional que
van desde un 12% para 30 frases/doc, pasan-
do por un 47% para 4 frases/doc, hasta un
120% para 1 frase/doc, utilizando sus con-
ﬁguraciones o´ptimas en te´rminos de tiempo
de ejecucio´n (TFIDF NCOF para RRA F y
IWF NCOF para RRA R, aunque las varia-
ciones en RRA R son mı´nimas). Por lo tanto,
parece claro que el me´todo de CT basado en
RRA R consigue mejorar los resultados res-
pecto al me´todo anterior, en lo que se reﬁere
al coste computacional del proceso de clasiﬁ-
cacio´n, siendo e´ste ma´s o menos proporcional
al taman˜o de los textos a clasiﬁcar.
5. Discusio´n
A lo largo de los experimentos descritos en es-
te trabajo, se ha podido observar co´mo todos
los me´todos de CT analizados se ven afecta-
dos, en mayor o menor medida, por la reduc-
cio´n del nu´mero de frases de los documen-
tos a clasiﬁcar. Sin embargo, la estrategia de
CT que presenta un comportamiento ma´s ro-
busto respecto al taman˜o de los textos es la
basada en RRA R, que consigue adema´s los
mejores resultados en te´rminos de eﬁciencia
de clasiﬁcacio´n (seguida de cerca por la con-
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ﬁguracio´n o´ptima de RRA F) cuando se tra-
baja con muy pocas frases por documento.
El comportamiento particular de RRA R res-
pecto a RRA F y NN esta´ ligado al cambio
de enfoque que esta estrategia propone para
clasiﬁcar los textos. En este contexto, toma
mayor importancia la mera presencia de la
palabra (IWF) que su peso y singularidad a
lo largo de la coleccio´n (TFIDF). Asimismo,
la parametrizacio´n estructural del texto, con-
siderada en este caso mediante la inclusio´n de
las coocurrencias, permite mejorar las tasas
de clasiﬁcacio´n obtenidas en algunos casos, a
diferencia del enfoque global (RRA F o NN),
donde los resultados siempre empeoran —el
aumento del taman˜o de los vectores implica
una menor separabilidad de los datos, por lo
que resulta ma´s fa´cil cometer errores de cla-
siﬁcacio´n.
6. Conclusiones
En este trabajo se ha presentado un nuevo
paso para el desarrollo de un sistema de cla-
siﬁcacio´n de textos (CT) adaptado a las ne-
cesidades de la conversio´n de texto en ha-
bla multidominio (CTH-MD), es decir: textos
cortos y bajo coste computacional. Para ello,
se ha propuesto una evolucio´n del me´todo de
CT basado en una Red Relacional Asociativa
(RRA) de representacio´n global de los textos
(RRA F), a partir de un cambio en el enfoque
del proceso de clasiﬁcacio´n. El nuevo me´todo
de CT, basado en una RRA Reducida, ha de-
mostrado, a lo largo de las pruebas realizadas,
una buena eﬁciencia de clasiﬁcacio´n, una ma-
yor robustez frente a la reduccio´n del taman˜o
del texto de entrada y un menor coste com-
putacional respecto a RRA F —reduciendo
la sobrecarga introducida por la CT sobre el
proceso de CTH-MD. De todos modos, los
moderados resultados conseguidos para po-
cas frases por documento (p.ej. F1 = 0.78
para 1 frase/doc) indican que todav´ıa existe
un margen de mejora para continuar investi-
gando en esta direccio´n.
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