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Introduction
Oil recovery from the subsurface reservoirs comprised of porous rocks generally proceeds in three stages. In the primary stage, oil flows through the producer well automatically with little to no effort due to the natural pressure difference between reservoir rocks and surface. With the passage of time, the natural pressure in the rocks reduces and so does the flow rate of oil. This first stage has a very limited oil extraction potential as only around 5-15% of the oil is recovered. In the secondary stage of oil recovery, oil from the subsurface rocks is displaced by injecting high pressure water or gas. Around 30% of the potential oil is recovered in this stage. When water is used as a driving fluid, it is termed as water flooding (Bankoff and Lee, 1986; Sheng, 2014; Katende and Sagala, 2019) . In the ternary stage of oil recovery, which is also known as enhanced oil recovery (Alvarado and Manrique, 2010) , oil is recovered by various different techniques, such as: (a) thermal recovery (Prats, 1982) where oil is heated using steam or by burning part of the oil to reduce its viscosity or (b) injecting chemical agents like polymer or surfactant to recover oil by altering surface and/or bulk properties (Shah, 2012; Madani et al., 2019) . The oil recovery is a very complex process that involves multicomponent and/or multi-phase flow through the reservoirs. Despite experimentation being the most accurate approach, it is very difficult and often impractical to replicate oil recovery processes at the lab-scale due to limitation on equipment cost and/or measurement accuracy. So, numerical simulation of the oil recovery processes (Druetta et al., 2016) has been a primary focus of academia as well as industries.
Accurate simulation of oil transport in reservoirs poses immense challenges due to multiple factors (Gerritsen and Durlofsky, 2005) : (i) length scale of the oil reservoir (kilometers) with respect to the length scale of the pores (microns), (ii) heterogeneous rock structure and uncertain rock properties, (iii) interactions of multiple phases (oil, water, gas pockets, particles) at different length scales and iv) inter-solubility of phases. There are two main approaches to simulate oil recovery processes through reservoirs, namely the pore-scale and large-scale approach. In the pore-scale approach (Su et al., 2018; Meakin and Tartakovsky, 2009 ) only a small part of the reservoir is considered for the simulations. In most pore-scale models presented in literature different fluid phases involved in the recovery process are considered immiscible with a distinct interface between them. Fluid phases have their own physical and surface properties. Each fluid phase might be a homogeneous mixture of several chemical components e.g. oil being a mixture of a variety of hydrocarbons. Depending on the type of reservoir rock (oil-wet or water-wet), wettability effects present at the three-phase contact line are also modelled. Complex physical and chemical changes with heat and mass transfer can also be included in this approach. Information on the mobility of different fluid phases and their distribution at the pore-scale can help in developing upscaling models for the overall reservoir behavior. Pore-scale simulations are generally performed using one of the following methods: (a) pore-network model (Blunt, 2001 ) (b) Lattice Boltzmann method (Succi et al., 1989) (c) Interface tracking/capturing methods based on Navier-Stokes equations and (d) smoothed particle hydrodynamics (Zhu and Fox, 2002) . In the large-scale approach, coarse-grain simulations are typically performed on the length scale of an actual reservoir using Darcy's relation (Darcy, 1856) . Each grid cell of the computational domain is considerably larger than the finest (pore) length scale and stores volume averaged quantities (porosity, saturation or pressure) . The effect of the fine-scale interactions e.g. pore size distribution, rock heterogeneity, wettability is included in volume averaged manner for the coarse-grain simulations. This approach requires closure relations, which are typically generated by porescale simulations or experiments on same rock samples.
The present work focuses on pore-scale simulations of oil-water flow encountered during the water flooding process through digitized porous rocks. There are three main problems to be tackled for such simulations: (i) oil-water interface tracking (ii) enforcing the no-slip boundary condition for fluid (oil or water) flow at the complex rock surface and (iii) incorporating wettability effects arising at the three-phase (oil-water-rock) contact line.
Various multifluid interface tracking/capturing methods are developed and successfully in use to simulate a wide spectrum of problems (Scardovelli and Zaleski, 1999) . Few examples include the front-tracking method (Tryggvason et al., 2001) , the volume of fluid (VOF) method (Hirt and Nichols, 1981; Youngs, 1982) and the level-set method (Sussman et al., 1994) . Major challenges associated with these methods are the accurate computation of interface forces and mass conservative advection of the interface. The VOF method uses a phase fraction field to identify and advect fluid phases. For this work we have used the VOF method as it exhibits the best (phase) mass conservation among all interface tracking/capturing methods and also has a sharp interface representation. For the flow of fluids through porous rocks, it is of prime importance to accurately model the interactions between fluids and rock surface. The immersed boundary method (IBM) is widely used for this purpose. IBM is specifically useful because no-slip boundary conditions can be imposed at the complex solid boundaries while using a non-body conformal grid. This allows for the usage of structured meshes (mostly Cartesian), which reduces the complexity of mesh generation, discretization and coding while increasing the computational efficiency. In this work, we have used a second order, direct forcing and implicit IBM to model fluid-solid interactions. A fluid-fluid (oil-water) interface in contact with a solid (rock) surface produces a three-phase contact line. Wetting/dewetting phenomena is a result of microscopic interactions at the contact line which may drastically affect the bulk flow (Snoeijer and Andreotti, 2013) . At the macroscopic length scale the fluid-fluid interface inscribes an apparent contact angle with the substrate, which may depend on various parameters such as contact line velocity, surface roughness or surface topology. The contact line dynamics can be modelled by imposing the apparent angle as a boundary condition at the three-phase constant line (Sui et al., 2014) .
Recently pore-scale simulation of oil recovery processes has gained traction as it can accurately model wettability and material transport. The majority of the work on this topic is performed using the Lattice-Boltzmann method with two main approaches to represent the pore space. The first approach is to approximate the pore space of a certain porosity by randomly arranging unit solid squares/cubes in 2D/3D. This approach is very popular (Yiotis et al., 2007; Huang and Lu, 2009 ) as it eliminates the treatment of complex solid boundaries, but the geometry is rather artificial. Another (more realistic) approach is to simulate multiphase flow using a digitized representation of a real rock (Li et al., 2015; Harting et al., 2005) . The digitized rock model is either reconstructed from CT-scan images of real rock samples (Okabe and Blunt, 2005) or generated by stochastic modelling of the natural rock formation process (Øren and Bakke, 2002) . Even though the Lattice-Boltzmann method is computationally fast due to its explicit time-discretization and efficiency per time-step, it very difficult to strictly enforce continuity of velocity and shear stress at fluid-fluid interfaces. A more accurate approach might be to perform pore-scale simulations by solving the multiphase Navier-Stokes equations with the VOF method. Ferrari and Lunati (2013) , Hu et al. (2017) performed multiphase flow simulations through a model 2D porous structure made of cylindrical particles. Patel et al. (2019) performed water flooding simulations through a model 3D porous bed (made of spherical particles) to quantify the effect of capillary number, viscosity ratio and wettability on the mobility of multiphase flow through porous media. Piller et al. (2014) , Guédon et al. (2017) focus on simulations of single and multiphase laminar flow through the digitized porous rock using ANSYS Fluent or OpenFOAM. Raeini et al. (2012) , Raeini et al. (2014) , Shams et al. (2018) present novel surface tension computation techniques for the VOF method and their application towards pore-scale simulations at very low capillary numbers.
In this paper, we present simulations of a water flooding process through the 3D digitized porous rocks using an in-house developed coupled IBM-VOF method. First, we introduce the governing equations and numerical methodology. We also explain the stereolithography (STL) surface mesh structure that is used to represent digitized rocks. Next, we verify/validate the present methodology specifically for the problems where solid objects are represented by the STL mesh structure. Finally, we simulate the oil-water flows with wettability effects (as encountered in the water flooding process) through the digitized rocks of different porosities and quantified mobility of multiphase flow, viscous finger characteristics and different energy exchanges.
Numerical methodology
Multiphase flow of immiscible fluids is treated by a single-field formulation where both fluids are considered as one with a spatially varying density and viscosity. The mass and momentum conservation (Navier-Stokes) equations for the unsteady, incompressible, Newtonian, multiphase flow can be given as,
where p and u are fluid pressure and velocity, respectively.
is the fluid stress tensor. F r is the volumetric source term denoting the surface tension force acting near the fluid-fluid interface. The volume of fluid (VOF) method uses phase fraction (F) to denote the fractional amount of a particular fluid present in a computational cell. The local average density (q) and viscosity (l) are computed by averaging the individual phase properties weighted with their respective phase fractions. Fluid phases are advected using the following equation,
Eq.
(1) and (2) are discretized using finite volume method on a Cartesian computational grid. Pressure and velocity are coupled with staggered grid arrangement. The VOF method uses a geometric advection scheme to numerically solve Eq. (3). Immersed boundary method (IBM) is used to impose no-slip boundary condition at non-body fitting complex solid boundaries. Contact angle boundary condition is applied at the three-phase contact line which in-turn couples the IBM and VOF method. Readers are referred to Das et al. (2016) , van Sint Annaland et al. (2005) and Patel et al. (2017) for implementation details of IBM with STL surface mesh, VOF and IBM-VOF coupling, respectively. Here we will discuss them briefly for completeness.
A second order, implicit and direct forcing immersed boundary method (IBM) is used to impose no-slip boundary condition at any arbitrarily shaped fluid-solid interface. This boundary condition is applied at the level of discretized momentum equation (Eq. (2)) for the sharp representation of the fluid-solid interface. There are a variety of CAD formats to represent 3D complex geometries. The present IBM can handle any arbitrarily shaped triangulated surface mesh represented in the stereolithography (STL) file format. Each triangular element of the STL mesh stores coordinates of its 3 vertices and a surface normal ( Fig. 1 ). Vertices are ordered by the right-hand rule and the normal always points outward (from solid to fluid region). For the proper representation of the solid geometry, the size of the triangular elements should be at least of the same order as the Eulerian grid cells. One of the most important tasks is to correctly identify solid-cells (cell center inside the solid region) and fluid-cells (cell center inside the fluid region) using the relative positions of the Eulerian grid cells with respect to the surface mesh. Das et al. (2016) presents a systematic approach in 3D to tackle this point-in-polygon problem that generalizes even for the special case in which sharp edges are present in the surface mesh. Fig. 2 (a) represents a 2D schematic diagram of a fluid-fluid interface in contact with a triangulated solid surface. Here we consider the discretization of the x-velocity at f 1. In this case, one of the neighbours in the five point stencil, namely s, lies inside the solid. This cell is treated as a ghost cell where a fluid velocity at s is defined by quadratic extrapolation of the fluid velocities at f 1 and f 2 and the solids velocity at w. This procedure is repeated for all fluid-cells neighbouring the ghost cell.
The VOF method uses a discrete and abruptly-varying phase fraction (F) field to represent the fractional amount of a reference fluid in each computational cell. The fluid-fluid interface is represented by a plane in a computational cell and reconstructed using piece-wise linear interface construction (PLIC) method by Youngs (1982) . Combination of phase fraction (F) and unit interface normal (n ¼ r e F =jr e F j) uniquely defines the location and orientation of the interface in the computational cell. The F field is smoothed ( e F ) before computingn to eliminate the difficulty arising in numerical differentiation of a discontinuous F field. The smoothing procedure and kernel used for the present work are detailed in Patel et al. (2017) . The interface is advected with the local fluid velocity by numerically solving the hyperbolic F-advection Eq. (3) using the pseudo-Lagrangian geometric advection scheme to minimize numerical diffusion. Interfacial cells (with 0 < F < 1) experience a surface tension force that is computed using the continuum surface tension (CSF) model by Brackbill et al. (1992) . The volumetric surface tension force computed by the CSF model (F r ¼ rjn) is added to the momentum equation as an explicit source term. Here, r is the coefficient of surface tension and j is the local interface curvature. j is numerically computed by taking divergence of the unit normal vector j ¼ Àr Án ð Þ . The balanced force concept by Francois et al. (2006) is used to discretize surface tension and pressure forces at the same computational location to reduce spurious velocities. Implementation details of the balanced force concept used for the present work are available in Patel et al. (2018) .
A fluid-fluid interface in contact with a solid surface produces a three-phase contact line and thus contact line dynamics becomes very important in wetting/dewetting phenomena. This effect can be incorporated in the CSF model by modifying the interface normal at the solid boundary to impose contact angle (h) as a boundary condition as follows:
wheren s is the unit solid surface normal pointing from the fluid region to solid region andt s is the unit tangent that is perpendicular to bothn s and the contact line. The contact angle boundary condition is applied to those solid-cells which have at least one neighbour as fluid-cell. Solid-cell 'p' in Fig. 2 (a) has one neighbour 'q' as fluidcell and so the contact angle boundary condition will be applied to cell 'p'.n s is required for each Eulerian grid cells where contact angle boundary condition is to be applied whereas it is available on the surface mesh representing solid. Currently, we findn s using the surface normal of the nearest triangular element of the surface mesh (n stl ) asn s ¼ Àn stl . One may also findn s by extrapolation using several nearby (triangular elements') surface normals. Before applying the contact angle boundary condition, the phase fraction (F) field is extrapolated into the solid region. It is carried out such that the extrapolated phase fraction (F ex ) field would inscribe the specified contact angle (h) with the solid surface. F ex is then smoothed to obtained the smoothed phase fraction ( e F ) field. Fig. 2 (b) shows the (original) phase fraction (F) and smooth phase fraction ( e F ) field where the fluid-fluid interface has contact angle h with the solid surface. For the present simulations, extrapolation is carried out up to 4 grid cells inside the solid region. The smoothing process detailed in Patel et al. (2017) produces e F with an interface thickness of 2-3 grid cells. e F (and hence fluid-fluid interface normals) obtained from this procedure is continuous across the fluidsolid interface, which improves imposition of the contact angle boundary condition for the sharp IBM-VOF coupling. 
Verification and validation
The developed methodology has been extensively tested for each module using a wide range of validation/verification cases. The present IBM and VOF methods have been individually tested in detail by Das et al. (2017) and van Sint Annaland et al. (2005), respectively. Extension of the IBM method to handle stereolithography (STL) surface mesh is tested by Das et al. (2016) . Note that Das et al. (2016) and Das et al. (2017) only focus on the flow of single fluids in and around complex solid objects. Patel et al. (2017) presents many test cases to verify the IBM-VOF coupling with contact line dynamics. However, it includes test cases for IBM that can handle only regular solid objects but not STL surface meshes, which is the focus of the present work. Further, Patel et al. (2019) includes few more validation test cases particularly related to the multiphase flow through porous media. Obtained results in these papers match very well with respective analytical, numerical and/or experimental results, which highlights the capability of our methodology and multiphase flow solver to handle complex threephase flows. The computational cost of our solver i.e. runtime, memory requirement and parallel computing performance is detailed in Das (2017) .
In this section, we present few more validation/verification test cases specifically focusing on IBM-VOF coupling where the solid is represented by the STL surface mesh. First, we simulate equilibrium shapes of a droplet spreading on a sphere for different contact angles and compare it with analytical results. Next, we evaluate the dynamics of the coupled IBM-VOF solver by simulating the transient spreading behaviour of the droplet on a sphere. Finally, we simulate the flow of single fluid through digitized porous rocks and compare the obtained macroscopic properties of the rock at different porosities with the numerical/experimental results and/ or models available in the literature. These test cases form a basis to further proceed with simulating multiphase flow through digitized rocks; results of which are presented in Section 4. For all the results presented in this paper, we have chosen the time step (Dt) of the simulation small enough such that it follows both Courant-Friedrichs-Lewy (CFL) and capillary criteria as follows:
where Dt CFL and Dt r are the minimum required time steps according to the CFL and capillary criteria, respectively. D is the computational grid size and V max is the maximum fluid velocity magnitude in the computational domain.
Equilibrium shape of a droplet on a sphere
In this section, we will perform qualitative and quantitative comparisons of the equilibrium shape of a droplet on a solid sphere for different contact angles. The effect of gravity is not considered for this test case. Note that the solid sphere is modelled by IBM and represented by a triangulated surface mesh. The length scale of any triangle of the surface mesh is less than the Eulerian grid spacing (D). No-slip boundary conditions are applied at the solid surface as well as at all computational domain boundaries. Fig. 3 shows an initially spherical droplet with radius R 0 just touching a solid sphere of the same radius. As the initial contact angle (180 ) is different from the specified static contact angle (h s ), the droplet will start spreading on the solid surface and finally attain an equilibrium position. In this position the droplet radius is R f , spreading radius on solid sphere is r f and height is h f . The droplet fluid is oil with density 950 kg=m 3 and viscosity 0.02 Pa Á s. The droplet is surrounded by water with density 1000 kg=m 3 and viscosity 0.001 Pa Á s. Surface tension (r) between oil and water is 0.03 N=m. However, these physical properties of the fluids will not affect the equilibrium shape. As the total drop volume (V ¼ 4 3 pR 3 0 ) is constant, the final equilibrium shape, R f ; r f and h f can be derived analytically as shown in Patel et al. (2017) . Table 1 presents the geometrical and computational parameters used for the simulations. Fig. 4 shows the qualitative comparison of the analytical and numerically simulated equilibrium droplet shapes on a solid sphere. Mean differences in the equilibrium droplet shapes (defined the same as in Patel et al. (2017) ) are 1:58%; 1:56%; 1:09%; 1:14% and 1:17% for h s = 30 ; 60 ; 90 ; 120 and 150 , respectively. Fig. 5 presents the comparison of the analytical and numerically simulated dimensionless droplet height h f =R 0 À Á and spreading radius r f =R 0 À Á at equilibrium for different contact angles. The obtained numerical results match quite well with the analytical ones. Moreover, the errors are in the similar range as Patel et al. (2017) . That method, however, can model only regular surfaces as immersed boundary while here we consider a triangulated representation of a sphere.
Droplet spreading on sphere
In multiphase flow simulations, it is very important to accurately capture the spreading behaviour of three-phase contact lines on solid surfaces. For this purpose we have tested the dynamics of a droplet spreading on a solid sphere. Fig. 7 (a) shows a spherical droplet with initial radius R 0 just in contact with a solid sphere of radius R s . The droplet fluid is isopropyl alcohol with density 780.8 kg=m 3 and viscosity 0.0022 Pa Á s. It is surrounded by air with density 1.184 kg=m 3 and viscosity 1:82 Â 10 À5 Pa Á s. The surface tension between isopropyl alcohol and air is 0.0236 N=m. We have considered contact angle of 5 (quite close to 0 ) for simulations as the solid surface is fully wetting. Contact angles very close to 0 or 180 cause numerical instability arising due to the extrapolation of phase fraction on finite grid resolutions (details in Patel et al. (2017) ). The droplet has an initial velocity of 0.4646 m=s towards the solid sphere which corresponds to the Weber number of 15. The no-slip boundary condition is applied at the solid surface and free-slip at all computational domain boundaries. Table 2 presents other geometrical and computational parameters used for the simulations. Fig. 6 shows the dimensionless spreading radius r f =R 0 À Á of droplet on solid sphere with time. Obtained results are compared with the experimental and numerical results of Mitra et al. (2013) . They use a body-fitted grid in FLUENT (a commercially available software package) to perform their simulations. Results are also compared with numerical simulations of Sun and Sakai (2016) that uses a smooth IBM-VOF method on a Cartesian grid. Fig. 7 shows the droplet position on the sphere at different time instances (0, 2, 4, 6, 8 and 10 ms) for the qualitative comparison with the aforementioned literature. Our simulations results are very close to those obtained experimentally/numerically by other researchers which validates the present sharp IBM-VOF coupling for contact line spreading.
Single phase flow through porous rock
In this section, we will verify the flow of a single fluid through digitized porous rocks. We have used 3D rock models of Fontainebleau sandstone with porosities ranging from 0.08 to 0.25. Berg (2014) generated the rock models of 480 Â 480 Â 480 voxels using a commercially available software e-Core. Voxelization is a very popular method for volumetric representation of the digitized rocks. For the present rock samples, each voxel has a length of 5.7 lm and stores a binary value; 1 for rock and 0 for pore region. We have used non-overlapping cubical subsections from these rocks ( Fig. 8 (a) ) for our simulations. As our solver uses a surface mesh, we first convert the voxel representation to a surface mesh (in STL format). This is achieved by generating iso-surface of voxel value 0.5 at the rock-pore boundary and then triangulating it. Fig. 8 (b) shows our simulation set-up where a digitized rock of length l r is placed in a computational domain with an equal entry and exit lengths of l e . Entry and exit regions are provided to reduce radius of the porous rock. r h is determined by the ratio of the connected volume of the pores (between face 1 and 2 in the pore region as shown in Fig. 8 (b) ) to the surface area of the connected volume. The connected volume ignores the unreachable/blocked dead zones and is computed using the flood-filled algorithm (Legland et al., 2011; Ohser and Mücklich, 2000) .
Permeability (k) of the porous media is defined as k ¼ lV s l r =Dp where Dp=l r is the pressure gradient in the direction of flow across rock at steady flow conditions. Subsurface flows generally fall into the Stokes regime Re ( 1 ð Þwhere fluid inertia is negligible. In this regime, Dp=l r scales almost linearly with V s and hence the permeability remains nearly constant. To ensure our simulations are also in the Stokes regime, we performed a parametric study to quantify the effect of Reynolds number on the permeability of the rock. We considered a rock sample of 80 Â 80 Â 80 voxels with porosity of 0.1549 for the simulations. Note that the connected porosity (connected volume divided by the total volume) for this rock sample is 0.1533 and hydraulic radius is 11.899 lm. Computational domain size 540 Â 180 Â 180 ð Þ is such that l e =l r ¼ 1 and the computational grid to voxel ratio is 2.25. In the later part of this discussion, we will also quantify the effect of l e =l r and grid to voxel ratio on the rock permeability. Simulations are performed with V s ranging from 10 À5 to 10 À1 m=s corresponding to the Reynolds number of 1:1899 Â 10 À5 to 1:1899 Â 10 À1 and the obtained results are presented in the Table 3 . Note that Re max is the maximum Reynolds number observed in the whole domain defined using the maximum local velocity. We have also presented relative errors in the permeability at any Re with respect to the permeability at the lowest Re. It is safe to assume for the flow to be in the Stokes regime up to V s ¼ 10 À2 m=s (Re ¼ 1:1899 Â 10 À2 ) as the errors are less than 1%. Next, we performed a grid independence study to check the effect of grid resolution on the permeability of rock using the same rock sample. Here, the grid resolution was altered by changing the grid to voxel ratio. For these simulations, we have considered V s ¼ 10 À4 m=s (Re ¼ 1:1899 Â 10 À4 ), which is sufficiently low for the flow to be in the Stokes regime and l e =l r ¼ 1. Simulations are performed with the grid to voxel ratio varying from 1 to 3.375 and obtained results are presented in Table 4 . It also includes the relative errors computed with respect to the finest grid resolution (grid to voxel ratio 3.375). It is clear from the results that the errors have a rather strong dependence on the grid resolution and choosing a high grid resolution is essential for the accuracy of the present simulations. Hence, For all subsequent simulations we have chosen the grid to voxel ratio of at least 2.25 considering both accuracy and computational cost. Finally, we examine the effect of entry/exit length on the rock permeability. The entry/exit length is altered by changing l e =l r . Our aim is to have the smallest possible entry/exit length so as to reduce the computational domain size while maintaining sufficient accuracy. Simulations are performed by varying l e =l r between 0.125 to 2 using the same rock sample.
Note that the grid to voxel ratio is 2.25 and V s ¼ 10 À4 m=s (Re ¼ 1:1899 Â 10 À4 ) for these simulations. Table 5 presents the obtained results along with the relative error in permeability with respect to the highest l e =l r . It is evident from the results that l e =l r ¼ 0:125 (l e =r h ¼ 4:7539) is sufficient for the errors to be less than 1%. From these preliminary simulations, we have determined Re, the grid to voxel ratio and l e =l r to achieve a good trade-off between computational cost and accuracy for the Darcy flow through the present rock samples. With this knowledge, we simulated the flow of single fluid through 3D digitized rocks of size 180 Â 180 Â 180 voxels. A total of 21 different rock samples of Fontainebleau sandstone have been considered with the porosity (/) ranging from 0.08 to 0.25. For these simulations, we chose V s ¼ 10 À3 m=s (Re = 1:0366 Â 10 À3 to 1:5346 Â 10 À3 for different rocks) which keeps the flow well within the Stokes regime. Grid to voxel ratio is 2.5 and l e =l r ¼ 0:1889 which corresponds to the computational domain of 620 Â 450 Â 450 grid cells. First, we computed the connected volume and subsequently connected porosity (/ c ) of the individual rock sample. Fig. 9 presents the plot of / c with / for the present rock samples. It also includes the results of Sun and Wong (2018) obtained from the CT scan images and Kieffer et al. (1999) obtained from laboratory measurements for the same type of rock. At lower porosities (/ < 0:1), there is a large difference between / c and / as most of the pores are separated without connectivity whereas at higher porosities, / c is very close to /. Next, we have computed the hydraulic radius (r h ) of the present rock samples and results are presented in Fig. 10 . It also includes the best fit line for our results: r h ¼ 25:83 / þ 8:413 lm with correlation coefficient (R 2 ) of 0.9612. Obtained results are compared with the results of Sun and Wong (2018) and Arns et al. (2005) inferred from the CT scan images. Fig. 11 shows the streamlines of the flow through the rocks of (a) / = 0.08574, / c = 0.06982 and (b) / = 0.2378, / c = 0.2376. At lower porosity, flow is localized along a few preferential paths which are more tortuous and have high local velocities whereas flow is more uniform and less tortuous at higher porosity. Finally, we computed the permeability (k) of our rock samples using the simulated pressure gradient across the rock. Fig. 12 shows the variation of k with / for the present rock samples. It also includes the following results for the same type of rock from literature: (i) network model by Berg (2014) , (ii) experimental closure by Bourbie and Zinszner (1985) , (iii) numerical simulations by Sun and Wong (2018) using hybrid lattice Boltzmann/finite element method and (iv) laboratory measurements by Gomez et al. (2010) . It is evident from Fig. 9 , 10 and 12 that our results are well within the range of the results from other researchers, which were obtained using a variety of methods. This affirms the capability of our solver to handle complex solid boundaries.
Results
In this section, we will simulate the water flooding process to quantify the mobility of fluids through the digitized porous rocks. In the water flooding process oil entrapped in pores is displaced by 10 À3 1:1899 Â 10 À3 2:1110 Â 10 À1 1.324620 3:5364 Â 10 À2 10 À4 1:1899 Â 10 À4 2:1132 Â 10 À2 1.325059 2:2447 Â 10 À3 10 À5 1:1899 Â 10 À5 2:1133 Â 10 À3 1.325089 - the pressurized water. For the scope of the present work, we have considered oil and water to be pure, incompressible and immiscible fluids. Depending on the capillary number of the flow and viscosity ratio of oil and water (l oil =l water ), four different flow regimes are observed in the water flooding process: (i) capillary fingering, (ii) viscous fingering, (iii) stable displacement and (iv) unstable displacement (Zhang et al., 2011; Lenormand et al., 1988) . Capillary fingering occurs when the flow capillary number is very low. On the other hand, viscous fingering occurs at very high viscosity ratio i.e. displaced fluid (oil) has very high viscosity compared to the displacing fluid (water). For both the capillary and viscous fingering regime, a (nearly) constant amount of residual oil is found in the porous medium after displacement irrespective of the capillary number or viscosity ratio. The stable displacement regime occurs at high flow capillary number and/or low viscosity ratio. Almost all oil is displaced from the porous media in this regime. It is only in the unstable displacement regime where the mobility of the fluids has a strong dependence on the flow, fluid and/or rock properties. In our previous work (Patel et al., 2019) , we have already quantified the effect of flow and fluid properties (capillary number, viscosity ratio and wettability) on the mobility of the multiphase flow through a model porous media (a bed of randomly arranged spheres). In this paper, we present the effect of porosity on the mobility of multiphase flow through digitized porous rocks.
Problem setup
We have simulated 3D multiphase flow through digitized rock samples of Fontainebleau sandstone of size 100 Â 100 Â 100 voxels. Details of the rock samples and how we use it with the present multiphase flow solver is covered in Section 3.3. A total of 8 different rock samples with porosities ranging from 0.15 to 0.25 have been considered. The problem setup is similar to Section 3.3 where a digitized rock of length l r is placed in a computational domain with certain entry/exit length of l e as shown in Fig. 8 . Fluid enters the domain from inlet with uniform constant superficial velocity (V s ) of 10 À3 m=s and exits from the outlet. All other boundaries of the domain are of the free-slip type. The no-slip boundary condition is applied at the surface of the digitized rock using IBM. To obtain sufficiently grid-independent results, the grid to voxel ratio is chosen to be 2.5 and l e =l r is 0.34, which corresponds to a computational domain of 420 Â 250 Â 250 grid cells. Initially, porous rock, entry and exit regions are fully saturated with oil. The density of oil (q oil ) is 1000 kg=m 3 and viscosity (l oil ) is 10 À3 Pa Á s. The hydraulic radius (r h ) of the rock samples varies between 12.180 to 15.369 lm, which corresponds to the flow Reynolds number (Re ¼ q oil V s r h =l oil ) of 1:218 Â 10 À2 to 1:5379 Â 10 À2 . So, it is safe to assume that the flow remains in the Stokes regime.
First, we obtain the steady state solution (local velocity components and pressure) of the flow of only oil through the digitized rocks. Before starting the transient water flooding simulations, oil in the entry region is replaced by the water keeping local velocity and pressure unchanged. The porous rock and the exit region are still fully saturated with oil. This small trick reduces the computational time by eliminating the oil-water interface traversal time in the entry region. As the flow is already in the Stokes regime, this modification has a negligible effect on the overall flow behaviour. Next, water from the entry region penetrates the pores and displaces oil from the pore region, which leaves the rock through the exit region. Note that only the pore region has been analyzed to obtain all results presented in the subsequent sections. The viscosity of water (l water ) is 10 À4 , which gives a viscosity ratio (M ¼ l oil =l water ) of 10. The densities of both fluids are chosen equal, as the effect of fluid density on the flow is negligible in the Stokes regime. The surface tension (r) between oil and water is 10 À5 N=m which corresponds to the capillary number (Ca ¼ l oil V s =r) of 10 À1 . Porous rocks are oil-wet with a contact angle of 30 . This viscosity ratio and capillary number are selected such that the water flooding process remains in the unstable displacement regime.
Oil saturation and phase pressure difference
First, we look at the oil saturation in the pores (S oil ) and dimensionless phase pressure difference (DP phase ) for the multiphase flow through digitized rocks. S oil is a ratio of the amount of oil to the amount of total fluid (oil + water) present in the pores. DP phase is defined as follows:
where P water h i and P oil h i are volume-averaged phase pressures of water and oil respectively for the multiphase flow. P 1 h i and P 2 h i are area averaged pressures at face 1 and 2 of the porous rock ( Fig. 8 (b) ) respectively for single phase flow of oil. So, the phase pressure difference ( P water h iÀ P oil h i) observed during the multiphase flow is non-dimensionalized by the single phase pore pressure difference ( P 1 h iÀ P 2 h i) across rock. Fig. 13 (a) shows the plot of S oil with dimensionless time (s) for the rocks of different porosities (/). Note that s ¼ t=T res where T res ¼ /l h =V s is the fluid residence time in the pore region. Plots for different porosities are colored according to the value of porosity. Simulations are performed up to s ¼ 1 as the majority of the transient flow dynamics studied in this work lies within this time frame. Initially the pore region is fully saturated with oil and hence all plots start with S oil ¼ 1. As water enters the pore region, it forms multiple viscous fingers which penetrate through pores and displaces oil, which in-turn reduces S oil with s. Fig. 14 presents snapshots of the water flooding process through the rocks of different porosities (a) 0.1496 and (b) 0.2421 at different times to understand it in more details. Fig. 14  (a1) and (b1) correspond to the time when the first/primary viscous finger in the respective rock reaches the exit of the pore region. At lower porosity, we can clearly visualize a long and thin primary viscous finger penetrating through the pore region whereas there are few small auxiliary viscous fingers. Most of the incoming water would flow through the preferred path established by the primary finger that slows down the growth of auxiliary viscous fingers. So, the water would not be able to penetrate through most of the pores, which results in a low oil recovery. At higher porosity, all viscous fingers are nearly of the same size (including the one touching the exit of the pore region first) and distributed uniformly. So, all viscous fingers have nearly the same potential to grow and would later penetrate most of the pores resulting in a high oil recovery. To observe how the viscous fingers grow and spread inside the pore region, we have also included more snapshots of the water flooding process; Fig. 14 (a2, b2 ) at s % 0:5 and (a3, b3) at s % 1. As expected, long and tortuous viscous fingers follow few preferential paths in the rock of lower porosity. They grow very slowly and leave the rock without penetrating most of the oil saturated pores. On the other hand, rock with higher porosity has thick and less tortuous viscous fingers that penetrate the majority of the pores displacing most of the oil. Fig. 13. (a) S oil with s and (b) DP phase with s for the water flooding process through the rocks of different porosities (/). We could find the trend in Fig. 13 (a) to a large extent. However, the correlation between rock porosity and S oil is rather weak. For example, rocks with very nearby porosities (consider 0.2386 and 0.2421) can observe a considerable difference in S oil over time. This difference mainly occurs due to large variations in the local pore structure. For the same reason one can also observe large differences in the permeability for rocks samples of (practically) the same porosities in Fig. 12 . Fig. 13 (b) shows the plot of DP phase with dimensionless time (s) for the rocks of different porosities (/). These plots either start with the maximum value of the DP phase or the maximum value is attained immediately after the viscous fingers penetrate the pores. Depending on the local pore structure, the oil-water interface has to change its shape (from the initially flat interface shape in the entry region) to penetrate the pores. Due to the change in shape capillary pressure difference increases, which results in an increase of DP phase during the initial penetration. However, this phenomenon is not very dominant at Ca ¼ 10 À1 as reported by Patel et al. (2019) and so we do not see large peaks in DP phase either for the present results. DP phase reduces with time mainly due to two reasons: (i) oil (a higher viscosity fluid) is replaced by water (a lower viscosity fluid) which reduces the hydrodynamic pressure gradient and (ii) viscous fingers slowly relax and attain their equilibrium shape in the pores after penetrating. This initially reduces the capillary pressure difference and then keeps it nearly unchanged. It can be observed that DP phase changes rapidly during the initial penetration. Once the viscous fingers establish their paths in the pore region and try to attain equilibrium in the pores, DP phase changes very slowly.
Interstitial velocity
Next, we will examine the time evolution of the oil and water interstitial velocities inside the porous rock. The phase averaged interstitial velocities for the oil (V oil ) and water (V water ) are defined as follows:
where i is the index of the computational cell in the pore region and V flow is the fluid velocity in the direction of flow. V int ¼ V s =/ is the interstitial velocity through the porous rock. Note that we use F = 0 and 1 for water and oil phase respectively in our simulations. Fig. 15 (a) and (b) show V oil and V water , respectively, with time for the rocks of different porosities. Initially, all porous rocks are fully saturated with oil that is flowing with the interstitial velocity (V int ). Also, water is injected with the same initial velocity as oil. Due to this both V oil and V water start with value 1. For the oil-wet rocks in consideration, oil has a higher affinity to stick to the rock surface compared to water due to wettability effects. So, when the viscous finger (water) penetrates pore(s), it displaces bulk of the oil (oil away from the rock surface) and leaves behind the oil in the vicinity of the rock surface. Bulk oil moves with the local fluid velocity whereas oil near the rock surface is practically stagnant. As time progresses, the amount of bulk oil in the rock reduces, which also reduces V oil with time. The relative amount of bulk oil and oil in contact with rock surface can be quantified by the ratio of pore volume to its surface area i.e. hydraulic radius r h ð Þ. At lower porosities, r h is lower (Fig. 10 ) which means the pore surface area is relatively higher compared to pore volume. So at lower porosities, the amount of bulk oil displacement will be lower compared to the oil in contact with the rock surface. Due to this reason, V oil , at lower porosities are lower in Fig. 15(a) . Initially as the viscous fingers penetrate the pore region and try to grow, V water rapidly increases and attains a maximum. The value of this maximum and the time when it is attained depends on the local pore geometry of each rock. As time progresses, viscous fingers establish paths in the pore region and also tries to attain an equilibrium shape. This slowly reduces V water towards a near constant value. Note that the water only flows through the paths established by the viscous fingers and hence V water is multiple times higher than V int . 
Interfacial surface area
Further, we investigate the growth of fingers in the pore region by quantifying the oil-water interfacial surface area (A int ) and the specific length of the viscous fingers (l sp ). To compute A int , we reconstruct the oil-water interface in the pore region by generating the contour at F ¼ 0:5 and finds its area by surface integration. The length scale, l v , of the viscous fingers can be defined as,
A specific length of viscous fingers can then be computed by making this length dimensionless using the hydraulic radius, l sp ¼ l v =r h . Note that by means of the definition of the hydraulic radius, l sp ¼ A rock =A int , where A rock is the area of the internal rock surface. Fig. 16 (a) presents the plot of A int with time for the rock of different porosities. Initially, there is no oil-water interface inside the pore region hence the plots start at 0. As the viscous fingers penetrate and grow inside the pores, A int increase with time. dA int =ds is highest at the beginning of the water flooding process when the viscous fingers try to reach as many pores as possible. It gradually decreases as there are no more pores to penetrate and the viscous fingers try to attain equilibrium shape inside pores. At the end, dA int =ds approaches to 0 which in-turn makes A int nearly constant. As porosity increases, the oil-water interface can potentially expand into more pore volume which also increases A int . To compare the growth of viscous fingers relative to the available pore space, Fig. 16 (b) presents the (dimensionless) specific length scale of the viscous fingers (l sp ) with time for the rocks of different porosities.
As A int is very low at the beginning, l sp starts with a very high value.
However, it decreases rapidly as the viscous fingers penetrate and grow in the pore region. Towards the end, it finally approaches a near constant value as viscous fingers reach equilibrium in pores. At lower porosities, viscous fingers only penetrate few pores in the pore region which results into large l r (ratio of pore volume to the oil-water interfacial area). Moreover, r h is also relatively low at lower porosities ( Fig. 10 ) which in-turn results into large l sp . Exactly opposite reasoning can be drawn for the rocks of higher porosities. Again, the trend is not followed strictly as there are few exceptions due to unique pore geometry for each rock sample. We have observed the final value of l sp to be varying between 2:1919 to 3:4024. So, for all of the present rock samples, the length scale of the viscous fingers is higher than the rock length scale (l sp > 1). The value of l sp describes how viscous fingers are distributed in the pore region. A lower value of l sp is observed when the viscous fingers are distributed uniformly in the pore region (higher oil recovery) whereas l sp is higher when few thin, long and tortuous viscous fingers are observed (lower oil recovery). At s ¼ 1; S oil and l sp are strongly correlated with coefficient of determination of 0.8585.
Energy budget
Last, we examine the energy budget of the water flooding process by quantifying the different energy exchanges in the pore region. There are in total four different types of energies associated with the multiphase flow through the porous rock: (i) kinetic energy of individual phases corresponding to their velocities, (ii) viscous dissipation in individual phases due to the velocity gradients, (iii) surface energy related to the oil-water interface and oil-rock and water-rock interface energies and (iv) work done by pressure. Using the transient velocity (u), pressure (p) and phase fraction (F) fields, various energies/energy rates can be defined as follows:
The volume integral is performed over the pore region and area integral is performed over the boundaries (control surfaces) of the pore region. E k is the kinetic energy and _ E k is the rate of change of kinetic energy. First term of _ E k is the rate of change of kinetic energy of the fluids inside the pore region and the second term is the rate of kinetic energy exchanged across the control surfaces.
_ m is the local mass flow rate normal to the control surfaces of the pore region. Velocity gradients for the viscous dissipation rate ( _ E l ) are represented in Einstein notation for compactness. _ E p is the rate of work done by pressure. Energy/energy rates associated with the individual fluid phases i.e. oil or water can be computed by including the factor F or 1 À F ð Þ respectively in the integrand of Eq. (9). Using the mechanical energy balance of the system, the rate of change of surface energy ( _ E r ) can be computed as following:
where _ E r includes contribution of all energy rates arising due to the presence of oil-water interface in contact with rock surface i.e. (i) change of surface energy due to the change in oil-water, oil-rock and water-rock interfacial area and (ii) unaccounted viscous dissipation rates at the three-phase contact line due to unbounded viscous stresses (Snoeijer and Andreotti, 2013) . Fig. 17 shows the plot of kinetic energy (in Joules) of oil and water phase with time in the rocks of different porosities. Initially, all pores are fully saturated with oil and hence kinetic energy of water is zero. As time progresses, the kinetic energy of oil reduces and approaches to zero mainly due to two reasons: (i) amount of oil in the pore region reduces with time and (ii) for the oil-wet rocks the residual oil tends to stick with rock surface (no-slip wall). On the contrary, the kinetic energy of water increases with time and approaches a near constant value as the viscous fingers penetrate through the pores and establish (stable) paths for the flow of water through the rock. Note that the total kinetic energy (oil + water) remains almost constant during the whole water flooding process and it appears that water gains its kinetic energy at the expense of oil's. This kinetic energy exchange is more rapid and prominent for the rocks of lower porosities due to the higher interstitial velocities. Fig. 18 shows different energy rates (in Joules/s) with time for the water flooding process through the rocks of different porosities. Similarly, Fig. 19 compares the dimensionless energy exchanges in the rocks of porosities (a) 0.1496 and (b) 0.2421 for better understanding. Non-dimensionalization has been performed by dividing all energy rates by the respective _ E l at s ¼ 0. For the continuously flowing system, it is more logical to compare energy rates rather than energies. As there is only oil in the pores initially, viscous dissipation rate of water and the rate of change of the surface energy should be zero. Eq. (10) can be modified for the flow of single fluid (oil) as:
It means at s ¼ 0, the work done by pressure is spent in transmitting kinetic energy to oil (which is negligible in the Stokes regime) and viscous dissipation in the oil phase. We found this balance to be maintained with the maximum error less than 1:4% (of the magnitude of _ E l at s ¼ 0) among all rock samples.
The inaccuracy in the numerical computation of _ E l arises due to the discretization errors especially in the regions of sharp velocity gradients (at the rock surface). So, when we compute _ E r at s ¼ 0 using Eq.
(10), we encounter a finite value (error) instead of exact zero. This is visible in Fig. 18 (d) . Another thing to note is that _ E k is insignificant for the present (and also in general) water flooding process through the porous rocks. We observed the maximum value of _ E k at any time to be around two orders of magnitude lower than the respective _ E l for all simulations. This observation is in line with the fact that the Reynolds number for the present simulations is in the order of 10 À2 . So, we will ignore _ E k from further discussion. As presented in Fig. 19 , at any particular time the work done by pressure is mainly spent in viscous dissipation in the oil + water bulk, dissipation at the contact line and changing the surface energy of the system. As the viscous fingers penetrate the pore region, oil from the pore is replaced by water. Note that the water is 10 times less viscous than oil. So, as time progresses the pressure gradient across the pore region reduce which in-turn reduces _ E p . The viscous dissipation rate of the oil ( _ E l;oil ) and water ( _ E l;water ) is maximum and zero respectively at s ¼ 0. As time progresses, _ E l;oil approaches to zero as the residual oil in the pores becomes immobile and _ E l;water approaches to a constant value as water starts to flow with the near constant velocities from the path established by viscous fingers. The scale of _ E l;oil is an order of magnitude higher than _ E l;water due to the oil viscosity being 10 times of water's. _ E r also increases as the viscous fingers spread in the pore region and oil-water interface interact with the rock surface due to wettability effects. We found the _ E r represents as much as 30% to 40% of the total energy budget at s ¼ 1 which affirms the importance of wettability effects in the water flooding process. It clear from Fig. 18 and Fig. 19 that at lower porosities the energy exchanges are very quick (with respect to time) whereas they become progressively slower as the rock porosity increases.
Conclusions
In this paper, a coupled IBM-VOF method is presented to simulate multiphase flow with wettability effects through complex solid boundaries represented in a stereolithography (STL) surface mesh format. The methodology has been thoroughly verified and validated using a variety of test cases. The water flooding process is simulated through the digitized rocks of Fontainebleau sandstone with porosities ranging from 0.15 to 0.25. We have quantified (i) oil saturation (S oil ), (ii) phase pressure difference (DP phase ), (iii) interstitial velocities of the oil (V oil ) and water (V water ) phase, (iv) oil-water interfacial surface area (A int ) and its specific length scale (l sp ) and (v) energy exchanges during the water flooding process through oil-wet rocks. Our main observations can be summarised as follows, The residual S oil broadly decreases with the increase in porosity, but the correlation is very weak due to vastly different local pore geometries of different rocks. V water rapidly increases during the initial penetration and then gradually approaches a constant value as the viscous fingers establish stable flow paths through the pores. A int increases as fingers expand into pores and finally reach a near constant value as the distribution of oil and water approaches a steady state. A int is higher for the rocks of higher porosities as the viscous fingers can potentially expands into more available pore volume. l sp is highly correlated with S oil . A higher value of l sp means that there are very few, thin, long and tortuous viscous fingers present in the rock, which results in low oil recovery. On the other hand, a lower value of l sp indicates a nearly uniform distribution of viscous fingers in the pores resulting in high oil recovery. Energy exchanges are very rapid (in time) for the rocks of lower porosities compared to the rocks of higher porosities.
Results presented in this paper reveal detailed insights of what really happens during the water flooding process. To the best of our knowledge, it is one of the first attempts using the coupled IBM-VOF method for pore-scale simulations of multiphase flow with wettability effects through real-digitized subsurface rocks. We feel that the present results can be improved in following ways: (i) choosing bigger rock size increases the number of pores which reduces boundary effects and generalizes volumeaveraged behaviour, (ii) choosing a larger number of rock samples reduces statistical errors and (iii) choosing lower capillary number may bring simulations closer to real reservoir conditions. Note that lower capillary number poses significant challenge on simulation time and may cause generation of artificial velocities at the fluidfluid interface (limitation of the VOF method). Simulation time can be managed by massively parallel code whereas Popinet (2009 ), Patel et al. (2018 , Shams et al. (2018) present ways to tackle the problem of artificial spurious velocities. With sufficiently big rock size and enough samples, it will not be very hard to generate accurate closure relations, which can be directly used in the large (reservoir) scale simulations.
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