Abstract. In this paper, we establish global C 1+α, 1+α 2 estimates for solutions of the linearized parabolic Monge-Ampère equation
Introduction
This paper is concerned with global regularity of solutions of the linearized parabolic Monge-Ampère equation introduced in [8] (1.1)
where Ω is a convex domain in R n , T > 0 and φ ∈ C(Ω) is a strictly convex function satisfying a fundamental result is the Harnack inequality [3] for nonnegative solutions of tr[ΦD 2 u] = 0 in Ω, which yields interior Hölder continuity of solutions of (1.3). By using this result and perturbation arguments, Gutiérrez and Nguyen [6] established interior C 1,α estimates for solutions of (1.3) . Using the Localization Theorem [14] , global C 1,α regularity of solutions of the Dirichlet boundary problem
was established in [12] under further assumptions on the geometry of Ω and φ. Regularity of the linearized parabolic Monge-Ampère equation (1.1) was first studied by Huang [8] , where a Harnack inequality for nonnegative solutions of L φ u = 0 was established on parabolic sections and thus generalizes the result in [3] from the elliptic to the parabolic case.
Hence, we are interested in developing higher regularity of solutions of the linearized parabolic Monge-Ampère equation (1.1). As stated in [6] , to obtain C 2+α,1+ α 2 loc estimates for the solution u, it is natural to assume that det D 2 φ is locally Hölder continuous. However under this condition, the equation (1.1) becomes uniformly parabolic. Therefore, we consider the C 1+α, 1+α 2 regularity of solutions of (1.1). Precisely, we extend the results in [6] and [12] to the parabolic case.
Our first result concerns interior C 1+α, 1+α 2 regularity of solutions of (1.1), which generalizes [6] from the elliptic to the parabolic case. α,Q < ∞ for some 0 < α < 1, then for any α ′ ∈ (0, α) and any Q ′ = Ω ′ × (−T ′ , 0] with Ω ′ ⋐ Ω and 0 < T ′ < T we have
where C depends only on n, α, α ′ , λ, Λ, dist(Ω ′ , ∂Ω), T, T ′ and the modulus of continuity of g.
We also establish global C 1+α, 1+α 2 regularity of solutions of (1.1), which is stated as follows.
Theorem 2.
Assume Ω ⊂ B 1/ρ contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω. Let φ ∈ C 0,1 (Ω) ∩ C 2 (Ω) be a convex function satisfying (1.2) , where g ∈ C(Ω). Assume further that φ separates quadratically from its tangent planes on ∂Ω, namely,
be a solution of
where ϕ ∈ C 2,1 (D). Then u ∈ C 1+α, 1+α 2 (D) and
where α ∈ (0, 1) depends only on n, λ, Λ, ρ, C > 0 depends only on n, λ, Λ, ρ, T and the modulus of continuity of g.
In the above theorems, [ f ] n+1
α,Q is defined in (3.6). For any α ∈ (0, 1) and D = Ω × (T 1 , T 2 ] with Ω ⊂ R n and −∞ < T 1 < T 2 < ∞, the norm u is defined in Section 2. The perturbation arguments for the elliptic case [6] easily applies to the proof of interior regularity (Theorem 1), using the parabolic Hölder inequality in [8] instead. Hence the main part of this paper is devoted to the proof of regularity near the parabolic boundary, which is made up of three parts: a) the initial surface; b) the side of Ω; c) the corner of Ω.
To derive an estimate for solutions u of (1.1) near a), the straightforward way is to apply again perturbation arguments as in [6] . For this, firstly, we establish pointwise Hölder continuity of u at a) with the aid of auxiliary functions. This together with the interior Hölder estimates [8] gives Hölder continuity of u near a). Since we have pointwise C 1+α, 1+α 2 regularity estimates at a) for solutions h of the good equation L w h = 0 where w is a solution of detD 2 w = 1, then by comparing u and h, and iterating the comparison process, we obtain pointwise C 1+α, 1+α 2 regularity of u at a) for any α ∈ (0, 1). Since the density of the Monge-Ampère measure g = detD 2 φ is continuous, then φ is C 1,γ loc for any γ ∈ (0, 1). This allows us to to establish C 1+α, 1+α 2 regularity of u near a) from the pointwise regularity above and also obtain C 1+α, 1+α 2 regularity of u for any α < 1.
To derive an estimate near b), we first need a uniform estimate of
in a neighborhood of ∂Ω. This is achieved by constructing a supersolution, which is just a straightforward modification of that in [12] . Next we need the construction of subsolution to make this uniform estimate inductive. The main difficulty of is the shift of time, for this, we employ the weak Harnack inequality for nonnegative supersolutions of L φ u = 0 established in [8] .
To establish an estimate near the the part c), the good geometry of Ω and φ allows us to prove pointwise C 1+α,
Preliminaries
with Ω ⊂ R n and −∞ < T 1 < T 2 < ∞, the parabolic boundary of D is defined by
For a function u ∈ C 1+α, 1+α 2 (D) with α ∈ (0, 1), we define
Let Ω be a convex domain in R n and φ ∈ C(Ω) be a strictly convex function. A section of φ at x 0 ∈ Ω with height h is defined by
when x 0 ∈ ∂Ω, the term ∇φ(x 0 ) is understood in the sense that
is a supporting hyperplane for the graph of φ but for ǫ > 0,
is not a supporting hyperplane, where ν x 0 denotes the interior unit normal to ∂Ω at x 0 . Denote for simplicity
The linearized parabolic Monge-Ampère operator L φ related to φ is defined in (1.1).
Let Ω ′ ⋐ Ω. Throughout this paper when we say a constant depends on Ω ′ we always mean that the dependence is only on dist(Ω ′ , ∂Ω). For a finite number of constants C, C 1 , . . . , C k (k ∈ N + ), when we write C = C(C 1 , . . . , C k ) we always mean that C depends only on C 1 , . . . , C k .
For any function u defined in B ǫ (x 0 ) × {t 0 } for some ǫ > 0 such that the gradient of u in the x variable Du(x 0 , t 0 ) exists, we always denote
For any r > 0, let B r (x) be the ball in R n centered at x with radius r and B r := B r (0), we always denote
In establishing interior regularity and regularity near the initial surface (Sections 3-4), we use one of the two hypotheses below frequently: (H) B 1 ⊂ Ω ⊂ B n is a normalized convex domain and φ ∈ C(Ω) is a solution of (1.2) with φ = 0 on ∂Ω.
⊂ Ω ⊂ B n is a normalized convex domain and φ ∈ C(Ω) is a solution of (1.2) with φ = 0 on ∂Ω. 
Lemma 2.3. For any Ω ′ ⋐ Ω, there exist positive constants h 0 , C and b such that for x 0 ∈ Ω ′ , and
The following Aleksandrov-Bakelman-Pucci type maximum principle was established, for example, in [15] or [13, Theorem 7.1] .
The Harnack inequality established in [8] (see [8, Remark 4.2] ) implies the oscillation estimate below which we formulate for the inhomogeneous equation by Lemma 2.4.
Theorem 2.1 implies the following interior Hölder estimates.
we have
where β ∈ (0, 1), C > 0 depend only on n, λ, Λ.
Let Ω be a normalized convex domain. Assume that w is the convex solution of the equation ⊂ Ω ⊂ B n be a normalized convex domain, and w be a solution of (2.2). Then for
, and
The following lemma concerns the eccentricity of sections of solutions φ of (1.2), and is used in establishing interior estimates and estimates near the initial surface (Sections 3-4). See [6, 
such that for 0 < µ ≤ c 0 and θ ≤ c 0 µ 2 , we have
Moreover, let w be a convex solution of (2.2), then
2 be a convex domain with 0 < σ ≤ 1/4 and φ ∈ C(Ω) be a convex solution of (1.2) with λ = 1 − θ, Λ = 1 + θ. Then there exists a positive definite matrix M = A t A satisfying
, where x 0 ∈ Ω is the minimum point of φ, T x := A(x − x 0 ).
Interior regularity
To prove Theorem 1 we follow the perturbation arguments developed in [2, 6] . Firstly, by applying the results concerning the convergence of cofactor matrices in L p proved in [6] , we compare solutions u of (1.1) and h of L w h = 0 with the same boundary data on the parabolic boundary, where w is the convex solution of (2.2). Next, we iterate the comparison process to establish the regularity of the solution u at the minimum point z 0 = (x 0 , 0) of the parabolically convex function φ(x) − t. The group of affine transformations AT (n)× AT (1) is applied to parabolic sections Q φ (z 0 , h) centered at z 0 when rescaling the solutions. We apply the results concerning the eccentricity of sections of φ under affine transformations in [6] to S φ (x 0 , h) and in the t direction we only perform a corresponding parabolic dilation, consequently the parabolic sections are more like the usual parabolic cylinder Q 1 = B 1 × (−1, 0]. Since the proof is very similar to the elliptic case [6] , we just list the parabolic versions of the main lemmas in [6] and we use them to sketch the proof of Theorem 1.
In this section we always assume (H) or (H ′ ) holds and take v, h to be solutions of
respectively, where w is a solution of (2.2).
Comparing v and h we can obtain the following variant of [6, Lemma 4.1], using the interior Hölder estimate for (1.1) (Corollary 2.1), the parabolic ABP maximum principle (Lemma 2.5), the C 2,1 estimate for (3.2) (Lemma 2.4) instead. 
The lemma below follows from Lemma 3.1 and the results concerning the convergence of cofactor matrices of D 2 φ in L p in [6] , using similar arguments as in [6, Lemma 4.2].
and h is a solution of
For a strictly convex function φ ∈ C(Ω), assume for simplicity 0 is the minimum point of φ. For any r > 0, we write S r (φ) := S φ (0, r) and Q r (φ) := S r (φ)×(−r, 0]. Assume (H) holds with λ = 1−θ, Λ = 1+θ. Let A be the affine transformation given by Lemma 2.6 (i). We define I(x, t) := (Ax, t), then by Lemma 2.6 (i)
, the dilation is with respect to (0, 0) ∈ R n × R, and for any (x * , t * ) ∈ R n × R, η > 0, D ⊂ R n+1 , the parabolic dilation with respect to (x * , t * ) is defined as
For a solution u of (1.1), define
Comparing v and the solution h of (3.2) by Lemma 3.2 and iterate the comparison process we cant obtain the regularity of the solution u at the minimum point (0, 0).
Assume the hypothesis (H) holds with
at (x 0 , 0), more precisely, there is an affine function l(x) such that
Proof of Theorem 1. Since Ω ′ ⋐ Ω, by Lemma 2.3, for any ǫ 0 > 0, there exist constants C, b, h 0 > 0 depending only on n, λ, Λ, Ω ′ , T, T ′ and the modulus of continuity of g such that for each
Applying Theorem 3.1 to v and by similar computation as in the proof of [6, Theorem 4.7] , we can obtain the conclusion of Theorem 1.
Regularity near the initial surface
In this section we establish regularity near the initial surface for solutions of (1.1). Here we always assume (H) or (H ′ ) holds and we take u to be a solution of
Let x 0 ∈ Ω and h > 0. We now work on parabolic sections centered at (x 0 , h) and denote for simplicity
The lemma below is a pointwise Hölder estimate for u on Ω × {0}.
where
We have
For any ǫ > 0, by straightforward computation we find that
where the constant K 3 depends only on b. Combining the two cases we get the desired result.
Lemma 4.1 together with interior Hölder estimates Corollary 2.1 gives Hölder estimates for solutions of (4.1) near the initial surface.
Lemma 4.2. Assume (H) holds with
Proof. In this proof we denote by C, c constants depending only on n, Ω ′ , T . Their values may change from line to line whenever there is no confusion. Let c ∈ (0, 1) be a small constant to be chosen. Fix h ≤ c and (
Consider these two cases:
If c is small then by Lemma 2.3 we have, 
where α = α(n) and we use Lemma 2.2 in the last equality. Apply Lemma 4.1 and then for any (
where b = b(n). Combining (4.6), (4.7) and taking α 0 := min{α, b},
The estimate of |u(y, s) − u(y, 0)| is similar. Hence we obtain
Combining (4.8) and (4.9), the proof of Lemma 4.2 is complete. ⊂ Ω ⊂ B n be a normalized convex domain and w is the convex solution of (2.2).
, and |Dϕ(0, 0)| ≤ 1.
Then for any
Next we prove the regularity of solutions of (4.1) at the minimum point of φ on the initial surface, using the perturbation arguments as in the interior estimate. 
Then for any 0 < α < 1 and (x, t) ∈ D we have
where θ ∈ (0, 1), C > 0 depend only on n, α, T 1 , T 2 and x 0 is the minimum point of φ.
Proof. After dividing u by the constant 3 + θ −1 we may assume that
Assume for simplicity that
and l(x) := l ϕ,(0,0) (x). Let α 1 ∈ (0, 1) be a constant to be chosen later. We will prove by introduction that there exist µ ∈ (0, 1) depending only on n, α 1 , α, T 1 , T 2 , a sequence of positive matrices A k with det A k = 1 such that if we denote
, where c 0 , C 0 are the constants in Lemma 2.6, C * , α 0 and β 0 are given in Lemma 4.2, the parabolic dilation is with respect to (0, 0) and is defined as in (3.5), and
The proof is similar to that of [6, Theorem 4.5] . We just sketch it. The conclusion for k = 1 easily follows from Lemma 2.6 (i) and Lemma 4.2. Suppose that we have (a)-(e) for k = i ≥ 1, now we will verify (d) for k = i + 1 and then construct A i+1 , I i+1 and verify (a), (b), (c), (e) for k = i + 1.
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+ Verifying (d) for k = i + 1: First it is easily seen that
where C 1 is a constant depending only on c 0 , C 0 and µ. Let 0 < α 2 < 1 be a constant to be chosen later, and take θ such that
Let ǫ > 0 be a constant to be chosen later. We apply Lemma 3.2 and we choose θ ≤ δ, where δ > 0 is given by Lemma 3.2. Let h be a solution of
where w is the convex solution of the equation
and note that
where we choose α 2 and α 1 such that 2(1 − α 2 ) > 1 + α 1 . Then by Lemma 4.3,
where K = K(n). Lemma 2.6 (i) implies that
where we recall Q ′ 
Back to u we find that (d) for k = i + 1 holds.
+ Constructing A i+1 : We apply Lemma 2.6 (ii) to Ω * i and obtain that (a)-(c) for k = i + 1 hold. Combining (4.13) and (4.14), we can apply Lemma 4.2 and find that (e) for k = i + 1 holds. By (4.11), we have for each k ≥ 1,
for some constant c depending only on C 1 . Given α ∈ (0, 1), we choose α 2 small such that
Take α 1 := (1 + α 2 )α + α 2 , which satisfies
as required in the proof, then we have 1+α 1 1+α 2 = 1 + α, it follows that for each k 0 ≥ 1 and any (x, t) ∈ B(0, cµ
Remark 4.1. In the above theorem it can also be concluded from (d) that
where C depends only on n, α, T 1 , T 2 .
Using Theorem 4.1 we can obtain pointwise regularity of solutions of (4.1) near the initial surface when the density of the Monge-Ampère measure is continuous.
Theorem 4.2. Assume (H) holds and g := detD 2 φ ∈ C(Ω). Assume that
2 , where C > 0 depends only on n, λ, Λ, α, Ω ′ , T and the modulus of continuity of g.
Remark 4.2. Under the assumptions of Theorem 4.2, we can also obtain from Remark 4.1 that
where C > 0 depends only on n, λ, Λ, α, Ω ′ , T and the modulus of continuity of g.
Next we prove C 1+α, 1+α 2 estimates for solutions of (4.1) near the initial surface. Proof. Fix any α ′ ∈ (0, 1). In this proof we denote by C, c constants depending only on n, λ, Λ, α ′ , Ω ′ , T and the modulus of continuity of g. Fix x 0 ∈ Ω ′ and t 0 small. Let T x = A(x − x 0 ) + y 0 be an affine transformation such that B 1 ⊂ T S φ (x 0 , t 0 ) ⊂ B n . Denote T p (x, t) := (T x, t −1 0 t). By interior C 1,γ estimates for φ, We point out that we can choose γ close to 1. Indeed, since g ∈ C(Ω), by the interior W 2,p estimates for solutions of Monge-Ampère equations in [1] , we have φ ∈ W 2,p loc for any p < ∞. Then the imbedding theorem [7, Theorem 7 .26] implies that φ ∈ C 1,γ loc for any p > n and γ < 1 − n/p. Note that we may choose p large such that γ close to 1.
where λ ′ , Λ ′ > 0 depend only on n, λ, Λ.
Denote D * := Q ′ φ * (y 0 , 1). We apply the interior estimate Theorem 1 and find that
We take α > α ′ and then choose γ close to 1 such that
the estimates (4.16)-(4.19) imply that
Similarly, we have
The estimates (4.20) and (4.21) imply that for any (x, t) ∈ S φ x 0 ,
On the other hand, from Theorem 4.2, for any (x, t) ∈ D we have 
0 , also, by (4.24), 
holds for any (x 0 , t 0 ) such that x 0 ∈ Ω ′ and t 0 small. This implies that 
Regularity near the side of Ω
In this section, we fix constants 0 < λ ≤ Λ < ∞, ρ > 0 and refer to all positive constants depending only n, λ, Λ and ρ as universal constants.
We assume the following condition on Ω and φ: Assume Ω ⊂ R n is a bounded convex set with
Ω contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω ∩ B ρ .
Assume further that on ∂Ω ∩ B ρ , φ separates quadratically from its tangent planes on ∂Ω, namely, for any x 0 ∈ ∂Ω ∩ B ρ we have
Let 0 < c * < T . We establish regularity of u near ∂Ω where u :
, T ]. The arguments in [12] easily apply to the parabolic case as long as we construct corresponding supersolution and subsolution and employ the weak Harnack inequality [8] for nonnegative supersolutions of L φ u = 0. Hence we just sketch the proof of the results which are straightforward modifications of the elliptic case [12] , and give more detail whenever necessary.
We use frequently the two localization theorems below concerning geometry of boundary sections and maximal interior sections of φ respectively. [12, 14] ) Assume Ω satisfies (5.1) and φ satisfies (5.3), and 
Theorem 5.1. (Localization Theorem
φ(0) = ∇φ(0) = 0, ρ|x| 2 ≤ φ(x) ≤ ρ −1 |x| 2 on ∂Ω ∩ {x n ≤ ρ}.
Then there exists a universal constant k such that for each h ≤ k, there is an ellipsoid E h of volume
|B 1 |h n/2 satisfying kE h ∩ Ω ⊂ S φ (0, h) ⊂ k −1 E h .
Moreover, the ellipsoid E h is obtained from the ball of radius h
det A h = 1, A h x = x − τ h x n , τ h · e n = 0, h − 1 2 A h E h = B 1 , |τ h | ≤ k −1 | log h|.−1 0 h 1 2 ], k 0 E h ⊂ S φ (y, h) − y ⊂ k −1 0 E h , k 0 h 1 2 ≤ dist(y, ∂Ω) ≤ k −1 0 h 1
, where E h is the ellipsoid defined in the Localization Theorem 5.1 and k 0 is a universal constant.
Under the assumptions of Theorem 5.1 we have
, and the estimate
holds in a neighborhood of 0, where c 1 , C 1 are universal constants (see Equation (4.3) in [12] ).
In the lemma below, we construct a supersolution and estimate 
where c 0 is a universal constant and C depends only on n, λ, Λ, ρ, c * .
Proof. Letδ > 0 be chosen later, after multiplying u byδ we may assume
for some large constant M depending only on n, λ, Λ, ρ,δ. Then it is straightforward to prove that
ifδ is small. Hence,
where C is a constant depending only on n, λ, Λ, ρ, c * and C 1 is as in (5.7). The conclusion follows if we replace 0 with each point x 0 ∈ B ρ 2 ∩ ∂Ω and modify the construction of the corresponding supersolution.
14 Assume (5.1)-(5.4) hold with
Let E h , A h be as in the Localization Theorem 5.1. Denote
and
We introduce the class D σ which consists of the triples (φ, Ω, U) satisfying (i)-(v) (See [12, 11] ): (i) 0 ∈ ∂Ω, U ⊂ Ω ⊂ R n are bounded convex domains such that
(ii) φ : Ω → R + is convex satisfying φ = 1 on ∂U ∩ Ω and
where G ⊂ B 2/k is a graph in the e n direction and its C 1,1 norm is bounded by σ. 
, and c > 0 depends only on n, λ, Λ, ρ and µ.
where M is the parabolic Monge-Ampère measure generated by φ(x)−t, i.e., dM = detD 2 φdxdt, and M 2 > 0, ǫ 0 ∈ (0, 1) are universal.
Proof. We first prove (i). Assume in contradiction that
Then by [8, Theorem 4.1], for any i ≥ 1 we have
whereK, M, C > 0, 0 < γ < 1 are universal constants. We reach a contradiction if c is small. For (ii), by [8, Theorem 3.1], we have
which implies inf
, we obtain
where M 0 , M 1 are universal. Choose M 2 := M 0 M 1 and the conclusion follows.
Using the above lemma we can construct a subsolution and iterate the estimate of
Here the constants c 1 , η ∈ (0, 1), θ are universal.
Proof. Set
and assume without loss of generality that
Let c 1 > 0 be chosen later, and setũ
Then from (i) in the definition of D δ we haveũ 1 ≥ u 1 ≥ 0. And it follows from (iv) in the definition of 
Denote D := {x n ≤ 2δ} ∩ U. Using similar arguments as in the proof of [12, Lemma 5.2] and noting that
. In particular,
where c ′ is universal. We can apply similar arguments to any x 0 ∈ ∂U ∩ B c and t 0 ∈ [−δ 1 n−1 /2, 0]. Hence
Let u be a continuous solution of (5.5). Assume t 0 ∈ (0, T ], h > 0 is small and t 0 − h ≥ 0. Let A h be the sliding in the Localization Theorem and φ h be the rescaled function of φ defined as before, we define
Denote Q h (φ) := Q φ ((0, 0), h), and then 
where α 1 ∈ (0, 1) is universal and C > 0, h 1 ∈ (0, 1) depend only on n, λ, Λ, ρ, c * .
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Next we assume the global information on Ω and φ: Assume (5.11) Ω ⊂ B 1/ρ contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω.
Assume further that φ separates quadratically from its tangent planes on ∂Ω, namely,
Theorem 5.2 easily implies the estimate for general Dirichlet boundary data.
Regularity near the corner of Ω
In this section we establish regularity for solutions u :
where Ω and φ satisfy (5.1)-(5.4). We first give a pointwise C 1+α, 1+α 2 estimate at the corner of Ω. The idea is similar to that in Lemma 4.1, using the good geometry of boundary sections of φ given by the Localization Theorem 5.1. 
where there is a linear function l (0,0) such that
Then for any 0 < α < 1, there is a constant c 0 > 0 such that
where C > 0, c 0 > 0 depend only on n, λ, Λ, α, ρ.
Proof. Assume φ(0) = 0, ∇φ(0) = 0. For any 0 < δ < 1, the Localization Theorem 5.1 gives that (see (5.7)) for any 0 < δ < 1,
holds for any x ∈ B c 0 ∩ Ω, where c 0 depends only on n, λ, Λ, ρ, δ. Let v(x, t) := φ(x) + µt with µ ≥ n + 1/λ. We have
Moreover, the estimate (6.2) implies that
For any ǫ > 0, by straightforward computation we have
δ . For any x ∈ B c 0 ∩ Ω, we have by (6.4)
where l(x) := l (0,0) (x). By (6.3) we have
On B c 0 ∩ Ω × {0}, the estimate (6.5) implies that
On ∂Ω ∩ B c 0 × (0, ρ 2 ], using (6.5) again we have
, we use (6.4) and find
where we choose ǫ > 0 such that
. Then the maximum principle implies that
Hence for any ǫ such that
where C depends only on n, λ, Λ, ρ, δ. For any α < 1, we choose δ > 0 small such that 
Then for any t 0 ≤ h 0 we have 
with k universal and
where C > 0, 0 < h 1 , α 1 < 1 are universal. By Lemma 6.1, for any α ∈ (0, 1) and (x, t) ∈ Q ′ h (φ), we obtain |u(x, t)| ≤ C |x| 2 + t For any (x, t) ∈ Q φ ((0, t 0 ), h 1 h), we have by (6.7) and (6.8) that
|u(x, t) − l (0,t 0 ) (x)| ≤ Ch 
Proof of Theorem 2
In this section we give the complete proof of Theorem 2. We denote by c, C constants depending only on n, λ, Λ, ρ, T and the modulus of continuity of g. Their values may change from line to line whenever there is no confusion.
We may assume
Let y ∈ Ω. Assume Ω ⊂ R n + , 0 ∈ ∂Ω and the maximal interior section S φ (y,h) is tangent to ∂Ω at 0. By Proposition 5.1, we have dist(y, ∂Ω) ∼h Hence we obtain 
