Abstract
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In recent years a large body of literature has been devoted to study reactive transport of to name a few. We provide a methodology to account for complex kinetic bimolecular 32 reactions in a fully Lagrangian framework where each particle represents a fraction of 33 the total mass of a specific solute. The method, built as an extension to the second-order 34 case, is based on the concept of optimal Kernel Density Estimator, which allows the 35 concentrations to be written in terms of particle locations, hence transferring the concept 36 of reaction rate to that of particle location distribution. By doing so, we can update the 37 probability of particles reacting without the need to fully reconstruct the concentration Fickian transport and multiple porosity systems [Wen and Gómez-Hernández, 1996 Henri and Fernàndez- Garcia, 2014 . This family of methods essentially consist 60 of discretizing the solute mass (existing initially or injected through the boundaries with 61 time) into a finite number of particles, each representing a fraction of the total mass, and 62 then moving such particles according to simple relationships that represent the transport 63 mechanisms considered (e.g., advection, dispersion or diffusion into stagnant zones).
64
RWPTMs are mass conservative by construction, and avoid some of the inherent order kinetics, and found that the probability of reaction of two isolated particles 106 depends on both thermodynamics and the probability of collocation of two particles.
107
Paster et al. [2013, 2014] extended these concepts to higher dimensions, and Ding and 108 Benson [2015] used this bimolecular type of reaction as a building block to simulate the In this paper, we propose a new random walk particle tracking method capable of 144 simulating different sorts of complex kinetic reactions occurring between two reactants 145 (thus generalizing the existing methods to simulate second-order kinetics), while 146 maintaining the classical interpretation of a particle (a fraction of the total mass of a 147 given species). To simulate reactions, we determine the probability that any particle 148 reacts based on particle interactions, the reaction rate law and the stoichiometry. The idea behind the proposed method is to equipped each particle with an optimal kernel 150 function that defines the particle support [Fernàndez-Garcia and Sanchez-Vila, 2011; 
154
An approximate solution of the probability of reaction is then determined, providing a 155 fully Lagrangian approach that does not entail any kind of spatial discretization. The 156 probability of reaction is demonstrated to depend on the particle interaction, expressed 157 as the volume integral of the product between particle kernel functions, and on the 158 point-value of at a weighted mid-position between the two particles. proportional to the concentration of both reactants,
where is the concentration of the sth-species { = A, B, C}, is the forward reaction 182 coefficient, { , , } are the stoichiometric coefficients, and ( , ) is the reaction rate at 183 the location and time , defined as:
We refer to chemical reactions that follow equation (1) media. In one dimension, the probability of reaction of these two particles in a given 196 time interval Δ is given by the expression,
which is obtained as the product of the probability that the two particles will occupy the 198 same differential volume times the conditional probability that, upon collocation, the 199 particles will react during the time step ∆ . Equation (3) is written in terms of the showed that a change in the particle mass is also a valid alternative to particle 213 annihilation.
215
There is another strong limitation in the particle pair annihilation method. Chemical 216 reactions depend on the activities of the reactants rather than on their concentrations. The RWPTM satisfies the transport equation in the limit when the number of particles 225 approaches infinity. Considering that each ith particle associated with species s at time t 226 is located at a point , and that no size is attributed to it, its spatial distribution can be 227 expressed as a Dirac delta distribution and then the concentration of a given species can 228 be written formally as,
where is the mass of the ith particle of species s, ( ) is the location dependent 230 porosity, and {⋅} is the expectation operator over all particle realizations. The 231 expectation of the Dirac delta function is the probability density function (pdf) of the 
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The method recognizes the uncertainty associated with subsampling an infinite number 243 of particles by equipping each particle with a pdf (the kernel function). The estimation 244 of concentrations can then be written as a direct extension of (4),
where is the kernel bandwidth matrix associated to species and ( ; ) is the 246 scaled kernel function, for which several shapes have been suggested, the most common 247 one being the Gaussian kernel function,
where is the space dimension. In the Gaussian kernel (6), the bandwidth matrix is the Mean Integrated Squared Error ( -). This is a well-known procedure in statistics
258
[e.g., Silverman, 1986; Härdle, 1991] . For a second-order kernel,
, # (7) where is the 2 norm of a function, 2 is the second moment, and is the normalized 260 concentration,
where Ω is the -dimensional domain of the model. Note that, in this setup, the 262 estimation of is not explicit, i.e. the estimator (7) depends circularly on the estimation 263 (5). Hence, one needs to either use an iterative method or make an assumption on the 264 approximate shape of the particle plume. The former approach can be computationally 265 intensive, whereas the latter can lead to a suboptimal bandwidth choice, hindering the 266 convergence rate of the estimation with respect to the number of particles. We refer to This section derives the probability of reaction of a given particle for a second order Here, A refers to the ith-particle associated with species A, �A → C , Δ � is the 286 probability that A is transformed into a new particle C in the time interval Δ , and
287
Δ A is the increment of mass of the particle A due to the chemical reaction. This given in (2), expressions (9) and (10) can be rewritten as:
where A ( , ) and B ( , ) are particle reaction rates. The products A ( , ) and 293 B ( , ) define the amount of particle mass consumed per unit volume of liquid in a 294 unit of time. The particle reaction rates can be derived as it follows. Substituting (5) into
295
(1), it is possible to find an expression of the total chemical reaction rate as a function of 296 particle kernel distributions,
.
#(13)
The reaction rate of any particle A or B is determined, respectively, from the 
In the particular one-dimensional case where only one particle of each reactant is 324 present, porosity is constant in space, = = 1, A = B = ℎ 2 , and all particles 325 share the same mass m, we have
and we directly recover the probability of reaction between two isolated particles 327 obtained by Benson and Meerschaert [2008] . We note that ℎ in (24) is not ℎ = √2 Δ 328 but rather it is defined as an optimal kernel support that changes with time according to 329 the number of particles remaining and the actual shape of the solute plume. We claim 330 that this difference in the definition of ℎ is very significant.
Benson and Meerschaert
331
[2008] simulate incomplete mixing by using a low number of uniform-randomly 332 distributed particles, which limits the reaction rate after some time as the A-particles 333 become isolated from the B-particles (described by the authors as "islands of particles").
334
Along the same line, Paster et al. [2013, 2014] derive a relationship between the initial 335 particle density and the noise of the initial condition, suggesting that the simulation of 336 smoother initial conditions requires a higher number of particles. In contrast,
337
Rahbalaram et al. [2015] show that using the adaptive kernel makes it possible to 338 highly reduce the dependence of the numerical solution on the number of particles.
339
Another important difference between the two approaches becomes evident when more 340 than one particle of each reactant is present. In this case, the probability of reaction of a 341 particle given by (22) or (23) can be seen as the sum of independent particle pair 342 interactions. This is only satisfied by the particle pair annihilation method in the limit 343 when ∆ → 0. Otherwise, the reaction between two particles is not a disjoint event.
344
Section 4 provides the details of the new particle tracking algorithm. 
Extension to kinetic reactions with arbitrary reaction rate laws
347
The challenge in extending second-order reactions to arbitrary reaction rate laws resides 348 in that now the total reaction rate cannot be simply split into combinations of kernel 349 functions between particle pairs. Consequently, the rate at which two particles react Because the compensation function ( , ) depends on in a complex manner, the 360 integration of (26) and (27) is no longer direct. To overcome this problem, we i.e., at the centroid of the kernel product (see figure 1) , using a truncated first-order
363
Taylor series expansion (i.e., linearizing it in terms of location),
The validity of this approximation is subjected to the significance of higher order terms 365 of over the kernel product domain represented by AB . Note that the truncation error 366 will always converge towards zero with an increasing number of particles, namely, as 367 AB approaches the Dirac delta. Introducing (28) into (26) and (27), and given that the 368 first moment of the kernel about its centroid equals zero, we obtain In the case where the reaction is reversible, it can be solved by combination of a 382 forward and a backward reaction probability [Benson and Meerschaert, 2008] . For 383 example, if the backward reaction is a first-order decay, i.e.,
where is the backward reaction coefficient, then the probability of backward reaction 385 is simply,
and the mass of the disappearing particle C has to be distributed between the generated fixing the maximum probability of reaction. This way, the time step is respectively 417 small or large at stages where the reaction is fast or slow. When the reaction occurs, one C-particle is injected at each AB position located 431 between the reacting particle pairs {A , B }. These reacting particle pairs disappear after that. Again, by stoichiometry, the mass associated with each new C-particle should = 2 / , and is a vector of standard normally distributed random numbers.
457
Note that the method can directly support species-dependent properties such as effective 
466
For each problem, we simulate reactive transport in a one-dimensional column of unit
467
(1 m 2 ) cross-section, with constant velocity, porosity, and dispersion, to emphasize only The support of each species was estimated through (7) by assuming a Gaussian shape of 487 the particle plume. This leads to a suboptimal approximation of the particle support . #(45)
We assume that Ca 2+ and CO 3 2− are the only ions with significant concentrations in the 536 solution. Then, by using the extended Debye-Hückel formula, the activity coefficients 
542
The parameters adopted during the simulations are summarized in Table 3 . Table 4 . The approximation (38) used to determine the particle support volume ℎ is only valid 587 for Gaussian distributions of the species' concentrations. This is particularly not al. [1996] .
628
The reactive transport problem is similar to the one defined in example 2 but considers a particles by optimal kernel functions. This way, we derived the probability that a given 672 particle reacts with any particle associated with other reactants. In the proposed 673 methodology, complex kinetic reactions require linearizing a function of the local 674 concentrations at the location of highest probability density of encounter between 675 potentially reactive particle pairs. The implementation of the probability of reaction in 676 random walk models has been achieved in this paper by particle annihilation, but other 677 approaches such as particle mass variations can easily be incorporated. are the mean and standard deviation defining the initial normal distribution of 876 solute particles in space, is the total amount of substance at the start of the simulation, 877
and is the total simulated time. The other variables are defined in the text. 
