Tactile graphics play an essential role in knowledge transfer for blind people. The tactile exploration of these graphics is often challenging because of the cognitive load caused by physiological constraints and their complexity. The coupling of physical tactile graphics with electronic devices offers to support the tactile exploration by auditory feedback. Often, these systems have strict constraints regarding their mobility or the process of coupling both components. Additionally, visually impaired people cannot appropriately benefit from their residual vision. This article presents a concept for 3D printed tactile graphics, which offers to use audio-tactile graphics with usual smartphones or tablet-computers. By using capacitive markers, the coupling of the tactile graphics with the mobile device is simplified. These tactile graphics integrating these markers can be printed in one turn by off-the-shelf 3D printers without any post-processing and allows us to use multiple elevation levels for graphical elements. Based on the developed generic concept on visually augmented audio-tactile graphics, we presented a case study for maps. A prototypical implementation was tested by a user study with visually impaired people. All the participants were able to interact with the 3D printed tactile maps using a standard tablet computer. To study the effect of visual augmentation of graphical elements, we conducted another comprehensive user study. We tested multiple types of graphics and obtained evidence that visual augmentation may offer clear advantages for the exploration of tactile graphics. Even participants with a minor residual vision could solve the tasks with visual augmentation more quickly and accurately.
INTRODUCTION
Manifold types of graphics are ubiquitous in our daily life. Just as for sighted people, they play an essential role in knowledge transfer for blind people. For example, tactile illustrations and graphs are used in the educational sector to communicate special knowledge and spatial contexts. Tactile 8:4 T. Götzelmann (such as blinking encoded by oscillating tactile elements) can be implemented. Another technology was Linespace [44] , a combination of a camera and a modified 3D printer attached to a whiteboard. Graphical updates (such as zooming) could be initiated by people who are visually impaired whilst preserving parts of the previous rendition of the graphical contents. One main advantage compared to Hyperbraille was the significantly lower production costs, however its downside was the lack of immediacy. Both Linespace and tactile displays address a major claim by Jacobson [21] , that updates of the tactile rendition cause a high cognitive load for visually impaired users if no context information is preserved. However, the drawbacks of these technologies are their limited mobility and availability.
Approaches Augmenting Physical Graphics
The following approaches use physical representations of tactile graphics in conjunction with electronic devices. The aim of these technologies is to provide additional information stored as electronic content to graphical elements the user is interested in. This helps to reduce the tactile complexity of graphics and, thus, addresses the issue of tactile cluttering particularly caused by textual annotations. The use of these two independent components makes it necessary to solve two main challenges of tangible user interfaces. First, the physical component has to be identified by the electronic system to couple both the electronic and physical entities. Second, to allow interaction with particular parts of the physical representation of the tactile graphic, its position and orientation have to be determined or restricted to specific constraints.
An early concept of audio-tactile graphics was the NOMAD board [37] . This system integrated a touch-sensitive surface with a computer. If the user touched parts of graphics mounted on the surface, then the system provided verbal explanations to the touch point on the graphics. A more flexible system was the Talking Tactile Tablet (TTT) [32] , which combined a touch-sensitive surface and a desktop computer linked by a USB interface with tactile overlay sheets. When exchanging these sheets, they had a specified size and layout and had to be arranged exactly in the frame of the touch surface according to three calibration points. After justifying the sheets, the user had to touch multiple positions to register the graphics with the system. A graphical user interface was used to create graphics as source for the tactile sheets that are printable by local Braille embossers. A subsequent approach [36] allowed the automatic production of TTT sheets for U.S. maps optionally by third-party companies. The same company distributes a smart pen (TTPen), which augments special tactile sheets by audio explanations.
Wang et al. [49] described a system to analyze existing visual maps to initially transform them into a simplified image that can be printed by embossers or on microcapsule paper. These prints could be placed on a touch surface. During exploration of the tactile map, the automatically extracted metadata of street networks was used for verbal feedback to map features. Another approach, Touchplates [26] , presented a system of a tabletop computer and acrylic plastic overlays combined with visual markers. It was able to recognize these overlays automatically by a technology called infrared based diffused illumination, which is integrated in tabletops such as Microsoft PixelSense. Brock et al. [5] used a system of a touch input space and raised-line drawings on microcapsule paper to examine multi-touch exploration of visually impaired people. The approach MapSense [7] extended this approach for a study focusing on visually impaired children, which incorporated 3D printed objects that could be placed on tactile maps.
These approaches allowed the exchangeability of tactile graphics and, partially, to recognize tactile graphics by performing a manual procedure of multiple steps. The necessity to place the map exactly in a certain way on the touch device and the restricted portability of these systems are the limitations of these approaches.
Mobile Approaches
As a study of Espinosa et al. [9] showed, it may be useful that tactile graphics are portable. There were also several audio-tactile approaches that allow the transportation of both the electronic component and the tactile graphics. McGookin et al. [35] presented a study on the combination of opaque, raised paper overlays for non-visual interaction with dedicated applications using touch screens of mobile devices. When the participants interacted with the tactile overlays, sounds and verbal feedback were provided. Sennette et al. [41] presented a portable approach that allowed the use of tactile microcapsule prints of a popular cartographic database as an overlay for tablets and smartphones. After electronic map contents were loaded manually, the tactile maps were constrained to be placed exactly in line with the display's borders.
Use of marker technologies
Baker et al. [1] used manually attached visual markers (QR-Codes) encoding text in tactile graphics to assign verbal explanations to dedicated graphical elements. Standard smartphones were used to decode the marker the user was pointing at with his or her finger and to read aloud the corresponding explanation. They explored methods to capture the correct visual marker with the camera. Another portable approach [16] relied on a combination of smartphones and 3D printed tactile maps placed on a flat surface. Users were instructed by voice commands to hold the smartphone above the map to recognize it by inscribed visual markers (barcodes). An optical finger detection allowed users to query information about map features. A user study with blind users verified its feasibility, but this approach was considerably dependent on lighting conditions and constrained users to a one-handed exploration of the tactile map. An approach not focusing on tactile graphics (2.1/2.5D) but on 3D models [42] is using 3D printed acoustic markers attached on the 3D objects surface instead, which are strummed by the user to obtain dedicated verbal explanations. A smartphone is classifying the produced sounds and reads aloud associated texts.
The first approach, which combined tactile maps with markers that can be recognized by conventional smartphones and tablet computers, was CapMaps [12] . Hence, it addressed the issue of visual marker based approaches needing good lighting conditions and allowed two-handed exploration of the map. A succeeding approach [11] adapted this utilizing translucent (or semitransparent) materials and focused on the technical feasibility of such an approach. Based on this technical paper, this journal article will address tactile graphics in general. To evaluate the advantages of visual augmentation in tactile graphics, it reports from a second comprehensive user study about the effect of the visual augmentation for several types of graphics.
Discussion
Some of these approaches are portable. But even when the system supports interchangeable tactile graphics, users have to carry out a defined, multi-step procedure when changing a map. There are hard constraints for the arrangement of the graphics on the touch inputs that have to be met by blind people. Finally, none of the presented approaches investigates the additional use of visual augmentation for the exploration of audio-tactile graphics to support visually impaired people with residual vision. In the following, we introduce a novel approach to overcome these issues by the use of a novel type of marker technology and to additionally support visually impaired persons by augmentation of individual graphical features.
APPROACH FOR VISUALLY AUGMENTED AUDIO-TACTILE GRAPHICS
As pointed out in Section 1, our aim was to develop a mobile solution for audio-tactile graphics for both blind and visually impaired persons that uses auditory and visual augmentation. The development of our approach required several initial design considerations to solve general questions of technical design to make them usable with capacitive touch displays. Next, the step of exchanging tactile graphics, i.e., especially the effort required to mount the graphics on the touch display, had to be minimized. Finally, software-related questions for the detection of the physical tactile graphics had to be addressed.
Technical Design Considerations
Tactile graphics can be produced by multiple printing technologies. An inherent limitation of creating detailed tactile graphics using microcapsule paper is the support of only one elevation (height) level. Even worse, the elevation cannot be reliably controlled. Small features as well as thin lines may suffer from under-elevation, whilst extensive elevated areas are prone to heating artifacts when the fuser's temperature is set too high. Modern embossers are able to approximate height differences by varying the dots punched into the specialized paper.
3D printers are designed to fabricate spatial structures and thus can reproduce exact height differences. This technical feature can be exploited to support the grouping and differentiation of individual graphical elements, and thus the graphics readability. Another advantage is that 3D prints can be produced in a single pass whilst integrating multiple printing materials. This fact is leveraged in this paper to permit automatic recognition of graphics (see Section 3.2). However, currently available 3D printed tactile graphics cannot be used without modification for the joint use with touch displays. Multiple technical and physiological constraints have to be harmonized to adapt existing 3D printed tactile graphics.
Three main factors influence our design considerations: (i) the tactile acuity, i.e., the discriminability of the finger's skin, (ii) the effective resolution of consumer 3D printers, and (iii) the ability of capacitive inputs to recognize touches through a tactile graphic. When multiple elevation levels should be used in a tactile graphic, the latter factor imposes the requirement to minimize the height differences between elevation levels.
Resolution of Consumer 3D printers.
There are 3D printers on the consumer market that work according to different printing techniques. The most common consumer 3D printers work according the Fused Decomposition Modelling (FDM) principle. Printers of this type use thermoplastic polymers, usually in the form of filament wound up on coils. By using stepper-motors for the x-and y-axes, each point on the printing bed can be accessed. The printing head melts the filament and deposits it on points defined by the 3D model. This procedure is repeated layer per layer, whereas the printing bed (z-axis) moves away from the printing head(s) for a defined distance. By using printers with two or more printing heads, multiple printing materials can be used to fabricate (functional) multi-material 3D objects in a single turn.
The resolution of these printers is dependent on numerous factors. The most important characteristic for realizing multiple elevation levels for tactile graphics is the resolution on the z-axis (layer resolution). Current consumer FDM printers achieve up to 20μm layer resolution. However, printing with high resolutions may drastically increase printing time.
Discriminability of Elevation.
Even fractions of a micron can be sensed due to deformations of the papillary ridges of the finger's skin [31] . However, this is only possible in specific settings, which are not applicable to 3D printed graphical elements. To ensure that the intended elevation of distinct graphical elements is not confused with 3D printing artifacts, at least the nominal layer resolution should be used.
Smaller elevations require more time for reading [24] . The optimal elevation with regard to scanning time between two elevation levels has been determined to start at 160μm [23] . According to Way and Barner [52] , the exploration of tactile images follows two stages. First, the entire image is explored to gather a general overview, and second, detailed information of specific parts is obtained. We adapt this strategy to the elevation levels of 3D printed tactile graphics. On this basis, we propose that differences in elevation between graphical elements should be elevated at least 160μm. Only if needed, fractions of this value should be used to allow the discrimination of differences between graphical elements in example by textures.
Sensing Abilities of Capacitive Touch
Inputs. Current mobile devices usually integrate capacitive touch displays that enable the registration of at least 10 concurrent touches by the device's software. The user interactions are tracked by frequent determination of the individual fingers' positions, which touch the display's surface. To locate the touch positions, a sensitive microcontroller (e.g., Atmel maXTouch) senses load changes in a uniform grid of sensor wires attached to the touch display. This grid may be located directly on the surface (surface capacitance) or be placed below an insulating surface, such as robust glass (projected capacitance). The latter type is used for modern mobile devices. An important factor is that load changes in the sensor grid can already be detected when a finger approaches the touch surface. Hardware manufacturers adjust their touch microcontrollers well to maintain an equalized touch sensitiveness over the whole display area. This controlled sensitiveness allows it to sense touches through thin non-conducting materials (e.g., paper, plastics, glass). In this article, we make use of these technical characteristics and refer in the following discussion to such indirect touches as proximity touches.
To find good parameters for the generation of 3D printable tactile images using multiple elevation levels, an initial study is necessary to find out the range of distances where proximity touches are detected by touch displays.
Methodology. We evaluated discriminable height differences in current mobile devices. We tested 20 devices to estimate the range of proximity to the display. We tested it through a 3D printed PLA ramp with ascending height differences by utilizing the open-source constructive solid modelling tool OpenSCAD [28] . It consisted of multiple adjacent platforms of 1.5cm 2 and height differences of 0.1mm in the range of 0.5-1.9mm (see Figure 1) . For each device, five measuring points (center and the display's corners) were evaluated. Each measuring point was touched a total of five times in decreasing distances from 1.9mm. We recorded the maximum distance proximity touches when each of the touches could be correctly recognized.
8:8 T. Götzelmann
Results. The range of medium distances between devices 1 was 0.58-1.90mm (Ø, 1.17mm; σ , 0.40mm). Hence, each of the devices was able to detect proximity touches on average up to 0.58mm distance. However, more than 75% of the tested devices were able to detect proximity touches of ≤ 0.99mm. According to the results of our preliminary study on touch proximity, 75% of the tested devices were not able to detect proximity touches from a distance above 1.43mm. This information is useful to define the minimum distance of conductive materials, which should not cause a proximity touch (i.e., the bridging component of the capacitive codes described in Section 3.2).
Discussion. Based on the results of this study, we argue that the elevation levels used for encoding tactile graphics' elements should remain below 1.0mm to ensure that the interaction on the tactile graphics by proximity touches is possible. Combined with the physiological characteristics of tactile perception, this makes it possible to have 4-5 elevation levels. This additional level of freedom in can be used for tactile graphics design, to differentiate graphical elements or to implement a tactile perceivable hierarchy in the graphics.
Recognition of Tactile Images
Capacitive coupling of human fingers is sensed by touch surfaces. By using conductive materials, this coupling can be passed along the surface (e.g., Sketch-a-TUI [53] ) or through objects (e.g., CapWidgets [29] ).
When the capacitance of the user's finger is bifurcated to different locations on the touch surface, multiple concurrent touches are registered when the user touches this element [15] . The principle of bridging multiple points on the touch surface by conductive material can even be realized for untouched detection [46] . The concept of capacitive codes is based on the fact that distances between concurrent touch points can be measured. Because of this, these distances can be used to encode information.
We apply this principle to encode an identification of the tactile graphics 2 . Two touch points have at a minimum distance of more than 10mm to be detected as individual points. Larger distances between two points can be measured with an accuracy of at least 5mm. Our images ID code consists of four points in a row. The first two points are at the minimum distance of 11mm and mark the start of code (see Figure 2) . A third point (Code A) is placed at least at the minimum distance +5mm, to distinguish it from the beginning of the code. The fourth point (Code B) is placed in the same manner relatively to the third point. By varying the distances of Code A and B by multiples of 5mm, numerous combinations can be achieved. This code is integrated into the tactile images 3D model and printed using conductive filament.
When the interactive application is started on the mobile device, it first requests that the tactile graphic with such an integrated capacitive code is placed on the touch display and for the user to touch or move it. This causes the registration of four concurrent touch points by the interactive application. The application detects the start of code (which is always two points at the distance of 11mm) and then measures the distances to both of the other touch points to extract the ID code. Besides the ID code, the exact position and orientation of the tactile graphics is extracted from the registered touch points, which allows us to adapt the electronic content to this orientation. In particular, the users touch inputs on the tactile image can be accurately mapped to coordinates on the electronic representation of the graphics, even when the tactile image is shifted or rotated.
As with any other audio-tactile graphics application, has to assign location-dependent user interaction with the tactile graphics to commands. Dependent on the specific type of the tactile graphics the interactive application has to define regions of the tactile graphics, in which specific verbal explanations have to be provided and elements have to be visually augmented.
FEASIBILITY STUDY BY A CASE STUDY ON MAPS
As a proof-of-concept, we carried out a feasibility study including working prototypes of a common type of audio-tactile graphics, i.e., audio-tactile maps. These prototypes used the capacitive codes proposed in the last section and adapted the obtained technical parameters for designing the tactile elements. Multiple approaches exist to generate tactile maps and to automatically assign verbal explanations and visual augmentations to graphical elements of the map. These maps, called LucentMaps, were translucent to be visually augmented. For this study, we implemented a mobile application for detection of the tactile graphics, to provide verbal feedback and to visually augment parts of the graphics the user is interacting with.
Interaction Concept
First, we introduce our intended interaction concept. When a capacitive code is recognized, the actual user interaction starts.
General Requirements.
The user is able to explore the tactile map, which is supported by touch interaction, speech input and output, and the visual augmentation of the map. The integration of capacitive codes into the printed map should minimize the effort required to interchange tactile maps. The software offers a simple way to initiate an exchange of the tactile map.
Touch Interaction.
When exploring the map, users should have the opportunity to get immediate feedback about the map features they are interested in (such as its feature type and name). It is technically feasible to support many touch gestures through tactile maps. However, to not disturb the tactile exploration, we decided to keep the touch interaction simple. For the immediate feedback on specific map features, double tapping on the desired map feature was used. We followed the suggestions of Reference [5] to extend the time interval between the double tap to 700ms.
Since LucentMaps are designed to be used in an interactive context, we deliberately avoided integrating a scale into the tactile map. In contrast, the interactive application allows the determination of arbitrary distance measurements by a multi-touch gesture. One finger has to mark the starting point of the measurement (e.g., a crossing) and a second finger marks the end point of the measurement by simply touching the desired end position (e.g., a corner of a building).
The exact real-world distance is reported by the TTS. To not confuse blind or visually impaired users taking distance measurement with bimanual tactile exploration, this touch interaction has to be activated by an adequate voice command for each measurement.
Speech Interaction.
To facilitate the tactile exploration of the map, the touch interaction is kept simple. To access additional functionality, speech input is used. To ensure acceptable response times and to be independent of internet access during exploration (e.g., when maps are used in situ), the speech detection works offline on the mobile device. The functionality covers (i) showing all map features of a certain class (point-, line-, area features), (ii) showing map features of specific categories (Health, Eating&Drinking, Shops&Services, Culture&Entertainment, Nature&Leisure, Transport&Traveling, Accessibility) and should (iii) allow the user to obtain more detailed information about specific map features. Finally, the functionality mentioned before (measuring distances, locate and help user to be congruent to real-world directions, changing maps) should be accessible by speech input. The results of these interactions are also communicated by speech output. In the case of multiple map features, the TTS speaks the number of the augmented map features.
Visual Augmentation.
The electronic map consists of area (e.g., buildings), line (e.g., streets) and point (e.g., traffic lights) map features. Visually impaired users should be able to augment each of these groups individually. Moreover, many of these map features are equipped with descriptive tags to characterize them (e.g., regarding their classification). Users should be able to augment each element of a specific class, (e.g., shops, pharmacies, public transport). Additionally, when selecting an area or line feature by double tap, the shape of this individual map feature should be augmented.
Creation of Translucent Audio-tactile Maps
There are several approaches for the automatic creation of 3D printable tactile graphics (see Section 2). For this article, we used a specialized web service (http://blindweb.org) to generate 3D models [14] usable for printing tactile maps. Its medium map detail level covers an area of 422 × 287 meters; the actual map's scale is depending on its printed size (1:1875 for a printed size of 22.5 × 15cm). We scaled the map height to the requirements of Section 3 and applied the following elevation levels for the map features (see Table 1 ).
By using its Python-API, we developed a plugin for the free open source 3D authoring tool Blender 3D [2] to automatically adapt these maps to the constraints of our approach and to substitute them with capacitive codes. For each individual map a dedicated ID was assigned. The LucentMaps' cardinal direction north was always on the top side. Since the ID code was located to the upper left of the tactile map (see Figure 3 ) this served as orientation for blind users who could feel the longish shape of the ID code. To make the maps also usable on small mobile devices, we integrated special codes for the remaining corners of the map. After the ID code of the map was recognized, these corner codes could be used to explore maps that are larger than the mobile device's display (see Figure 4) . These corner codes only contain the start code and a third point, which encodes the corner ID by its distance to the start code analogous to Code A of the ID code.
The resulting multi-material 3D model was stored in two complementary 3D models (.STL), which share a joint coordinate system. This combination can be used by common 3D printing software for multi-material prints.
For the actual fabrication, we used an off-the-shelf dual-head 3D printer (FelixPrinters FelixPro 1), working according to the FDM principle. To print the map prototypes, we used a translucent filament, FormFutura HDglass, for the tactile map itself and Proto-pasta Conductive PLA filament for the integrated capacitive codes. The fewer layers used, the less light scattering occurs. Hence,
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We intentionally omitted the integration of a wind rose or arrows for cardinal directions, because north on the maps is always represented by the upper bar containing the biggest capacitive code. On the one hand, this capacitive code can be used to find the cardinal directions relative to the map contents. On the other hand, the mobile device's compass could be used to obtain the orientation of the map contents relative to their real-world entities. Likewise, a fixed scale was not printed in the map, since the software allowed exact measurement of each distance the user is interested in by a two finger multi-touch gesture.
Mobile Application
We implemented a mobile application for Android tablet computers and smartphones that ran on at least API level 15 (Android 4.0.3), which was supported by the most current Android devices at the time of the study.
Implementation of functionality.
For the recognition of the 3D printed tactile maps, we implemented an algorithm for detecting the capacitive codes embedded in the corners of the tactile map. When started, the application waits until it registers the four concurrent touch points in a line. Next, the detected touch points are classified. First, the start of code is extracted, followed by the classification of Code A and B based on their distance to the preceding point.
When the map's ID is determined, a dataset is retrieved including the geographic coordinates of the map's corners, its physical size and, optionally, a description of the map. Together with the computed coordinates and angle of the tactile map on the display, the electronic map is configured. The user is briefed about the recognized map.
For the map rendering and interaction, we relied on the Mapsforge SDK, 3 which has also been used for numerous other research works. It uses compressed maps from the OpenStreetMap database. Our application determined the geographic coordinates from touch interaction with the map even when the map view was rotated by the angle determined by the capacitive codes. For example, a double-tap on one position in the map queried the map database for features at that position. Then the information about the map feature's type and name was communicated by the TTS. The results of queries (e.g., to highlight all buildings) were visually augmented by adapting the rendering styles of the map.
For the speech interaction, we utilized the CMU PocketSphinx SDK [19] developed for offline speech detection mobile devices. It supports multiple detection models, such as context-dependent phonetic search, which allows good recognition results. Because of likely performance issues on some mobile devices, we had to use context-independent search that had to be tailored to our application to achieve reasonable results. To limit the unintentional triggering of voice commands, we defined the keyword "Computer," which is needed to start the actual recognition. We implemented a state machine to navigate through our auditory menu. To increase the detection accuracy, in each level only a small dictionary of recognizable words was used. The auditory menu structure by its detected words is listed below (curly brackets for submenu):
• Overview {Buildings, Streets, Points}
To show each representative of a feature class.
• Show {Eating, Health, Travel, Shop, . . . } To show representatives of a feature category. . User queries map for public transport and traffic map features (left), followed by a double-tap on the street (center), and finally on the building (right). For each of these interactions, the TTS tells name and type of the corresponding map features.
• Which {Name, Type, Else} To obtain detailed information about a map feature the user points at.
• Map {Locate, Distance, Change} To get information about GPS and orientation to real-world directions; to measure distances on the map; to change the tactile with another map (starting with recognition of capacitive code).
For text output, we used the standard Android TTS engine. For this study, we only used the normal voice speed. However, the speed can be easily set to user's preferences for optimal use.
Usage Scenarios
In the following, we define three intended usage scenarios to illustrate possible procedures of usage.
Blind person using tablet. Prior to a trip, the user wants to familiarize himself or herself with the target area. The user starts the application on a tablet computer and places an appropriate tactile map on its display. The user touches the capacitive code and waits for the acknowledgment that it has been recognized. Next, the user simply fixes the map by two strips of adhesive tape by holding the map on the display with one hand and attaching the strips by the other hand. Now, the user queries the map for public transport and street names to the destination, memorizes their shape, and measures distances. The user is also interested in descriptions of buildings surrounding these streets. This scenario could also apply to a visually impaired person (e.g., when searching for the way from a bus stop to a building), who is additionally supported by visual augmentation (see Figure 5 ).
Visually impaired person using smartphone. A visually impaired user wants to consult a tactile map on a journey after arriving at the target area by bus. He or she retrieves the smartphone and a map out of their pocket, places the map on the smartphone and touches the capacitive code. Subsequently, the TTS reports the description of the map and the map is fixed by adhesive tape. She or he initiates the location feature to orient the map to real-world directions and then explores a part of the map. Since the display is smaller than the map, another corner of the map is placed on the display and the corresponding corner code is touched. After the application recognizes the new corner of same map, it adapts and the map exploration continues.
Visually impaired person using tablet. The map is recognized just as in the previous scenarios. This time the user explores the map of a crowded area of a city center. By using voice commands, he 8:14 T. Götzelmann or she gradually browses through the map feature categories and requests additional information about augmented map features of special interest.
USER STUDIES 5.1 User Study on the Applicability of the Experimental Application
To assess if blind and visually impaired people are able to use the approach proposed in Section 4 and to obtain qualitative feedback, we conducted a brief application-driven user study. Because we think the target group for interactive tactile maps are mostly younger people, we cooperated with the regional school for visually impaired and blind persons.
We recruited nine participants (five females) with an average age of 15.67 ± 5.57 years. Six of the participants were visually impaired (5-30% residual vision), one had residual vision of 2% and two were blind. Each of the participants had basic knowledge about tactile maps. For the study, we used an inexpensive off-the-shelf Android tablet (Huawei MediaPad 10 Link+) with our implementation of the detection of capacitive markers and the interaction with the tactile map as described in Section 4.3. The display was set to maximum brightness, augmented parts of the map were represented by white color, whereas the remaining map features were indicated by a dark grey color.
Procedure. Initially the participants were given a brief description of the tactile maps and that mobile device touch displays are able to detect touches even through thin plastic. It was explained that capacitive markers are attached to the top and bottom sides of the map and that the tactile map can be automatically recognized by the tablet by touching or moving these markers on the tablet's display. Next, they had the chance to explore a trial map and were instructed to find the ID code, which is the largest (black) structure located on the upper left side of the map. Subsequently, multiple use-oriented tests were carried out with each of the participants. Results. All of the participants were able to place the tactile map on the tablet's display and to use the capacitive code for detection of the map. When the users relocated the map, this was detected by the application and the correct angle was reported (1) . All of the participants were successful, none of the users needed numerous trials, which resulted in registration timings considerably less than 10s. Multiple users tried to rotate the map more than ±90 degree, which resulted in failure to recognize the code. However, this was a technical issue that could be solved by software in future versions.
The participants
All of the map users successfully managed the task to obtain additional information on point-, line-and area features (2) . Visually impaired users recognized the rough shape of augmented map features and each of them recognized the correct number of augmented point features (3a + 3c). Four visually impaired participants recognized the correct number of 11 augmented buildings on the tactile map, one counted only 6 buildings and another was not able to see adjacent buildings (see Figure 6 ) as individual buildings. Each of the participants were successful to carry out the multi-touch gesture (4) to measure the distance between two map features.
Discussion. The aim of this user study was to test the technical feasibility of our use case on tactile maps. Both groups of people, blind and visually impaired, were curious to use the interactive approach. They obviously liked the fact that the map is automatically recognized when its capacitive code is touched on the tablet's display. Multiple users mentioned that it should be combined with a popular navigation application called BlindSquare, to be able to "feel" individual map features. One participant proposed to invert the augmentation of the map features, i.e., to augment the whole map except selected map features. Another participant liked the mobility of the map and the fact that small maps usable with smartphones or tablets do not attract attention of sighted people in contrast to large maps. Finally, the users had multiple suggestions on improvements of the map design. Even though map design is not the focus of this article, this information can be used for our future work.
Voice commands had to be repeated in some cases. We expect that outdoor use could be problematic and suggest using a Bluetooth headset for future applications. Despite the implemented keyword-search functionality, the voice recognition had to be disabled by the test supervisor between the individual tests, since sometimes unintentional commands were detected. For future versions, we suggest integration of a dedicated button in one of the display's corners, which would allow speech-recognition when it is pressed instead of the keyword-search functionality.
The results show the feasibility of our use case using the experimental application. It implemented the technical design considerations for visually augmented audio-tactile graphics (see Section 3.1) and used capacitive markers (see Section 3.2). None of the users had problems attaching the tactile overlays to the tablet computer, causing the system to recognize them by the markers, or to get verbal hints by touch interaction. Since the same components can be used for other types of audio-tactile graphics as well these technical results can be transferred to other application. The visually impaired people (including the person with 2% residual vision) were overwhelmed how much the visual augmentation of graphical elements can help. A comprehensive user study on the effect follows in Section 5.2.
User Study on the Effect of Visual Augmentation of Tactile Maps
The previous user study demonstrated the usability of the presented audio-tactile system for blind and visually impaired people. In this study particular attention was paid to the use of capacitive markers integrated with 3D printers with unmodified commercially available tablet computers. In particular due to the positive feedback of the visually impaired subjects, there were indications that the additional visual enrichment of the translucent audio-tactile materials can have an effect even with a high degree of visual impairment. This section reports on a more advanced user study that had the goal of investigating the effect of visual enrichment of tactile graphics.
Participants.
We conducted the user study with 16 visually impaired people (eight female). Their ages were ranging from 19 to 49 years with an average of 34.63 ± 5.24. They were recruited from a vocational training center and a regional school for visually impaired and blind persons on a voluntary basis. No participants of the first study participated in this study. The sequence of tested participants was randomized.
Their reported visual acuity on the best eye ranged from 2% to 25%, with an average of 6.69 ± 9.82. Two of them had a residual vision of 2%, 13 between 2% and 10%, and one participant had a residual vision of 25%. Six participants were congenitally visually impaired, two more entered moderate visual impairment (at least by WHO category 1 [56] ) with less than 18 years and the remaining participants later in their life. The causes for their visual impairments were as follows:
• Most of the participants did not have (n=6) or almost not have (n=8) experience with tactile graphics. Only two of the participants stated that they had often used tactile graphics.
Apparatus.
To ensure that the test results are not limited to a specific hardware platform, we intentionally did not use a high-end tablet computer for this user study. Instead, we used a 10-inch tablet computer Huawei MediaPad Link 10 + , which was commercially launched in 2013 and costed less than 100€ when the study was carried out. Its display brightness (max. 350cd/m 2 ) and the contrast ratio (max. 800:1) are weaker than those of many current tablet computers and thus, served well as a lower bound.
As in the feasibility study, all tactile elements were printed by 3D printing using the translucent filament HDglass. Even though 3D printers are able to produce tactile graphics with several levels, only one level was used in this experiment. The basis for the printing height was the height of tactile-readable elements on microcapsular paper (i.e., Reference [50] ). Therefore, the elements were printed with a total height of 0.3mm consisting of two layers at a layer height of 0.15mm. The 3D printed tactile examples were fixed on the tablet computer with two strips of translucent adhesive tape. The light conditions were controlled for the test. Reflective light sources were removed, the illuminance was adjusted to 12-15l× by means of sun-blinds. The display of the tablet computer has been set to maximum brightness. For the augmentation only elevated parts of the graphics (see Appendix A) were illuminated by white light.
Design and Procedure.
The user study used a within-subjects design. It consisted of five different tests, each available in three versions. One version was used for the briefing with the subject, the pretest, and the ability for the user to ask questions before the start of the actual test. The two other versions were used for the tests, to test our independent variable of visual augmentation, i.e., one of both versions utilized visual augmentation (V A ), while the other version was not augmented (V N ).
The tests were conducted with both test versions, but arrangements were made to prevent distortions by a possible learning effect between testing the augmented version against the nonaugmented version. For this purpose, the order of both versions was alternated for each user. In addition, we considered possible differences in the level of difficulty between both tested versions of each test. To compensate for this in the individual tests, the sequence of V A and V N was also alternated with each user (see Figure 7) .
As can be seen from Figure 7 , an introduction was first carried out with each subject. After the welcome she or he was asked about his general data (see Section 5.2.1: age, sex, visual acuity, and experience with tactile graphics). Next, it was explained that now five different tests are carried out, in which it is important to determine the correct result as quickly as possible. In addition to the sense of touch, the residual sight should always be used (for both V A and V N ). Then a tactile example was presented for each test, explaining the task to be solved. After probing the pattern, the subjects were asked to answer any questions before the actual test began. Additionally, the users were instructed to first determine the correct result, and then to report it. Re-checks and re-counts were not allowed. After completing the five tests, the purpose of the tests was explained and the user was asked for comments or suggestions for improvement.
For the exploration of tactile graphics, the accuracy and speed were identified as two important indicators. For this reason, our dependent variables were the number of errors (deviations of the detected variables from the actual graphics by means of formalized parameters) as well as the time required for recognition.
In this context, the following hypotheses are tested for each test: The following tests were carried out in this user study:
Simple geometric shapes are well known and can be described by simple characteristic numbers when they are recognized. For this purpose, we chose regular polygons, i.e., convex polygons and star polygons (see Appendix A), which had to be described by their number of corner vertices. These were arranged into four shapes in two rows, i.e., one row for the convex polygons and another row for the star polygons. The diameters of these shapes varied between 18 and 35mm. The subjects were instructed that these can have 3, 4, 5, 6, or 8 corners and that they should start at the top left and then report the numbers in the first row and then the second row. We recorded the time needed to solve this task and counted an error for each false number of vertices reported by the user. In V A the geometrical objects were illuminated.
• Test 2
The second test incorporated arrows (see Appendix A) to find out whether the visual enrichment can bring advantages in recognizing specific details in graphics (i.e., arrowheads). The total length of an arrow was 21mm, its arrow shaft had a thickness of 2.0mm and the arrow tips had an angle of 30°. The subjects were instructed to report the directions (up, down, left, right) of eight different arrows from left to right. We recorded the time needed to solve this task and counted an error for each false direction reported by the user. In V A the arrows were illuminated.
• Test 3
This test should mainly determine whether the enrichment of negative tactile features is useful. For this purpose several circles were inscribed in raised rectangles, so that corresponding cavities were created (see Appendix A). The subjects had to determine the number of holes in this task, but they did not obtain any information how many holes are possible. They were advised that there may be three different hole diameters, but that these differences were not relevant. For the different hole diameters and the distances between them, the BANA guidelines [3] were taken into account. Three rectangles (47 × 67mm) were to be determined from left to right with hole diameters of 4, 6, and 9mm. We recorded the time needed to solve this task and counted the difference of the actual number of holes and the reported number of holes. In V A the holes were illuminated.
• Test 4
This test represented a line diagram with overlapping lines (see Appendix A). Beside this type of graphic itself, lines are often used to represent edges or borders in more complex graphic types such as illustrations. Tactile line styles are diverse and their combined use can lead to low readability in more complex graphics. Because of this, we aligned ourselves with the BANA guidelines, which makes suggestions about suitable combinations of line styles. The line width of each line was 2.0mm. The subjects were instructed that there are three different line styles (dotted, dashed, and continuous) that partially cross each other. Their task was to follow each individual line from its left end to its right end. In this test, the users could repeatedly ask if they were still on the right line with their fingers. We recorded the times needed to follow each of the lines. In this test, no errors were recorded. In V A the individual lines were illuminated.
•
Test 5
The last test represented a grouped bar graph with multiple tactile textures (see Appendix A). Similar to the lines, such textures are often used in more complex graphic types to represent surfaces. Since these textures are also diverse, we aligned ourselves with the BANA guidelines, which makes suggestions about suitable combinations of textures. The bars width was 7.5mm and their height was variable. Three different textures (diagonally hatched, dotted, grid) were chosen. The participants were instructed to only count bars with a specific texture, whereas the height of the bars were not relevant. We recorded the time needed to solve this task and counted an error when there was a difference between the actual number of bars and the number of bars was reported by the user. In V A the individual bars were illuminated.
• Fixation of tactile overlays
This additional task had to be performed by each participant to find out if completely untrained users are able to attach the 3D printed tactile overlays to the tablet computer by two strips of adhesive tape. The tactile overlay was placed on the left side of the tablet computer and both strips of adhesive tape were stuck on the table. The participants were instructed to first place the overlay on the tablet computer and then to attach the adhesive tape on the left and right border of the overlay.
Results.
General observations. Neither in version V N nor V A a (linear) correlation (∀r : r 2 < 0.15) could be found between the visual acuity and the time needed to solve the tasks (see Appendix B). Even subjects with a very low visual acuity significantly benefitted from the visual augmentation. Subjects with a visual acuity of ≤2% achieved a 25% reduced rate of error with the visual speed increase and a speed gain of 108.94% compared to the respective non-augmented versions.
We performed a Mann-Whitney U-test to determine whether the distributions of the group of congenital visually impaired users differs from the group of late visually impaired users regarding the user performance (timings). For each individual test (both V N and V A ), we carried out the statistical test, but none of the results showed evidence that there was such a dependency (see Appendix C).
Individual test results.
For each of the subjects, we received the number of errors and the time needed to solve the test for each of the five tests for both versions. For Tests 4 and 5, three timings were recorded. In addition, the wrong answers were documented. For the following statistical evaluation of the paired results, we used the nonparametric Wilcoxon Signed Rank Test [54] .
Test 1
The evaluation of Test 1 revealed a statistically significant faster problem solving by visually augmenting the tactile graphics. It resulted in z = −2.02, p = 0.022, with a large effect size (r = 0.5). The median time needed to solve this test decreased (see Figure 8 ) from V N (Md = 48.34) to V A (Md = 40.94). There was no significant difference in the numbers of errors. This is mainly influenced by the fact that only few errors have been made, i.e., many users correctly identified each of the eight geometric shapes with (N correct = 10) and without visual augmentation (N correct = 8).
• Test 2
The evaluation revealed a statistically significant faster problem solving by visually augmenting the tactile graphics of Test 2. It resulted in z = −3.36, p < 0.001, with a large effect size (r = 0.84). The median time needed to solve this test decreased (see Figure 9 ) from without augmentation (Md = 19.10) to with augmentation (Md = 14.30). In this test, no significant difference in the number of errors could be determined. All participants except one completed the test without errors. This participant reported multiple errors in both V N (5) and V A (3).
• Test 3
In Test 3 the participants were significantly faster to find the rectangles' holes in V A compared to V N . It resulted in z = −3.52, p < 0.001, with a large effect size (r = 0.88). The median time needed to solve this test decreased (see Figure 10 ) by more than 50% from V N (Md = 38.83) to V A (Md = 16.44). The number of errors also significantly dropped (z = −2.29, p = 0.011) from V N (Md=1.50) to V A (Md = 0.00).
• Test 4
This test indicated that the recognition of individual lines can be significantly improved with visual augmentation (z = −5.82, p < 0.001, with a large effect size r = 0.84). The median time needed to solve this test decreased (see Figure 11 ) from V N (Md = 12.11) to V A (Md = 5.74) by more than 50%. Since in this test the participants were able to consult the experimenter to find out if they are touching the correct line, all the participants successfully completed this task. •
Test 5
The evaluation of Test 5 showed evidence that the recognition of individual textured elements can be significantly improved (z = −5.52, p < .001 with a large effect size r = .80) using visual augmentation. The median time needed to solve this test decreased (see Figure 12 ) from without augmentation (Md = 17.61) to with augmentation (Md = 6.72). Beside that the number of errors also significantly (z = −2.97, p = .001) decreased from V A in relation to V A .
• Fixation of tactile overlays
Each of the users successfully solved the task on the first attempt with an average time of 19.05 ± 7.76s. Some of the users placed the tape diagonally across the edges of the overlay, others arranged the tape horizontally on the left and right edge of the overlay. However, in each case the tactile overlay was properly fixed on the tablet computer.
Discussion.
The Hypothesis H 0 Performance can be rejected for each of the tests, the time needed to solve the tasks significantly decreased from V N and V A . H 0 Accuracy can be rejected for Test 3 to 5. For the Test 1 and 2 it cannot be rejected, which is probably related to the fact that in these test only few errors have been made. In total the average number of errors per user and test (V N and V A ) was relatively low (0.57), which could be related to a good legibility of the tactile materials.
In Test 3, three rectangles with either 4, 6, or 8 cavities were shown in this test for both versions V N and V A . Their number had to be stated correctly, but the participants were not informed in advance which numbers are possible. In addition to the total time for the recognition of the numbers, it was also noted which numbers the subjects called the correct solutions. A further analysis was carried out using the Wilcoxon Signed Rank Test to determine whether the errors in the rectangles with 4, 6, or 8 cavities significantly decreased from V N to V A . No significant difference was found in the rectangle with 4 cavities (z = −0.49, p = 0.312). In contrast, there was a significant decrease in the errors in the rectangles with 6 cavities (z = −1.83, p = 0.034) and 8 cavities (z = −2.50, p = 0.006). Together with the results of the more complex graphs of Tests 4 and 5, this could be an indication that the cognitive load (e.g., Reference [1] ) of the subjects can be reduced by the additional visual support. A further study could examine further in detail the extent to which more complex graphics can be mediated by supporting the residual vision of visually impaired people.
The participants felt very positive about the additional visual augmentation. They mentioned in particular that the lighting can help to find relevant parts of tactile graphics. Even subjects with a very high visual impairment could benefit from this: "It sparkles somehow and helps to understand where one has to grope. " The augmentation can be used to complement the audio-tactile graphics. They can be used in combination with textures (Test 5) to assign graphical elements with attributes or to show which elements belong together.
Some subjects found it very helpful that the background was dark and only important items in the foreground were bright-unlike many representations on screens and printed tactile graphics. One respondent remarked that "there were no duplications by the light, " another that "no wavy fringes appear. "
To our surprise, multiple subjects said that instead of a single color, several colors could be used to further differentiate the graphics: "You could try to choose color combinations for further distinction"; "Other colors could also be good. " In addition to this suggestion, two subjects mentioned that a softer color than white might be more appropriate for highlighting. To avoid being blinded, red and orange could be more suitable. The fact that color combinations with respect to audiotactile graphics were considered important could be the basis for further studies. Thus, several graphical elements could be simultaneously augmented by different colors and the meaning of the colors explained by verbal reference. Possibly, this could offer advantages in understanding the spatial relation of several picture elements.
LIMITATIONS
This section combines the limitations of the general approach and the outcomes of both user studies as well as provides ideas for improvements and future research.
Limitations of Experimental Application on Tactile Maps
The application-driven user study showed the principal feasibility of the use case on tactile maps but it also indicated limitations and how the application could be improved in future.
Reliability of sensors.
Besides the technical issues regarding the voice input, the magnetic sensor used for the compass functionality sometimes delivered skewed orientations. This is a common issue of electronic compasses built in mobile devices. A common strategy that is carried out to calibrate augmented reality applications is to wave the device once in an infinity-shaped manner before using the application. This is a simple but effective mean to calibrate the smartphone for the application presented in the feasibility study.
Map features included in map databases.
The offline map material used by the Mapsforge framework is freely available on the internet. However, it is pre-processed to be stored efficiently in a compressed format, which also incidentally excludes some special tags for accessibility. By using existing tools, specialized map material for blind and visually impaired people could be generated from the OpenStreetMap database and provided to the community through the internet.
Optimal tactile representation. The effectiveness of (tactile) maps directly depends on their map design. The experimental application did not focus on tactile map design. Improving the map design could also improve the effectiveness of our approach.
A main challenge to tackle in the future is to identify how the tactile representation of (semi-) automatically created maps should be and how this can be technically achieved in general (including multiple zoom levels). Since a similar task has been solved for electronic visual maps decades ago, the authors believe that this can achieved for tactile maps as well. To realize this, the research results of user studies carried out to address these questions (e.g., References [4, 7, 58] ) have to be transferred to formal rules for computing functional and usable maps. Likewise, for volumetric tactile material, there is an increasing number of publications (e.g., Reference [17] ) that could help to optimize the usage of multiple elevation levels (such as sketched in Section 3.1) for tactile map design. This has to be done with current and upcoming technologies in mind. Multiple tactile reproduction technologies should be addressed by an integrative approach to reach most of the blind persons.
Redundant auditory and visual output. Auditory and visual output should ideally be redundant to support blind and visually impaired people in equal measure. In the experimental application there was still a bias towards visual augmentation. Especially, when the user prompted to highlight categories of map features (e.g., public transport), the application merely verbally reported how many of these map features were on the map, but not where they were located on the map. The individual map features were only visually highlighted.
As an improvement, future studies could address the verbalization of the position of individual map features and, ideally, a verbal description of their shape as a complement to the tactile exploration of map features by blind people.
Limitations of Visual Augmentation
The second user study addressed the effect of visual augmentation of tactile maps. It showed that even visual impaired people with less residual vision considerable benefitted from the augmentation for multiple kinds of graphics. This experiment has been carried out under laboratory conditions. Multiple potential limitations can be considered.
Lighting conditions. The visual augmentation of the translucent tactile graphics is dependent on lighting conditions of the environmental light. In bright areas (e.g., outdoors) this could impede the recognition of augmented map features. Similar issues could occur for speech interaction. However, this is also true for standard use of mobile devices for sighted users.
Partial opacity of filament. To the knowledge of the author, there is no existing 3D printer filament that is completely transparent. According to its specifications the filament used in the experiments only had 90% transparency (<1% haze). The fact that multiple printing layers have to be stacked on each other and the fabrication process itself (fused deposition modeling) are still reducing the transparency. To limit the opacity the layer height should be maximized, i.e., by printing as few as possible stacking layers.
Characteristics of displays. The characteristics of mobile devices' displays are manifold. In the user study of the effect of visual augmentation, we only used one specific display. We intentionally did not use a high-end device for the tests. However, parameters such as the resolution, brightness or color reproduction differ amongst the consumer devices and may influence the performance of users. We plan to carry out a comprehensive user study to assess different light conditions, 3D printing filaments, and display characteristics.
General Limitations
Some of the limitations are related to the general approach. Its applicability to specific usage scenarios depends on multiple parameters.
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Number of Codes. The use of capacitive markers with tactile graphics allows to identify the graphics immediately by touch. However, for this reason the marker has to be completely placed on the touch input, i.e., the number of distinguishable graphics directly depends on the touch input's size. Using the coding scheme proposed in Section 4 for smaller devices (e.g., 100mm width) such as smartphones only 55 codes can be used. However, the mobile usage (e.g., maps) is not designed to be used with a high number of tactile sheets that cover large areas. Instead, it can be used to provide orientation in the target area [9] , such as a bus stop or a university campus or to recall map features. For tablet computers the original coding scheme provides 465 distinct codes for a touch input size of 200mm width. If an application needs a higher number of distinguishable graphics, then the coding scheme can simply be extended by additional points touching the input (see codes A and B in Figure 2) . Hence, adding an additional point C results in 3,276 codes, respectively, another point D in 12,650 codes.
Protective Cases. Smart phones are sometimes framed with protective cases. When bulky cases are used, this could prevent seamlessly placing a flat object on the touch surface. Despite this, we informally tested the use of tactile graphics with a low-cost smartphone the user studies focused on the use with a tablet computer. For the use of tactile graphics with smaller displays a dedicated comprehensive user study could reveal more practical issues.
Costs and Availability. As discussed in the introduction, costs are an important factor for many in the target group. Exemplary 3D printed tactile graphics of 10 × 15cm had an average weight of approximately 10g and consisted of ∼90% transparent HDglass filament (750g: ∼$40) and ∼10% conductive PLA (500g: $48). On average, this means that the material costs of such a tactile graphics usually is below $0.60. Even cheap 3D printers may be suitable for printing such graphics-we successfully tested prints with a dual-head 3D printer with a price point below $1,000. Because there is a competitive market for 3D printers and filaments, it can be expected that this will continually drive quality and cost reduction of these mass products. The approach does not have demanding hardware requirements and can be used with affordable mobile devices. However, this could still limit the dissemination of applications using this approach, especially for people in the developing world.
Portability. In our usage scenario (see Section 4), we tested an application of our approach for tactile maps. As other types of graphics maps can be used for different purposes. Even though in our study one sheet only weighed 10g, when portability is an important characteristic for the intended usage scenario (e.g., in situ use of maps) the number of tactile sheets has to be limited. For the map use, we propose to use the tactile maps for supporting orientation in the target area [9] . For exploring large areas, we recommend using a larger map scale for the tactile graphics.
Limited layers. Using multiple elevation levels in tactile graphics could be used to organize information to support hierarchical scanning of tactile graphics. To allow touch (gestures) through the tactile sheets, the number of elevation levels is limited. Using off-the-shelf devices, the overall height is less than 1mm. However, reprogramming touch display controllers of consumer devices allows us to detect touch input from further distances [57] , which could allow the exploration of spatial objects such as relief maps in future.
CONCLUSION
We presented a novel approach designed for both blind and visually impaired persons. It extends the concept of audio-tactile graphics by extending the visual modality. Particular graphical elements are visually augmented by illumination and groups of elements sharing content-related characteristics are emphasized. This allows visually impaired people to use their residual vision for the exploration of tactile graphics.
The following describes the individual contributions of this article about 3D printed Audiovisual Tactile Graphics. It presented a mobile solution for audio-tactile graphics, which can be used without any special equipment. The audio-tactile graphics work even with inexpensive standard smartphones and tablet computers.
We carried out a study of capacitive displays to obtain characteristics of proximity detection. By considering the requirements of 3D printers and the physiological characteristics of the human sense of touch, we developed a system that allows multiple elevation levels to in audio-tactile graphics. By assigning elevation levels to groups of graphical elements, this could be used to reduce tactile cluttering.
Our approach simplifies the combination of mobile devices with physical tactile graphics. By integrating conductive markers into the tactile graphics, the user is able to register graphics by a single touch or movement of the tactile graphics placed on a touch screen. It does not require the placement of the graphics in a specific way or aligned to a specific axis. Even completely oblique arrangements of the graphics can be used immediately. A sufficient fixation of the graphics is possible by simply attaching two strips of adhesive tape on the borders to the graphics. No extra attachment system is needed; the strips can be reused and temporarily stored on the mobile device's backside. Even untrained users are able to do this within few seconds.
The proposed solution of tactile graphics and integrated visual markers is printable with inexpensive off-the-shelf 3D printers in one turn without the need of post-processing. The material costs of these tactile graphics are comparable to prints on microcapsule paper.
Based on the developed generic concept on visually augmented audio-tactile graphics, we presented a case study for maps. The maps used for the case study can be semi-automatically generated by existing approaches (e.g., Reference [13] ). We designed an interaction concept and adapted our approach to the needs for the audio-tactile exploration of maps. Finally, it was implemented prototypically and tested with a user study with visually impaired people. All the participants were able to couple the tactile graphics with a standard tablet computer within seconds and to interact with the 3D printed tactile maps. They visibly enjoyed the interaction with the visually augmented tactile maps.
To study the effect of visual augmentation, we conducted a comprehensive user study with another group of visually impaired people. We tested multiple types of graphics and obtained evidence that visual augmentation may offer clear advantages for the exploration of tactile graphics. Even participants with a residual vision of only 2% (WHO category 3/4 [8] ) could solve the tasks with visual augmentation quicker and more accurately. Visually impaired people performed better in following linear tactile features, in counting elements, in exploring complex tactile graphics and in finding specific elements by visual augmentation. Furthermore, the results indicate that (i) the joint use of tactile sensation and visual feedback may reduce cognitive load, and (ii) (multicolored) augmentations could support the hierarchical scanning of tactile graphics. These results show interesting research questions to be targeted for future studies.
APPENDIXES A TEST OBJECTS OF USER STUDY ON VISUAL AUGMENTATION
The white surfaces represent the basis of tactile graphics, while the black elements mean that the tactile graphics are raised by 0.3 mm at these positions.
B DETAILED SCATTER PLOTS
This section shows scatter plots and the degree of correlation between acuity and problem solving time. Figures 13 to 17 illustrate that in none of the tests a dependency between both was variables was found. The elimination of the outlier (visual acuity=25%) does not change this fact.
However, as described in Section 5.2.4, there is a considerable effect of visual augmentation (note that the Y scale of the scatter plots has been adapted for the sake of visualization). Even visually impaired people with a low level of residual vision considerably benefitted from the visual augmentation of tactile elements. Figure 18 shows that the first test took more time for most of the users than the other tests. Tests 2 and 3 took almost the same time to solve the tasks. Figure 19 shows that the Tests 4 and 5 also took almost equal time to solve the tasks. Both figures indicate that users 2 and 14 performed slower than the remaining participants. However, there was no evident similarity regarding their age, acuity and type of visual impairment. Their acuity was nearly the average value (5% and 10%). Table 2 shows the detailed results of the Mann-Whitney U-test described in Section 5.2.4. Group A (N A = 10) represents late visually impaired people, whereas Group B (N B = 6) represents
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