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A classification of SU(d)-type C∗-tensor categories
Bas Jordans1
Abstract
Kazhdan and Wenzl classified all rigid tensor categories with fusion ring isomorphic to the
fusion ring of the group SU(d). In this paper we consider the C∗-analogue of this problem.
Given a rigid C∗-tensor category C with fusion ring isomorphic to the fusion ring of the group
SU(d), we can extract a constant q from C such that there exists a ∗-representation of the
Hecke algebra Hn(q) into C. The categorical trace on C induces a Markov trace on Hn(q).
Using this Markov trace and a representation of Hn(q) in Rep (SU√q(d)) we show that C is
equivalent to a twist of the category Rep (SU√q(d)). Furthermore a sufficient condition on a
C∗-tensor category C is given for existence of an embedding of a twist of Rep (SU√q(d)) in C.
1 Introduction
Tannaka-type reconstruction theorems allow one to reconstruct an algebraic object (for example
a group) from its category of representations. There are numerous of these theorems, the classical
Tannaka-Krein duality [14], the Doplicher-Roberts theorem [3], Deligne’s theorem [2], Woronow-
icz’s duality for compact matrix pseudogroups [16] and many more. Despite these theorems it is
still very difficult (if not impossible) to give a complete list of all quantum groups which satisfy the
fusion rules of a certain group. However, if one instead tries to classify all (C∗-) tensor categories
which have a fusion ring isomorphic to the fusion ring of a certain group G, this problem becomes
easier to solve. Kazhdan and Wenzl [7] gave such a classification in the case of tensor categories
with fusion ring isomorphic to the fusion ring K[Rep(SU(d))]. They showed that if C is a tensor
category with fusion ring isomorphic to K[Rep(SU(d))], then there exists a constant µ ∈ C∗ not
a non-trivial root of unity such that C is (monoidally) equivalent to a “twist” of Rep(SUµ(d)),
the representation category of the quantum group SUµ(d). These twists are determined by a d-th
root of unity.
This paper contains two main results. The first one (cf. Theorem 7.7) is the C∗-analogue of the
result by Kazhdan and Wenzl. We will show that all C∗-tensor categories which satisfy the same
fusion rules as Rep(SU(d)), the so-called SU(d)-type categories, can be classified by pairs (µ, ω)
where µ ∈ (0, 1] and ω is a d-th root of unity. Namely given a SU(d)-type category C we can
extract constants µ and ω from C such that C is equivalent to a “twist” by ω of the category
Rep(SUµ(d)). The other main theorem is inspired on the paper by Pinzari [13]. In this paper she
gives a sufficient condition when it is possible to embed Rep(SUµ(d)) in a given braided C
∗-tensor
category. We generalize this result to conditions on C∗-tensor categories which are sufficient to
construct an embedding of a “twist” of Rep(SUµ(d)) in a given category (see Theorem 7.11).
These two main results are independent of each other, but the proofs of both of theorems are
related. They are both based on Theorem 6.7 which gives some technical conditions when a given
category is equivalent to a “twist” of Rep(SUµ(d)). In this paper Hecke algebras play a key-role,
because the representation category Rep(SUµ(d)) has a natural representation of the Hecke alge-
bra. Following Kazhdan and Wenzl we construct a representation of the Hecke algebra in the the
endomorphisms of a SU(d)-type category. These representations allow us eventually to recover
the category from its fusion ring. In these categories we need to make some explicit calculations.
However, in general categories this is often very difficult. Therefore we use the categorical trace
[8] to show that the representation of the Hecke algebra is independent of the category C. This
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result allows us to make computations in Rep(SUµ(d)) in which everything is more explicit.
This paper is organized as follows. In Section 2 we start by recalling the main definitions and
properties of C∗-categories and specialize to SU(d)-type categories. We continue with the neces-
sary results on Hecke algebras. Section 4 will be devoted to making the necessary computations
in Rep(SUµ(d)) allowing us later to compute the twist invariant of a general SU(d)-type category.
In section 5 we construct the representation of the Hecke algebra into End(X⊗n) and we establish
that this representation is independent of the category C. In the next section we consider a specific
class of C∗-tensor categories and we prove a technical theorem showing that all these categories
of this specific type are equivalent to a “twist” of Rep(SUµ(d)). Section 7 contains the two main
theorems of this paper.
2 Preliminaries on C∗-tensor categories
In this section we will introduce the specific class of C∗-tensor categories we are interested in,
namely the SU(d)-type categories. We will also discuss “twists” of such categories.
We will not give the full definitions of C∗-tensor categories and functors of these categories. Precise
definitions of C∗-tensor categories and functors thereof can be found in e.g., [11, §2.1]. The
essential element one has to keep in mind is that in a C∗-tensor category one is able to take
“tensor products” of objects and morphisms and that there exists a conjugation operation. We
will define the associativity morphisms and conjugate objects in C∗-tensor categories, because
they will play a key-role later on.
Definition 2.1. A C∗-tensor category is a C∗-category equipped with a bilinear bifunctor ⊗ : C ×
C → C, (U, V ) 7→ U ⊗V , which will be called the tensor product and it is required that there exist
natural unitary isomorphisms
αU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W ),
the associativity morphisms such that the pentagonal diagram
((U ⊗ V )⊗W )⊗X
α⊗ι
tt❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
α12,3,4
**❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
(U ⊗ (V ⊗W ))⊗X
α1,23,4

(U ⊗ V )⊗ (W ⊗X)
α1,2,34

U ⊗ ((V ⊗W )⊗X)
ι⊗α
// U ⊗ (V ⊗ (W ⊗X))
commutes. Here the convention of leg-numbering is used (e.g., α12,3,4 := αU⊗V,W,X). Furthermore,
it is assumed that there exists an object 1 (the unit) and natural unitary isomorphisms
λU : 1⊗ U → U, ρU : U ⊗ 1→ U
such that λ1 = ρ1 and the triangle diagram
(U ⊗ 1)⊗ V
α //
ρ⊗ι
&&◆
◆◆
◆◆
◆◆
◆◆
◆
U ⊗ (1⊗ V )
ι⊗λ
xx♣♣
♣♣
♣♣
♣♣
♣♣
U ⊗ V
commutes. A category will be called strict if
(U ⊗ V )⊗W = U ⊗ (V ⊗W ), 1⊗ U = U = U ⊗ 1
and the associativity morphisms α and the morphisms λ and ρ are the identity morphisms. We
assume that C∗-tensor categories are closed under subobjects and direct sums and that the unit
object 1 is simple.
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Remark 2.2. Sometimes we will use the terminology that an object U is a subobject of an object
V , or simply U ⊂ V . What is meant by this is that there exists a projection p ∈ End(V ) and a
morphism v ∈ Hom(U, V ) such that v∗v = idU and vv∗ = p. Via this v we can restrict morphisms
T ∈ End(V ) to the object U , we write T |U := v
∗Tv ∈ End(U).
Definition 2.3. Let C and D be C∗-tensor categories. A functor F : C → D together with an
isomorphism F0 : 1D → F (1C) and natural isomorphisms F2 : F (U)⊗F (V )→ F (U ⊗V ) is called
a C∗-tensor functor if for any U, V, W ∈ Ob(C), the diagrams
(F (U)⊗ F (V ))⊗ F (W )
F2⊗ι //
αD

F (U ⊗ V )⊗ F (W )
F2 // F ((U ⊗ V )⊗W )
F (αC)

F (U)⊗ (F (V )⊗ F (W ))
ι⊗F2 // F (U)⊗ F (V ⊗W )
F2 // F (U ⊗ (V ⊗W ))
1D ⊗ F (U)
F0⊗ι//
λD

F (1C)⊗ F (U)
F2

F (U)⊗ 1D
ι⊗F0//
ρD

F (U)⊗ F (1C)
F2

F (U) F (1C ⊗ U)
F (λC)
oo F (U) F (U ⊗ 1C)
F (ρC)
oo
commute. The C∗-tensor functor F is called unitary if F (T ∗) = F (T )∗ on morphisms and
F2 : F (U)⊗ F (V ) → F (U ⊗ V ) and F0 are unitary. F is called fully faithful if F : Hom(U, V )→
Hom(F (U), F (V )) is an isomorphism. F is called essentially surjective if for every object U ∈
Ob(D) there exists an object V ∈ Ob(C) such that U is isomorphic to F (V ). F is called a monoidal
equivalence if F is fully faithful and essentially surjective. Two C∗-tensor categories C and D are
monoidally equivalent if there exists a monoidal equivalence F : C → D.
Remark 2.4. Any C∗-tensor category can be strictified [9, §XI.3]. This means that if C is a
(non-strict) C∗-tensor category, then there exists a strict C∗-tensor category D such that C and D
are unitarily monoidally equivalent. So unless stated otherwise we deal with strict categories.
If C is a category which satisfies all the requirements of a C∗-tensor category except from the
existence of direct sums and subobjects, then C can be completed to a new category which is a C∗-
tensor category (see for example, [11, §2.5]). For this define C′ with Ob(C′) := {(U1, . . . , Un) : n ≥
1, Ui ∈ Ob(C)} and HomC′((U1, . . . , Um), (V1, . . . , Vn)) :=
⊕
i,j HomC(Ui, Vj). Now (Ui)i⊕(Vj)j :=
(U1, . . . , Um, V1, . . . , Vn) and (Ui)i ⊗ (Vj)j is given by the tuple consisting of the lexicographi-
cal ordering of Ui ⊗ Vj . Let C
′′ be the category with Ob(C′′) := {(U, p) : U ∈ Ob(C′), p ∈
EndC′(U) projection} and HomC′′((U, p), (V, q)) := qHomC′(U, V )p. The tensor product of ob-
jects is given by (U, p)⊗ (V, q) := (U ⊗ V, p⊗ q). The involution, direct sums and tensor products
of morphisms on C′ and C′′ are defined in the obvious way. Then C′′ is a C∗-tensor category. It is
clear that there exists a unitary tensor functor i : C → C′′.
The completion C′′ is universal in the following sense: if D is a C∗-tensor category and F : C → D
is a unitary tensor functor, then F extends uniquely (up to unitary monoidal equivalence) to
a unitary tensor functor F ′′ : C′′ → D. To construct this functor define F ′((U1, . . . , Un)) :=
F (U1)⊕ . . .⊕F (Un) and on morphisms F
′((Tij)ij) := (F (Tij))ij . If (U, p) ∈ Ob(C′′), then F ′(p) is
a projection in EndD(F (U)), so there exists V ∈ Ob(D) and an isometry v ∈ HomD(V, F (U)) such
that vv∗ = F (p) and v∗v = ιV . Define F ′′((U, p)) := V and for p′Tp ∈ HomC′′((U, p), (U ′, p′)) let
F ′′(p′Tp) := v′∗F ′(p′Tp)v = v′∗F ′(T )v. The tensor and involutive structure are again defined in
the obvious way.
Note that in both steps of this extension of F one has to make a choice of objects, a different
choice leads to an equivalent functor. Furthermore if both C and D are not necessarily closed
under direct sums and subobjects and F : C → D is a unitary tensor functor, then F extends to
a functor : C′′ → D′′. This extension is constructed by applying the universal property to i ◦ F ,
where i : D → D′′ is the inclusion. The properties “fully faithful” and “essentially surjective” are
preserved under this extension of tensor functors.
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Definition 2.5. Let C be a strict C∗-tensor category and U ∈ Ob(C). Then U ∈ Ob(C) is
called conjugate to U if there exist R ∈ Hom(1, U ⊗ U) and R ∈ Hom(1, U ⊗ U) such that the
compositions
U
ι⊗R
// U ⊗ U ⊗ U
R
∗⊗ι
// U ; U
ι⊗R
// U ⊗ U ⊗ U
R∗⊗ι
// U
are the identity morphisms. If every object in C has a conjugate object then C is rigid. We say
that the pair (R,R) solves the conjugate equations for U . If (R,R) is of the form
R =
∑
k
(wk ⊗ wk)Rk, R =
∑
k
(wk ⊗ wk)Rk,
where for all k the objects Uk ∈ Ob(C) are simple, ‖Rk‖ = ‖Rk‖ and wk ∈ Hom(Uk, U) are
isometries such that
∑
k wkw
∗
k = ιU , then (R,R) is called a standard solution of the conjugate
equations.
If an object has a conjugate it also admits a standard solution of the conjugate equations [11, §2].
Furthermore, if (R,R) and (R′, R
′
) are both standard solutions for (U,U) respectively (U,U
′
),
then there exists a unitary T ∈ Hom(U,U
′
) such that R′ = (T ⊗ ι)R and R
′
= (ι⊗T )R [11, Prop.
2.2.13]. We will only deal with rigid categories.
Definition 2.6. Suppose that U ∈ Ob(C) and (R,R) is a standard solution of the conjugate
equations for U . For T ∈ End(U) let TrU (T ) be the composition
1
R // U ⊗ U
ι⊗T
// U ⊗ U
R∗ // 1 .
This functional TrU : End(U)→ C is called the categorical trace of U . Note that from the remark
above it is immediate that the categorical trace is independent on the choice of the standard
solution.
Proposition 2.7 ([11, Thm. 2.2.16]). Let U ∈ Ob(C), then TrU : End(U) → C is a tracial,
positive and faithful functional. Furthermore TrU (T ) = R
∗
(T ⊗ ι)R for any standard solution
(R,R) of the conjugate equations for U .
Definition 2.8. Two objects U, V ∈ Ob(C) are isomorphic if there exists an isomorphism in
Hom(U, V ). We write [U ] for the equivalence class of objects isomorphic to U . Denote by K+[C]
the fusion semiring of C, it is the universal semiring ring generated by the equivalence classes [U ]
of objects U ∈ Ob(C) with sum and product given by
[U ] + [V ] := [V ⊕ V ], [U ][V ] := [U ⊗ V ].
Note that there is no need to define a subtraction as we define a semiring.
Before we define a SU(d)-type category let us first say something about the representations of
the special unitary group. Details can be found in lots of books, e.g., [4]. To avoid trivialities we
will always assume that d ≥ 2. We have the fundamental (or defining) representation of SU(d)
on V := Cd by letting the group elements act on vectors of V in the straightforward way. By the
highest weight classification of irreducible representations of SU(d), we can classify the irreducible
representations by the tuples
Λd := {λ = (λ1, . . . , λd−1) ∈ Nd−1 : λ1 ≥ λ2 ≥ . . . ≥ λd−1}.
In this paper we use the convention N := {0, 1, 2, . . .}. We denote Vλ for the irreducible represen-
tation corresponding to λ. For λ ∈ Nd−1 let |λ| := λ1 + . . . + λd−1. It can be shown that any
irreducible representation Vλ is contained in the tensor product V
⊗|λ|. Another special fact for
SU(d) is that the d-th anti-symmetric tensor power
∧d
V is isomorphic to the trivial represen-
tation. Thus there exists a non-zero map C → V ⊗d intertwining the trivial representation and
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the d-th tensor power of the defining representation. Given two irreducible representation Vλ and
Vµ, we can decompose their tensor product representation into irreducible representations. So we
have
Vλ ⊗ Vµ =
⊕
ν∈Λd
mλ,µ,νVν ,
for some multiplicities mλ,µ,ν := dimHom(Vν , Vλ ⊗ Vµ). Here mλ,µ,νVν := Vν ⊕ . . . ⊕ Vν , with
mλ,µ,ν copies.
Definition 2.9. A C∗-tensor category of SU(d)-type, or simply a category of SU(d)-type, is a
rigid C∗-tensor category C such that the semirings K+[C] and K+[Rep(SU(d))] are isomorphic.
In particular since simple objects can not be further decomposed, this isomorphism maps simple
objects onto simple objects. Therefore we can index the equivalence classes of simple objects of
a SU(d)-type category by the set Λd. An object X ∈ C which corresponds to the fundamental
representation [Cd] of SU(d) will be called the fundamental object of C. From now on we fix a
SU(d)-type category with fundamental object X and for every λ ∈ Λd we fix a simple object Xλ
corresponding to λ.
Example 2.10. The object X{k} := X(k,0,...,0) corresponds to Sk(V ), the k-th symmetric tensor
power of the fundamental representation of SU(d) on V . For 1 ≤ k ≤ d− 1, the object X{1k} :=
X(1,...,1,0,...,0) corresponds to
∧k
(V ), the k-th antisymmetric tensor power of the fundamental
representation.
Example 2.11. The conjugate object X is isomorphic to X{1d−1}. Indeed, by the fusion rules of
SU(d) it follows thatX⊗X{1d−1} ∼= 1⊕X{21d−2}. Therefore we obtain that Hom(1, X⊗X{1d−1}) 6=
{0}, from which the claim follows.
Notation 2.12. In a not necessarily strict SU(d)-type category denote the objects X⊗1 := X
and X⊗n := X ⊗X⊗n−1 for n ≥ 2. Unwrapping this recursive definition gives X⊗n = X ⊗ (X ⊗
(· · · (X ⊗X) · · · )) with n factors of X .
Lemma 2.13. Let X be a fundamental object of a SU(d)-type category C. Then
X⊗n =
⊕
λ∈Λd
mλ,nXλ (2.1)
and the multiplicities satisfy mλ,n = 0 if |λ| 6≡ n (mod d). In particular if m 6≡ n (mod d), then
Hom(X⊗m, X⊗n) = {0}.
Proof. For Rep(SU(d)) the identity (2.1) follows for X = V and Xλ = Vλ from [4, Prop. 15.25].
Since C is a SU(d)-type category it satisfies the same fusion rules as SU(d). ⊠
It is possible to obtain a new C∗-tensor category from an existing one by changing the associativity
morphisms. This can be done using twists. We will only define twists in the case of a special type
of categories, but twists can be defined in other settings as well, for example for representation
categories of compact quantum groups see e.g., [11, 12].
Definition 2.14. Suppose that C is a strict C∗-tensor category and X is an object of C. Let ρ be
a d-th root of unity and assume that HomC(X⊗m, X⊗n) = {0} if m 6≡ n (mod d). Let C˜ be the
category with objects {1, X,X⊗2, . . .} and morphisms HomC˜(X
⊗m, X⊗n) := HomC(X⊗m, X⊗n).
For a, b, c ∈ N = {0, 1, 2, ...} put ω(a, b) := ⌊a+bd ⌋ − ⌊
a
d⌋ − ⌊
b
d⌋. Define the morphisms
αρ
X⊗a,X⊗b,X⊗c
:= ρω(a,b)c · αX⊗a,X⊗b,X⊗c : (X
⊗a ⊗X⊗b)⊗X⊗c → X⊗a ⊗ (X⊗b ⊗X⊗c). (2.2)
It can be checked (see Lemma 2.16 below) that the morphisms αρ satisfy the pentagon axiom.
As HomC(X⊗m, X⊗n) = {0} if m 6≡ n (mod d), we have naturality of αρ. Therefore αρ define
new associativity morphisms on C˜. Completing C˜ with respect to subobjects and direct sums and
extending αρ to this completion gives new associativity morphisms for the C∗-tensor category
generated by C˜. We denote this category by C˜ρ. If C is generated by X (that is C is the direct
sum and subobject completion of the full subcategory with objects {1, X,X⊗2, . . .}), we denote
the category we obtain in this way by Cρ.
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These associativity morphisms might seem a bit artificial, but one can prove that the functionals
ρω(a,b)c as defined above represent all classes in H3(Z/Zd,T), see e.g., [12, Prop. A.3]. This
cocycle property is exactly needed to make the pentagonal diagram commutative. Note further
that in general twisting does not preserve the existence a braiding.
Remark 2.15. Note that ρω(a,b)cρ′ω(a,b)c = (ρρ′)ω(a,b)c for all a, b and c. So if C is generated by
X , we immediately obtain that (Cρ)ρ
′ ∼= C(ρρ
′).
Lemma 2.16. The morphisms αρ defined in (2.2) satisfy the pentagon axiom.
Proof. Since α are associativity morphisms, commutativity of the diagram
((X⊗a ⊗X⊗b)⊗X⊗c)⊗X⊗e
αρ1,2,3⊗ι

αρ12,3,4
,,❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳
(X⊗a ⊗ (X⊗b ⊗X⊗c))⊗X⊗e
αρ1,23,4

(X⊗a ⊗X⊗b)⊗ (X⊗c ⊗X⊗e)
αρ1,2,34

X⊗a ⊗ ((X⊗b ⊗X⊗c)⊗X⊗e)
ι⊗αρ2,3,4
// X⊗a ⊗ (X⊗b ⊗ (X⊗c ⊗X⊗e))
is equivalent to
ρω(b,c)eρω(a,b+c)eρω(a,b)c = ρω(a,b)(c+e)ρω(a+b,c)e.
For which in turn it is sufficient to prove that
ω(b, c)e+ ω(a, b+ c)e+ ω(a, b)c− ω(a, b)(c+ e)− ω(a+ b, c)e ≡ 0 (mod d).
One can verify directly that this is in fact an equality and not only a congruency. ⊠
Lemma 2.17. Suppose that C is a strict C∗-tensor category generated by an object X and ρ is a
d-th root of unity for some d ≥ 2. Let α and αρ be the associativity morphisms in C respectively in
Cρ. Consider for m,n ≥ 1 the associativity morphism αm,n : X
⊗m⊗X⊗n → X⊗m+n in C, defined
by the following inductive relations
αm,n :=


ιX⊗X , if m = n = 1;
(ι⊗ αm−1,1)αX,X⊗m−1,X , if m ≥ 2, n = 1;
αm+1,n−1 ◦ (αm,1 ⊗ ι⊗n−1) ◦ α−1X⊗m,X,X⊗n−1 , if m ≥ 1, n ≥ 2.
Define similarly the morphisms αρm,n in C
ρ. Then it holds that
αρm,n = ρ
n⌊m
d
⌋αm,n.
Proof. Let us prove this lemma by induction on m and n. If m = n = 1, the lemma is trivial.
Suppose that n = 1. Note that because d ≥ 2 it holds that ⌊ 1d⌋ = 0. So by definition of the twist
we obtain
αρX,X⊗m−1,X = ρ
⌊m
d
⌋−⌊m−1
d
⌋αX,X⊗m−1,X
as a map (X⊗m)⊗X → X ⊗ ((X⊗m−1)⊗X). Proceeding by induction on m it follows that
αρm,1 = (ι⊗ α
ρ
m−1,1)α
ρ
X,X⊗m−1,X
= ρ⌊
m−1
d
⌋ρ⌊
m
d
⌋−⌊m−1
d
⌋(ι⊗ αm−1,1)αX,X⊗m−1,X
= ρ⌊
m
d
⌋αm,1
and the lemma is proved for n = 1. Now suppose that n > 1. By the definition and induction
hypothesis, it holds that s
αρm,n = (ρ
(n−1)⌊m+1
d
⌋αm+1,n−1)(ρ⌊
m
d
⌋αm,1 ⊗ ι⊗n−1)(ρ−(⌊
m+1
d
⌋−⌊m
d
⌋)(n−1)α−1X⊗m,X,X⊗n−1)
= ρn⌊
m
d
⌋αm,n,
as desired. ⊠
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3 Hecke algebras
In this section we will briefly recall some results about Hecke algebras which will be used later
when considering SU(d)-type categories. More about Hecke algebras can be found in e.g., [15].
Definition 3.1. Given n ∈ N and q ∈ C, define the Hecke algebra Hn(q) to be the unital algebra
generated by the n− 1 elements g1, . . . , gn−1 which satisfy the following three relations
gigj = gjgi if |i− j| ≥ 2; (3.1)
gigi+1gi = gi+1gigi+1 for i = 1, . . . , n− 2; (3.2)
g2i = (q − 1)gi + q for i = 1, . . . , n− 1. (3.3)
Note that if q 6= 0 we have
gi
(1− q
q
+
1
q
gi
)
=
1− q
q
gi +
1
q
((q − 1)gi + q) = 1.
So for q 6= 0 the elements gi have inverses. We will denote these by g
−1
i :=
1−q
q +
1
q gi. Observe that
if q = 1 relation (3.3) reads as g2i = 1 hence Hn(1) = C[Sn], the group algebra of the symmetric
group on n elements. So for q = 1 we obtain a map Sn → Hn(q), but also for general q ∈ C we
can define such a map.
Definition 3.2. An elementary transposition of Sn is an element of the form σi := (i, i+1). Any
element π ∈ Sn can be written as a product of elementary transpositions π = σi1 · · ·σik . For a
permutation π choose such a product of shortest length. The corresponding k will be referred to
as the length of π, we put l(π) := k. A product of shortest length will be referred to as a reduced
expression for π. If e is the identity element of Sn we put ge := 1 ∈ Hn(q). If π ∈ Sn and π 6= e,
we define gpi := gi1 . . . gik ∈ Hn(q). From the the lemma below it follows that the element gpi is
well-defined.
Lemma 3.3 ([5, §1.1]). Let π ∈ Sn, define dpi(i) := #{1 ≤ j < i : π(j) > π(i)}. Then
l(π) =
∑n
i=1 dpi(i). Put
Ci,j :=
{
1, if i ≥ j;
σi · · ·σj−1, if i < j,
Then Cn−dpi(n),n · · ·C3−dpi(3),3C2−dpi(2),2 is a reduced expression for π. Any two reduced expressions
for π can be transformed in one another by only using the transformations
σiσj = σjσi if |i− j| ≥ 1;
σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , n− 2.
We can embed Hn(q) into Hn+1(q) via the homomorphism Hn(q) ∋ gi 7→ gi ∈ Hn+1(q). Iterating
this procedure we obtain embeddings im,n : Hm(q) → Hn(q) for m ≤ n. The inductive limit of
(Hn(q), im,n) is denoted by H∞(q). Similarly the shift map Σ: Hn(q)→ Hn+1(q), gi 7→ gi+1 yields
another embedding. Unless stated otherwise we will use the first embedding. Note that (3.3) can
be rewritten as (gi+1)(gi−q) = 0. So gi has exactly two spectral values: −1 and q. In accordance
with Kazhdan and Wenzl we define the idempotents2 ei :=
q−gi
q+1 .
Lemma 3.4. Let σm,n ∈ Sm+n be the permutation defined by
σm,n(i) :=
{
i+ n, if 1 ≤ i ≤ m;
i−m, if m+ 1 ≤ i ≤ m+ n.
Then
gσm,ngi =
{
gi+ngσm,n , if 1 ≤ i ≤ m− 1;
gi−mgσm,n , if m+ 1 ≤ i ≤ m+ n.
(3.4)
2Note that the other choice of idempotents e′i :=
1+gi
q+1
is also used in the literature.
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Explicitly
gσm,n = (gngn−1 · · · g1)(gn+1gn · · · g2) · · · (gn+m−1gn+m−2 · · · gm)
= (gngn+1 · · · gn+m−1)(gn−1gn · · · gn+m−2) · · · (g1g2 · · · gm).
Proof. The explicit formulas for gσm,n follow from the reduced expression of σm,n as stated in
Lemma 3.3. To prove (3.4), suppose that m = 1 and i > 1, then
(gn · · · g1)gi = gn · · · (gigi−1gi)gi−2 · · · g1 = gn · · · (gi−1gigi−1)gi−2 · · · g1 = gi−1(gn · · · g1).
Now for m > 1 and i > m the statement follows from the case m = 1, induction on m and the
explicit formula of gσm,n . For i < m we use the other expression of gσm,n . Assume n = 1, we
obtain
(g1 · · · gm)gi = g1 · · · (gigi−1gi)gi−2 · · · gm = g1 · · · (gi−1gigi−1)gi−2 · · · gm = gi−1(g1 · · · gm).
Again the general case follows from this case, induction on n and the explicit formula of gσm,n . ⊠
Notation 3.5. For q 6= 1 put [n]q :=
1−qn
1−q = (1 + q + . . . + q
n−1) and [n]1 := n, it is called the
q-analog, q-bracket or q-number. Define the q-factorial
[1]q! := 1, [n]q! := [n]q[n− 1]q!.
Definition 3.6. Suppose that q > 0 or |q| = 1. Define an involution on Hn(q) by e
∗
i := ei and by
antilinear extension. This involution will be called the standard involution of Hn(q). From now on
we will assume that for these values of q the Hecke algebra Hn(q) is equipped with this standard
involution. Note that the idempotents ei become the spectral projections corresponding to the
spectral value −1 of gi. Furthermore if q > 0 the elements gi become self-adjoint.
Lemma 3.7. Denote An :=
∑
σ∈Sn gσ. If q
m 6= 1 for m = 1, . . . , n let En := ([n]q!)
−1An. With
this notation the following holds:
(i) An = (1 + gn−1 + gn−2gn−1 + . . .+ g1 . . . gn−1)An−1
= An−1(1 + gn−1 + gn−1gn−2 + . . .+ gn−1 · · · g1)
= (1 + g1 + g2g1 + . . .+ gn−1 · · · g1)Σ(An−1)
= Σ(An−1)(1 + g1 + g1g2 + . . .+ g1 · · · gn−1);
(ii) Angi = giAn = qAn, for i = 1, . . . , n− 1;
(iii) En is a minimal idempotent in Hn(q). If q ∈ R or |q| = 1 and q
m 6= 1 for m = 1, . . . n, it is
a projection.
Proof. (i) From Lemma 3.3 it follows that every element in π ∈ Sn can uniquely be written
as π = σjσj+1 · · ·σn−1π′ for some j ∈ {1, . . . , n} and π′ ∈ Sn−1. For a permutation σ denote
σSn := {σσ
′ : σ′ ∈ Sn}. By Lemma 3.3,
Sn+1 = Sn ∪ σnSn ∪ . . . ∪ (σ1 · · ·σn)Sn. (3.5)
Hence by induction the first equality follows. Also π−1 = π′−1σn−1 · · ·σj , therefore
∑
pi∈Sn
π =
∑
pi∈Sn
π−1 =
∑
pi′∈Sn−1
π′
( n∑
j=1
σn−1 · · ·σj+1σj
)
.
Now by induction the second equality in (i) follows. The third and fourth equalities can be proved
similarly (one can use the map σi 7→ σn−i).
Assertions (ii) and (iii) can be found in [13, §2]. But (ii) can also quickly be derived from (i) and
induction and statement (iii) follows again from (ii). ⊠
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Notation 3.8. Define the maps α and β on the generators by
α : Hn(q)→ Hn(q), gi 7→ q − 1− gi;
β : Hn(q)→ Hn(q
−1), gi 7→ −q−1gi.
A simple computation shows that α and β respect the defining relations of the Hecke algebras
(cf. (3.1) - (3.3)) and thus that α and β are Hecke algebra morphisms. Furthermore α ◦ α = id
and β ◦ β = id. Note also that α(ei) = e
′
i =
1+gi
q+1 , where e
′
i is the other choice of idempotents, as
discussed in §3.
Lemma 3.9. Suppose that q 6= 0. Denote Bn :=
∑
σ∈Sn(−q)
−l(σ)gσ. If qm 6= 1 for m = 1, . . . , n,
let Fn := ([n] 1
q
!)−1Bn. With this notation the following holds:
(i) Bn = (1 − q
−1gn−1 + q−2gn−2gn−1 + . . .+ (−q)−(n−1)g1 · · · gn−1)Bn−1
= Bn−1(1 − q−1gn−1 + q−2gn−1gn−2 + . . .+ (−q)−(n−1)gn−1 · · · g1)
= (1− q−1g1 + q−2g2g1 + . . .+ (−q)−(n−1)gn−1 · · · g1)Σ(Bn−1)
= Σ(Bn−1)(1− q−1g1 + q−2g1g2 + . . .+ (−q)−(n−1)g1 . . . gn−1)
= q−(n−1)(1− qg−1n−1 + . . .+ (−q)
n−1g−11 · · · g
−1
n−1)Bn−1;
(ii) Bngi = giBn = −Bn, for i = 1, . . . , n− 1;
(iii) Fn is a minimal idempotent in Hn(q). If q ∈ R \ {0}, or |q| = 1 and q
m 6= 1 for m = 1, . . . n
it is a projection;
(iv) α(Bn) = µ
−n(n−1)An.
Proof. It is immediate that β(An) = Bn. Thus all assertions except from the last equality in item
(i) and item (iv) follow from the previous lemma. To prove (i), first note that if i = 1, . . . , n− 2,
then g−1i Bn−1 = (
1−q
q +
1
q gi)Bn−1 = −Bn−1. Therefore
g−1i · · ·g
−1
n−1Bn−1 =
1
q
g−1i · · · g
−1
n−2gn−1Bn−1 +
1− q
q
g−1i · · · g
−1
n−2Bn−1
=
1
q
g−1i · · · g
−1
n−2gn−1Bn−1 +
1− q
q
(−1)n−1−iBn−1
=
(
q−(n−i)gi · · · gn−1 +
1− q
q
q−(n−i−1)gi+1 · · · gn−1 +
1− q
q
q−(n−i−2)(−1)gi+2 · · · gn−1
+
1− q
q
q−(n−i−3)(−1)2gi+3 · · · gn−1 + . . .+
1− q
q
(−1)n−1−i
)
Bn−1
Hence(
g−11 · · · g
−1
n−1 + (−q)
−1g−12 · · · g
−1
n−1 + . . .+ (−q)
−(n−2)g−1n−1 + (−q)
−(n−1))Bn−1 = (3.6)(
q−(n−1)g1 · · · gn−1 +
1− q
q
(
q−(n−2)g2 · · · gn−1 − q−(n−3)g3 · · · gn−1 + . . .+ (−1)n−2
)
+ (−q)−1
(
q−(n−2)g2 · · · gn−1 +
1− q
q
(
q−(n−3)g3 · · · gn−1 − q−(n−4)g4 · · · gn−1 + . . .+ (−1)n−3
))
+ . . .+ (−q)−(n−2)
(
q−1gn−1 +
1− q
q
)
+ (−q)−(n−1)
)
Bn−1.
Gathering all terms gi · · · gn−1, the constant in front of gi · · · gn−1 becomes
1− q
q
(
(−1)iq−(n−i) + (−q)−1(−1)i−1q−(n−i) + . . .+ (−q)−(i−2)q−(n−i)
)
+ (−q)−(i−1)q−(n−i)
= (1− q)(−1)i
(
q−(n+1−i) + q−(n+1−i)−1 + . . .+ q−(n−1)
)
− (−1)iq−(n−1)
= (−1)i(−q)q−(n+1−i) + (−1)iq−(n−1) − (−1)iq−(n−1)
= (−1)i+1q−(n−i).
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In the second last equality above we use the fact that we have an alternating sum. We thus obtain
that (3.6) equals(
(−1)1+1q−(n−1)g1 · · · gn−1 + (−1)2+1q−(n−2)g2 · · · gn−1 + . . .+ (−1)n+1q−(n−n)
)
Bn−1
= (−1)n−1
(
(−q)−(n−1)g1 · · · gn−1 + (−q)−(n−2)g2 · · · gn−1 + . . .+ 1
)
Bn−1,
which by the first equality of item (i) in this lemma gives the desired result.
We prove (iv) by induction. The case n = 2 is easy, as
α(B2) = α(1− q
−1g1) = 1− q−1(q − 1− g1) = q−1(1 + g1) = µ−2(2−1)A2.
To prove the induction step, first note that α(−qg−1i ) = α(−1+ q− gi) = −1+ q− q+1+ gi = gi.
Therefore using part (i) of this lemma, the induction hypothesis and Lemma 3.7, we get
α(Bn+1) = α
(
q−n(1− qg−1n + . . .+ (−q)
ng−11 · · · g
−1
n )Bn
)
= q−n
(
1 + α(−qg−1n ) + . . .+ α((−q)
ng−11 · · · g
−1
n )
)
µ−n(n−1)An
= µ−(n+1)n(1 + gn + . . .+ g1 · · · gn)An
= µ−(n+1)nAn+1,
as desired. ⊠
Definition 3.10. A trace tr on the Hecke algebra H∞(q) is a linear functional tr : H∞(q) → C
such that tr(ab) = tr(ba) for all a, b ∈ H∞(q) and tr(1) = 1. The trace is called a Markov
trace if there exists an η ∈ C such that for all n ∈ N and x, y ∈ Hn(q) ⊂ H∞(q) the equality
tr(xeny) = η tr(xy) holds. We will refer to this identity as the Markov property. It is known that
for each η ∈ C there exists a Markov trace with tr(e1) = η, for a proof of this fact see [6, Thm.
5.1].
Lemma 3.11. Let tr be a Markov trace on H∞(q) and ϕ : H∞(q) → C be a functional with the
Markov property such that tr(e1) = ϕ(e1), then tr = ϕ. In particular ϕ is tracial.
Proof. Any element x ∈ Hn(q) ⊂ H∞(q) can be written as x = x1 + x2en−1x3 for some
x1, x2, x3 ∈ Hn−1(q). Now for ψ = tr and ψ = ϕ it holds
ψ(x) = ψ(x1) + ψ(x2en−1x3) = ψ(x1) + ψ(e1)ψ(x2x3)
and the lemma follows by induction to n and the fact that H∞(q) =
⋃
nHn(q). ⊠
4 Computations in Rep(SUµ(d))
In this section we will make some computations in the category Rep(SUµ(d)) (for µ ∈ (0, 1])
which will be needed later on. The results are analogous to [13], but in that paper a different
representation of the Hecke algebra in EndRep(SUµ(d))(H
⊗n) is used. See Remark 4.3 for a short
discussion on these two different representations.
Since the representation category of a q-deformed Lie group is very similar to the representation
category of the Lie group itself (cf. [1, §10.1]), it is immediate that Rep(SUµ(d)) is a SU(d)-type
category.
Notation 4.1. Consider the C∗-tensor category Hilbf, with objects all finite dimensional Hilbert
spaces and the collection of morphisms between two objects is given by all linear maps between the
corresponding Hilbert spaces. Let H := Cd ∈ Ob(Hilbf) and let {ψi}
d
i=1 be an orthonormal basis
in H. Jimbo and Woronowicz defined the following representation of the Hecke algebra Hn(q).
Let q := µ2. Define the map T ∈ End(H⊗H) by
T (ψi ⊗ ψj) :=


(q − 1)ψi ⊗ ψj + µψj ⊗ ψi, if i < j;
qψi ⊗ ψj , if i = j;
µψj ⊗ ψi, if i > j.
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Then a straightforward computation shows that
η : Hn(q)→ End(H
⊗n), gi 7→ ι⊗i−1 ⊗ T ⊗ ιn−i−1
defines a representation of Hn(q). If it is necessary to keep track of n we write ηn for this
representation. The action of the idempotents ei corresponds to the linear map
q − T
q + 1
(ψi ⊗ ψj) =


1
q+1 (ψi ⊗ ψj − µψj ⊗ ψi), if i < j;
0, if i = j;
1
q+1 (qψi ⊗ ψj − µψj ⊗ ψi), if i > j.
(4.1)
To define the category Rep(SUµ(d)) we also need an embedding C →֒ H
⊗d, corresponding to the
morphism intertwining the trivial representation of SU(d) on C with the d-th tensor power of the
standard representation on H⊗d. Up to a normalization the following element in H⊗d plays the
role of this embedding C→ Hd
S :=
∑
σ∈Sd
(−µ)−l(σ)ψσ(d) ⊗ · · · ⊗ ψσ(1). (4.2)
Here l(σ) denotes the length of σ, see Definition 3.2. We write S both for the element defined in
(4.2) and for the map C → H⊗d, c 7→ cS. This element S can be considered as the q-deformed
determinant.
The representation category Rep(SUµ(d)) can be described as being the smallest C
∗-tensor cat-
egory in Hilbf which contains the object H and the morphisms S ∈ Hom(C,H
⊗d) and T ∈
End(H⊗2).
Let us compute ‖S‖. As {ψi}i=1,...,d is a basis for H for σ, σ
′ ∈ Sd it follows that 〈ψσ(d) ⊗ · · · ⊗
ψσ(1), ψσ′(d)⊗· · ·⊗ψσ′(1)〉 = δσ,σ′ . So ‖S‖
2 = 〈S, S〉 =
∑
σ∈Sd(−µ)
−2l(σ). By induction, (3.5) and
the fact l(σi · · ·σnσ) = l(σ) + n− i+ 1 for σ ∈ Sn, it follows that∑
pi∈Sn+1
ql(pi) = (1 + q + . . .+ qn)
∑
pi∈Sn
ql(pi) = [n+ 1]q[n]q! = [n+ 1]q!
and thus ‖S‖ = [d] 1
q
!.
Recall the labelling of the simple objects as introduced in Definition 2.9. The representation η
acts as follows.
Lemma 4.2. For the representation η : Hn(q) → End(H
⊗n) the morphism η(e1) ∈ End(H⊗2) is
the projection onto H{12}.
Proof. Using (4.1) we obtain for i < j and a constant a ∈ C
η(e1)(ψi ⊗ ψj + aψj ⊗ ψi) =
1− µa
q + 1
(ψi ⊗ ψj − µψj ⊗ ψi);
η(e1)(ψi ⊗ ψi) = 0.
In particular putting a = −µ respectively a = 1µ , shows that
η(e1)(ψi ⊗ ψj − µψj ⊗ ψi) = ψi ⊗ ψj − µψj ⊗ ψi;
η(e1)(ψi ⊗ ψj +
1
µ
ψj ⊗ ψi) = 0,
which means that η(e1) is the orthogonal projection onto
U := span
(
{ψi ⊗ ψj − µψj ⊗ ψi : 1 ≤ i < j ≤ d}
)
.
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Since g1e1 = e1g1, we have η(g1)U ⊂ U . Thus U is a subobject of H
⊗2 in Rep(SUµ(d). Now
note that H⊗2 = H{12}⊕H{2}. Recall that Vλ was defined to be the irreducible representation of
SU(d) corresponding to λ. By [1, §10.1] the dimensions of Hλ are the same as the dimensions of
Vλ. Therefore dim(H{12}) = 12d(d−1) and dim(H{2}) =
1
2d(d+1). Note that dim(U) =
1
2d(d−1),
therefore U = H{12}. ⊠
Remark 4.3. Recall the Hecke algebra morphism α of Notation 3.8. It is immediate that η ◦α is
also a representation of Hn(q) on H
⊗n. This is exactly the representation which Pinzari considers
in [13, §4]. Explicitly η ◦ α(gi) = ι
⊗i−1 ⊗ T ′ ⊗ ιn−i−1, where
T ′(ψi ⊗ ψj) := ((q − 1)ι− T )(ψi ⊗ ψj) =


−µψj ⊗ ψi, if i < j;
−ψi ⊗ ψj , if i = j;
(q − 1)ψi ⊗ ψj − µψj ⊗ ψi, if i > j.
For later use we prove the following identities in Rep(SUµ(d)).
Proposition 4.4. In Rep(SUµ(d)) the following relations hold:
S = η(Bd)(ψd ⊗ · · · ⊗ ψ1); (4.3)
S∗S = [d] 1
q
! ι; (4.4)
SS∗ = η(Bd); (4.5)
(S∗ ⊗ ι)(ι ⊗ S) = (−µ)−(d−1)[d− 1] 1
q
! ι; (4.6)
(S∗ ⊗ ι⊗d−1)(ι⊗d−1 ⊗ S) = (−µ)−(d−1)η(Bd−1); (4.7)
η(g1 · · · gd)(S ⊗ ι) = µ
d+1(ι⊗ S). (4.8)
Here Bn ∈ Hn(q) is as in Lemma 3.9.
Proof. As stated before, these identities are closely related to the identities proved by Pinzari
in [13, §5], in fact one can deduce the relations above to the identities of [13]. We will do this
first and then we will also show how one can compute everything directly. We denote Pinzari’s
q-deformed determinant by S˜ :=
∑
σ∈Sd(−µ)
l(σ)ψσ(1)⊗ · · · ⊗ψσ(d). Let r : Sd → Sd be defined by
r(σ)(i) := σ(d+ 1− i). Then by Lemma 3.3
l(r(σ)) = #{(i, j) : i < j, r(σ)(i) > r(σ)(j)}
= #{(i, j) : i < j, σ(d+ 1− i) > σ(d+ 1− j)}
= #{(i, j) : i < j, σ(i) < σ(j)}
and thus l(σ) + l(r(σ)) = d(d − 1)/2. Therefore we obtain
S˜ =
∑
σ∈Sd
(−µ)l(σ)ψσ(1) ⊗ · · · ⊗ ψσ(d)
=
∑
σ∈Sd
(−µ)d(d−1)/2−l(r(σ))ψr(σ)(d) ⊗ · · · ⊗ ψr(σ)(1)
= (−µ)d(d−1)/2
∑
σ∈Sd
(−µ)−l(σ)ψσ(d) ⊗ · · · ⊗ ψσ(1)
= (−µ)d(d−1)/2S.
With this identity and the properties of α (see Notation 3.8), we can derive equations (4.3) - (4.8)
from the results in [13, §5]. For example using [13, Lemma 5.1 b)] gives
η(Bd)ψd ⊗ · · · ⊗ ψ1 = µ
−d(d−1)(η ◦ α(Ad))ψd ⊗ · · · ⊗ ψ1
= µ−d(d−1)(−µ)d(d−1)/2S˜
= µ−d(d−1)(−µ)d(d−1)/2(−µ)d(d−1)/2S = S.
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Or by [13, Lemma 5.4]
(S∗ ⊗ ι)(ι ⊗ S) = (−µ)−d(d−1)(S˜∗ ⊗ ι)(ι ⊗ S˜)
= (−µ)−d(d−1)µd−1[d− 1]q!ι
= (−µ)d−1[d− 1] 1
q
!.
The other identities can be verified in a similar way, the details are left to the reader. To compute
everything directly we start with a general identity. Suppose that 1 ≤ i1 < i2 < . . . < in ≤ d and
1 ≤ j ≤ n− 1, then
η(gn · · · gj)(ψin ⊗ · · · ⊗ ψi1) = µ
n+1−j(ψin ⊗ · · · ⊗ ψin+2−j ⊗ ψin−j ⊗ · · · ⊗ ψi1 ⊗ ψin+1−j ). (4.9)
Now suppose that θ ∈ Sn. From Lemma 3.3 we have the reduced expression θ = (θ
−1)−1 =
(Ccn,n · · ·Cc3,3Cc2,2)
−1, where ci = i− dθ−1(i). This gives in combination with (4.9) and the fact
l(θ) = l(θ−1), that the following identity holds
η(gθ)(ψin ⊗ · · · ⊗ ψi1) = µ
l(θ)(ψi
θ−1(n)
⊗ · · · ⊗ ψi
θ−1(1)
). (4.10)
Suppose again 1 ≤ i1 < i2 < . . . < in ≤ d, define Sin,...,i1 :=
∑
σ∈Sn(−µ)
−l(σ)ψiσ(n) ⊗ · · · ⊗ ψiσ(1) .
By (4.10) and Lemma 3.9 we get
η(Bn)(ψi
θ−1(n)
⊗ · · · ⊗ ψi
θ−1(1)
) = µ−l(θ)η(Bn)η(gθ)(ψin ⊗ · · · ⊗ ψi1)
= (−µ)−l(θ)
∑
σ∈Sn
(−q)−l(σ)η(gσ)(ψin ⊗ · · · ⊗ ψi1)
= (−µ)−l(θ)
∑
σ∈Sn
(−µ)−l(σ)(ψi
σ−1(n)
⊗ · · · ⊗ ψi
σ−1(1)
)
= (−µ)−l(θ)
∑
σ∈Sn
(−µ)−l(σ)(ψiσ(n) ⊗ · · · ⊗ ψiσ(1))
= (−µ)−l(θ)Sin,...,i1 . (4.11)
Setting n = d, (i1, . . . , id) = (1, . . . d) and θ = id gives Sid,...,i1 = S and proves (4.3).
Equation (4.4) is immediate from the norm of S.
Instead of proving (4.5), we will prove a stronger statement which we will use later in the proof
of this proposition. Using the notation introduced above, we will show that∑
d≥in>...>i1≥1
Sin,...,i1S
∗
in,...,i1 = η(Bn). (4.12)
Suppose that j1, . . . , jn ∈ {i1, . . . , in}. Order the tuple (jn, . . . , j1) in decreasing order so we obtain
kn ≥ . . . ≥ k2 ≥ k1. Then let p be minimal such that kp = j1. Then
η(gn−p+1 · · · gn−1)(ψkn ⊗ · · · ⊗ ψk1) = µ
p−1ψkn ⊗ · · · ⊗ ψkp+1 ⊗ ψkp−1 ⊗ · · · ⊗ ψk1 ⊗ ψj1 .
Iterating this procedure, it follows that there exists a σ ∈ Sn and c ∈ R\ {0} such that ψjn ⊗· · ·⊗
ψj1 = cη(gσ)(ψkn ⊗ · · · ⊗ ψk1). Suppose that jl′ = jl′′ for some l
′ 6= l′′, then kl = kl+1 for some l.
We thus have
η(Bn)(ψkn ⊗ . . .⊗ ψk1) = −η(Bn)η(gn−l)(ψkn ⊗ . . .⊗ ψk1) = −qη(Bn)(ψkn ⊗ . . .⊗ ψk1),
where the first equality follows by Lemma 3.9 and the second from the action of η(gn−l) on
(ψin ⊗ . . . ⊗ ψi1). Recall q > 0, so in particular q 6= −1. Therefore η(Bn)(ψkn ⊗ . . . ⊗ ψk1) = 0.
Now
η(Bn)(ψjn ⊗ . . .⊗ ψj1 ) = cη(Bn)η(gσ)(ψkn ⊗ . . .⊗ ψk1) = c(−1)
l(σ)η(Bn)(ψkn ⊗ . . .⊗ ψk1) = 0.
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So
ker(η(Bn))
⊥ ⊂ span({ψσ(in) ⊗ · · · ⊗ ψσ(i1) : σ ∈ Sn, d ≥ in > . . . > i1 ≥ 1}).
Note that S∗in,...,i1(ψjn ⊗ . . .⊗ψj1) = 0 if there does not exist a σ ∈ Sn such that ik = jσ(k) for all
k = 1, . . . , n. Thus also
ker
( ∑
in>...>i1
Sin,...,i1S
∗
in,...,i1
)⊥
⊂ span({ψσ(in) ⊗ · · · ⊗ ψσ(i1) : σ ∈ Sn, d ≥ in > . . . > i1 ≥ 1}).
Now by the fact that l(σ) = l(σ−1) and (4.11) we conclude∑
in>...>i1
Sin,...,i1S
∗
in,...,i1(ψjσ(n) ⊗ · · · ⊗ ψjσ(1)) = (−µ)
−l(σ)Sjn,...,j1 = η(Bn)(ψjσ(n) ⊗ · · · ⊗ ψjσ(1) ).
Since the vectors Sin,...,i1 and Sjn,...,j1 are orthogonal if (in, . . . , i1) 6= (jn, . . . , j1), it follows that∑
in>...>i1
Sin,...,i1S
∗
in,...,i1 and η(Bn) act the same on the space
span({ψσ(in) ⊗ · · · ⊗ ψσ(i1) : σ ∈ Sn, d ≥ in > . . . > i1 ≥ 1}).
Hence (4.12) holds. The choice n = d and (id, . . . , i1) = (d, . . . , 1) gives (4.5).
For the proof of (4.6) and (4.7) we introduce the following tensors
S
(1)
j :=
∑
σ∈Sd, σ(d)=j
(−µ)−l(σ)ψσ(d−1) ⊗ · · · ⊗ ψσ(1);
S
(2)
j :=
∑
σ∈Sd, σ(1)=j
(−µ)−l(σ)ψσ(d) ⊗ · · · ⊗ ψσ(2).
Note that it is immediate that
S =
d∑
j=1
ψj ⊗ S
(1)
j =
d∑
j=1
S
(2)
j ⊗ ψj .
For σ ∈ Sd−1 and j ≤ d define p(σ) ∈ Sd by
p(σ)(i) :=


j if i = 1;
σ(i − 1) if σ(i − 1) < j;
σ(i − 1) + 1 if σ(i − 1) > j.
Then l(p(σ)) = l(σ) + j − 1 and p : Sd−1 → {θ ∈ Sd : θ(1) = j} is a bijection. For the tuple
(id−1, . . . , i1) := (d, . . . , j + 1, j − 1, . . . 1) we then obtain that
Sid−1,...,i1 =
∑
σ∈Sd−1
(−µ)−l(σ)ψiσ(d−1) ⊗ · · · ⊗ ψiσ(1)
=
∑
σ∈Sd, σ(1)=j
(−µ)−l(σ)+j−1ψσ(d) ⊗ · · · ⊗ ψσ(2)
= (−µ)j−1S(2)j . (4.13)
Furthermore we have that the map
s : {σ ∈ Sd : σ(d) = j} → {σ ∈ Sd : σ(1) = j}; s(σ)(i) :=
{
j if i = 1;
σ(i − 1) if i > 1,
is a bijection and one easily checks that l(s(σ)) = l(σ)− (d+ 1) + 2j. It follows that
S
(1)
j = (−µ)
−(d+1)+2jS(2)j . (4.14)
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Since H is an irreducible object in Rep(SUµ(d)), the morphism (S
∗ ⊗ ι)(ι ⊗ S) acts as a scalar.
Suppose that {ψi}
d
i=1 is an orthonormal basis with respect to the inner product 〈·, ·〉 on H. We
obtain
〈ψi, (S
∗ ⊗ ι)(ι⊗ S)ψj〉H =
〈 d∑
k=1
ψk ⊗ S
(1)
k ⊗ ψi,
d∑
k=1
ψj ⊗ S
(2)
k ⊗ ψk
〉
H⊗d+1
= 〈S
(1)
j , S
(2)
i 〉H⊗d−1 .
To compute this scalar (S∗ ⊗ ι)(ι ⊗ S) it thus suffices to compute 〈S(1)d , S
(2)
d 〉. For this we have
〈S
(1)
d , S
(2)
d 〉 = (−µ)
d+1−2d〈S(1)d , S
(1)
d 〉
= (−µ)−(d−1)
∑
σ,θ∈Sd, σ(d)=θ(d)=d
(−µ)−l(σ)−l(θ)〈ψσ(d−1), ψθ(d−1)〉 · · · 〈ψσ(1), ψθ(1)〉
= (−µ)−(d−1)
∑
σ∈Sd, σ(d)=d
(−µ)−2l(σ)
= (−µ)−(d−1)
∑
σ∈Sd−1
q−2l(σ) = (−µ)−(d−1)[d− 1] 1
q
!,
which establishes (4.6).
Suppose that ξi ∈ H, then
(S∗ ⊗ ι⊗d−1)(ι⊗d−1 ⊗ S)(ξ1 ⊗ · · · ⊗ ξd−1) =
d∑
i,j=1
(S
(2)∗
j ⊗ ψ
∗
j ⊗ ι
⊗d−1)(ξ1 ⊗ · · · ⊗ ξd−1 ⊗ ψi ⊗ S
(1)
i )
=
d∑
j=1
S
(2)∗
j (ξ1 ⊗ · · · ⊗ ξd−1) · S
(1)
j .
Thus (S∗ ⊗ ι⊗d−1)(ι⊗d−1 ⊗ S) =
∑d
j=1 S
(1)
j S
(2)∗
j , which equals
∑d
j=1(−µ)
−(d+1)+2jS(2)j S
(2)∗
j by
(4.14). Using (4.13) this can be written as
∑d
j=1(−µ)
−(d−1)Sd,...,j+1,j−1,...,1S∗d,...,j+1,j−1,...,1. Now
we invoke (4.12) to obtain
(S∗ ⊗ ι⊗d−1)(ι⊗d−1 ⊗ S) = (−µ)−(d−1)η(Bd−1).
Thus (4.7) holds.
To prove (4.8) we use (4.3) and Lemma 3.4. We obtain the following
η(g1 · · · gd)(S ⊗ ψi) = η(g1 · · · gd)η(Bd)(ψd ⊗ · · · ⊗ ψ1 ⊗ ψi)
= η(Σ(Bd))η(g1 · · · gd)(ψd ⊗ · · · ⊗ ψ1 ⊗ ψi)
= µd−iqµi−1 η(Σ(Bd))(ψi ⊗ ψd ⊗ · · · ⊗ ψ1)
= µd+1(ψi ⊗ S),
which concludes the proof of this proposition. ⊠
Remark 4.5. From relations (4.6) and (4.7) it follows directly that R := µ(d−1)/2([d−1] 1
q
!)−1/2S
and R := (−1)d−1µ(d−1)/2([d− 1] 1
q
!)−1/2S solve the conjugate equations for H in Rep(SUµ(d)).
5 Representations of Hecke algebras
Suppose that C is a strict SU(d)-type category, with fundamental object X . The aim of this
section is to show that one can extract a constant q from C such that there exists a representation
of the Hecke algebra Hn(q) into End(X
⊗n). This section is closely related to [7, §4]. Once we
established this representation, we will show that this representation essentially only depends on
the constant q and not on the other information of the category C. To obtain this result the
Markov traces will be used.
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Notation 5.1. Recall that V = Cd is the fundamental representation of SU(d), in Rep(SU(d))
the object V{12} is a subrepresentation of V ⊗2. Therefore if C is a SU(d)-type category, there exists
exists a projection a ∈ End(X⊗2) and a morphism v ∈ Hom(X{12}, X⊗2) such that v∗v = idX{12}
and vv∗ = a. We say that a is the projection of X⊗2 onto X{12}. Define the elements ak :=
ι⊗k−1⊗a ∈ End(X⊗k+1). If k < n we also write ak for the element ιk−1⊗a⊗ι⊗n−k−1 ∈ End(X⊗n).
Denote by Σ the map Σ(ai) := ai+1.
Lemma 5.2. Let a ∈ End(X⊗2) be the projection onto X{12} ⊂ X⊗2. Put a1 := a ⊗ ι and
a2 := ι⊗ a. Then there exists a constant γ ∈ (0, 1] such that
a1a2a1 − γa1 = a2a1a2 − γa2. (5.1)
Proof. This is a slightly stronger statement than what it is proved in [7, Prop. 4.2] this is due to
the fact that a is a projection and not only an idempotent, we will follow the proof by Kazhdan
and Wenzl. By the fusion rules of SU(d) we have
X⊗3 ∼=
{
X{2,1} ⊕X{2,1} ⊕X{3} if d = 2;
X{13} ⊕X{2,1} ⊕X{2,1} ⊕X{3} if d ≥ 3.
Therefore
End(X⊗3) ∼=
{
M2(C)⊕ C if d = 2;
C⊕M2(C)⊕ C if d ≥ 3.
(5.2)
We now only consider the case d ≥ 3, the case d = 2 is similar. By the fusion rules of SU(d) it
follows that X{13} is a subobject of X{12} ⊗X , so there exists a projection p ∈ End(X{12} ⊗X)
and a morphism v ∈ Hom(X{13}, X{12}⊗X) such that v∗v = idX{13} and vv
∗ = p. Similarly there
exists w ∈ Hom(X{12}, X⊗2) such that w∗w = idX{12} and ww
∗ = a. Then
a1|X{13} = v
∗(w∗ ⊗ ι)a1(w ⊗ ι)v = v∗(w∗ ⊗ ι)(ww∗ ⊗ ι)(w ⊗ ι)v = v∗idX{12}⊗Xv = idX{13} .
So a1 acts on X{13} as the identity. Similarly a2|X{13} = id|X{13} . Using this terminology of
subobjects, X{3} is not a subobject of X{12} ⊗ X and X ⊗ X{12}, which implies a1|X{3} =
a2|X{3} = 0. We have dim(Hom(X{2,1}, X{12} ⊗ X)) = dim(Hom(X{2,1}, X ⊗ X{12})) = 1, thus
in End(X{2,1} ⊕ X{2,1}) the morphisms ai act as rank 1 projections. So using the isomorphism
(5.2) there exist rank 1 projections fi ∈ M2(C) such that the projection ai ∈ End(X
⊗3) corre-
sponds to (1, fi, 0) ∈ C⊕M2(C)⊕C. Since ran(f1f2f1) ⊂ ran(f1) there exists a γ1 ∈ C such that
f1f2f1 = γ1f1. Similarly there exists γ2 ∈ C such that f2f1f2 = γ2f2. Now
γ1f1f2 = f1(f2f1f2) = (f1f2f1)f2 = γ2f1f2. (5.3)
Hence either γ1 = γ2 or f1f2 = 0 in the latter case we can set γ1 = γ2 = 0. Put γC := γ1.
Because fi are projections and thus positive, it must hold that γC ∈ [0, 1]. Since ai corresponds
to (1, fi, 0), (5.3) gives (5.1). It remains to show that γ 6= 0, this is non-trivial and makes use of
certain projections on objects in X⊗d, the proof can be found in [7, Prop. 4.2]. ⊠
Notation 5.3. Put γC to be the constant obtained from C as in the previous lemma. Pick qC
such that γC = qC(1+qC)2 , i.e. such that qC + q
−1
C = γ
−1
C − 2. From this it is clear that qC is uniquely
determined up to qC ↔ q−1C . Therefore to fix a unique qC we select qC ∈ {z ∈ C : |z| ≤ 1, Im(z) ≥
0} ∪ {z ∈ C : |z| < 1, Im(z) < 0}. If it is clear which category C is considered we will omit the
subscript C in qC and γC .
Remark 5.4. At this point it is not clear why qC is indeed an invariant of the category. A priori
it might be dependent on the choice of X . However this constant is indeed independent, we will
say more about this issue later (cf. Remark 7.9).
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Lemma 5.5. For a SU(d)-type category C we have qC ∈ (0, 1] ∪ {eiα : 0 < α < 2pi3 }.
Proof. The function (0, 1] → [2,∞), q 7→ q + q−1 is a bijection, so for γ ∈ (0, 1/4] it holds
q ∈ (0, 1]. If γ ∈ (14 , 1], then write γ =
1
4 cos
−2(α/2) for a unique α ∈ (0, 2pi3 ]. We have
γ = (eiα/2 + e−iα/2)−2 =
eiα
(1 + eiα)2
,
which implies that q = eiα. ⊠
Corollary 5.6. The map
Hn(qC)→ End(X⊗n), ei 7→ ai (5.4)
extends to a ∗-representation of the Hecke algebra Hn(qC).
Proof. Since gi = q − (q + 1)ei, in the Hecke algebra Hn(q) the relations (3.1), (3.2) and (3.3)
can equivalently be described in terms of the idempotents ei by
eiej = ejei, if |i − j| ≥ 2; (5.5)
eiei+1ei −
q
(1 + q)2
ei = ei+1eiei+1 −
q
(1 + q)2
ei+1, for i = 1, . . . , n− 2; (5.6)
e2i = ei, for i = 1, . . . , n− 1. (5.7)
From this characterization, the fact that a is a projection satisfying (5.1) and the choice of q it
is immediate that the map (5.4) extends to a representation of Hn(q). Since ei is self-adjoint in
Hn(q) and ai is self-adjoint in End(X
⊗n) the map is ∗-preserving. ⊠
Lemma 5.7. If qC = eiα for some 0 < α < π, then qC is a root of unity.
Proof. We can write q = e2piiβ for some 0 < β < 12 . A representation of Hn(q) into a C
∗-algebra
is a C∗-representation if the idempotents ei are mapped to projections. Such a representation is
called trivial if it is a direct sum of representations π1 and π0 where π1 : ei 7→ id for all i and
π0 : ei 7→ 0 for all i. If q is not a root of unity, then there exists an m ∈ N \ {0} such that
m − 1 < 1β < m. Now [15, Prop. 2.9] implies that there exist no non-trivial C
∗-representations
of Hn(q) for n > ((m + 1)/2)
2. However by Corollary 5.6 for each n we do have a non-trivial
C∗-representation. Hence q must be a root of unity. ⊠
Definition 5.8. Suppose that C is a strict SU(d)-type category with fundamental object X .
Consider for m ≤ n the map
im,n : End(X
⊗m)→ End(X⊗n), T 7→ T ⊗ ι⊗(n−m).
Clearly if k ≤ m ≤ n, then im,nik,m = ik,n. Thus the algebraic inductive limit of (End(X
⊗n), im,n)
exists, denote this limit by MC . The representations θn : Hn(qC) → End(X⊗n) obtained from
Corollary 5.6 satisfy im,n ◦ θm(x) = θn ◦ im,n(x) for all m,n and x ∈ Hm(qC). Thus the collection
{θn}n extends to a representation of the inductive limits θC : H∞(qC)→MC . We denote θC(x) =
θn(x) = ιm,n(θm(x)) ∈ End(X
⊗n) for x ∈ Hn(q) ⊂ H∞(q). Again we will write just θ if no
confusion is possible.
Proposition 5.9. Let R : 1 → X ⊗X, R : 1 → X ⊗ X be a standard solution of the conjugate
equations. The categorical trace TrC on C induces a Markov trace trC on H∞(q) via
trC(x) := ‖R‖−2nTrX⊗n(θC(x)), (x ∈ Hn(q) ⊂ H∞(q)). (5.8)
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Proof. Recall that if R,R and S, S are standard solutions for U respectively V then (ι⊗R⊗ ι)S
and (ι⊗ S ⊗ ι)R are a standard solution for U ⊗ V [11, Thm 2.2.16]. It follows immediately that
TrU⊗V = TrU (ι ⊗ TrV ) = TrV (TrU ⊗ι). Suppose that x ∈ Hn(q) and n < m, then
(ι⊗m−1 ⊗ TrX)(θ(x)) = (ι⊗m−1 ⊗R
∗
)(θ(x) ⊗ ι)(ι⊗m−1 ⊗R) = ‖R‖2θ(x) ∈ End(X⊗m−1).
We conclude that trC is independent of n.
Since TrX⊗n is tracial, it only remains to check that trC has the Markov property. Since X is
simple, there exists a scalar λ ∈ C such that (ι⊗ Tr)(a1) = λι. Then (ι
⊗n ⊗ Tr)(an) = λι⊗n and
also
trC(e1) = ‖R‖−4TrX⊗2(θ(e1)) = ‖R‖
−4TrX((ι⊗ TrX)(a1)) = ‖R‖−4TrX(λι) = ‖R‖−2λ.
Now suppose that x, y ∈ Hn(q), then
trC(xeny) = ‖R‖−2n−2TrX⊗n+1(θ(xeny))
= ‖R‖−2n−2TrX⊗n ◦(ι
⊗n ⊗ TrX)
(
θ(x)θ(en)θ(y)
)
= ‖R‖−2n−2TrX⊗n
(
θ(x) · (ι⊗n−1 ⊗ ((ι⊗ TrX)(a1))) · θ(y)
)
= ‖R‖−2n−2TrX⊗n(λθ(xy))
= trC(e1) trC(xy).
Hence trC is a Markov trace. ⊠
With these Markov traces it is possible to show that the representation of the Hecke algebra is
independent of the category C in the following sense.
Theorem 5.10 (Kazhdan–Wenzl). If C is a strict SU(d)-type category, then qC ∈ (0, 1] and the
Markov trace satisfies trC(g1) =
qdC
[d]qC
. Therefore the kernel of the representation θC : Hn(qC) →
End(X⊗n) depends only on qC. Furthermore θC(Hn(qC)) = End(X⊗n).
Proof. Since ‖θ(x∗x)‖ = ‖θ(x)‖2, it holds that θ(x) = 0 if and only if θ(x∗x) = 0. Because the
categorical trace TrX⊗n is faithful, we obtain that
ker(θ : Hn(q)→ End(X
⊗n)) = {x ∈ Hn(q) : trC(x∗x) = 0}.
To characterize the kernel of θ by Proposition 5.9 and Lemma 3.11 it suffices to show that trC(g1)
can be computed in terms of q. This is non-trivial and has been done by Kazhdan and Wenzl
(see [7, Thm. 4.1]), here they also prove surjectivity of θ. The idea of their proof is to decompose
Hn(q)/I
µ
n
∼=
⊕
iMi(C) as a direct sum of matrix algebras Mi(C). Here I
µ
n := {x ∈ Hn(q) :
trµ(xy) = 0 for all y ∈ Hn(q)} and trµ is the unique Markov trace such that trµ(g1) = µ. The
values µ = q
m
[m]q
for m ∈ N play a special role (see [7, Prop. 3.1]). These matrix blocks Mi(C)
are related to Young diagrams and thus to representations of SU(n). This allows to compare the
dimensions of Hn(q)/I
µ
n and End(X
⊗n). From these dimensions one can deduce that tr(g1) = q
d
[d]q
and that q cannot be a non-trivial root of unity. Therefore by Lemmas 5.5 and 5.7 it follows that
q ∈ (0, 1]. Furthermore one can show that I
trC(g1)
n = ker(θ : Hn(q) → End(X
⊗n)) and by using
another dimension argument one has Hn(q)/ ker(θ) ∼= End(X
⊗n), thus θ must be surjective. ⊠
Remark 5.11. Combining the above theorem, Remark 4.3 and [13, Prop. 4.1] it follows that
for n > d the kernel ker(θC : Hn(q) → End(X⊗n)) equals the ideal generated by the element
Bd+1 ∈ Hn(q).
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6 Categories generated by Hecke algebras
In this section we will give a number of technical requirements on C∗-tensor categories which
allow us to prove that a category which satisfies these assumptions is in fact unitarily monoidally
equivalent to a twist of Rep(SUµ(d)). In the next section we will use this result to show that all
SU(d)-type categories are equivalent to Rep(SUµ(d)). Furthermore we will show that in a special
case these categories admit a braiding.
Assumption 6.1. Assume C is a strict C∗-tensor category generated by an object X which
satisfies the following requirements:
(i) there exists a constant qC ∈ (0, 1] and a projection a ∈ End(X⊗2) such that
(a⊗ ι)(ι ⊗ a)(a⊗ ι)−
qC
(1 + qC)2
(a⊗ ι) = (ι⊗ a)(a⊗ ι)(ι ⊗ a)−
qC
(1 + qC)2
(ι ⊗ a);
This requirement defines a representation θn : Hn(qC)→ End(X⊗n), ei 7→ ι⊗i−1 ⊗ a⊗ ι⊗n−i−1.
(ii) θn : Hn(qC)→ End(X⊗n) is surjective;
(iii) ker(θn : Hn(qC) → End(X⊗n)) = ker(ηn : Hn(qC) → End(H⊗n)), here ηn is as in Notation
4.1;
(iv) there exists an integer dC ≥ 2 and a morphism ν ∈ Hom(1, X⊗dC) such that ν∗ν = ι and
νν∗ = θ(FdC );
(v) there exists a dC-th root of unity ωC such that θ(gdC · · · g1)(ι⊗ ν) = ωCq
(dC+1)/2
C (ν ⊗ ι);
(vi) Hom(X⊗m, X⊗n) = {0}, if m 6≡ n (mod dC).
We let µC ∈ (0, 1], µC := q
1/2
C . If it is clear which category is considered, the subscript C will be
dropped.
Remark 6.2. The results in Proposition 4.4 show that Rep(SUµ(d)) satisfies the conditions (i)
and (iii)-(vi) of the assumption above. The fact that the representation η : Hn(q) → End(H
⊗n)
is surjective follows from Theorem 5.10. So Rep(SUµ(d)) satisfies Assumption 6.1.
Notation 6.3. If C is strict, then Cρ (see Definition 2.14) is in general not strict. We define
θn(gi) ∈ EndCρ(X⊗n) to be the composition
X⊗n α // X⊗i−1 ⊗ (X⊗2 ⊗X⊗n−i−1)
β
// X⊗i−1 ⊗ (X⊗2 ⊗X⊗n−i−1) α
−1
// X⊗n.
Here α is the appropriate associativity morphism in Cρ and β := ι⊗i−1 ⊗ (θ2(g1)⊗ ι⊗n−i−1).
As shown in the next proposition the constant ω behaves nicely with respect to twisting the
associativity morphisms of a category C. This proposition will be of importance, because in some
cases it implies that we can restrict ourselves to the case ω = 1.
Proposition 6.4. Suppose that C satisfies the requirements of Assumption 6.1 and ρ is a root of
unity of order dC, then in Cρ the equality (ν∗ ⊗ ι)θ(gdC ) · · · θ(g1)(ι ⊗ ν) = ρ
−1ωCµdC+1C ι holds. In
particular if C˜ is the strictification of CωC , then in C˜ it holds that (ν∗⊗ι)θ(gdC · · · g1)(ι⊗ν) = µ
dC+1
C ι.
Proof. Since in general Cρ is not strict, consider (ν∗ ⊗ ι)θ(gd) · · · θ(g1)(ι ⊗ ν) which equals the
composition
X = X ⊗ ι
ι⊗ν
// X ⊗X⊗d
αρ1 // X⊗2 ⊗X⊗d−1
θ(g1)⊗ι⊗d−1
// X⊗2 ⊗X⊗d−1
αρ2 //
X ⊗ (X⊗2 ⊗X⊗d−2)
ι⊗(θ(g1)⊗ι⊗d−2)
// · · ·
αρ
d // X⊗d−1 ⊗X⊗2
ι⊗d−1⊗θ(g1)
// X⊗d−1 ⊗X⊗2
αρ
d+1
//
X⊗d ⊗X
ν∗⊗ι
// 1⊗X = X. (6.1)
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Here αρi are the associativity morphisms in C
ρ. The composition of these morphisms αρd+1 ◦ · · · ◦
αρ2 ◦ α
ρ
1 equals the associativity morphism α
ρ : X ⊗ X⊗d → X⊗d ⊗ X , which by Lemma 2.17
acts as multiplication by ρ−1⌊
d
d
⌋ = ρ−1. In C the associativity morphisms are trivial. Thus if
we replace αρ by the associativity morphisms α of C, in C the composition (6.1) equals µd+1C ωCι
by requirement (v) of Assumption 6.1. Hence in Cρ the morphism (6.1) acts as ρ−1µd+1C ωCι, as
desired. ⊠
Notation 6.5. Let δC := (ωCµdC+1C )
− 1
dC . Denote
Tm,n := δ
mn
C θC(gσm,n) ∈ End(X
⊗m+n).
Observe the crucial property T1,dC = (ωCµ
dC+1
C )
−1θ(gdC · · · g1), which implies that T1,dC(ι ⊗ ν) =
ν ⊗ ι.
The following proposition is similar to [7, Prop. 2.2 a)].
Proposition 6.6. Suppose that C satisfies Assumption 6.1 and ωC = ±1, then the collection of
morphisms {Tm,n}m,n∈N defines a braiding on the category C. Explicitly,
Tk,m+n = (ι
⊗m ⊗ Tk,n)(Tk,m ⊗ ι⊗n); (6.2)
Tk+m,n = (Tk,n ⊗ ι
⊗m)(ι⊗k ⊗ Tm,n); (6.3)
(β ⊗ α)Tk,m = Tl,n(α⊗ β), for all α ∈ Hom(X
⊗k, X⊗l), β ∈ Hom(X⊗m, X⊗n). (6.4)
Note that the case ω = −1 can only occur when d is even, because ω is a d-th root of unity.
Proof. From the explicit formulas in Lemma 3.4 we obtain the identities
Σm(gσk,n)gσk,m = gσk,m+n , gσk,nΣ
k(gσm,n) = gσk+m,n ,
from which (6.2) and (6.3) immediately follow. Denote the morphism νm,n := ι
⊗m ⊗ ν ⊗ ι⊗n ∈
Hom(X⊗m+n, X⊗m+d+n). The collection {Tm,n}m,n satisfies the following relations
(Tm,d ⊗ ι
⊗n)νm,n = ν0,m+n; (6.5)
(Td,m ⊗ ι
⊗n)ν0,m+n = νm,n; (6.6)
ν∗m,n(Td,m ⊗ ι
⊗n) = ν∗0,m+n; (6.7)
ν∗0,m+n(Tm,d ⊗ ι
⊗n) = ν∗m,n. (6.8)
Indeed, the case m = 1 of (6.5) follows immediately from
(ν∗ ⊗ ι)η(gd · · · g1)(ι⊗ ν) = ωµd+1ι (6.9)
and the definition of T1,d. The case m > 1 can be proved using induction and (6.3). For (6.6)
observe that taking the adjoint of (6.9) gives
(ι⊗ ν∗)η(g1 · · · gd)(ν ⊗ ι)ωµd+1ι
Here it is crucial that ω = ±1, otherwise we would have the factor ω. From this equation (6.6)
follows for m = 1 and the general case can again be proved by induction. The identities (6.7) and
(6.8) follow from respectively (6.5) and (6.6) by taking conjugates. Again the requirement ω = ±1
is implicitly used.
By assumption on C the map θ : Hn(q)→ End(X
⊗n) is surjective. Combination with Lemma 3.4
gives immediately that for all α ∈ End(X⊗m) and β ∈ End(X⊗n)
Tm,n(α⊗ β) = (β ⊗ α)Tm,n. (6.10)
It remains to show that (6.4) also holds for α ∈ Hom(X⊗k, X⊗l) and β ∈ Hom(X⊗m, X⊗n). We
may assume that k = l + pd and m = n + qd for some p, q ∈ Z. We will proceed by induction
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on p and q. The basis case p = q = 0 is exactly (6.10). So first suppose that p ≥ 1, q = 0,
α ∈ Hom(X⊗k, X⊗l) and β ∈ Hom(X⊗m, X⊗m). Then (ν ⊗ α) ∈ Hom(X⊗k, X⊗l+d). Using the
induction hypothesis, (6.3) and (6.6) we have
νm,l(β ⊗ α)Tk,m = (β ⊗ ν ⊗ α)Tk,m = Tl+d,m(ν ⊗ α⊗ β)
= (Td,m ⊗ ι
⊗l)(ι⊗d ⊗ Tl,m)(ν ⊗ α⊗ β) = (Td,m ⊗ ι⊗l)(ν0,l+m)Tl,m(α⊗ β)
= νm,lTl,m(α ⊗ β).
Since the map Hom(X⊗r, X⊗u+v) → Hom(X⊗r, X⊗u+d+v), γ 7→ νu,v ◦ γ is injective, it fol-
lows by induction that (β ⊗ α)Tk,m = Tl,m(α ⊗ β). Now suppose that p < 0, then (ν
∗ ⊗ a) ∈
Hom(X⊗k+d, X⊗l) with a similar argument as above involving the relations (6.2) and (6.7) one
can show that
(β ⊗ α)Tk,mν
∗
0,k+m = Tl,n(α⊗ β)ν
∗
0,k+m.
Injectivity of the map Hom(X⊗u+v, X⊗s)→ Hom(X⊗u+d+v, X⊗s), γ 7→ γ ◦ ν∗u,v closes the induc-
tion on p. Induction on q is similar and thus (6.4) holds. ⊠
Theorem 6.7. Suppose that C satisfies the requirements of Assumptions 6.1. Then C is unitarily
monoidally equivalent to Rep(SUµC (dC))
ωC .
This theorem uses the ideas of monoidal algebras as described by Kazhdan and Wenzl in [7, §2].
The proof of this theorem is very similar to the proof of [7, Proposition 2.2 b)] and therefore the
computational details will be omitted.
Proof. From Proposition 6.4 and Remark 2.15 it follows that it suffices to consider the case ωC = 1.
The idea of the proof of this theorem is to extend the isomorphisms End(X⊗n) → End(H⊗n) to
Hom(X⊗k, X⊗l)→ Hom(H⊗k,H⊗l) by embedding Hom(X⊗k, X⊗l) into End(X⊗p) for some large
p ∈ N using the maps α 7→ α⊗ν and α 7→ α⊗ν∗. For this, suppose that k, l,m, n, p ∈ N such that
p = m+kd = n+ ld. We will define some subspaces and maps for C. Note that these constructions
can of course also be performed in Rep(SUµ(d)). Define the map
Hm,np : Hom(X
⊗m, X⊗n)→ End(X⊗p),
α 7→ (ν⊗l ⊗ ι⊗n)α((ν∗)⊗k ⊗ ι⊗m) = ν⊗l ⊗ (ν∗)⊗k ⊗ α.
Then cleary Hm,np is linear. Define the subspace Σ
m,n
p ⊂ End(X
⊗p) to be
Σm,np := {β ∈ End(X
⊗p) : ((νν∗)⊗l ⊗ ι⊗n)β = β((νν∗)⊗k ⊗ ι⊗m) = β}.
The proof of the following lemmas is omitted, because it is very similar to [7, §2], the only additional
requirement one has to check is compatibility of the ∗-structure, but this follows directly from the
definitions.
Lemma 6.8. Hm,np is an isomorphism of Hom(X
⊗m, X⊗n) onto Σm,np . Furthermore for α ∈
Hom(X⊗m, X⊗n) and β ∈ Hom(X⊗n, X⊗r) the following identities hold
Hm,np (α)
∗ = Hn,mp (α
∗), Hn,rp (β) ◦H
m,n
p (α) = H
m,r
p (β ◦ α).
For each p, let ψp : End(X
⊗p)→ End(H⊗p) be a ∗-isomorphism making the diagram
Hp(q)
θp
//
ηp
%%❑
❑❑
❑❑
❑❑
❑❑
❑
End(X⊗p)
ψp

End(H⊗p)
commute. Such an isomorphism exists, because by assumption and Theorem 5.10 θp : Hp(q) →
End(X⊗p) and ηp : Hp(q) → End(H⊗p) are surjective and ker(θ) = ker(η). Let us write κ :=
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‖S‖−1S, where S : 1 → H⊗d is the intertwiner defined in (4.2). Because νν∗ = θ(Fd) and κκ∗ =
‖S‖−2SS∗ = η(Fd), we have ψd(νν∗) = ‖S‖−2SS∗ = κκ∗. Define for m ≡ n (mod d) the map
ψm,n which is the composition
HomC(X⊗m, X⊗n)
Hm,n
p,C
// Σm,np,C
ψp
// Σm,np,Rep(SUµ(d))
(Hm,n
p,Rep(SUµ(d))
)−1
// HomRep(SUµ(d))(H
⊗m,H⊗n).
Lemma 6.9. The morphisms ψm,n are well-defined (independent of p) isomorphisms of linear
spaces and satisfy
ψm,n(α
∗) = ψn,m(α)∗, ψn,r(β) ◦ ψm,n(α) = ψm,r(β ◦ α).
With these isomorphisms (ψm,n)m,n we are able to define a unitary tensor functor from C to
Rep(SUµ(d)). For this consider the full subcategory C˜ of C with objects Ob(C˜) := {X
⊗n : n ∈ N}
and D the full subcategory of Rep(SUµ(d)) with objects Ob(D) := {H
⊗n : n ∈ N}. Then
the completion of C˜ and D with respect to direct sums and subobjects equal respectively C and
Rep(SUµ(d)). Define F˜ : C˜ → D by X
⊗n 7→ H⊗n on objects, F˜ (α) := ψm,n(α) for morphisms
α ∈ Hom(X⊗m, X⊗n) and F˜0 = id, F˜2 = id. F˜ (α) is well-defined, because by assumption m ≡ n
(mod d) if α 6= 0.
Lemma 6.10. F˜ is a unitary tensor functor.
Clearly F˜ is essentially surjective. Note that Lemmas 6.9 and 6.10 imply that F˜ is a fully faithful
unitary tensor functor. Taking the completions of C˜ and D with respect to direct sums and
subobjects gives us the categories C and Rep(SUµ(d)). Under this completion F˜ extends uniquely
(up to natural unitary isomorphism) to a unitary tensor functor F : C → Rep(SUµ(d)). Then F
is again fully faithful and essentially surjective. So F is a unitary monoidal equivalence, in other
words C is unitarily monoidally equivalent to Rep(SUµ(d)). ⊠
7 Two characterizations of SU(d)-type categories
The aim of this section is to prove the main results of this paper, namely to characterise all
SU(d)-type categories and to give a condition when it is possible to embed Rep(SUµ(d)) in a given
C∗-tensor category. It will be shown that all SU(d)-type categories can be classified by a pair
(q, ω) where q ∈ (0, 1] and ω is a d-th root of unity. The requirement for existence an embedding
is given by six identities which basically state that if a category satisfies those requirements, there
exist a representation of the Hecke algebra, and the twist and solutions of the conjugate equations
can be explicitly computed. The proofs of both theorems consist of showing that in both cases
the Assumptions 6.1 are satisfied allowing to apply Theorem 6.7.
Definition 7.1. Let C be a strict SU(d)-type category. Since in Rep(SU(d)) the trivial represen-
tation C is a subrepresentation of V ⊗d, there exist a morphism ν : 1 →֒ X⊗d, such that ν∗ν = id1
and νν∗ ∈ End(X⊗d) is a projection. We define the twist τC of C to be the number by which one
multiplies in the following composition3
X = X ⊗ 1
ι⊗ν
// X ⊗X⊗d
θ(gd···g1)
// X⊗d ⊗X
ν∗⊗ι
// 1⊗X = X.
Note that since X is simple, we obtain a scalar. Also τC is clearly independent of the choice of ν.
Again, a priori it is not clear why τC is independent of the choice of X . Fortunately this is the
case as we will show later (cf. Remark 7.9).
Lemma 7.2. The following holds: θ(gd · · · g1)(ι⊗ ν) = τC(ν ⊗ ι).
3Note that this twist differs a factor (−1)d from the twist defined in [7].
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Proof. Note that νν∗ ∈ End(X⊗d). From Theorem 5.10 we obtain that there exists a x ∈ Hd(q)
such that νν∗ = θ(x). By Lemma 3.4 it therefore follows that θ(gd · · · g1)(ι ⊗ νν∗) = (νν∗ ⊗
ι)θ(gd · · · g1). Since ν
∗ν = ι we have
θ(gd · · · g1)(ι⊗ ν) = θ(gd · · · g1)(ι⊗ νν
∗)(ι ⊗ ν) = (νν∗ ⊗ ι)θ(gd · · · g1)(ι ⊗ ν)
and the result follows. ⊠
Observe that identity (4.8) of Proposition 4.4 implies that the twist of Rep(SUµ(d)) equals µ
d+1.
Notation 7.3. Since for a strict SU(d)-type category C the constant qC ∈ (0, 1], define µC ∈ (0, 1]
to be the positive square root of qC .
Lemma 7.4. Let C be a strict SU(d)-type category. For n ≤ d, the morphism θ(Fn) ∈ End(X
⊗n)
is the projection corresponding to the inclusion X⊗n ⊂ X{1n}. Here X{1d} := 1, to express the
fact that there exists a non-zero morphism ν : 1→ X⊗d.
Proof. We proceed by induction. The case n = 2 is trivial. Suppose that 2 ≤ n ≤ d − 1 and
the result holds for n. Let pk ∈ End(X
⊗k) be the projection corresponding to X{1k} ⊂ X⊗k.
To prove the induction step we must show that pn+1 = θ(Fn+1). By the fusion rules of SU(d)
we have X{1n} ⊗ X ∼= X{1n+1} ⊕ X{21n−1} and X ⊗ X{1n}X ∼= X{1n+1} ⊕ X{21n−1}. So either
(pn ⊗ ι)(ι ⊗ pn) = pn+1 or (pn ⊗ ι) = (ι ⊗ pn). Let us argue by contradiction and assume
that the second case holds. Let for i = 0, . . . , n, ri := ι
⊗i ⊗ pn ⊗ ιn−i ∈ End(X⊗2n). From
the assumption it follows that ri = ri+1 for all i and therefore we have r0 = rn. In particular
r0(1 − rn) = r0(1 − r0) = 0. On the other hand r0(1 − rn) cannot be zero, because e.g., the
non-zero object X{1n} ⊗ X{n} lies in the range of r0(1 − rn), which yields a contradiction. We
conclude that (pn ⊗ ι)(ι ⊗ pn) = pn+1.
By Lemma 3.9 we have Fn+1Fn = Fn+1Σ(Fn) = Fn+1, and thus by the induction hypothesis
θ(Fn+1)pn+1 = θ(Fn+1)(pn ⊗ ι)(ι ⊗ pn) = θ(Fn+1FnΣ(Fn)) = θ(Fn+1). Since X{n+1} is simple,
pn+1 is a minimal projection. By the previous calculation θ(Fn+1) is a subprojection of pn+1. To
show that θ(Fn+1) equals pn+1 it thus suffices to show that θ(Fn+1) 6= 0. For this we compute
(ι⊗n ⊗ trC)(Fn+1) = [n+ 1]−11
q
(
1 +
−1
q
qd
[d]q
+
(−1
q
)2 qd
[d]q
gn−1 + . . .+
(−1
q
)n
g1 · · · gn−1
qd
[d]q
)
Fn
= [n+ 1]−11
q
(1−
qd
[d]q
1
q
[n] 1
q
)Fn,
here we used Lemma 3.9. Since q
n
[n]q
= q[n] 1
q
and n < d it follows that
1−
qd
[q]d
1
q
[n] 1
q
= 1−
qd
[d]q
[n]q
qn
6= 0.
By the induction hypothesis trC(Fn) 6= 0, thus trC(Fn+1) 6= 0 and hence θ(Fn+1) 6= 0. ⊠
Corollary 7.5. Suppose that C is a strict SU(d)-type category, then there exists a d-th root of
unity ωC such that τC = ωCµd+1C .
Proof. First note that Lemma 3.4 implies that gσk,d = gσk−1,dΣ
k−1(gσ1,d). Combination with the
identity θ(gd · · · g1)(ι⊗ ν) = τC(ν ⊗ ι) gives
θ(gσk,d)(ι
⊗k ⊗ ν) = τCθ(gσk−1,d )(ι
⊗k−1 ⊗ ν ⊗ ι).
By induction we obtain for all k ∈ N
θ(gσk,d)(ι
⊗k ⊗ ν) = τkC (ν ⊗ ι
⊗k).
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Thus in particular
θ(gσd,d)(ι
⊗d ⊗ ν) = τdC (ν ⊗ ι
⊗d).
Multiplying both sides by (ν∗⊗ ι⊗d) gives (ν∗⊗ ι⊗d)θ(gσd,d)(ι
⊗d⊗ ν) = τdC ι
⊗d. Combination with
the above lemma gives that as a morphism in End(X⊗2d) we have
(θ(Fd)⊗ θ(Fd))θ(gσd,d)(θ(Fd)⊗ θ(Fd)) = τ
d
C (θ(Fd)⊗ θ(Fd)).
Theorem 5.10 shows that the representations θ and η are equivalent. In particular this implies
that τdC = τ
d
Rep(SUµ(d))
= (µd+1)d, which proves the corollary. ⊠
Remark 7.6. In [7, Prop. 5.2] it is asserted that τC = (−1)dω for some d-th root of unity ω.
This is not true as for example the explicit calculation for SUµ(d) shows (cf. (4.8)). The mistake
in the proof, is that it is claimed that θ(gσd,d) acts as (−1)
d2 on the object X{1d} ⊗X{1d}.
Now all the technical work has been done to give a classification of SU(d)-type categories.
Theorem 7.7. If C is a SU(d)-type category with fundamental object X. Then (Rep(SUµC(d)))
ωC
is unitarily monoidally equivalent to C. Furthermore C admits a braiding if ωC = ±1.
Proof. By Corollary 5.6 we have a representation of the Hecke algebra Hn(qC) → EndC(X⊗n).
By Theorem 5.10 this representation is surjective and depends only on qC . As the representation
η : H2(qC) → EndRep(SUµC (d))(H
⊗2) satisfies that η(e1) is the projection onto H{12} (cf. Lemma
4.2), we obtain that qRep(SUµC (d)) = qC . Then again by Theorem 5.10 ker(η) = ker(θ). Lemmas
2.13, 7.2, 7.4 and Corollary 7.5 show that the other requirements of Assumption 6.1 are satisfied.
Now Proposition 6.6 and Theorem 6.7 give the result. ⊠
Remark 7.8. It can be shown [12, Rem. 4.4] that in general a SU(d)-type category is not braided;
such a category C admits a braiding if and only if ωC = ±1.
Remark 7.9. Now we can also prove why the constants qC and τC are independent of the chosen
generatorX of the category C. By [10] all automorphisms of Rep(SU(d)) are in 1-1 correspondence
with symmetries of the Dynkin diagram of SU(d). This diagram, consisting of d − 1 nodes
{1, 2, . . . , d − 1} where the nodes i and i + 1 are connected by a single edge, has exactly two
symmetries, namely the identity and the map given on the nodes by i 7→ d − i. So we only
have to show that qC and τC are invariant under this second, non-trivial, map. This map induces
an automorphism of Uµ(SU(d)), the quantum enveloping Hopf algebra of SU(d), given on the
generators by Ei 7→ Ed−i, Fi 7→ Fd−i, K±i 7→ K
±
d−i. In Rep(SUµ(d)) it thus maps every object
to a conjugate object. Therefore it is sufficient to show that if we would have chosen X instead
of X as generating object, the resulting constants qC and τC are the same. This is implicitly
proved in [12, §4.2]. The idea is the following, suppose that in C the associativity morphisms are
given by a cocycle ϕ ∈ H3(Z/dZ,T), thus α : (X⊗a ⊗X⊗b) ⊗X⊗c → X⊗a ⊗ (X⊗b ⊗X⊗c) acts
as multiplication by ϕ(a, b, c) (in our case ϕ is of the form ϕ(a, b, c) = ω
(⌊a+b
d
⌋−⌊a
d
⌋−⌊a
d
⌋)c
C ). We
write Rep(SUµ(d))
ϕ for the category Rep(SUµ(d)) with these new associativity morphisms. Then
C ∼= Rep(SUµ(d))
ϕ. The map X 7→ X then corresponds to changing the cocycle ϕ to the new one
given by ψ(a, b, c) := ϕ(−a,−b,−c). Then one obtains an isomorphism θ : Rep(SUµ(d))
ϕ → C →
Rep(SUµ(d))
ψ . The question is now whether this isomorphism acts trivially on H3(Z/dZ,T). This
is indeed the case, since ϕ = ∂f , ψ = ∂g, where f(a, b) = ω−⌊
a
d
⌋b and g(a, b) = ω⌊
−a
d
⌋b are maps
f, g : Z × Z/dZ → T. Now a direct computation shows that fg−1 factors through Z/dZ × Z/dZ
and thus ϕ and ψ are equivalent cocycles. Thus θ acts trivially and ωC and qC are invariant under
X 7→ X .
Another (more straightforward) method of proving that those constants are invariant is by explic-
itly computing everything. This can be done in the following way. We adopt the notation as in
[11, §2.2] and denote F : C → C for the contravariant tensor functor
Ob C → ObC, U 7→ U ; Hom(U, V )→ Hom(V , U), T 7→ T∨,
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where T∨ := (ι⊗R
∗
V )(ι ⊗ T ⊗ ι)(Ru ⊗ ι). Define F2(U, V ) : V ⊗ U → U ⊗ V by the identity
(F2(U, V )⊗ ι⊗ ι)(ι ⊗RU ⊗ ι)RV = RU⊗V .
Put ac := F ∗2 (X,X)a
∨F2(X,X). Then it can be checked that the aci satisfy the relations of ei in
the Hecke algebra Hn(qC) and thus we get a representation θc : Hn(q) → EndC(X
⊗n
). Hence qC
is invariant. Now for τC we define
νc := (F ∗2 (X,X)⊗ ι
⊗d−2) · · · (F ∗2 (X
⊗d−2, X)⊗ ι)F ∗2 (X
⊗d−1, X)(ν∗)∨ : 1→ X
⊗d
.
Then one can verify that νc plays the role of ν and
(νc∗ ⊗ ι)θc(gd · · · g1)(ι⊗ νc) = τCι,
whence τC is invariant under the transformation X 7→ X .
Remark 7.10. The above theorem says that all SU(d)-type categories can be described by a pair
(q, ω), where q ∈ (0, 1] and ω is a d-th root of unity. Namely we have shown that a SU(d)-type
category C is isomorphic to (Rep(SU√q(d)))ω . Now one might wonder if each pair (q, ω) of this
form can be realised by a compact quantum group. This is indeed the case, see [12].
Inspired by [13] we have the following condition for the existence of an embedding of a twist of
Rep(SUµ(d)) in a C
∗-tensor category D. We use the notation as introduced in Notation 4.1.
Theorem 7.11. Suppose that D is a strict C∗-tensor category such that there exists an object
X ∈ Ob(D), morphisms ν ∈ Hom(1, X⊗d), a ∈ End(X⊗2), a constant µ ∈ (0, 1] and a d-th root
of unity ω satisfying the following properties:
a = a∗ = a2; (7.1)
(a⊗ ι)(ι ⊗ a)(a⊗ ι)−
q
(1 + q)2
(a⊗ ι) = (ι⊗ a)(a⊗ ι)(ι ⊗ a)−
q
(1 + q)2
(ι⊗ a); (7.2)
ν∗ν = ι; (7.3)
νν∗ = θ(Fd); (7.4)
(ν∗ ⊗ ι)(ι ⊗ ν) = ω(−µ)−(d−1)[d]−11
q
ι; (7.5)
θ(gd · · · g1)(ι⊗ ν) = ωµ
d+1(ν ⊗ ι). (7.6)
Here q := µ2 and θ : Hn(q) → EndD(X⊗n) is the representation of the Hecke algebra as in
Corollary 5.6. Let C be the sub C∗-tensor category of D generated by the object X and morphisms
ν and a. Then C is a SU(d)-type category and there exists a unique (up to natural unitary
isomorphism) unitary tensor functor F : (Rep(SUµ(d)))
ω → D such that F (H) = X and F (S) =
([d]q!)
1/2 ν, F (T ) = q − (q + 1)a.
Proof. First note that equations (7.1) and (7.2) together with Corollary 5.6 imply that we
have a ∗-representation θ : Hn(q) → EndD(X⊗n). Therefore the identities (7.4) and (7.6) make
sense. We would like to use Theorem 6.7, for this we only need to check three conditions: equal-
ity of the kernels of θ and η, surjectivity of the representation θ : Hn(q) → EndC(X⊗n) and
Hom(X⊗m, X⊗n) = {0} if m 6≡ n (mod d). Let us start with the easiest one: the last one.
For this note that HomC(X⊗m, X⊗n) is generated by a and ν. So if α ∈ HomC(X⊗m, X⊗n), then
α = 0, or α is a linear combination of words consisting of the letters ι⊗k ⊗ ν ⊗ ι⊗l, ι⊗k ⊗ ν∗ ⊗ ι⊗l
and θ(x) for k, l ∈ N and x ∈ H∞(q). It is sufficient to consider individual words. If x ∈ Hp(q) ⊂
H∞(q), then θ(x) ∈ End(X⊗p) and for k, l ∈ N we have ι⊗k ⊗ ν ⊗ ι⊗l ∈ Hom(Xk+l, Xk+d+l),
ι⊗k ⊗ ν∗ ⊗ ι⊗l ∈ Hom(Xk+d+l, Xk+l). Induction on the length of a word gives the result.
To be able to prove the other two remaining requirements we first compute (ν∗ ⊗ ι⊗k)(ι⊗k ⊗ ν).
In the upcoming computations we need the identity
θ(gi)ν = θ(gi)ν(ν
∗ν) = θ(giFd)ν = −θ(Fd)ν = −(νν∗)ν = −ν, for i = 1, . . . , d− 1, (7.7)
which follows from (7.3), (7.4) and Lemma 3.9. This also implies that ν∗θ(gi) = −ν∗.
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Lemma 7.12. For k = 1, 2, . . . , d− 1 the following equality holds
(ν∗ ⊗ ι⊗k)(ι⊗k ⊗ ν) = ωk
[d− k] 1
q
![k] 1
q
!
[d] 1
q
!
(−µ)−k(d−k)θ(Fk). (7.8)
Proof. We prove this by induction. The case k = 1 is exactly assumption (7.5) of the theorem, so
we will prove the induction step. Consider the morphism T := (ν∗ ⊗ ι⊗k)(ι⊗k−1 ⊗ ν ⊗ ι)(ι⊗k−1 ⊗
ν∗⊗ ι)(ι⊗k ⊗ ν). By the induction hypothesis and the assumption of this theorem, this morphism
equals
T = ωk−1
[d− k + 1] 1
q
![k − 1] 1
q
!
[d] 1
q
!
(−µ)−(k−1)(d−k+1)ω(−µ)−(d−1)[d]−11
q
(θ(Fk−1)⊗ ι)
= ωk
[d− k + 1] 1
q
![k − 1] 1
q
!
[d− 1] 1
q
!
(−µ)k
2−kd−2k+2(θ(Fk−1)⊗ ι). (7.9)
On the other hand as νν∗ = θ(Fd), θ(gi)ν = −ν and ν∗θ(gi) = −ν∗ we have
T = (ν∗ ⊗ ι⊗k)(ι⊗k−1 ⊗ θ(Fd)⊗ ι)(ι⊗k ⊗ ν)
= [d]−11
q
(ν∗ ⊗ ι⊗k)θ(1 + (−q)−1gk + . . .+ (−q)−(d−1)gk+d−2 · · · gk)(ι⊗k ⊗ θ(Fd−1)⊗ ι)(ι⊗k ⊗ ν)
= [d]−11
q
(ν∗ ⊗ ι⊗k)θ(1 + q−1 + . . .+ q−(d−k) + (−q)−(d+1−k)gd · · · gk
+ . . .+ (−q)−(d−1)gk+d−2 · · · gk)(ι⊗k ⊗ ν)
= [d]−11
q
[d+ 1− k] 1
q
(ν∗ ⊗ ι⊗k)(ι⊗k ⊗ ν) + [d]−11
q
(−q)−(d+1−k)
· θ(1 + (−q)−1g1 + . . .+ (−q)−(k−2)gk−2 · · · g1)(ν∗ ⊗ ι⊗k)θ(gd · · · gk)(ι⊗k ⊗ ν) (7.10)
Now note that by the assumptions and induction hypothesis
(ν∗⊗ι⊗k)θ(gd · · · gk)(ι⊗k ⊗ ν) = (ν∗ ⊗ ι⊗k)θ(g−1d+1 · · · g
−1
k+d−1)θ(gk+d−1 · · · gk)(ι
⊗k ⊗ ν)
= θ(g−11 · · · g
−1
k−1)(ν
∗ ⊗ ι⊗k)ωµd+1(ι⊗k−1 ⊗ ν ⊗ ι)
= ωµd+1ωk−1
[d− k + 1] 1
q
![k − 1] 1
q
!
[d] 1
q
!
(−µ)−(k−1)(d−k+1)θ(g−11 · · · g
−1
k−1)(θ(Fk−1)⊗ ι).
Since
(−q)−(d+1−k)µd+1(−µ)−(k−1)(d−(k−1)) = (−1)k(d+1−k)µ−k(d−k),
identity (7.10) equals
T =[d]−11
q
[d+ 1− k] 1
q
(ν∗ ⊗ ι⊗k)(ι⊗k ⊗ ν) + ωk[d]−11
q
(−1)k(d+1−k)µ−k(d−k)
[d− k + 1] 1
q
![k − 1] 1
q
!
[d] 1
q
!
· θ(g−11 · · · g
−1
k−1 + (−q)
−1g−12 · · · g
−1
k−1 + . . .+ (−q)
−(k−2)g−1k−1)(θ(Fk−1)⊗ ι). (7.11)
If we now combine both expressions of T , (7.9) and (7.11), we get
[d]−11
q
[d+ 1− k] 1
q
(ν∗ ⊗ ι⊗k)(ι⊗k ⊗ ν) = (−1)k(d+1−k)+1µ−k(d−k)ωk
[d− k + 1] 1
q
![k − 1] 1
q
!
[d] 1
q
[d] 1
q
!
· θ(g−11 · · · g
−1
k−1 + (−q)
−1g−12 · · · g
−1
k−1 + . . .+ (−q)
−(k−1))(θ(Fk−1)⊗ ι)
which by Lemma 3.9 equals
(−1)k−1(−1)k(d+1−k)+1µ−k(d−k)ωk
[d− k + 1] 1
q
![k − 1] 1
q
!
[d] 1
q
[d] 1
q
!
[k] 1
q
θ(Fk).
From this (7.8) follows immediately and the lemma is proved. ⊠
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Lemma 7.13. The representation θ satisfies ker(θ : Hn(q) → End(X
⊗n)) = ker(η : Hn(q) →
End(H⊗n)).
Proof. From the above lemma it follows in particular that
(ν∗ ⊗ ι⊗d−1)(ι⊗d−1 ⊗ ν) = ω(−µ)−(d−1)[d]−11
q
θ(Fd−1)
and thus that the morphisms
R := ω(−1)d−1[d]1/21
q
µ(d−1)/2ν, R := [d]1/21
q
µ(d−1)/2ν
satisfy the conjugate equations for X . Define a map
ϕ(n) : End(X⊗n)→ End(X⊗n−1), α 7→ (ι⊗n−1 ⊗ ν∗)(α ⊗ ι⊗d−1)(ι⊗n−1 ⊗ ν)
and the functional ϕn := ϕ
(1) ◦ · · · ◦ ϕ(n−1) ◦ ϕ(n). Now let (R′, R
′
) be a standard solution of the
conjugate equations of X . The map
End(X⊗n)→ End(X⊗n−1), α 7→ (ι⊗n−1 ⊗R
′∗
)(α⊗ ι⊗d−1)(ι⊗n−1 ⊗R
′
)
is a partial trace induced by a standard solution, so it is tracial and faithful. There exists an
invertible morphism T ∈ Hom(X
′
, X) such that R = (T−1 ⊗ ι)R′ and R = (ι ⊗ T ∗)R
′
[11, Prop.
2.2.4]. From this it is immediate that ϕ(n) and thus ϕn are also faithful. Using the involution,
equation (7.5) can be rewritten as
(ι⊗ ν∗)(ν ⊗ ι) = ω(−µ)−(d−1)[d]−11
q
ι.
Combination with (7.6) and (7.7) gives that
ϕ(2) ◦ θ(g1) = (ι⊗ ν
∗)θ(g1)(ι⊗ ν)
= (−1)d−1(ι⊗ ν∗)θ(gd · · · g1)(ι⊗ ν)
= (−1)d−1ωµd+1(ι⊗ ν∗)(ν ⊗ ι)
= (−1)d−1ωµd+1ω(−µ)−(d−1)[d]−11
q
ι
= q [d]−11
q
ι =
qd
[d]q
ι.
Thus in particular ϕ(2) ◦ θ(g1) is a scalar in End(X) and thus ϕ
(2) ◦ θ(e1) is a scalar as well.
Therefore if x, y ∈ Hn−1(q)
ϕ(n)(θ(xen−1y)) = (ι⊗n−1 ⊗ ν∗)θ(x)(ι⊗n−2 ⊗ θ(e1))θ(y)(ι⊗n−1 ⊗ ν)
= θ(x)(ι⊗n−1 ⊗ ν∗)(ι⊗n−2 ⊗ θ(e1))(ι⊗n−1 ⊗ ν)θ(y)
= ϕ2(θ(e1)) · θ(xy).
So ϕn ◦ θ defines a faithful functional with the Markov property on Hn(q). According to Lemma
3.11 this functional must be tracial and hence we obtain a Markov trace trC := ϕn ◦θ : Hn(q)→ C.
Markov traces are characterized by their value on the generator g1. Recall from Theorem 5.10
that trRep(SUµ(d))(g1) =
qd
[d]q
. It follows that trC = trRep(SUµ(d)) and thus ker(θ) = ker(trC) =
ker(trRep(SUµ(d))) = ker(η). ⊠
Now surjectivity of the map θ : Hn(q)→ End(X
⊗n). For this we need the following lemma. Recall
the notation νk,l := ι
⊗k ⊗ ν ⊗ ι⊗l and ν∗k,l := ι
⊗k ⊗ ν∗ ⊗ ι⊗l.
Lemma 7.14. Let x ∈ Hp(q) and k, l,m, n, k
′, l′,m′, n′ ∈ N be natural numbers satisfying the
equality k + l + d = m+ n+ d = k′ + l′ = m′ + n′ = p, then there exist x1, x2 ∈ H∞(q) such that
ν∗k,lθ(x)νm,n = θ(x1), νk′,l′θ(x)ν
∗
m′,n′ = θ(x2).
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Proof. First we prove the second assertion. We write k, l,m, n instead of k′, l′,m′, n′. Note that
by (7.6) there exist y1 ∈ Hk+d(q) and y2 ∈ Hm+d(q) such that
νk,l = θ(y1)ν0,k+l, ν
∗
m,n = ν
∗
0,m+nθ(y2). (7.12)
Then by (7.4)
νk,lθ(x)ν
∗
m,n = θ(y1)ν0,k+lθ(x)ν
∗
0,m+nθ(y2) = θ(y1)(ι
⊗d ⊗ θ(x))(νν∗ ⊗ ιk+l)θ(y2)
= θ(y1Σ
d(x)Fdy2),
where we still use Σ to denote the shift map.
Now the first case. Similar to (7.12) there exist y1 and y2 such that
ν∗k,lθ(x)νm,n = ν0,k+lθ(y1)θ(x)θ(y2)ν
∗
0,m+n.
So we can assume to deal with the case ν∗0,kθ(x)ν0,k and x ∈ Hd+k(q). Now observe that
ν∗0,kθ(x)ν0,k = ν
∗
0,kθ(FdxFd)ν0,k. By surjectivity of the representation η : Hk(q) → End(H
⊗k)
there exists an y ∈ Hk(q) such that (S
∗ ⊗ ι⊗k)η(FdxFd)(S ⊗ ι⊗k) = η(y), here S and η are as in
Notation 4.1. This implies that
η(FdΣ
d(y)) = SS∗⊗η(y) = (S⊗ι⊗k)η(y)(S∗⊗ι⊗k) = (SS∗⊗ι⊗k)η(FdxFd)(SS∗⊗ι⊗k) = η(FdxFd).
Because by Lemma 7.13 the representations η and θ have the same kernel, it follows that θ(FdxFd) =
θ(FdΣ
d(y)). Combining all this gives
ν∗0,kθ(x)ν0,k = ν
∗
0,kθ(FdxFd)ν0,k = ν
∗
0,kθ(FdΣ
d(y))ν0,k = θ(y)ν
∗
0,kνk,0ν
∗
0,kνk,0 = θ(y)
and concludes the lemma. ⊠
To prove that the representation θ : Hn(q)→ EndC(X⊗n) is surjective let α ∈ EndC(X⊗n). Then
α is a linear combination of words consisting of the letters θ(x) for x ∈ H∞(q) and νk,l, νm,n. Let
β = β1 · · ·βr be such a word and βi the letters. Then β ∈ EndC(X⊗n) and thus
#{i : βi = νk,l some k, l} = #{i : βi = ν
∗
k,l some k, l}.
We now apply induction on r. If r = 1, then the above sets must be empty and thus β = θ(x) for
some x ∈ Hn(q). Suppose r > 1 and not all βi are of the form θ(x) for x ∈ H∞(q), then there
must exist 1 ≤ i < j ≤ r such that either βi = νk,l, βj = ν
∗
m,n for some k, l,m, n and βs = θ(xs)
for all i < s < j, xs ∈ H∞(q) or βi = ν∗k,l, βj = νm,n for some k, l,m, n and βs = θ(xs) for all
i < s < j, xs ∈ H∞(q). In both cases we can apply Lemma 7.14 to reduce βiβi+1 · · ·βj to θ(x)
for some x ∈ H∞(q). In this way we obtain a word of length < r and by induction β ∈ θ(Hn(q)).
Hence θ : Hn(q)→ EndC(X⊗n) is surjective and the conclusion follows from Theorem 6.7. ⊠
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