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1 Introduccio´n
Este estudio trata de recopilar informacio´n sobre como funciona el me´todo de clasi-
ficacio´n de Ma´quinas de Soporte Vectorial para aprendizaje estad´ıstico aplicado sobre una
bomba que funciona en una instalacio´n hidra´ulica. Las Ma´quinas de Soporte Vectorial, a
partir de ahora SVM, es un me´todo matema´tico que ensen˜a a una ma´quina de aprendizaje
como clasificar datos de un sistema bajo estudio. Dicho sistema, en este caso la bomba en su
instalacio´n hidra´ulica, es probada, medida y monitorizada en el banco de trabajo para una
posterior clasificacio´n de sus propiedades. Este me´todo se encuentra en uso en infinidad de
aplicaciones matema´ticas, f´ısicas y estad´ısticas debido a su capacidad predictiva a trave´s de
la inteligencia artificial, tal y co´mo se explica a continuacio´n.
La teor´ıa de Ma´quinas de Soporte Vectorial contiene un algoritmo que vuelve a la
ma´quina de aprendizaje (el ordenador) capaz de diferenciar valores concretos de un para´metro
del sistema. En primera instancia, se monitorizan y miden las magnitudes del sistema de
bombeo y a trave´s de un acelero´metro (o sensor de vibracio´n) se registran las vibraciones
de cada punto de operacio´n. Posteriormente, la ma´quina de aprendizaje es entrenada para
reconocer las vibraciones y asociarlas con un valor concreto de las propiedades de sitema.
As´ı, la ma´quina de aprendizaje puede predecir el valor de la propiedad que se desee, como
por ejemplo, el caudal de agua o la velocidad de giro del rotor de la bomba entre otras.
La ma´quina de aprendizaje conoce de antemano los valores de las propiedades porque
han sido medidos y grabados, y aprende de ellos. Es por esto por lo que pertenece al llamado
aprendizaje supervisado. La precisio´n que la ma´quina entrega se obtiene comparando las
predicciones con los valores reales observados en la monitorizacio´n, y sera´n representados a
trave´s de una herramienta visual denominada matriz de confusio´n.
El proyecto ha sido asistido por dos programas informa´ticos distintos. Primero, se ha
utilizado LabView como interfaz con el sistema mediante los sensores y dispositivos fijos y
posteriormente se ha utilizado Python con el algoritmo SVM implementado para clasificar
los datos.
Es necesario alimentar a la maquina de aprendizaje con una serie temporal que la
permita asociar los valores de las propiedades del sistema a la forma que adquiere dicha
sen˜al con cada uno de los distintos valores. Para esta te´sis, se ha acoplado un sensor de
vibracio´n directamente a la bomba. Los sensores y dispositivos fijos en la instalac´ıon miden
las propiedades del sistema de bombeo (conformando lo que se conoce como punto de opera-
cion) y paralelamente, el acelero´metro mide las vibraciones que se producen en la bomba. Se
graba con la ayuda de LabView valores concretos de caudal y velocidad de rotacion del rotor
que entregados por la instalacio´n y tambien la sen˜al que registra el acelero´metro en bucles
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de 100 segundos. As´ı, para un punto de operacion se tiene una grabacion de 100 segundos
de las vibraciones extraidas. Se van variando los puntos de operacion y grabando a su vez
las vibraciones con el objeto de establecer diferentes clases.
Despue´s de la grabacio´n de medidas, los datos obtenidos son utilizados como entrada en
el programa de Python, que los clasifica. Las clasificaciones se hacen atendiendo a diferentes
criterios y son analizados para extraer toda la informacion posible.
1.1 Motivacio´n
El principal motivo por el cual se testea la bondad del me´todo SVM sobre la instalacio´n
hidra´ulica es comprobar si es posible monitorizar los puntos de funcionamiento simplemente
usando un sensor, el acelero´metro. En lugar de incluir todos los sensores y dispositivos que
requiere una instalacio´n habitual para su medida y control, puede ser usado un solo sensor
de vibracio´n. Para este caso, se ha aplicado SVM en un aprendizaje estad´ıstico supervisado,
es decir, se conocen las clases de antemano, pero en futuros estudios se pretende clasificar a
la vez que se miden las vibraciones, esto es, en tiempo real.
En el caso de que SVM sea desarrollado y mejorado para el uso en bombas, puede
significar un ahorro econo´mico y de tiempo por el uso de un u´nico sensor. La instalacio´n sera´
ma´s simple, reduciendo la posibilidad de aver´ıas debido a la menor cantidad de dispositivos
instalados. Sin embargo, esta deduccio´n no es por el momento aplicable en corto plazo
aunque intentara´ ser demostrada y aplicada tras la investigacio´n.
1.2 Objetivos
El principal propo´sito del estudio es evaluar co´mo funciona el me´todo de SVM para
clasificar puntos de operacio´n en sistemas de bombeo. Inicialmente, no es sabido si el me´todo
es aplicable o no sobre bombas y por ello, se tratara´ de comprobar si existe una tendencia
que muestre que es un me´todo aplicable y a continuacio´n se analizara´n los resultados. De
esta manera, se puede decir que la finalidad es aprender lo ma´ximo posible en primera
aproximacio´n.
Por otro lado, se quiere comprobar si el sensor de vibracio´n o acelero´metro es una
buena herramienta para tomar una sen˜al temporal procedente del sistema y poder realizar
las clasificaciones a trave´s de dicha sen˜al. Es importante recordar que el me´todo SVM esta´
basado en una serie temporal, y la elegida en este caso es la amplitud de las vibraciones de
que se producen en la bomba. Se quiere probar si es este tipo de sensor el que obtiene los
mejores resultados o por el contrario puede existir otro tipo de sensor que actu´e en mejor
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medida.
2 Estado del arte
2.1 Puntos de operacio´n de bombas
La actuacio´n de una bomba se basa en sus curvas cara´cteristicas, que describen su
comportamiento bajo determinadas circunstancias. Para hallar el punto de operacio´n dos
curvas han de ser trazadas: la altura total entregada por la bomba H.vs.Q y la curva
cara´cteristica de la instalacio´nHr.vs.Q. Ambas curvas son dibujadas como funcio´n del caudal
instanta´neo de agua a una velocidad de giro del rotor constante. El punto de operacio´n se
encuentra en la interseccio´n de ambas curvas. Leyendo este punto es fa´cil conocer el caudal
y la altura de operacio´n.
Figure 1: Punto de operacio´n.
El punto de operacio´n de un sistema de bombeo debe estar lo ma´s pro´ximo posible al
punto de ma´xima eficiencia. Que el punto de operacio´n se encuentre alejado del punto de
ma´xima eficiencia significa que la bomba seleccionada no es adecuada para las condiciones y
caracter´ısticas del sistema de bombeo. Adema´s, es recomendable que el sistema funcione lo
ma´s cerca posible del punto de operacio´n. Como aproximacio´n, el caudal no ha de disminuir
ma´s de un 25% ni aumentar ma´s de un 10% con respecto al caudal del punto de operacio´n.
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2.2 Ana´lisis de Series Temporales: Modelos Autorregresivos (AR)
La sen˜al procedente del sensor de vibracio´n ha de ser procesada para que sea manejable
por el programa de Python que contiene el algoritmo de SVM. El estudio de series temporales
tiene el propo´sito de analizar la evolucio´n de una variable en el tiempo. La diferencia con
el ana´lisis de series no temporales es que el orden de las observaciones si tiene importancia.
Las series temporales son representadas en un gra´fico que muestra su evolucio´n en el tiempo,
de la que se pueden extraer varias caracteristicas: tendencia, variabilidad y periodicidad.
Una serie es estacionaria si satisface los siguientes criterios: es homoceda´stica, no per-
io´dica, la estructura de dependencia permanece constante y la influencia de las observaciones
en las siguientes disminuye con el tiempo.
La sen˜al temporal bajo estudio es considerada estacionaria por cumplir las propiedades
arriba descritas. Existen varios modelos de procesamiento de series temporales, y de entre
ellos se han estudiado tres escogiendose el ma´s apropiado de ellos, el modelo autorregresivo.
Los modelos autorregresivos forman una familia de procesos tales que una observacio´n
depende de las observaciones pasadas. Dichos modelos se caracterizan por su orden, as´ı, un
proceso autorregresivo de cualquier orden AR(p), sigue la siguiente ecuacio´n:
zt = φ1zt−1 + φ2zt−2 + . . .+ φpzt−p + t
Esto significa que la observacion zt esta influida directamente por las p observaciones previas
zt−i a trave´s de sus coeficientes φi. Por otro lado, t representa ruido blanco. El camino
matema´tico para calcular los coeficientes es el sistema matricial de ecuaciones de Yule-
Walker.
Se escogio´ el modelo autorregresivo para caracterizar la sen˜al en lugar de un modelo de
media mo´vil o de la transformada ra´pida de Fourier por la no-periodicidad de la sen˜al, por
los buenos resultados obtenidos y sobre todo porque los coeficientes φi definen claramente
el comportamiento de las vibraciones para trabajar posteriormente en Python. La sen˜al
procesada en el laboratorio tiene un order de 50 (50 coeficientes).
2.3 Ma´quinas de Soporte Vectorial
Una ma´quina de soporte vectorial es un sistema capaz de aprender la decisio´n de
separar dos o ma´s clases distintas de un conjunto de puntos de entrada, conocido como
conjunto de entrenamiento. Puede formar una frontera de decisio´n alrededor de un dominio
de puntos con poco o ningun conocimiento de los puntos que quedan fuera de la frontera, de
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esta manera, etiqueta las clases y entrena a la SVM para que prediga la clase de una nueva
muestra.
En otras palabras, una SVM construye un hiperplano en un espacio de dimensionalidad
muy alta (o incluso infinita) que puede ser utilizado en problemas de clasificacio´n o regresio´n.
Una buena separacio´n entre las clases permitira´ un clasificacio´n correcta. Los datos de
entrada (los puntos) se tratan como un vector n-dimensional (para n puntos), as´ı. al vector
formado por los puntos ma´s cercanos al hiperplano se le llama vector de soporte.
La teor´ıa de SVM se basa en el aprendizaje estad´ıstico, es decir, en un proceso do´nde
una ma´quina de aprendizaje adquiere una funcio´n a trave´s del la informacio´n extraida de
un ambiente determinado mediante entrenamiento. En el entrenamiento, la ma´quina de
aprendizaje busca en el espacion todas las posibles soluciones y elige una solucio´n o´ptima en
relacio´n con ciertos criterios computacionales.
En la teor´ıa de SVM se tiene los vectores de entrada, y las clases (la salida) son
conocidas de antemano. As´ı, el objetivo es descubrir la relacio´n entre estos dos vectores y
valorar el porcentaje de acierto. Este tipo de enfoque matema´tico se denomina aprendizaje
supervisado.
La teor´ıa de SVM se basa en la idea de minimizacio´n de riesgo estructural, esto es,
tratara´ de separar las clases por un margen lo ma´s amplio psible. El hiperplano que lo hace,
se llama clasificador de margen ma´ximo. Maximizar el margen constituye un problema de
programacion n-dimensional que puede ser resuelto mediante multiplicadores de Lagrange.
2.3.1 Caso separable linealmente
Dado un conjunto de puntos de entrada, dos clases son linealmente separables si existe
un hiperplano lineal tal que puede separar espacialmente y clasificar el conjunto de puntos
en las dos clases existentes.
2.3.2 Caso separable no linealmente: El truco del Kernel
Si existen ma´s de dos clases o hay dos pero no son linealmente separables se utiliza el
truco del Kernel para obtener el hiperplano clasificador de margen ma´ximo. Un hiperplano
Kernel lleva los puntos a una dimesio´n espacial superior, llamado espacio caracter´ıstico,
en la que la ma´quina de soporte vectorial busca la ma´xima separacio´n posible entre clases
de manera lineal. De esta manera, cuando el hiperplano Kernel es trazado de vuelta en el
espacio dimensional original, puede separar todos los puntos en clases. Cada clase representa
un grupo separado.
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3 Procedimiento: Secuencia de tareas
A continuacio´n se adjunta una lista de tareas de cada una de las tres partes en las
que se dividia el proyecto. Las dos primeras partes son llevadas a cabo en el laboratorio y
la u´ltima fue realizada por ordenador.
1. Puesta a punto del laboratorio y del banco de pruebas. Las siguientes tareas se efec-
tuaban para poner en funcionamiento las dependecias ele´ctricas del laboratorio y para
establecer el bucle hidra´ulico del banco de trabajo. Se realizaban al comienzo al d´ıa, y
en el sentido contrario al final del d´ıa cuando hab´ıa que abandonar el laboratorio.
N Tarea Descripcio´n
1 Ajustar la red ele´ctrica Encender el convertidor de frecuencia y selec-
cionar las opciones del motor:380kV, 13.8A y
75kW de potencia.
2 Abrir el circuito hidra´ulico Aflojar la va´lvula sobre la bomba para permitir
el paso de agua so´lo en la bomba testada.
3 Abrir el depo´sito de aire comprimido Abrir la va´lula localizada al final del circuito de
retorno.
4 Encender el amplificador El acelero´metro requiere un amplificador de
sen˜al que ha de ser encencidido.
2. Grabacio´n de las vibraciones de la bomba en diferentes puntos de funcionamiento
usando LabView.
N Tarea Descripcio´n
1 Programa de grabacio´n Mediante el ordenador, abrir LabView para controlar
el banco de trabajo.
2 Elegir las opciones de grabacio´n Nombrar los archivos, ajustar el tiempo del bucle y
el paso para el caudal entre otros.
3 Grabar y comprobar Grabar el bucle de 100 segundos y comprobar si el
archivo obtenido es correcto.
3. Clasificacio´n de las propiedades de los puntos de operacio´n utilizando el algoritmo en
Python.
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N Tarea Descripcio´n
1 Agrupar los archivos Usando un segundo programa en LabView, los archivos
se ordenan en carpetas siguiendo un criterio espec´ıfico de
clases.
2 Elegir el modo Ya en Python, especificar las carpetas a clasificar y elegir
el modo de trabajo.
3 Ejecutar Correr el programa para obtener los resultados en la ven-
tana de salida.
4 Presentar los resultados Hacer tablas intuitivas en Excel usando la salida de Python.
4 Resultados
Se han llevado a cabo 14 clasificaciones atendiendo a distintos criterios. En la primera
columna se especifica la magnitud a clasificar y en la segunda los datos que se han introducido
para que sean clasificados. Por ejemplo, en la primera clasificacio´n, se ha tratado de predecir
el caudal volume´trico de todas las medidas que se hubiesen tomado cuando el motor giraba
a 2900 rpm.
- Datos Clases Prec. Kernel C γ d Tol.
Q
2900 rpm 25 0.87 RBF 1000 1 3 0.001
2500 rpm 20 0.9 RBF 1000 1 3 0.001
2000 rpm 16 0.95 RBF 100 1 3 0.001
Todos 25 0.89 RBF 10000 1 3 0.001
n Todos 3 1 RBF 10 1 3 0.001
SP
2000 rpm 2 1 RBF 10 1 3 0.001
2500 rpm 2 1 RBF 10 1 3 0.001
2000 rpm 3 1 RBF 10 1 3 0.001
Todos 3 1 RBF 10 1 3 0.001
Fecha Todos 11 0.99 RBF 10000 1 3 0.001
Q
SP1 25 0.9 RBF 10000 1 3 0.001
SP2 24 0.86 RBF 100 1 3 0.001
SP3 24 0.91 RBF 1000 1 3 0.001
Q, n Todos 60 0.9 RBF 1000 1 3 0.001
La primera observacio´n a tratar es la disposicio´n de las matrices de confuso´n. En todas
las clasificaciones existe una tendencia que muestra que el me´todo SVM es aplicable. Los
fallos de clasificacio´n se concentran en las magnitudes intermedias de la matriz, dejando una
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clasificacio´n con ma´s exactitud en los valores ma´s altos. La posible causa de e´ste feno´meno
es la variabilidad de las vibraciones en los distintos caudales, que parece tener un compor-
tamiento ma´s estable a altos valores del caudal volume´trico y es ma´s facil de clasificar para
la ma´quina de aprendizaje.
Otro punto a analizar son las precisiones obtenidas. Se pueden diferenciar dos tipos
de clasificaciones atendiendo a su precisio´n: aquellas que rondan el 90% de precisio´n y las
que son perfectamente clasificadas. Las del primer tipo se observa que pertenecen a la
clasificaciones de caudal volume´trico. Este tipo es ma´s dif´ıcil de predecir debido a la gran
cantidad de clases que se han incluido (hasta 25) y debido a la problema´tica de diferenciar
caudales con un valor intermedio. Es lo´gico pensar que es ma´s sencillo crear un hiperplano
que separe 3 clases que uno que separe 25. El coeficiente C para estas clasificaciones es
habitualmente grande, en ocasiones produce sobreajuste,
El otro tipo de clasificaciones (velocidad de giro, fecha y posicio´n del sensor) tiene un
100% de precisio´n aparentemente debido a la cantidad de clases que se manejan; 3, 11 y 3,
respectivamente. Para este tipo el factor C es menor, 10, quiza´s debido a que con solo 3
clases no se necesita ajustar demasiado el hiperplano.
De cualquier manera, el efecto de cambiar la velocidad de giro o la posicio´n del sensor
en la vibracio´n parece ma´s claro que efecto de variar el caudal, y por lo tanto, ma´s fa´cil de
clasificar.
La tercera observacio´n trata sobre los hiperplanos clasificadores, los Kernels. En el
primer grupo de resultados, los de precisio´n cercana al 90% el hiperplano Kernel obtenido es
Gaussiano de base radial con γ = 1, d = 3 y tol = 0.001 para todos los casos. Esto se debe a
que se clasifica una gran cantidad de clases para el caudal y no es posible hacerlo mediante un
hiperplano lineal, lo que parece lo´gico. En el segundo grupo de resultados, la cantidad menor
de clases que nos encontramos es 3, por lo tanto tampoco es posible separarlas mediante un
hiperplano lineal.
La quinta observacio´n, y quiza´s ma´s importante esta relacionada con la posicio´n del
sensor de vibracio´n. Se han testado 3 posiciones diferentes y los resultados son similares en
todos los casos. Pueden tomarse un par de anotaciones al respecto:
• Las precisiones obtenidas para las tres posiciones son similares, aunque la segunda
posicio´n parece entregar una precisio´n ligeramente inferior.
• La segunda posicio´n posee una cantidad considerablemente menor de medidas que las
otras dos y quiza´s por ello la precisio´n es la menor de las tres.
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5 Conclusiones
Primeramente, es importante remarcar que el me´todo SVM para clasificar es aplicable
en sistemas de bombeo, y que los resultados son satisfactorios con una precisio´n de aproxi-
madamente el 90%. Clasificar los caudales volume´tricos de fluido es el punto ma´s complicado
para la ma´quina de aprendizaje debido a la gran cantidad de clases que se han incluido y
porque es posible que a ciertas frecuencias de vibracio´n se produzca algu´n feno´meno de
interferencia que haya complicado la prediccio´n de los valores intermedios.
Es importante resaltar ciertas conclusiones sobre los Kernels clasificadores:
• Los Kernels que mejor separan las clases en todas las clasificaciones son del tipo RBF
debido a que la cantidad de clases existente hace que el resto de tipos de Kernel no
sean aplicables.
• El valor del para´metro γ es siempre el ma´ximo, γ = 1, lo que no permite extraer
conclusiones de ello.
• El factor C expresa dos comportamientos distintos. Por un lado, cuando es pequen˜o,
representa una superficie de decisio´n grande y suavizada para el conjunto de puntos,
lo que representa un feno´meno llamado subajuste. El subajuste ocurre en las clasifi-
caciones con 100% de precisio´n y significa que el error se da en el entrenamiento del
Kernel.
• Cuando el factor C es grande, como ocurre en las clasificaciones de caudal, se llama
sobreajuste y significa que la superficie de decisio´n es muy ajustada y los errores se
han cometido en la prueba del Kernel y no en el entrenamiento.
Otra de las conclusiones que quer´ıan ser extra´ıdas era acerca del sensor de vibracio´n y
su posicio´n. Se puede concluir que la posicio´n no es relevante ni influye en el resultado. Solo
la segunda posicio´n presenta unos resultados ligeramente inferiores y es debido a que solo el
15% de las medidas fueron tomadas con el sensor en esta posicion.
Para pruebas futuras se pueden tomar una serie de medidas aprendidas de este estudio
y que garantizara´n un mejor resultado y en resumen, que la aplicacio´n real de este estudio
sea cada vez ma´s posible. Por ejemplo, se considera recomendable estudiar ma´s valores de
velocidad de giro del motor, es decir, ma´s clases, para comprobar hasta que punto la ma´quina
de aprendizaje puede clasificar correctamente este para´metro y por que´. Por otro lado, el
sensor se colocar´ıa siempre en la misma posicio´n sobre la bomba para que la ma´quina de
aprendizaje sea alimentada siempre con informacio´n procedente del mismo sitio. Tambie´n,
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ser´ıa interesante estudiar la misma bomba en un entorno para evaluar la influencia del
laboratorio en las vibraciones registradas. Adema´s, ser´ıa interesante incluir valores mayores
de γ en el bucle de programacio´n en Python y comprobar si pueden obtenerse mejores
resultados con ello.
Por otro lado, es altamente recomedable colocar un filtro tras el amplificador de sen˜al
situado despue´s del acelero´metro. De esta manera, un futuro proyecto que siga estas re-
comendaciones podra´ obtener nueva informacio´n sobre el comportamiento de SVM en bom-
bas hidra´ulicas y acercar un poco ma´s el estudio a una aplicacio´n comercial.
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