A formula for the mean value of multiplicative functions associated to certain cusp forms is obtained. The paper is a continuation of [4] .
Introduction
Let F ( ) be a holomorphic cusp form of weight κ for the full modular group. Moreover, we assume that F ( ) is a normalized eigenform for all Hecke operators. In this case, F ( ) has a Fourier series expansion is a normalized Hecke eigenform of weight κ = 12. It is known, see [6] , that the function τ( ) is multiplicative, and, if is prime, for ≥ 2 satisfies the relation
as well as |τ( )| ≤ 2 11 2 Let = σ + be a complex variable. For σ > κ+1 2
, the zeta-function associated with the cusp form F ( ) is defined by
It is well known that ( F ) can be analytically continued to an entire function. Moreover, since F ( ) is normalized Hecke eigenform, the zeta-function, for σ > κ+1 2
the Euler product representation
is valid, where the numbers α( ) and β( ) satisfy α( ) = β( ), α( )β( ) = 1,
α( ) + β( ) = ( )
and [1] |α( )| < κ−1 2
Various problems of the value-distribution of the function ( F ) are related to the moments of ( F ). The moment problem for ( F ) has a long and interesting history, for results see the introduction of [5] . On the other hand, in virtue of the Montgomery-Vaughan theorem, the moment problem for zeta-functions is closely related to the asymptotics or estimates for the corresponding Dirichlet polynomials, and the latter is of special interest with respect to mean values of multiplicative functions. In [4] , the asymptotic formula for the mean value of a multiplicative function related to powers of ( F ) was obtained. Let = 0 be an arbitrary complex number. For σ > κ+1 2
, a branch of the multi-valued function ( F ) is defined by
where the multi-valued function (1 − ) − is for | | < 1 defined by continuous variation along any path lying in the disc
For primes and ∈ N, define
where the function ( ) is multiplicative and can be written for prime and ∈ N as
In [4] , the mean value
was considered. Define
where ≤ and log 2 ≥ (log log ) 2 log . Let γ 0 denote the Euler constant, and X = log log . The parameter can be not fixed and depend on . Γ( ), as usual, denotes Euler's gamma-function.
Theorem 1.1 ([4]).
Let | | ≤ 1 2 and Re 2 > 0. Then uniformly in , and , as → ∞,
The aim of this note to remove the condition | | ≤ 1 2 from Theorem 1.1. In the sequel, we may suppose that | | > is contained in Theorem 1.1. Define . Then uniformly in , and , as → ∞,
Some auxiliary results
In this section, we recall and prove some results from [4] without assuming | | ≤ 1 2 . Lemma 2.1.
and
This is Lemma 4 from [4] .
Lemma 2.2.
As → ∞,
, and define
Then, for ∈ N, see [2] and also [3] ,
This, Eq. (1) and Eq. (3) show that, for primes and ∈ N,
We have
This together with (4) yields
Therefore, the first sum of the lemma does not exceed
Similarly, the second sum of the lemma is
and that ρ ( ) = 0 for < 0. Then 
Large prime factors
Let ≤ . Denote by 1 positive integers with all prime divisors greater than , and define
In view of Lemma 2.1,
Lemma 3.1.
Let Re 2 > 0. Then uniformly in , and
is a continuous solution of the equation of Lemma 5 with initial conditions
Using Lemmas 2.1 and 2.2, and the definition of 1 , we find that
It is no difficult to see that
Therefore, taking = and using (5), we obtain
This and integration by parts over the interval (1 ) lead to the estimate
Equality (6) implies
Now this, (5) and (7) together with estimate
Hence, using the Stieltjes integral, we deduce
and set
Substituting this in Eq. (8), we obtain
However, for ≥ 1, the equation
holds. Therefore, estimate (10), for ≥ 1, can be rewritten in the form
It is easily seen that, for ≥ 1 and → ∞,
Thus, from estimate (11), for ≥ 1, we have
and after integration
Taking into account that F ( ) = 0, for 0 ≤ ≤ 1, we obtain from (13)
This and estimate (12) show that
and the lemma follows from (9).
Small prime factors
Denote by 2 positive integers free of prime divisors greater than . First we consider the sum
Lemma 4.1.
Uniformly in , and ,
Proof. We take 0 < δ < 1 2 . Then
In view of estimate (1) and Eq. (3)
The second assertion of Lemma 2.1 shows that
This together with (15) gives the estimate
Now taking δ = log X log , we deduce from (14) and (16) the assertion of the lemma.
Now let
Lemma 4.2.
Proof. Similarly as in the proof of Lemma 4.1, for 0 < δ < 1 2 ,
Therefore, repeating the proof of Lemma 4.1, we find that
Now let
Then, similarly to the case of the function Z ( ) in the proof of Lemma 3.1, we have
Therefore, in view of Lemmas 2.1 and 2.2, we find
This, the estimates (17) and
together with Lemma 4.1 yield
Hence, the lemma follows by partial summation.
Proof of Theorem 1.2
First we compare ( ) with ( ). By Lemma 2.1, we have that
Hence, it is easily seen that, for > 2B( ),
where
From this we find
Proof of Theorem 1.2. For / < < ,
Thus,
Using Lemma 3.1, we find
Moreover, as in [4] , 
Thus, taking into account Eq. (20) and (21), we find
In our case | | ≥ 1 2 . Therefore,
By Lemma 2.3, and (18), (19), × exp{−X log X }
Moreover, in view of Lemma 2.3, 
where is a certain positive constant. Obviously,
Now substituting (23) - (27) in (22), we obtain the theorem.
