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ABSTRACT
Temperature Dependent Density of States Models and Literature Compilations
of Radiation Induced Conductivity Data
by
Jodie Gillespie, Ph.D.
Utah State University, 2022

Major Professor: Dr. JR Dennison
Department: Physics
Radiation Induced Conductivity (RIC) is the change in conductivity of a material due to
bombardment from incident high energy radiation. Previous RIC models (𝑇 → 0 limit) are expanded in the
low temperature limit (within a few 𝑘𝐵 𝑇 of the effective Fermi level). Derivations are based on seven density
of states (DOS) models for highly disordered insulating materials: three monotonically decreasing models
within the bandgap (exponential, power law, and linear) and two symmetric peaked models within the
bandgap (Gaussian and delta function), plus a limiting case with a uniform DOS for each type.
In addition, an effort has been made to address the serious dearth of pertinent RIC data available,
needed to make critical design decision for spacecraft. RIC data for five commonly used polymeric materials
were compiled from available literature: Kapton TM (polyimide or PI), polyethylenes (PE, low density
polyethylene or LDPE, high density polyethylene or HDPE), TeflonTM (polytetrafluoroethylene or PTFE),
MylarTM (polyethylene terephthalate or PET), and fluorinated ethylene propylene (FEP). Temperature
dependent RIC parameters are presented and compared to measurements taken at Utah State University.
Results and discrepancies are discussed with a focus on the relevance of structural phase transition
temperatures on measured RIC values.
(86 pages)
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PUBLIC ABSTRACT
Temperature Dependent Density of States Models and Literature Compilations
of Radiation Induced Conductivity Data
by
Jodie Gillespie

Radiation Induced Conductivity (RIC) is the change in conductivity of a material due to
bombardment from incident high energy radiation. RIC has consistently been found to follow a standard
power law relation, 𝜎𝑅𝐼𝐶 (𝑇) = 𝑘𝑅𝐼𝐶 (𝑇)𝐷̇∆(𝑇) , between conductivity, 𝜎𝑅𝐼𝐶 and adsorbed dose rate, 𝐷̇ .
𝑘𝑅𝐼𝐶 (𝑇) and ∆(𝑇) are material dependent parameters. Previous RIC models were developed in the 𝑇 → 0
limit. Now expanded models are developed in the low temperature limit (within a few 𝑘𝐵 𝑇 of the effective
Fermi level) by approximating the Fermi-Dirac equation within a few 𝑘𝐵 𝑇 of the effective Fermi level.
Derivations are based on seven density of states (DOS) models for highly disordered insulating materials:
three monotonically decreasing models within the bandgap (exponential, power law, and linear) and two
symmetric peaked models within the bandgap (Gaussian and delta function), plus a limiting case with a
uniform DOS for each type.
In addition, temperature dependent RIC data is compiled from literature for five polymeric materials
used commonly in spacecraft: KaptonTM (polyimide or PI), polyethylenes (PE, low density polyethylene or
LDPE, high density polyethylene or HDPE), TeflonTM (polytetrafluoroethylene or PTFE), MylarTM
(polyethylene terephthalate or PET), and fluorinated ethylene propylene (FEP). Comparisons are made
between compiled data from the literature and Utah State University RIC data, along with pertinent
discussion of the results with a focus on the relevance of structural phase transition temperatures on measured
RIC values. The second part of this work addresses the serious dearth of pertinent RIC data available needed
to make critical design decisions for spacecraft, namely for the current NASA Europa Clipper and Lander
missions.
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CHAPTER 1
INTRODUCTION
The conductivity of the material (and its inverse, the resistivity, 𝜌 ≡ 1⁄𝜎 ) are the relevant physical
properties for determining mobility of charge carriers and dissipation rate of accumulated charge within a
material. Conductivity is an intrinsic measure of the transport of charged particles under the influence of an
applied electric field, 𝐹, within a material. It is the linear proportionality parameter between current density,
𝐽, and applied electric field and can be determined simply by measuring the current density and using the
intrinsic form of Ohm’s law,

𝜎≡

𝐽
.
𝐹

(1.1)

By a simple extension of Ohm’s law, using the applied voltage, 𝑉 = 𝐹 ∙ 𝐷, and current, 𝐼 = 𝐽 ∙ 𝐴,
the conductivity across a sample of thickness, 𝐷, and area, 𝐴 can be easily calculated from measured extrinsic
quantities as
𝜎 ≡ 𝐼 ⋅ 𝐷⁄𝑉 ⋅ 𝐴

(1.2)

While the conductivity of a given material can be obtained with straightforward measurements and
calculations, it may also have a complex dependence on time, temperature, electronic field, and magnetic
field, as well as the magnitude and rate of energy deposition. The response of any given material is largely
determined by the microscopic structure of its electronic states.
One way of increasing the conductivity of a material is by exciting electrons into a conduction band,
and hence, increasing the number of free charged particles. This can be achieved in a number of ways
including temperature, electric or magnetic fields, photoexcitation, or under incident high energy radiation.
When the energy of the incident radiation is high enough, its penetration depth can exceed the thickness of
the sample material, thereby avoiding appreciable charge deposition [1], [2]. Under this condition, the
enhanced conductivity, or Radiation Induced Conductivity (RIC), of the material can be compared to a
photoconductivity and is the starting point for understanding the mechanisms involved [1-6].
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RIC has been found to follow the Rose-Fowler-Weisberg power law with respect to deposited power
or dose rate [2], [4-5], [7],
𝜎𝑅𝐼𝐶 (𝐷̇) = 𝑘𝑅𝐼𝐶 (𝑇) 𝐷̇ 𝛥(𝑇) ,

(1.3)

where 𝜎𝑅𝐼𝐶 is the enhanced conductivity due to incident radiation and 𝐷̇ is the incident radiation’s absorbed
power per unit mass or dose rate, while 𝑇 is the sample’s absolute temperature. The RIC coefficient and
power exponent, 𝑘𝑅𝐼𝐶 and 𝛥 respectively, are temperature-dependent material parameters, which ultimately
depend on the atomic and electronic structure of the material. Highly disordered insulating materials (HDIM)
can be classified or grouped according to each material’s spatial and energy distribution of localized charge
carrier trap states. These distributions control the mobility of charge carriers, and by extension, the insulators’
electrical behavior under incident radiation and applied field. For example, at low temperature, a uniform
distribution of traps typically yields 𝛥 ~ 0.5 and a highly exponential distribution of traps (with energy depth
below the conduction band) yields 𝛥 ~ 1.0 [1], [4-5]. At low F-fields, materials with a uniform distribution
of traps are expected to have conductivities that show little temperature dependence, while those with a more
exponential distribution will have higher temperature dependence. Even RIC transient current behavior is
influenced by a material’s trap distribution. After incident radiation is turned on (off), those with uniform
distributions are expected to exhibit a large initial rise (drop) in induced current and rise (decay) to
equilibrium quickly. Those with exponential distributions should have smaller initial current jumps and
longer rise (decay) times.
Interest in RIC originated with the James Webb Space Telescope and has continued with subsequent
missions, including the Europa Clipper and Lander missions. Having a way to predict the magnitude of RIC
for specific temperatures and dose rates would greatly facilitate making design decisions for these current
and future spacecraft missions.
This dissertation undertakes to expand models already developed in a previous work by the author
(in the 𝑇 → 0 limit) to develop a model for RIC by using a low temperature approximation for trap states
within two 𝑘𝐵 𝑇 of the effective Fermi level [8]. (The effective Fermi level, as opposed to the usual Fermi
level, also takes into account local space charge effects). Greater accuracy is obtained by expanding the
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Fermi-Dirac equation to reflect greater temperature dependence. In the second part of this work, previous
data taken at USU are compared with that available in literature to establish temperature dependent RIC
behavior of five common polymeric spacecraft materials: KaptonTM (polyimide or PI), polyethylenes (PE,
low density polyethylene or LDPE, high density polyethylene or HDPE), TeflonTM (polytetrafluoroethylene
or PTFE), MylarTM (polyethylene terephthalate or PET), and fluorinated ethylene propylene (FEP).
Chapter 2 gives a review of theoretical conduction mechanisms used as a basis for theoretical
developments for RIC. Chapter 3 outline the theoretical development for RIC. This includes applying the
development to a wider range of material types by using a greater number of density of states models in the
development: three monotonically decreasing models within the bandgap (exponential, power law, and
linear) and two symmetric peaked models within the bandgap (Gaussian and delta function), plus a limiting
case with a uniform DOS for each type. Greater temperature dependence has also been achieved by using a
more accurate approximation to the Fermi-Dirac function. Finally, in Chapter 4 the paucity of RIC data
readily available in literature for making critical decisions in spacecraft designs is addressed. Compilations
of available 𝑘𝑅𝐼𝐶 and 𝛥 data for five commonly used materials in spacecraft are given in graphs and tables.
In addition, possible reasons for discrepancies in results among different authors are given and discussed
with a focus on the relevance of structural phase transition temperatures on measured RIC values.
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CHAPTER 2
REVIEW OF CONDUCTION MECHANISMS
In thermal equilibrium, the dark conductivity (the conductivity in the absence of deposited light or
radiation energy) of a material is determined by the number of holes and electrons in free energy states.
When energy is absorbed—by heat, light, incident high energy particles, etc.—more electrons are excited
into free states and the conductivity is increased. Since the total number of free electrons is proportional to
their lifetime in these free energy states, a steady-state condition is reached when recombination processes
balance the excitations of these electrons. Unfortunately, models based on a simple recombination process
of electrons with their holes rarely fit measured data [1].
The electrical conductivity of a given material is defined in terms of an applied voltage and the
resultant current, as described in Eq. (1.2). However, the conductivity can be calculated in a number of ways
and may depend on time, temperature, absorbed energy, etc. In general, the conductivity is given as a sum
of contributions from each type of free charge carrier; each contribution is a product of the carrier charge, 𝑞𝑖 ,
density of charge carriers, 𝑛𝑖 , and carrier mobility, 𝜇𝑖 ,
𝑐𝑎𝑟𝑟𝑖𝑒𝑟 𝑡𝑦𝑝𝑒𝑠

𝜎=

∑

𝑞𝑖 𝑛𝑖 𝜇𝑖 .

(2.1)

𝑖

Both 𝑛𝑖 and 𝜇𝑖 can reflect the electronic structure of the material, and may depend on time, temperature, and
electric field. Since charge migration is often dominated by electron transport, this work assumes electron
carrier currents are dominate, or 𝑞𝑖 ⟶ 𝑞𝑒 , unless otherwise specified for this work.

2.1 Review of conduction mechanisms in conductors
In conductors, the mobility, 𝜇𝑒 , rather than the electron density, 𝑛𝑒 , limits the total conductivity.
This is because there are numerous empty energy states within the same conduction band (and with only
slightly higher energies above the Fermi energy) as filled electron states, which can easily be excited even at
very low temperatures. The conductivity is, instead, limited by the mobility, 𝜇𝑒 , through electron scattering
mechanisms – mainly defect scattering (at low 𝑇) and phonon scattering (at high 𝑇) [9].

5
In the free electron model for conductors [10],

𝜇𝑒 =

𝑞𝑒 𝜏𝑒
⁄𝑚𝑒 ,

(2.2)

where me is the mass of an electron and 𝜏𝑒 is its mean free carrier lifetime—the time between when the
electron is excited and when it undergoes an inelastic scattering event that returns it to a lower energy state.
Because electrons are easily excited into free energy states in conductors, 𝑛𝑒 does not significantly depend
on 𝑇, 𝐹, 𝐷 or 𝐷̇; all such dependence must be contained in 𝜇𝑒 through 𝜏𝑒 .
Phonon scattering is dependent on the number of phonons, which is given by the Fermi distribution.
At high temperatures (typically above ~20 K), a phonon energy quantum is ℎ𝜐 ≪ 𝑘𝐵 𝑇, and the Fermi
distribution is proportional to 𝑇 while 𝜏, 𝜇, and 𝜎 are all proportional to 𝑇 −1 . On the other hand, at very low
temperatures, one would expect the conductivity to be relatively high if not for scattering events caused by
static crystal defects. These defects include impurities, grain boundaries, vacancies, or other irregularities in
the ordered pattern of a perfect crystal.
Note, 𝛿𝑡⁄𝜏𝑒 is the probability a collision will occur in time, 𝛿𝑡. In general, the collision probability,
𝑃, is proportional to the density of charge carriers, which can undergo collisions and the density of scattering
sites where a collision can occur,
(2.3)

𝑃 ∝ 𝑛𝑐𝑎𝑟𝑟𝑖𝑒𝑟 ⋅ 𝑛𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑟 .

Since scattering probabilities for different mechanisms are additive and 𝛿𝑡⁄𝜏𝑒 is the probability that
a collision will occur in time, 𝛿𝑡, the total probability is
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚𝑠

𝑃𝑇𝑜𝑡𝑎𝑙 =

∑
𝑖

𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚𝑠

𝑃𝑖

𝑜𝑟

𝜏𝑇𝑜𝑡𝑎𝑙

−1

=

∑

𝜏𝑖 −1 .

(2.4)

𝑖

It follows from these relationships [Eqs. (2.3) and (2.4)] that 𝜎𝑑𝑒𝑓𝑒𝑐𝑡 ∝ 𝑛𝑑𝑒𝑓𝑒𝑐𝑡 . Because the defect density,
𝑛𝑑𝑒𝑓𝑒𝑐𝑡 or 𝑛𝑑 is (to a good approximation) fixed by the material being studied, the mean free lifetime of
charge carriers due to defect scattering, 𝜏𝑑 , does not depend on temperature (at least not strongly) and the
defect limited conductivity, 𝜎𝑑𝑒𝑓𝑒𝑐𝑡 or 𝜎𝑑 , provides a constant contribution at all temperatures. It is
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interesting to recognize that phonons can be viewed as dynamic crystal defects; that is, as deviations in the
position of ions as they oscillate in time about their equilibrium crystal lattice sites.

2.2 Review of conductivity in semiconductors
A semiconductor is a material with a resistivity somewhere between that of a conductor and that of
an insulator and may depend on the material’s temperature. Semiconducting materials have conductivities
whose magnitudes are highly dependent on atomic structure and can be found to fall within one of two major
categories, intrinsic or extrinsic. Intrinsic semiconductors are those without static defect states. Extrinsic
semiconductors not only have static defect states, but the magnitudes of their conductivities are dominated
by them. This section will briefly look at the conduction mechanisms of both types of semiconductors.
Electronic charge in intrinsic semiconductors is transported primarily by electrons that have been
thermally excited from states in the valence band to states in the conduction band [9]. In contrast to
conductors, the conductivity of intrinsic semiconductors is limited by the density of free electron charge
carriers in the conduction band, 𝑛𝑒 ,

𝑛𝑒 (𝑇) = 𝑁𝑣 𝑒

𝐸
− 𝐹
2𝑘𝐵 𝑇 .

(2.5)

Here 𝑁𝜈 is the density of available electron states in the valence band within 𝑘𝐵 𝑇 of the Fermi energy, 𝐸𝐹 .
For a more detailed derivation, see Ch. 28 of Ashcroft and Mermin (1976) [9], which considers the density
of available states in both the valence band and conduction bands in terms of quadratic densities of state and
effective masses for electrons and holes (𝑚𝑒∗ and 𝑚ℎ∗ , respectively) and replaces the Fermi energy, 𝐸𝐹 , with
a temperature-dependent chemical potential (Fermi level).
Excitation of an electron from the valence band to the conduction band leaves an empty state (a
hole). This is referred to as electron-hole pair creation. In intrinsic semiconductors, with no accumulated
charge, the number of free electrons must equal the number of holes. Ultimately, these excited electrons will
return to their ground state, through a process known as electron-hole pair recombination. In equilibrium,
the rate of excitation equals the rate of recombination. Therefore, the mean time for a recombination to occur,
𝜏𝑒ℎ , is directly related to the density of free electrons in the conduction band.

𝑛𝑒 = 𝑛ℎ = 𝑔𝑒ℎ ⋅ 𝜏𝑒ℎ .
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(2.6)

Here, 𝑔𝑒ℎ is the generation rate of electron-hole pairs per unit volume and 𝑔𝑒ℎ = 𝑔ℎ𝑒 .
While in many cases free electrons are excited thermally, it should be noted that electrons can be
excited in a number of ways (photoconductivity, radiation induced conductivity, etc.). Any process that
deposits sufficient energy to excite electrons into the conduction band can result in an electron-hole pair
generation rate proportional to the adsorbed energy flux, or dose rate, 𝐷̇.
𝑔𝑒ℎ ∝ 𝐷̇.

(2.7)

It should be noted that it is possible to introduce excess charge carriers into a material, such as
through charged particle beams or by contact with a biased electrode. If these injected carriers are in an
excited state, they may be in the conduction band and also act as charge carriers. Such injection is the basis
for common semiconductor devices such as diodes and transistors.
The mobility of excited electrons in semiconductors is similar in form to that for conductors [see
Eq. (2.2)]. The impurity mobility is infinite for intrinsic semiconductors, since by definition the static defect
density is zero. The phonon-limited mobility is proportional to 𝑇 −1 as for conductors. However, the
temperature dependence of the mobility is overwhelmed by the exponential temperature dependence of the
carrier density in Eq. (2.5). Using these results, the conductivity of intrinsic semiconductors due to thermally
activated electron-hole pair production can be approximated by

0
𝜎𝑒ℎ (𝑇) = 𝜎𝑒ℎ
𝑒

𝐸𝐹
2𝑘𝐵 𝑇

−

(2.8)

0
0
with 𝜎𝑒ℎ
≡ 𝑞𝑒 𝑛𝑒 𝜇𝑒 (𝑇), and 𝜎𝑒ℎ
only weakly dependent on temperature through µe(T).

While intrinsic semiconductors do not have static defect densities, extrinsic semiconductors have
conductivities dominated by static defects. A semiconductor is defined as extrinsic if its conductivity is
dominated by free electrons contributed to the conduction band via static defects.

Conversely, a

semiconductor is defined as intrinsic if its conductivity is dominated by carrier electrons that have been
excited (thermally or otherwise) from the valence band to the conduction band.
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Static crystal defects can result from atomic scale point defects, such as vacancies and substitutional
impurities, or from larger scale linear or planar defects, such as dislocations, stacking faults, grain boundaries,
surfaces and other irregularities in the ordered pattern of a perfect crystal. Doping is perhaps the most
important source of extrinsic semiconductors, resulting from substitution of a native atom in the crystal lattice
by an impurity atom with a different valence atom than the original atom in the semiconductor.
For this discussion of extrinsic semiconductors, and for the upcoming extension of these theories to
the applications of crystalline and disordered insulators, we restrict ourselves to a more general treatment
that relies on the more universal properties of defects.
Continuing with our assumption of electrons as the only mobile charge carrier, we restrict our
discussion to n-type semiconductors. Defects can contribute electrons to the conduction band and produce
localized traps, even within the bandgap (BG). Assuming a high concentration of defect sites and using a
straightforward calculation of the minimum free energy condition for defects as a function of temperature to
balance the energy increase required to create a defect, 𝐸𝑑 , against the increased entropy from formation of
the defect, Boltzmann showed that in equilibrium, the concentration of any generic defect is

𝑛𝑑 (𝑇) = 𝐶𝑛𝑑0 𝑒

𝐸
− 𝑑
𝑘𝐵 𝑇 ,

(2.9)

where 𝑛𝑑0 is the concentration of possible defect sites and 𝐶 is a constant, often taken as unity [9], [10]. This
assumes that there is no interaction between defects, or equivalently, that the mean separation of defects is
larger than their interaction range.

This is equivalent to the approximation above, assuming a high

concentration of defect sites compared to the concentration of free electrons in the conduction band (𝑛𝑐 ≪
𝑛𝑑0 or 𝐸𝑑 ≪ 𝑘𝐵 𝑇). In this approximation, the free electron density varies as the square root of the donor
density. As a result,
1

𝑛𝑐 (𝑇) = 𝐶𝑛𝑑0 2 𝑒

𝐸
− 𝑑
2𝑘𝐵 𝑇 ,

(2.10)

The scattering by ionized donors or acceptors in extrinsic semiconductors has been solved by
Conwell and Weisskopf (1950) [11], who found the mobility to be [10]
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𝜇𝑒 (𝑇) =

7
22

3
(𝜀𝑟 𝜀𝑜 )2 (𝑘𝐵 𝑇)2 𝑙𝑜𝑔(1
3
∗1⁄
𝑛𝑒 𝜋 2 𝑞𝑒3 𝑚𝑒 2

+𝑥

2)

with

𝑥=

3𝑎𝑑 𝜀𝑟 𝜀𝑜 𝑘𝐵 𝑇
,
𝑞𝑒 2

(2.11)

where 𝑎𝑑 is the average distance between ionized donor defect neighbors, and 𝜀0 and 𝜀𝑟 are the usual
permittivity of free space and the relative dielectric constant of the material. The temperature dependence of
the conductivity in extrinsic conductors is similar to that of intrinsic semiconductors. The exponential in the
electron density will dominate the temperature dependence of the conductivity. The conductivity can be
written in similar form to Eq. (2.8) using the electron density in Eq. (2.11) as

𝜎𝑑 (𝑇) = 𝜎𝑑0 𝑒

𝐸
− 𝑑
2𝑘𝑏 𝑇

1

with 𝜎𝑑0 ≡ 𝐶𝜇𝑒 (𝑇)𝑞𝑒 𝑛𝑑0 2.

(2.12)

This thermal excitation conduction mechanism for semiconductors is negligible in insulators at
reasonable working temperatures (again, 𝑛𝑒 ⟶ 0 for insulators); indeed, one distinction between
semiconductors and insulators is that thermally activated transitions between extended states are highly
improbable in insulators, because the band gap energy separating the states is much larger than the average
thermal energy of the electrons (e.g., 𝐸𝑔𝑎𝑝 ≫ 𝑘𝐵 𝑇). In well-ordered semiconductors, these states are extended
states, but can be localized for topologically (structurally) disordered states or chemically disordered (e.g.,
dopant or intrinsic defect) states. While this reduces the activation energy to as little as the separation between
the conduction and valence band mobility edges, the gap is still much larger than the thermal energy.
Operationally, another definition of a semiconductor (opposed to an insulator) is that 𝐸𝑔𝑎𝑝 ≫ (1⁄100)𝑘𝐵 𝑇𝑀 ,
where 𝑇𝑀 is the material’s melting temperature; in other words, an insulator melts before there are significant
numbers of thermally excited carriers. For reference, polymeric material RIC data as cited in Chapter 4 have
𝑘𝐵 𝑇 ranges from ~7 meV to ~40 meV over a temperature range 73 K < 𝑇 < 500 K (-200 ℃ < 𝑇 < 200 ℃).
These materials have structural phase transition temperatures that range from ~100 K to ~400 K, with similar
energies in the range of ~10 meV to ~35 meV.

2.3 Dark current conductivity and hopping conductivity in polymeric insulators
While it is relatively easy to determine carrier density and mobility in semiconductors, the same
quantification is complicated in insulating polymers. Concentrations of impurity atoms or chains are difficult

10
to quantify; the polymer chains do not lend themselves to the simplifications of a lattice construct, and polar
groups attached to the chains have significant influence on carrier mobility. These polar groups can also
contribute to an overall material polarization through the permittivity. This polarization influences the
internal electric field felt by the carriers [7], [12]. The most promising theoretical possibilities for explaining
electrical behavior in insulating polymers are hopping conductivity models and concepts that have proven
successful in application to semiconductors and amorphous solids [7], [13]. These theories are well tested
for semiconductors, but remain largely unverified for insulators [7], mainly because of the difficulty in
adequately defining the nature of localized states with such complex molecular structure and disorder.
Limited experimental data do suggest that hopping conductivity models effectively describe some aspects of
conductivity in polymers.
Using hopping conductivity models, we can consider different conduction mechanisms that
contribute to the total conductivity in insulators: transient conductivities due to polarization, diffusion, and
dispersion; and steady-state conductivities due to thermally activated hopping (TAH), 𝜎𝑇𝐴𝐻 , variable range
hopping (VRH), 𝜎𝑉𝑅𝐻 , and photoexcitation or radiation induced conductivity (RIC), 𝜎𝑅𝐼𝐶 [14], [15]. As
shown below, in the experiments conducted for this thesis, 𝜎𝑅𝐼𝐶 can be isolated from other transient and
steady-state signals due to the relaxation times involved for the different processes. A brief discussion of
these other conductivity mechanisms follows to help justify this separation.

Dark current conductivity and transient conductivities
Initial polarization, diffusive, and dispersive transient currents can be allowed to decay in order to
study a material’s steady-state conductivity. The strength and behavior of these transient currents are
determined by the electronic structure of the material, as well as the applied electric field. An example of
transient polarization currents in LDPE is shown in Fig. 2.1 [16-18]. In addition to the rapidly decaying
polarization current with an exponential time dependence, there are very slowly decaying diffusive,
dispersive, and transient currents with power law dependence. For experiments described here, the RIC
analysis is conducted after a constant applied voltage has been applied for >1 hr. After such time, the
polarization current has decayed to negligible values. Further, after such a conditioning period, the power
law, time-dependent currents are small and slowly varying over the time to perform a RIC cycle so that the
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small residual diffusive, dispersive, and transient currents can be included with the dark current conductivity
as a quasi-equilibrium current. Once these transient currents have decayed, the quasi-steady-state current
can be measured and the resultant conductivity, called the dark current conductivity (DC conductivity, 𝜎𝐷𝐶 ),
can be calculated. It should be noted that while 𝜎𝐷𝐶 is characteristic of the material under consideration, it
is also dependent on the sample’s electric field and temperature.
For this constant voltage method of measuring DC resistivity, a macroscopic first-principles model
exists that contains both the initial current due to diffusion and dispersion and the long-time leakage current
though the material [19].
𝑡
𝜀𝑟∞ − 𝜀𝑟𝑜
−
𝜎𝐷𝐶
].
𝐼CV (𝑡) = 𝐼𝑇 (𝑡) + 𝐼𝐿𝑒𝑎𝑘 = 𝑉𝐶𝑉 𝐶𝑜 [(
) 𝑒 𝜏𝑝𝑜𝑙 +
𝜏𝑝𝑜𝑙
𝜀𝑜 𝜀𝑟∞

(2.13)

Other terms in Eq. (2.13) include the free air capacitance, 𝐶0; the dark current conductivity, 𝜎𝐷𝐶 ; and the
material polarization decay time, 𝜏𝑝𝑜𝑙 . This model can also be used to approximate the length of time needed
for the transient currents to decay.

Hopping conductivity models
Fundamental assumptions of hopping conductivity models applied to semiconductors include the
identification of electrons or holes as the primary charge carriers. Their motion through the material is
governed by availability of localized states treated as potential wells in the lattice, as illustrated in Fig. 2.2.
The electron, or hole, moves through the material by hopping between localized states or traps. Energy is
required to release the carrier from the trap and the conductivity is proportional to the probability that hopping
will occur. In reality, the finite thickness of the sample introduces multiple layers of trapping sites and can
significantly change the density of charge carriers, 𝑛𝑖 (𝑇). It is typically assumed, for simplicity, that shallow
traps provide the bulk conductivity while deep traps do not contribute to charge mobility [1].
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FIG. 2.1. Initial current decay due to internal polarization and response to an applied electric field on a 25
µm LDPE sample. Applied voltages are 30 V, 70 V, 140 V, 200 V, 280 V, 340 V, 410 V, 480 V, 550 V,
620 V, 690 V, 760 V, 830 V, 900 V, and 1000 V [20]. The initial time dependence is attributed to the
exponential rise of the voltage supply with a time constant of 0.20 ± 0.05 sec. The subsequent decay of the
polarization current has a time constant, 𝜏𝑝𝑜𝑙 ≈ 0.80 ± 0.05 sec, independent of applied voltage.

FIG. 2.2. Representation of carrier motion by way of hopping between potential wells. Δ𝐻 and 𝑎 correspond
to mean well depth or trapped site binding energy and mean well separation, respectively (after Wintle, 1983)
[7].

Application of an electric field across the sample lowers the activation energy needed for the
electron to hop the potential barrier, as shown in Fig. 2.3 [7], [12]. The conductivity is dependent on carrier
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mobility, which in turn is influenced by both the applied electric field, 𝐹, and the temperature, 𝑇. In general,
the probability of hopping is directly related to conductivity such that,
2 ⋅ 𝑛𝑖 (𝑇) ⋅ 𝜈ℎ𝑜𝑝 ⋅ 𝑎 ⋅ 𝑞𝑖
−𝛥𝐻
𝜀𝑜 𝜀𝑟 ⋅ 𝐹 ⋅ 𝑎
] 𝑒𝑥𝑝 [
] 𝑠𝑖𝑛ℎ [
],
𝜎ℎ𝑜𝑝 (𝐹, 𝑇) = [
𝐹
𝑘𝐵 ⋅ 𝑇
2 ⋅ 𝑘𝐵 ⋅ 𝑇

(2.14)

which contains terms accounting for both electric field enhanced conductivity and for thermally activated
conductivity [7], [12], [21]. Separation of these terms allows each behavior to be tested independently. Other
parameters that appear in Eq. (2.14) are the frequency of hops, 𝜈ℎ𝑜𝑝 , the density of charge carriers, 𝑛𝑖 (𝑇),
the well depth (defect energy), Δ𝐻, and well (defect) separation, 𝑎.

FIG. 2.3. Change to carrier motion due to application of an electric field, F.
Application of an electric field enhances the hopping conductivity by lowering
the amount of energy needed to move between trap sites (after Wintle, 1983)
[7].

This theory of thermal assisted hoping conductivity, developed by Mott and Davis (1979) [12],
provides a model for the temperature hopping conductivity of materials. Hopping between localized states is
driven by thermal excitation. At higher temperatures and low electric fields, where it is energetically
favorable for an electron to overcome potential well barriers and hop to nearest neighbor states (TAH), the
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hopping conductivity is proportional to a Boltzmann factor with the trap depth, Δ𝐻, setting the energy scale.
Thus, from Eq. (2.14)

𝜎𝑇𝐴𝐻 (𝑇, 𝐹) ∝ 𝑒𝑥𝑝 [−

𝛥𝐻
].
𝑘𝐵 𝑇

(2.15)

At lower temperatures, the conductivity transitions to a more gradual decrease in temperature
dependence with a 𝑇

1⁄
4

dependence in the exponent.

𝜎𝑉𝑅𝐻 (𝑇, 𝐹) ∝ 𝑒𝑥𝑝 [−

𝐴
].
𝑇 1⁄4

(2.16)

This corresponds theoretically to the onset of VRH, where it is energetically favorable for the electron to hop
to lower energy states beyond the nearest neighbor states through quantum tunneling rather than by thermal
excitation. Therefore, hopping conductivity models predict that the conductivity should be proportional to
an exponential with powers of 𝑇 −1 and 𝑇

−1⁄
4 according

to the temperature range.

For constant temperature conditions, the field-enhanced conductivity, 𝜎𝑃𝐹 , due to high applied
electric fields (on the order of ≥30% of the electrostatic breakdown voltage) is expected to approximately
follow Poole-Frenkel behavior [22], [23] such that
𝑜 (𝑇)
𝜎𝑃𝐹 (𝐹, 𝑇) = 𝜎𝑃𝐹
𝑒𝑥𝑝[𝛽𝑃𝐹 𝐹 1⁄2⁄𝑘𝐵 𝑇] ,

(2.17)

0
where 𝜎𝑃𝐹 is the temperature-dependent dark current conductivity, 𝜎𝑃𝐹
is the conductivity with zero-field,

and 𝛽𝑃𝐹 is the Poole-Frenkel coefficient, which is dependent on the charge of the carrier and the dielectric
constant of the material,

𝛽𝑃𝐹 = √𝑞𝑒 3⁄𝜋𝜀𝑜 𝜀𝑟 .

(2.18)

This equation, while successful in the field of amorphous semiconductors, has not been verified well for
insulators.
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CHAPTER 3
DEVELOPMENT OF RIC MODELS
Radiation Induced Conductivity (RIC) is the change in conductivity of a material due to the effects
of energy deposition from incident high energy radiation. This incident energy is deposited in the material,
increasing the number of free electrons, and hence, the mobile carrier density 𝑛𝑒 (𝑇) [see Eq. (2.5)]. This
conductivity increase occurs in a manner similar to that from effects of thermal energy on dark current
conductivity discussed above. This section utilizes the induced conductivity model first developed by Rose
in relation to wide bandgap semiconducting or insulating crystals to acquire the temperature dependence of
RIC [1], [24] and builds on work previously done by the author [8]. Please note that the following discussion
assumes electrons as mobile charge carriers and references electron energy in relation to the lower edge of
the conduction band. Hence, from this point forward, the density of free electrons in the conduction band
will be denoted by 𝑛𝑐 rather than by 𝑛𝑒 .
The increase in conductivity from the material’s dark current conductivity due to RIC is additive.
𝜎𝑡𝑜𝑡𝑎𝑙 = 𝜎𝐷𝐶 + 𝜎𝑅𝐼𝐶 .

(3.1)

As materials are bombarded with a flux of high energy radiation, the large energy of the incident particles is
shared through a series of successive low energy inelastic collisions with many bound (valence) electrons
within the material. These are excited into higher energy extended states, thereby facilitating their mobility.
The conductivity of the material is, therefore, enhanced primarily by energy deposition, rather than by direct
charge deposition. This is illustrated by various studies of RIC versus radiation dose rate for polyethylene
terephthalate (MylarTM, PET) shown in Fig. 3.1 and Table 3.1. Using Eq. (1.3), the excellent agreement of a
power law fit over 10 orders of magnitude of dose rate for five different studies using a variety of different
species of radiation (x ray, gamma, electron, neutron, pulsed and continuous beams) implies that RIC is
largely independent of the beam energy and type of radiation used. Calculation of the mean free path of 4
MeV electrons (the beam energy used in reported USU data [8]) confirms negligible charge deposition in the
sample materials [8].
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FIG. 3.1. Five studies of RIC versus the absorbed radiation dose rate for polyethylene terephthalate
(PET, MylarTM) at room temperature (~295 K). The excellent agreement of a power law fit over 10
orders of magnitude of dose using a variety of different species of radiation implies that RIC is largely
independent of the beam energy and type of radiation used. An approximate power law fit to the
𝑠

𝛥

composite data, using Eq. (1.3), is shown as a dashed line with 𝑘𝑅𝐼𝐶 = 1.0 ∙ 10−18 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1
and ∆= 1.0 (after Campbell 1983) [25]. Note that results from Compton [26] suggest that saturation
effects may begin to be noticeable above ~108 rad/s.

TABLE 3.1.
Curve
Segment
1
2
3
4
5

TABLE 2.1.
Curve
Segment
1
2
3

Data types and references for power law fits in Fig. 3.1.
Type of Radiation
Incident Radiation Dose Rate
Energy
x-rays
250 keV
0.13 rad/s
x-rays
15 – 30 keV
1 – 400 rad/s
γ-rays
1.17 and 1.33
200 – 3500
MeV
rad/s
Pulse reactor
Mixed
6.5 x 104 –
neutrons and γ-rays
3.8 x 106 rad/s
electrons
30 MeV
5 x 107 –
7 x 109 rad/s

Mode

Reference

Steady-state
Steady-state
Steady-state

[4]
[27]
[28]

13 ms pulses

[28]

4.5 µs pulses

[26]

Data types and references for power law fits in Fig. 2.4.
Type of Radiation
Energy
Dose Rate
Mode

Reference

x-rays
x-rays
γ-rays

Fowler (1956a)
Adamec (1968)
Conrad and

250 keV
15-30 keV
1.17 and

0.13 rad/s
1 to 400 rad/s
200 to 3500

Steady-state
Steady-state
Steady-state
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Since the amount of energy deposited is the principal factor in determining the magnitude of RIC,
the radiation induced steady-state condition has strong parallels to that achieved with optical illumination or
thermal excitation. The increased number of charge carriers, and hence the magnitude of the enhanced
conductivity, is dependent on a number of factors including temperature and the spatial and energy
dependence and occupation of the material’s distribution of localized trap states within the band gap—or
defect density of states (DOS). Expressions for RIC in terms of the filling of the DOS up to an effective
Fermi level (which also takes into account local space charging effects) were largely developed by Rose [1],
[3], and were extended by Fowler [4-5], Vissenberg [29], and others. Under these conditions, the enhanced
conductivity can be compared to a photoconductivity and is the starting point for understanding the
mechanisms involved [1-5,30]. A number of useful reviews of the subject are available [1], [24], [25], [3133].

3.1 Description of DOS Distributions
To obtain a generic model of temperature dependent RIC behavior, one must first develop a general
discussion of the distribution of localized defect states (density of states or DOS) in relation to the conduction
band (CB). We consider two types of distributions: one that has a distribution peak within the band gap and
one that monotonically decreases within the band gap (i.e., has a peak at energies in the CB). In other words,
the two types of distributions have maximum amplitudes at energies, referenced to the conduction band edge,
𝐸𝑐 , of either 𝐸 ≤ 0 or 𝐸 > 0.
We consider seven specific DOS models as shown in Table 3.2 and Fig 3.2. These are three
monotonically decreasing models (exponential, power law, and linear) and two symmetric peaked models
(Gaussian and delta function), plus a limiting case with a uniform DOS for each type. All DOS distributions,
𝑛𝐴 (𝐸), are functions of energy 𝐸 as measured from the CB edge, 𝐸𝑐 , towards the valence band (VB) edge,
𝐸𝑉 . Each distribution has an energy width and corresponding effective temperature associated with it of the
form 𝐸0𝐴 ≡ 𝑘𝐵 𝑇𝑜𝐴 with: 𝐴 = 𝑋 for exponential, 𝐴 = 𝑃 for power law, 𝐴 = 𝐿 for linear, 𝐴 = 𝑈 for uniform,
𝐴 = 𝐺 for Gaussian and 𝐴 = 𝐷 for delta function distributions (see Table 3.2).
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FIG. 3.2. Density of states (DOS) models. The graphs plot the normalized energy below the conduction
𝑛 (𝐸)
band edge as a function of the normalized DOS, 𝐴𝑁 . (a) Symmetric peaked DOS models, including the
𝑡

𝐸𝐺
Gaussian and delta function models. Gaussian distributions are shown for two cases, ( 0⁄ 𝑡 ) = 1⁄3 and
𝐸0
𝐸0𝐺
( ⁄ 𝑡 ) = 3; the later approaches the limiting case uniform top hat model. The energies are normalized for
𝐸0
the Gaussian DOS by dividing by the center or peak of the distributions, 𝐸𝑜𝐴 or 𝐸𝑜𝑡 , respectively. (b)
Monotonically decreasing DOS models, including the exponential, power law, and linear models, as well as
the limiting case uniform step model. Power law distributions are shown for two cases, 𝑝 = 1⁄2 and 𝑝 = 2.
The energies are normalized by dividing by the width of the distributions, 𝐸𝑜𝐴 .
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TABLE 3.2. Density of states models.
DOS Type

Width, 𝐸𝑜𝐴

Normalized DOS Function, 𝑛𝐴 (𝐸)

a

Centroid,
𝐸𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 b

Fraction of Occupied
Traps, 𝑓𝐴0 c

Monotonically decreasing DOS models with 𝑬𝒕𝒐 ≤ 𝟎.
1
𝐸𝑜𝑋 − 𝐸
] exp (
) Θ(𝐸)
𝑋
𝑒 ∙ 𝐸𝑜
𝐸𝑜𝑋

Exponential

𝑛𝑋 (𝐸; 𝐸𝑜𝑋 ) = 𝑁𝑡 [

Power Law

(𝑝 + 1) 𝐸𝑜𝑝 − 𝐸
𝑝
𝑛𝑃 (𝐸; 𝐸𝑜𝑃 ) = 𝑁𝑡 [
(
) ] Θ(𝐸𝑜 − 𝐸) Θ(𝐸)
𝑝
𝐸𝑜
𝐸𝑜𝑃

Linear
(Power Law, p = 1)

𝑛𝐿 (𝐸; 𝐸𝑜𝐿 ) = 𝑁𝑡 [

𝐸𝑜𝑋
1
( width)
𝑒

𝐸𝑜𝑋 ≡ 𝑘𝐵 𝑇𝑜𝑋

𝐸𝑜𝑃

(𝑝+2) 𝐸𝑜𝑃

𝐸𝑜𝐿

(3) 𝐸𝑜𝐿

(

𝐸𝑜𝑈

1 𝑈
𝐸
2 𝑜

(

𝑒𝑓𝑓

exp (

𝑃

2 𝐸𝑜𝐿 − 𝐸
(
)] Θ(𝐸𝑜𝐿 − 𝐸) Θ(𝐸)
𝐸𝑜𝐿
𝐸𝑜𝐿

Uniform Step
1
(Limit of Top Hat with 𝐸1𝑈 → 0) 𝑛𝑈𝑆 (𝐸; 𝐸𝑜𝑈 ) = 𝑁𝑡 [ 𝑈 ] Θ(𝐸𝑜𝑈 − 𝐸) Θ(𝐸)
𝐸
𝑜
(Limit of Power Law with p = 0)

𝑝

1

(

−𝐸𝐹
)
𝐸𝑜𝑋
𝑒𝑓𝑓 (𝑃+1)

𝐸𝑜 − 𝐸𝐹
)
𝐸𝑜𝑃

𝑒𝑓𝑓 2

1

𝐸𝑜𝐿 − 𝐸𝐹
)
𝐸𝑜𝐿
𝑒𝑓𝑓

𝐸𝑜𝑈 − 𝐸𝐹
)
𝐸𝑜𝑈

Peaked DOS models with 𝑬𝒕𝒐 > 0.
Centroid:
2

2 𝐸𝑜𝑡

𝑛𝐺 (𝐸; 𝐸𝑜𝐺 , 𝐸𝑜𝑡 ) = 𝑁𝑡 [1 + 𝑒𝑟𝑓 (
Gaussian
×[

2

√2 𝜋 ∙𝐸𝑜𝐺

Delta Function
(Limit of Gaussian, 𝐸𝑜𝐺 → ∞)

√2 𝐸0𝐺
2
1 (𝐸𝑜𝑡 −𝐸)

] exp [− [
2

𝐸𝑜𝐺

−1

2 𝐸𝑜𝐺

)]

(2X
Standard
Deviation)

] ] Θ(𝐸)

𝑛𝐷 (𝐸; 𝐸𝑜𝑡 ) = 𝑁𝑡 𝛿(𝐸𝑜𝑡 − 𝐸)

𝛩(𝐸) is a Heaviside step function, equal to 0 at E < 0 and 1 at E > 0.

a

𝛿(𝐸) is the Dirac delta function, equal to infinity at E and zero elsewhere.

b
c

2
√2 𝜋 ∙ 𝐸𝑜𝐺
{

[1 + 𝑒𝑟𝑓 (

2 𝐸𝑜𝑡
)]
√2 𝐸0𝐺 }

Mean Energy:
𝑒𝑓𝑓
𝐸𝑜𝑡 − 𝐸𝐹
2 𝐸𝑜𝑡
[1 + 2𝑒𝑟𝑓 (
)]⁄[1 + 𝑒𝑟𝑓 (
)]
𝐺
√2 ∙ 𝐸𝑜
√2 𝐸0𝐺

𝐸𝑜𝑡 → 0

Uniform Top Hat
1
(Limit of Constant with 𝐸1𝑈 = 0
𝑛𝑈𝑇 (𝐸; 𝐸1𝑈 , 𝐸2𝑈 ) = 𝑁𝑡 [ 𝑈
] Θ(𝐸2𝑈 − 𝐸) Θ(𝐸−𝐸1𝑈 ) 𝐸𝑜𝑈 ≡ 𝐸2𝑈 − 𝐸1𝑈
and 𝐸2𝑈 → ∞)
𝐸2 − 𝐸1𝑈
𝐺
(Limit of Gaussian with 𝐸𝑜 → ∞)

erf(E) is the error function evaluated at E.

𝐸𝑜𝑡 +

𝐸𝑡
−12( 𝑜⁄ 𝐺 )
𝐸𝑜
𝑒

𝐸𝑜𝑡

𝐸𝑜𝑡 =

1 𝑈
(𝐸 + 𝐸1𝑈 )
2 2

1
𝑒𝑓𝑓

(

𝐸𝑜𝑈 − 𝐸𝐹
)
𝐸𝑜𝑈

Mean energy of all occupied trap states below the conduction band.
Mean energy of trap states below the conduction band.
See Eq. (3.8).
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All distributions are normalized to the total defect density, 𝑁𝑡, by integrating over the entire bandgap
(BG):
∞

𝑁𝑡 ≡ ∫ 𝑛𝐴 (𝐸)𝑑𝐸 .

(3.2)

0

Each distribution also has an energy centroid (or first moment) associated with it (see Table 3.2). This mean
energy of all (both occupied and unoccupied) states of the distributions within the BG is

𝐸𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =

1 ∞
∫ 𝐸 𝑛𝐴 (𝐸)𝑑𝐸 .
𝑁𝑡 0

(3.3)

For the decreasing distributions the centroid can be expressed in terms of the band gap width, while for the
symmetric peaked distributions there is an independent centroid, 𝐸𝑜𝐴 , at the maximum of the trap distribution.
The mean energy and fraction of all occupied trap states within the BG are

〈𝐸𝐴 (𝑇)〉 =

1 ∞
∫ 𝐸 𝑓𝐹𝐷 (𝐸) 𝑛𝐴 (𝐸)𝑑𝐸
𝑁𝑡 0

(3.4)

and

𝑓𝐴 (𝑇) ≡

𝑛𝑡 (𝑇) 1 ∞
= ∫ 𝑓𝐹𝐷 (𝐸, 𝑇) 𝑛𝐴 (𝐸)𝑑𝐸 ,
𝑁𝑡
𝑁𝑡 0

(3.5)

where 𝑛𝑡 (𝑇) is the density of occupied traps at temperature, T; and 𝑓𝐹𝐷 (𝐸) is the Fermi-Dirac distribution
function (see below).

3.2 Temperature Dependence of Occupied States
The temperature dependence of 𝐸𝐴 is contained in the Fermi-Dirac distribution function, 𝑓𝐹𝐷 (𝐸),
that describes occupation of the trap states,
1

𝑓𝐹𝐷 (𝐸, 𝑇) =
1+𝑒
𝑒𝑓𝑓

where 𝐸𝐹

𝑒𝑓𝑓

−(𝐸−𝐸𝐹

) ⁄𝑘 𝐵 𝑇

,

(3.6)

is the effective Fermi level. At zero 𝑇, the change between occupied and unoccupied states is
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abrupt. This is modeled with a Heaviside step function.
𝑒𝑓𝑓

𝑓𝐹𝐷 (𝐸, 𝑇) = Θ(𝐸 − 𝐸𝐹 ).

(3.7)

This zero-temperature expression was used in a previous work to develop temperature-dependent models for
the RIC parameters 𝑘𝑅𝐼𝐶 (𝑇) and Δ𝑅𝐼𝐶 (𝑇) [8]. This was due to the fact that analytical expressions were not
able to be developed with the full Fermi-Dirac function expression. We now seek to increase the accuracy
of these models by using a linear expression within ±2𝑘𝐵 𝑇 of the effective Fermi level to approximate the
Fermi-Dirac temperature dependent behavior of the material at low 𝑇 (below the melting temperature, where
Maxwell-Boltzmann statistics dominant instead). This linear low 𝑇 function is given by
𝑒𝑓𝑓

0,
1

𝑓𝐹𝐷 (𝐸, 𝑇) = {2{1+[(𝐸−𝐸𝐹𝑒𝑓𝑓)⁄2𝑘𝐵𝑇]},

if (𝐸𝐹 − 𝐸) > 2𝑘𝐵 𝑇
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
.
if (𝐸

1,

𝑒𝑓𝑓
− 𝐸𝐹 )

(3.8)

> 2𝑘𝐵 𝑇

Fig. 3.3(a) shows a comparison of the exact distribution with the zero and low 𝑇 approximations.
Figure 3.3(b) graphs the associated absolute errors. The relative error of the low 𝑇 approximation peaks at
𝑒𝑓𝑓

±[2𝑘𝐵 𝑇/𝐸𝐹 (𝑇)] and is ≲11%, independent of 𝑇 (see Fig. 3.2(b)); the error in the integral expression for
𝑛𝑡 (𝐸), from Eq. (3.5), has a maximum error of ±6% when 𝐸𝑜𝐴 > 4𝑘𝐵 𝑇, and is typically much less for slowly
𝑒𝑓𝑓

𝑒𝑓𝑓

varying DOS near 𝐸𝐹 . Further, since this approximation is antisymmetric about 𝐸𝐹 , only deviations from
a symmetric DOS contribute to the integral of interest in Eqs. (3.4) and (3.5).
𝑒𝑓𝑓

From Eqs. (3.4) and (3.5), as 𝑇→0 K (or for 𝑛𝐴 (𝐸) symmetric about 𝐸𝐹 ),
∞

〈𝐸𝐴 〉0 = ∫

𝐸 𝑛𝐴 (𝐸)𝑑𝐸

(3.9)

1 ∞
∫
𝑛 (𝐸)𝑑𝐸 .
𝑁𝑡 (𝐸 𝑒𝑓𝑓) 𝐴

(3.10)

𝑒𝑓𝑓

(𝐸𝐹

)

and

𝑓𝐴0 =

𝐹

We can thus expect that the low T approximations for 𝑓𝐴 (𝑇) can be effectively expressed as expansions in
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𝑒𝑓𝑓
𝑒𝑓𝑓
terms of [𝐸𝑜𝐴 −𝐸𝐹 (𝑇)] or [𝐸𝑜𝑡 −𝐸𝐹 (𝑇)]. For the decreasing distributions, 𝑓𝐴0 can be expressed in terms
𝑒𝑓𝑓

of the width, 𝐸𝑜𝐴 , and 𝐸𝐹 ; the symmetric peaked distributions required an additional independent centroid,
𝐸𝑜𝑡 .

FIG. 3.3. Fermi-Dirac distribution function approximations. (a) Fraction of occupied states versus a scaled
𝑒𝑓𝑓
𝑒𝑓𝑓
energy, [𝐸/𝐸𝐹 (𝑇)] from 𝐸𝑐 ≡ 0 to 3 ∙ 𝐸𝐹 (taken here as 0.3 eV) at three temperatures: (i) a low
temperature, 10 K, which is below typical spacecraft operating environments and temperatures at which RIC
is measured; (ii) room temperature, ~293 K; and (iii) a high temperature, 500 K, above which most polymeric
materials melt or disassociate and few spacecraft operate. (b) Absolute error versus scaled energy, for the
zero, low, and high temperature approximations.
Expressions for the fraction of occupied states at 𝑇 = 0 K for each distribution is listed in column 5
of Table 3.2. Sim [32] and Gillespie [8] offer additional details for the specific DOS models, and discuss
their use in various electron transport processes and their appearance in the related literature.
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3.3 Conductivity Equations
The RIC contribution to the total conductivity, 𝜎𝑡𝑜𝑡𝑎𝑙 , adds to the material’s dark current
conductivity, 𝜎𝐷𝐶 [34] according to Eq. 3.1. RIC conductivity, 𝜎𝑅𝐼𝐶 , has been found to follow the simple
power law from Eq. 1.3, both theoretically [1], [4-5], [24], [31] and experimentally [4], [25], [30], [33], [3536].
To develop a temperature-dependent expression for 𝜎𝑅𝐼𝐶 based on material-dependent parameters,
we begin with an analogy to a semiconductor system, with dopant states at a single energy, 𝐸𝑑 . The effective
Fermi level is the energy at which 50% of the states are occupied and may depend on temperature, dose rate,
and charge distribution. We assume a reservoir of trapped electrons pinned to the effective Fermi level,
𝑒𝑓𝑓

𝐸𝐹 ; that is, with nearly constant excitation energies such that 𝐸𝑑 in the semiconductor system is replaced
𝑒𝑓𝑓

by 𝐸𝐹

in highly disordered insulating materials. This is equivalent to assuming that the density of occupied
𝑒𝑓𝑓

states near 𝐸𝐹

is much larger than the number of carriers excited into the CB by RIC.

The fundamental equation for conductivity
𝑐𝑎𝑟𝑟𝑖𝑒𝑟 𝑡𝑦𝑝𝑒𝑠

𝜎=

∑

𝑞𝑖 𝜇𝑖 𝑛𝑖 → 𝑞𝑒 𝜇𝑒 𝑛𝑐 (𝑇)

(3.11)

𝑖

requires expressions for the carrier charge, 𝑞𝑖 , the carrier mobility, 𝜇𝑖 , and the density of occupied carrier
states, 𝑛𝑖 . We restrict the discussion here to electron conduction so 𝑞𝑖 → 𝑞𝑒 and 𝑛𝑖 → 𝑛𝑒 ≡ 𝑛𝑐 (𝑇) in a single
term in the sum of Eq. (3.11) (Refer to Rose [1], Molinié [24], Sim [32], and Gillespie [8] for discussion of
other carrier types.) As argued by Rose [3] for volume-excited photocurrents, we also assume that the
mobility is constant and determined only by the free (or nearly free) electron mobility, 𝜇𝑖 → 𝜇𝑒 , appropriate
for carriers excited into the CB. The effective mobility of nearly free electrons in a dielectric medium can be
approximated by: (i) replacing the electron mass, 𝑚𝑒 , with its effective mass, 𝑚𝑒∗ , to model the weak uniform
binding potential experienced by electrons traveling in the conduction band, and (ii) including the relative
dielectric constant of the material, 𝜖𝑟 , to account for screening or polarization of the trap center charge by
the charge background of the medium. That is, 𝜇𝑒𝑁𝐹 ≈ 𝜇𝑒 [𝑚𝑒 / 𝑚𝑒∗ ]𝜀𝑟 2 [9]. Using these assumptions for
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fixed values for CB electrons, 𝑞𝑒 and 𝜇𝑒 [8], it is only 𝑛𝑐 (𝑇) in Eq. (3.11) that controls the temperature
dependence of 𝜎𝑅𝐼𝐶 (𝑇).
We can now develop an expression for the temperature-dependent density of (nearly) free electrons
in the CB, 𝑛𝑐 (𝑇). We assume that there are no interactions between electrons in trap states, or equivalently
that the mean spatial separation of defects is larger than their interaction range. This same assumption is
discussed in Sec. 2.3 in relation to DC hopping conductivity mechanisms. Then 𝑛𝑐 (𝑇) is given by Ashcroft
and Mermin [9], with an additional term to include free electrons excited due to incident radiation, as

𝑛𝑐 (𝑇) = 𝑁𝑐

𝑒𝑓𝑓
(𝑇)
𝐸
− 𝐹
𝑒 𝑘𝐵 𝑇

+ 𝑛𝑐𝑜

(3.12)

where 𝑁𝑐 is the total density of accessibly energy states that can be thermally excited into the CB (from
within a few 𝑘𝐵 𝑇 of the CB edge—in this case, electrons in shallow traps such that 𝑛𝑐 (𝑇) ≈ 𝑁𝑐 ; 𝑛𝑐𝑜 is the
density of free electrons in the CB at 𝑇 = 0—in this case, solely from electrons excited into the CB by the
𝑒𝑓𝑓

incident high energy radiation; 𝑇 is the absolute temperature; and 𝐸𝐹 (𝑇) is the excitation energy from the
effective Fermi level in the traps to the CB. Under these assumptions, the density of available states has been
shown to be [9]
3

3

𝑚𝑒 𝑘𝐵 𝑇 2 𝑚𝑒∗ 𝑚ℎ∗ 4
) (
) .
𝑁𝑐 ≈ 𝑛𝑐 (𝑇) = 2 (
2𝜋ℏ2
𝑚𝑒 𝑚ℎ

(3.13)

𝑚𝑒 , 𝑚ℎ , 𝑚𝑒∗ , and 𝑚ℎ∗ are the electron and hole masses and effective masses, respectively.
We assume that the number of trapped electrons exceeds the number of free electrons (i.e., trap
states have relatively long lifetimes compared to CB electrons); then the density of primary VB positive
centers (fixed holes) created by the high energy radiation, 𝑛𝑝 , is approximately equal to the density of
occupied traps, 𝑛𝑡 :
𝑛𝑝 = 𝑛𝑡 + 𝑛𝑐 ≈ 𝑛𝑡 .

(3.14)

That is, almost all electrons excited from the VB into the CB by high energy radiation as electron-hole pairs
spend most time in trapped states and not the CB. (When this assumption is no longer valid, RIC will exhibit
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saturation effects. See also Fig. 3.1) If 𝑛𝑡 >>𝑛𝑐 , then even at low 𝑇, 𝑛𝑡 >>𝑛𝑐𝑜 and Eq. (2.4.11) becomes

𝑛𝑐 (𝑇) ≈ 𝑁𝑐 𝑒
𝑒𝑓𝑓

Solving for 𝐸𝐹

𝑒𝑓𝑓
(𝑇)
𝐸
− 𝐹
𝑘𝐵 𝑇 .

(3.15)

yields
𝑒𝑓𝑓
𝐸𝐹 (𝑛𝑐 , 𝑇) ≈ 𝑘𝐵 𝑇 ∙ ln[𝑁𝑐 ⁄𝑛𝑐 (𝑇)] .

(3.16)

This is a variation of the familiar law of mass action for semiconductors dopant defects [9]. For further
discussion on these assumptions and their resultant implications for disordered materials see Rose [2], Fowler
[4], Khatipov [31], Molinié [24], Sim [32], and Gillespie [8].
𝑒𝑓𝑓
At finite temperatures 𝐸𝐹 (𝑇) moves towards 𝐸𝑐 as increased charge is stored in trapped states, the

excitation energy is reduced, and more electrons can be thermally excited into the CB. It is this temperature
dependence of the resulting balance of trap charge buildup from radiation excitations and thermal depletion
of the trapped charge that principally determines the temperature dependence of RIC [1], [4], [24], [31-32].
For the monotonically decreasing DOS and uniform DOS models, thermal depletion moves the effective
𝑒𝑓𝑓
Fermi level further from the CB, thereby increasing 𝐸𝐹 (𝑇), and we expect a resultant decrease in 𝜎𝑅𝐼𝐶 . By
𝑒𝑓𝑓

contrast, for a delta function DOS, 𝐸𝐹

is pinned to the single trap energy irrespective of the number of

trapped electrons that are thermally excited. Hence, we expect no associated temperature decrease in its
𝜎𝑅𝐼𝐶 ; rather 𝜎𝑅𝐼𝐶 (𝑇) will be driven by the increase in carriers thermally excited into the CB.
In the steady-state condition for RIC, the rate of excitation of VB electrons into the CB by radiation,
𝜐𝑒ℎ , equals the rate of recombination of conduction electrons with primary centers (VB holes), 𝜐ℎ𝑒 ,

𝜐𝑒ℎ = 𝜐ℎ𝑒 =

1
= 𝜐𝑇 𝑠𝑐 𝑛𝑐 𝑛𝑝 .
𝜏𝑒

(3.17)

Here, 𝜐𝑇 is the thermal velocity of electrons; 𝑠𝑐 is the capture cross section of primary centers for free
electrons. 𝜐𝑒ℎ is the rate of radiation excitations of electrons per unit volume, which is proportional to the
dose rate (or energy deposited per unit mass), Ḋ:

𝜐𝑒ℎ

= Ḋ (
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𝑚𝑑
).
𝐸𝑒ℎ

(3.18)

Here 𝑚𝑑 is the material mass density and 𝐸𝑒ℎ is the mean energy required for an electron-hole pair to be
created by radiation.
We can find an expression for 𝜐𝑇 by setting the thermal energy of a free electron equal to its kinetic
energy:
3
1
𝑘𝐵 𝑇 = 𝑚𝑒 𝜐𝑇 2 ,
2
2

𝑜𝑟

𝜐𝑇 = √3𝑘𝐵 𝑇⁄𝑚𝑒 .

(3.19)

For the nearly free electron case, 𝑚𝑒 → 𝑚𝑒∗ here. Solving Eq. (3.16) for 𝑛𝑐 , we find

𝑛𝑐 (𝑇) =

𝜈𝑒ℎ
𝑣𝑇 𝑠𝐶 𝑛𝑝
−1

∞
𝜈𝑒ℎ
𝜈𝑒ℎ
[∫ 𝑓𝐹𝐷 (𝐸, 𝑇)𝑛𝐴 (𝐸)𝑑𝐸]
=
𝑣𝑇 𝑠𝐶 𝑛𝑡 𝑣𝑇 𝑠𝐶 0
−1
∞
≈ 𝐾𝑜 𝐷̇ 𝑇 −1⁄2 [∫ 𝑓𝐹𝐷 (𝐸, 𝑇)𝑓𝐴 (𝐸)𝑑𝐸] ,

≈

0

−1

𝑤𝑖𝑡ℎ 𝐾𝑜 ≡ 𝑚𝑑 [𝑁𝑇 𝑠𝐶 𝐸𝑒ℎ √3𝑘𝐵 ⁄𝑚𝑒 ]

,

(3.20)

where we have made substitutions for 𝜐𝑒ℎ and 𝜐𝑇 using Eqs. (3.18) and (3.19), respectively. Also, from Eq.
(3.14), 𝑛𝑝 is approximately equal to 𝑛𝑡 , which in turn is expressed as an integral using Eq. (3.5).
Using the low temperature Fermi-Dirac function approximation from Eq. (3.8) and assuming
𝑒𝑓𝑓

𝐸𝐹 (𝑇) ≳ 2𝑘𝐵 𝑇, we can calculate the density of filled trap states, 𝑛𝑡 , for the steady-state condition at low
𝑇 by integrating an expression for the trap state density as a function of energy over all occupied states, or
over all trap states in the distribution 𝑛𝐴 (𝐸):
∞

𝑛𝑡 = ∫ 𝑓𝐹𝐷 (𝐸, 𝑇) 𝑛𝐴 (𝐸) 𝑑𝐸
0
𝐸

𝑒𝑓𝑓+

𝐹
≈ {∫ 𝑒𝑓𝑓−

𝐸𝐹

(𝑇) 1

(𝑇) 2

𝑒𝑓𝑓

[1 +

𝐸−𝐸𝐹

(𝑇)

2𝑘𝐵 𝑇
𝑒𝑓𝑓±

𝑤ℎ𝑒𝑟𝑒 𝐸𝐹

∞

] 𝑛𝐴 (𝐸)𝑑𝐸 + ∫𝐸 𝑒𝑓𝑓− (𝑇) 𝑛𝐴 (𝐸)𝑑𝐸 } ,
𝐹

(𝑇) ≡ 𝐸𝐹𝑒𝑓𝑓 (𝑇) ± 2𝑘𝐵 𝑇.

(3.21)

Equation (3.21) for 𝑛𝑡 is the only part of the RIC expression that contains information about the material, at
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least up to a proportionality constant. The first integral in this expression contains all of the temperature
dependence of RIC.
Inserting Eqs. (3.20) into Eq. (3.11), we arrive at the final expression for temperature-dependent
RIC:
𝜎𝑅𝐼𝐶 (𝑇) = 𝑞𝑒 𝜇𝑒 𝑛𝑐 (𝑇)

−1

∞

≈ 𝑞𝑒 𝜇𝑒 𝐾𝑜 𝐷̇ 𝑇 −1⁄2 [∫ 𝑓𝐹𝐷 (𝐸, 𝑇)𝑓𝐴 (𝐸)𝑑𝐸]

(3.22)

0

Column 2 in Tables 3.3 and 3.4 shows expressions for 𝑛𝑐 (𝑇) in the low T approximation from Eqs. (3.20)
𝑒𝑓𝑓

and (3.21), for all seven DOS listed in Table 3.2 evaluated with 𝐸𝐹 (𝑇) below, above, or within the
distributions.
𝑒𝑓𝑓

𝑒𝑓𝑓

For 𝐸𝐹 (𝑇) between the trap distribution and the valence band (i.e., 𝐸𝐹 (𝑇)>> 𝐸𝑜𝐴 ), 𝑛𝑐 (𝑇) = 0 as
𝑒𝑓𝑓

expected, since there are no electrons in the distribution to be excited into the CB. For 𝐸𝐹 (𝑇) between the
CB and the distribution, at energies less than those within the distribution, 𝑛𝑐 (𝑇) = 𝐾𝑜 𝐷̇𝑇 −1⁄2.
Solving for 𝑛𝑐 (𝑇) within the distributions in general requires numerical calculations, due to the
𝑒𝑓𝑓

implicit dependence of 𝐸𝐹 (𝑇; 𝑛𝑐 (𝑇)) on 𝑛𝑐 (𝑇), as seen in Tables 3.3 and 3.4. Expressions for these
distributions have all been solved previously in the zero-temperature limit [1], [8], [30]. In addition, with the
restrictions that the effective Fermi level has a small temperature-induced change and is small compared to
𝑒𝑓𝑓
𝑒𝑓𝑓
𝑒𝑓𝑓
the distribution energies, (i.e., 𝐸𝐹 (𝑇)−𝐸𝐹 (𝑇 = 0) ≲ 2𝑘𝐵 𝑇 and [𝐸𝑜𝐴 − 𝐸𝐹 (T)] ≫ 𝑘𝐵 𝑇), approximate

expressions for most of the distributions have been determined [1], [8], [30].
Two important DOS cases have special interest and merit additional discussion. These are the
Gaussian and the Exponential DOS models. The Gaussian model is unique in that it is related to the delta
function and the uniform DOS models by adjusting the width of the distribution to its limiting cases. The
Exponential model is unique is that it is the only model that can be solved to obtain an explicit solution.

RIC for Gaussian Symmetric Peaked DOS Model
Firstly, we consider a Gaussian-like distribution of traps, 𝑛𝐺 (𝐸), within the bandgap,
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2

𝑛𝐺 (𝐸; 𝐸𝑜𝐺 , 𝐸𝑜𝑡 ) =

𝑁𝑇
1 (𝐸0𝑡 − 𝐸)
[
]
[−
[
] ]
𝑒𝑥𝑝
2
𝐸0𝐺
√2𝜋𝐸0𝐺
2 𝐸𝑜𝑡
1
)]
[1+𝑒𝑟𝑓(
2
√2 𝐸0𝐺

𝜃(𝐸).

(3.23)

with mean energy 𝐸0𝑡 and standard deviation 𝐸0𝐺 . The Heaviside step function, 𝜃(𝐸), truncates occupation to
within the CB at E<EC ≡ 0; the error function in the denominator corrects the normalization for this truncation
such that NT is still the total (occupied and unoccupied) trap state density; this correction term approaches
unity when the peak is well within the bandgap, i.e., when 𝐸0𝑡 ≫ 0 or 𝐸0𝑡 ≫ 𝐸0𝐺 .
For this Gaussian DOS distribution, the density of conduction electrons is

2 𝐸𝑜𝑡
[1 + 𝑒𝑟𝑓 (
)]
√2 𝐸0𝐺
𝑛𝑐 (𝑇) =
,
(𝑒 −(𝑅+ )2 − 𝑒 −(𝑅− )2 )
√2 𝐸0𝐺 )
)
)
{1 + [
] [𝑅
]}
4𝑘𝐵 𝑇 ∙ + ∙ 𝑒𝑟𝑓(𝑅+ − 𝑅− ∙ 𝑒𝑟𝑓(𝑅− +
√2𝜋
[𝐸𝑜𝑡 − 𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)] ± 2𝑘𝐵 𝑇
}.
𝑤ℎ𝑒𝑟𝑒 𝑅± (𝑛𝑐 , 𝑇) ≡ {
√2 𝐸0𝐺
𝐾𝑜 𝐷̇ 𝑇 −1⁄2

(3.24)

By adjusting the width 𝐸0𝐺 , limiting cases of the uniform top hat and the delta function distributions are
obtained (see Fig. 3.2 and Tables 3.3 and 3.4). When the width of the distribution is large (i.e., 𝐸𝑜𝐺 ≫ 0), the
limiting case of a uniform distribution is obtained. Looking at the denominator, the 𝑅+ 𝑒𝑟𝑓(𝑅+ ) and
𝑅− 𝑒𝑟𝑓(𝑅− ) terms in the second bracket will cancel each other. The exponential terms containing 𝑅± in the
bracket will disappear faster than the coefficient containing 𝐸0𝐺 in the denominator will blow up. In this case
𝑒𝑓𝑓
𝑛𝑐 (𝑇) ∝̇ 𝐾𝑜 𝐷𝑇 −1⁄2 as expected for 𝐸𝐹 (𝑇) within a uniform distribution. Similarly, when the width of the

distribution is small (i.e., 𝐸𝑜𝐺 ≈ 0), the distribution approaches that of a delta function. (𝑅± )2 ≫ 1 and the
exponential terms containing these in the denominator will go to 0 much faster than the other terms, which
contain 𝐸0𝐺 , can blow up. 𝑛𝑐 (𝑇) =̇ 𝐾𝑜 𝐷𝑇 −1⁄2, as expected for a delta function. Further details of these
𝑒𝑓𝑓

limiting cases and the effect the relative position of the effective Fermi level, 𝐸𝐹 , has on the temperature
dependent RIC can be found in Gillespie (2013) [8].

RIC for Exponential Monotonically Decreasing DOS Model
An additional important case with an explicit solution is the exponential monotonically decreasing
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DOS with an exponential width, where the expression in Table 3.3 can be explicitly solved for 𝑛𝑐 (𝑇) when
𝑒𝑓𝑓
𝐸𝐹 (𝑇) is at least a few times 2𝑘𝐵 𝑇 [1], [8], [30]. In this expression, 𝐸0𝑋 has been exchanged for an

equivalent temperature, such that 𝐸0𝑋 = 𝑘𝐵 𝑇0𝑋. The zero-temperature limit has also been included [8].

[𝐾𝑜 𝐷̇𝑇 −1⁄2 ]
𝑛𝑐 (𝑇) =

(

𝑇𝑜𝑋
)
𝑇+𝑇𝑜𝑋 [N

2𝑇
{ 𝑋}
𝑇𝑜
[
𝐾 𝐷̇𝑇 −1⁄2 ]
2𝑇 𝑜
𝑠𝑖𝑛ℎ ( 𝑋 )
𝑇𝑜
{

c]

T
(
)
𝑇+𝑇𝑜𝑋 ;

𝑇𝑋
( 𝑜 𝑋)
𝑇+𝑇𝑜

[Nc

T
(
𝑋)
] 𝑇+𝑇𝑜 ;

𝑇→0K
.
𝑒𝑓𝑓
𝐸𝐹 (𝑇)

(3.25)

≳ 2𝑘𝐵 𝑇 > 0

The exponential monotonically decreasing DOS is commonly used to model shallow traps within the bandgap
[1], [8], [32].
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TABLE 3.3. Conduction band electron expressions for various monotonically decreasing DOS [37].
DOS Type
Density of Conduction Band Electrons, 𝒏𝒄 (𝑻)

Temperature Dependence

Monotonically decreasing DOS models with 𝑬𝒕𝒐 ≤ 𝟎.
Exponential:
0<

𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ {

𝑒𝑓𝑓
𝐸𝐹

𝐸𝑜𝑋

𝑁

2𝑘𝐵 𝑇

[( 𝑐 )

𝑘𝐵 𝑇
)
𝐸𝑋
𝑜

−(

𝑛𝑐

−1

𝑠𝑖𝑛ℎ (

2𝑘𝐵 𝑇
𝐸𝑜𝑋

See Eq. 3.25

)]}
−1

Power Law:
0 < 𝐸𝐹𝑒𝑓𝑓 < 𝐸𝑜𝑃

𝐸𝑜𝑃
{(𝑃 )𝑝+2 − (𝑃− )𝑝+2 }}
𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ {
4𝑘𝐵 𝑇(𝑝 + 2) +
𝑃± (𝑛𝑐 , 𝑇) ≡ {

−1

2

Linear:
0<

𝑒𝑓𝑓
𝐸𝐹

<

𝐸𝑜𝐿

Uniform Step:
0 < 𝐸𝐹𝑒𝑓𝑓 < 𝐸𝑜𝑈𝑆
Power Law, Linear, Uniform Step:
𝑒𝑓𝑓
0 < (𝐸𝑜𝐴 + 2𝑘𝐵 𝑇) < 𝐸𝐹

𝐾𝑜 ≡

[𝐸𝑜𝑃 − 𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)] ± 2𝑘𝐵 𝑇
}
𝐸𝑜𝑃

𝑚𝑑
𝑁𝑇 𝑠𝑐 𝐸𝑒ℎ ∙√3𝑘𝐵 /𝑚𝑒

 𝑬𝒆𝒇𝒇
within the DOS distribution.
𝑭

𝐸𝑜𝐿 −𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)
1 2𝑘𝐵 𝑇 2
𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ {[
] + [ 𝐿 ] }
𝐿
3 𝐸𝑜
𝐸𝑜
𝑒𝑓𝑓

■

𝑇 −1⁄2 when
− 𝐸𝐹𝑒𝑓𝑓 | ≫ 2𝑘𝐵 𝑇

|𝐸𝑜𝐿

𝑇 −1⁄2 when
− 𝐸𝐹𝑒𝑓𝑓 | ≫ 2𝑘𝐵 𝑇
𝑇 −5⁄2 when
𝐸0𝐿 ≪ 2𝑘𝐵 𝑇

−1

𝐸𝑜𝑈𝑆 − 𝐸𝐹 (𝑛𝑐 , 𝑇)
𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ [
]
𝐸𝑜𝑈𝑆
𝑛𝑐 = 0

|𝐸𝑜𝑃

𝑇 −1⁄2

T-independent
𝒆𝒇𝒇

𝑬𝑭

between the DOS distribution and the valence band.
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TABLE 3.4. Conduction band electron expressions for various exponentially decreasing DOS [37].
Density of Conduction Band Electrons, 𝒏𝒄 (𝑻)

DOS Type

Temperature Dependence

Peaked DOS models with 𝑬𝒕𝒐 > 0.

𝑛𝑐 = ∙ 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ [1 + 𝑒𝑟𝑓 (

2 𝐸𝑜𝑡
√2 𝐸0𝐺

(𝐸𝑜𝑡

)]
2

2

(𝑒 −(𝑅+ ) − 𝑒 −(𝑅− ) )
√2 𝐸0𝐺 )
× {1 + 𝑒𝑟𝑓(𝑅− ) + [
] ∙ [𝑅+ ∙ 𝑒𝑟𝑓(𝑅+ ) − 𝑅+ ∙ 𝑒𝑟𝑓(𝑅− ) +
]}
4𝑘𝐵 𝑇
√2𝜋

Gaussian:
𝑒𝑓𝑓
0 < 𝐸𝐹

[𝐸𝑜𝑡 − 𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)] ± 2𝑘𝐵 𝑇
𝑅± (𝑛𝑐 , 𝑇) ≡ {
}
√2 𝐸𝑜𝐺
Delta Function: 0 < 𝐸𝐹𝑒𝑓𝑓 < 𝐸𝑜𝑡

−1

𝑇 −1⁄2 when
(𝐸𝑜𝑡 − 𝐸𝐹𝑒𝑓𝑓 ) ≪ 2𝑘𝐵 𝑇
T-independent when
(𝐸𝐹𝑒𝑓𝑓 − 𝐸0𝑡 ) ≫ 2𝑘𝐵 𝑇

𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2

𝑇 −1⁄2
−1

Delta Function:

|𝐸𝑜𝑡

− 𝐸𝐹𝑒𝑓𝑓 |

≤ 2𝑘𝐵 𝑇

Uniform Top Hat: 0 < 𝐸𝐹𝑒𝑓𝑓 < 𝐸1𝑈

𝑇 −1⁄2 when
− 𝐸𝐹𝑒𝑓𝑓 ) ≫ 2𝑘𝐵 𝑇

3
𝐸𝑜𝑡 − 𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)
𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ { + [
]}
2
4𝑘𝐵 𝑇

|𝐸𝑜𝑡

𝑛𝑐 = 𝐶𝑜 𝐷̇𝑇 −1⁄2

𝑇 −1⁄2 when
− 𝐸𝐹𝑒𝑓𝑓 | ≪ 2𝑘𝐵 𝑇
𝑇 −1⁄2

−1

𝑒𝑓𝑓

Uniform Top Hat: 0 < 𝐸1𝑈 < 𝐸𝐹

< 𝐸2𝑈

𝐸1𝑈 − 𝐸𝐹𝑒𝑓𝑓 (𝑛𝑐 , 𝑇)
𝑛𝑐 = 𝐾𝑜 𝐷̇𝑇 −1⁄2 ∙ {1 − [
]}
2(𝐸𝑜𝑡 − 𝐸1𝑈 )
1
𝐸𝑜𝑡 = (𝐸2𝑈 + 𝐸1𝑈 )
2

Delta Function, Uniform Top Hat:
𝑒𝑓𝑓
0 < [𝐸𝑜𝑡 + 1⁄2 ∙ 𝐸𝑜𝑤𝑖𝑑𝑡ℎ + 2𝑘𝐵 𝑇] < (𝐸𝐹 )

𝐾𝑜 ≡

𝑚𝑑
𝑁𝑇 𝑠𝑐 𝐸𝑒ℎ ∙√3𝑘𝐵 /𝑚𝑒

 𝑬𝒆𝒇𝒇
within the DOS distribution.
𝑭

(𝐸𝑜𝑡

𝑛𝑐 = 0

■𝑬
■𝑬

𝒆𝒇𝒇
𝑭

𝒆𝒇𝒇
𝑭

𝑇 −1⁄2 when
𝑒𝑓𝑓
− 𝐸𝐹 ) ≫ 2𝑘𝐵 𝑇

T-independent

between the DOS distribution and the valence band.
between the CB and the DOS distribution.
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3.4 Results and Conclusions
A full expression for conductivity could be compared to experimentally established RIC behavior
(see Eq. 1.3) in order to provide models for the material dependent parameters 𝑘𝑅𝐼𝐶 (𝑇) and ∆(𝑇). These
models could be used to predict how potential spacecraft materials would behave in various environments.
Conductivity expressions for all seven density of states models were developed up to the density of free
electrons. This was done in the zero-temperature limit in previous work [8]. Unfortunately, more accurate
expressions with the current low temperature approximation were not able to be developed due to the
dependence of the effective Fermi level on the density of free electrons within a natural log (see Eq. 3.16).
However, general temperature dependence can be estimated depending on the location of the effective Fermi
level in relation to the width (or mean energy of occupied traps) for each type of density of state model.
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CHAPTER 4
DATA COMPILATION WITH LITERATURE
Insulators can be classified or grouped according to each material’s distribution of defects or traps.
These distributions have been observed to control the mobility of charge carriers, and by extension, the
insulators’ electrical behavior under incident radiation. This chapter will provide a compilation of available
data on the 𝑘𝑅𝐼𝐶 (𝑇) and ∆(𝑇) values for five common polymeric spacecraft materials: KaptonTM (polyimide
or PI), polyethylenes (PE, low density polyethylene or LDPE, high density polyethylene or HDPE), Teflon TM
(polytetrafluoroethylene or PTFE), MylarTM (polyethylene terephthalate or PET), and fluorinated ethylene
propylene (FEP).
These literature compilations will also include data taken at USU using a parallel plate setup [see
Fig 4.1] and previously reported; please see Gillespie [8] for complete details of methods of sample
preparation and experimental procedures. These USU data cover experiments done on three separate
occasions at the Idaho Accelerator Center (IAC), covering a total of two to three days each. Experiments
were done using IAC’s 2 MeV to 25 MeV High-Repetition Rate Linear Accelerator (LINAC) pulsed electron
accelerator, with data being obtained using a 4 MeV pulsed electron beam. USU RIC data comprise data
taken at a total of six different temperatures: -170 ℃ (~103 K), -150 ℃ (~123 K), -60 ℃ (~213 K), -41 ℃
(~232 K), room temperature (~22 ℃ or 295 K), and 60 ℃ (~333 K). RIC data were typically taken over
four orders of magnitude at dose rates of ~0.01 𝑟𝑎𝑑⁄𝑠𝑒𝑐, ~0.1 𝑟𝑎𝑑⁄𝑠𝑒𝑐, ~1 𝑟𝑎𝑑⁄𝑠𝑒𝑐, and ~10 𝑟𝑎𝑑⁄𝑠𝑒𝑐.
While it is difficult to determine trap distributions in highly disordered insulating materials, such as
those polymers used in this study, general observations can be made in regards to each material’s temperature
dependence in relation to its ∆(𝑇) and 𝑘𝑅𝐼𝐶 (𝑇) values. These observations can then be used to estimate a
material’s behavior at specific temperatures.
Because of the large number of papers involved in each compilation, plots were made with no
delineation between data sets. Instead, tables are included listing all of the data and their corresponding
sources. Data taken at USU [8] are all original fit values instead of approximated from literature papers. As
a result, USU data are listed in separate tables. The exception to this is FEP, since only one data point was
obtained. All units for 𝑘𝑅𝐼𝐶 -values were changed (where needed) to be in [(

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 ]. Please
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note that many of the data were acquired from graphs within the respective papers, so data points are
approximate. However, the accuracy should be sufficient for general trends and observations to be made. In
addition, some papers reported RIC data, but made no mention of the temperature at which the data were
taken. When this occurred, it was assumed that data was taken at room temperature, which was assigned a
value of 20 ℃ (~293 K).
Conductivity can depend on many variables including time, temperature, electronic field, magnetic
field, and energy deposition. Because of this, there are multiple ways that discrepancies in 𝑘𝑅𝐼𝐶 and ∆-values
can be caused when ostensibly studying the same material under similar conditions. In fact, when plotting
the RIC data acquired from the literature, a large spread of values was noted. Some probable specific sources
of these discrepancies include: acquisition of sample material from different manufacturers, differences in
sample preparation, differences in methods of RIC calculation and analysis, and the thermal history of the
sample under study—specifically in relation to its phase transitions. The probable influence of each of these
possible sources for each of the materials listed are discussed.

FIG. 4.1. Basical experimental setup of USU RIC experiments. This setup is for the experimental data
reported in [8] and used in this work for comparison to other reported RIC results found in the literature.
Current USU capabilities of taking RIC measurements have been greatly enhanced, with a lowered
experimental current limit between ~1 pA to ~1 fA.

4.1 Probable Causes of RIC Discrepancies
While there are many possible causes of discrepancies in reported literature RIC results, four are
suggested here and discussed as primary factors. It is hard to establish the magnitude of the contribution, if
any, for the first three causes listed below. This is primarily due to a lack of specific detail given in the
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literature by authors reporting RIC results. As a result, besides noting that there will definitely be effects due
to these three reasons, not much further discussion can be done. Instead, discussion of RIC results will
primarily focus on the fourth cause discussed below—the thermal history of the sample material and its phase
transition temperatures.

Source of material acquisition
Thin films from different suppliers can have subtle differences due to different methods of
producing the materials [38-39]. Even simple studies on graphitic carbon at USU have shown that the method
of preparation can affect the bandgap of the material [40-41]. In addition, RIC testing done at the Jet
Propulsion Laboratory (JPL) in Pasadena, California, USA has found large differences in RIC behaviors
among a variety of samples of the same material “type” [39].
The most likely reason for these small differences in materials are polymer chain lengths [42-44]
and degree of crystallinity [45-46]. A crystalline polymer is one that has a low degree of branches effects –
the most noodle-like chains. A polymer with a low degree of crystallinity instead will have a larger number
of branching, i.e., the chains look somewhat more like bushes.

Method of sample preparation
In order to obtain accurate RIC results on any given material, it is important to prepare the sample
material with a vacuum bakeout according to ASTM standards [47-48]. Vacuum bakeouts release absorbed
water and other volatile compounds, which could otherwise result in extra dopant traps that would affect the
density of trapped electrons available to be excited into the CB. This occurs because the dark conductivity
of a material is significantly enhanced at higher temperatures, allowing charge to dissipate during bakeout.
Ideally, vacuum bakeouts are done by attaching the insulating sample materials to grounded surfaces during
bakeout and handling them carefully after bakeout to minimize any internal charging of the samples.
Kittel gives a notable example of the drastic effect dopant states from boron can have on an
otherwise uniform silicon material. Adding one boron atom for every 105 silicon atoms, can enhance the
silicon material’s conductivity by a factor of 103 [10]. Hence, neglecting to prepare samples with a vacuum
bakeout can result in dopant states from embedded molecules or compounds that will affect the material’s
conductivity.
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Experimental analysis procedures
The total conductivity of a material due to high energy incident radiation is simply an additive factor
to the DC conductivity, as given in Eq 3.1. However, in order to obtain RIC from the total conductivity, the
DC conductivity must be subtracted from the measured total conductivity.
𝜎𝑅𝐼𝐶 = 𝜎𝑡𝑜𝑡𝑎𝑙 − 𝜎𝐷𝐶 .

(4.1)

This means that the experimentally reported values for RIC will depend on what value is used for the DC
conductivity [19]. Values from manufacturers are often given for uses in industry under atmospheric
conditions. These values are ‘as is’ material DC conductivity values. However, when materials are used for
other purposes, like in spacecraft, the environmental conditions change the resultant DC conductivity of the
material [16], [20], [30]. Of particular importance is whether the materials underwent vacuum bakeouts prior
to DC conductivity measurements as explained previously [16], [18]. [20].
Additionally, if the DC conductivity value used in the RIC analysis was set by the simple current
limit of the experimental DC conductivity setup (as is often the case for manufacturer’s stated values [18,19]),
this value would introduce errors in the RIC analysis. However, the magnitude of the error associated with
using this type of DC conductivity value is highly dependent on the range of the dose rates used in the
experiment. Experiments carried out at higher dose rates are less effected by using an experimental current
limit for the DC conductivity value than experiments only looking at RIC at low dose rates. For common
high quality commercial instrumentation, the lower limit of measurable DC conductivity is ~10 -17 to ~10-18
[𝑜ℎ𝑚 ∙ 𝑐𝑚]−1 . Analysis was done on data taken on LDPE at room temperature [8]. When fitting 𝑘𝑅𝐼𝐶 and
∆ to RIC data at high dose rates (≳ 0.1 𝑟𝑎𝑑⁄𝑠𝑒𝑐), the error between using the experimental current limit and
the true DC conductivity as measured in the lab [19] was ~9% in 𝑘𝑅𝐼𝐶 and ~6% in ∆. On the other hand,
when doing the same error analysis for data fits solely on low dose rates (≲ 0.1 𝑟𝑎𝑑⁄𝑠𝑒𝑐 ), the error in 𝑘𝑅𝐼𝐶
jumped to over 200% and to ~80% in ∆. Admittedly, the effect of using an experimental current limit will
vary from experiment to experiment and will depend on the magnitude of the current limit for that particular
experimental setup and the length of time allowed for the sample to come to a 𝜎𝐷𝐶 equilibrium (under a
constant applied field) before RIC measurements are made [2], [8], [16], [18], [39]. In the last year or two,
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USU has greatly enhanced its ability to take RIC measurements and lowered its experimental current limit
from ~1 pA to ~1 fA. This lower experimental current limit can potentially negate the problem of using an
experimental current limit, since the experimental current limit will often correspond to the DC conductivity
value. As a result, the magnitude of this effect will vary from experiment to experiment.
The choice of what value to use for the DC conductivity value will cause noticeable discrepancies
in reported RIC results. Using manufacturer values will cause the largest error in results, but using an
experimental current limit instead of a true DC conductivity value will also cause discrepancies.
Unfortunately, values for the DC conductivity used in a particular study are often not well documented

Thermal history of the sample material and phase transitions
When choosing appropriate materials to use in building spacecraft, it is important to look at the
working temperature range. Of critical interest for spacecraft in low temperature environments is the glass
transition temperature. For uniform materials composed of a simple molecular structure, the glass transition
temperature is fairly well defined. While some variation will exist due to which specific method is used to
measure the temperature, as well as how quickly the temperature is changed during the experiment, the glass
transition temperature measured will generally stay within a small range [13].
The glass transition temperature becomes a bit more complicated when looking at more complex
molecular structures, like the polymers discussed in this work.

The term polymer implies a long

macromolecule composed of repeating units or mers. Because of the unique shape of the polymer chains,
there are diverse types of motion possible to them: i.e., translational, rotational, vibrational, etc. As the
temperature of a polymer is lowered, these macromolecules will lose degrees of freedom at different
temperatures. As a result, rather than look at the single reported glass transition temperature of each material,
it will be more beneficial to look at all of the structural phase transition temperatures when considering RIC
results. Discrepancies will arise due to the differences in thermal history of the sample material in the
experiment, and on whether the sample material went through a phase transition during the experiment.

4.2 Polyethylenes (PE, LDPE, HDPE)
Polyethylene is a generic name for a polymer with a simple atomic structure, - [𝐶2𝐻2 ]𝑛 -. The
polymer chains are long chains of single-bonded carbon atoms with two hydrogen atoms attached to this
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carbon backbone [see Fig. 4.2(a)]. However, there are important structural differences between LDPE and
HDPE. LDPE is a polyethylene material where some of the hydrogen atoms are replaced by other long
chains of polyethylene [see Fig. 4.2(b)]. This results in a material with a more complicated, and less dense
atomic structure. HDPE, on the other hand, does not have the side polyethylene branches. As a result, the
HDPE polyethylene chains tend to be longer and straighter [47]. This means HDPE has a higher degree of
crystallinity than LDPE.
Reported RIC results for PE show a large spread of RIC values (Tables 4.1 – 4.5). ∆-values ranged
𝑠

𝛥

from 0.5 to 1.0. 𝑘𝑅𝐼𝐶 -values tended to range across five orders of magnitude, from 2.5𝑥10−18 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙
𝑠

𝛥

𝑐𝑚)−1 to 8.9𝑥10−15 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1. Many papers do not explicitly state the type of PE material being
studied, so these data were compiled together and graphed on a separate line in Fig. 4.3 and reported in
separate tables, one for temperature dependent data (Table 4.4) and one for room temperature data (Table
4.5). Even when the type of PE was given, it is not surprising that large discrepancies occur in RIC data,
simply due to varying degrees of crystallinity among different sources of PE material, especially LDPE
material.

FIG. 4.2. Atomic structure of polyethylene. (a) HDPE atomic structure with a high degree of crystallinity.
(b) LDPE atomic structure with varying degrees of crystallinity.
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FIG. 4.3. Compiled temperature dependent 𝛥 and 𝑘𝑅𝐼𝐶 -values for PE [4-5], [8], [33], [50-65]. Literature
values are given by black markers. USU data are given by red markers. Data taken at room temperature have
been assigned a temperature value of 20 ℃. (a) Compilation of ∆-values from literature and USU. ∆-values
had a range of 0.5 to 1.0. (b) Compiled 𝑘𝑅𝐼𝐶 -values from literature and USU. 𝑘𝑅𝐼𝐶 -values had a range of
2.5𝑥10−18 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 8.9𝑥10−15 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.

The RIC data reported as generic PE was taken off the graph in Fig 4.4, since there is no way of
knowing which type of PE each data point is. It is possible that LDPE has ∆-values closer to 1, while HDPE
has ∆-values closer to 0.5. However, more data is needed to clearly establish the RIC behavior of different
types of PE. Also, because LDPE has a melting point of approximately 85 ℃ – 100 ℃ (358 K – 373 K) [6668], it is likely that the PE data above ~60 ℃ (~333 K) is HDPE data, which has a higher melting point
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around 120 ℃ – 140 ℃ (393 K – 413 K) [69-72]. Structural phase transition temperature ranges are
highlighted in Fig. 4.4. These ranges were reported to occur from 50 ℃ to 90 ℃ (323 K to 363 K) [73-76];
-30 ℃ to 10 ℃ (243 K to 283 K) [73-81]; and -130 ℃ to -100 ℃ (143 K to 173 K) [73-79], [82].

FIG. 4.4. Compiled temperature dependent ∆ and 𝑘𝑅𝐼𝐶 -values for HDPE and LDPE [8], [33], [50-56].
Literature values are given by black markers. USU data are given by red markers. Data taken at room
temperature have been assigned a temperature value of 20 ℃. The blue region corresponds to a structural
phase transition temperature range of -130 ℃ to -100 ℃. The orange region corresponds to a structural phase
transition temperature range of -30 ℃ to 10 ℃. The red region corresponds to a structural phase transition
temeprature range of 50 ℃ to 90 ℃. (a) Compilation of ∆-values from literature and USU. ∆-values had a
range of 0.5 to 1.0. (b) Compiled 𝑘𝑅𝐼𝐶 -values from literature and USU. 𝑘𝑅𝐼𝐶 -values had a range of
𝑠

𝛥

𝑠

𝛥

2.5𝑥10−18 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 8.9𝑥10−15 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
TABLE 4.1. Compiled RIC literature data for HDPE [50-51].
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Temperature (℃)
20
20
20
20
20
80

𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
𝒓𝒂𝒅
6.2E-16
1.1E-16
8.1E-17
2.5E-16
2.2E-16
8.9E-15

TABLE 4.2. Compiled RIC literature data for LDPE [33], [51-56].
been assigned a temperature value of 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
𝒓𝒂𝒅
20
5.6E-16
20
2.2E-16
20
2.8E-15
20
2.2E-15
20
9.0E-16
20
5.1E-16
20
1.3E-15
20
--20
--20
1.4E-15
20
9.6E-16
20
1.8E-15
20
1.7E-15
20
--20
3.0E-18
20
3.0E-18
20
3.0E-18
20
3.0E-18

∆(𝑻)

Reference

0.67
0.50
0.50
0.54
0.54
0.65

[50]
[51]
[51]
[51]
[51]
[50]

Data taken at room temperature have
∆(𝑻)

Reference

0.75
0.80
0.68
0.70
0.61
0.75
0.67
0.67
0.65
0.66
0.67
0.67
0.67
0.68
1.00
1.00
1.00
1.00

[51]
[51]
[51]
[51]
[51]
[51]
[33]
[52]
[53]
[54]
[54]
[54]
[55]
[55]
[56]
[56]
[56]
[56]

TABLE 4.3. USU measurements of RIC data for LDPE [8]. Please note, all room temperature data have
been assigned a temperature of 20 ℃. As a result, Gillespie data [8] has been changed from 22 ℃ to 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
𝒓𝒂𝒅
-150
4.3E-18
1.00
-150
4.7E-18
1.00
-60
2.5E-18
1.00
-41
3.4E-18
1.00
20
4.6E-16
0.60
20
1.1E-17
0.90
20
1.1E-16
0.85
20
2.3E-16
0.92
60
5.6E-16
0.71
60
1.2E-15
0.69
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TABLE 4.4. Compiled temperature-dependent RIC literature data for generic PE materials [4-5], [57-61].
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
-75
2.9E-17
0.83
[57]
-54
2.6E-17
0.83
[57]
-40
1.6E-15
0.96
[58]
-30
2.4E-17
0.68
[57]
-30
4.6E-17
0.68
[57]
-30
7.6E-17
0.68
[57]
-22
1.6E-15
0.96
[58]
-20
6.9E-17
0.61
[57]
-6
1.6E-15
0.96
[58]
-2
6.4E-16
0.61
[57]
9
1.7E-15
0.61
[57]
26
--0.81
[5]
26.2
--0.84
[4]
26.4
--0.81
[4]
27
--0.75
[59]
31
--0.79
[4]
31
1.2E-15
0.80
[4]
31
--0.81
[5]
38
5.2E-16
0.74
[60]
39.7
--0.80
[4]
40
--0.81
[5]
46.5
1.8E-15
0.82
[4]
49
6.3E-16
0.74
[60]
50
--0.81
[5]
50.2
--0.82
[4]
50.3
1.4E-15
0.79
[4]
51
--0.83
[4]
60
1.6E-15
0.74
[60]
65
4.0E-15
0.82
[4]
67.5
--0.80
[4]
74.5
3.5E-15
0.79
[4]
80
--0.80
[61]
81.5
--0.81
[5]
81.5
--0.83
[4]
84
5.0E-15
0.82
[4]
87.5
6.0E-15
0.83
[4]
97.7
6.8E-15
0.80
[4]
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TABLE 4.5. Compiled room temperature (~20 ℃) RIC literature data for generic PE materials [4-5], [51],
[57-58], [61-65].
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
19.5
6.6E-16
0.84
[4]
20
--0.81
[5]
20
--0.81
[5]
20
--0.82
[5]
20
--0.79
[5]
20
3.2E-16
0.52
[51]
20
2.8E-16
0.55
[51]
20
--0.81
[5]
20
--0.81
[5]
20
--0.68
[57]
20
1.6E-15
0.96
[58]
20
--0.80
[4]
20
--0.86
[4]
20
--0.80
[4]
20
--0.80
[4]
20
--0.58
[62]
20
--0.80
[61]
20
3.0E-16
0.77
[63]
20
4.9E-18
0.94
[63]
20
--0.68
[64]
20
--0.68
[64]
20
--0.68
[64]
20
--0.68
[64]
20
--0.68
[64]
20
--0.87
[65]
20
--0.87
[65]
20
--0.87
[65]
20
--1.00
[65]
21
--0.81
[5]
22
2.2E-16
0.78
[4]
4.3 TeflonTM (Polytetrafluoroethylene or PTFE)
PTFE has a similar atomic structure to polyethylene, except instead of monovalent hydrogen atoms
there are fluorine atoms, - [𝐶2 𝐹2 ]𝑛 - (see Fig. 4.5). In contrast to PE, though, PTFE does not easily exhibit
significant branching effects [83]. Branching effects can intentionally be introduced to form fluorinated
ethylene propylene (FEP), as discussed below. However, PTFE itself has a very high degree of crystallinity.
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FIG. 4.5. Atomic structure of PTFE. Structure is similar to that of HDPE with fluorine atoms instead of
hydrogen atoms in the chain. PTFE has the highest degree of crystallinity of all the polymers in this study
due to extremely stable and strong carbon-fluorine bond.

Structural phase transition temperature ranges of PTFE are shaded on the graph in Fig. 4.6. They
occur from 90 ℃ to 130 ℃ (363 K to 403 K) [73], [84-90]; -20 ℃ to 40 ℃ (253 K to 313 K) [75], [84-86],
[91-92]; and -125 ℃ to -75 ℃ (148 K to 198 K) [75], [84-88], [93].
PTFE in general had the largest range of RIC values. The ∆-values ranged from 0.5 to 1.0. The
𝑠

𝛥

𝑘𝑅𝐼𝐶 -values have a range covering 6 orders of magnitude, from 3.1𝑥10−19 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to
𝑠

𝛥

2.4𝑥10−13 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
Because of the high degree of crystallinity and minimal cross-linking in PTFE, it is likely that the
effects of different manufacturers will be less for this material than others. Any effects would most likely be
from varying polymer chain lengths. Also, the unique properties of PTFE are commonly used because of its
chemical inertness and hydrophobicity [94], so while the lack of a vacuum bakeout can still contribute to
discrepancies in RIC results, the effect should be less than for other materials. When performing a vacuum
bakeout of PTFE material at USU, PTFE experience <0.05% mass change when baked for a 28 hr. time
period [8]. As a result, the most likely cause of the apparent discrepancies in the RIC graphs in Fig. 4.5 is
the structural phase transition temperature at room temperature. This transition may contribute to the wide
range of RIC values at that temperature from the literature, and explain the apparent change in behavior
below and above this temperature. For example, the average of the 11 values in Tables 4.6 and 4.7 for
Δ(𝑇) ≤ 0 ℃ is 0.98 ± 0.02, while the average of the 11 values for 30 ℃ ≤ Δ(𝑇) is 0.65 ± 0.04. The average
of the 18 values for 0 ℃ < Δ(𝑇) < 30 ℃ is 0.80 ± 0.04, with values ranging from 0.50 to 1.05. Similar
changes in 𝑘𝑅𝐼𝐶 (𝑇) can be seen in Fig. 4.6(b), though perhaps less clearly.
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FIG. 4.6. Compiled temperature dependent Δ and 𝑘𝑅𝐼𝐶 -values for PTFE [4-5], [8], [50], [54], [57-58], [60],
[63], [95-99]. Literature values are given by black markers. USU data are given by red markers. Data taken
at room temperature have been assigned a temperature value of 20 ℃. The blue region corresponds to a
structural phase transition temperature range of -125 ℃ to -75 ℃. The orange region corresponds to a
structural phase transition temperature range of -20 ℃ to 40 ℃. The red region corresponds to a structural
phase transition temeprature range of 90 ℃ to 130 ℃. (a) Compilation of ∆-values from literature and
USU. ∆-values had a range of 0.50 to 1.02. (b) Compiled 𝑘𝑅𝐼𝐶 -values from literature and USU. 𝑘𝑅𝐼𝐶 -values
had a range of 3.1𝑥10−19 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 2.4𝑥10−13 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
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TABLE 4.6. Compiled RIC literature data for PTFE. Data taken at room temperature have been assigned a
temperature value of 20 ℃ [4-5], [50], [54], [57-58], [60], [63], [95-99].
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
-61
1.5E-16
0.97
[57]
-50
1.3E-16
0.97
[57]
-31
1.6E-15
0.96
[58]
-20
1.6E-15
0.96
[58]
0
1.6E-15
0.96
[58]
9
2.5E-16
0.83
[57]
9
2.7E-16
0.83
[57]
9
2.8E-16
0.83
[57]
9
3.3E-16
0.83
[57]
20
4.6E-16
0.53
[95]
20
--0.71
[96]
20
1.6E-15
0.96
[58]
20
--0.65
[54]
20
3.3E-15
0.65
[50]
20
--0.63
[5]
20
3.1E-19
1.00
[97]
20
7.1E-18
0.86
[98]
20
1.2E-16
0.50
[99]
20
1.5E-16
1.02
[63]
20
3.6E-17
0.90
[63]
20
1.9E-18
0.97
[63]
21
1.0E-14
0.70
[4]
38
1.2E-16
1.00
[60]
59.2
3.2E-14
0.73
[4]
65
--0.63
[96]
70
4.2E-14
0.70
[4]
80
3.3E-15
0.65
[50]
84
9.7E-14
0.64
[4]
90
1.1E-13
0.60
[4]
101
1.6E-13
0.56
[4]
110
2.4E-13
0.54
[4]
110
--0.55
[96]
150
4.0E-15
0.60
[50]

TABLE 4.7. USU measurements of RIC data for PTFE [8]. Please note, all room temperature data have
been assigned a temperature of 20 ℃. As a result, Gillespie data [8] has been changed from 22 ℃ to 20 ℃.
𝒔 𝜟
Temperature (℃)
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
∆(𝑻)
𝒓𝒂𝒅
-170
9.8E-18
0.88
-170
1.1E-17
0.91
-150
4.8E-18
1.00
-150
4.9E-18
1.00
-60
3.9E-18
1.20
-41
6.1E-18
1.00
20
2.5E-17
1.05
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4.4 Fluorinated Ethylene Propylene (FEP)
The composition of FEP is very similar to PTFE in that the basic structure consists of a string of
carbon atoms attached to fluorine atoms, - [𝐶2𝐹2 ]𝑛 - (see Fig. 4.7). The main difference is in the carbonfluorine groupings, which can include branches, resulting in various degrees of crystallinity. FEP is made
by combining ethylene and propylene molecules. The result is a material similar to PTFE, but with a lower
melting temperature and capable of being processed more easily [100-101].

FIG. 4.7. Atomic structure of FEP. FEP has a similar structure to PTFE, but is made by combining ethylene
and propylene molecules. The result is a material similar to PTFE, but with branching effects.

While room temperature data existed in the available literature for FEP (Table 4.8), other
temperature dependent RIC data were not found. Unfortunately, USU was only able to obtain RIC data at
room temperature as well [8]. Attempts to take data at other temperatures resulted in a simple lack of response
to incident radiation. This is the only material in which this happened during USU testing. Goodfellow’s
material spec sheet describes FEP as being resistant to certain types of radiation [100].

Perhaps this

characteristic played a role in USU testing, since no other materials failed to respond to radiation without
explanation. However, more RIC studies on FEP would be needed to establish its temperature dependence
or lack thereof for certain.
FEP is similar to PE in that it allows varying degrees of crystallinity, so it would logically follow
that a similar spread of RIC values could occur due to materials from different sources. ∆-values ranged
from 0.45 to 0.95, with the largest number of values being closer to the median at ~0.75. 𝑘𝑅𝐼𝐶 -values at room
𝑠

𝛥

𝑠

𝛥

temperature had a range of 1.6𝑥10−17 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 3.3𝑥10−16 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
The structural phase transition temperature ranges are shaded in Fig. 4.8. They occur from 80 ℃ to
100 ℃ (~353 K to 373 K) [87], [102] and -80 ℃ to -100 ℃ (193 K to 173 K) [87], [102-105]. Because FEP
is similar to PTFE, it is possible that there is also some effect of the phase transition temperature reported for
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PTFE at ~30 ℃ (~303 K) for more crystalline FEP samples. However, only one report of a phase transition
temperature for FEP at 30 ℃ (303 K) was found [106]. While, this potential phase transition could contribute
to discrepancies among different sample materials of varying degrees of crystallinity at room temperature,
this possibility still needs to be investigated experimentally.

FIG. 4.8. Compiled temperature dependent 𝛥 and 𝑘𝑅𝐼𝐶 -values for FEP [8], [53], [95], [99], [107-109].
Literature values are given by black markers. USU data are given by red markers. Data taken at room
temperature have been assigned a temperature value of 20 ℃. The blue region corresponds to a structural
phase transition temperature range of -100 ℃ to -80 ℃. The orange region corresponds to a structural phase
transition contribution in crystalline regions in the temperature range of 20 ℃ to 30 ℃. The red region
corresponds to a structural phase transition temeprature range of 80 ℃ to 100 ℃. (a) Compilation of ∆-values
from literature and USU. ∆-values had a range of 0.45 to 0.95. (b) Compiled 𝑘𝑅𝐼𝐶 -values from literature and
𝑠

𝛥

𝑠

𝛥

USU. 𝑘𝑅𝐼𝐶 -values had a range of 1.6𝑥10−17 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 3.3𝑥10−16 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
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TABLE 4.8. Compiled literature data and USU measurements for FEP [8], [53], [95], [99], [107-109]. Please
note, all room temperature data have been assigned a temperature of 20 ℃. As a result, the Gillespie datum
[8] has been changed from 22 ℃ to 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
20
3.3E-16
0.45
[107]
20
2.5E-16
0.83
[99]
20
1.7E-16
0.68
[108]
20
1.4E-16
0.71
[108]
20
--0.95
[53]
20
--0.95
[53]
20
2.5E-16
0.83
[95]
20
2.6E-16
0.78
[95]
20
1.6E-16
0.79
[95]
20
7.8E-17
0.64
[109]
20
7.3E-17
0.66
[109]
20
9.7E-17
0.58
[109]
20
1.6E-17
0.74
[8]
4.5 MylarTM (Polyethylene Terephthalate or PET)
RIC data for PET were not taken at USU. However, PET was included due to the high amount of
available RIC data reported in the literature (Table 4.9) and because of interest in using PET in conjunction
with spacecrafts. The relatively high amount of temperature-dependent RIC data available was also due to
its being such a commonly used polymer in industry.
PET has the most complex atomic structure considered so far, consisting of repeated ethylene
terephthalate units, - [𝐶10𝐻8 𝑂4 ]𝑛 - (see Fig. 4.9) This polymer is commonly used for a plethora of reasons
including polyester clothing and plastic containers for food and liquid [110]. However, its physical and
mechanical properties are highly dependent on the manufacturing process used [111]. Because of this, it is
not surprising that a large range of RIC values were found in the literature.

FIG. 4.9. Atomic structure of PET. PET has the most complex atomic structure considered so far, consisting
of repeated ethylene terephthalate - [𝐶10 𝐻8 𝑂4 ]𝑛 -mer units.
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Reported RIC ∆-values for PET had a range of 0.68 to 1.0, while 𝑘𝑅𝐼𝐶 -values had a range of
1.5𝑥10−19 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 1.9𝑥10−13 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 (Table 4.9).

Structural phase

transition temperatures for PET are highly dependent on the degree of crystallinity of the material, as well as
the types of methods used to measure them [112-117]. However, reported values have been compiled, and
the ranges approximated as 135 ℃ to 165 ℃ (408 K to 438 K) [111], [117-118]; 70 ℃ to 100 ℃ (343 K to
373 K) [69], [75], [111], [115-123]; and -100 ℃ to -65 ℃ (173 K to 208 K) [75], [123-126]. These ranges
are seen as shaded regions in Fig. 4.10.
The 135 ℃ to 165 ℃ (408 K to 438 K) transition range is that at which PET is annealed from an
amorphous to a more crystalline structure. Because PET is easily annealed to become more crystalline at
temperatures above ~135 ℃ (~408 K) [111], [117], [121], the thermal history of the PET sample material
could play a significant factor in the highest two RIC results obtained.

The lower phase transition

temperatures may contribute to the changes in ∆-values seen across those ranges, but there is no clear
indicator of a similar effect in 𝑘𝑅𝐼𝐶 with the RIC data available.
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FIG. 4.10. Compiled temperature dependent Δ and 𝑘𝑅𝐼𝐶 -values for PET [4], [7], [26], [33], [50], [52-54],
[63], [127-128]. Data taken at room temperature have been assigned a temperature value of 20 ℃. The blue
region corresponds to a phase transition temperature range of -100 ℃ to -65 ℃. The red region corresponds
to a structural phase transition temperature range of 70 ℃ to 100 ℃. The orange region corresponds to a
structural phase transition temperature range of 135 ℃ to 165 ℃. (a) Compilation of ∆-values from literature.
∆-values had a range of 0.68 to 1.0. (b) Compilation of 𝑘𝑅𝐼𝐶 -values from literature. 𝑘𝑅𝐼𝐶 -values had a range
of 1.5𝑥10−19 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 1.9𝑥10−13 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
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TABLE 4.9. Compiled literature RIC data for PET [4-5], [26], [33], [50], [52-54], [63], [127-128]. Data
taken at room temperature have been assigned a temperature value of 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
-130
8.0E-17
0.80
[26]
-108
8.0E-17
0.80
[26]
20
1.6E-17
0.96
[50]
20
1.6E-17
0.95
[33]
20
2.8E-17
0.95
[54]
20
4.4E-16
0.95
[54]
20
4.4E-17
0.95
[33]
20
1.6E-17
0.95
[33]
20
--0.95
[53]
20
--1.00
[52]
20
--0.83
[5]
20
1.6E-17
0.95
[127]
20
1.9E-19
0.89
[4]
20
1.5E-19
0.90
[4]
20
--0.95
[54]
20
--0.83
[128]
20
--0.95
[53]
20
2.4E-16
0.80
[26]
20
2.4E-19
1.00
[63]
20
9.0E-19
1.00
[63]
28
2.4E-19
0.87
[4]
30
2.6E-19
0.90
[4]
31
1.9E-16
0.80
[26]
68
4.4E-19
0.81
[4]
71.6
3.1E-19
0.80
[4]
78
6.9E-19
0.81
[4]
80
1.7E-16
0.78
[50]
85
6.2E-19
0.83
[4]
86
3.7E-19
0.81
[4]
95
4.3E-19
0.82
[4]
97
8.2E-19
0.80
[4]
97
4.0E-19
0.80
[4]
100
--0.83
[128]
130
1.9E-15
0.71
[50]
150
1.7E-15
0.68
[50]
4.6 KaptonTM (Polyimide or PI)
KaptonTM is a trademark name from Dupont in the United States. KaptonTM HN is the most common
type of KaptonTM used in spacecraft design, but Dupont sells other variations of KaptonTM as well. Other
countries have their own equivalent material, commonly reported as polyimide [129]. The problem is that
the term ‘polyimide’ is a generic name for polymers in which repeating units (or backbone) in the polymer
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contain imide groups (C2O2N) and varying radicals 𝑅1, 𝑅2, and 𝑅3 (see Fig. 4.11). In other words, the term
‘polyimide’ does not reflect a single, specific atomic composition [130-131].

FIG. 4.11. Generic composition of an imide group (C2O2N). Imide groups provide the backbone of
polyimide’s polymer chains. R1, R2, and R3 can be any radicals, which makes comparisons of polyimide
RIC results challenging.
Compiled polyimide data showed a spread of values in both 𝑘𝑅𝐼𝐶 (𝑇) and ∆(𝑇) (Tables 4.10 and
4.11). ∆-values ranged from 0.7 to 1.3, with values closer to 1 being the most common. 𝑘𝑅𝐼𝐶 -values tended
𝑠

𝛥

𝑠

𝛥

to range across five orders of magnitude, from 3.6𝑥10−19 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 4.0𝑥10−14 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙
𝑐𝑚)−1 , with USU values falling close to the median. Such a large range of values is not surprising—as
comparing like sample materials is difficult.
Polyimides have a large working temperature range, which is one of the reasons why KaptonTM is
such a popular material to use in spacecraft designs. In fact, Dupont’s downloadable summary of properties
for its KaptonTM HN films states that these films do not have a melting point and that the primary glass
transition temperature is in the temperature range of 360 ℃ to 410 ℃ (633 K to 683 K) [132]. This high
alpha transition is also verified experimentally [133].
Structural phase transition temperatures reported on KaptonTM-H materials have been studied
extensively by a group at the National Institute of Technology in India. They report approximate structural
phase transition (or relaxation) temperature ranges (shown in Fig. 4.12) as 30 ℃ to 50 ℃ (303 K to 323 K)
[134-139]; 80 ℃ to 130 ℃ (353 K to 403 K) [134-142]; and 180 ℃ to 240 ℃ (453 K to 513 K) [134-136],
[138-143]. Since no data were found for temperatures above 100 ℃ (~373 K), this last region isn’t included
in Fig. 4.12. The Indian group suggests that the lowest transition range may be related to water absorption
[134-135], [138-139]. As a result, this phase transition could potentially and primarily affect materials that
were not subject to a vacuum bakeout to release water molecules, especially for that RIC data taken at room
temperature.
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FIG. 4.12. Compiled temperature dependent ∆ and 𝑘𝑅𝐼𝐶 -values for PI [33], [52-53], [63], [108], [127], [144150]. Literature values are shown as black markers. USU data are shown as red markers. Data taken at
room temperature have been assigned a temperature value of 20 ℃. The blue region corresponds to a
structural phase transition temperature range of 30 ℃ to 50 ℃. The red region corresponds to a structural
phase transition temperature range of 80 ℃ to 130 ℃. (a) Compilation of ∆-values from literature and USU
measurements. ∆-values had a range of 0.68 to 1.32. (b) Compiled 𝑘𝑅𝐼𝐶 -values from literature and USU
𝑠

𝛥

𝑠

𝛥

measurements. 𝑘𝑅𝐼𝐶 -values had a range of 3.6𝑥10−19 ( ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to 4.0𝑥10−14 ( ) (𝑜ℎ𝑚 ∙
𝑟𝑎𝑑
𝑟𝑎𝑑
𝑐𝑚)−1 .
RIC data from USU on KaptonTM HN is what is used in Fig. 4.12, but USU also took RIC data on
two other sample varieties of KaptonTM: KaptonTM FN and KaptonTM E (Tables 4.12 and 4.13). KaptonTM
FN is a KaptonTM HN material with a coating of FEP on both sides. The exact composition of KaptonTM E
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is unknown but is assumed to be similar to KaptonTM HN. At the time of acquisition, Dupont had not revealed
its exact composition, but was keeping it as a trade secret.
A comparison of USU results on these three types of KaptonTM is shown in Fig. 4.13. For these
results, 𝑘𝑅𝐼𝐶 (𝑇)-values were consistent within an order of magnitude, while ∆(𝑇)-values were as varied as
those reported in the literature for general polyimide results.

FIG. 4.13. Compiled RIC data from USU for three types of KaptonTM material. KaptonTM HN data are
shown as red markers. KaptonTM FN data are shown as black markers. KaptonTM E data are shown as blue
markers. Data taken at room temperature have been assigned a temperature value of 20 ℃. (a) Compilation
of ∆-values from USU KaptonTM measurements. ∆-values had a range of 0.75 to 1.32. (b) Compiled 𝑘𝑅𝐼𝐶 𝑠

𝛥

values from USU KaptonTM measurements. 𝑘𝑅𝐼𝐶 -values had a range of 3.5𝑥10−18 (𝑟𝑎𝑑 ) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1 to
7.2𝑥10−17 (

𝑠
𝑟𝑎𝑑

𝛥

) (𝑜ℎ𝑚 ∙ 𝑐𝑚)−1.
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TABLE 4.10. Compiled literature RIC data for PI [33], [52-53], [63], [108], [127], [144-150]. Data taken
at room temperature have been assigned a temperature value of 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
Reference
𝒓𝒂𝒅
20
--0.96
[144]
20
1.1E-17
0.95
[52]
20
--0.85
[53]
20
1.9E-17
0.82
[33]
20
1.9E-17
0.82
[33]
20
1.9E-17
0.82
[127]
20
--0.68
[145]
20
1.9E-16
1.00
[146]
20
8.0E-17
0.90
[147]
20
3.1E-14
0.82
[108]
20
4.0E-14
1.00
[108]
20
--0.93
[53]
20
5.1E-18
0.94
[148]
20
4.8E-18
0.94
[148]
20
3.6E-18
0.94
[148]
20
3.2E-18
0.94
[148]
20
2.4E-18
0.94
[148]
20
1.6E-18
0.94
[148]
20
1.6E-18
0.94
[148]
20
1.6E-18
0.94
[148]
20
3.4E-18
0.94
[148]
20
2.9E-18
0.94
[148]
20
1.1E-18
0.94
[148]
20
1.1E-18
0.94
[148]
20
8.5E-16
0.71
[149]
20
1.0E-16
0.91
[150]
20
5.5E-19
1.00
[63]
20
3.6E-19
0.96
[63]
20
1.7E-17
1.12
[63]
TABLE 4.11. USU measurements of RIC data for KaptonTM HN [8]. Please note, all room temperature data
have been assigned a temperature of 20 ℃. As a result, Gillespie data [8] has been changed from 22 ℃ to
20 ℃.
𝒔 𝜟
Temperature (℃)
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
∆(𝑻)
𝒓𝒂𝒅
-170
1.8E-17
0.94
-170
1.7E-17
1.00
-150
6.9E-18
1.26
-150
5.9E-18
1.32
-60
6.7E-18
1.00
-41
2.1E-17
0.97
20
6.0E-17
0.90
20
1.9E-17
0.90
20
2.1E-17
0.90
20
4.7E-18
0.75
60
2.0E-17
0.92
60
1.5E-17
1.05
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TABLE 4.12. USU measurements of RIC data for KaptonTM FN. Please note, all room temperature data
have been assigned a temperature of 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
𝒓𝒂𝒅
-41
3.5E-18
1.00
20
3.9E-17
0.87
20
1.1E-17
0.90
TABLE 4.13. USU measurements of RIC data for KaptonTM E. Please note, all room temperature data have
been assigned a temperature of 20 ℃.
𝒔 𝜟
𝒌𝑹𝑰𝑪 (𝑻) [(
) (𝒐𝒉𝒎 ∙ 𝒄𝒎)−𝟏 ]
Temperature (℃)
∆(𝑻)
𝒓𝒂𝒅
-60
1.8E-17
1.00
-60
1.8E-17
1.10
-41
1.4E-17
1.00
20
7.2E-17
0.92
20
7.1E-17
1.00
20
8.0E-17
1.20

4.7 Results and Conclusions
RIC data for five commonly used polymeric materials in spacecraft design have been compiled and
graphed. Comparing these RIC data is difficult due to differences in material acquisition, sample preparation,
analysis procedures, as well as the thermal history within experiments. While the lack of description detail
in the literature makes analyzing the effect of the first three of these reasons almost impossible, it was possible
to graph reported phase transition ranges along with the RIC data for consideration of the possible thermal
effects to RIC data.
Future work is necessary to establish the exact nature of the relationship between the phase transition
temperatures and RIC results. It is also probable that the phase transition temperatures themselves will also
depend on the same sample preparation procedures discussed earlier. Phase transition measurements on
materials prepared according to ASTM standards [47-48] should be done to verify accurate temperature
ranges for use in RIC analysis. Other suggested future studies include establishing the nature of polymer
chain length and degree of crystallization on a material’s RIC behavior.
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