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Abstract
Realistic analysis of geophysical formations depends heavily upon finite difference based
simulation techniques. Todate, there has been a lack of systems that generate three-dimen-
sional finite difference grids from input geophysical models. The finite difference grids are
rectilinear discretized representations of three-dimensional fields with varying material
property. This work develops and implements two algorithms to convert a given geophys-
ical geometry model in one of the two common forms of finite difference grid representa-
tion. The two common forms of finite difference grid representation are point sampling
and material property averaging. The algorithms have been implemented on serial (Sparc-
10) and MIMD machines (CM-5). Load partitioning and balancing issues for the parallel
implementations of the algorithms are discussed.
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Chapter 1
Introduction
Oil exploration relies heavily on the understanding of underground rock forma-
tions. The rock formations, also known as subsurface geophysical formations, have certain
characteristic properties. For example, the density of a sandstone rock formation will be
different from the density of limestone rock formations. Once certain characteristic mate-
rial properties are known for the subsurface geophysical formations, it becomes possible
to predict the presence of oil. For example, if the material properties indicate the presence
of a highly porous layer of rocks, a necessary condition is fulfilled. In some cases, the
study of the characteristics of subsurface geophysical formations is facilitated by formu-
lating models of the subsurface geophysical formations. These three-dimensional models
are also known as geometry models.
The analysis of the subsurface geophysical formations can be done using various
techniques. The following steps describe a data generation and comparison technique. A
first step involves the acquisition of field data. This involves means of investigation of the
physical structure of subsurface geophysical formations. For instance, exploratory acous-
tic signals can be transmitted into the surface. These signals are reflected by the subsur-
face geophysical formations depending on their material properties. The reflected signals
are received and stored. This data is next analyzed which provides the basis for formula-
tion of geometry models of the subsurface geophysical formations. The method of field
data collection applied initially to subsurface regions of interest is then applied to the
model formulated in a simulation environment. If the output from the simulation is in
agreement with the real field data collected, the model is accepted as a good or reasonable
representation of the actual subsurface geophysical formations. Otherwise, the simulation
output and the real field data are simultaneously used to improve the initially proposed
model. This procedure can be iterated until the model proposed provides an acceptable
match between the simulation output and the actual field data obtained. The finally agreed
upon model represents the explorer's state of knowledge of the subsurface geophysical
formations and can be used as a basis for subsequent steps in the oil exploration.
The analysis of subsurface geophysical formations can be divided into the follow-
ing steps:
* Collection of field data.
* Analysis of field data.
* Design of models.
* Verification of models via simulation.
The models of subsurface geophysical formations are three-dimensional geometry
models that partition a given subsurface space into volumes with different properties.
Hence, the model provides boundaries of different regions in the subsurface space and
material properties of each of these regions. The simulators which simulate field data col-
lection on a given model, take the model as input in a pre-specified format. One form of
pre-specified format requires conversion of the three-dimensional geometry model into a
three-dimensional finite difference grid. A three-dimensional finite difference grid is sim-
ply a three-dimensional space with specified points that are discretely spaced along each
of the three dimensions. Each point of the finite difference grid is given a value depending
on the value of the material property at the corresponding coordinate of the geometry
model.
This project will research and implement an application that automatically gener-
ates the required input for simulators for a given input geometry model. That is, the appli-
cation converts the given geometry model into a finite difference grid that constitutes
input for the simulators. In the past, such an implementation has not been possible, prima-
rily because of the lack of the requisite strong computational power and a sophisticated
and reliable modeling software. The input for various simulators had to be manually gen-
erated by special purpose software. This was often a complex and laborious task, since
such software had to be uniquely written for a given geometry model. It was difficult to
change the model which the grids represented and to generate grids representing complex
structures. With the maturation of the modeling software and the availability of powerful
computational systems, the goal of building an automated grid generator for a given
geometry model can be finally realized. An automated grid generator provides the ability
to generate a wide spectrum of grids based on the specifications of the simulators. Also,
such a system provides the ability to interactively regenerate grids as the models are
changed or modified. This is an important advantage, as there might be a need to change
the models based on the simulation results.
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Figure 1.1: Project schema
Figure 1.1 describes the schema of this project. The geometry model shown in Fig-
ure 1.1 (b) shows two bed formations with a borehole running through them. The finite
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difference grid generator, or finite difference gridding application as shown in Figure 1.1
(c) is the result of work done in this project. The application takes as an input a geometry
model and generates a finite difference grid, as shown in Figure 1.1 (d). Once the finite
difference grids are generated, they are used as an input to various simulators.
This thesis work is unique in the sense that such an application, within the domain
of geophysical modeling and simulation, has not been developed before. The ability to
generate finite difference grid automatically will facilitate generation of well developed,
complex models that better represent subsurface geophysical formations. Also, it will pro-
vide an effective platform for testing the strengths and weaknesses of the modeling and
simulation software.
1.1 Thesis Overview
The next chapter describes the motivations for this project. That will be followed
by Chapter 3 which describes the design of the finite difference gridding application.
Chapter 4 discusses the implementation of the finite difference gridding application.
Chapter 5 is the conclusion.
Chapter 2
Motivation
The field of automated grid generation is fairly young. It is only recently that seri-
ous efforts are being made towards strong and reliable grid generation systems. This is
probably due to the fact that there is a sufficiently high demand of such systems caused by
the development of a wide variety of systems that take advantage of such grids. This, com-
bined with the fact that relevant mathematical techniques and more powerful computers
have been developed, makes the field ready for highly efficient and easy to used grid gen-
eration systems.
The years from 1970 to 1985 saw the first serious effort towards the creation of
grid generation systems [Thompson, 1992]. This mostly involved the development of
mathematical techniques to efficiently generate grids. The next five years saw the first
generation of multi-purpose grid generation codes such as GRAPEVINE, GRIDGEN,
ICEM and others. These codes have been used widely. They provided a platform for
development of techniques and design for grid generation. The next generation of codes
should benefit from them and improve on efficiency and graphical intractability. One
interesting project, for example, is the The National Grid Project at the Mississippi State
University [Thompson, 1992]. It aims at building a comprehensive system for grid gener-
ation based on the earlier implementations and combining their expertise.
Most of the above mentioned grid generation systems have been designed for anal-
ysis in areas such as fluid dynamics and computer aided design. For geophysical model-
ing, the requirements and specifications of the grid generation system vary and most of the
existing grid generation systems do not meet these specifications. The following section
will provide a background on the requirements of grid generation systems in geophysical
analysis. This section will also include a comparison of presently available commercial
and research gridding systems. The subsequent section states the finite difference grid
generation problem addressed in this work.
2.1 Background
Geophysical analysis deals with subsurface geophysical formations such as rock
beds, faults, horizons and their material properties. The modeler used to represent subsur-
face geophysical formations should be able to represent descriptions of such complex for-
mations. The nature of the subsurface geophysical formations requires that non-manifold
entities such as faults be represented. The representation should also be able to deal with
structures that change rapidly in curvature, such as salt domes. The figure below illustrates
a two-dimensional slice though a three-dimensional geophysical model with beds, a fault
and a salt dome.
ds
Fault
Salt Dome
Figure 2.1: Example of a geophysical geometry model
The descriptive models for subsurface geophysical formations use various kinds of
representations. One way of representing three-dimensional volumes is by defining sur-
faces in three space that bound the volumes. For example, one form of representation of
such surfaces involves an analytical representation and is called NURBS or nonuniform
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relational B-splines [Riesenfeld, 1973] [Tiller, 1983]. NURBS are used on a large scale by
the industry and are often considered an industry standard [Chiyokura et al., 1990]. They
model surfaces by defining a mesh of control points which constitutes a fairly efficient
mathematical representation. However, because the surface is defined by control points,
the shape of the surface can only be modified by moving these control points. Hence,
direct modifications of the surface shape is not possible. Also, the boundary curves cannot
be added or deleted freely when modifying the shape. This makes it extremely difficult to
represent non-manifold structures, as the model cannot be modified in arbitrary locations.
Regions of rapidly changing curvature and high curvature are difficult to represent using
NURBS, as they require several local control points for an accurate mapping.
The above mentioned restrictions posed by NURBS make them unusable for geo-
physical surface descriptions. Another means of modeling subsurface structures is a trian-
gulated surface representation. This involves covering a given surface by triangles. Such a
representation is well suited for the requirements, as it allows for localized editing of mod-
els. For example, a hole can be inserted at any location on the surface by only modifying
the triangles close in location to the hole. For the same reasons, non-manifold entities can
be added easily and the model can have rapidly changing complexity. Hence, the triangu-
lated surface representation matches better with the requirements of geophysical analysis
than the NURBS representation. A drawback to the triangulated surface representation is
that its implementation is not efficient since a complex geometry model might be repre-
sented by millions of triangles.
Material properties of the subsurface geophysical structures, also play an impor-
tant role in geophysical modeling. For example, an important characteristic of a bed of
rocks is its density. Material properties can also vary with orientation. For example, con-
sider a model that represents two layers of rock, limestone on the top and sandstone on the
bottom. The material property of the boundary is sandstone, if viewed from the top and
limestone if viewed from the bottom. Oriented material properties imply that the material
property along the boundary be described by an orientation. The model should also be
able to incorporate oriented material property values for the geometry models.
The XOX geometry modeler is the only commercial geometry modeling system
that matches well with the geophysical modeling requirements. It will be described in
greater detail in section 3.1
2.1.1 A survey of commercial and research grid generators
This survey studies presently available commercial and research grid generation
systems. The aim of this survey is to identify whether any of the present grid generation
systems are capable of performing the task of generating finite difference grids from
geometry models. The requirements of the grid generation systems are explained above.
Most of the commercially available grid generation systems such as, FEGS Automatic
Meshing Environment [FEGS], MSC/XL [MSC], Algor [Algor], COSMOS/M [COS-
MOS/M], GEOMPACK [Joe, 1993] concentrate on generating inputs for finite element
analysis and not finite difference analysis. Other gridding systems are not stand alone and
are usually packaged with specific analysis packages. Examples of such systems include
Algor [Algor], COSMOS/M [COSMOS/M]. GRIDGEN [Chawner and Steinbrenner,
1992] has primarily been developed for fluid dynamics applications and generates grids
for use in numerical solution of partial differential equations. Other systems such as True-
Grid [TrueGrid] and the grid generation system at the National Grid Project are NURBS
based and do not seem to provide an interface to geometry modelers that match with the
above discussed requirements for geophysical analysis. Hence, we are not aware of com-
mercial or research systems that meet the requirements for this project.
2.2 Problem Statement
This thesis aims to develop an automated finite difference grid generator for geophysi-
cal analysis. The particulars of the generated grids will be specified by the simulator envi-
ronment. However, the main features of the requisite grid generation can be listed as
follows:
* An ability to represent non-manifold structures, such as holes and cracks.
* An oriented material property representation.
* Modularity for rapid changes in the model complexity.
* Ability to be used with a variety of simulator environments.
* Applicable for geometric models that use triangulated surface representations.

Chapter 3
Finite Difference Gridding Application Design
The previous chapter demonstrated a lack of finite difference gridding applications
for geophysical analysis. The aim of this project is to build such an application. The finite
difference gridding application requires two main inputs: a geometry model and the simu-
lator specifications for the finite difference grid. The application produces as its output a
finite difference grid that represents the geometry model according to the given specifica-
tions. The geometry input models will be generated using the XOX geometry modeler dis-
cussed in section 3.1 of this chapter. The other input, the grid specifications, which
describes the details of the finite difference grid to be generated are discussed in section
3.3 of this chapter.
As mentioned previously, each coordinate of the finite difference grid represents
the material property of the corresponding coordinate or a small region around the corre-
sponding coordinate of the geometry model. In generating finite difference grids, two
main techniques are used to analyze the material property of a coordinate in geometry
model. These material property evaluation techniques are discussed in section 3.2 of this
chapter. An overview of the finite difference gridding application is provided in section
3.4.
3.1 XOX Geometry Modeler
The XOX modeling system [Shapes, 1993] generates geometry models that repre-
sent subsurface geophysical formations. XOX provides a highly advanced geometry mod-
eling library called Shapes. Shapes is an object oriented library which uses analytic and
triangulated surface representations to define surfaces. It allows for non-manifold geome-
tries and material property representations.
Complex models in XOX can be created from some basic XOX geometries that
are one, two or three dimensional, such as curves, lines, planes, cylinders, box volumes,
etc. XOX provides various operators for these XOX geometries. For example, a XOX
geometry defining a cylindrical volume in space can be imbedded into a XOX geometry
defining a box. The resultant XOX geometry will represent a cylinder in a box, provided
that the box size is larger than the cylinder. This resultant XOX geometry model now has
two three-dimensional XOX geometry sub-volumes. With the use this and other such
operators, subtract, union, intersect, etc., complex geometry models can be created. There-
fore, XOX divides a given space into various component sub-volumes. Material properties
for each of these sub-volumes are then defined.
XOX also provides the ability for querying the geometry model for various details.
For example, a given geometry model can be queried for its one, two or three dimensional
components. Consider a geometry model which consists of a box with a plane running
through the center. The plane splits the box into two smaller boxes. If XOX is queried for
the sub-volumes, the query will return two XOX geometries representing the two sub-vol-
umes of the geometry model. Similarly, the geometry model can also be queried for two
and one dimensional XOX geometries that compose the geometry model. If a XOX geom-
etry sub-volume exists, it can be accessed for its material property values. XOX also pro-
vides routines which calculate the numerical volume of XOX geometry sub-volumes.
One important component of this work is the ability to query material properties at
various locations in the geometry models. This is done by classification. Classification is
the process of determining how two geometric entities, say gl and g2, intersect. The out-
put classifying entities gl and g2 consists of the following parts: First, the subset of gl
inside g2. Second, subset of gl on the boundary of g2. Third, subset of gl outside g2.
Fourth, subset of g2 inside g 1l. Fifth, subset of g2 on the boundary of gl and sixth, subset
of g2 outside g 1l. From this basic definition, intersect, union and subtract are defined.
A point in the geometry model can be classified to obtain its material property.
Such a classification should not modify the geometry model, i.e., it should be non-destruc-
tive. Whenever the geometry model is modified, copies of its original state need to be pre-
served. Such preservation can be very costly in terms of memory. XOX overcomes this
limitation by providing for non-destructive classification routines.
The geometrical representations used by XOX and the various operations provided
by it makes it very suitable to be used by the finite difference gridding application to
assign material property values to the finite difference grid nodes.
3.2 Material Property Evaluation
The finite difference grid node values represent the material properties in the
geometry model. These grid nodes are mapped from a corresponding location in the
geometry model. The evaluation of the material property value for a given node of the
finite difference grid location can be done by two different methods: point sampling and
material property averaging. In point sampling the material property value assigned to a
finite difference grid node is found by evaluating the material property at the correspond-
ing node location in the geometry model. In material property averaging a finite difference
grid cell volume in the geometry model that contains the location corresponding to the
node of interest in the finite difference grid is considered. The material property value
assigned to the finite difference grid node is found by averaging the material property val-
ues over their finite difference grid cell.
finite difference
. grid node
location
finite difference
grid cell
Figure 3.1: Illustration of material property evaluation techniques
Consider a two dimensional finite difference grid cell with a unit area. The cell
location is chosen such that the finite difference grid node location is at the center of the
cell. The cell has a change or discontinuity in the material property which divides it into
two parts. One part has a material property of 3 units and an area of 2/3 and the other has a
material property of 9 units and an area of 1/3. If the material property is calculated using
the point sampling technique, the finite difference grid node is assigned the value at the
corresponding location in the geometry model. For the example in Figure 3.1, the finite
difference grid node will be assigned a value of 3. On the other hand, if the material prop-
erty was calculated using the material averaging technique, the material property of the
finite difference grid node will be the average of the material properties in the entire finite
difference grid cell. In this example, the finite difference grid node will be assigned a
value of 5 = ((1/3)*9 + (2/3)*3)
The material averaging technique has the effect of smoothing discontinuity in the
material property since nodes located near the discontinuity will have a material property
which is averaged over the grid cell region. For example, point sampling a geometry
model with a planar material property discontinuity oriented at an oblique angle will result
in a grid which contains a staircase effect. The locations of the steps in the stair will
depend on where the center points of the grid cells lie with respect to the discontinuity.
Some finite difference simulators are sensitive to abrupt changes in material prop-
erties and may require much finer finite difference grids with a large number of grid nodes.
Also, simulators that run on point-sampled models may inaccurately model certain shape-
sensitive phenomena, as point sampling produces an approximation of the actual geometry
model. Finite difference grids based on material property averaging are very useful for
such simulators. Even though the material property averaging technique may be more
costly than the point sampled technique, it may greatly reduce the number of nodes
required in the grid.
3.3 Grid Specifications and requirements
The finite difference grids generated will be three-dimensional rectilinear grids
with regularly spaced nodes. Grid specifications describe the details of the finite difference
grid to be generated and are specified by the finite difference simulator. Grid specifications
describe two main details of the finite difference grid. They specify the region in the
geometry model which will be used for generating the finite difference grid and the partic-
ulars of the grid, such as the number of nodes in the x, y and z axes.
The grid specifications contain the following information:
* The region describing the geometry to be gridded is represented by two extreme
points, (xo, yo, z0) and (x1, yl, zl) where x1 > xo, Y1 > Yo and z1 > zo
* The number of grid nodes in the X, Y and Z axis. These are represented by x_count,
y_count and z_count.
* Spacing between the grid nodes. Parameters dx, dy and dz represent the regular spac-
ings in the X, Y and Z directions respectively.
* A vacuum value to describe the value of the material property attribute in vacuum.
This value is used only when the gridding region passes the boundaries of the geom-
etry model. The regions past the boundaries are considered as vacuum regions
because material property is not defined for such regions. Also, geometry models
can have empty spaces within them where the material property is not defined. One
example is an annular shape.
" The write order describes the manner in which the finite difference grid is written to
memory and the output file. It describes the memory locations for grid nodes. For
example, if the write order is the z axis followed by the y axis followed by the x axis
then the memory location for grid node located at grid coordinates (0, 0, 0) will be
adjacent to the memory location for the grid node located at coordinates (, 0, 1).
This will be discussed in further detail later.
* An output filename parameter which contains the name of the output file which will
contain the finite difference grid.
* For point sampling grids only: The scan line direction specifies the direction in which
scan lines are passed. This part of the specification will be clarified later in section
4.1 with the discussion of the scan line sampling techniques.
* For material averaging grids only: The tolerance value describes the accuracy with
which the volume of the grid cell is calculated.
The following figure illustrates the grid specifications for a two dimensional case.
ount
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containing a grid
Figure 3.2: Grid spedflcations
Finite difference grid specifications vary for different finite difference simulators.
One important requirement for certain finite difference simulators is that the grids gener-
ated contain on the order of a few hundred million grid nodes. Such a requirement far
exceeds the capabilities of present day workstations for two important reasons. First, the
size of such grids exceeds the memory capacity of workstations and second, the time
taken to generate is too long. For example, a grid with 250 million nodes, with each node
represented by a 4 byte sized data type will require (250Million * 4) or 1 Gigabyte of stor-
age. Sample generations of grids containing 250 million nodes on a serial machine took
about 18-20 hours. However, such size and time requirements can be handled well by
supercomputers. Supercomputers are designed for high performance, data intensive com-
putations and are therefore well suited for finite difference grid generation.
3.4 Finite difference gridding application overview
The finite difference gridding application will have the following general design:
Accept inputs and allocate memory for the finite difference grid
Assign material property to grid nodes based on either of the following two methods
Point sampling material property evaluation
Material averaging material property evaluation
Write thefinite difference grid residing in memory to a specified output file
3.4.1 Input
Of the two inputs of the gridding application, a geometry model and the specifica-
tions for finite difference grid to be generated, the specifications are passed in as command
line arguments.
The application first parses the command line arguments and stores them in a
memory data structure as grid specifications. Next, memory is allocated for the grid based
on the input specifications. The size of this memory allocation is (x_count * y_count *
z_count * sizeof(gridnode data type)). The grid node data type is the data type used by the
grid to store the material property value. Some possible values are integers and floats.
3.4.2 Assignment of material property
Based on the requirements of the simulators, the material property evaluation is
done either by the point sampling technique or the material averaging technique. Efficient
implementation of algorithms to generate both of these types of grids will be discussed in
later chapters.
The algorithms that assign the material property values to grid nodes will do so
based on material property evaluations at corresponding location in the geometry model.
Once the material property is evaluated, it is assigned to the memory location of the grid
node.
The finite difference grid node location in the geometry model can be easily calcu-
lated from the grid specifications. For example, the finite difference grid node location
(0,0,0) corresponds to (xo, yo, zo) in the geometry model. In general, the location of the
finite difference grid node (a, b, c) will be (xo+a*dx, yo+b*dy, zo+c*dz) in the geometry
model, where a varies from 0 to x_count -1, b varies from 0 to y_count -1 and z varies
from 0 to z_count -1.
Once the material property of the grid node is obtained, the memory location of the
grid node depends on the write order. The memory for the finite difference grids will be
allocated as a single block by the finite difference gridding application. As the material
properties for various grid nodes are obtained, the corresponding memory location is
assigned this value. The write order determines the layout of the grid in memory. For
example, say write order dictates that the fastest varying axis is the z axis, followed by the
y axis and the slowest one is the x axis. Then the memory location for a grid node (a, b, c)
will be c + (b * z_count) + (a * z_count * y_count), where a varies from 0 to x_count -1, b
varies from 0 to y_count -1, and z varies from 0 to z_count -1.
3.4.3 Output
Once the grid nodes are assigned the material property values, the grid in memory
is written to an output file. The name of the output file is given by the specifications.
3.5 Implementation and testing
The point sampling and the material averaging algorithms for the finite difference
gridding application are implemented on the serial Sparc-10 and the massively parallel
processor, the CM-5. The aim of parallel processing, is to reduce the processing time by
algorithmically dividing gridding task into sub-tasks, each of which can be worked upon
by different processors.
Testing of the application will follow implementation. The testing will be per-
formed on industrial strength, complex geometry models. Also, tests will be performed to
judge the costs of the algorithm.

Chapter 4
Finite Difference Gridding Application Implementation
A finite difference gridding application generates finite difference grid representa-
tion of a three dimensional geometry model. This involves assigning a value to each node
of the finite difference grid based on the material property at or around the corresponding
coordinate in geometry. The node values are calculated using one of the two techniques,
point sampling or material averaging.
Generation of some large or complex finite difference grids can be memory or
computationally intensive. Such grids might be impossible to generate on serial worksta-
tions. Hence, an implementation of point sampling and material averaging algorithms is
also studied on parallel supercomputers. The serial implementations of the point sampling
and the material averaging algorithms are described in sections 4.1 and 4.2. The subse-
quent section discusses the design and architecture of the massive parallel processor, CM-
5. This discussion will facilitate the following descriptions of the parallel point sampling
and parallel material averaging algorithms.
4.1 Serial Point Sampling Algorithm
The serial point sampling algorithm generates point sampled grid nodes on a serial
machine such as the Sparc 10. The point sampling technique assigns a finite difference
grid node the material property value of the same location in the geometry model. The
scan line algorithm explained next is a proposed solution for generating point sampled
grids. It is similar to the two-dimensional scan line algorithm used in image pixel filling
[Foley and Van Dam, 1984]
4.1.1 Scan Line Point Sampling Algorithm Design
The material properties remain constant within a given sub-volume of the geome-
try model. A sub-volume, as mentioned earlier, is a XOX three-dimensional geometry that
cannot be decomposed into further three-dimensional geometries. The material property in
a XOX geometry model changes only at interfaces or boundaries of the sub-volumes in
the model. The scan line algorithm detects finite difference grid nodes at locations adja-
cent to sub-volume boundaries. Such grid nodes are also called boundary grid nodes. The
algorithm then assigns material property values to the boundary grid nodes and uses this
values to assign material property to all the nodes that lie in between the boundary grid
nodes.
General Design
Detect boundary grid nodes.
Group together boundary grid nodes that lie in the same sub-volume.
Identify the sub-volume and retrieve its material property.
Assign the retrieved material property to the boundary grid nodes and the grid nodes
that lie in between the boundary grid nodes.
Design Details
Detect boundary grid nodes.
For the detection of boundary grid nodes, one dimensional lines, or scan lines are
generated at regular intervals in the geometry model. These lines are next intersected with
the geometry model using XOX. The intersection operation breaks a given scan line at
locations where it crosses sub-volume boundaries. Hence, the scan line is broken into var-
ious line components. The following figure illustrates the technique for a two-dimensional
example. Figure 4.1 (a) illustrates a geometry model with three beds and a salt dome. In
order to detect sub-volume boundaries in this model, scan lines are passed, as illustrated in
Figure 4.1 (b). Figure 4.1 (c) illustrates the line components and the locations where the
scan line gets broken up.
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Figure 4.1: Detection of boundary grid nodes using scan lines
The end points of each line component are found by querying XOX. These end
point locations are then used to find the finite difference grid nodes closest to them. This
will usually return two boundary grid nodes, but may also return one or no boundary grid
nodes if the size of the line component is very small. For now, assume that two boundary
grid nodes are returned.
Group together boundary grid nodes that lie in the same sub-volume.
The two boundary grid nodes retrieved lie in the same sub-volume and are hence
grouped together.
Identify the sub-volume and retrieve its material property.
Identification of the sub-volume containing the two end points of a line component
is done using the corresponding line component. XOX is queried for the XOX geometry
that contains the line component. The line component can either lie on a three-dimen-
sional geometry such as a sub-volume, or a two-dimensional geometry such as a plane, or
on a one-dimensional geometry such as a curve. If the XOX geometry is three-dimen-
sional, its material property can be retrieved using XOX. Else, if the XOX geometry is
two-dimensional, the three-dimensional geometries interfacing at this two-dimensional
geometry can be retrieved. One of them is chosen as the sub-volume containing the line
component and its material property is retrieved. Else, if the XOX geometry is one-dimen-
sional, the two-dimensional geometries interfacing with it can be found. One of the two-
dimensional geometries is chosen and is used to retrieve the interfacing three-dimensional
geometries. One of these three-dimensional geometries is selected as the sub-volume con-
taining the line component. The material property of the sub-volume finally selected is
then retrieved.
Assign the material property to the boundary grid nodes and the grid nodes that lie in
between the boundary grid nodes.
Next, the material property found is assigned to the two boundary grid nodes and
the finite difference grid nodes that lie between them.
4.1.2 Scan Line Point Sampling Algorithm Implementation Details
The scan line algorithm implements the basic scan line algorithm using the tech-
niques and details described in the previous section. This section provides further imple-
mentation details. The parameters used to describe the grid specifications in this section
are the same as in Section 3.3
The scan lines are created such that they pass through the locations of the finite dif-
ference grid nodes in the geometry model. That is, each finite difference grid node loca-
tion in the geometry model lies on some scan line. Finite difference grids are rectilinear
three-dimensional grids and thus, for the lines to match well with such a representation,
the obvious choice is to generate scan lines in either the X, Y or Z direction. The input
specifications specify the scan line direction. If no direction is given, the Z direction is
chosen as a default.
The scan lines are generated to match well with the description of finite difference
grid specifications. Suppose that the Z direction is chosen as the scan line direction. If the
geometry model region for finite difference grid generation is described by the two
extreme points (xo , Yo, Zo) and (xl , yl, z1), then the scan lines generated will be described
by the end points (xo+(m*dx), yo+(n*dy), z0) and (xo+(m*dx), yo+(n*dy), z1), where m
ranges from 0 to x_count -1 and n ranges from, 0 to y_count -1. Therefore, if a scan line is
generated with the end points as (xo , Yo, zo) and (xo, Yo, z1), its adjacent scan line will be
generated with end points at (xo+dx, Y0, zo) and (xo+dx, yo, z1), and so on. In this case, the
number of scan lines created is (x_count * y_count).
Because scan line are generated in accordance with the finite difference grid speci-
fications, it simple to locate the grid node locations closest to the end points of the line
components. If an end point of a line component lies at location (a, b, c), the grid node
closest to this location is ((round((a-xo)/dx)), (round((b-y0 )/dy)), (round((c-zo)/dz)))
In summary, the implementation of the scan line is as follows: (For simplicity,
assume that the scan line direction is the Z axis. LineBeginPoint and LineEndPoint are
arrays of size 3 and describe the begin and end points of the scan line. The 0 index of the
arrays corresponds to the x axis. Its index 1 corresponds to y axis and Index 2 corresponds
to the z axis.)
LineBeginPoint[3] =LineEndPoint[3] = zo
For ( ii = 0; ii < x_count, ii++)
{
LineBeginPoint[O] = LineEndPoint[O] = (x0 + dx*ii)
For (jj = 0, jj < y_count, jj++)
LineBeginPoint[1] = (yo + dy*jj)
LineEndPoint[1] = LineBeginPoint[1]
ScanLine = CreateNewLine(LineBeginPoint, LineEndPoint)
LineComponents = IntersectLineWithModel(ScanLine, GeometryModel)
For Each LineComponent
{
ContainingGeometry= FindGeometryContaining(LineComponent,
GeometryModel)
IfDimensions(ContainingGeometry) < 3 then
sub_volume = FindThreeDimensionalGeometryAdjacentTo(Con-
tainingGeometry)
Else
sub_volume = ContainingGeometry
MP_sub_volume = GetMaterialProperty(sub_volume)
EndPtsofLineComponents = GetEndPoint(LineComponents)
BoundaryGridNodes = GetBoundaryNodes(EndPtsofLineComponents)
For BoundaryGridNodes and NodeslnBetween(BoundaryGridNodes)
GridNode = MPsubvolume
4.1.3 Scan Line Execution Results
Several execution runs were performed on geometry models with varying com-
plexity. The complexity of a geometry model increases with increase in the number of
sub-volumes. The geometry models used are three dimensional geometry models contain-
ing a borehole geometry and horizons. The number of horizons varied from one to seven.
Figure 4.2 illustrates a two-dimensional slice through a few of these models. Figure 4.2 (a)
shows a geometry model containing a borehole and one horizon. Figure 4.2 (b) illustrates
a model with two horizons and 4.2 (c) illustrates a model with three horizons.
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Figure 4.2: Test run on various models for the scan line algorithm
The following graph illustrates the result of an execution on a Sparc 10. A finite
difference grid is generated, with x_count = 64, y_count = 32, z_count = 256. The scan
lines are generated in the direction of the Z axis.
Scan line time on a serial Sparc-i 0 with increasing model complexity
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As the number of horizons increases, the scan line breaks into a greater number of
components. For example, in Figure 4.3 (a) the scan line will break into at most two com-
ponents whereas, in Figure 4.3 (c), the scan line will break into at most four components.
The test runs show that the execution time increases linearly with the number of com-
ponents of the scan line. Hence, in order to optimize on execution time performance, the
scan line direction should be chosen such that the number of components generated is
minimum, provided that the number of scan lines in each direction is the same. It is
assumed that the user of the finite difference grid generator has the best idea about the par-
ticulars of the geometry model and will make an optimal decision.
4.2 Serial Material Averaging Algorithm
Material averaging algorithms generate finite difference grids whose nodes repre-
sent material properties averaged over a finite difference grid cell volume of the geometry
model The binary partitioning algorithm described below describes an approach towards
generating material average finite difference grids. This approach is somewhat similar to
the octree spatial decomposition algorithm [Samet, 1989].
4.2.1 Binary Partitioning Algorithm Design
The binary partitioning algorithm partitions the input geometry model through the
center along different axes, recursively. At each stage, each of the two components pro-
duced are examined to determine whether the material property for the component can be
calculated or whether the component needs further partitioning. The exact recursive pro-
cedure is as follows:
Given a component of a geometry model
If the component is a sub-volume then
Retrieve its material property
Assign the material property to the finite difference grid nodes whose cells lie
in the sub-volume
Else if the component contains only one grid cell
Average the material property of the geometry model by observing its sub-vol-
umes
Else
Partition the geometry model through the center along an axis orthogonal to
the axis along which the previous partition was made. Call the algorithm
recursively for each of the two partitions formed.
Consider the geometry model illustrated in Figure 4.3 (1). This geometry model
contains two beds which interface at a plane. Assume that this geometry model encom-
passes four grid cells. When binary partitioning algorithm is performed on the geometry
model shown in Figure 4.3 (1), the first two conditions in the algorithm are not met. The
geometry model is neither a sub-volume nor does it contain only one grid cell. Therefore,
the geometry model is partitioned into two parts, A and B, along the x-axis. Next, the par-
titioning algorithm is recursively called for parts A and B. Figure 4.3 (2) shows the recur-
sive partitioning algorithm on part B. Part B also is neither a sub-volume nor does it
contain only one grid cell. Hence, it gets further partitioned along the z axis into parts C
and D. A recursive call is again made for the partitions C and D.
(1) x (2)
Figure 4.3: Illustration of binary partitioning algorithm
Part D is composed of only one sub-volume. Hence, the material property of this
sub-volume is retrieved and is assigned as the material property value for the finite differ-
ence grid node whose corresponding grid cell lies in part D. Part C is not a sub-volume,
however it contains only one grid cell (since the entire geometry model contains four grid
cells). Hence material property value for the grid cell contained in component C is calcu-
lated. Figure 4.4 outlines the calculation procedure involved.
Volume = VC1
Material
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Volume = VC
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Figure 4.4: Material property averaging for a grid cell
Consequently, the material property assigned to the finite difference grid node cor-
responding to the grid cell contained in component C is given by:
MaterialProperty (GridCell) = (VC 1 x MPI + VC2 x MP2) / (VC)
~I
The material property assigned to the grid cell is therefore simply the average of
the material properties of the sub-volumes in the cell weighted by the fraction occupied by
the sub-volumes.
4.2.2 Binary Partitioning Algorithm Implementation Details
The binary partitioning implementation invokes the recursive algorithm outlined
above. However, before the algorithm is invoked some initial setups have to be executed.
The details of the grid cells of the finite difference grid nodes are given by the grid
specifications. The grid cell size has width dx in the direction of the x axis, dy in the direc-
tion of the y axis and dz in the direction of the z axis. The number of grid cells in the
model is equal to (x_count * y_count * z_count). As mentioned earlier, the grid specifica-
tions describe the region of interest in the geometry model, or the region from which the
finite difference grid will be extracted. The parts of the geometry model lying outside the
region of interest need to be removed, since they may interfere with calculations inside the
region of interest. For example, suppose a geometry model contains two rock beds but the
region of interest lies completely in one of the rock beds. An observation of the geometry
model describing the region of interest should return a sub-volume. There is no way of
observing this sub-volume unless the parts of the geometry model outside the region of
interest are removed. Hence, an initial step in the algorithm is to draw a box volume
enclosing the region of interest. Next, the part of the geometry model contained in the box
volume is extracted using XOX. The recursive binary partitioning algorithm is then
invoked on the extracted region of interest in the geometry model.
The partitioning procedure of the algorithm ensures that the grid cells are never
partitioned. The following two-dimensional example illustrates the grid nodes and grid
cells contained in a geometry model. The specifications of the finite difference grid for this
example are as follows: The gridding region is described by the two extreme points, (0, 0)
and (3, 2), dx = dy = 1, x_count = 3, y_count = 2.
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Figure 4.5: Illustration of geometry model partitioning
If the partitioning occurs along the x axis, it cannot go exactly through the center
of the geometry model, as the grid cells located in the center will be split. The partition is
therefore moved such that the grid cells in the center lie in only one of the partitions. Let
the partition in this example occur at x =2. The geometry model gets split into parts A and
B.
Each partition is also assigned specifications that contain information in the same
format as the grid specifications. The partition specifications for part A describe the grid-
ding region by the two points (0, 0) and (2, 2) and parameters x_count = 2, y_count = 2, dx
= dy = 1. The other parameters remain the same as the grid specifications. Similarly, the
partition specifications for part B describe the gridding region by the two points (2,0) and
(3,2), x_count = 1 and parameters y_count = 2, dx = dy = 1.
The partitioning algorithm uses the partition specifications to obtain details about
the partition. For example, if the x_count, y_count and z_count are 1, then the partition
contains only one grid cell. In this case, the next step would be to perform the averaging
on individual sub-volumes of the grid cell. The partition specifications are also used in
conjunction with the grid specifications to identify the relative positions of the grid nodes.
4.2.3 Results
Two main tests were conducted to analyze the performance of the binary partition-
ing algorithm. The first one involved the performance analysis of geometry models with
increasing complexity. A grid of x_count = 1, y_count = 1 and z_count = 1 was generated
and the results are shown in the following graph:
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The x axis represents models with increasing complexity. The model represented
on coordinate 1 of the x axis corresponds to a geometry model containing a box. The
model represented on coordinate 2 of the x axis corresponds to a geometry model contain-
ing a box with one flat horizon. The model represented on coordinate 3 of the x axis corre-
sponds to a box containing a cylinder. The model represented on coordinate 4 of the x axis
corresponds to a box containing a cylinder and a flat horizon. The model represented on
coordinate 5 of the x axis corresponds to a box with one cylinder and two horizons.
The results show that the cost (in terms of computation time) of the material aver-
aging algorithm increases with the complexity of the input model. The cost rises rather
steeply from the model on coordinate 4 of the x axis to the model on coordinate 5 of the x
axis, showing that the cost of computation increases more sharply for models of greater
complexity. The rise in cost is much slower for models of lesser complexity.
Next, tests were conducted to calculate the number of partitions in the same geom-
etry model, with an increasing grid size. The geometry model represented a box contain-
ing a cylindrical volume.
Number of grid nodes Number of partitions partitions/grid node
64 63 0.9844
512 351 0.6855
4096 1535 0.3748
32768 6015 0.1836
Table 4.1: Test run to calculate number of partitions in material averaging
The number of partitions per grid node is high for smaller grids. This can be attrib-
uted to the fact, that for smaller grids, there are usually very few adjacent grid cells that lie
in the same sub-volume. As the grid size increases, the number of adjacent grid cells lying
in the same sub-volume increases and only the regions near boundaries in the geometry
model are partitioned.
4.3 The Connection Machine System
Large grids, on the order of a few hundred million nodes, are memory and compu-
tationally intensive to generate. The Connection Machine system CM-5 [CM-5 User,
1993] is well suited for such large, complex and data-intensive applications. It is a mas-
sively parallel system which provides extremely high floating point and integer execution
rates. Such a system is ideal for the project, as it also provides a high processor-to-mem-
ory bandwidth. The CM-5 provides a programming model in which different CM-5 pro-
cessors or CM-5 nodes execute applications independently. Such a model is referred to as
Multiple Instructions Multiple Data programming model or MIMD. More specifically, a
programming model will be used in which a single program is written and independent
copies of it run on different processors.This programming model is known as the hostless
programming model.
A CM-5 system may contain tens, hundreds, or thousands of parallel processing
nodes. For the purpose of this thesis, each CM-5 processor is a Sparcstation 2. The CM-5
system is usually divided into groups of parallel processing nodes. Such groups are known
as a partitions, and each program executes on a single partition. Each node on the CM-5
has an address or number associated with it, also known as the self address of the CM-5
processor. If a CM-5 partition size is 32 nodes, the self address ranges from 0 to 31. The
CM-5 system also provides for a high performance I/O system. The Scalable Disk Array
(SDA) is a high capacity, high throughput RAID [Patterson et al, 1987] file system which
provides a high I/O bandwidth disk storage system.
In order to take advantage of programming at the CM-5 processor level and have
modified versions of the serial finite difference gridding applications running on the CM-
5, the application is written in the C language and uses the CMMD - the Connection
Machine MIMD communication library. The CMMD library provides functionality for
both synchronous and asynchronous interprocess communications. In addition, CMMD
offers serial and parallel I/O facilities, based on UNIX I/O.
The CMMD file I/O facilities have to be carefully studied, as the finite difference
gridding application can generate large finite difference grids on the order of gigabytes.
CMMD provides for four I/O modes:
" Local Independent: This modes allows processors to execute completely independent
I/O operations.
* Global Independent Mode: This mode allows processors to access a single file for
independent reading and writing
* Global Synchronous Broadcast Mode: This mode allows processors to simulta-
neously read the same data from a file or a stream.
* Global Synchronous Sequential Mode: This mode allows processors to simulta-
neously read and write different parts of the data from the same file or stream. The
only constraint is that contiguous processors can write contiguous data. This is
shown in the following figure. Nodes can read or write a different amount of data
and the size of the read or write buffer can even be zero.
Figure 4.6: The global synchronous sequential mode
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The next section will discuss the implementation of the finite difference gridding
application on the CM-5.
4.4 Parallel finite difference grid generation
The aim for the parallel finite difference gridding application is to generate finite
difference grids using advantages offered by parallel computation of the CM-5. A copy of
the finite difference gridding application is run on each processor of the CM-5. Each pro-
cessor then generates the finite difference grid for a designated portion of the geometry
model. Next, the parts of the finite difference grid are written to an output file.
The parallel design of the algorithm requires that the CM-5 processors minimize
inter-process communication, avoid situations in which one CM-5 processor gets queued
up for tasks while other CM-5 processors wait for it to finish, (in other words, avoid bot-
tlenecks), and efficiently write the grid generated to the disk. Also, the division of the pro-
cessing task should be such that all CM-5 processors perform approximately the equal
amount of work. A good load balancing strategy implies an even division of task and a
minimization of bottlenecks.
Once each CM-5 processor generates a part of the grid, the grids are written to an
output file using a certain file I/O scheme. For this application, any independent file I/O
scheme in which the CM-5 processors independently write their part of the finite differ-
ence grid to a file in disk will be slower than a parallel write scheme. The independent file
I/O scheme provides a disk write rate of 10Kilobytes per second, whereas the global syn-
chronous sequential mode provides a disk write rate of 1 Megabyte per second per disk.
Therefore, the global synchronous sequential write to disk is between two and three orders
of magnitude (depending on the number of disks) faster than the independent disk write
scheme. Another reason that the independent I/O scheme is not suitable for this project is
that it might create bottlenecks at the processor in charge of the file I/O, as various CM-5
processors queue up to write to an output file. The global synchronous sequential file I/0
scheme takes advantage of the CM-5 architecture to efficiently write the parts of the finite
difference grid in one parallel I/O operation.
The CMMD Global Synchronous Sequential mode poses the constraint that con-
tiguous CM-5 processors write to contiguous locations in disk. In other words, the last
memory block written by a specific CM-5 processor, say node #p has to be followed by
the first memory block written by the CM-5 processor #p+1. This issue will be discussed
in greater detail in the implementation section.
Figure 4.7 demonstrates the process of parallel finite difference grid generation on
a CM-5 with 32 processors. The geometry model used in this example is a box containing
a cylindrical volume.
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Figure 4.7: Illustration of parallel implementation of the finite difference gridding
The geometry model is decomposed into various sections. Each section of the
geometry model gets allocated to a unique CM-5 processor. Each CM-5 processor then
generates a finite difference grid for the corresponding section. Once components of the
finite difference grids are generated by the CM-5 processors, the entire grid is written to an
output file by a parallel I/O operation.
4.4.1 Implementation Details
PO
Each processor of the CM-5 gets the same copy of the geometry model and the
grid specifications. The first task at hand is to determine a section of the geometry model
to be assigned to each processor for the grid generation. In order to use the serial finite dif-
ference gridding algorithms at the CM-5 processors, the sections of the geometry model
assigned to the processors have to be in a rectilinear box format. Thus, the entire geometry
model has to be decomposed further into smaller boxed regions. For an efficient decompo-
sition of the geometry model, parallel file I/O issues have to be considered. A parallel
write to disk is efficient when all the processors write their part of the finite difference grid
in one parallel file I/O operation rather than in multiple I/O operations that involve writing
smaller parts of the output file. In order to have the largest contiguous memory block gen-
erated by each processor, the decomposition of the geometry model into sections should
be along the slowest write order of the finite difference grid. Thus, the geometry model is
decomposed along the slowest write order into various sections. The sections should also
be defined such that the corresponding sections of one processor are contiguous to the cor-
responding sections of its neighboring processors. This automatically prepares each pro-
cessor to use the global synchronous sequential file I/O scheme once it is done generating
the finite difference grid.
However, there is another approach that uses the global synchronous sequential
file I/O scheme and is more efficient in terms of load balancing. The approach involves
splitting the geometry model into smaller pieces of similar complexity. Such pieces are
then stored in a global task queue. Each processor gets assigned to a piece and when it is
done with the gridding task, it queries the global task queue for any remaining pieces that
need gridding. Once all the pieces in the task queue are finished, the processors communi-
cate to rearrange the data such that contiguous data is on contiguous machines. Suppose
that a 1 Gigabyte sized finite difference grid is evenly split among a CM-5 partition con-
taining 32 processors. Also, suppose that the interprocess data transfer rate is 5 Mega-
bytes/second. Then the lower bound on time taken to rearrange the finite difference grid
among the processors will be approximately 6 seconds (1 Gigabyte / (32 * 5 Megabytes/
sec)). The time taken for rearrangement is not significant. However, the scheme is fairly
complicated to implement because of two main reasons. First, an efficient implementation
of the global task queue can get fairly complicated because the queue becomes a potential
bottleneck, whenever more than one processors tries to query the global queue. Secondly,
efficient methods of interprocess communication are rather involved. Many processors
may try to transfer data to the same processor and a situation may exist in which one pro-
cessor tries to send data to a busy processor when it could be sending data to another idle
processor. Such complicated conflict resolution issues have to be resolved carefully
because a poor implementation might result in an unoptimal performance. Other issues
also emerge such as the placement of the global task queue and the division of the geome-
try model. The global task queue may reside on one processor, or it may be distributed
among many processors, or a local copy of it may reside on each processor. The division
of the geometry model into smaller pieces of equal complexity is difficult since there is no
formal method of assessing the complexity of a region in the geometry model. These con-
siderations make the suggested approach difficult to implement in the time frame of this
project. Therefore, the original parallel scheme of breaking the geometry model into
pieces of approximately the same size and assigning contiguous pieces to contiguous pro-
cessors has been implemented.
Each processor makes calculations to determine its assigned section. A section is
allocated to a processor by modifying its grid specifications appropriately. The modifica-
tions involve describing the geometry model by the end points of the assigned section, and
the number of grid nodes along the slowest write order.
If the number of grid nodes along the slowest write order are less than the partition
size of the CM-5, each CM-5 node gets a region of size one or zero along the slowest write
order. If the processor's self address is less than or equal to the maximum number of grid
nodes on the slowest write order, then the section size along the slowest write order is one,
else it is zero. However, in most situations of practical interest, the number of grid nodes
in the slowest write order is greater than the partition size of the CM-5. When the number
of grid nodes in the slowest write order are greater than the partition size of the CM-5, an
effort is made to assign all the processors the same number of grid nodes along the slowest
write order. For example, if the partition size is 32 and there are 33 grid nodes in the slow-
est write order, then each processor, except Processor 0, gets one node and Processor 0
gets two nodes to grid. If there are 63 nodes in the slowest write order, then each node,
except Processor 31, gets two nodes to grid whereas Processor 31 gets one node to grid.
Once the section size is determined, the correct specifications are set for each of the pro-
cessors.
After sections of the geometry model are assigned, the point sampling or material
averaging algorithm is invoked on every processor. As the processors finish generating
their parts of the finite difference grids, they synchronize to write the finite difference grid
to an output file in parallel.
4.4.2 Results
Grid generation times were examined for point sampled finite difference grids with
varying sizes. The input geometry model described a box containing a flat horizon. Finite
difference grids ranging from about 1 million finite difference grid nodes to more than 250
million grid nodes were generated.
Point sampled finite difference grid generation on CM-5
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The solid line in the graph denotes the grid generation times and, the dashed line
denotes the time taken to write the grid to an output file. The time taken to write the grid to
an output file increases linearly with the number of grid nodes. The execution of the point
sampling algorithm is not quite linear with the number of grid nodes. When these execu-
tion times are plotted as a function of the number of scan lines, the following graph is
obtained. Hence, the execution time of the parallel point sampled finite difference grids is
almost linear with the number of scan lines.
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From a different set of results, a point sampled finite difference grid with 7.6 mil-
lion nodes representing a complex geometry took about 10 minutes to generate on the
CM-5, whereas a relatively less complex geometry model took 17 minutes to generate on
the Sparc-10. This constitutes an example of an instance in which the CM-5 took longer
for grid generation than expected. Such a situation arises if one or more processors receive
a more complex part of the geometry model than other processors. The processor operat-
ing on a more complex part of the geometry model will take longer to generate the finite
difference grid, which will increase the overall grid generation time. This suggests that a
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load balancing scheme will serve to assign tasks to processors such that each processor
takes approximately the same time to execute. Hence, a load balancing scheme will assure
that no single processor acts as a bottleneck in the time taken for grid generation. Appen-
dix A proposes a load balancing scheme for the point sampled finite difference gridding
application.
Chapter 5
Conclusion
This thesis investigated and developed an application that generates a finite differ-
ence grid representation of an input geophysical model to be used in simulations for geo-
physical analysis. The input geophysical models are three-dimensional geometry models
with specified material properties for sub-volumes of the geometry models. A survey of
the presently available commercial and research finite difference grid generators demon-
strated a lack of grid generation systems for geophysical analysis.
The finite difference grid generation involves assigning values to nodes of the
finite difference grid based on the material property of the corresponding coordinate in the
geometry model. Material property evaluation for finite difference grid nodes is done
using two techniques: point sampling and material averaging. In point sampling, the mate-
rial property value assigned to a finite difference grid node depends on the material prop-
erty of the corresponding location of the grid node in geometry model. In material
averaging, the material property value of the finite difference grid node is calculated by
averaging over a grid cell located around the corresponding coordinate in the geometry
model. Applications were developed using the two techniques, point sampling and mate-
rial averaging.
In order to efficiently generate large finite difference grids on the order of a few
hundred million grid nodes, applications were developed to run on the massively parallel
CM-5. The present parallel implementation suffers from a lack of an efficient load balanc-
ing technique. An unbalanced grid generation task can jeopardize the parallel computa-
tional advantages. A load balancing scheme for the point sampling algorithm is discussed
in Appendix A.
The finite difference gridding application developed was successfully used to gen-
erate point sampled and material average grids for complex geophysical geometry models.
Grids close to 250 million grid nodes have been generated. Such grids have been subse-
quently incorporated as inputs to various simulators.
This work lays a strong foundation for more sophisticated finite difference grid
generators. There are several avenues for improvement of this application. The application
developed can be modified to generate different types of grids, such as non-rectilinear
grids, cylindrical grids, and grids with irregularly spaced nodes. The material property val-
ues used in this project were assumed constant within a sub-volume. The application can
be modified to include material properties that vary continuously in the sub-volume.
Appendix A
A Load Balancing Scheme for Parallel Point Sampling
Load balancing strategies generally fall into two classes: dynamic and static.
Dynamic load balancing uses run time performance of various processors of the
system in order to distribute load. One of the various implementations of this scheme [Fox
et al., 1994], [Williams, 1990] has been described in Section 4.4.1. The scheme involves a
global task queue that stores parts of similar complexity in the geometry model. The idle
processors retrieve a part from the task queue and perform the finite difference grid gener-
ation on the part. This is done until the queue is empty. Then, the processors performed
data transfer in order to allow for global synchronous sequential file I/O. Even though this
load balancing scheme is efficient, it is fairly complicated to implement. As stated earlier,
various interprocess communications and global task queue maintenance issues need to be
addressed. Also, no elegant methods exist that analyze the complexity of regions in geom-
etry model. Hence, it is difficult to break up the geometry model into parts of similar com-
plexity.
Dynamic load balancing schemes in general involve a significant amount of inter-
process communication the overheads of which may limit the usefulness of the schemes.
Therefore, such a strategy would be fairly complex to implement for its rewards.
Static load balancing distributes data depending on estimated load of each proces-
sor [Fox et al., 1994]. This might involve an equal partitioning of a geometry model with
uniform complexity or an evaluation of the complexity of the geometry model by per-
forming some preliminary analysis. [Montani et al., 1992] describe a ray tracing technique
in which a preliminary analysis of the complexity of a volume dataset is done. A similar
preliminary analysis involves performing scan line algorithm for few scan lines at coarse
intervals in the model and analyzing the line components to judge the complexity. Once
the complexity at various regions in the geometry models is assessed, the model can de
divided into regions of similar complexity. This is an effective technique, but the prelimi-
nary analysis overhead is usually high for complex geometry models since geometry
model interactions are expensive. The geometry models also may change rapidly in com-
plexity making a rough preliminary estimate not very effective.
In order to minimize the preliminary analysis costs and the interprocess communi-
cation, a hybrid scheme is proposed in the following section. This scheme is somewhat
similar to an image partitioning scheme described by [Nieh and Levoy, 1992]
A.1 Algorithm Design
The present implementation of the parallel point sampling algorithm works by
decomposing the geometry model into sections of approximately the same size. Such an
implementation works well for geometry models with a complexity that is uniform across
the entire volume. However, geometry models often have regions of varying complexity.
If a processor gets a relatively complex region while other processors get simpler regions,
the processor with the more complex region will take much longer to generate its portion
of the finite difference grid. The following load balancing scheme is based on the idea that
if a processor is done generating the finite difference grid for the section assigned to it, it
should try to share the tasks of its neighboring processors.
Each processor executes the following algorithm:
Given a section in the geometry model, subdivide the section along a plane which
does not include the axis of the fastest write order Call these subdivisions as sub-
sections.
Arrange sub-sections such that adjacent sub-sections are contiguous in memory.
Perform the point sampling on the sub-section in the center, and mark it done
when the task is finished.
Next, perform the point sampling on the adjacent sub-sections and mark them
done when the task is finished
Continue performing the scan-line on the adjacent sub-sections until each sub-sec-
tion is marked as done.
If all sub-sections are marked done, then query the neighboring processors for a
sub-section that will be contiguous in memory. If a sub-section is returned, then
perform the point sampling on it.
Continue this process until all the sub-sections of the finite difference grid are suc-
cessfully gridded.
Figure A. 1 illustrates the mechanics of the load balancing scheme.
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Figure A.1: Load balancing for parallel point sampling algorithm
Figure A.1 (a) shows a geometry model decomposed into various sections which
are assigned to different processors. The grid specifications identify the fastest varying
axis as the z-axis. Hence, the sections are divided into sub-sections along the xy plane.
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Figure A. 1 (b) shows a sub-division for one of the sections along the xy plane. The sub-
divisions are then laid out such that adjacent sub-divisions are contiguous in memory. As
shown in Figure A.1 (c). Next, the processors start working on generating finite difference
grids for their sub-sections. Processor p+l is shown done for two sub-sections (by the
shaded area), in Figure A. 1 (d). The same part also shows processors p+2 done with all its
sub-sections and currently working on sub-section of processor p+1.
A disadvantage of this design is that each processor can only help its neighbors.
Thus in an extreme case, three processors might end up doing most of the work while the
rest remain idle. A better implementation would involve performing a preliminary analy-
sis of the complexity of the geometry model contained in the section and resizing the sec-
tion size accordingly.
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