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ABSTRACT
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ARCHAEOLOGY AND THE SEMANTIC WEB
by Leif Isaksen
This thesis explores the application of Semantic Web technologies to the discipline of
Archaeology. Part One (Chapters 1{3) oers a discussion of historical developments
in this eld. It begins with a general comparison of the supposed benets of semantic
technologies and notes that they partially align with the needs of archaeologists. This
is followed by a literature review which identies two dierent perspectives on the Se-
mantic Web: Mixed-Source Knowledge Representation (MSKR), which focuses on data
interoperability between closed systems, and Linked Open Data (LOD), which connects
decentralized, open resources. Part One concludes with a survey of 40 Cultural Heritage
projects that have used semantic technologies and nds that they are indeed divided
between these two visions.
Part Two (Chapters 4{7) uses a case study, Roman Port Networks, to explore ways
of facilitating MSKR. Chapter 4 describes a simple ontology and vocabulary framework,
by means of which independently produced digital datasets pertaining to amphora nds
at Roman harbour sites can be combined. The following chapters describe two entirely
dierent approaches to converting legacy data to an ontology-compliant semantic for-
mat. The rst, TRANSLATION, uses a `Wizard'-style toolkit. The second, Introducing
Semantics, is a wiki-based cookbook. Both methods are evaluated and found to be
technically capable but socially impractical.
The nal chapter argues that the reason for this impracticality is the small-to-medium
scale typical of MSKR projects. This does not allow for sucient analytical return on
the high level of investment required of project partners to convert and work with data in
a new and unfamiliar format. It further argues that the scale at which such investment
pays o is only likely to arise in an open and decentralized data landscape. Thus, for
Archaeology to benet from semantic technologies would require a severe sociological
shift from current practice towards openness and decentralization. Whether such a shift
is either desirable or feasible is raised as a topic for future work.To Jessica Rose Ogden, who was there from the beginning.
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Introduction
1.1 Preamble
This research originally set out to address the question:
1. How can Semantic Web technologies usefully be applied to the discipline of Ar-
chaeology?
In the course of its development it has become clear that the issue might better be
framed as three separate but connected questions:
1. What are the benets to archaeologists of using semantic technologies to express
their data?
2. What are the social and technical requirements for expressing archaeological data
with semantic technologies?
3. To what extent is contemporary archaeological practice able and willing to meet the
social and technical requirements of expressing data with semantic technologies?
It should be made clear from the outset that this research is not purely an exercise in
Computer Science insofar as it does not attempt to solve an engineering problem. The
entanglement of Web technology theory and practice within the specic domain of Ar-
chaeology makes the study of it an inherently interdisciplinary practice with few obvious
templates to work from. It might be deemed an exercise in Archaeological Computing
but that eld is more usually concerned with the application of digital technologies (such
as GIS, database management and virtual representation) by expert practitioners. In
contrast, the Web typically draws its strength from participation by large numbers of
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non-technical specialists. The growing eld of Digital Humanities has begun to encom-
pass New Media as a topic of research but its emphasis is frequently on the analysis of
language and text in a way that sits somewhat at odds with the more fragmentary and
statistical nature of archaeological data. As this research deals with the `why', as well
as the `how', of the Semantic Web in Archaeology, the closest intellectual lens through
which to explore it seems to be the nascent discipline of Web Science. As an academic
subject born even since the inception of this PhD, adopting it as a framework may raise
diculties as well as mitigate them, but its guiding principle is very much in line with
that which has come to underpin this inquiry | that the Web should be understood as
both a social and technical structure (Hendler et al., 2008).
The particular diculty faced by the Web Scientist, and indeed any interdisciplinarian,
is how to address such issues in a way that does not leave one half of their intended
audience in limbo while attending to the theoretical considerations of the other half. This
introductory chapter is therefore an attempt to provide a prima facie case that semantic
technologies may have benets to oer the discipline of Archaeology and therefore that
a critical appraisal of their requirements is worthwhile. It begins with a brief overview
of the Semantic Web and some of the potential virtues which have been ascribed to it,
compares them with some of the traditional goals of Archaeology and concludes that
there is enough overlap to justify further investigation. The chapter nishes by laying
out the structure of this thesis and its principal arguments.
1.2 The Semantic Web
The term `Semantic Web' was originally associated with a vision rather than a tech-
nology (such as the Internet), a protocol (such as HTTP), an established practice (such
as Web 2.0) or a resource (such as Wikipedia). It can be credited directly to Tim
Berners-Lee (Shadbolt et al., 2006) but its original formulation is of a way in which
the Web might be used, and not a set of implementations, specications, observations,
or data. Over time however, these other elements have also come about and the term
can no longer easily be distinguished from them, or even the community and conceptual
`brand' that make use of them. It is futile to insist on a single denition, for language
is embedded in communities rather than dictionaries. Yet with no little irony for an
idea so concerned with the nature of meaning, such ambiguity has resulted in the phrase
`Semantic Web' (along with its near-synonyms, `Linked (Open) Data' (Berners-Lee,
2006), `Web 3.0' (MacManus, 2009b), `Web of Data' (Korth, 2009) and `Giant Global
Graph' (Scott, 2009)) meaning many things to many people. Its perception in the minds
of computer scientists, academics, politicians and opinion-formers alike varies tremen-
dously and their views about its current state and future direction are equally diverse.
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in order to determine which, if any, have a relevance to the theory, method and culture
of Archaeology.
Such an analysis is rendered more dicult by a technical, political and cultural landscape
which is continually and rapidly changing. Some of the technologies referred to in this
thesis were unthought of, let alone developed, when it commenced in 2007 and others
were yet to become well-established. The Linked Data initiative,1 in particular, has
caused a major shift in the way that the Semantic Web is perceived by many outside of
the academic community. The Open Data movement2 has provided an important llip
in terms of accessible content and surfaced important social issues rarely encountered
in university research laboratories. The commercial sector has also begun to play an
important role but not always in the way that earlier proponents had envisaged.3 All
these developments have both moulded and fragmented its popular image and in turn
the research work that has gone into it. Despite this diversity, a `semantic killer app' is
no more apparent in 2011 than in it was when this research began, and thus there are few
obvious pioneers who we might turn to for direct emulation. While it is not uncommon
to hear people say that `the Semantic Web is now where the Web of Documents was
in 1999', the analogy is not terribly illuminating. Following the dot-com bust of 2000,
the Web of Documents only seriously re-established itself after a major shift in the way
it was used and understood (to the so-called Web 2.0 paradigm). We may yet see
equally dramatic changes in direction for the Web of Data.
1.2.1 Potential Benets
Our task in this chapter is to ask, or perhaps even predict, what semantic technologies
can oer Archaeology and we begin by examining what claims have been made in their
favour. Motivations for the Semantic Web are numerous and not all of them are sub-
scribed to, or even deemed desirable, by any given proponent (Marshall and Shipman
III, 2003). The following non-exhaustive list is an attempt to summarize some of the
principle benets that have been attributed to it at various times.4
Machine-readable data
One of the earliest cited benets of the Semantic Web is that it provides Web-based
data that a machine can automatically parse and process. HTML, in particular, is
a technologically mixed blessing, providing a simplicity that has helped the Web
to grow, while enforcing upon it a Web of Documents that is human-readable but
opaque to computation. Semantic technologies are envisaged as a means to make
raw data equally accessible to machines (Berners-Lee and Fischetti, 1999, p. 191).
1http://linkeddata.org
2http://okfn.org
3http://schema.org/
4References are by way of example only and not necessarily the publication in which the benet was
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Interactive data
A potential advantage for human consumers is the ability to `follow your nose' in
order to drill down for additional information about a concept. Sometimes referred
to as `Data you can click on' (Roberts, 2011).
Integrated data
Virtually all datasets suer from some form of siloing, be it through access restric-
tions, schema dierences, or oine storage. While substantial theoretical obstacles
may remain, semantic technologies have frequently been vaunted as a technical so-
lution for merging distributed, heterogeneous data (Berners-Lee et al., 2001).
Inferencing
One of the ambitions of the Knowledge Representation (KR) movement was
the ability to reason over data in order to deduce second-order facts. The inclusion
of well-dened properties and ontologies appears to make this a possibility on the
Semantic Web (Allemang and Hendler, 2008).
Data integrity
The atomistic nature of data makes it highly susceptible to corruption. While
it is impossible to rule out all unintended change, ontologies can help automat-
ically identify internal inconsistencies which may be symptomatic of corrupt or
problematic data (Tao, 2010).
Self-describing data
The importance of metadata has long been acknowledged but almost as frequently
ignored by knowledge-workers due to the (fairly arbitrary) distinction between
content and description. Self-describing resources could ideally generate metadata
with little or no additional eort and at the level of the content itself, rather than
high level summaries of a document (Bergman, 2009).
Persistent global data
Most datasets do not have a means of access which is globally accessible or use
identiers that cannot be conated with those of other datasets. Semantic tech-
nologies potentially oer both (MacManus, 2009a).
Provenance
Knowing the source of information is often as important as the information itself.
Semantic technologies can provide such information at a variety of levels (Omitola
et al., 2010).
Personalization
`Semantic agents' are a special case of semantic integration and inference that
apply user dened preferences and functions to generic data so as to facilitate
interaction with complex or banal data processing situations (Berners-Lee et al.,
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Data contextualization
By automatically associating data with relevant online content elsewhere it may
be possible to assist users in their comprehension of a topic and even lead to
serendipitous discovery (Bourg, 2010).
Document decomposition
Semantically-encoded documents contain elements which can be more easily re-
combined or visualized in new ways (Bizer et al., 2009).
Repurposing
Perhaps a guiding philosophy of the Semantic Web, rather than a benet, it pro-
poses that data should be remixed and utilized in ways unforeseen by the original
author. Most famously expressed in the intuitively correct but unsettling maxim
that \the coolest thing that can be done with your data will be thought of by someone
else" (Miller, 2007, quoting Rufus Pollock).
We need to remember that these are not necessarily interdependent goals. Dierent
semantic applications emphasise them in dierent ways (or indeed, not at all), which
makes it misleading to talk of the `average' semantic website, service or dataset. This
has led to widely diering expectations as to what advantages might be gained by invest-
ing in them. The diculty is exacerbated by the association of semantic technologies
with a range of other topics, including Web 2.0, Web Science, The Internet of Things
and software agents. In such cases it may (sometimes) be a matter of more carefully
disambiguating terms (Martinez and Isaksen, 2010), but the eect on public perception,
which is ultimately the driving force behind adoption, should not be underestimated
(Parry et al., 2008). Stakeholders of any stripe tend to evaluate the performance of
a new technology based on their prior beliefs about what it can achieve, rather than
any retrospective correction of them. Nonetheless, as our list makes clear, semantic
technologies evidently oer potential solutions to a wide array of longstanding issues in
knowledge management.
1.2.2 Potential Limitations
As a formal W3C Activity,5 there has been considerable evangelizing about the utility
of semantic technologies from a number of key gures in the wider Web community. It is
therefore a subject of considerable concern that such technologies have emphatically not
seen adoption on a scale that might be expected given the long list of benets. M oller
et al. (2010) note that high prole semantic datasets such as that provided by DBpedia6
have received almost no growth in trac and what trac there is comes principally from
5http://www.w3.org/2001/sw/
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university research projects. Google Trends7 shows a continuous decline in searches for
the term `Semantic Web', and while the term `Linked Data' has gained traction the
numbers are paltry in contrast to other Web technologies (see Section 2.2.2, below).
An email8 raising this issue on the Semantic Web mailing list in 2010 provoked over
one hundred responses. Views on both diagnosis and cure were highly divergent and
occasionally even contradictory. Among the opinions cited were the beliefs that:
 There is not strong enough integration with social networks;
 Better user interfaces need to be developed;
 Semantic data should be better integrated with extant user interfaces;
 Semantic services need to be commoditized;
 The Semantic Web requires a broader narrative;
 Semantic technologies need use cases beyond academia;
 Better cost-benet analyses are required;
 The Semantic Web does not provide straightforward answers to users' questions.
Similar public conversations elsewhere have included both the necessity for more careful
brand management and the contrasting need to be a broad church (Davis, 2009; Wilde,
2009). It has more recently been claimed that semantic technologies are becoming
fragmented between the major Web corporations (Murphy and Spivack, 2010). In short,
while reports of the Semantic Web's death (Newcomb, 2007; Beall, 2010),9 may be
somewhat exaggerated, any recommendation as a paradigm for a resource-poor discipline
such as Archaeology must at least be evaluated with caution.
The Semantic Web is not simply a solution looking for a problem. After all, there is
a lengthy list of well-documented challenges in data management that semantic tech-
nologies may be capable of providing at least partial solutions to. Likewise we must
acknowledge that the Semantic Web has never been oered as a miracle cure (despite
occasional hyperbole). It is unreasonable to criticize new technologies on grounds which
are equally applicable to more mainstream approaches. Instead, and as with all such
tantalizing but uncertain opportunities, we must turn from the generic considerations
which are the inevitable focus of the technical community, and take the time to con-
sider them in the light of the specic needs of the domain of application, in this case
Archaeology.
7http://www.google.com/trends
8`Call to Arms' http://lists.w3.org/Archives/Public/semantic-web/2010Mar/0160.html
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1.3 Archaeology
On the face of it, semantic technologies would appear to have much to oer archaeolo-
gists. Archaeological discourse is fundamentally composed of fragmentary heterogeneous
data. A discipline framed by a topic | the human experience understood through its
material culture | rather than a method, it is extraordinarily diverse in its range. In
addition to recording a range of material covering the full range of human industry
and beyond, its theoretical analysis and practice draw upon disciplines that include Art
History, Biology, Chemistry, Critical Theory, Economics, History, Geography, Law, Lin-
guistics, Philosophy, Physics, Psychology, Sociology and of course Computer Science.
Much as it is dicult to think of a discipline which has not been impacted by infor-
matics, it is extremely hard to name one which does not contribute to archaeological
thought in some manner. Furthermore, its combination of empirical observation and
humanistic theorizing make it both a bridge and something of an outsider amongst the
Sciences and Humanities. This incredible diversity makes Archaeology an exceptionally
rich and engaging subject, but presents formidable obstacles to schematization.
Such obstacles are not merely conceptual. The breadth of the archaeological eld, along
with an Archaeology-for-Archaeology's-sake philosophy typical of many Humanities sub-
jects, leads to much diversity in opinion amongst archaeologists themselves about the
methods of their discipline (Richards, 2009). We need not agree with Sayre's Law10
when we note that any attempt to manage archaeological information that requires ho-
mogenization or consensus as a prerequisite is almost certainly doomed to failure. This
paradox lies at the heart of the archaeological endeavour: almost all archaeological in-
formation is the surfacing of phenomena through the sum of multiple observations, yet
the observations themselves are typically made by practitioners pursuing an extremely
wide variety of theoretical agendas.
So much is self-evident to anyone working within the domain of Archaeology. Less
apparent, and perhaps less agreed upon, however, is the issue of purpose. To what end
is archaeological data created, managed, manipulated and disseminated? In scientic
disciplines the answer to such a question is ostensibly more clear cut. While every theory
is susceptible to refutation, as the probability of an observation tends to 1.0 it becomes
ever more useful in terms of application. Regardless of the complexity of a medical
support algorithm, for example, the output must be relatively simple | whether to
operate on a patient or not, for example.11 In turn, the ecacy of such decision-making
processes can be determined readily by indicators such as a reduced mortality rate. In
contrast, the Humanities rarely have such metrics by which to establish the `success'
or otherwise of their enterprise. It is certainly true that groundbreaking theories are
10\Academic politics is the most vicious and bitter form of politics, because the stakes are so low."
(Shapiro, 2006, `Wallace S. Sayre')
11I am grateful to Sir Michael Brady for this observation, made in response to a question at a workshop
on `Understanding Image-based Evidence', Oxford, 17 Nov. 2009. (Giacometti, 2009)8 Chapter 1 Introduction
expounded and adopted, and discoveries made through careful detective work. Yet
overall, the value of Archaeology, and thus its constituent contributions to the Academy
and beyond, are essentially a Social Good. We invest in Archaeology as societies because
we believe it enriches our cultural lives and plays an important role in creating our sense
of identity and community. The operative word here is `create'. If we invested less
in Archaeology we would not feel any the less Human or socially-minded | we would
simply hold dierent beliefs about our place in the world, albeit some what more at
odds with the scientic paradigm our society has come to hold dear.
While such reections may appear abstract, they are fundamental to understanding one
of the key challenges of archaeological data integration. Archaeology is not merely a
means to end, but undertaken for its own sake. No system is therefore likely to nd
substantial adoption within the discipline which does not provide immediate benet
to the practitioner and is furthermore exible enough to account for the inevitable id-
iosyncrasies of their approach. In contrast to scientists, who are to some degree both
beneciaries and dependents of complex data management systems and standards, hu-
manists can continue to function, qua humanists, without recourse to such technology.
Occupying the scientic-humanistic middle ground, it is not yet be clear which path
Archaeology will ultimately tread, but for the time being there is little or no pressure to
agree on standardised methodologies, let alone those involving a high level of technical
complexity.12
We must also bear in mind that university research represents only a relatively small
proportion of archaeological activity. The academic environment is complemented by
other archaeological communities with equally diverse motives. Commercial units un-
dertake assessment and excavation as part of the planning and development process.
Here the discoveries occur essentially at random and motivation is a combination of
nancial prot (rarely very much) and passion for the job. Local and national govern-
ments play an important role in determining archaeological policy and providing some
digital infrastructure. They may in turn be supported by other public and commer-
cial organisations who provide specic services and software. The Galleries, Libraries,
Archives and Museums (GLAM) sector is responsible for curating much of the physical
and archival material that is produced, and beyond these `ocial' organisations there
is an enormous global antiquities trade that ranges from legitimate antiques shops and
private collections on the one hand, to industrial-scale looting and organised crime on
the other. Despite their common interests, collaboration and even mutual understanding
between them is rare (Bradley, 2006).
It is worth mentioning that despite an emerging movement promoting openness, and a
wide acceptance among professional archaeologists that their duty is ultimately to the
12Note that even the fully mature standards proposed by the W3C remain `Recommendations'. Like-
wise, archaeological institutions typically choose to adopt recording approaches through forums such as
FISH (2008) and even professional bodies such as the Institute for Archaeologists tend to emphasise
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wider public, Archaeology remains a predominantly closed discipline and the realm of the
`expert'. The reasons for this are complex and not infrequently emotive or even personal.
They range from legitimate concerns about looting and vandalism, through greyer issues
of academic authority and self-interest, to personal aggrandisement and even vendetta.
They are also widely divergent from country to country. In many jurisdictions, such
as those within the United Kingdom, the majority of archaeological material is simply
recorded and archived, and, while accessible in principle, largely forgotten in practice.
In other countries archaeological research may be considered the property of the State,
to be presented in ways that reinforce certain aspects of a national narrative. Yet other
societies, particularly those with colonial histories, may have complex arrangements with
indigenous populations who might wish to see remains repatriated and put beyond the
reach of researchers.
In summary, the archaeological record is often contested, and even more commonly
restricted or altogether inaccessible to all but a few. That this remains the case in
the twenty-rst century is clearly regrettable, but there is little evidence from either
archaeologists or legislators to suggest that this will change in the foreseeable future.
This is not to say that no eort is made to disseminate results. Journals and books
continue to be published and the wider public are increasingly invited to participate
in Open Days, visit large excavations, or follow site blogs. Projects such as OASIS,13
are also dramatically improving access to the catalogue of so-called `grey literature', the
reports which summarize excavation ndings (Hardman, 2006). There is however no
culture of sharing direct access to archaeological results either among peers or beyond
(Mantegari et al., 2007).
This state of aairs seems especially unfortunate given that Archaeology is a very poorly
resourced sector. While most evident in the depressed wages of the private sector |
archaeological wages range between 13% and 53% lower than those in comparable indus-
tries (Price and Geary, 2008) | this is merely symptomatic of a eld which usually has
highly restricted budgets with which to obtain, create, manage and disseminate archae-
ological information. Complex technical solutions appropriate for large or well-funded
institutions and consortia are likely to be beyond the reach of most archaeologists. So-
lutions which benet from wide uptake and economies of scale must therefore have very
low requirements thresholds to be viable within the archaeological domain as a whole.
1.4 Semantic Technologies and Archaeology
Given these characteristics, we must ask how well semantic technologies seem to t
with the practice of Archaeology. Gauging `suitability' is a dicult task however, given
that adoption is a piecemeal process undertaken by numerous individuals with diering
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perspectives. There is no objective measure of how much a technology might benet the
discipline as a whole (much though one might have an opinion on the matter). Instead,
two dimensions, `desirability' and `capability', might be a better way of considering
its appeal. In other words, we should take into account both the degree to which
practitioners might see its advantages in their day-to-day work and the extent to which
it is practicable given the resources they are likely to have available. If either of these
seem unduly problematic then further evaluation would seem unnecessary.
Let us begin with desirability. Table 1.1 lists the potential benets articulated above,
along with reections on the level of signicance mainstream archaeologists are likely to
assign to them. This is not intended to be an authoritative declaration of archaeological
motives, but rather a rst pass at detecting areas of commonality. It is clear that many,
if not all, of the advantages ascribed to the Semantic Web are likely to be of interest
to archaeologists. Interactive data, data integration, contextualization, provenance and
document decomposition all seem like functionality with obvious appeal, while logical
inferencing, personalization and Web persistence seem less likely to attract demand.
Machine readability, data integrity and content repurposing may produce important
secondary benets but are perhaps not of such immediate signicance in themselves.
If it seems there is a case to be made that at least some of the outcomes are worthwhile,
how capable is the discipline of adopting such an approach? Factors to consider include:
1. Ease of data production;
2. Ease of data consumption;
3. Cost;
4. Requirements;
5. Alternatives.
With regard to the rst two criteria, the simple fact is that there are as yet no clearly
laid out generic methodologies for either the production or consumption of archaeological
semantic data that do not require specialist intervention. Thus, not only is it is dicult
to estimate the third criterion, cost | either as a whole or to individual practitioners
| but the requirements themselves from which that cost can be calculated are equally
hard to determine. Likewise, the option of cheaper alternatives that are nevertheless
sucient to meet the immediate needs of archaeologists must be taken into consideration.
In an industry where earnings are low and budgets comparatively small, dependency on
highly paid developers and expensive computer equipment can jeopardise other items
on a project's budget. This is an issue faced across the Humanities but, for the time
being at least, an obvious equilibrium between digital and non-digital costs has yet to
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Table 1.1: Potential benets of semantic technologies for Archaeology
Criterion Desirability Notes
Machine-readable ** Few archaeologists can program software,
but allowing computers to automate sim-
ple tasks would clearly be benecial.
Interactive data *** A large amount of archaeological research
time is spent looking up information about
concepts. Instant access to such data
would be a signicant boon.
Integrated data *** Archaeology is fundamentally about piec-
ing together fragmentary data.
Inferencing * Archaeologists may be sceptical of fully-
automated processes of logical deduction.
Data
integrity
** It is accepted that logical inconsistency is
inevitable in such a broad discipline. Iden-
tifying such inconsistencies may suggest
interesting areas of research however.
Self-describing ** Archaeologists are aware of metadata's
importance but not as good at recording
it. Automated processes may help.
Persistent
global data
* Few archaeologists are yet willing to make
data freely available on the Web, prefer-
ring traditional publishing paradigms.
Provenance *** Knowing the source of archaeological data
is very important in judging its utility.
Personalization * Archaeologists usually (if not always) in-
tend to be scientically objective.
Contextualization *** Providing additional information of po-
tential value is highly helpful to the ar-
chaeological process.
Document
decomposition
*** The ability to extract and utilize data
from grey literature would be extremely
useful.
Repurposing ** Archaeology depends heavily upon prior
work but there is a tendency to release
`nished products', rather than raw data,
which inhibits repurposing.12 Chapter 1 Introduction
1.5 Research Aims and Contribution
It seems that there is indeed a prima facie case for evaluating semantic approaches in
Archaeology but this stems as much from uncertainty about their actual demands on the
discipline as from their supposed benets. The aim of this research is thus to evaluate
the potential of semantic technologies for archaeological practice. Every eort has been
made to make it accessible to both an archaeological and a Computer Science audience,
hopefully without signicant detriment to either.
The rst part of this thesis (Chapters 1{3) reviews both past and current applications of
semantic technologies in Archaeology and the wider Cultural Heritage sector by means
of a literature review and targeted survey. The results of this review suggest that two
separate visions of the Semantic Web appear to have evolved: Mixed-Source Knowledge
Representation (MSKR), and Linked Open Data. The former is centred on formal ap-
proaches to data integration and inferencing in a closed environment, the latter attempts
to enhance the interconnectivity of documents across the Open Web.
Given the comparatively limited possibilities for working with Open Data in Archaeol-
ogy, the second part of this thesis (Chapters 4{7) evaluates the possibilities of applying
an MSKR approach through a specic case study, Roman Port Networks. It begins
by outlining an overall infrastructural framework required to achieve the goals of the
project. The following chapters then evaluate two alternative technical methodologies
intended to facilitate the semantic publication process in a closed collaborative envi-
ronment. Chapter 7 concludes that MSKR is likely to be of limited application within
Archaeology. In particular, it notes that the principal value of the Semantic Web is its
scalability. The relatively high investment required in time across multiple publishers is
unlikely to be suciently rewarded by the comparatively limited quantity of data that
can be aggregated in the closed environments typical of today's discipline. Some nal
reections are then made as to whether an Linked Open Data-based approach may be
more viable within the eld.
1.5.1 Additional Outputs
In addition to this thesis a number of additional resources have been developed:
 Archvocab.net: An ontology for archaeological excavation,
 TRANSLATION: Several bespoke java software applications for mapping and vi-
sualizing archaeological data,
 Introducing Semantics: A wiki containing both guides to conversion of archaeo-
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 Data from the `Semantic Technologies in Cultural Heritage' survey.
These resources are made freely available, and will be deposited along with the digital
version of this thesis, under Creative Commons Zero14 and GNU Public License (GPL)15
licenses. They were developed solely for the purposes of research however, and no claim
is made for their future maintenance or utility in other contexts.
1.6 Chapter Summary
The thesis is divided into seven chapters.
This introduction forms Chapter 1. It begins by outlining the principal questions to be
addressed. It then oers a brief overview of some proposed benets of the Semantic Web,
as well as some of its potential drawbacks, including its apparently sluggish adoption
rate. It goes on to explore a number of current issues in archaeological data management,
concluding that semantic technologies may have much to oer them. The path ahead
is by no means clear, however, due to the lack of clear precursors, the reluctance of
archaeologists to make their data openly available, and the high costs associated with
digital practices. It then describes the research aims and contribution of the thesis:
to evaluate the potential benets of semantic technologies for MSKR in Archaeology
through a combination of wide ranging review and practical experiment with a case
study, Roman Port Networks. It concludes with this Chapter Summary.
Chapter 2 begins with a literature review of developments in semantic technologies since
its initial conception by Berners-Lee in the mid-1990s. It highlights a number of debates
within in the community as well as some of the more general critiques and responses
to them. In particular, it notes a signicant split in 2006 between two visions which
are here characterized as `Mixed-Source Knowledge Representation' and `Linked Open
Data'. It continues with a more in-depth study of semantic projects related to Cultural
Heritage and Archaeology, citing specic examples. The study nds that there is a very
large degree of variation between projects and few clearly dened methodologies or even
terminology. Instead, most Cultural Heritage projects that could be categorised as `se-
mantic' draw from a pool of technologies that rarely permit interoperability between
each other in practice. The chapter concludes by stating the need for a comprehen-
sive survey of Cultural Heritage projects that have used semantic technologies in order
to establish whether they are chiey inuenced by the MSKR or Linked Open Data
paradigm, or a mixture of both.
Chapter 3 discusses the results of a survey carried out by the author across 40 Cultural
Heritage projects using semantic technologies. Topics include the actual technologies
14http://creativecommons.org/publicdomain/zero/1.0/
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used, the projects' social structures, the intended goals, the current status of the data
and the success of the semantic approach taken in the view of the respondents. The
results indicate wide variation and mixed, although predominantly positive, feelings
about semantic approaches. An important conclusion is that projects do indeed seem to
be divided between MSKR and Linked Open Data, and that this is frequently associated
with whether the project is xed-term or open-ended.
Chapter 4 begins a practical examination of the possible benets to Archaeology of
MSKR for closed, collaborative projects, based on a central case study, Roman Port
Networks. It provides some detail of the historic and archaeological issues the project
addresses as well as the methods employed. It then discusses the need to lower the dif-
culty threshold of publishing semantic data for the so-called data micro-providers who
make up the majority of archaeologists. The chapter goes on to describe the principles
and implementation of the infrastructural components of a possible semantic framework.
This includes the creation of the ArchVocab.net ontologies and the use of additional ex-
ternal resources, such as the GeoNames16 gazetteer.
Chapter 5 describes TRANSLATION, a Wizard-style approach to publishing semantic
data that makes use of a software tool suite to map and export tabular excavation data
to the ArchVocab ontology. The tool suite inspects the input dataset and leads the
user through a number of steps that utilise Natural Language Processing (NLP)-based
suggestion mechanisms in order to simplify the mapping process. The chapter then
evaluates this approach, concluding that it is simultaneously too complex for a task
which will be carried out infrequently, and conceals too much of the underlying process
for the archaeologists to fully understand (and thus feel fully in control of) the nature
of the transformation.
Chapter 6 discusses Introducing Semantics, an entirely dierent `cookbook'-based ap-
proach to semantic data publication that avoids using new technologies wherever possible
and requires the archaeologist to transform the data by hand. This increases the overall
workload but also provides a number of useful `break points' where the archaeologist can
work with the data in a form that is familiar to them while providing previously unavail-
able functionality. It is also more open to adaptation without requiring programming
skills. The process is directed by a series of consecutive guides, each of which equates
to one of three `Semantic Levels': Literal Standardization, Introducing URIs, and In-
troducing RDF. Following evaluation of this approach, the chapter concludes that while
publication is achievable without the high level of support required by TRANSLATION,
it seems that the level of time investment for perceived individual benet is still too low
to make it truly viable.
Chapter 7 summarizes the ndings of the previous chapters before returning to the cen-
tral question: whether semantic technologies are suitable for archaeological practice. It
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nds that there are few, if any, technical impediments to MSKR but that its depen-
dence on scale to oer signicant return on users' time limits its attractiveness for those
working with closed datasets. There follows a more theoretical discussion as to whether
Linked Open Data approaches might oer a more promising alternative. This cautions
that a signicant shift towards openness and decentralization in the culture of archaeo-
logical practice would be required | as well as signicant investment in infrastructural
capacity | before a positive feedback loop of mutual publication and consumption can
be reached. The question as to whether this is feasible, or even desirable, is raised as an
important topic for future work.Chapter 2
The Semantic Web and Cultural
Heritage
2.1 Overview
In Chapter 1 we made the case that semantic technologies may have something to of-
fer the archaeological profession(s) based on the ostensible benets they provide. Just
how close are they to delivering on those promises, however? Are there any signicant
consequences or limitations to their use? How have they been developed and deployed
to date? And what might that tell us about their value in the archaeological domain?
This chapter will explore those questions through a literature review, starting at\a level
of 20,000 feet" (to paraphrase Berners-Lee (1998b)). This will lead us into a discus-
sion of the historic development of the Semantic Web, which can be divided into two
distinguishable eras of conceptualization and development. We will then look at its ap-
plication in the Cultural Heritage sector, and particularly Galleries, Libraries, Archives
and Museums, before nally considering its adoption and impact in Archaeology.
2.2 A Brief History of the Semantic Web
The concept of a Web of Data, in contrast to a Web of Documents, has been around
as long as the Web itself (Berners-Lee, 1989, `Data Analysis'), and its roots go back
yet further. The potential of universal identiers and repositories of discrete but in-
terconnected pieces of information was foreseen at least as far back as 1918 with Paul
Otlet's description of the `monographic principle' (Rayward, 1994). An explanation of
semantics as the accumulation of predicates around an empty variable, is the basis of
Bertrand Russell's groundbreaking philosophical paper `On Denoting' (Russell, 1905).
Tripartite links that specify their own meaning are a feature of the Memex machine
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described in Vannevar Bush's landmark article `As We May Think' (Bush, 1945). Even
the notion of a `document' as the basic unit of informational exchange was undermined
by the concept of `intertwingling' introduced by Ted Nelson (1974). Nevertheless, the
combination of these ideas is novel.
The earliest ideas about a Semantic Web were articulated by Tim Berners-Lee at the rst
World Wide Web conference1 in 1994 (Shadbolt et al., 2006), but its present formulation
as an ocial W3C Activity2 can more or less be dated to three W3C Design Issues notes
written by him for consultation in 1998{9: `The Semantic Web Road Map', `What the
Semantic Web is Not' and `Web Architecture at 50,000 feet' (Berners-Lee, 1998b,c, 1999).
These documents form an interesting archive because they specify some of the earliest
intentions behind the Semantic Web quite explicitly. Particularly marked is a tension,
even an oscillation, between apparently mundane, if pragmatic, technical concerns on the
one hand, and a vision of harmonious semantic integration on the other. At a basic level
the Semantic Web is described as\a web of data, in some ways like a global database"
and the method of implementation is to develop\languages for expressing information in
a machine processable form" (Berners-Lee, 1998b). There are clear limits to this vision
however:
A Semantic Web is not Articial Intelligence. The concept of machine-
understandable documents does not imply some magical articial intelligence
which allows machines to comprehend human mumblings. It only indicates a
machine's ability to solve a well-dened problem by performing well-dened
operations on existing well-dened data. Instead of asking machines to un-
derstand people's language, it involves asking people to make the extra eort.
(Berners-Lee, 1998c)
Two important caveats are mentioned here. First there is a reminder that machines
will never be able to correct for human error, ambiguity or misapprehension, a problem
that has been known since the very dawn of computing technology.3 The second, and
perhaps the more striking, is that it involves\asking people to make the extra eort".
This may be to save labour in the long term, but it is only at the cost of signicant
human investment in the short term. Despite these warnings as to its limitations | the
rst common sense, the second less intuitive | Berners-Lee remains sanguine about its
potential:
Though there will still not be a machine which can guarantee to answer arbi-
trary questions, the power to answer real questions which are the stu of our
1http://www94.web.cern.ch/WWW94/
2http://www.w3.org/2001/sw
3\On two occasions I have been asked,|`Pray, Mr. Babbage, if you put into the machine wrong
gures, will the right answers come out?'...I am not able rightly to apprehend the kind of confusion of
ideas that could provoke such a question." (Babbage, 1864, p. 67)Chapter 2 The Semantic Web and Cultural Heritage 19
daily lives and especially of commerce may be quite remarkable. (Berners-
Lee, 1998b)
Other passages in the same text refer to a\consistent logical web of data" or even\a Web
in which machine reasoning will be ubiquitous and devastatingly powerful.". Yet even
these passages are not without notes of caution. `Commerce' and `questions which are
the stu of our daily lives' are foreseen as the most likely beneciaries. Is this because
Berners-Lee believes that there is a crucial dierence between the goals of these domains
and others? Perhaps, but failing a direct critique it seems unduly pessimistic to dismiss
the Semantic Web's utility in other elds out of hand. A more revealing passage is that
discussing its relationship to the eld of Knowledge Representation (KR), quoted
here in full:
Knowledge Representation goes Global
Knowledge representation is a eld which currently seems to have the rep-
utation of being initially interesting, but which did not seem to shake the
world to the extent that some of its proponents hoped. It made sense but
was of limited use on a small scale, but never made it to the large scale.
This is exactly the state which the hypertext eld was in before the Web.
Each eld had made certain centralist assumptions { if not in the philosophy,
then in the implementations, which prevented them from spreading globally.
But each eld was based on fundamentally sound ideas about the represen-
tation of knowledge. The Semantic Web is what we will get if we perform
the same globalization process to Knowledge Representation that the Web
initially did to Hypertext. We remove the centralized concepts of absolute
truth, total knowledge, and total provability, and see what we can do with
limited knowledge. (Berners-Lee, 1998c)
A number of things are interesting about this statement. The rst is the confession that
this is not so much a theory as an experiment. Berners-Lee openly acknowledges that
KR approaches have not performed well in the past and oers no a priori proof that the
Semantic Web will fare any better. The goal is simply to \see what we can do". The
second is that it declares explicitly that the Semantic Web has the same relationship
to KR that the Web of Documents has to Hypertext | it is the result of performing a
`globalization process'. What is this process? The next sentence denes it in terms of
decentralization:\We remove the centralized concepts of absolute truth, total knowledge,
and total provability". A quote from his book Weaving the Web, published in 1999,
provides further evidence that this decentralizing tendency is fundamental to the nature
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What was often dicult for people to understand about the design [of the
World Wide Web] was that there was nothing else beyond URIs, HTTP
and HTML. There was no central computer `controlling' the Web, no single
network on which these protocols worked, not even an organisation anywhere
that `ran' the Web. The Web was not a physical `thing' that existed in a
certain `place'. It was a `space' in which information could exist. (Berners-
Lee and Fischetti, 1999, p. 39)
We will return repeatedly to the theme of decentralization throughout the course of this
thesis, but must now continue with an overview of the Semantic Web's history following
these earliest writings. We can begin by looking at developments within the community
of informatics specialists working to develop it, orienting ourselves with a list of the
most signicant developments in a timeline (Table 2.1). Naturally it is hard to provide
a hard and fast rule as to what constitutes a `signicant development' (and opinions
will vary) but here the focus has been on the foundation of major conferences, key
articles, the W3C Recommendation status of the principal technologies, the release of a
handful of notable services, and its adoption by multinational corporations. Following
this scheme, the history of the Semantic Web's development can be divided into two
broad periods. Somewhat helpfully, both of them broadly commence around the time of
a key publication by Berners-Lee, reecting not only on past work, but further providing
an inuential template for the development work which was to follow. We shall therefore
refer to them as the The Semantic Web Era (2001-2005) and The Linked Data
Era (2006-present).
2.2.1 The Semantic Web Era (2001-2005)
At the start of the seminal Scientic American article entitled `The Semantic Web'
(Berners-Lee et al., 2001) the Beatles song `We Can Work it Out' is playing on a hy-
pothetical hi-. It seems a tting anthem, not only for the ctionalized software agents
which support the protagonist in a manner slightly akin to the animals in a Walt Disney
lm, but also for the optimistic spirit of the piece itself and the ensuing direction of Se-
mantic Web research. The general tone is similar to the earlier Design Issues notes, but
two themes are given particular emphasis. The rst is a restatement of the decentralized
KR architecture that was discussed above:
Knowledge representation...is currently in a state comparable to that of
hypertext before the advent of the Web: it is clearly a good idea, and some
very nice demonstrations exist, but it has not yet changed the world [...]
To realize its full potential it must be linked into a single global system.
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Table 2.1: Key developments in the Semantic Web (2001-2011)
Year Developments
2001
Semantic Web Working Symposium (later ISWC)
`The Semantic Web' (Berners-Lee et al., 2001)
2002 3store
2003 Journal of Web Semantics
2004
OWL (W3C Recommendation)
RDFS (W3C Recommendation)
2005 SemTech conference
2006
`Design Issues: Linked Data' (Berners-Lee, 2006)
`The Semantic Web Revisited' (Shadbolt et al., 2006)
GeoNames
2007
Linkeddata.org
DBpedia
Freebase
2008
SPARQL ocial W3C recommendation
Semantic Web for the Working Ontologist (Allemang and Hendler, 2008)
RDFa (W3C Recommendation)
Microsoft and Yahoo adopt semantic search
2009
Talis Connected Commons
OWL2 (W3C Recommendation)
SKOS (W3C Recommendation)
Data.gov and data.gov.uk
2010
Semantic Web Journal
Freebase acquired by Google
Facebook adopts RDFa
2011 Schema.org
[...] But central control is stiing, and increasing the size and scope of such
a system rapidly becomes unmanageable.
Semantic Web researchers, in contrast, accept that paradoxes and unanswer-
able questions are a price that must be paid to achieve versatility [...] The
challenge of the Semantic Web, therefore, is to provide a language that ex-
presses both data and rules for reasoning about the data and that allows rules
from any existing knowledge-representation system to be exported onto the
Web.
Adding logic to the Web|the means to use rules to make inferences, choose
courses of action and answer questions|is the task before the Semantic Web
community at the moment. (Berners-Lee et al., 2001)22 Chapter 2 The Semantic Web and Cultural Heritage
In short, the Semantic Web will create a framework in which dierent Knowledge Rep-
resentation models can exist, and thus rules and inferencing are required to work out the
dierences between them. Decentralization is fundamental to this vision and equally so
is the acceptance that the output will at times be messy. No guarantees are made about
the quality or consistency of the results. While the initial input will be undertaken by
humans, in time this process can be taken on by semi-autonomous software agents:
The real power of the Semantic Web will be realized when people create many
programs that collect Web content from diverse sources, process the informa-
tion and exchange the results with other programs. The eectiveness of such
software agents will increase exponentially as more machine-readable Web
content and automated services (including other agents) become available.
The Semantic Web promotes this synergy: even agents that were not ex-
pressly designed to work together can transfer data among themselves when
the data come with semantics. (Berners-Lee et al., 2001)
Machines talking to machines | is this vision of an entirely technical utopia? Not quite.
There are explicit references to the human component of the Semantic Web. Not only
does the ctional scenario's human protagonist interact with the software agents in order
to correct their results, but the data itself is created by a human being:
[The] semantics were encoded into the Web page when the clinic's oce
manager (who never took Comp Sci 101) massaged it into shape using o-
the-shelf software for writing Semantic Web pages along with resources listed
on the Physical Therapy Association's site. (Berners-Lee et al., 2001)
In other words, human involvement is required at both the start and end of the pro-
cess. Yet despite these human elements, the research which was to follow concentrated
predominantly on the Semantic Web's KR aspects, in particular the standards and soft-
ware required for reasoning over semi-structured networks of information. Of perhaps
greatest signicance was the development and formal Recommendation by the W3C of
several key technologies in the so-called Semantic Web `Layer Cake'. First produced by
Berners-Lee in 2000, the Layer Cake represents the Semantic Web as a stack of technolo-
gies (Figures 2.14 and 2.25). The diagram has evolved considerably over time as layers
slowly transformed from generic concepts (such as `ontology vocabulary') to concrete
specications (such as OWL).
The Layer Cake not only provides an overview of the key technologies used by the
Semantic Web, it also it makes clear their dependencies. While an overview of all the
4http://www.w3.org/2000/Talks/1206-xml2k-tbl/slide10-0.html
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 ﾠ
Figure 2.1: The Semantic Web Layer Cake in 2000
	 ﾠ
Figure 2.2: The Semantic Web Layer Cake in 2007
semantic technologies developed during this period would beyond the scope of the thesis,
some knowledge of the three most fundamental layers | URIs, RDF and ontologies |
is vital for understanding the ensuing discussion and they are worth describing briey.
URIs
Uniform Resource Identiers (URI) are globally identifying strings of text for
a Resource which can be thought of as any atomic concept, whether a tangible24 Chapter 2 The Semantic Web and Cultural Heritage
object, a class of things, an electronic document or something else. Although their
specication (Berners-Lee et al., 1998) predates any formal Semantic Web activity
they are fundamental to understanding how it works. A URI is composed of two
sections | the `URI Scheme Name' (such as `http', `mailto' or `urn') and the
`scheme-specic' part (the syntax of which is scheme dependent) | separated by
a colon. Examples of URIs might be:
{ http://en.wikipedia.org/wiki/Flinders Petrie
{ ftp://example.org/resource.txt
{ urn:issn:1535-3613
URIs are identiers that remain independent of the data system in which they
are stored, thereby creating the possibility for dierent data systems to refer un-
ambiguously to the same concept. Although dierent schemata can be used for
URIs it is considered best practice to use the HTTP URI scheme as this allows
them to be dereferenced over the Web. In other words, a Web browser request
to this identier should redirect the user to a document containing information
about it. This information may contain dierent words (or labels) that denote
the concept in dierent languages or contexts, thereby providing a partial solution
to the Vocabulary Problem (Furnas et al., 1987).
As full-length URIs are not easy for humans to read or remember, it is com-
mon to use abbreviated namespaces when referring to them. For example,
one might use the prex wikipedia: to refer to the Web subdomain http:
//en.wikipedia.org/wiki/. This would allow us to shorten the rst URI exam-
ple as wikipedia:Flinders Petrie. Such abbreviations are not globally dened
however, and must be provided to the parsing machine.
Although two instances of the same URI must be assumed to be references to
the same concept, the Semantic Web is also based on the Nonunique Naming
Assumption which postulates that two distinct URIs may in fact refer to the
same concept (Allemang and Hendler, 2008, p. 11). As dierent users may well
use dierent URIs when talking about the same thing, establishing this synonmy
across the open Web is a dicult challenge known as the Co-reference Problem
(Glaser et al., 2009).
RDF
If URIs provide the fundamental building blocks, or `words', of the Semantic Web,
then Resource Description Framework (RDF) (Lassila and Swick, 1999) can
be thought of as its `sentences'. RDF is a way of modeling knowledge by means of
simple tripartite statements called triples formed of a Subject, a Predicate and an
Object. The rst two must be URIs identifying conceptual Resources, whereas the
last may either be a URI or a Literal | typically a string of text or a number that
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that any number of datasets can be merged simply by adding the triples together.
When triples share the same URIs, combining them together forms a graph which
can be analysed and queried.
URIs themselves are generally considered to be opaque and should not be de-
composed, i.e. their meaning should not be deduced from their textual form.
Instead, it should be inferred from the RDF triples associated with them. RDF
is notation-independent and there are a number of dierent ways of expressing it
including Notation3 (N3) (Berners-Lee, 1998a), RDF/XML (Beckett, 2004),
Turtle (Beckett and Berners-Lee, 2011). It can be embedded in HTML in a for-
mat known as RDFa (Adida et al., 2008) or even represented diagramatically. For
instance, the following descriptions of the `Semantic Web' entry in Wikipedia are
all equivalent RDF representations:
Diagram
	 ﾠ
N3
<http://en.wikipedia.org/wiki/Semantic_web>
<http://purl.org/dc/elements/1.1/title>
"Semantic Web" .
<http://en.wikipedia.org/wiki/Semantic_web>
<http://purl.org/dc/elements/1.1/publisher>
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RDF/XML
<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:dc="http://purl.org/dc/elements/1.1/">
<rdf:Description rdf:about="http://en.wikipedia.org/wiki/Semantic_web">
<dc:title>Semantic Web</dc:title>
<dc:publisher>Wikipedia</dc:publisher>
</rdf:Description>
</rdf:RDF>
Ontologies
By itself, RDF puts very few constraints on what kinds of statements can be made.
This could result in the same kind of information Babel that plagues database in-
tegration. To militate against this, digital ontologies | popularly dened as\an
explicit specication of a conceptualization" (Gruber, 1993) | are used to restrict
what can and cannot be said computationally about a given doman in a given
model. In order to dene the key concepts for describing such ontologies, sev-
eral special RDF meta-ontologies have been developed including RDF Schema
(RDFS) (Brickley and Guha, 2004), the Web Ontology Language (OWL)
(McGuiness and van Harmelan, 2004) and Simple Knowledge Organisation
System (SKOS) (Miles and Bechhofer, 2009). The URIs dened by them can be
used to create statements that dene the overall knowledge schema: what classes
of concept exist and how they interrelate. Such ontologies make it a great deal
easier for those describing their data, as well as those consuming it, to situate the
meaning of individual triples within a broader semantic context.
These are perhaps the most central technologies to the Semantic Web but they are by no
means the only ones. Other important technical innovations in this period include triple-
stores for managing RDF (Harris and Gibbins, 2003), development frameworks (such as
Jena6 and Sesame7), and both network and facet-based browsing interfaces, developed
in order to aid visualisation of rich datasets.8 At a community level the Semantic Web
Working Symposium, later to become the International Semantic Web Confer-
ence (ISWC), was launched in 2001 with an additional European regional conference,
ESWC, begun in 2004. 2005 saw the rst Semantic Technologies (SemTech) con-
ference, focussed on Enterprise applications. The Journal of Web Semantics published
its rst issue in 2003 and books oering high-level overviews of the topic also emerged
in print (Daconta et al., 2003; Antoniou and Harmelen, 2004).
6http://jena.sourceforge.net/
7http://www.openrdf.org/
8See, for example, mSpace (Schraefel et al., 2005) and Tabulator (Berners-Lee et al., 2006).Chapter 2 The Semantic Web and Cultural Heritage 27
Despite continual activity at a number of research institutions and the W3C however,
Semantic Web content was much slower to materialise (Auer et al., 2009). Even from an
academic perspective this was not without consequences, for the Semantic Web | like
the Web of Documents | is ultimately dependent on continual use and contribution.
At the same time, a number of critiques of the Semantic Web project began to emerge,
concerned that it either under-represented the richness of human semantics (G ardenfors,
2004) or was too confused to make progress (Marshall and Shipman III, 2003). Arguably
a greater problem was brewing however. Even as the technical challenges faced by the
Semantic Web were solved, it came at the expense of introducing ever greater complexity.
This was not a problem for research laboratories looking to nd new topics for research
papers | the belief that `we can work it out' seemed, if anything, more justied then
ever. Unfortunately, it was also rapidly building an insurmountable knowledge threshold
for newcomers and those outside of academia. If the Semantic Web was ever to appeal
beyond the ivory tower and enter mainstream adoption it needed to nd a new approach.
2.2.2 The Linked Data Era (post-2005)
It is important to recall that the period we have been discussing was notable for seismic
shifts in the mainstream Web as well. The bursting of the `Dot-com Bubble' in March
2000 | and the ensuing depression in Web investment that it led to | both bred
cynicism about the social and economic models upon which early Web ventures had
been based and sparked new innovation in order to overcome their limitations. The
nature of that innovation, later to be branded Web 2.0, encouraged greater activity by
making it easier for the general public to write to the Web, as well as read from it.
While Berners-Lee can legitimately claim to have argued for such a `Read-Write Web'
since its earliest days (Berners-Lee and Fischetti, 1999, p. 77), it is not clear that this
vision was as central to the work of early Semantic Web pioneers.
In 2006 Berners-Lee wrote a new Design Issues note entitled `Linked Data'. It outlined
four so-called `rules' (which he more explicitly denes as expectations) intended to\make
the web grow":
Like the web of hypertext, the web of data is constructed with documents on
the web. However, unlike the web of hypertext, where links are relationships
anchors in hypertext documents written in HTML, for data they link between
arbitrary things described by RDF. The URIs identify any kind of object or
concept. But for HTML or RDF, the same expectations apply to make the
web grow:
1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.28 Chapter 2 The Semantic Web and Cultural Heritage
3. When someone looks up a URI, provide useful information[, using the
standards (RDF*, SPARQL)].9
4. Include links to other URIs so that they can discover more things.
Simple. In fact, though, a surprising amount of data isn't linked in 2006,
because of problems with one or more of the steps.
[...]
I'll refer to the steps above as rules, but they are expectations of behavior.
Breaking them does not destroy anything, but misses an opportunity to make
data interconnected. This in turn limits the ways it can later be reused in
unexpected ways. It is the unexpected re-use of information which is the
value added by the web. (Berners-Lee, 2006)
Was this note prompted by an apparent stall in progress? The frank acknowledgement
that\a surprising amount of data isn't linked in 2006" certainly suggests so, but it is the
simultaneous publication of an article (with Nigel Shadbolt and Wendy Hall) entitled
`The Semantic Web Revisited' (Shadbolt et al., 2006) which makes it clear that, in the
view of its originator, the Semantic Web vision was heading o-track. It noted that
strong progress had been made in terms of technologies but was nonetheless forced to
conclude that the Semantic Web\remains largely unrealized". In particular, this was
deemed to be due to a lack of openness and decentralization from early adopters. While
the technologies had seen some limited uptake, it was clear that the spirit of the Semantic
Web | as described in the writings of 1998{9 | had not.
It is also instructive to consider typical Semantic Web projects of the past
ve years. They demonstrate a distinctive set of characteristics. Typically,
they generate new ontologies for the application domain |whether its infor-
mation management in breast diseases or computer science research. They
either import legacy data or else harvest and redeposit it into a single, large
repository. Then they carry out inference on the RDF graphs held within
the repositories and represent the information using a custom-developed in-
terface.
These projects have been important proving grounds for a number of tech-
niques and methods. They show how to facilitate harvesting and semantic
integration by using ontologies as mediators. They have served as a develop-
ment context for RDF stores and a whole range of important Semantic Web
middleware. In general, however, they lack real viral uptake. Moreover, in
most cases, we aren't able to look up a URI and have the data returned. The
data exposure revolution has not yet happened. (Shadbolt et al., 2006)
9The phrase in square parentheses was not included in the original post and subsequently inserted in
June 2009. Source: WayBack Machine (http://web.archive.org/web/20090526040403/http://www.
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Whether or not these publications provided the direct impetus, a number of important
developments followed that appeared to take note of the issues they raised. Within
less than a year several major `open' repositories were either set up or chose to in-
corporate Linked Data Rules. GeoNames10 combines both Web-scraped and publicly
volunteered spatial and placename data to create persistent URIs for places and human-
and machine-readable data (including RDF) about their geographic location (Wick,
2006). DBpedia11 generates URIs and extracts complex data automatically from the
`infoboxes' embedded in many Wikipedia pages. (Auer et al., 2007). Freebase,12 a
semantic encyclopaedia site developed by Metaweb, allows users to create their own
content and properties but automatically prompts re-use of those previously created by
others (Marko, 2007). These projects and others often retain links back to their origi-
nal source material and the heavy reliance on Wikipedia by all of them is indicative of
their shared belief in the value of crowd-sourced and openly accessible public data.
Linkeddata.org was established in 2007 to\provide a home for, or pointers to, resources
from across the Linked Data community".13 In a deliberate shift away from many of
the theoretical and technical discussions of the previous era, the site provides links to a
variety of resources, including tutorials for those interested in putting their data online,
but its chief aim is to encourage interconnectivity between them and not directly to
itself. To this end it has published regular updates to the Linking Open Data cloud
diagram since May 2007 (Figures 2.3 and 2.4). The diagram represents the interconnec-
tions between an increasing number of openly available datasets which follow the Linked
Data Rules and has arguably come to replace the Layer Cake as the visual symbol of
the Semantic Web.14 The data itself comes from a loose-knit community of contributors
including public sector bodies (Scott and Smethurst, 2009), media companies (Rogers,
2009), academic mashups (Auer et al., 2007) and both for- and non-prot Web organi-
sations (Dodds, 2009; Wick, 2006). The content may originate from archival material,
be community generated, or created specically with the Semantic Web in mind. It also
ranges from instance data to vocabulary data (including taxonomies) to ontologies of
various size and complexity (Idehen, 2008). Although the diagram's authors explicitly
state that it is not an exhaustive list of semantic resources (its data is drawn selectively
from the CKAN15 directory), its rate of growth in both size and complexity has often
been cited as a barometer of Semantic Web adoption.
10http://www.geonames.org
11http://dbpedia.org/
12http://www.freebase.com/
13http://linkeddata.org/
14Although calls for the retirement of the Layer Cake had begun even earlier (Zacharias, 2007).
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Figure 2.3: The LOD cloud diagram in 2007 (Cyganiak and Jentzsch, 2007).
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Figure 2.4: The LOD cloud diagram in 2011 (Cyganiak and Jentzsch, 2011).
2008 saw W3C Recommendation of RDFa (Adida et al., 2008) and SPARQL, a stan-
dardized query language for RDF analogous to the SQL language for querying relational
databases (Prud'hommeaux and Seaborne, 2008). It also saw the high prole adoption
of RDF by Yahoo! for its search technologies (Kumar, 2008) and the publication of Se-
mantic Web for the Working Ontologist (Allemang and Hendler, 2008), a book providingChapter 2 The Semantic Web and Cultural Heritage 31
practical advice in implementing semantic technologies, rather than merely the theory
behind them.
In 2009, two more technologies reached W3C Recommendation status: OWL2 (an ex-
tended version of OWL) (W3C OWL Working Group, 2009), and the SKOS ontology for
thesauri (Miles and Bechhofer, 2009). Semantic content was given a huge llip by the
adoption of semantic technologies by the UK government data store16 (Tennison, 2010).
2010 was marked by two more high prole technology corporations adopting Semantic
Technologies: Facebook's Open Graph17 protocol based on RDFa (Bell, 2010), and
Google's acquisition of Metaweb, with Freebase data quickly being incorporated in its
search results (Menzel, 2010).
The growing importance of the SemTech conference (Miller, 2010), the launch of infozines
such as Nodalities by the Talis corporation (Miller, 2008), and the Open Access (and
open review) journal Semantic Web (Hitzler and Janowicz, 2010) also indicate that the
Semantic Web's demographic has begun to reach beyond the Academy since 2006. The
addition of a new `5-Star Data' categorisation (with branded mugs and T-shirts) to the
original `Linked Data' Design Issues post also re-conrms Berners-Lee's opinion that
openness is fundamental to the Linked Data vision. The very rst criterion is that
data be\available on the web (whatever format), but with an open licence" (Berners-Lee,
2006). So has the Semantic Web turned a corner? The picture remains complex at
several levels.
One concern is the apparent decline in its public perception. According to Google
Trends,18 searches for the term `Semantic Web' and its near-synonyms have fallen as a
proportion of Web searches year-on-year since records began in 2004 (Figure 2.5). The
term `Linked Data' may have increased slightly, but nothing like in the manner one
might expect of Internet revolutions. `Web of Data' saw a signicant rise in late 2006
but even this has started to decline in recent years. All these are in marked contrast to
the enormous growth in search trac for the term `Web 2.0' between 2005 and 2007,
and it remains an overwhelmingly more frequent search term (Figure 2.6).
In the blogosphere the decline appears to be even worse. A chart of the number of posts
per year on Planet RDF19 | a blog aggregator for Semantic Web content operational
since late 2005 | shows a signicant amount of material in 2006{8 before rapidly col-
lapsing to one third of its previous volume by 2010 (Table 2.2). Print publications may
be following suit with Nodalities publishing its nal issue in August 2011 (Beauvais,
2011).
Meanwhile, questions as to what is impeding adoption continue to generate impassioned
debate. While arguments continue to rage as to whether the problem is best solved
16http://data.gov.uk/
17http://ogp.me/
18http://www.google.com/trends
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Figure 2.5: Google Trends: Search volume index by year for the terms `semantic web',
`linked data', `web of data' and `web 3.0' (2004-2011)
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Figure 2.6: Google Trends: Search volume index by year for the terms `semantic web'
and `web 2.0' (2004-2011)
through improved branding (Boutin, 2009), reduced complexity (Alani et al., 2008), or
just getting our terms straight (MacManus, 2009b), there is certainly a consensus that
the Semantic Web must vastly increase the level of engagement if it is not to become
a footnote in the history of the Web. Even the investment by major corporations,
such as Google, Facebook, Microsoft and Yahoo!, has proved to be a mixed blessingChapter 2 The Semantic Web and Cultural Heritage 33
Table 2.2: Number of blog posts aggregated per year by Planet RDF (2006-2011).
Year Number of
Blog Posts
2006 1725
2007 1943
2008 1678
2009 973
2010 590
2011 (projected) 560
1000 2000
to Semantic Web purists. The launch of Schema.org20 to encourage the uptake of
Microdata (Hickson, 2011) | arguably at the expense of support for RDFa | has
been seen by some as a direct challenge to the Semantic Web vision while others consider
it to be a pragmatic intermediary solution (Sporny, 2011; Bergman, 2011). Even prior
to this development there have been those who question whether RDF is a necessary
requirement for data semantics (Miller, 2009; Davis, 2009; Boutin, 2009).
In conclusion, the Linked Data Era has seen the Semantic Web mature technologically
in a number of ways but even more importantly it has seen some signicant shifts in
its perception. This change has not been universal. Debates about its fundamentals
continue and they are far from being resolved. At the same time, much academic
research has continued in a similar vein to that of the preceding Semantic Web Era.
This mix of perceptions and motivations, and the speed with which they have occurred,
has made it dicult for those outside the Computer Science community to identify Best
Practices, or even a single underlying philosophy behind the vision, which in turn has
contributed to a great diversity of approach in their own domains. We will therefore
now turn to those applications of semantic technologies that are specically concerned
with the Cultural Heritage sector so that we can properly evaluate its levels of success
to date.
2.3 The Semantic Web in Cultural Heritage
The Cultural Heritage sector | which also embraces Galleries, Libraries, Archives
and Museums (GLAMs) | adds even greater diversity to that which we have already
noted as being characteristic of Archaeology. Despite a common interest in the analysis,
curation and dissemination of material culture, it is in some ways a series of interlocking
communities, with dierent motivations, organisational structures and funding models.
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Table 2.3: STCH Survey: New Cultural Heritage projects utilising semantic tech-
nologies per year (2002-2009)
Year Number of
Projects
pre-2002 3
2002 1
2003 2
2004 3
2005 3
2006 7
2007 4
2008 7
2009 8
5 10
Nevertheless, we will be unable to fully grasp the way that archaeologists have under-
stood and applied semantic technologies without rst situating their activities within
this wider context. Archaeologists are by no means alone amongst Cultural Heritage
practitioners in having experimented with semantic technologies, and the results of a
cross-sector survey conducted by the author suggest that it has grown signicantly since
2006 (Table 2.3). The question thus arises, was this interest stimulated by the new
Linked Open Data philosophy or are other factors at play?
At risk of simplifying the overall complexity of the sector, this literary review will con-
sider these questions rst with regard to the GLAM community, followed by a specic
discussion of archaeological adoption. This will bring to light some interesting contrasts
with the wider picture discussed earlier in Section 2.2. It will be dicult to discuss
either topic, however, without a brief digression on the CIDOC CRM to which we now
turn.
2.3.1 The CIDOC CRM
First published in 2000 by the ICOM21 Documentation Committee (CIDOC),22 the
CIDOC Conceptual Reference Model (CIDOC CRM) (Crofts et al., 2010) was
accepted as an ISO Standard23 in 2006 and is now the best known domain ontology in
Cultural Heritage. However, the CIDOC CRM is not, and was never intended to be,
a `Semantic Web' project despite its close association with the eld. Rather, its aim
is to provide an explicit conceptualization of key concepts required for recording the
21International Council of Museums.
22http://cidoc.mediahost.org/
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interactions between human agents and cultural entities independently of a technical
implementation. The CIDOC CRM's domain is no less than the full spectrum of Cultural
Heritage knowledge, including Archaeology. Version 5 | the most recent | contains
90 entity types and 148 property types but is relatively compact and ecient given its
extremely ambitious scope. In order to deal with the innate uncertainty of information
about the past, it uses an `event-based' model which describes interactions rather than
states (Doerr, 2003). Yet two aspects separate it from the Semantic Web and set it
closer to more traditional modes of KR.
The rst is that CIDOC have historically been reluctant to use either persistent HTTP
URIs or RDF for its denition, leaving implementation details to individual projects.
The result has been a wide variety of formats | from the CIDOC natural language de-
nition (Crofts et al., 2010) to relational databases (Hiebel and Hanke, 2008) to full-blown
RDF ontologies (Oischinger et al., 2008). Consequently, integrating separate datasets
has not been technologically straightforward, irrespective of the use of a common on-
tology. Fortunately, there have been more recent moves towards convergence including
an ocial RDFS representation of the CIDOC CRM24 which may go a considerable
way towards improving this situation, although the natural language publication is still
ocially considered the authoritative denition.25 In an even stronger advocacy of per-
sistent HTTP URI use, a draft Recommendation has been published by CIDOC strongly
encouraging museums to generate URIs for their holdings. The principal motivation for
this is that\LoD and the Semantic Web have no declared policy about who will create a
URI for well-known things like Shakespeare or the Acropolis" leading to\a quagmire of
competing authorized and unauthorized content about museum holdings" (Crofts et al.,
2011). This is not unqualied good news, for the belief that by creating their own URIs
museums can prevent others from doing so is not only misconceived but also directly
contradicts the Nonunique Naming Assumption. It is, nevertheless, an indication that
CIDOC, and by extension ICOM, are now increasingly keen for museums to give their
holdings a stable Web presence.
The second factor is that the CIDOC CRM is intended to be a universal domain ontology,
albeit with the encouragement to extend it as appropriate, and its utility is largely
considered to derive from its universal (or at least widespread) adoption. This is in strong
contrast to the decentralized view espoused by the Semantic Web vision. Despite these
structural dierences, the CIDOC CRM is often seen as more or less interchangeable
with `digital semantics' by Cultural Heritage practitioners and continues to exercise
considerable inuence in the eld. A more in-depth discussion of its relationship to the
Semantic Web from the perspective of one its chief proponents is given by Doerr and
Iorizzo (2008).
24http://www.cidoc-crm.org/rdfs/5.0.2/cidoc-crm
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The CIDOC CRM is by no means the only signicant semantic infrastructure project
in Cultural Heritage. Others include the Pleiades26 gazetteer of ancient places (Gillies,
2011) and the Heml27 and LODE28 ontologies for describing historic events (Robertson,
2009; Shaw et al., 2009). These projects, perhaps better described as services, have begun
to create a common URI framework by which cultural information can be expressed as
RDF. They may additionally provide useful data such as geographic coordinates, but
fundamentally they remain a backbone to which additional information can be attached,
rather than datasets per se. All of these projects make their infrastructure openly
available on the Web as their very utility is predicated on uptake by others.
2.3.2 Galleries, Libraries, Archives and Museums
GLAMs form a signicant proportion of the Cultural Heritage sector and were partic-
ularly quick to begin exploring the potential benets of the Semantic Web. Although
chiey concerned with the curation and dissemination of cultural materials, much of that
content is derived from the archaeological process and the two cannot be considered en-
tirely distinct. There are substantial dierences nevertheless. GLAMs, whether publicly
or privately owned, tend to have long-term goals in mind and funding is often in the
form of capital investment in training and equipment, or increasing and improving their
physical and information assets. Although public and scholarly engagement is usually
a central part of their remit, this is rarely in an unmediated format. Most GLAMs
consider it their duty to contextualise information about materials in their possession
before releasing it and the raw data itself is rarely directly available. Likewise, many are
either fully or partly funded by the sale of content derived from their holdings | such as
post cards or digital images | and many are unwilling to risk making it freely available
online for fear of undercutting an important revenue stream. Others may be restricted
by licensing conditions imposed by the original contributor or even national legislation
in the case of national institutions. The principles of openness and decentralization may
therefore pose signicant challenges for such organizations.
It is dicult to establish a clear, independent picture of how popular semantic technolo-
gies have been in any domain, but one method is to see how many related papers are
published at relevant conferences. Fortunately it is possible to search the proceedings
of the annual Museums and the Web conference by keyword.29 Table 2.4 shows
the number of all published papers that have keywords that refer either to a `semantic'
technology or Linked Data (titles are given in Appendix A). While at rst glance it
seems that there are spikes in 2002 and 2008, we must remember that conferences |
and Humanities conferences in particular | have considerable latency. Abstracts are
26http://pleiades.stoa.org/
27http://www.heml.org/rdf/2003-09-17/heml
28http://linkedevents.org/ontology/
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typically submitted six months (or longer) in advance, and frequently report on work
already undertaken. If we assume a lag of 1 year then peaks in interest in 2001 and
2006{7 seems very much in line with picture which emerged in our discussion of the
wider Semantic Web. Of particular concern, however, is that these peaks seems to be
exceptional and interest has not been substantially maintained afterwards. Let us then
examine the work that has been undertaken in this area and try to establish how well
the chart reects reality on the ground.
Table 2.4: Number of papers presented at Museums and the Web conference on
semantic technologies (2002-2010)
Year Number of
Papers
2002 3
2003 0
2004 1
2005 1
2006 1
2007 3
2008 6
2009 2
2010 2
5 10
2001-2005
Prior to 2006 a small number of pioneering projects attempted to apply semantic tech-
nologies to GLAMs. Building on the ARTISTE project which provided cross-archival
search capabilities for high-prole galleries using RDF (Addis et al., 2002), SCULP-
TEUR used an ontology-driven approach to provide adaptive search and visualisation
mechanisms for 2D and 3D objects including digital images, 3D models, associated meta-
data, free text documents and numerical tables. Museum databases were mapped to the
CIDOC CRM (with several extensions) and machine interoperability was achieved using
a Z39.5030 Search and Retrieve Webservice protocol (Addis et al., 2005). The ensuing
eCHASE focussed on the creation of a toolset and framework by which third parties
could contribute and draw multimedia entities from a semantically integrated network
of repositories across Europe in order to increase exploitation of otherwise moribund
resources (Sinclair et al., 2005).
MuseumFinland31 provided tools and services so that Finnish museums can present
their collections online through a common interface backed by semantic technologies.
30http://www.loc.gov/z3950/
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A bespoke domain ontology was developed for the project and contributing institutions
made their data available as RDF/XML. The website allows users to search and browse
cultural artefacts in a `follow-your-nose' fashion via their properties (Hyv onen et al.,
2005). The project came second in the 2004 Semantic Web Challenge,32 and formed
part of a wider scheme by the Finnish government to semantically enable public web
services. The scope of this research has continued to expand ever since (M akel a and
Hyv onen, 2012).
The Virtual Lightbox for Museums and Archives (VLMA) project created a
federated search tool that could be used across independent museum collections. The
VLMA framework used the Jabber/XMPP33 protocol to discover relevant material which
was then returned as RDF via a Web query. The data, including images and metadata,
was hosted independently and aggregated locally to be visualized in the user's Web
browser or in a Java WebApp.34 As well as providing content, dierent repositories
were able to recommend additional resources which could be browsed in turn (Fuchs
et al., 2005).
These projects demonstrated the potential of semantic technologies for interlinking
datasets but were in some regards still heavily inuenced by traditional models of data
aggregation. The use of Z39.50 and Jabber/XMPP, for instance, are strongly suggestive
that RDF was seen as a data management format rather than a means of connectivity
between separate resource bases. Furthermore, the data itself was not directly accessible
in its semantic form over the Web, and URIs were generally not resolvable. Instead, RDF
was manipulated behind the scenes and served either through webservices or human-
readable interfaces. This is not to suggest that the projects themselves were `closed'. On
the contrary, all three explicitly aimed to improve public and scholarly access to cultural
materials that were otherwise dicult to access. Nonetheless, it seems that the idea of
semantic technologies (including both URIs and RDF) as a dissemination mechanism
had not been seriously considered.
A certain amount of theoretical discussion took place over the same period, generally
through workshops and symposia which generated a combination of both excitement and
scepticism. The DigiCULT project in particular brought together a panel of thirteen
European Cultural Heritage experts to discuss the Semantic Web's potential for the eld
Geser et al. (2003). Ross's Position Paper for the event predicted, rather pessimistically,
that\the heritage sector is likely to be left behind because the nancial rewards for cre-
ating the mark-up necessary to make the Semantic Web a reality are only evident to the
commercial sector" (Ross, 2003). Nonetheless, a panel discussion among the thirteen
seemed to conclude that they\would put their money on the Semantic Web" (Steemson,
32http://challenge.semanticweb.org/
33http://www.jabber.org/
34http://java.sun.com/developer/technicalArticles/tools/webapps_1/Chapter 2 The Semantic Web and Cultural Heritage 39
2003). A particularly interesting aspect of this conversation is its emphasis on `interop-
erability' and the need for a single common ontology (with the CIDOC CRM a strong
candidate), rather than the need to increase openness or decentralization within the
sector.
Post-2005
As Table 2.4 illustrated clearly, 2006{7 saw a signicant surge in interest about the
Semantic Web in the Cultural Heritage sector, leading to a raft of new projects. These
may have been `born semantic', derived from a single data resource, or aggregated in
some way from a set of resources. Currently, very few projects are generated from
scratch and when this does take place it is typically through heads-up digitization of an
unstructured digital resource. A good example is the Henry III Fine Rolls Project
which created a semantic database of complex relations between medieval manuscripts
(Spence and Ciula, 2009). Legacy resources may or may not be held by the digitizing
organization however, and even when they are, issues of ownership and copyright can
have a substantial impact on a project's ability or desire to provide public access to them.
Large memory institutions, such as the Rijksmuseum in Amsterdam, the British
Museum in London and the Metropolitan Museum of Art in New York, have
largely focused on integrating their internal holdings using a predened ontology (often
the CIDOC CRM). This is typically used as the basis for a publicly accessible website
while maintaining private access to the RDF and locally dened URIs (Aroyo et al., 2007;
Smith and Miller, 2009; Oldman, 2009). Occasionally access to the data is restricted due
to the use of a licensed thesaurus, rather than the content itself (van Ossenbruggen et al.,
2007). Far fewer organisations have started to make their data semantically available
over the Web although the UK National Gallery35 is a noteworthy example.
A second set of services developing over this period act as semantic metadata aggre-
gators, combining information from multiple heterogeneous sources. While the original
content may itself be available under a variety of licensing conditions, the aggregator
will usually point the user directly to the original resource. This greatly assists in the
process of discovery while maintaining a decentralized approach to hosting and defer-
ring issues of access to the original data provider. Examples of this approach include the
Cuneiform Digital Library Initiative (CDLI)36, Contexta/SR (Astudillo et al.,
2008), CLAROS37 (Kurtz et al., 2009), Europeana (Purday, 2010) and Pelagios
(Barker, 2011).
Alongside these concrete implementations, the theoretical discussions have continued.
Many of the published project reports indicate that, while semantic approaches can
35http://rdf.ng-london.org.uk/
36http://cdli.ucla.edu/
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prove highly benecial, mapping legacy datasets to ontologies | especially those with
a high degree of complexity | remains a dicult task (Addis et al., 2005; Nussbaumer
and Haslhofer, 2007; M akel a and Hyv onen, 2012). This has not been the only critique
| the wider uncertainties expressed by DigiCULT do not seem to have been resolved
either. The Semantic Web Think Tank,38 a series of AHRC-funded workshops held
in 2008, concluded that\There is no coherent answer to the question `How do I do the
Semantic Web?' and almost no information with which to make an informed decision
about technologies, platforms, models and methodologies." This was deemed to have
created a gap between the vision and the reality of the Semantic Web\which critically
undermines the ability of the sector to move forward in a clear and constructive way"
(Parry et al., 2008).
If the Linked Data initiative was intended to simplify the Semantic Web then it seems
that no-one had informed the GLAM community. Certainly, many of them continue
to either ignore, or defer, the issues of decentralization and openness that seem so
fundamental to it. But if that is the case, then what caused the signicant rise in
new projects in 2006{7? And just as importantly, is this pattern of peak followed by
decline | that we have now observed amongst computer scientists, heritage specialists
and the general public | just part of the Gartner Hype Cycle (Fenn, 1995), or
must we conclude that the Semantic Web is a failed experiment and turn our attention
elsewhere? Unfortunately, identifying the extent to which individual projects were driven
by divergent technical philosophies is a dicult attribute to measure from published
reports alone. In order to establish the foundations for a more in-depth analysis, we need
to conduct a survey among those employing semantic technologies across the Cultural
Heritage sector. The results of such a survey will be considered in detail in Chapter 3,
but rst we will complete this literature review by looking at the application of semantic
technologies in Archaeology itself.
2.3.3 Archaeology
The international Computer Applications and Quantitative Methods in Archae-
ology (CAA) conference has also seen a good number of papers related to semantic
technologies since 2006, often related to the CIDOC CRM (Table 2.5; Titles are listed
in Appendix A). Given the apparent regularity of all our previous results, it is therefore
surprising that they tell a dierent story. Archaeological interest in the Semantic Web
appears to have grown since 2001 | with a tell-tale spike in 2006{7 | but has yet
to show any signicant sign of abating. What is frustratingly dicult to establish is
whether this is caused by an underlying trend towards growth, or whether we are seeing
the same eect as in other domains until 2009 when, instead of continuing to decline as
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Table 2.5: Number of papers presented at CAA on semantic technologies (2001-2011)
Year Number of
Papers
2001 (proceedings) 0
2002 (proceedings) 1
2003 (proceedings) 4
2004 (proceedings) 5
2005 (conference) 4
2006 (conference) 9
2007 (conference) 12
2008 (conference) 9
2009 (conference) 15
2010 (conference) 12
2011 (conference) 12
5 10 15
in other domains, it starts to pick up again for some reason. It is possibly not coinciden-
tal that the rst CAA session dedicated to semantic technologies was held in that year,
followed by a CAA Semantic Special Interest Group39 in 2010. So have archae-
ologists found a successful semantic recipe, or are they blindly pursuing a technology
which others seem, after a short period of appraisal, more willing to abandon?
As noted previously, the eld of Archaeology contrasts strongly with GLAMs in several
ways. In particular, it is frequently dependent on xed, often short-term, funding with
which to produce a pre-specied output that rarely includes more than rudimentary
dissemination objectives. As a result, archaeologists tend to have less time and fewer
resources to invest in data management technologies. This picture is highly diverse
however, with many long-term excavations, commercial units and international missions
having both the resources and the desire to make strategic digital investments. Let us
then briey review the work carried out in this area to date so that we can begin to
see whether archaeological approaches have been substantively dierent from those of
others working in Cultural Heritage.
2001-2005
One of the earliest pioneers in this area was the doctoral research of Alani (2001), un-
dertaken in collaboration with Royal Commission on the Historic and Ancient
Monuments of Scotland (RCAHMS).40 While not strictly `semantic' in the sense
of using URIs, it employed both spatial and semantic distance metrics in order assist
39http://groups.google.com/group/caa-semantic-sig
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search and retrieval over data from RCAHMS tagged with concepts from the Getty
Research Institute's Art and Architecture Thesaurus (AAT)41 and Thesaurus of Geo-
graphic Names (TGN).42 More recently the RCAHMS has also supported the doctoral
work of Byrne (2009) who developed Natural Language Processing (NLP) techniques
to extract RDF descriptions of archaeological events from free text in the RCHAMS
database, as well as documents from the National Library of Scotland and the National
Museum of Scotland.
Much of the research in this period, both theoretical and technical, is inuenced by, or
based upon, the CIDOC CRM. Crofts (2004) describes a project that used the the CRM
to successfully integrate a range of heterogeneous archaeological resources inherited by
Geneva's newly-established Direction du Patrimoine et des Sites. The process is entirely
based on XML transformation (using XSLT) and an Oracle database however, and
neither URIs nor RDF are mentioned. Perhaps the rst explicitly archaeological project
to do so was VBI-ERAT-LUPA43 which created a centralized RDF repository of CRM-
compliant RDF describing the iconography and epigraphy of Roman stone monuments
from multiple data sources (Doerr et al., 2004). It is unclear whether this forms the
back-end of the current website, as the RDF itself is not directly available, but all data
is available through a human-readable search interface.
Arguably the most signicant development in this period was the specication of a
CIDOC-CRM extension for archaeological information by English Heritage, entitled
CRM-EH (Cripps et al., 2004). A large amount of work has since been done by the
STAR project to explore the possibilities this ontology aords and develop a variety of
experimental interfaces both to convert data into this format and to query it (Tudhope,
2008; May et al., 2009). The same team has gone on to work with the Archaeological
Data Service (ADS) on a further project (STELLAR) that has created more ma-
ture tools that enable non-expert users to produce datasets that conform to CRM-EH
(Tudhope et al., 2011a).
Post-2005
In the years following 2005, semantic technologies have attracted a good deal more
attention, prompted at least in part by regular workshops explaining the the relevance
and structure of the CIDOC-CRM. The projects themselves display a surprising degree
of variation, and many of them are multifaceted. For the purpose of this review however,
they can be loosely categorised as technical platforms, archaeological research projects
and aggregators, although most combine features from two or more of these categories.
41http://www.getty.edu/research/tools/vocabularies/aat/
42http://www.getty.edu/research/tools/vocabularies/tgn/
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Several projects have developed a generic technical platform intended to ingest, manage
and query arbitrary archaeological information. The NavEditOW system is a server
and suite of editing tools principally developed for hosting an e-library on pre- and
proto-history in Italy (Bonomi et al., 2007). ArchaeoInf44 is building a `mediator'
application that displays information from multiple heterogeneous excavation datasets
within a common visualization framework using SKOS and the CIDOC CRM (ArcheoInf,
2008). Alongside these explicitly semantic platforms it is interesting to note that several
other platforms for archaeological and historical data, including the Archaeological
Recording Kit (ARK)45 (Eve and Hunt, 2008), Intrasis46 and Heurist47 (Johnson,
2009) all use a Subject-Predicate-Object data format in order to maximize structural
exibility across widely divergent use-cases. While they do not make use of URIs, RDF
or formal ontologies, the leap towards incorporating them seems small if the inten-
tion were present. Many of these platforms are Web-based, permitting remote access
to the data in principle, even though there are only a few examples of them serving
data openly in practice. A radically dierent solution to the problem of data man-
agement in an archaeological context is that proposed by Isto Huvila. He argues for
a participatory archive, based on the Semantic MediaWiki48 platform, that could
provide\decentralised curation, radical user orientation, and contextualisation of both
records and the entire archival process" (Huvila, 2008).
A second category of project focusses on a specic archaeological excavation or research
agenda. The reasons for employing semantic technologies vary considerably. For ex-
ample, the Athenian Agora Excavations49 have begun to record excavation data as
RDF in order to have better associative indexing between nds, features and other ar-
chaeological outputs. The pottery at Ilion (Troy)50 is being experimentally published
as RDFa in order to make them easier for digital archaeologists to query from directly
within the Webpage (Heath and Tekk ok, 2009). While these projects have a strongly
disseminatory angle, others are more focussed on the inferencing capacities of RDF. The
Tracing Networks51 project has used semantic technologies to combine disparate data
on trade and exchange networks across the ancient Mediterranean. The ArchaeoKM
system, developed for an industrial archaeology site at the former Krupp steel works,
uses the SWRL52 Rule Language in order to automatically categorise spatial entities
(Karmacharya et al., 2010).
Finally there are a series of projects principally concerned with the aggregation and
further dissemination of archaeological material. Some of these have a history that long
44http://www.archeoinf.de/
45http://ark.lparchaeology.com/
46http://www.intrasis.com/
47http://heuristscholar.org/heurist/
48http://semantic-mediawiki.org/
49http://www.agathe.gr/
50http://classics.uc.edu/troy/grbpottery/
51http://www.tracingnetworks.ac.uk/
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predates their interest in digital semantics but RDF and stable URIs have become part
of a suite of technologies they use to achieve their goals. The Nomisma53 project uses
RDF to combine data on Greek coin hordes so that their origins and distribution can
be visualized online and readily integrated with other ancient world resources (Heath,
2011). The SPQR54 project also makes epigraphic and papyrological data available
in RDF format (Jackson, 2011). A number of major national archiving initiatives |
including the UK Archaeology Data Service (ADS)55 and Portable Antiquity
Scheme (PAS),56 the US Digital Archaeological Record (tDAR)57 and the Ger-
man Archaeological Institute's Arachne58 database | have also experimented with
either exposing or storing data in semantic formats although none of them have made
it central to their operations (Tudhope et al., 2011a; Krempel, 2011).
In a further contrast to the GLAM community, there have been few collaborative at-
tempts by archaeologists to evaluate the value of semantic technologies to the domain.
The CAA Semantic Special Interest Group mentioned earlier has functioned predomi-
nantly as a forum for the exchange of information and practical tips rather than deeper
philosophical reection. Such reection has certainly taken place however. Within
the context of archaeological journal publication, Richards (2006) has argued for the
importance of ontologies in assisting with the search and retrieval problems faced by
self-archivers and e-print journals.
Within archaeology agreed common data structures do not exist and their
development is the greatest obstacle on the road to the development of an
archaeological semantic web. Bell and Eiteljorg (2006) agree that XML is
just a technology and that it is not the issue of prime importance. Rather it
is an agreed ontology that is required, dening terminologies, data structures
and discipline-specic schema. (Richards, 2006)
Richards notes the emergence of the CIDOC CRM as an emerging standard core ontol-
ogy, and in particular the work of Cripps et al. cited above. Yet he highlights the fact
that the CRM, in and of itself,\does not specify those terminologies and structures which
must be used if data are to be meaningfully agglomerated", and appears to advocate a
far more lightweight process of semi-automated XML tagging with unique identiers,
especially in those cases\where there is agreement on classications and terms". A
follow-up article in 2009 suggests that he has not changed his mind, emphasising the
power of a `What', `When' and `Where' approach employed by the Archaeotools59
53http://nomisma.org/
54http://spqr.cerch.kcl.ac.uk/
55http://archaeologydataservice.ac.uk/
56http://finds.org.uk/
57http://www.tdar.org/
58http://www.arachne.uni-koeln.de/
59http://archaeologydataservice.ac.uk/research/archaeotoolsChapter 2 The Semantic Web and Cultural Heritage 45
project (Richards, 2009). A further passage in the 2006 article is also pertinent to the
current discussion.
The argument that we should...structure both publications and archives to
be machine-readable [is separate from] the debate about open access and
e-repositories. The Semantic Web does not require that information is freely
available. Indeed its development will undoubtedly be driven by the com-
mercial advantages to advertisers and sellers. Nonetheless there is an area
of overlap in that whilst the Semantic Web does not require open access, it
would arguably be greatly facilitated by it. If all archaeologists placed their
articles in an online repository they would undoubtedly be easier to nd.
Therefore the Semantic Web also needs to be considered alongside current
debates about scholarly publication. (Richards, 2006)
Two important points stand out. The rst is that Richards, like both Berners-Lee
(1998b) and Ross (2003) before him, suggests that the commercial sector is likely to be
the main beneciary of the Semantic Web. It is not entirely clear why this need be the
case other than a general assumption that nancial reward is the most common engine
of innovation. In contrast, a requirement for openness and decentralization may well
cause industry to steer clear. Either way, we must not forget that the overwhelming
quantity of archaeological output is produced by commercial archaeological organiza-
tions. Nevertheless, the repeated view that commerce may be the natural domain of
digital semantics is striking. The second signicant statement is his opinion that,\whilst
the Semantic Web does not require open access, it would arguably be greatly facilitated
by it." The degree to which this is in fact the case will become a central theme of this
thesis.
2.4 Conclusions
What can we now conclude about archaeologists' experiences with semantic technologies
and how do they compare with those of Computer Scientists and the GLAM community?
The rst | apparent from the Google search statistics, the Planet RDF aggregation
count and the number of papers published in the proceedings of Museums and the Web
| is that general interest in the Semantic Web peaked shortly after 2008 and has been
on the wane ever since. This is certainly not to say that it has become irrelevant, but
neither can it realistically be considered a strong growth area, at least in its present
incarnation. Curiously, Archaeology appears to have followed this trend only until 2009
when, rather than falling o, interest in semantic technologies seems to have picked up
again.46 Chapter 2 The Semantic Web and Cultural Heritage
The second is that two visions have been driving Semantic Web development, although
the terminology is distinct for neither of them. One, which nds notable expression in
Berners-Lee's earlier writings, and again after 2006, is often described as Linked Open
Data. It emphasises openness, decentralization and the interconnection of independent
resources. For want of a pre-established term, we shall refer to the other vision as
Mixed-Source Knowledge Representation (MSKR). This perspective was partic-
ularly prevalent between 2001{5 and continues to have a strong following. It tends to
focus on formal description and reasoning over multiple heterogeneous datasets, typically
within a closed digital environment. Although these two visions are very dierent, it is
important to stress that they have become strongly intertwined in both literature and
practice, and any given Semantic Web project is likely to have been inuenced to some
degree by both of them. What is less certain is whether Cultural Heritage projects have
been particularly inuenced by one or other of them, and hence whether their success
(or otherwise) is coloured by a specic set of beliefs about what semantic technologies
are intended, and able, to achieve. In the following chapter we will discuss the results
of a comprehensive survey intended to answer that question.Chapter 3
Survey | Evaluating Semantic
Technologies for Data Publication
in Cultural Heritage
3.1 Overview
We have seen that a wide range of Cultural Heritage projects have made use of semantic
technologies. Their variety however, along with the diversity of formats in which they
have been reported, makes it very dicult to compare them easily and thus identify
common trends. This chapter discusses the Evaluating Semantic Technologies for
Data Publication in Cultural Heritage (STCH) Survey undertaken to estab-
lish a broad overview of how semantic technologies have been applied across a range
of Cultural Heritage activities. The aim of the survey was to evaluate the costs and
benets of publishing data with semantic technologies in Cultural Heritage projects and
institutions, and in particular whether they appear to follow the distinct philosophies of
MSKR and Linked Open Data identied in Chapter 2. As no clear terminology exists to
identify these dierent perspectives the survey focussed on a number of specic aspects
pertinent to them, including:
 Which semantic technologies were adopted.
 Motivations for using such technologies.
 The relative cost of using them.
 Assessment of their utility.
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3.2 Method
The study was carried out as a questionnaire among an invited set of participants who
had worked, or continue to work, on Cultural Heritage projects that utilise semantic
technologies to publish (rather than simply consume) data. The term `project' is used
loosely here, and includes PhD theses and long-term institutional initiatives. Where
possible, two respondents were invited from each project1 | a computing specialist and
a humanities specialist. Although this turned out to be practical for only a fraction of
the projects, the dierences in responses raised interesting issues about perceptions of
the technology, as well as the robustness of surveys such as this one. These issues will
be discussed in due course. In all cases, respondents were asked to self-identify which
eld(s) they consider themselves to be in.
When identifying prospective participants the denition of `semantic' was deliberately
left vague, partly due to the aforementioned unclarity in the literature and largely be-
cause very few projects implement all four of the `Linked Data Rules' (Berners-Lee,
2006). A project was initially considered eligible to participate in the survey if it exhib-
ited any of the criteria from List A and any of the criteria in List B below.
A: Cultural Heritage
 Project content pertains to Archaeology
 Project content pertains to Galleries, Libraries, Museums or Archives
 Project content pertains to Classics
 The project is explicitly designated a `Cultural Heritage Project'
B: Semantic Technologies
 The project makes use of URI identiers
 The project makes use of RDF
 The project makes use of RDF-based ontologies
 The project makes use of technologies specically designated as `semantic'.
The electronic questionnaire asked the respondent to describe the motivations of the
project, along with the technologies used, and to provide a brief evaluation of them.
The full text is provided in Appendix D. The great majority of questions were either
1In one case three respondents replied.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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single- or multiple-choice (radio buttons or check boxes), with a small number of nu-
meric and text elds. The survey was intended to take approximately 20-30 minutes to
complete in order to provide a reasonable amount of detail without deterring potential
respondents. A small number of well-known `successful' non-Cultural Heritage projects
were invited to participate as a control group. Two agreed to take part and completed
the survey2 but unfortunately the small sample made it impossible to derive meaningful
statistical comparisons. A list of participating projects is provided in Appendix E. For
purposes of data protection, the names of respondents themselves is not given and the
free-text responses listed in Appendix F have been redacted where necessary to maintain
anonymity.
3.2.1 Participants
79 individuals from approximately 70 dierent projects were identied and invited to
participate altogether. The projects cover the great majority | if not all | known and
relevant projects undertaken globally in this time period. Targets of the survey were
individuals who had worked on projects drawn principally from papers published in jour-
nals such as The Semantic Web Journal, The Journal of Web Semantics and Internet
Archaeology, or the conference proceedings of ISWC, ESWC, CAA and Museums and
the Web. These were supplemented to a lesser a degree by projects identied through
mailing lists or other branches of the research network, and occasionally through recom-
mendation by other survey participants. As a result, academic and institutional projects
are more likely to have been included than initiatives by commercial organisations who
rarely publish in academic circles. It is notable however that the author is aware of
virtually no such initiatives. This is not to say that they have no interest in the subject
| and conference sessions on the topic often see attendance by representatives from the
private sector | but given the common assumption by Berners-Lee (1998b), Ross (2003)
and Richards (2006) that semantic technologies would likely be pioneered by commercial
interests, it seems a signicant observation.
67 individuals agreed to participate | with some respondents reporting on multiple
projects | representing 57 individual projects altogether (Appendix E). 12 projects
had multiple respondents. Once all the responses had been returned, the projects were
additionally ltered to exclude those which did not use URIs, in line with Berners-Lee's
requirement that\if it doesn't use the universal URI set of symbols, we don't call it
Semantic Web" (Berners-Lee, 2006).3 This criterion was used in order to ensure that
the results of the survey bore maximum relevance to questions outlined at the beginning
of Chapter 1 and establish a formal scope to the survey. This reduced the nal results
to a set of responses from 40 projects, upon which the following discussion is based.
2GeoNames, BBC.
3Persistence, dereferencing and HTTP were not a requirement.50
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3.2.2 Procedure
In compliance with the University of Southampton's Ethics Policy,4 all survey docu-
mentation and procedures were vetted prior to use by the University of Southampton's
Electronics and Computer Science Ethics Committee. Individuals were contacted by
email and asked if they were willing to take part. A copy of the Participant Information
Sheet (Appendix B) and Consent Form (Appendix C) was provided. If only one person
was known from the project they were asked if they could suggest a colleague who rep-
resented the other specialism (Humanities or Computing). If the individual consented
to participate (by returning the signed Consent Form by mail or from a personally iden-
tiable email address), they were directed to a website hosted by the Survey Monkey
webservice5 to ll out the questionnaire. Project and respondent details were sent by
the respondent, along with the Consent Form, and stored independently of the survey
on an access-controlled university server. The respondent was given a codename by
which they could be identied in the survey. An anonymized summary of the responses
is provided in Appendix F.
3.2.3 Bias and Limits of Scope
Any survey is inevitably both a snapshot in time and subject to the interests, bias
and limitations of its compiler and this one is no exception. The author is a UK-
based researcher and, despite eorts to be as global in perspective as possible, the high
proportion of projects included that are based in Great Britain, and to a lesser extent
Europe, are almost certainly partly (if not entirely) due to the limitations of his own
research network (Table 3.1). Smaller projects based outside Europe are especially likely
to have been missed.
Despite this likely bias toward UK-based research however, the author suspects that the
gures do to some degree reect the prevailing research interests of these regions. Europe
(and especially the UK) has a particularly strong history of research and investment in
4http://www.soton.ac.uk/inf/ethics_policy.html
5http://www.surveymonkey.com/
Table 3.1: STCH Survey: Projects by region
Project base Number of
Projects
UK 13
Europe (non-UK) 15
Americas 12
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Table 3.2: STCH Survey: Projects by domain
Project domain Number of
Projects
Archaeology 17
Museums and Archives 15
`Culture' 5
Other 2
20 40
Heritage Computing, both in terms of national and EU-level funding. Likewise, many of
the major centres of Semantic Web Research, such as DERI, Southampton and Berlin,
are within European countries. There is comparatively less engagement with either eld
in Asia, South America and Africa, although their almost complete absence from the
survey (there is a single South American project) is still surprising.
Time is another dimension upon which we must orient the survey, and accept both that
older projects may have disappeared into obscurity and that more recent ones may not
have established enough of a public prole to be identied. This survey took place in
July and August 2010, and thus the practices reported by the respondents probably best
reect a reality lasting up until the preceding six months, although, once again, it is the
author's suspicion that projects that post-date that time have not signicantly diverged
from the practices recorded.
A third area of bias to consider are the individual elds of Cultural Heritage activity
reported on. When asked `which term bests describes the nature of the project data?',
responses were fairly evenly split between Archaeology and GLAMs (with a small remain-
der of `Cultural' and `Other' data) (Table 3.2). These communities, though intertwined
in many ways, tend to operate independently with dierent strategic priorities. From
the purely pragmatic perspective of this research, it was helpful to see that Archaeology
was not under-represented and that there is a similar body of research within the GLAM
sector for purposes of comparison.
Finally, comparing responses from dierent people working on the same project indicates
that the data cannot be assumed to be trustworthy in all particulars. In particular there
was a tendency for those who were not directly engaged in the technical elements of the
project to be unaware (or have forgotten) about the use of specic technologies. For
instance, they might claim that RDF was used but not URIs (without being aware
that the former requires the latter). Thus, the use of specic technologies is more
likely to be under-represented than over-represented and responses in the negative to
questions of this nature cannot be regarded as a denitive `no'. A presumption towards
the armative has been made where two such responses were conict. Where multiple52
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Table 3.3: STCH Survey: Respondents by specialism
`Do you consider yourself
to be a specialist in:'
(single choice)
Number of
Respondents
Computing 16
Humanities 6
Both 17
Neither 1
20 40
Table 3.4: STCH Survey: Respondents by role
`Your role in the project'
(multiple choice)
Number of
Respondents
Developer 25
Project Director 24
Content Curator 8
20 40
responses were given to questions that required evaluation of a technology or similarly
scalar response, an average value has been taken for the purposes of this analysis. A
summary of all responses is provided in Appendix F. A digital version of the original
data, edited only to maintain anonymity, will be deposited along with the electronic
version of thesis in the University of Southampton ePrints repository.6
As regards the biases of the participants, the respondents themselves largely self-identied
as Computing specialists, with or without additional humanistic skills (82.5%). In con-
trast, just 58% claimed to have a Humanities skillset (Table 3.3). This division is mir-
rored in the respondents' roles in their projects, which were predominantly Developers
and Project Directors (sometimes the sole member of the project), with only a handful
of Content Curators (Table 3.4). This distribution seems to be largely a byproduct
of the fact that i) technically-oriented sta were more likely to publicize their results
through the technical journals and conferences through which they were identied, and
ii) the occasional tendency for Humanities specialists to refer the author on to a Com-
puting specialist colleague `who knows more about these things than I do.' This may
suggest that answers to technical questions are more likely to be correct when answered
by Computing specialists (i.e. in the majority of cases), although perhaps we should be
equally wary of their evaluation of benets to the heritage sector.
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3.3 Findings
3.3.1 The Projects
Before discussing which semantic technologies have been used and how, it will be worth-
while looking at a few basic statistics about the projects themselves. Starting with
the duration of the projects, we can see that many of them are comparatively long by
Humanities standards. The great majority of the projects (82.5%) are over one year
in duration and, as half of the projects are open-ended, the gures somewhat under-
represent the actual gures (Tables 3.5 and 3.6).
Project sta size seems to be more evenly spread, with approximately one third having
ve sta or fewer, a third having 6{10, and a third having more than 10 sta (Table
3.7). The reasons for this emphasis on scale are suggested by three further sets of gures.
When indicating the number of institutions involved (Table 3.8), the number of datasets
merged (Table 3.9) and the number of dataset schemas merged (Table 3.10), over two-
thirds of the projects have three or more. It is dicult to be certain of the signicance
of this across such a diverse range of projects, but intuitively it suggests that semantic
technologies become desirable precisely when data integration cannot be solved with a
bilateral mapping between two systems. In other words, they are predominantly seen as
Table 3.5: STCH Survey: Projects by duration
Project Duration
(months)
Number of
Projects
0{12 8
13{24 11
25{36 7
37{48 8
49{60 2
61+ 4
20 40
Table 3.6: STCH Survey: Open-ended vs. Fixed-term
Project is/was: Number of
Projects
Open-ended 20
Fixed-term (ongoing) 10
Fixed-term (nished) 10
20 4054
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Table 3.7: STCH Survey: Projects by people involved
`Approximately how
many people were
involved?'
Number of
Projects
0{5 15
6{10 13
11{15 3
16{20 3
21{25 1
26{30 2
31+ 3
20 40
Table 3.8: STCH Survey: Projects by institutions involved
`Approximately how
many institutions were
involved?'
Number of
Projects
1 4
2 7
3 9
4 4
5 4
6 2
7 2
8 0
9 2
10 1
11+ 6
20 40
a data integration strategy for complex data environments. The implications of this are
not only that they are adopted by medium-to-large-scale projects as we have just seen.
It also suggests that they are less commonly being used to provoke incoming connections
from others (even if this is seen as a desirable by-product) so much as to solve specic
data integration problems between pre-identied data sets.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Table 3.9: STCH Survey: Projects by datasets integrated
`Approximately how
many datasets were
integrated?'
Number of
Projects
0 3
1 5
2 5
3 8
4 6
5 2
6 1
7 0
8 1
9 0
10 4
11+ 5
20 40
`Approximately how
many datasets with
dierent schemas were
integrated?'
Number of
Projects
0 5
1 3
2 5
3 10
4 5
5 3
6 2
7 0
8 1
9 0
10 2
11+ 4
20 40
Table 3.10: STCH Survey: Projects by datasets with dierent schemas integrated56
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3.3.2 Intentions
Are these then predominantly a set of closed, centralizing initiatives, indicative perhaps
of an MSKR philosophy? Not necessarily. There are at least some indications that a
wider user-base is being sought. In response to the question `who are your intended
consumers?' only 10% responded that they were restricted target groups such as project
partners, and two thirds said they had no target group (Table 3.11). Of course, this
may not always have been a full-throated endorsement of openness | it may just as well
reect a lack of any thinking in this direction at all. In fact openness per se often seems
not to have been a consideration or to have fallen foul of sustainability issues. Only 60%
of the projects said that their data is publicly available (Table 3.12).
Questions about the relative priorities of the projects also deliver interesting results.
When asked, in the opinion of the respondent, whether data complexity or data quantity
took precedence for the project, the results were evenly balanced, with a considerable
proportion (22.5%) giving no answer at all (Table 3.13). This is perhaps to be expected
as both are important goals for archaeologists and heritage curators alike. In contrast,
when asked whether data utility7 or data integrity8 took precedence, the answer was
overwhelmingly (70%) in favour of utility with a further 7.5% giving no answer (Table
3.14).
7\That the output could be put to better or dierent use than with other technologies."
8\That the output was an accurate representation of the semantics of the input."
Table 3.11: STCH Survey: Projects by intended user group(s)
`Who are your intended
consumers?'
(single choice)
Number of
Projects
No restriction, no target
group
27
Unrestricted target group(s) 13
Restricted target group(s) 4
20 40
Table 3.12: STCH Survey: Project data availability
`Is the data publicly
available?'
Number of
Projects
Yes 24
No 16
20 40Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Table 3.13: STCH Survey: Projects' priorities | data complexity vs. data quantity
`In your opinion, which of
the following two criteria
took precedence?'
Number of
Projects
Complexity over quantity 16
Quantity over complexity 15
Neither 9
20 40
Table 3.14: STCH Survey: Projects' priorities | data utility vs. data integrity
`In your opinion, which of
the following two criteria
took precedence?'
Number of
Projects
Data utility 28
Data integrity 9
Neither 3
20 40
Does this indicate a trend towards a Linked Open Data paradigm? It seems an extremely
curious result for two reasons. First of all the heritage sector is typically thought of as
one in which the creation and curation of accurate data are paramount. Archaeologists
frequently cite the need to publish `good quality data' as a reason for not publishing it
in its raw form and `utility' is rarely used as a justication for Humanities scholarship.
Secondly, semantic data is explicitly supposed to be an improvement in quality, helping
to avoid the diculties of ambiguity that plague other formats. Of course it could
be argued that this is precisely so that the data becomes more useful (and we should
remember that the respondents are not indicating that data integrity is unimportant)
but nevertheless, such a strong emphasis on utility does seem to require an explanation.
Signicantly, it does not seem to be inuenced by the respondents' background or role
although Computer Scientists were slightly less likely to prioritize utility. There was
also no correlation with either archaeological or GLAM projects, nor with those that
began before or after 2006.
One possibility is that it is a consequence of the source data. Table 3.15 shows that it
is overwhelmingly converted legacy content that is being used rather than data that is
`born semantic'. There is a kind of Catch-22 involved here. The need to semantically
format data arises precisely in those cases where it is not already machine-readable.
But therefore no generic algorithm can convert it perfectly, by denition, and so perfect
data integrity is unattainable by automated means. Manual conversion can naturally
achieve far better results (issues of source data ambiguity, variable precision and human58
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Table 3.15: STCH Survey: Project data sources
Project data source: Number of
Projects
Legacy digital data 33
Legacy paper-based data 16
Born semantic 9
Controlled vocabulary only 7
20 40
error notwithstanding) but is often unworkable in practice, especially with large data
volumes. Could it be that those projects working with legacy data are simply forced
to accept `good enough'? In fact the answer again seems to be no. There is no dis-
cernible correlation between the use of legacy data (whether digital or paper-based) and
a prioritization of utility.
There are in fact just two variables which appear to reect a similar distribution. The
rst is the employment (or not) of text-mining algorithms, which seems entirely con-
sistent with the `good enough' hypothesis as this also an inherently imprecise process.
86.7% of projects which used text-mining also prioritized utility, but as they make up
just 37.5% of the entire survey they cannot entirely explain the trend. The second fac-
tor, which was not expected, is whether the project is xed-term or open-ended. The
projects surveyed were almost exactly divided by those which were continually ongoing
and those which were xed-term (whether ongoing or completed). Of the open-ended
projects, 80% prioritized data utility (with one giving no answer). In contrast, only 65%
of xed-term projects were, and of these, about 50% used Text-mining as a method.
The disparities do not end there. Open-ended projects were much more likely to have
no restriction on their intended consumer base (xed-term 50%, open-ended 85%). In
contrast, xed-term projects were much more likely to have a Humanities expert as
part of the data conversion team (xed-term 60%; open-ended 25%), use the CIDOC
CRM (xed-term 65%, open-ended 30%) and least likely to have publicly available data
(xed-term 45%, open-ended 75%). This last statistic is not an eect of data `going
dark' after the completion of the project | the same result was observed for both com-
pleted and uncompleted projects. In short, it seems that xed-term projects are more
likely to be concerned with data modelling and integration within a closed environment,
whereas open-ended projects seem more liable to prioritize access and utility. This in
turn appears to have had some important eects on their choice of technologies, as we
shall see.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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3.3.3 Semantic Technologies Employed
Having established that there may indeed be diering intentions behind these projects,
we now turn to the technologies they employed. Initially it would seem that data-
linking of all types | internal, incoming and outgoing | was a common goal, although
by no means in every project (Table 3.16). Fixed-term projects were only slightly more
likely to have internal or outgoing links and neither was more or less likely to encourage
incoming links.
Of the mainstream semantic technologies there is an unsurprising fall-o in uptake de-
pendent on its place in the Semantic Web Layer Cake (Table 3.17).9 Some avour of
RDF was used by about 75% of the projects whereas SPARQL, OWL and SKOS were
adopted by only about half of the projects. Similarly, although HTTP URIs were rel-
atively common (90%), resolvable and persistent URIs were considerably less so (60%
and 55% respectively) (Table 3.18). When projects used resolvable URIs they were al-
most always hosted by a partner institution (91.7%) rather than an independent hosting
service (just a single project took this approach) (Table 3.1910).
9The fact that all projects used URIs is merely an artefact of the method (See Section 3.2.1).
10Some projects stated that their URIs were hosted but not resolvable. These have been excluded
from the table.
Table 3.16: STCH Survey: Project aims
`The project aimed to:'
(multiple choice)
Number of
Projects
Link data to external data 30
Link data internally 27
Allow external data to link to
project data
26
20 40
Table 3.17: STCH Survey: Semantic Technologies used
`Semantic technologies
used:' (multiple choice)
Number of
Projects
URIs 40
RDF/RDFS 32
SPARQL 24
OWL 20
SKOS 18
20 4060
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Table 3.18: STCH Survey: URI usage
`If you created (minted)
URIs, were they:'
(multiple choice)
Number of
Projects
HTTP based 36
Resolvable 24
Persistent 22
Used content negotiation 12
20 40
Table 3.19: STCH Survey: URI hosting
`If resolvable, are
[Project URIs] hosted
by:'
Number of
Projects
An organization associated
with the project
22
An external organization 1
NO ANSWER 1
20 40
It is notable that ontologies were much more commonly used by the xed-term projects
(OWL: xed-term 70%, open-ended 30%; SKOS: xed-term 60%, open-ended 30%;
CIDOC CRM: xed-term 65%, open-ended 30%). In marked contrast however, the
open-ended projects were much more likely to use URIs that are persistent (xed-term
35%, open-ended 80%) and resolvable (xed-term 45%, open-ended 75%). Once again, it
seems that the xed-term projects are principally concerned with modelling | and pre-
sumably querying and reasoning over | a controlled and integrated dataset, whereas the
open-ended projects were more intent on establishing an open and stable Web presence.
3.3.4 Data Conversion
As noted above, the majority of projects converted legacy data into a semantic format,
rather than generate it from scratch. For both xed-term and open-ended projects
about half mapped terms to URIs dened elsewhere (xed-term 40%, open-ended 50%),
overwhelmingly by a semi-automated process (Table 3.20). A very small number of
projects of both kind did mapping solely by hand (2 projects in each category) and
there were two xed-term projects that used a fully automated process.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Table 3.20: STCH Survey: External URI mapping
External URIs identied
by:
Number of
Projects
Automated process 2
Semi-automated process 18
Manual process 4
20 40
Table 3.21: STCH Survey: RDF generation | process
`RDF generation is/was:' Number of
Projects
Dynamic 18
One-o Export 10
20 40
A more surprising result was that RDF, when generated, was more frequently produced
dynamically than as a one-o export (Table 3.21). It should be noted that this was
especially common for xed-term projects with 11 projects (55%) claiming to use this
method. There is an interesting twist however: of the 11 RDF-producing projects that
do not make their data publicly available, 8 produced it as a one-o export and 3
produced it dynamically. In complete contrast, of the 17 projects which claim both
to have publicly available data and produce RDF, 14 unambiguously used a dynamic
process, while only 2 produced it as one-o export. This would seem to suggest that
`open' projects frequently have a non-semantic back-end which is continuously updated,
whereas `closed' projects commonly export the data once and then perform analyses.
On the other hand, there was no direct correlation with projects being open-ended
or xed-term. The conversion process itself always involved a Computer specialist with
considerably less involvement from Humanities specialists, although this happened much
more frequently in xed-term projects. The mapping itself was mainly done with either
bespoke software or XSLT (Table 3.22). Prot eg e11 and D2R MAP12 each received a
single mention.13
75% of the projects claimed that data was still available in a semantic form irrespective
of whether it was open access. Table 3.23 shows that this is was largely by means of a
le-based format (typically RDF/XML). As the majority of these projects stated that
they used a dynamic RDF generation process it is presumed that this was a regular
11http://protege.stanford.edu/
12http://www4.wiwiss.fu-berlin.de/bizer/d2rmap/d2rmap.htm
13These were originally classied as `Other', rather than `Generic software', by the respondents, which
may call into question whether the categorisation used by the survey is satisfactory.62
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Table 3.22: STCH Survey: RDF generation | technologies
`RDF generation was
done by:' (multiple
choice)
Number of
Projects
Bespoke software 17
XSLT 12
Generic software 2
Other 1
20 40
Table 3.23: STCH Survey: RDF formats used
RDF formats available Number of
Projects
RDF/XML 21
SPARQL 10
RDFa 6
RDBMS with URI values 5
Turtle 3
N3 2
20 40
dump rather than a live connection to a relation backend as might be achieved with
the D2RQ Server. Data was also made available (if considerably less frequently) as a
SPARQL endpoint, RDFa, a relation database with URI values, in Turtle and N3.
3.3.5 Access and Consumption
We have already noted that just 60% of the projects made their data publicly available
| principally those of an open-ended nature (Table 3.12). 50% of all the projects made
their data available via an alternative API or computer readable interface such as JSON
or Atom, irrespective of whether it was also available in a semantic format. Two thirds
(67.5%) of the projects also provided tools for visualization or an alternative human
readable interface and results were broadly similar in both cases between xed-term
and open-ended projects. Yet despite this fact, levels of consumption seem to be low.
Only half the projects report that their data is being consumed by partners involved
with the project, and just one quarter report consumption by target groups or anyone
else (Table 3.24). Open-ended projects dominate this last category with 50% reporting
consumption by external parties as compared to just 20% of xed-term projects.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Table 3.24: STCH Survey: Data consumption
`To the best of your
knowledge is your data
being consumed by:'
(multiple choice)
Number of
Projects
Project partners 21
Target groups 10
Anyone else 11
20 40
Table 3.25: STCH Survey: Respondent advocacy
`Would you advocate the
use of semantic
technologies for similar
tasks in future?'
Number of
Projects
Denitely 25
Probably/Possibly 14
Probably not 1
Denitely not 0
20 40
Once again, people's perceptions of the technology in this regard seems to be coloured
by their views about its purpose. When asked `would you advocate the use of seman-
tic technologies for similar tasks in the future?', 65% of the projects had at least one
respondent reply that they `denitely' would (Table 3.25) and expectations, regardless
of what they may have been initially, largely appear to have been met (82.5%) and in
sometimes even exceeded (25%) (Table 3.26). Of those that were content, just 33% re-
ported consumption by external parties and 30% reported no consumption by anyone at
all. However the distribution is heavily skewed. 78% of xed-term projects that claimed
they would `denitely' advocate its use had no external consumption, compared to just
36% of open-ended projects. Is this simply due to the fact that many more open-ended
projects are externally consumed? Apparently not | of the 6 xed-term projects that
were externally consumed, only 4 (67%) would denitely recommend them, whereas of
the 10 open-ended projects that were externally consumed, 9 (90%) would do so. It
therefore seems clear that dierent sets of goals are being aimed at here.64
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Table 3.26: STCH Survey: Respondent satisfaction
`Did semantic
technologies live up to
your expectations?'
Number of
Projects
Much better than expected 5
Better than expected 5
As expected 23
Less than expected 5
Not at all 0
20 40
3.3.6 No Linked Open Data?
One nal nding came as a considerable surprise and may tell us a lot about current per-
spectives on semantic technologies in Cultural Heritage: although many of the `Linked
Data Rules' are followed independently, comparatively few projects follow them all, and
those that do are almost entirely `closed data'. In other words there is virtually no
entirely Linked Open Data in Cultural Heritage (Table 3.27). While the majority use
URIs to express data (Linked Data Rule #1),14 just half also have dereferencable HTTP
URIs (Linked Data Rule #2). Of these, 16 projects express their data as RDF (Linked
Data Rule #3), but just 5 projects link to external URIs as well (Linked Data Rule
#4). Of the entire set of projects, only a single one meets all these criteria and is pub-
licly available. This last project | while an excellent exemplar | is highly atypical,
comprising a small dataset of manually curated data expressed as RDFa in an otherwise
conventional website. Of course, the Linked Data Rules are not required to be followed
in that specic order, and it is generally agreed that following some of them is better
that following none of them, yet it seems hard to conclude that any part of the Cul-
tural Heritage sector has fully embraced the Linked Open Data paradigm when so few
examples exist in practice.
3.3.7 Respondents' Comments
While the great majority of questions were either multiple-choice or required short re-
sponses, the end of the questionnaire asked participants four questions that gave them
an opportunity to express themselves more fully. The full text of these comments can
be found in Appendix F but a number of themes emerged which are collated below.
14Four projects are excluded by virtue of providing only an ontology, rather than data.Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Table 3.27: STCH Survey: Conformance with `Linked Open Data Rules'
Conformance with Linked
Data Rules:
Number of
Projects
Rule 1 36
Rules 1 and 2 20
Rules 1, 2 and 3 16
Rules 1, 2, 3 and 4 5
Linked Open Data 1
20 40
`What was/were the greatest advantage(s) of using semantic technologies?'
The Web / Sharing Data
Unsurprisingly, the benets associated with Web access were commented on by
many of the respondents.\Web-friendliness" and\data exchange" were both men-
tioned, as was\the ability to automatically, repeatedly, and quickly convert from
a museum professional point of view to a public point of view". One participant
particularly appreciated the\radical transparency of previously opaque, specialized
data [and] ability to reuse/remix the now `atomic' data in unforeseeable ways."
Data Integration
This was also a major focus of respondents' comments, often in a localised context
(\sharing data across partners",\internal re-use of data"). The possibilities for
\pulling together and cross searching disparate data" and\faceted searches" were
also brought up. Data integration does not always appear to have been seen as a
one-o process. One comment highlights the\open-ended nature of data structuring
used, allowing an incremental approach to data integration."
Miscellaneous
While exposure and integration were by far the most common themes, other inter-
esting reasons for adoption included\support for multilingual access",\exibility of
modeling" and the fact that\semantic technologies enabled us to greatly enlarge the
amount of usable data from an otherwise often sparsely populated, text-block-heavy
data set." One participant noted potential cost savings:\The adaptation costs are
likely to be low in the long term: I'm front loading costs to the early, set-up, stage
so that they become part of the method and process", although they also made clear
that it was\too early" to be sure.66
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`What was/were the greatest disadvantage(s) of using semantic technolo-
gies?'
Four of the participants stated explicitly that they saw no disadvantages to using se-
mantic technologies but this was certainly a minority view.
Diculty
Criticism focussed overwhelmingly on the diculty of implementing semantic tech-
nologies, with at least half the respondents mentioning this in some manner.
Phrases such as\incredible amount of work" and\bloody hard" give an indication
of the challenges faced by some. This seemed to be at almost every level of the
process. Comments include:\diculty to explain the complexity and potentials of
the approach to the project partners",\eort to build community consensus on on-
tologies",\considerable eort...to build the required ontologies",\grounding local
URIs against authoritative ones is hard",\integrating legacy content production to
the system is hard" and\not easy to understand for non-experts."
Tools and Training
Some of this diculty certainly stems from what was considered to be a lack of
suitable software. An\immaturity of tools",\complexity of toolset" and\buggy soft-
ware" meant projects were not\able to oer [museum sta] the tools to allow them
to improve the ontologies and semantic logic". Likewise,\The lack of good clear
examples",\trained human resources", and\training" were all cited as additional
problems.
Consumption
Less frequent, but still common, were criticisms related to consumption. Several
mentioned\performance" and\slow response times for complex queries" as specic
issues. Two participants stated that\There are very few end-user services which
make meaningful use of it" and that there are\no semantic web users." One
particularly critical respondent felt that there was a\lack of functional benets".
`Would you do anything dierently in future?'
Prior knowledge
A good number of participants suggested that they were would have beneted from
additional knowledge before commencing:\[It] would have been good for me to un-
derstand these technologies better before we started (and now for that matter)",\[I
would] get a semantic technologies specialist to advise on adoption of some in-house
decisions." An important twist on this theme was the need to\focus more eort
on institutional buy-in. While the project is viewed as an overwhelming success by
its intended (external) users, it is frequently viewed as a failure by museum sta
who have expectations of 100% data accuracy and of all conceivable functionality".Chapter 3 Survey | Evaluating Semantic Technologies for Data Publication in
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Tools and Resources
Several participants wished they had had\more project resource on semantic is-
sues" such as\a larger team to assist with creating the semantic output", a\tool
to map dataset on the ontology" and even\a budget (this was done for $0 with
volunteered time and eort)."
Born Semantic
Three participants indicated that it is much easier to\try to be born semantic" than
convert legacy data, as\solving interoperability problems is much harder afterwards
and data quality is lower."
Reduced Complexity
Three respondents suggested that they would\focus on getting data used before
worry about modeling too much" and\trade `complete' for `good enough' earlier."
One of these\Wouldn't use full blown CRM! Things have moved on a lot since the
project with simpler reference models e.g. CRM Core probably yielding a better
return on investment."
`Any other comments?'
The majority of responses to this question were very project specic but it is interesting
to note that, from those who answered, there seems to be a very wide spectrum of
opinion as to the utility of semantic technologies. At one end were criticisms such as:
 \It was hard work being at the bleeding edge of semantic web R&D as we were at
the time."
 \For the neophyte semantic modelling techniques can seem impractical, rigid and
unrealistic. Implementation issues often descend into ethereal discussions about
meaning itself, with no clear usable outcome."
 \In terms of using semantic technologies at a local level, most needs can be more
eciently met by using simpler data structures and relationships. Or such has
been our experience."
On a more positive note, others stated that:
 \The project was lots of fun."
 \From my perspective, this project has been an overwhelming success...I would
denitely recommend semantic technologies to anyone looking to improve access to
specialized, obscure, jargonized, and/or sparse data."
 \It was very exciting to work with semantic technologies: it opens up a world that
goes much beyond simply syntactic technologies such as XML."68
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3.4 Conclusions
We ended the previous chapter having established that two visions of the Semantic
Web | Linked Open Data and Mixed-Source Knowledge Representation (MSKR) |
appeared to exist, but with less clarity as to whether either of these views exercised
particular inuence on Cultural Heritage projects. In fact it seems that both perspectives
are present, but that they are associated with a very specic variable: whether or not
the project concerned is xed-term or open-ended. Table 3.28 summarizes the results
we have been discussing, ranking several key variables in order of their prevalence in
association with each type.
Fixed-term projects predominantly use heavyweight ontological apparatus (such as OWL
and the CIDOC-CRM), involve a domain specialist in the RDF conversion process, and
have a restricted target audience. They are also unlikely to to provide resolvable or
persistent URIs, grant public access to the data, or (unsurprisingly) see consumption by
external parties. For open-ended projects the situation is entirely reversed. This seems
as clear an indicator as we might hope for, that the majority of xed-term projects are
interested in MSKR, and the majority of open-ended projects take a Linked Open Data
perspective. Of course, these are not entirely discrete classications. As we have seen,
few projects will exhibit all the attributes associated with either of these visions, but a
plausible narrative for this division does seem available.
Fixed-term projects typically appear to be concerned with a traditional Humanities re-
search model that necessitates the production of research output before the termination
of funding. They must demonstrate a high level of data integrity and a nished prod-
uct, often a report, database or website. Ontologies, in particular, are seen as a way to
bring heterogeneous data sources together into a new, semantically harmonious form.
In contrast, open-ended projects are more commonly led by computer scientists or those
with technical responsibility for a institutional database or website. They view semantic
Table 3.28: STCH Survey: Variables associated with Fixed-term and Open-ended
projects
Variable Fixed-term Open-ended Dierence
OWL 70% 30% 40
CIDOC CRM 65% 30% 35
Conversion by Humanities specialist 60% 25% 35
Restricted target group 50% 15% 35
External consumption 20% 50% 30
Public access 45% 75% 30
Resolvable URIs 45% 75% 30
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technologies as a way of making their resources more useful by providing a stable Web
presence for both incoming and outgoing links.
Let us conclude this rst part of the thesis by returning to our original questions:
1. What are the benets to archaeologists of using semantic technologies to express
their data?
2. What are the social and technical requirements for expressing archaeological data
with semantic technologies?
3. To what extent is contemporary archaeological practice able and willing to meet the
social and technical requirements of expressing data with semantic technologies?
It is clear from our results that the answer to the rst question will depend on what the
archaeologist in question wishes to achieve. If their work is open-ended they are more
likely to be interested in the benets of Linked Open Data, whereas if it is xed-term
then the possibilities aorded by MSKR may seem closer to their goals. This in turn
will have a substantial impact on the answers to Questions 2 and 3. Unfortunately, it
is beyond the limitations of this research to undertake the experimentation required to
explore both perspectives. Instead it will focus on just one perspective, MSKR, in line
with the goals of the Roman Port Networks project. The experiments and results of this
case study will be discussed over the next three chapters. We will return to the topic of
Linked Open Data, however | and speculate further on what role it might play within
Archeology | when we reach our nal conclusions in Chapter 7.Chapter 4
MSKR in Archaeology: Building
a Framework
4.1 Overview
In the second part of this thesis we turn from abstract considerations to practical ones.
We have identied that semantic technologies do indeed seem to oer potential benets
to Archaeology | two dierent kinds in fact | and we must now establish the costs of
implementing them. In order to do so we will be required to work not only with real
archaeological data but also with real archaeologists, and therefore in collaboration with
an ongoing project. This in turn determines which Semantic Web model we are able
to investigate, MSKR or Linked Open Data, for there are regrettably not the resources
available to do both. The case study we will be working with is Roman Port Networks,1
an international xed-term research project funded by the British Academy and the
University of Southampton, and directed by the British School at Rome. As we shall
see, the nature of the research, and the goals it aims to achieve, lead us strongly towards
an MSKR approach and therefore the following three chapters will focus on the concerns
associated with this perspective.
In this chapter we will discuss some of the features of Roman Port Networks and how its
decentralized and voluntary (but closed) partnership structure | which we shall refer
to as microprovision | creates a specic set of circumstances to be addressed. We will
then go on to describe an infrastructural framework to which each content partner can
contribute their data. Once this basic framework has been established we shall be led to
investigate ways in which project partners can convert legacy data into a semantic format
that is compliant with it. Chapters 5 and 6 will evaluate two alternative approaches to
this problem.
1http://www.romanportnetworks.org/
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4.2 Case Study: Roman Port Networks
Roman Ports Networks is an investigation into the relationship of Portus | the main
port of Rome throughout most of the Imperial era (27 BCE{476 CE) | to other ports in
the Western Mediterranean and beyond (Keay, 2009). By establishing the co-presence
of specic ceramic and marble types at a range of key maritime sites, it aims to gauge
uctuating levels of trans-Mediterranean interaction during the Roman period. Source
data comprise large quantities of published and unpublished harbour and shipwreck
excavation databases from a variety of academic and research institutions in dierent
countries.
While the datasets all pertain to the same domain, they frequently employ mixed tax-
onomies and are heterogeneously structured, containing both raw and summary data. In
addition to multiple data formats, normalization is not guaranteed, uncertainty frequent
and variant spellings common. Dierent recording methodologies have also given rise
to alternative quantication and dating strategies, and the multilingual nature of the
project | with resources in Catalan, English, French, Italian and Spanish2 | further
adds to its complexity. In other words, it is a typical real-world, mixed-context situation.
As an international endeavour, requiring the synthesis of large quantities of data with
varying format but restricted scope, it provides an ideal opportunity to work through
the issues involved in applying semantic technologies to Archaeology.
At the commencement of the project, the institutional partners agreed to contribute rel-
evant datasets according to two pre-established chronological horizons associated with
the Roman era in the West: the Republican-Imperial transition (100 BCE{50 CE) and
the post-Imperial period (475 CE{550 CE). In order to maintain realistic working condi-
tions, original data formats were not to be adjusted in any way prior to their conversion
to RDF. They also agreed to volunteer a limited amount of time to trial any software or
methodologies developed for the project. Such methods should assist users in creating
a mapping between local data, a domain ontology and a canonical URI thesaurus for
shared concepts such as taxonomies. Once this process is complete, the archaeologist
should be able to export data as ontology-compliant RDF that can easily be integrated
with data provided by other project partners in order to create visualizations and per-
form analyses.
As project data is compiled from the voluntary contributions of many partners, much
of which forms the basis of their current research, an Open Content policy was not
adopted. For the sake of project collaboration it was agreed that both input data
and output RDF would be held within a password protected and centrally managed
datastore.3 This eectively prohibits the possibility of a Linked Open Data approach
and, in combination with the project's goals of data integration, determines MSKR as
2A complete list of project partners is given in Appendix G.
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being the perspective most in line with its aims. Nevertheless, it is hoped that much
of the data will ultimately be made publicly available and therefore some consideration
must still be given to the potential advantages of using globally shared vocabularies,
albeit on a provisional basis.
Amphorae
Although Roman Port Networks is concerned with the distribution of a range of ma-
terials, for the purposes of investigation into semantic technologies the study is lim-
ited to just one: amphorae (Figure 4.1). Originally invented by the Phoenicians, and
subsequently adopted by Greeks, Romans and other cultures engaged in the maritime
economy of Antiquity, amphorae are standardized ceramic transport vessels used for the
long-distance transport of goods. As containers with a standard form and volume, they
not only assisted in the physical transmission of liquids and perishables, but also catered
to the scal concerns of the Roman taxman. Of equal importance to their producers,
traders and consumers was the regional stylistic variation that helped those at both the
quayside and marketplace decide what to pick up and what to leave behind.
This diversity in size, shape and material | as well as inscribed, stamped and printed
text and symbols, content residues, remarkable durability and widespread distribution |
Figure 4.1: A Dressel 20 Roman amphora (Keay and Williams, 2005)74 Chapter 4 MSKR in Archaeology: Building a Framework
make amphorae one of the most important artefact types available to archaeologists when
considering trade and exchange within the Roman economy (Peacock and Williams,
1986). That very importance has led to an extremely broad array of typological systems
in order to categorize them, however. Some of these systems are limited to forms found
on a single site (e.g. Dressel (1899)) while others provide syntheses of amphorae found
across an entire region (e.g. Keay (1984)). Fortunately, the online database Roman
Amphorae: A Digital Resource4 (Keay and Williams, 2005) provides a helpful, if by no
means exhaustive, overview of many of the main amphora types and type series.
Focussing on this particular class of material will be sucient for identifying and ad-
dressing many of the theoretical and practical issues we are likely to face when applying
semantic technologies in the archaeological domain. However, it will also be important
to bear in mind the possibility of including other materials, such as marble and metal
ingots, in order to ensure that any infrastructural and methodological proposals we make
can be adapted to alternative forms of material evidence with the least amount of eort
possible.
4.3 Requirements
While Roman Port Networks clearly has similarities to many other projects that adopt an
MSKR philosophy, that group is not homogeneous. A particularly important distinction
to consider is that of macro- versus microprovision. Many Semantic Web projects
are not only centralized but also have considerable resources available for investment in
technical stang and resources. This is most frequently the case with GLAM projects
which often (although by no means always) have a dedicated IT department and budget.
In contrast, archaeological academics often work either independently or within small
teams with little if any technical support beyond maintenance of hardware and generic
software. They are therefore representative of a `long tail' of potential Semantic Web
stakeholders with comparatively small datasets and limited resources (whether technical,
temporal, or nancial). The absence of this community in much of the literature to date
is of particular concern to proponents of Linked Open Data, given the Web's heavy
reliance on large numbers of small contributions, making it a `Social Machine' (Hendler
et al., 2008). While our focus here is on MSKR, lessons derived from working with this
group are likely to extend to Linked Open Data and, indeed, well beyond the domain of
Archaeology.
A further feature of the project to bear in mind is that the Roman Port Networks
partnership is based on voluntary contribution rather than contractual obligation. Al-
though this is perhaps more common among Linked Open Data than MSKR projects,
4http://archaeologydataservice.ac.uk/archives/view/amphora_ahrb_2005/
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it increases the need to make the process of generating semantic data as eective and
ecient as possible. A method that is perceived to be either too time-consuming or
too dicult will simply not be adopted. It must additionally be able to cope with the
diverse range of spreadsheet and database formats employed, as insisting upon a single
digital standard is equally likely to act as a deterrent.
So what options are available to us? Sahoo et al. (2009) discuss 15 projects responding to
the challenge of mapping relational databases to RDF (a process known as RDB2RDF),
yet virtually all of them are too generic, too complex, and require too much prerequisite
knowledge of the Semantic Web theory and content, to be of use to microproviders.
Those that are fully automated (especially Byrne and Klein (2009)) are too inaccurate
for use as MSKR data sources although they show greater promise for text mining
and Linked Open Data. The report provides no standard formalism for RDB2RDF
mappings. The Requirements for Relational to RDF Mapping report (Erling, 2008)
notes a number of important requirements for a relational to RDF mapping language,
but also provides no guidance as to how such mappings should be created or by whom.
The RDB2RDF Incubator Group Final Report likewise mentions only one Use Case that
involves large numbers of datasets and users with low tech-literacy (Malhotra, 2009),
but even this assumes multiple instances of a standard schema such as WordPress5 and
is still only suitable for Web Application developers (Auer et al., 2009). A W3C Working
Draft of R2RML, an RDB2RDF mapping language, was published in September 2011
(Das et al., 2011), but is unfortunately too recent to have been incorporated into the
present work.
Given, therefore, the restrictions on time and money faced by the Roman Port Networks
partners in pursuit of their work, a great deal needs to be done to facilitate this pro-
duction process. In more concrete terms, a successful mapping and export process must
aim to be:
Quick { There is clearly no universal denition of `quick enough' but a process taking
longer than a working day to complete (from commencement to visualisation) is
likely to be perceived as a project rather than a task and correspondingly more
burdensome on the producer.
Cost-eective { It must use easily available (ideally Open Source) software and require
minimal technical support.
Accurate { It must produce RDF at a level of accuracy limited only by the source
data. Note that this does not imply the same level of completeness or precision as
the source, but the output should not introduce false information.
Transparent { The archaeologist must understand enough of the production process
to feel condent in its output.
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A production process that does not full these criteria is unlikely to support the number
of contributors, and thus datasets, requisite to catalyse a positive feedback loop within
the project, and arguably, most projects that operate on a decentralized, voluntary
basis. The goal is therefore to develop a prototype system suciently intuitive and well-
documented to be usable without a signicant level assistance, while generic enough
to be adaptable across a range of archaeological materials. Any proposed solution can
broken down into two elements:
1. Infrastructure: The specication and instantiation of a common ontology and
thesauri in RDF.
2. Support: The implementation of a workow process that allows data holders to
export their data as ontology- and thesauri-compliant RDF.
4.4 Infrastructure
The ability to generate RDF cannot reside solely in a standalone application. It requires
a service-level framework that provides URIs for specialized common vocabularies such
as the ontology and thesauri. Only once this is in place is it possible to map between lo-
cal terminology (i.e., terms used by the datasource) and canonical URIs. There are
two distinct features of these global identiers to consider. The rst (which we might call
Term Standardisation) is their ability to provide a de facto common vocabulary of
common URI concepts. This may derive from either regulation or consensus | typically
the latter, as neither the Internet nor archaeological communities have historically re-
sponded well to externally imposed standards. Nevertheless, as it is in everyone's general
interest to share terminology, conventional standards emerge over time and by providing
canonical URI terminologies where none currently exist, it can be made more convenient
for new contributors to adopt them rather than develop their own. The second aspect
(which we might call Term Contextualisation) is to provide canonical URIs with
additional background information using RDF. Unfortunately, the highly interpretive
nature of Archaeology means that such `descriptions' can be highly contentious, but as
URIs are themselves opaque (i.e. have no semantic content) it is vital to provide at least
enough information to unambiguously identify the resource they refer to. Bearing these
considerations in mind there are three tasks to accomplish:
1. Establish a domain ontology for the project.
2. Establish thesauri for the project.
3. Arrange hosting and maintenance of the above.Chapter 4 MSKR in Archaeology: Building a Framework 77
4.4.1 Domain Ontology
A domain ontology serves two purposes. First it provides a common reference point for
both data contributors and consumers, enabling them to understand the relationships
between the canonical URIs they are mapping to and thus eliminate some (if not all)
potential misconceptions about them. This is most easily achieved by having a publicly
accessible diagrammatic and text representation of the key concepts (classes and their
properties). Second, it allows machines to inference across data, permitting logical
conclusions to be derived that may not be explicitly expressed in the data itself. This
requires the RDF to be accessible in a machine-readable notation such as RDF/XML or
Turtle.
It is clearly best practice to adopt pre-existing ontologies if possible in order to diminish
the Co-reference Problem and reinforce the de facto terminology standards discussed
earlier. In the case of Archaeology, an ontology already exists for archaeological eldwork
known as CIDOC CRM-EH (Cripps et al., 2004). We have decided not to use this
ontology which therefore requires some justication. As discussed in Chapter 2, CIDOC
CRM-EH was developed as an extension to the CIDOC CRM, a more generic `core
ontology' developed for the Cultural Heritage sector. While the potential informative
power of the CIDOC CRM is great, it is felt by many to be too abstract and too complex
for adoption without considerable expert assistance (Cripps et al., 2004; Addis et al.,
2005; Stein et al., 2005). As the principal goal of this research is to identify the benets
and costs specically associated with semantic technologies | and these were themselves
frequently described as `dicult', `complex' and `hard' by the STCH survey participants
| it was decided that there was too great a risk of the complexity associated with the
CIDOC CRM overshadowing the challenges presented solely by semantic technologies
themselves. Nonetheless, interesting work is being done in this space, in particular by
the STAR and STELLAR projects (see 2.3.3). Should such research demonstrate that
the CIDOC CRM can be made more easily comprehensible to non-specialists, it will
certainly be worth reappraisal.
Returning to the drawing board on this basis, it is clear that the ontology must be
kept as simple as possible. In order to do this, the principle was maintained that only
data which could be used for meaningful inter-site comparison should be represented.
For example, the number of rims, bases and handles may be important to determine
the approximate overall quantity of amphorae, but across multiple sites this level of
granularity is superuous and thus excluded from the ontology. While such an approach
is particularly suited to the broad-scale analyses of Roman Port Networks it may also
provide a sound universal principle for Archaeology in general. Semantic technologies
are not a replacement for individual data repositories and, for the foreseeable future
at least, intra-site analysis is almost certainly better carried out using a conventional
site database which will have been developed to accommodate the speci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excavator's methodology. There are therefore no immediate grounds for increasing the
complexity of an ontology by introducing elements that have no relevance beyond their
original dataset.
The ontology used, known as ArchVocab,6 was designed with assistance from a number
of ceramics and marble experts in the UK, France, Spain and Italy, in order to ensure that
key data necessary for a comprehensive inter-site summary can be described adequately
and that strategically useful research questions can be addressed. Figure 4.2 provides
a visual rendering. The ontology is separated into Classication and Instance Data
layers so that independent datasets are linked by canonical URIs signifying classicatory
and singleton concepts. These URIs provide a vocabulary of terms that are common to
any instance data set: typology, location, period, form or material. The classication
layer also makes deliberate reuse of external vocabularies, including SKOS and Heml.7
The Instance Data layer represents resources that are specic to a given dataset and
require the creation of new URIs. The overall design is intended to be simple and stable
enough for archaeologists to easily interpret in relation to their own data.
It is worth observing that the `type' of an artefact may refer to entirely dierent qualities,
depending on the nature of the material under consideration. For instance, while ceram-
ics experts generally emphasise the shape of an amphora over its fabric when classifying,
marble specialists tend to focus on the material rst. As a result, the verb `type' has
been avoided and separate properties archvocab:ofForm and archvocab:ofMaterial
created so that both can be described without ambiguity. In accordance with our prin-
ciple of recording data relevant to inter-site analysis, material is here used to specify the
region of origin, rather than other dening features | such as colour or consistency |
which have limited relevance when compared across excavations.
An amphora's `class' is the combination of both form and material (Peacock and Williams,
1986) and this combination forms the basis of what is perhaps the most `atomic' entity in
the ontology: archvocab:Find. A Find is the quantity of all nds of a specic amphora
class within a given archaeological context (represented by archvocab:Context). The
Context in turn records the terminus post and ante quem, area, and type of the context,
as well as the archvocab:Excavation to which it belongs. Finally, the Excavation is
associated with a specic geographical place in the modern or ancient world (and thus
spatial location as well). These instance concepts are associated with both canonical
URIs and Literal values. In the latter case, the varying kinds of quantity metric are
represented by a set of subProperties of the Property archvocab:hasQuantity.8
6http://archvocab.net/excavation/ontology/
7http://www.heml.org/rdf/2003-09-17/heml
8For legacy reasons, archvocab:hasQuantityNMI follows the Spanish N umero M nimo de Individuos
rather than the English Minimum Number of Individuals (MNI).Chapter 4 MSKR in Archaeology: Building a Framework 79
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4.4.2 Thesauri
The most natural axis on which to combine datasets is across category distinctions.
While the ontology makes it possible to map the structural semantics of a database
or table, it does not contain the typological terms by which to classify instance data.
In order to achieve this, a URI term-list of appropriate classications must be used.
As we have seen, the challenge is signicant as there are numerous typology systems
for amphora forms with a large amount of overlap between them. An average site
record is likely to refer to forms from multiple typology systems and there may even be
disagreement as to whether two forms are in fact identical. Any attempt to create a new
typology system, or impose the use of one, will likely deter curators from contributing for
fear of introducing inaccuracies into their data. Therefore the only practical solution is
to create URIs for all ceramics types and use RDF to associate those that are considered
to be the same. Fortunately Roman Amphora: A Digital Resource can greatly aid in
this task. Although it does not list every amphora form | identical forms having
been distilled into a single category | it does provide a strong platform for further
development and is certainly sucient for experimental purposes.
Thesauri were initially implemented in a bespoke SKOS le. SKOS, as we have seen, is
an RDF ontology that provides a standard URI vocabulary for dealing with Knowledge
Organisation Systems such as classication thesauri (Miles and Bechhofer, 2009). Two
of its core classes, skos:Concept and skos:ConceptScheme, along with the Property
skos:inScheme permit us to dene an amphora form as belonging to a specic typol-
ogy system in RDF. Additional information, such as alternative names or the source of
its denition, can also be given. Each typology system in the database was converted
into SKOS-compliant RDF les with a separate index of resources and corresponding
HTML description.9 The advantage of this approach, to be discussed later, is that such
a scheme can be managed centrally, and additional information, such as the synonymy
or subclassing of dierent amphora forms, can also be expressed using Properties such
as skos:exactMatch and skos:narrowMatch. In order to help query data by the en-
vironment in which amphorae were found, a second SKOS thesaurus of archaeological
context types was also created.10
In order to deal with nd materials other than amphorae | such as the Marble Catalogue
of the Institut Catal a d'Arqueologia Cl assica (ICAC) | it would naturally be necessary
to create further thesauri. Generic tools for this kind of work, such as Prot eg e,11 are one
way of adapting pre-established classication schemes. However, the technical challenges
associated with this process, especially when updates may be required from multiple
9http://archvocab.net/amphora/
10http://archvocab.net/excavation/context/
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contributors, may make it more practical to use an open URI service such as Freebase.12
A more detailed discussion of the issues involved is provided in Sections 6.1.2 and 6.3.2.
External Services
As well as nding typological correspondences across datasets, it is extremely helpful
to see spatial ones as well. Traditionally this has been done using Geographic Infor-
mation Systems (GIS) that use coordinates to locate points or areas against a common
geographic datum. Spatial data of this nature can be extremely useful, but its abstract
geometry is frequently unsuitable for discovering the conceptual and mereological as-
sociations between places. Rather than associate excavations or regions of origin with
spatial coordinates, it is sometimes more helpful to associate them with place concepts,
such as settlements and territories, especially when dealing with nds from an era in
which the historical placenames are known.
The GeoNames13 service, a longstanding occupant of the Linked Open Data Cloud
diagram, takes precisely this approach to spatial data. It bundles together synonymous
placenames, and by giving each bundle a URI, it is then able to provide a great deal
of additional information about each place, including alternative names, approximate
coordinates and feature type. Although it draws on a wide range of public datasources,
it also solicits Volunteered Geographic Information (VGI) with new places being
continuously added by members (these are vetted to avoid duplication). This important
benet allows for the introduction of absent ancient sites, although a good number of
classical locations are already incorporated. GeoNames also provides both a search
API and the ability to request RDF based on an HTTP request to the place URI.
Although similar large-scale gazetteer services exist (e.g. Yahoo! (2010)), none of them
yet provide such an open, URI-based framework. A parallel development, the Pleiades
Project (Elliott, 2009) has been developing an online gazetteer of ancient toponyms
along similar lines, providing URIs for all the places listed in the the standard reference
work for ancient place locations: the Barrington Atlas of the Greek and Roman World
(Talbert, 2000). Unfortunately Pleaides did not provide spatial information at the time
the experimental work described in the following chapters took place and so was not
directly used. This has since become available however, and provides an ideal resource
for classical archaeologists.
As well as space, it would be equally useful to compare data along the temporal dimen-
sion. The most advanced work done on this topic is that of Binding (2010) based on the
English Heritage Timelines Thesaurus (English Heritage, 2000). Unfortunately
this is restricted to dates relevant to the UK and its license stipulates that the thesaurus
is\available for incorporation into systems subject to license prohibiting unauthorised
12http://www.freebase.com/
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passing on of the reference data set to third parties" thus rendering it unsuitable for
multi-institutional projects such as Roman Port Networks. The additional advantage of
linking to such URI vocabularies, especially where they are shared publicly, is that in
time it should be possible to draw on a wealth of contextual data without being limited
to traditional disciplinary boundaries (Harris et al., 2010; Barker, 2011).
4.4.3 Hosting and Maintenance
In contrast to the instance data itself, there is no need to restrict access to the URI
infrastructure described above. Indeed, to do so reduces its utility by preventing the
serendipitous associations that can arise when third parties make use of it. On the
other hand, there is a concomitant risk that failure to maintain the service can leave
those who use it with broken links. So long as a domain remains within the hands
of a responsible community, a defunct service can potentially be revived. However,
URIs with unrestricted top-level domains (such as .com, .org or .net) are susceptible
to domain-squatting if the license should lapse and the domain be re-registered. It is
therefore preferable for important services to be provided under government or academic
top-level domains (such as .edu or .gov) where this is less likely to occur. The use
of http://archvocab.net as the central domain for the Roman Port Networks URIs
seems, in retrospect, a less robust choice.
Ontologies and thesauri were instantiated in RDF/XML and HTML, including a graph
representation. They are served from an Apache Web Server14 running on a Linux
virtual machine hosted by the University of Southampton ECS. The server was also
congured to automatically perform appropriate HTTP 303 Redirects, dependent on
the client request (Heath and Bizer, 2011, Section 2.3.1).
4.5 Conclusions
With a stable URI infrastructure in place to link to, the next objective is to provide
tools and a workow by which Roman Port Networks partners can map and export
their holdings as RDF with minimal support. Such a delegated methodology is vital to
prevent the creation of bottlenecks within the project workow, or risk project failure,
if technical support can no longer be provided at any point.15 In order for ontology and
thesauri-compliant RDF to be generated by those without an informatics background,
a number of practical and theoretical tasks need to be accomplished (Table 4.1).
The following chapters discuss two alternative approaches to this process. Chapter 5 dis-
cusses TRANSLATION, a Wizard-based toolkit that uses Natural Language Processing
14http://httpd.apache.org/
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Table 4.1: RDF generation support tasks
Task Description
Comprehension of task/
workow/ontology
The archaeologist has to understand the nature of the
abstract ontology and thesauri to which they are map-
ping and tasks which they are to undertake.
Schema-to-Ontology
mapping
Local relational table and column schemas must be
mapped to the concepts represented in the domain
ontology.
Canonical URI
Mapping
Locally-used terminology must be mapped to pre-
existent canonical URIs.
Literal Standardization Literal values, such as numbers and text, may need
to be normalised and/or converted in order to comply
with the Property concepts within the domain ontol-
ogy.
Instance URI
generation
URIs for instances specic to the dataset must be cre-
ated based on an appropriate namespace.
RDF generation RDF compliant with both the ontology and the im-
plicit structure of the data must be generated.
Enrichment Important additional information that may not be
part of the source data | such as the excavation name
or data provenance | must be included.
Validation The archaeologist must be able to establish whether
the process has been successfully completed.
techniques to predict likely matches between local terms and canonical URIs. Chap-
ter 6 describes Introducing Semantics, a `Cookbook' method that strikes a very dierent
balance in terms of user engagement and technological requirements. Both approaches
are then evaluated, based on experience and feedback from the Roman Port Networks
partners.Chapter 5
TRANSLATION | A Toolkit for
Generating RDF
5.1 Overview
Having established the necessary infrastructure for providing canonical URIs, it is now
possible to develop the tools required to generate ontology and thesauri-compliant RDF
about instance data from real-world datasets. Fully automated tools, such as D2R (Bizer
and Cyganiak, 2006), are not suitable for this process due to the lack of normalization
across datasets and the high level of domain knowledge typically required to understand
the diverse codes and abbreviations employed. This chapter describes the rst of two
possible approaches, known as TRANSLATION.
TRANSLATION is a Wizard-based toolkit that attempts to facilitate an end-to-end
mapping process | from source data to ontology-compliant RDF | by inspecting a
tabular dataset and suggesting likely mappings. Two processes are involved. In the
rst, which is undertaken only once, a data contributor uses the Wizard to create a
unique XML conguration le that expresses mappings from the local datasource schema
and terminology to the canonical URIs. Using basic Natural Language Processing, it
predicts probable mappings that the user can accept or correct using a Graphical User
Interface (GUI). It also creates (`mints') standardised URIs for instances, such as
excavation and context, for which a canonical URI is not available. In the second stage,
which may be executed multiple times, a fully automated process uses the conguration
le in conjunction with the original dataset to generate and export RDF. Future updates
require no additional work (and could even be run nightly, if desired) assuming the
datasource schema is not altered and new local terms are not introduced.
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The software for both processes was prototyped as a standalone application written
in the Java1 programming language and is described in the following sections. The
write-once-run-anywhere nature of Java applications makes them ideal for these kinds
of utility applications and provides a great deal of exibility in the prototyping phase.
As a compiled programming language however, it is somewhat unsuited to adaptation
by those without experience in software development. This issue will be discussed fur-
ther at the end of this chapter. The following sections outline the key functionality of
TRANSLATION before proceeding to a general evaluation.
5.2 Stage 1: Mapping
The Data Inspector Wizard is a standalone Java application that can be pointed
at a digital resource containing a tabular dataset, such as a database, spreadsheet or
CSV le. The Wizard takes the user through a pre-established workow determined
by the kind of nd they are importing. Each step of the workow deals with a specic
aspect of the excavation ontology, reading from and updating the central conguration
le. It also makes consistency checks to prevent the user from committing logical errors
during the mapping process. Although the workows are `hardwired' in the prototype,
such software could be further extended in order to allow advanced users to create new
workows using pluggable components.
5.2.1 Conguration File
The end product of Stage 1 is simply an XML le, the main elements of which are
described in Table 5.1. The elements are ontology specic, and thus only able to full
the rst three requirements in the W3C report Requirements for Relational to RDF
Mapping: Representation Neutrality, Simplicity, and Readability (Erling, 2008). The
three further requirements (Machine Processable Representations, a Smooth Learning
Curve and Comprehensiveness) are beyond its limitations. Adaptation to a generic
mapping language, such as R2RML, might be envisaged however, now that the W3C
RDB2RDF Working Group2 has published its recommendations.
1http://java.com/
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Table 5.1: Principal Elements of XML conguration le
Element Description
uri The URI for the RDF graph to be generated
namespace The URI namespace to be used for new instances
file The le name and location
dbconfig Connection parameters for the datasource
concept-mapping Mappings from excavation ontology Resources to
source table and columns
excavations URIs for each excavation (with additional RDF data
where available) and mappings from local terms
contexts URIs for each context (with additional RDF data
where available) and mappings from local terms
context-tpqs Terminus post quem dates derived from local context
dating terms
context-taqs Terminus ante quem dates derived from local context
dating terms
series-mapping Mapping of local terms used for nd typology systems
form-mapping Mapping of local terms used for nd form types
materials Mapping of local terms used for nd material types
5.2.2 Architecture
The Data Inspector Wizard makes use of a variety of Open Source or freely available
libraries (Figure 5.1).
The GeoNames Java API3 is provided by the GeoNames project to provide pro-
grammatic access to the online gazetteer.
JUNG4 is a Java API for graph visualisation.
Jena5 is a Java framework for building Semantic Web applications. In particular its
API provides for the programmatic management of:
 RDF and RDFS,
 In-memory and persistent storage,
 Reading and writing RDF in various notations,
 A SPARQL query engine.
JDOM6 is a parser API for accessing, manipulating and outputting XML.88 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
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Figure 5.1: UML Package Diagram of the Data Inspector Wizard
The application uses the Java Swing7 libraries to construct its GUI, making the user
step through a series of separate subclasses of WorkflowPanel each of which is dedi-
cated to mapping an element of the ontology. The main class, DataInspectorWizard,
instantiates these classes, depending on the workow selected by the user. At the start
of each step, the panel loads information from the JDOM model. Once the user has
nished adding data it then checks the data for any consistency problems before writing
back to the conguration le.
5.2.3 Conguration details
The initial step requires the user to dene a number of key parameters related to the
datasource | including connection and logon details | and the relevant workow de-
pending on the material type (Figure 5.2). Beyond this, the user must also specify
several values specic to the desired output. The rst is a URI for the new RDF graph
itself. This makes combined RDF data easier to query and lter because the provenance
7http://download.oracle.com/javase/tutorial/uiswing/Chapter 5 TRANSLATION | A Toolkit for Generating RDF 89
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Figure 5.2: Data Inspector Wizard: Basic conguration information
of each triple is known. It is also important for attaching metadata that could include
the contributor's institution, contact details and licensing requirements. The second is a
namespace for the instance URIs the mapping software will create. Ideally this would be
a registered domain name owned by the data curator so that RDF/XML output could
be hosted locally as Linked Open Data. If this is not possible or desired, the data can
still be held in another RDF data repository but the URIs will not be dereferencable.
5.2.4 Schema Mapping
The next step identies which columns in the source refer to each Resource type in
the excavation ontology. The user is presented with both a graph and pseudo-triple
representation of the ontology and can then use a drop down list in order to correct the
appropriate column name in the `Object' Field (Figure 5.3). Once selected, the graph
automatically updates to show how the columns relate to one another. The wizard
requires a unique column for each Resource type, so if multiple elds are relevant it may
be necessary for the contributor to create a SQL VIEW over the table. In contrast, the90 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
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Figure 5.3: Data Inspector Wizard: Ontology-to-column schema mapping
same column may be mapped to multiple data Resources although the value extracted
from each eld will not necessarily be the same (see Section 5.2.7). Occasionally, the
relevant data may not be available within the datasource itself (for instance, many
databases will not contain a reference to the excavation as this is considered implicit).
Should this be the case, the user can dene the property as MANUAL and dene it
by hand during the appropriate step.
The succeeding steps form a modular workow that is dependent upon the nature of the
local repository. It starts by dening the URI(s) for the excavation(s) the datasource
refers to, before proceeding along the dependency chain. While the specics required to
map local database terms to URIs may dier slightly depending on the nature of the
concept, this process can be separated into three separate kinds of task: URI Minting,
URI Search, and Literal Manipulation.Chapter 5 TRANSLATION | A Toolkit for Generating RDF 91
5.2.5 URI Minting
As every excavation is unique, it will inevitably be necessary to create new URIs rep-
resenting concepts (including the excavation itself) that do not already exist in the
pre-established URI infrastructure, a process known as `URI minting'. These may be
created manually or from a datasource column. If the creation is manual, the user
will be prompted for an input string that names the new Resource. This is converted
to lowercase and URL-encoded (in order to escape problematic characters) before be-
ing appended to the namespace with an appropriate subdomain (e.g. `excavation'). If
the creation is automatic, the application will use a DISTINCT SQL query to determine
individual instances and then repeat the same process for each.
A special case is the generation of archvocab:Find URIs which are too numerous to
create manually but are not likely to have a unique identier in the datasource (see
Section 4.4.1). These are constructed by concatenating the context, form and material
type of the archvocab:Find. Once URIs have been constructed, they form the basis
of selection queries in subsequent steps. In order to improve user comprehension, only
their rdfs:label is displayed in application elds but the full URI can be prompted in
a tooltip by mousing over it (Figure 5.4).
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Figure 5.4: Data Inspector Wizard: URIs for instance data92 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
5.2.6 URI Search
In cases where the local term refers to a concept that is likely to exist in the URI in-
frastructure the problem is one of helping the user to discover and identify it. Having
pre-established the nature of the Resource in the second step, this process is greatly fa-
cilitated because the software can immediately query an appropriate vocabulary service.
Two examples are given below.
Simple URI Search Example: Location
The excavation ontology allows both archvocab:Excavation and archvocab:Find Re-
sources to be assigned properties that take a GeoNames URI as their object. The
GeoNames Java API can deliver a set of possible matches against a search criterion
entered by the user. Early attempts at fully-automated location assignment proved to
have an unacceptably high level of inaccuracy due to the large number of topographic
homonyms, but by ltering over additional search criteria, such as category and country,
it is usually possible to reduce the possibilities to a very small set (and frequently just
a single option). These are presented to the user in the form of a drop down menu that
species the name, type, and country associated with each URI. (Figure 5.5). One of the
advantages of using GeoNames is that it also stores alternative language toponyms for
URIs (sometimes including ancient names) so it is possible both to search and represent
places in any language. As GeoNames is also a community-based service, if the URI
does not exist in the gazetteer it is possible to add it by hand, thus improving the service
for all GeoNames users, including Roman Port Networks partners. This is a topic we
shall return to later.
Complex URI Search Example: Amphora Form Mapping
While some URIs can be identied by simple string matching, others require more sophis-
ticated approaches. For example, local terms for amphora forms are complex descriptors,
generally divided into up to four ordered elements, none of which are mandatory.
1. A reference | often abbreviated | to the typology system, such as `Dressel' or
`dr.',
2. A reference to the amphora form by a name or number such as `20' (but occasion-
ally in roman numerals or non-numeric),
3. Additional information such as the material type or an alternative identication,
4. A marker of uncertainty such as a question mark (`?') or disjunction (`x or y').Chapter 5 TRANSLATION | A Toolkit for Generating RDF 93
Figure 5.5: Data Inspector Wizard: Mapping excavations to GeoNames URIs
The result is that the following two entries could both refer to the same amphora form
and even come from the same database:
1. Dressel XX with tituli picti
2. Dr. 20?
As it is much easier to identify an amphora form once the typology system is known,
the software breaks the identication process down into two parts. First it tokenizes the
local term, using the rst numeric value (whether arabic or roman) it identies. The
token prior to the numeric value is presumed to be the local term for a typology system.
If there is no number, it is assumed to be a typology system with a single amphora
form. The Wizard then aggregates all instances in the dataset with the same typology
system values and predicts the skos:ConceptScheme to which it refers based on string
matching. These results are presented to the user for correction (Figure 5.6). From the
testing carried out on several real-world datasets it seems that, although prediction may94 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
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Figure 5.6: Data Inspector Wizard: Amphora typology system mapping
be quite low across all terms used in a dataset (often below 50%), the proportion of
records mapped correctly without user intervention is generally very high: often 90% or
above. This is because deviation from an easily predictable norm is most frequently due
to typographical errors in un-normalized source data.
With this done, the Wizard uses the corrected skos:ConceptScheme mapping in order
to predict the actual skos:Concept amphora form for each local database term. Results
in eld trials from six dierent institutions have shown it to be fairly accurate (often
above 90%) as the estimation process chiey relies on number-matching. Once again, the
user is able to correct mis-assignments or expunge problematic instances (Figure 5.7).
As synonymy tends to occur but homonymy does not | or is at least undetectable
either manually or automatically | the nal output will often map multiple local terms
to a single canonical term. For example, `Dr. XX', and `Dressel 20' might both re-
fer to amphora:dressel/20, whereas `K. 2' might refer to either amphora:keay/2 or
amphora:kapitan/2 but not both.Chapter 5 TRANSLATION | A Toolkit for Generating RDF 95
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Figure 5.7: Data Inspector Wizard: Amphora type mapping
5.2.7 Literal Standardization
While URIs are a powerful means of specifying categories or instances, they are less useful
for representing serial concepts (like numbers or dates), or arbitrary strings of text. At
this information level it is better to use Literal values. As RDF only supports the use of
Literals as the Object of a triple, they can only form endpoints in the aggregated graph.
A number of the Properties expressed in the excavation ontology expect a Literal Object,
but these will not necessarily be present in a useful way within the dataset. In these
cases the Wizard may need to transform available values or request user input.
Example: Dates
Dating in the excavation ontology is associated with individual contexts in an exca-
vation. A context may have a terminus post quem (the earliest possible date in
which the creation of a context began) and a terminus ante quem (the latest pos-
sible date at which its creation ended). The Wizard allows the user to associate these96 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
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Figure 5.8: Data Inspector Wizard: Entering terminus post quem Literals
dates with the context using the Heml RDF properties heml:TerminusPostQuem and
heml:TerminusAnteQuem8 (Figure 5.8). While the source may give these in calendar
years, more frequently the context will be associated with an historical period, such as
`Augustan' or `Late 4th century'. In these cases, the Wizard needs to derive the relevant
date from the local term and this will vary depending on the nature of the property. For
instance, the term `4th century AD' would give a terminus post quem value of 301 CE
but a terminus ante quem value of 400 CE.
Example: Quantity
Quantication is an extremely diverse, but important, element of archaeological record-
ing. As dierent metrics will bias the observation in dierent ways, it is not possible
to standardise this process. The dierent factors involved in quantication | including
8These are dened as an rdfs:Property in the HEML RDF description despite the initial capitali-
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the method, unit and value | can be represented by creating URIs for each mea-
surement, but over large bodies of material this greatly increases the complexity of
the RDF produced. The solution presented here is to create Properties that are the
rdfs:subPropertyOf archvocab:hasQuantity. Each of these subproperties is specic
to individual quantication techniques such as Estimated Vessel Equivalent (EVE)
or Minimum Number of Individuals (MNI). This allows data consumers to quickly
identify the quantication metrics available and, if necessary, lter and deal with them
separately.
5.3 Stage 2: Export
On completion of the Data Inspector Wizard, an XML conguration le will have been
fully generated sucient for a fully-automated Extract-Transform-Load (ETL) RDF
generation process to be undertaken. This contains mappings between:
 The source schema and the excavation ontology Resource types.
 Relevant local terms and canonical URIs or appropriate Literal values.
A second prototype Java tool, the Data Importer, automatically generates RDF from the
database taking the conguration le and any datasource logon details as its parameters.
Minor database changes, such as new records using the same local classication terms,
can be handled without any changes to the conguration le being necessary. Structural
changes, or the introduction of new local terms, can easily be taken account of by
editing the conguration le. Currently this must be done with a text editor but it is
envisaged that the Data Inspector Wizard could be further developed to permit reloading
and editing of conguration les. In either case, maintenance is minimal | a vital
consideration for archaeologists.
The RDF generated is in two forms. The basic output is an RDF/XML document
immediately available to the data providers themselves. If the namespace provided to
the Data Inspector Wizard is the same as a website they control, the document can be
posted just as one would post a webpage. This makes it instantly accessible to other
researchers who can then dereference the URIs for each context or nd. As Roman
Port Networks is generally a closed environment, the RDF is imported into a central
Jena SDB9 triplestore using a PostgreSQL10 database backend, which provides enhanced
performance, security and querying functionality for project partners. Each dataset is
tagged with the Conguration ID provided to the Data Inspector Wizard. This makes
updates simply a case of deleting all the triples in one such subgraph and replacing it
9http://jena.sourceforge.net/SDB/
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with the new ones. As long as the Conguration ID is changed, the le could also be used
to import data from other databases that have the same schema and local terminology
(as might be the case in, say, a commercial archaeology practice).
5.4 Stage 3: Representation
Consumption and representation is a particularly important topic because researchers
who are unable to benet from RDF have no incentive to generate it. Although research
work is being undertaken in this area by another PhD researcher at the University of
Southampton Archaeology Department, it was necessary to demonstrate to Roman Port
Networks partners the potential benets of using semantic technologies. In order to do
so, a third Java tool was created to convert RDF into formats with which archaeologists
are likely to be better acquainted. The tool produces two separate outputs. The rst is
a tabular representation of the data exported as a CSV le. This benets the researcher
in two ways | rst, it is a format that is much more suitable for comparison with the
original datasource. Second, and in contrast to the source data, it can be instantly com-
bined with the same tabular output from any other datasource that has been processed
by TRANSLATION.
In order to demonstrate some of the additional benets of RDF, the tool also generates
a JSON le of nds from each excavation. As it is able to retrieve the coordinates
for each place automatically from the GeoNames service, these can be added to the
dataset. The JSON le can then be displayed as a webmap using the SIMILE project
Exhibit API11 which in turn provides the additional benets of ltering locations by
amphora form (Figure 5.9). A temporary demonstration of this has been set up at
http://archvocab.net/demo/romanports.html.
5.5 Evaluation
The software was trialled throughout the course of a series of visits to Roman Port
Networks partners12 in the summer of 2009. The author worked in conjunction with the
archaeologists in order to explain the tool suite's purpose and functionality and then
allow them to apply it to real data. The process was typically very successful from a
technical point of view. Certainly it was possible to convert all the datasets provided
into an RDF format with only a small number of records proving to be intractable. This
was followed by a lengthier conversation in which specic shortcomings were identied,
some of which were relatively minor :
11http://www.simile-widgets.org/exhibit/
12In Aix, Barcelona, London, Naples, Pisa, Rome, Seville and Tarragona.Chapter 5 TRANSLATION | A Toolkit for Generating RDF 99
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Figure 5.9: Results of RDF generation displayed in SIMILE Exhibit
 The need to implement additional quantity types.
 Adding descriptive comments into the XML cong le to assist editing.
 Adding missing thesaurus terms.
However, these seemed to be symptomatic of a number of wider issues which proved
to make the TRANSLATION approach ultimately unviable in its current form. Most
importantly, these were overwhelmingly social issues rather than technical ones. Indeed,
very few technical problems arose that did not appear susceptible to a moderate level
of technical intervention. In contrast, it was highly apparent that TRANSLATION
suered from several usability problems that made its practical adoption, even within a
xed-term MSKR project, highly unlikely.
Learning vs. Outcome imbalance
A particular problem with the tool-suite was the failure to determine at the outset
that it essentially performs a `one-o' function and is largely project-speci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became particularly clear when, having demonstrated its use to the partners using
their own data there was no additional data to practice on, nor, indeed, was there
any need to practice! This illustrated a fundamental imbalance in the approach:
even with a sophisticated tool to assist them, the user has a considerable amount
to learn about both the basic concepts and the tool itself, yet they will rarely need
to use it more than once. As there is no inherent benet in learning how to use
the tool itself, a heavy reliance is placed on making its output useful to the user.
Lack of `traditional' benets
Unfortunately there were also very few immediate and personal benets to the
partners, although all of them could see the potential advantage to the project as
a whole. Converting the data to RDF created a form of `black box' from which
it was possible only to either a) convert the data back into a CSV le, which
eliminates the majority of benets of RDF, or b) use generic tools with supercially
interesting functionality but little practical value for real-world analysis. Few, if
any, of the archaeologists had the technical background that would enable them to
utilise RDF directly. In short, the process takes human-readable data with which
the archaeologist is comfortable and converts it into a machine-readable format
with which they are not.
Overly rigid infrastructure
As noted above, there were occasions when additional amphora forms (and other
categories) had to be added to the SKOS thesauri. Although any given partner was
unlikely to introduce more than two or three additional categories, they were often
important to their own dataset. Furthermore, because only a limited number of
partners are involved in the project, it does not seem likely that a point would be
reached in which new partners benet from the investment of earlier contributors,
as might be the case in a Linked Open Data environment. Although an additional
tool could be developed to edit the SKOS les, this would require yet further
investment in learning on the part if the user. The alternative is to centralise
the process through the involvement of a digital `super-user' who is responsible
for maintaining the thesauri. However the need to contact such a person in the
middle of the mapping exercise each time a new amphora form was encountered
could potentially draw the process out enormously, greatly reducing the benets
of having a compact workow. At a more general level, it is clear that the Wizard
itself cannot easily be adjusted to deal with other material types by anyone without
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5.6 Conclusions
A workow that imposes considerable eort on people to produce outcomes they cannot
work with is clearly not viable in a collaborative and voluntary environment. The ques-
tion to be answered is whether these problems are due to the TRANSLATION approach
or semantic technologies themselves. There is unquestionably inherent complexity in the
process that cannot be simply be laid at the door of the CIDOC CRM or other complex
ontologies. A number of independent and non-trivial aspects of the mapping task need
to be undertaken and these require direct engagement from a domain expert. While
there are clearly plenty of ways in which TRANSLATION might be improved over time
| in terms of both usability and documentation | there is no escaping Berners-Lee's
observation that\it involves asking people to make the extra eort". If we cannot avoid
making this extra eort then the alternative must be to try to balance the other side of
the equation and make the output more benecial.
One way to do this is to develop more powerful visualization and analysis tools. That
is beyond the scope of this thesis, but it is worth remarking that there are still limits
to what such tools can achieve. At one end of the spectrum are tools that provide a
small number of highly specic functions. In such a case they may be simple to use but
require technical expertise to develop and will have a limited capacity for research. This
is problematic in an environment in which there is a need to open up avenues of research
broad enough to support more than a handful of people. There is also a tendency for the
limits of the tool to be equated with the limits of the new data format which will not help
foster enthusiasm for it. Alternatively tools can be made more exible and powerful,
but at the cost of increasing development time and the steepness of the learning curve.
End-user tools are therefore part of the solution but unlikely, in themselves, to fully
redress the balance. So is there any way of improving things at the publication end?
Shipman and Marshall (1999) identify ve principles by which the dicult leap from
unstructured to structured knowledge can be assisted:
1. That designers work with users to understand the nature of the usage situation,
2. That designers evaluate the cost/benet trade-o of introducing any new formal-
ism,
3. That designers should support incremental transition to formalisms for more com-
plex tasks,
4. That designers provide facilities that use automatically recognized (but undeclared
and potentially inaccurate) structures within data to assist the user,
5. That training and facilitation are a vital part of user adoption.102 Chapter 5 TRANSLATION | A Toolkit for Generating RDF
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Figure 5.10: Formalization benet variance across dierent users
So far, we have tried to assist users by identifying automatically recognized structures
in their data (#4). Unfortunately, in working with users to understand the nature
of the usage situation (#1) we have also discovered that the cost/benet trade-o is
heavily in decit! (#2). Training and facilitation (#5), while clearly vital, seem equally
unlikely to suciently mitigate the problem, as the payback for them largely accrues over
repeated use which is not the case in this kind of process. The one principle which we
have not hitherto considered is the third one:\that designers should support incremental
transition to formalisms for more complex tasks." This was an important limitation of
the TRANSLATION approach. By attempting to get the user from A to B as quickly
as possible, it cut out any potentially useful secondary benets along the way and, to
some degree, reduced the user's engagement and understanding of the process as well.
We can think of this problem in a more abstract way. Every provider makes a cost-
benet decision based on the realities of their situation | the eort they are willing
or able to expend versus the computational power required to achieve their individual
goals. Eort beyond one's means is impossible, and redundant computational power is
undesirable if achieved at additional cost. Ideally, a provider will expend the least level of
eort required to reach their suciency point so dierent formalization technologies have
dierent utility curves in order to suit dierent user needs. Formalization deferring
technologies (such as spreadsheets) have a high power-to-eort ratio early on which then
rapidly degrades. Formalization front-loading technologies (such as RDF) require
high initial investment in order to improve computational power later. This play-o
between eort and power is shown as a diagram in Figure 5.10.Chapter 5 TRANSLATION | A Toolkit for Generating RDF 103
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Figure 5.11: Wave-type formalization process
Provider 1 (blue) has few resources and low requirements. A formalization front-loading
process will not meet their suciency criteria before their resources are exhausted (F)
whereas a formalization deferring process will meet their needs at low cost (D). Provider
2 (pink) has both greater needs and resources. A formalization deferring process will
ultimately become too intractable before suciency is reached (D') whereas a formal-
ization front-loading process is both achievable and has longer-term potential (F').
When only a single provider is involved they can sometimes nd a solution which is
`just right' for them, unanticipated future needs notwithstanding (Brooks, 1987). In a
multi-contributor context the challenge is to accommodate the varying resource levels
and requirements of each data provider. As essential formal complexity itself cannot
be reduced, the only way to do this is to provide multiple pay-o points, creating a
`wave-type' formalization process (Figure 5.11). While this imposes long-term overhead
on all contributors, it helps to maintain a preferable cost-benet ratio throughout the
whole formalization cycle, thereby helping both to `bootstrap' the early process and
maintain the benets of scale. In the following chapter we describe a radically dierent
approach to TRANSLATION | entitled Introducing Semantics | that attempts to test
this principle.Chapter 6
Introducing Semantics | A
Semantic Cookbook
6.1 Overview
Despite the fact that TRANSLATION had only limited success for semantic mapping,
the experiments conducted in Chapter 5 clearly demonstrate the need to very carefully
balance the complementary, but limited, resources available within most MSKR con-
texts. These can be identied at three dierent levels: URI infrastructure, local
computing experts and local domain experts. The URI infrastructure provides
the vocabularies, services and tools necessary to unify heterogeneous data. While it is
possible to create this infrastructure for individual projects | in terms of both content
and functionality | sharing and reusing it across projects has the advantage of creat-
ing a point of both technical and methodological intersection which helps focus future
discussion on areas of common interest. Shared URIs also act as the `semantic glue'
that makes the Web of Linked Open Data possible. Local computing expertise consists
of those people involved in a project that can creatively make use of digital techniques
to solve domain-specic problems. Such people are inevitably in very short supply so
it is therefore imperative to focus their eort wherever possible on those tasks which
cannot be undertaken by others. Domain experts are those who provide the theoretical
and procedural knowledge required for a project. The discipline-specic nature of most
funding programmes means that they usually form the largest contingent of a project's
sta. The ubiquity of desktop computing | at least in economically developed coun-
tries | means that basic computer literacy (i.e. the ability to type and interact with a
human-readable interface) is commonplace. However, additional computing skills, such
as the ability to write computer scripts, interpret low-level output or anticipate and
solve complex digital problems are much rarer.
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Thus, a well-balanced socio-technical system will use local computing expertise to fa-
cilitate the interaction between local domain experts and the global infrastructure as
much as possible, while minimizing dependency. As this will almost certainly require
closer interaction with digital technology than the domain experts are accustomed to
(perhaps even comfortable with), every eort must be made to keep incentives clear.
Furthermore, as many of the tasks required of semantic mapping are often carried out
only once (or rarely), tasks for domain experts cannot impose a steep learning curve.
This is best achieved by a staged process that is broken down into individual tasks, each
with their own clear purpose. Tools and processes should be intuitive enough that minor
deviations from the (inevitably) generic approach should be possible without advanced
computing knowledge.
As a number of dierent domain experts are likely to have to work on similar tasks, a
common digital workspace is helpful for providing instruction, soliciting feedback and
uploading results. This also allows for a fast feedback cycle in which comments and
suggestions can be rapidly incorporated into the workow. While Web-based systems
are naturally ideal for distributed project teams, there may be the additional necessity
of maintaining such information in an environment with restricted access. Finally, it is
necessary to provide the domain experts with the tools to make some use of the new
data format as soon as it has been converted. This should ideally be possible at each
stage of development as it is primarily through interacting with the data that they will
best be able gauge whether the conversion process has been successful.
6.1.1 Introducing Semantics
In an attempt to meet the criteria cited above, a radically dierent method, entitled
Introducing Semantics, was trialled, inspired by the `cookbook' genre popular in
Computer Science literature. The frequent need for computer programmers to undertake
one-o tasks quickly when coding led to the development of this textbook format, and
some | notably Refactoring by Martin Fowler et al. (1999) and The Linux Cookbook
by Michael Stutz (2004) | have become classics in the eld. The central principle is to
deal with common tasks or problems in individual sections (`recipes') that explain the
central issues to be considered, describe relevant use cases and provide a set of concrete
steps by which they can be addressed. The name Introducing Semantics is deliberately
ambiguous, implying both an expectation that the user will be expected to have no prior
knowledge of semantic technologies, but also that conversion will take place one stage
at a time rather than en bloc.
There are a number of advantages to such an approach. The rst is that users have
immediate practical instructions for dealing with the given task without requiring ex-
tensive theoretical discussion beforehand. This greatly reduces preparation time and
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each task makes it more susceptible to automated processing. When done well, this can
prompt very rapid development of complementary toolkits. The publication of Refactor-
ing, for instance, prompted many software Interactive Development Environments
(IDEs) to incorporate functions that explicitly mirrored the book's recipes. Tools de-
veloped in this manner need not provide all the functionality described in the cookbook
precisely because it can act as a fallback for unimplemented functions. Third, a cook-
book enables users to understand why they are undertaking a specic task, over and
above the instructions for how to perform it. This makes it much easier for them to
adapt or even ignore it all together, depending on their individual circumstances. Given
the diverse nature of Archaeology and the materials it encounters, this is an extremely
important advantage. In contrast, it is likely to be beyond the capability of a domain
expert to make even small changes to a fully digital tool.
Introducing Semantics is not quite a true `cookbook' insofar as the tasks themselves
follow a natural order and are not entirely independent of one another. It is split
into three consecutive but self-contained Semantic Levels. Each introduces dierent
aspects of semantic technologies into the dataset and makes it easier to undertake new
analyses and visualizations. The process is not intended to change the original data and
operations are performed on a copy of the original dataset. Furthermore, the process is
language independent (an important consideration in Archaeology) but for the sake of
simplicity, English terminology is used throughout the guides by way of example. The
three levels are:
Semantic Level 1: Literal Standardization
Semantic Level 2: Introducing URIs
Semantic Level 3: Introducing RDF
Over the entire course of recipes, a user should be able to convert almost any conven-
tional tabular record of Roman amphorae data to Turtle RDF, using canonical URIs for
both the amphora form, origin and excavation location. Each stage achieves a subgoal
however, building upon the stages that precede it. The rst Semantic Level, Literal
Standardization, prepares the ground for semantic technologies, addressing many of the
problems which make the semantic conversion process dicult. Neither URIs nor RDF
are employed at this stage. The second Semantic Level, Introducing URIs, explains
why URIs are useful for interconnecting data and provides recipes to both a) discover
canonical URIs for common concepts, and b) mint URIs for local concepts. The URIs
remain embedded in a familiar spreadsheet format however. The nal Semantic Level,
Introducing RDF, enables the user to convert their URI-enhanced spreadsheet to RDF
for hosting or ingestion into a triplestore. At the completion of each Semantic Level,
suggestions are given for novel ways the user can interact with the data that were not
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6.1.2 Infrastructure
Introducing Semantics makes extensive use of several freely available tools and services
in order to facilitate a domain expert's interaction with the data and infrastructure.
The working platform used is PBWorks,1 an online collaboration environment with
extensive wiki and lehosting functionality. This provides a secure environment in which
domain experts can follow the recipes, give feedback and upload datasets. Versioning
of both the wiki and lesystem also means that users are able to make changes with
condence. In the case of Roman Port Networks, a project workspace was created and
all members of the project were given access rights.2 Subdirectories for the original data
les, and all output from each Semantic Level, were also created so that project partners
could see their own work in comparison with that produced by others.
Spreadsheet editing is done using the Calc3 software package that forms part of the
OpenOce4 suite of productivity applications. Although the great majority of archae-
ologists use Microsoft Excel5, two factors prohibited its use. The rst is that using an
Open Source alternative means that Introducing Semantics remains open to anyone at no
cost. The second is that macros are used by several recipes and Excel does not provide
cross-platform support for these. Using Calc made it possible to provide macro scripts
that could be used by any archaeologist within the project. Unfortunately, the switch
from Excel to Calc that most archaeologists will experience does add an additional level
of cognitive overhead.
Two inter-related products are used for managing URIs and aligning data with them:
Freebase6 and Google Rene.7 Freebase, discussed briey in Section 2.2.2, is an
online semantic encyclopaedia that provides an ideal platform on which to host canonical
URIs for abstract concepts such as amphora forms and typology systems. It combines a
relatively intuitive human interface for importing and editing data with a sophisticated
query API and direct access to the raw RDF. Google Rene (formerly Gridworks) is
a tool that serves a dual function. It is able to normalize tabular data very eciently
(several of the recipes for Semantic Level 1 can be carried out extremely easily once the
data is loaded into it) and also provides a user-friendly interface for aligning local terms
with URIs in Freebase. The ability to leverage such functionality greatly reduces much
of the work that would otherwise be necessary for this process and is another major
reason for using Freebase as a repository for abstract concepts.
1http://pbworks.com/
2http://romanportnetworks.pbworks.com/
3http://www.openoffice.org/product/calc.html
4http://www.openoffice.org
5http://office.microsoft.com/en-gb/excel/
6http://www.freebase.com/
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6.1.3 Layout
Each Semantic Level begins with an overview that makes clear the overall goal and lists
the recipes in their natural sequence. Each recipe follows the same format: First a Time
indicator informs the user how long the task might be expected to take.8 The Purpose
section explains the reasons for carrying out the task. After this comes an Example
of how the data might look before and after processing. Finally, the Recipe gives the
sequence of steps to be followed. Figure 6.1 shows a typical example. The following
sections will describe the three Semantic Levels, with a brief discussion of each of their
recipes. This will be followed by a general evaluation of the entire approach.
One of the principle reasons for dividing conversion into separate Semantic Levels is that
it enables the user to stop at a point suited to their own needs. Unfortunately, as this
process is inevitably a trade o between the rich, human-readable content of the input
and the impoverished, but machine-readable nature of the output, losses are inevitably
more conspicuous to the user than the gains. Concrete examples of visualization and
analysis techniques opened up by the conversion process are therefore provided at the end
of each Semantic Level in order to help address this tendency. These visualization recipes
prompt the user to consider new ways in which the data is amenable to exploration and
investigation but are not intended to be an exhaustive list of the possibilities.
8This is largely for motivational purposes as users may expect the work to be arduous and lengthy
which is rarely, if ever, the case.
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6.2 Semantic Level 1: Literal Standardization
6.2.1 Overview and Aims
Semantic Level 1 is predominantly intended to enhance the consistency of local data.
That is, to assist analysis that does not require the consideration of other datasets. It
aims to achieve two important goals:
1. Increase the internal consistency of the dataset,
2. Standardize aspects of the dataset structure to facilitate further semantic process-
ing.
More specically, it will:
 Ensure that only one term is used for a given concept,
 Standardize the structure by which Context dates are recorded (but not the dates
themselves),
 Ensure that only one `Find' is described per table row,
 Prepare the data for Semantic Level 2.
The primary benets are:
 Quick visualization of a single dataset using visualization software and services
such as spreadsheet graphs or Many Eyes,9
 Easier comparison with datasets that have also been processed in this way.
This Semantic Level makes use of spreadsheet software with which most archaeologists
are already likely to be familiar. Microsoft Excel, OpenOce Calc and Google Spread-
sheets are all viable tools for the recipes in Semantic Level 1. None of the recipes should
be dicult for those acquainted with spreadsheets but the amount of time required will
largely depend on the complexity of the original data. A typical timeframe would be
1{2 hours from start to nish.
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6.2.2 Recipes
Recipe 1: Create a Copy
None of the recipes are intended to change the original data and recipes should only
be performed on a copy of the dataset. This recipe creates a copy of the data and
uploads it to a specic directory of the PBworks website, which has an extremely simple
interface for this function. The original data is typically, although not always, in the
form of a spreadsheet. In cases where the data is held in a database, it is recommended
that it be exported as a CSV le before importing into a spreadsheet package. The
user is also cautioned to check for common problems such as missing column names,
character encoding issues (especially for accented or non-latin letters) and the conversion
of decimal numbers to integers (or vice versa). Naturally it is impossible to provide
concrete guidance for the wide variety of data formats in which the data may originate,
so the main intention is to raise awareness of such problems and, if encountered, direct
the user to consult the appropriate software documentation. Before uploading, the user
is encouraged to use an appropriate naming convention for the le. Note that additional
metadata is not incorporated here as the goal is ultimately to encourage users to create
self-describing data as eciently as possible. Extensive discussion of what to include,
and under what circumstances, would inevitably add considerable additional complexity
from the outset. However, users are expected to follow appropriate metadata procedures
for both their original dataset and any outputs they intend to make public.
Recipe 2: Table Axes
In order to have a common structure for processing it is necessary to ensure that the
axes of the spreadsheet are such that nds | the fundamental entity to which other
information will be attached | are associated with rows rather than columns. Finds,
discussed in Section 4.4.1, are the smallest unit which it makes sense to compare across
sites. In order to mitigate the inevitable ambiguity of using common archaeological
terms across dierent disciplinary traditions, the following denitions are also provided:
Find The aggregation of all fragments of one amphora Class within one Context
Class The combination of an Amphora's Form and Fabric
Form The physical shape of an amphora, specied by category in a typology system
Fabric The geographic origin of the material with which an amphora is composed
Context A unit of an archaeological Excavation
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The subsequent recipes require that there should be one row in the spreadsheet for each
Find or Context and its associated information (amphora Form, Fabric, Context, dating,
location and so on). Some datasets, especially summary tables, list the amphora Forms
as rows, and the Contexts as columns, for concise viewing. If this is the case with the
user's data then the tables need to be transposed (i.e. their axes need to be inverted)
by following this recipe. Sometimes category labels will only be found in the rst row
and implicit for successive rows. If this is the case, users are also instructed to ll in
such rows explicitly.
Example Input10
form context 1 context 2 context 3
Keay 5 5 3
Dressel 1 1 7
LRA 3 2
Example Output
context keay 5 dressel 1 lra 3
Context 1 5 2
Context 2 3 1
Context 3 7
Recipe 3: Filter Undesired Content
As the amount of time needed to complete each Semantic Level depends heavily on the
amount of variation in the data, rather than the amount of content, it is helpful to
remove irrelevant material as early as possible. The nature of such extraneous content
is of course impossible to predict but is typically Find material that is not a subset
of the data category of interest. In the case of Roman Port Networks this might be
Finds other than amphorae. It is important to re-emphasise that the goal here is not
to semantically describe the complete original dataset, but only those parts which are
relevant to the specic research agenda. This recipe requires the user to lter and delete
rows appropriately (or columns in cases where Find classications are separated this
way). Summary data, such as count totals, is also removed.
10In the interests of simplicity, input and output examples only show information specically relevant
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Example Input
context category type count
1 amphora Ostia V 3
1 neware ARS 6
2 amphora Keay 20 2
Example Output
context category type count
1 amphora Ostia V 3
2 amphora Keay 20 2
Recipe 4: Add and Normalize Context Dates
Time is a longstanding issue of debate in archaeological database management and there
is a great deal of variation in the way that Context dating is recorded. Frequently an
approximate era will be given, or a terminus post and ante quem. In order to facilitate the
production of time-series graphs and broad comparisons with other data, it is necessary
to produce year-based dates for each Context. The only way to move from an imprecise
dating term (such as `third century') to a specic year without introducing inaccuracy
is to extract the widest date range possible. The two essential dates are:
Terminus post quem (required where available): The earliest date at which a Con-
text's creation began.
Terminus ante quem (required where available): The latest date at which a Context's
creation ended.
If it is important to capture the original level of precision the following dates may also
be included:
Inner terminus post quem (optional): The latest date at which a Context's creation
began.
Inner terminus ante quem (optional): The earliest date at which a Context's cre-
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It is rarely possible to perform meaningful analyses over large numbers of Contexts in
this way however, so the external temporal bounds are most useful, practically speak-
ing, even while being the most vague. An important issue highlighted here is that a
period date (e.g. 2nd century CE) will give dierent values dependent on whether it is
being considered as a terminus post quem (101 CE) or terminus ante quem (200 CE).
No instruction is given as to the precise denitions of period terms (`Late Middle Bronze
Age', `mid-sixth century', etc.). This is because the user will inevitably be in the best
position to judge the denition of those phrases in their own context. Imposing arbi-
trary generic denitions neither claries the original data compiler's intention or avoids
ambiguity during analysis.
Unfortunately there are few time visualization technologies with good support for BCE
dates, but by setting these as negative integer values it is possible to plot them adequately
enough on a graph. Using integers also eectively converts years into a point date rather
than a period. This is (almost) always sucient for archaeological use. Date formats, in
contrast, tend to lead to additional complexity in how they are recorded and interpreted
because they must ultimately be reduced to a specic calendar-independent moment in
time. This high level of granularity is seldom of use to archaeologists when comparing
inter-site distributions over large time periods.
Example Input
context earliest latest
1 1st C. Late 2nd C.
2 Late 2nd BCE Early 1st C.
Example Output
context earliest latest tpq inner tpq inner taq taq
1 1st C. Late 2nd C. 1 100 150 200
2 Late 2nd BCE Early 1st C. -150 -100 1 50
Recipe 5: Make Each Row Equivalent to a Single Find
Although useful for visualization in summary tables, it is very dicult to combine tables
in which Finds from dierent Classes of amphora are given in separate columns and thus
referred to in the same row. Where this is the case, it is necessary to produce a new
row for each Class of amphora. This is, unfortunately, a relatively convoluted process,
involving a considerable amount of copying and pasting. Fortunately summary tables of
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across a single page. At the end of this recipe, any row with no content (such as that
of Late Roman Amphora 3 in Context B in the example below) are deleted. Likewise,
any border formatting that may have been present is also removed.
Example Input
context keay 5 lra 3
A 1 2
B 1
Example Output
context count form
A 1 Keay 5
A 2 LRA 3
B 1 Keay 5
Recipe 6: Consolidate Counts
Raw archaeological data will often be recorded at the level of individual rims, handles,
bases and sherds, or small assemblages of them. Although this can be very important
for intrasite analysis it is at too high a level of granularity for inter-site analysis. As a
Find is the sum of all fragments of a certain ceramics Class we only need totals.
Two recipes are given here, depending on the nature of the data. If sherd types are
separated into separate columns, and there is only a single row for each Find, the pro-
cess is relatively straightforward, and can be done using the SUM() function found in all
spreadsheet packages. The second recipe, in cases for which there are multiple rows that
need to be consolidated for each Find, is a little more complicated and time consuming,
and uses several spreadsheet functions. The essential principle of consolidating counts
should be relatively easy for the user to grasp however. In either case, the archaeol-
ogist may alternatively wish to calculate a standard metric, such as Estimated Vessel
Equivalent, and use that 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Example Input I
context rim base handle sherd form
A 1 3 0 5 LRA 3
Example Output I
context count form
A 9 LRA 3
Example Input II
context form fabric fragment type fragment count
A Dressel 20 Baetica handle 3
A Dressel 20 Baetica rim 1
B Dressel 2-4 Gaul handle 3
Example Output II
context form fabric fragment count
A Dressel 20 Baetica 4
B Dressel 2-4 Gaul 3
Recipe 7: Uncertainty
Uncertainty, like time, is another complex topic when it comes to digital representation.
Modeling uncertainty is extremely dicult largely because there are so many kinds and
degrees of it. Most frequent, however, are i) possibility: an indication that a value may
or may not be correct, and ii) disjunction: an indication that an attribute has either
one value or another (but not both).
The rst is often expressed with a modal operator such as a question mark (`?') or
adverb (`perhaps', `possibly', etc.) added to the description. As these operators cannot
be distinguished by the computer as being independent of the values themselves, it is
necessary to record them separately. The simplest way to deal with uncertainty of this
nature is to create a new `uncertain' eld which can be either true or false. This way we
can choose to lter out uncertain Finds if we wish to. We must also remove the question
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same Class. This is by no means a perfect solution as by separating the uncertainty from
a specic eld it raises it to the level of the entire entity. For example, the semantics
of the input may state that `3 amphorae were found in Context A. It is possible that
they are of Form Keay 5'. The output, in contrast, must only be interpreted as: `It
is possible that 3 amphorae of type Keay 5 were found in Context A.' Nevertheless
this greatly simplies the ltering process later and is in line with our philosophy of
prioritizing accuracy over precision.
Multiple possibilities (e.g. `Keay 13 or Dressel 20') are in some ways more problem-
atic. Representing them as separate statements would make it likely that they will be
interpreted as two separate Finds unless complicated logical operators are introduced.
Again, following the priority of accuracy over precision, the user may choose one of two
options:
1. They may choose one of the alternatives for the value and mark it as uncertain (in
the manner described above).
2. If the value is categorical they may change to `unidentied' or a similarly `null'
value. In this case the Normalize Terms recipe (Recipe 9) should be followed.
The rst option is generally preferable, as less information is lost, but psychologically
the user may feel more comfortable giving no value at all than `hazarding a guess'.
Example Input
context form
A LRA 3?
A Keay 5
Example Output
context form uncertain
A LRA 3 TRUE
A Keay 5 FALSE
Recipe 8: Separate Form and Fabric
In some datasets the description of Form and Fabric is recorded in the same column.
These need to be separated into individual columns so that they can be interpreted
separately. This recipe simply replicates the column | new terminology is established
in the following recipe (`Normalize Terms').118 Chapter 6 Introducing Semantics | A Semantic Cookbook
Example Input
context class
A Dressel 2-4 (Gaul)
A Dressel 20 (Baetica)
Example Output
context form fabric
A Dressel 2-4 (Gaul) Dressel 2-4 (Gaul)
A Dressel 20 (Baetica Dressel 20 (Baetica))
Recipe 9: Normalize Terms
This is perhaps the most fundamental recipe in Semantic Level 1. A great deal of legacy
data, and raw data in particular, uses varying terms to describe the same concept, often
without realising it. This can be caused by a range of factors which may or may not be
apparent to the human eye. Examples include:
 Capitalization (`beltr an 2')
 Numerals (`Beltr an II')
 Abbreviation (`Bel. 2')
 Whitespace (`Beltr an2')
 Accents and character encodings (`Beltran 2')
 Typographical errors (`Bletr an 2')
 Qualifying information (`Beltr an 2 (local)')
Machine-readability, with or without URIs, is inherently based on symbol-matching, i.e.
the assumption that identical strings of characters refer to the same value. It is therefore
necessary to ensure that terms are normalized so that there is only one term for each
concept within the dataset. Note that for Semantic Level 1 it does not matter what
term is used as long as consistency is maintained. Depending on the complexity and
`messiness' of the data this may be easy to do within a spreadsheet package or not.
In simple cases the user is given instructions to sort the data based on each category
eld, checking to ensure that there are not multiple terms for the same concept. Single
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This process is also used to dene relevant terms for Form and Fabric if these have been
separated out in Recipe 8.
If the data seems particularly complex it is recommended that the user download and
make use of the Google Rene package which is explicitly intended for such work. Al-
though alternative software packages exist, such as the Stanford DataWrangler,11 Rene
will also be used for URI mapping to Freebase in Semantic Level 2, so the additional
time spent learning the software here is not lost. Specic instructions are given for a
number of common tasks, including: installation; creating a new Rene project; undo
and redoing actions; ltering and sorting; creating `Text Facets'; clustering terms to-
gether; removing whitespace and capitalization; editing multiple terms; exporting back
to a spreadsheet. Rene is a relatively sophisticated tool, however, and providing a com-
plete tutorial to the user would be beyond scope of the Cookbook. The user is therefore
also directed to helpful online documentation12 as well as the download site.13
Recipe 10: Add Find ID
At this stage the data should now share a common structure in which each row is
equivalent to a Find and there are not multiple local terms for the same concept. This
recipe requires the user to make a nal consistency check to make sure that no duplicate
records have been created and adds a unique local Find identier to each row.
Example Input
context form
A Dressel 20
A Dressel 20
A LRA 3
Example Output
find context form
1023 A Dressel 20
1024 A LRA 3
11http://vis.stanford.edu/wrangler/
12http://code.google.com/p/google-refine/wiki/GettingStarted
13http://code.google.com/p/google-refine/downloads/list120 Chapter 6 Introducing Semantics | A Semantic Cookbook
Recipe 11: Clean Up and Upload
The nal recipe is a health check that the data now conforms to Semantic Level 1
and provides instructions for uploading it to the appropriate directory on the PBWorks
server. The user should clear any extraneous formatting and ensure that they only have
one row of headings. The following columns should remain, although the labels used for
them may vary depending on the language and conventions of the user.
REQUIRED:
 find id (integer)
 context (charvar)
 terminus post quem (integer)
 terminus ante quem (integer)
 form (charvar)
 fabric (charvar)
ONE OR MORE OF:
 fragment count (integer)
 weight (integer)
 minimum number of indivuals (integer)
 estimated vessel equivalence (integer)
OPTIONALLY:
 uncertain (boolean)
 inner terminus post quem (integer)
 inner terminus ante quem (integer)
The le is then saved using a lenaming template similar to that in Recipe 1 and
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6.2.3 Visualization and Analysis
On completion of Semantic Level 1 the data is now considerably easier to visualize.
Combining it with other datasets that have been processed to this level is also easier,
although still not possible to do automatically. Two approaches are suggested for visu-
alization. The rst is the creation of an accumulation graph using spreadsheet software.
The second is the use of freely available online visualization toolkits such as Many Eyes.
Visualization and Analysis 1: Accumulation graph
Although the data in Semantic Level 1 is much more consistent in its layout and ter-
minology it still presents a number of challenges for graphing temporal trends. Most
automated graphing techniques are not good for visualizing irregular time intervals |
especially those with uncertain dates. There are at least two problems to tackle:
1. Most graphs require a value for each amphora Class at each time interval.
2. Most graphs expect equal intervals between time points.
The combination of these requirements make temporal uncertainty very dicult to rep-
resent on most graphs. However a linear scatterplot graph can provide a reasonable
approximation to a time curve for multiple irregular series of values (Figure 6.2). With
this method we can display both the terminus post and ante quem times for Contexts
containing specic categories of amphora and project an approximate `time corridor'
for their deposition. This shows the accumulation of particular amphora Forms over
time periods of increased or decreased deposition. By using normalized Context dates
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and normalized weights and/or fragment counts, it is also possible to compare temporal
distributions across dierent Excavations, even within the same graph. Caveats must
be borne in mind however: First that this is of course just the deposition time | the
amphorae may have arrived at the site much earlier and attempting to use these dates as
a proxy for the transport period should be done with great caution. Second, the dataset
will naturally be incomplete and there is no guarantee of how representative it is of the
entire range of on-site deposits. The only the way to test this eectively is to compare
distributions from dierent deposit series, which is precisely what such visualizations
are designed to facilitate. In other words it is their inherent comparability with other
data | rather than their immediate epistemic value | that makes them useful to the
researcher.
Visualization and Analysis 2: Many Eyes
While most domain experts will be used to plotting data in a spreadsheet using a vari-
ety of graphing techniques, fewer are aware of the increasing number of Information
Visualization (InfoViz) services available online. These vary considerably in terms of
complexity and conditions of use and the intention here is merely to make users aware of
them and their potential, especially as they are greatly easier to use with pre-normalized
data. Many Eyes is a free online service that provides a wide range of such visualiza-
tion tools. It is possible to upload a dataset and visualize it for free (Figure 6.3), but
uploaded data is made visible to anyone on the Web.14
14Examples of amphorae from Carthage visualized in Many Eyes are available at:
http://manyeyes.alphaworks.ibm.com/manyeyes/visualizations/amphora-types-by-date
http://manyeyes.alphaworks.ibm.com/manyeyes/visualizations/amphora-treemap
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6.3 Semantic Level 2: Introducing URIs
6.3.1 Overview and Aims
Semantic Level 2 is aimed at producing data for collaborative use. That is, data that can
be used in conjunction with other known data sets. It aims to achieve one important
goal:
1. Add HTTP URIs to a normalized spreadsheet document conformant with Semantic
Level 2.
More specically, it will:
 Attach pre-dened HTTP URIs to modern geographical terms,
 Attach pre-dened HTTP URIs to ancient geographical terms,
 Attach pre-dened HTTP URIs to standard archaeological category terms,
 Attach pre-dened HTTP URIs to column headings specifying the ontological
category of their content,
 Prepare the data for Semantic Level 3.
The primary benets are:
 Common identiers for columns and standard terms make automated merging of
datasets with other Semantic Level 2 datasets possible,
 HTTP URIs mean that data from external sources, such as images or geographic
coordinates, can be introduced automatically to the data.
One of the challenges of using publicly available tools is that the technical landscape
shifts over time and we are forced to adapt our approach to whatever functionality is
available. This can happen rapidly, even over the course of a xed-term project, and in-
deed the tools used here were not available until well after this research began. Semantic
Level 2 uses Google Rene, an Open Source software package with which archaeologists
are unlikely to be acquainted (unless they have used it for cleaning data in Semantic
Level 1). The software is designed to be user-friendly to install and use, however. It also
uses Freebase, an online, editable semantic encyclopaedia that provides an easily editable
platform with which it is relatively simple for anyone to create persistent URIs and then
edit the data associated with them. It is expected that both Rene and Freebase will
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ideal for this kind of approach as it enables such changes to be incorporated gracefully
by domain experts as better practices become available. The following discussion will
attempt to focus on the theoretical concerns of each recipe although inevitably it will
be inuenced to some degree by the practical concerns of working with these specic
tools. The length of the entire process will, as always, depend on the complexity of the
dataset, but assuming the data fully conforms with Semantic Level 1, it should take no
longer than one or two hours to work through.
6.3.2 Recipes
Recipe 1: Add Excavation and Location
Most spreadsheets and databases do not record either the name of the Excavation or the
place with which it is associated but this is important information for inter-site analysis.
First, it enables us to distinguish between Contexts which may have the same name
in dierent Excavations. As most Contexts are simply given a numeric or alphanu-
meric label, the chances of overlap are high. Second, it enables us to map the data
geographically. This is because the great majority of both modern and ancient places
now have their approximate geographical coordinates freely available online. These are
not likely to be precise enough for local analysis but when combining datasets across a
wide geographical area they can be extremely useful.
Would it be simpler to just record the coordinates of the Excavation instead? The an-
swer to this question is no, for two reasons. First, coordinates themselves can only be
understood in terms of a datum, such as OSGB36 or WGS84 (Survey, 2010). Record-
ing and interpreting this information is a non-trivial process that typically requires a
signicant level of cartographic knowledge. Secondly, although precise coordinates are
useful at a local level they can be less useful for global comparisons. For instance, it
is not possible to deduce that two places are in fact the same, based on their coordi-
nates, without relying on arbitrary buering parameters that draw associations based
on distance. If Place B is close to Places A and C, but A and C are both far from each
other, one can still only assume either that they are all distinct or that they are all the
same. There is no automated way to establish that A and B are the same, but that C is
not, for instance. Even well dened spatial polygons can be problematic. The burials of
ancient Rome are extra-mural (and thus beyond its geographic footprint) but this does
not make them `non-Roman'. By associating Excavations with a place (whether ancient
or modern) it is much easier to establish when they should be meaningfully associated
with one another.
The purpose of this recipe is not to create or associate the data with a URI but simply
prepare for that process. Arguably it is a task that could be included with Semantic
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more pragmatic, and better ts the cost-benet equation, to include it here. The user is
simply required to create two new columns which specify 1) the Excavation itself, and
2) the nearest known place with which it is associated.
Example Input
find context
1023 A
1024 B
Example Output
find context excavation location
1023 A Keay-Earl Portus 20011 Fiumicino, Italy
1024 B Keay-Earl Portus 20011 Fiumicino, Italy
Recipe 2: Search for Topic URI
One of the key processes in Semantic Level 2 is the discovery of relevant URIs in the
Freebase vocabulary. Freebase URIs are assigned to Topics, essentially the equivalent
of an encyclopaedia article. In turn, these Topics are classied under one or more
Types which have specic properties associated with them that can be edited. This
recipe is intended to acquaint the user with this process as well as some of its underlying
principles. Of particular signicance to these recipes is the fact that much of the following
URI identication process is done with Google Rene. Although this software greatly
enhances eciency it clearly cannot nd URIs which are not already present in Freebase
and provides limited contextualising information. As a result it is helpful to give users
a walkthrough of the Freebase website and its essential components before progressing.
The recipe takes the user to the main portal at http://www.freebase.com and asks
them to search for the place(s) they have listed in Recipe 1 (Figure 6.4). It then explains
where entity attributes such as Type, latitude and longitude can be found and edited if
necessary. If either a URI for the place or its geographic coordinates are missing, the
relevant recipes to rectify this (`Create a Topic URI' (Recipe 3) and `Add Data to
a Topic URI' (Recipe 4)) are agged up.
Using Freebase is not without its quirks and two are identied within the recipe, both
caused by a mismatch between the exible, graph structure of the data model, and
the more restrictive nature of the interface. The rst is that because Topics can be
associated with multiple Types, but only one Type is shown in drop down menus, it is126 Chapter 6 Introducing Semantics | A Semantic Cookbook
Figure 6.4: A Roman excavation site in Freebase
not always apparent that the Topic in question is the desired one. Freebase:London
might be displayed as a FreebaseVisualArt:art subject, for example. Occasionally
the relevant entity can only be established by resolving the URIs themselves. Similarly,
although Freebase supports the use of multiple names in multiple languages, in practice
most of its place URIs only have an English toponym as much of the source data has
come from the English edition of Wikipedia. This means that searching in English is
almost always necessary, which can be a hindrance to speakers of other languages. If the
user does not know the English name they are directed to GeoNames where it is usually
easy to nd the location in another language and then derive the English toponym for
querying Freebase. Although this process sounds lengthy, it is unlikely that the user
will be processing more than a handful of places and thus it does not have a signicant
impact in terms of time.
Recipe 3: Create a Topic URI
This recipe give users step-by-step instructions for adding a new Topic URI, such as an
amphora Form, to Freebase. Freebase itself makes this process extremely easy with its
online web interface, although the actual steps to be taken are not highly intuitive (thus
the need for instructions). For instance, a user could create a Topic representing the
Form Dressel 20 and then specify that it was of Type freebaseAmphora:amphora type.Chapter 6 Introducing Semantics | A Semantic Cookbook 127
A complete list of amphora Form Topics can be retrieved by simply resolving the URI
of freebaseAmphora:amphora type. Furthermore, because Freebase then knows that
the Topic is a type of amphora Form it will automatically provide a set of corresponding
properties | such as origin and contents | that can be lled in by the user.
The recipe does not cover bulk uploads of entities which are unlikely to be necessary
for most users of the cookbook. However this is an issue which anyone intending to
extend the process to cover other archaeological materials will be interested in. Free-
base provides an interface for this called the Freebase Loader.15 A large number of
freebaseAmphora:amphora type Topics were pre-loaded into Freebase in this way based
on data from the Roman Amphora: A Digital Resource database (with permission from
the authors).
Recipe 4: Add Data to a Topic URI
Recipe 4 provides the user with guidance on adding additional information to a Topic,
such as Type or geographic coordinates. One of the interesting issues this brings up
is that of authority. While the creation of a new Topic URI may be seen as relatively
innocuous because it did not previously exist, editing Topics which have been created
by others may challenge people's conceptions of ownership, authority and provenance.
Likewise, there is no `sandpit' within which the user can trial their changes. Changes
made within Freebase, like those in Wikipedia, will immediately impact anyone else
making use of that URI. This level of exposure can not only be disconcerting to the
unfamiliar, but in turn raises a further question: is information added by the user also
open to editing and change? As Freebase is an Open Data environment it is not possible
to restrict editing rights. However, it does maintain a `Page History' for every Topic
which is accessible from each page.16 Likewise, users must log on either with a Google,
Yahoo!, or Freebase account, so edits cannot be made anonymously. For the time being
it is unclear whether malicious or controversial edits will become a problem but there is
as yet no evidence to suggest that it will.
Related issues of consideration are those of acknowledgement, copyright and academic
credit. These issues work at two levels:
1. Adding data generated by the user
2. Adding data from a third party
In the rst case, it might be questioned whether adding data to Freebase is essentially
providing free labour to Google that in other contexts one would be acknowledged for.
15http://data.labs.freebase.com/loader/. Documentation available at: http://wiki.freebase.
com/wiki/Freebase_Loader
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The answer to this is somewhat dependent on the user's perspective. Freebase is ulti-
mately a resource that provides generic data for public use and thus the level of detail
typically required to justify scholarly attribution may well be above and beyond what is
required here. Likewise, there is something of an expectation that the user will benet
from the large quantity of freely provided data as a quid pro quo for contributing some-
thing in return. Whether the user should consider this sucient reward for their labour
is a question that clearly lies beyond the scope of this thesis.
Adding data from third parties is an important issue when contributing to a public
repository. Freebase requires that the user make a statement to the eect that copyright
third-party data is available under a license which permits its deposition, and the license
holder must be cited so that details can be displayed alongside the content. It is the user's
responsibility to establish the licensing arrangements for any third party information
they provide. Users are unlikely to fall foul of copyright law accidentally however. US
Copyright Law17 (under which jurisdiction Freebase falls) does not cover `facts', and
thus the type of information with which we are largely concerned, such as geographic
position, can be added freely. One possible candidate for copyright are images of any
kind. One example of this is the photographs and section drawings associated with
the freebaseAmphora:amphora type Topics. In such a case the user is asked by the
Freebase service itself to directly assign both the appropriate license and the source of
the content. Additionally the user may want to point to the source of the data by means
of adding a URL to the `Other related websites' attribute. A nal point of interest is that
Freebase content is itself released under a Creative Commons Attribution License
(CC-BY)18 and so cannot be displayed in a public context without providing a direct
attribution to Freebase.19 This doesn't preclude additionally attributing content to the
original author as well of course.
Recipe 5: Import the Dataset into Google Rene
This recipe asks the user to install Google Rene (if they have not already done so
for Semantic Level 1) and import their data into it (Figure 6.5). The issues here are
principally practical ones, but there are one or two aspects worthy of comment. The rst
is that Rene runs as a local service accessed through a Web Browser. Archaeologists
may be more familiar with traditional standalone software and the use of a browser
may lead them to assume that by uploading content they are uploading it to the Web.
It is therefore important to stress that this is not the case (for the same reasons it is
important to emphasise that they are doing so with Many Eyes). A second issue specic
to Rene is that it works best with MS Excel or CSV les, rather than OpenOce Calc,
and so users may be required to export their data to CSV before importing. Finally,
17http://www.copyright.gov/help/faq/faq-general.html
18http://creativecommons.org/licenses/by/2.5/
19http://www.freebase.com/policies/attributionChapter 6 Introducing Semantics | A Semantic Cookbook 129
Figure 6.5: A dataset in Google Rene
and as with introducing any new data management program, the recipe immediately
makes reference to the Undo/Redo controls so that users feel more comfortable making
changes.
Recipe 6: Search for Excavation Location URI
Recipe 6 introduces the process of mapping local terms in the dataset to persistent
Freebase URIs. It starts by using the simple case of the place identied in Recipe 1,
and which we know to be present in Freebase thanks to Recipes 2{4. This process is
known as reconciliation. Users create a new column within the dataset for the results
based upon the freetext name of the place. The Reconciliation Service then compares
all local terms in this column (in this case there is only like to be one distinct term)
and attempts to identify rst the Type and then the specic Topic to which they refer.
Users can either accept Rene's suggestion or access a more sophisticated interface with
which to search manually (this process is typically very fast assuming one knows that
the URI exists). Rene enhances eciency by mapping all identical local terms to the
same canonical URI, thus the normalization process carried out in Semantic Level 1 pays
large dividends here. Once the data has been reconciled it is represented as a hyperlink
which takes the user directly to the appropriate Freebase Topic page in their browser.130 Chapter 6 Introducing Semantics | A Semantic Cookbook
Recipe 7: Search for Fabric Location URIs
This recipe introduces a more complex URI process | mapping the probable source
region of the amphorae to Freebase URIs for Roman provinces. As discussed in Sec-
tion 4.4.1, at inter-site level the Fabric of amphorae is primarily (if not entirely) of
interest to archaeologists in establishing geographic provenance. As a result, mapping
it directly to a place reduces complexity enormously and avoids the diculties of com-
paring attributes such as `brown' or `sandy' which are rarely possible to compare mean-
ingfully across geographically dispersed datasets. TRANSLATION used the GeoNames
gazetteer which makes varying levels of geographic granularity possible. This is both a
strength and a weakness for it greatly increases the likelihood that dierent URIs will
be selected. For instance, the source of a particular Find might equally be associated
with Hispalis (Seville), the River Baetis (Guadalquivir), Baetica (Andalucia) or Hispania
(Iberia).
For several reasons it was therefore decided to use Freebase URIs for Roman provinces.
The rst was the pragmatic fact that Rene does not support direct reconciliation with
GeoNames. As a result, to do otherwise would require considerable extra manual work.
The second was that, when looking at the global picture, it is generally most helpful to
be able to compare datasets at a similar level of granularity. The third is that GeoNames
only contains contemporary locations, and not Roman provinces which are somewhat
more meaningful as regional units. This is not to suggest that Roman provinces were
either culturally or economically homogenous, but using the proxy of modern regional
administrative units (such as Andalucia for Baetica) adds inaccuracy to the data. Topics
for the Roman provinces already existed within the Freebase repository but have since
been associated with the freebaseRomanEmpire:roman region Type.20 These have also
been given approximate centroids to facilitate mapping. This is relatively unproblematic
although it occasionally raises issues for geographically dispersed provinces such as Creta
et Cyrenaica.21
Although a signicant improvement over GeoNames for this task, Freebase does not
always contain Late Imperial provinces and dioceses or other historically signicant
roman political boundaries such as Hispania Citerior and Ulterior. Granularity can also
vary as there are Topics on Provinces (such as Baetica), regions (such as Hispania), and
even supra regional blocs (such as the Western Roman Empire). However, mereological
relations, such as `Contained By' can be included in the data which may make limited
inferencing possible. Another issue to bear in mind is that the naming conventions
are not nearly as standardized as might be expected with modern names. Armenia is
listed under its Hellenistic title, the Kingdom of Commagene, for example. Likewise the
Roman province of Asia cannot easily be distinguished from its continental namesake by
20They can be viewed at http://www.freebase.com/view/user/robert/roman_empire/roman_
region
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name alone. For these more problematic cases it is easiest for users to identify the correct
URI on the Freebase website before reconciling the data in Rene. Nevertheless, as each
Fabric type must only be reconciled once the process is not overly time-consuming. It
is also worth noting that the reconciliation process does not delete the original freetext
eld which remains available for examination and (where suitable) additional processing.
Recipe 8: Search for Amphora Form URIs
The third recipe for adding URIs to the dataset concerns the Forms of the amphorae. A
large number of these Forms have been uploaded to Freebase, using the Freebase Loader,
and have been given the Type freebaseAmphora:amphora type. These are derived from
the Roman Amphorae: A Digital Resource database. This database is itself a summary
of the very wide range of possible amphora Forms and therefore does not include every
name for freebaseAmphora:amphora types, let alone variations in foreign languages.22
Users are able to use the same process described in Recipe 7 to reconcile local terms
with the URIs in Freebase. Assuming well-normalized data this is not a highly time-
consuming task but is likely to be heavily reliant on the user knowing alternative names
for the freebaseAmphora:type series they use, as there is a strong possibility that
some of their local terms will dier from the names in Freebase. This in turn will
require them to consult the list of FreebaseAmphora:amphora types. This is fairly
lengthy, containing some 512 amphora types. It is also possible for the user to add a new
Topic URI where one does not seem to be available. Naturally this risks increasing the
probability that users will use separate URIs for what are in fact the same amphora Form
classied under dierent schemes. This problem is better addressed by SKOS alignment
however, and so the process of aligning FreebaseAmphora:amphora types from dierent
FreebaseAmphora:type series is not considered in this recipe and will be addressed
in Semantic Level 3. This recipe assumes that each FreebaseAmphora:amphora type is
distinct.
The FreebaseAmphora:amphora types have had a small amount of additional data in-
cluded from the source material where available such as likely sources of origin and
contents. All the data should be considered indicative of the potential such an approach
brings however, rather than an exhaustive resource. It is greatly hoped that the utility
of making a core body of data available in this way will encourage those with expert
knowledge to supplement it with further details over time.
22Although on occasion non-English names are used in place of the English one (e.g. `Gauloise' instead
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Figure 6.6: A spreadsheet exported from Google Rene showing hyperlinked contents
Recipe 9: Export Spreadsheet from Google Rene
This recipe provides instructions to export the data out of Google Rene and back into
a spreadsheet so that it can be easily used again. The new spreadsheet will now contain
hyperlinks to the URIs identied in the previous recipes (Figure 6.6). While this process
is very simple, it is an important aspect of Semantic Level 2 that the data is not left in
a format or data management system with which the user is unfamiliar.
Recipe 10: Add URIs to Header Row
Although local terms have now been mapped to Freebase URIs, it is still not possible to
automatically determine how they relate to one another. This recipe gives instructions
on how to embed hyperlinks that contain the ArchVocab URIs to which the columns
relate. The URIs themselves area mixture of both rdf:Types for Resources specic
to ArchVocab (archvocab:Finds, archvocab:Contexts and archvocab:Excavations)
and rdf:Properties for Literals and external URIs. Table 6.1 lists the mappings ex-
pressed as unqualied URLs so that a prex denition is not required in the spreadsheet.
Following the schema described in the last recipe of Semantic Level 1, not all columns
themselves are mandatory and additional columns may be left in without URIs (although
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Table 6.1: Semantic Level 2 Column URI mappings
Column URI
find id http://archvocab.net/excavation/ontology/Find
context http://archvocab.net/excavation/ontology/Context
terminus post quem http://www.heml.org/rdf/2003-09-17/heml#TerminusPostQuem
terminus ante quemd http://www.heml.org/rdf/2003-09-17/heml#TerminusAnteQuem
excavation http://archvocab.net/excavation/ontology/Excavation
location http://archvocab.net/excavation/ontology/atLocation_label
location uri http://www.heml.org/rdf/2003-09-17/heml#locationRef
form http://archvocab.net/excavation/ontology/ofForm_label
form uri http://archvocab.net/excavation/ontology/ofForm
fabric http://archvocab.net/excavation/ontology/ofMaterial_label
fabric uri http://archvocab.net/excavation/ontology/ofMaterial
fragment count http://archvocab.net/excavation/ontology/hasQuantityCount
weight http://archvocab.net/excavation/ontology/hasQuantityWeight
m n i http://archvocab.net/excavation/ontology/hasQuantityNMI
e v e http://archvocab.net/excavation/ontology/hasQuantityEVE
uncertainty http://archvocab.net/excavation/ontology/uncertain
inner t p q http://archvocab.net/excavation/ontology/innerTPQ
inner t a q http://archvocab.net/excavation/ontology/innerTAQ
Recipe 11: Check and Upload SL2
This recipe is similar to the nal recipe of Semantic Level 1. It conrms the nature of
the resulting dataset, and specically that the appropriate columns are now identied
by URIs and that the elds of the location uri, form uri and fabric uri columns
now have contents hyperlinked to Freebase.
6.3.3 Visualisation and Analysis
Although the introduction of URIs makes little dierence to the human-readability of
the spreadsheet | many of the columns will continue to look much the same | it
has a profound impact on its machine-readability. In particular, it is now possible to
automatically:
 Combine datasets,
 Include external data,
 Produce geospatial visualizations.
Visualization and Analysis 1: Automatically Combining Datasets
One of the immediate advantages of using URIs to identify columns is that it makes
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2. Indeed the same process could be adapted to import them directly into a database
for additional processing. Although the process will not be able to align substantively
dierent kinds of information (such as dierent quantication methods, for instance), it
will at least be able to keep them in separate columns. The ability to do this quickly
and with minimal eort is clearly of great benet to a researcher.
While the processing required is relatively simple and can be achieved using a spreadsheet
macro, spreadsheet macros are themselves a complex topic. The advantage of using them
is essentially that they can a) be written once and then easily downloaded and run by
others, and b) modications can be made by those with sucient technical knowledge.
Unfortunately, the most recent version of the MS Excel macro language, Visual Basic,
is not compatible with operating systems other than Windows. As a result, an example
Macro has been written for Open Oce which can be run on any machine. There is no
reason however why a similar macro cannot also be written for Excel. The Macro itself
allows the user to select a directory containing Semantic Level 2-compliant spreadsheets
and generates a new spreadsheet containing the combined data.
Example Input A
context excavation type eve
1004 Carthage Greco-Italic 17
Example Input B
nmi u e sitio tipo
4 356A Hispalis Dressel 20
Example Output
Context ofForm Excavation hasQuantityNMI hasQuantityEVE
1004 Greco-Italic Carthage 17
356A Dressel 20 Hispalis 4
Visualization and Analysis 2: Automatically Including External Data
An additional benet of using Google Rene is that it is able to directly import additional
information from Freebase. In particular, the graph-like nature of Freebase allows for
chains of content to be produced. For instance, the user can automatically create a
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FreebaseAmphora:amphora type (where this data is available). This data only needs
to be entered into Freebase once and can thereafter be easily incorporated by any other
user. This ability to automatically augment a relatively small amount of initial data is
a good example of how the power of Open Data can provide benets which are truly
beyond those which would be possible within a conventional closed database system.
Example Input
context ofForm
1004 Dressel 20
Example Output
Context ofForm contents origin
1004 Dressel 20 Olive oil Hispania Baetica
Visualization and Analysis 3: Spatial and Temporal Visualization
Of even greater signicance is that the data is part of a graph which can be traversed
to discover other valuable information. For instance, an amphora Class's place of origin
may also have latitudinal and longitudinal coordinates. These can be derived using
exactly the same process.
Example Input
Context ofForm contents origin
1004 Dressel 20 Olive oil Hispania Baetica
Example Output
Context ofForm contents origin latitude longitude
1004 Dressel 20 Olive oil Hispania Baetica 37.9 -4.8
Depending on the technical skills of the archaeologist, powerful additional possibilities
also present themselves. For instance, such data can be immediately imported into a Ge-
ographical Information System (GIS) for further analysis. Web Mapping tools136 Chapter 6 Introducing Semantics | A Semantic Cookbook
Figure 6.7: A dynamic network diagram showing the probable origins of ceramic nds
from a Roman harbour
such as Google Earth23 and TimeMap.js24 can display both spatial and temporal
dimensions. With data even in the limited machine-readable format created by Semantic
Level 2, it is possible to write software that will convert it automatically into a KML le
storing an interactive time-map such as that shown in Figure 6.7. This map displays a
dynamic network diagram associating amphora Finds with their probable place of origin.
Lines appear and disappear dependent on the timeframe of interest, the thickness rep-
resents volume, and icons represent images retrieved automatically from Freebase based
on the Find's FreebaseAmphora:amphora type. A prototype application for generating
such les has been made available for download by the user.
Such visualization technologies are powerful but also have their limitations. Most of all
their very intuitiveness can make it easy to forget what they represent. For example, the
date range of the network links could be wrongly interpreted as the period in which the
amphorae were transported, when of course this may be far from the case. Likewise, the
use of image icons can give a misleading sense of the highly variable size of amphorae,
as well as their shape.25 Even the use of straight lines may suggest direct exchange
rather than the possibility of a multi-stage process. There is one major benet to
such an approach however, which is that it greatly improves with increasing volumes of
23http://www.google.com/earth/
24http://code.google.com/p/timemap/
25Those new to ceramology are often surprised to see how much variation there is within a single
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data. Whereas tabular data becomes increasingly dicult to interpret across multiple
datasets, increasing quantities of data compliant with with Semantic Level 2 should be
able to highlight common phenomena more readily. While individual Finds may well be
misleading, the cumulative eect of combining many datasets is to isolate those cases
which diverge from the historical trend. Thus, such tools may be of limited help to
scholars working solely with their own data, but are potentially of much greater use to
large collaborative programmes and open research environments.
6.4 Semantic Level 3: Introducing RDF
6.4.1 Overview and Aims
Semantic Level 3 is aimed at producing data for global use: data that can be easily
combined with other datasets without pre-arranged cooperation. It aims to achieve one
goal:
1. Produce an RDF le describing the data in a way that can be instantly combined
with other RDF les.
More specically, it will:
 Map the column names dened in Semantic Level 2 to the concepts in the ArchVo-
cab ontology,
 Mint HTTP URIs for concepts that are not dened by other data resources (such
as Finds, Contexts and Excavations),
 Convert the data from a table structure into a graph structure,
 Save the data as a le describing the RDF graph.
The primary benets are:
 RDF les can be instantly combined together into larger datasets,
 Powerful queries can be run over multiple datasets using the SPARQL query lan-
guage,
 Concepts which are the same but have been classied dierently (e.g. Haltern 70
and Camulodunum 185) can be merged together easily.138 Chapter 6 Introducing Semantics | A Semantic Cookbook
While Semantic Level 3 can be accomplished with tools that are familiar to archaeologists
(spreadsheet packages) and in a relatively short-timeframe (1{2 hours), the challenges
it raises are in some ways the most signicant of any of the Semantic Levels. First,
although the data is left in a form that is ultimately more exible, it is dicult to
develop simple tools that make use of this exibility without imposing new restrictions
on the data. This is in turn re-raises the issue of the benet to the archaeologist. At the
end of Semantic Level 3, two tools have been created that provide some idea of what
might be done with the data. They do, however, only open up a small window on how
it might ultimately be used.
Second, although Semantic Level 3 does not require the data to be hosted online, not
doing so negates one of the primary benets of converting data into RDF: the ability
to seamlessly navigate between dierent data sources. Making data available online
is not something that archaeologists are used to however, in terms of the technical
requirements, issues of sustainability, or the ethos of direct public access. The latter
in particular is an area in which archaeologists have many misgivings. Roman Port
Networks, like many other projects in this domain, has found a half-way house in the use
of a restricted-access website, which functions as an adequate repository for an MSKR
project. Nonetheless, it needs to be agged up that the benets of Semantic Level 3 are in
closer alignment with a Linked Open Data approach than MSKR, and the cost-benet
analysis for any specic project must be evaluated accordingly. While archaeological
practice remains focussed on individual and collaborative projects however, it is as much
as we can do to demonstrate those benets on a reduced scale.
6.4.2 Recipes
Recipe 1: Mint URIs
For Semantic Level 2, external URIs were used to identify concepts shared in com-
mon. This makes it possible to combine dierent datasets together because all Semantic
Level 2-compliant datasets use the opaque URI freebaseRDF:m/0c24fx626 to refer to
Dressel 20 amphorae, for example. We can also automatically gather additional in-
formation about Finds from the Web | such as place of production or contents |
by dereferencing the URI (either in a browser or through an Application Program-
ming Interface (API)). This capability exists because open vocabularies have already
been created that contains URIs for all these concepts. In Semantic Level 3 users go
a step further by minting new URIs for concepts which do not exist on the web al-
ready. In particular they create URIs for the archvocab:Finds, archvocab:Contexts
and archvocab:Excavations referred to in the dataset. The result is that others can
26The namespace freebaseRDF: resolves to http://www.freebase.com/view/.
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i) combine datasets that refers to these URIs and ii) get additional information about
them more easily.
In order to facilitate hosting, URIs are minted as fragment identiers | the end-
part of the URI. The namespace itself will depend on where the le is hosted. The full
URI is the combination of the le URI + the fragment. For example, the full URI of a
fragment called <#context 123> in the le http://romanportnetworks.pbworks.com/
f/excavation_abc.ttl would be:
<http://romanportnetworks.pbworks.com/f/excavation abc.ttl#context 123>
Recipe 1 uses the local terms in the dataset as a basis for the URIs. This is done by
using a spreadsheet macro for OpenOce Calc which the user can download. There-
after template functions are given which generate the URIs by concatenating together
URL-encoded values from the archvocab:Find, archvocab:Context and archvocab:
Excavation elds. If opaque URIs are desired (i.e. those in which the meaning is not
expressed within the URI itself, such as FreebaseRDF:m/0c24fx6), these could similarly
be generated with a hashing algortihm, although there are no simple functions for this
available in Open Oce BASIC to the author's knowledge.
Example Input
context excavation
4.16(a) Carthage British Mission 1974-9
Example Output
context excavation excavation uri
4.16(a) Carthage...... <#context 4.16%28a%29 Carthage+British+Mission+1974-9>
Recipe 2: Extract URIs from Hyperlinks
Recipe 2 is essentially a practical one as the spreadsheet has hyperlinks to external
URIs embedded behind a human-readable label. It is necessary to extract the URI into
a separate eld so that both the URI and the label can be recorded in the RDF. Once
again, this process is undertaken using a custom-written macro that is made available
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Example Input
form
Dressel 1
Example Output
form label form uri
Dressel 1 <http://www.freebase.com/view/m/0c24 xn>
Recipe 3: Escape Literals
Recipe 3 is another straightforward recipe that wraps String Literals in inverted commas.
Once again a spreadsheet function is used although this time no specialised macro is
required.
Example Input
excavation label
Carthage
Example Output
excavation label
\Carthage"
Recipe 4: Separate Data
Every RDF statement requires a specic Subject. In the case of the Archvocab ontol-
ogy they are archvocab:Find, archvocab:Context and archvocab:Excavation. It is
therefore important to separate out the information that is relevant to each type of Sub-
ject (Table 6.2). This process is very similar to normalizing the structure of a relational
database. The end result is:
1. A table of columns related to archvocab:Finds,
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3. A table of columns related to archvocab:Excavation(s).
This process reveals the high level of redundancy caused by representing it in a single
table, so the recipe also removes any duplicate records created by the normalization
process. It is quite possible for there to be as many records in the archvocab:Find
table as there were in the original dataset, for instance, whereas there may only be a
single record in the archvocab:Excavation table (assuming it contains data from only
a single Excavation).
Table 6.2: Archvocab RDF Object Columns divided by Subject
Find Data Context Data Excavation Data
nd uri context uri excavation uri
nd id context label excavation label
fabric extracted tpq location extracted
fabric label taq location label
form extracted inner tpq
form label inner taq
hasQuantityWeight excavation uri
hasQuantityEVE
hasQuantityNMI
hasQuantityCount
uncertain
context uri
Example Input
find uri context uri tpq taq form uri fab uri excav uri loc uri
<#fin... <#con... 150 250 <http... <http... <#exc... <http...
<#fin... <#con... 150 250 <http... <http... <#exc... <http...
<#fin... <#con... 200 350 <http... <http... <#exc... <http...
Example Output A
excav uri loc uri
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Example Output B
context uri tpq taq excav uri
<#context...1> 150 250 <#excavation.../portus>
<#context...2> 200 350 <#excavation.../portus>
Example Output C
find uri context uri form uri fab uri
<#find...a> <#context...1> <http... <http...
<#find...b> <#context...1> <http... <http...
<#find...c> <#context...2> <http... <http...
Recipe 5: Type Data
The rdf:type of the Subject is not yet explicitly identied in every row. By including
this information in the data it is easier for those consuming it to quickly identify triples of
relevance to them. This recipe is very quick and simply adds canonical URIs representing
the Subject's rdf:type to each row. The namespaced version used here is only to
facilitate readability although it does require the addition of a prex denition in Recipe
7. In practice this could be done as easily using fully qualied URIs.
Example Input
find uri
<#find 101 Carthage+British+Mission+1974-9>
Example Output
find uri type
<#find 101 Carthage+British+Mission+1974-9> archvocab:Find
Recipe 6: Produce Triples
Recipe 6 changes the layout of each table into a triple format. In other words, while
it remains a spreadsheet, it is converted to a table of four columns in which each row
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this process could be automated but much would depend on how strictly the user has
followed the naming conventions for columns created in earlier chapters. In practice,
the work is likely to be relatively brief as it predominantly requires cutting and pasting
spreadsheet columns. The rdf:Predicates associated with each column are given in
Table 6.3.
Table 6.3: Semantic Level 3 rdf:Predicate mappings
rdf:subject rdf:predicate column
archvocab:Find rdfs:label nd label
archvocab:Find archvocab:inContext context uri
archvocab:Find archvocab:hasQuantityWeight quantity weight
archvocab:Find archvocab:hasQuantityCount quantity count
archvocab:Find archvocab:hasQuantityNMI quantity nmi
archvocab:Find archvocab:hasQuantityEVE quantity eve
archvocab:Find archvocab:ofForm form extracted
archvocab:Find archvocab:ofForm Label form label
archvocab:Find archvocab:ofMaterial fabric extracted
archvocab:Find archvocab:ofMaterial Label fabric label
archvocab:Find archvocab:uncertain uncertain
archvocab:Find rdf:type type
archvocab:Context rdfs:label context label
archvocab:Context heml:TerminusPostQuem tpq
archvocab:Context heml:TerminusAnteQuem taq
archvocab:Context archvocab:innerTPQ inner tpq
archvocab:Context archvocab:innerTAQ inner taq
archvocab:Context archvocab:inExcavation excavation uri
archvocab:Context rdf:type type
archvocab:Excavation rdfs:label excavation label
archvocab:Excavation heml:locationRef location extracted
archvocab:Excavation archvocab:atLocation Label location label
archvocab:Excavation rdf:type type
Example Input
excavation uri excavation label location uri location label
<#excavation Car...> \Carthage Bri..." <http://...> \Carthage"
Example Output
<#excavation Car...> <rdfs:label> \Carthage British Mis..." .
<#excavation Car...> <heml:locationRef> <http://www.freebas...> .
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Recipe 7: Save as RDF
The nal recipe exports the tables as textles which eectively constitute Turtle RDF.
The contents of these les are aggregated together and a standard header of namespace
prexes is prepended. This data can now be converted to any other RDF format, such
as RDF/XML, or ingested into a triplestore. Likewise, additional triples could be added
providing metadata such as who created the document, licensing terms, and so on.
Example Output
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix heml: <http://www.heml.org/rdf/2003-09-17/heml#> .
@prefix archvocab: <http://archvocab.net/excavation/ontology/> .
<#find_100_Carthage+British+Mission+1974-9> rdfs:label "100" .
<#find_100_Carthage+British+Mission+1974-9> archvocab:inContext
<#context_1.2_Carthage+British+Mission+1974-9>.
<#find_100_Carthage+British+Mission+1974-9> archvocab:hasQuantityWeight
16800 .
<#find_100_Carthage+British+Mission+1974-9> archvocab:ofForm_Label
"African gen." .
<#find_100_Carthage+British+Mission+1974-9> archvocab:ofMaterial_Label
"African" .
<#find_100_Carthage+British+Mission+1974-9> archvocab:ofMaterial
<http://www.freebase.com/view/en/africa_province>.
<#find_101_Carthage+British+Mission+1974-9> rdfs:label "101" .
...
6.4.3 Visualisation and Analysis
As noted above, there are signicant challenges involved in making RDF data directly
usable by mainstream archaeologists. As a text format it is extremely dicult to visual-
ize. Currently very few tools are capable of reading it, and those that can are so generic
as to be of limited use for the specic requirements to which archaeologists would wish
to put it. In short there is still considerable reliance on the development of bespoke
tools that either represent it in new ways, or convert it back to a format that is better
known to archaeologists.
The demonstration tools described here are an initial attempt at providing such func-
tionality, although it should once again be stressed that they are not the principal focusChapter 6 Introducing Semantics | A Semantic Cookbook 145
of this research and should be seen as indicative of the possibilities, rather than fully-
edged software solutions. In particular, while they have been developed in the Java
programming language, it may well be more appropriate to create similar products in a
scripting language such as Python so that they can be modied more easily. Together
the tools allow the user to automatically:
1. Combine multiple datasets together so that they can be ltered and exported to
a table or map representation.
2. Merge identical amphora Forms which have been classied using dierent typology
systems.
Visualization and Analysis 1: Combine, Filter and Export Data
The RDF Explorer is a bespoke tool developed specically to merge together RDF
datasets created as part of Roman Port Networks. It consists of six separate panels
(Figure 6.8).
1. The Source Browser allows the user to load or unload any of the RDF datasets
that have been uploaded to the Roman Port Network PBWiki site.
2. The Faceted Browser enables the user to lter the data. The facets them-
selves are auto-generated and relate to a particular Subject (archvocab:Find,
archvocab:Context or archvocab:Excavation) which can be selected from a
drop down menu below.
3. The Console displays a system log reporting on which les have been loaded or
unloaded and any errors encountered.
4. The Data Panel shows information about any Resources which have been selected
in the Faceted Browser. The blue table generates a row for each matching Resource
with columns based on triples in which the Resource is the Subject. The red table
lists triples in which the Resource is the Object.
5. The Management Panel allows the user to lter content based on its rdf:type,
switch SKOS alignment on and o (see next section), and export the data to other
formats.
6. The Info Panel provides a more human readable version of the data selected in
the Data Panel.
Data loaded within the RDF Explorer can be exported as a CSV le that can in turn be
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Figure 6.8: The RDF Explorer
(with its associated archvocab:Context and archvocab:Excavation information) re-
gardless of the Resource type shown in the RDF Explorer. Thus, if the explorer is
displaying archvocab:Excavations it will export a row for each archvocab:Find from
those Excavations. Alternatively the data can be exported as a KML le similar to that
shown in Figure 6.7 but displaying the user's data of interest.
Visualization and Analysis 2: Consolidate using SKOS
Although all the local terms for amphora types have been mapped to a Freebase URI
there remains the diculty that many of the FreebaseAmphora:amphora types in dif-
ferent FreebaseAmphora:type series are in fact the same. SKOS helps us to resolve
this problem by providing a vocabulary for mapping between the URIs. The Predicates
skos:exactMatch, skos:closeMatch, skos:broadMatch and skos:narrowMatch allow
us to say that two categories are either i) the same, ii) similar, iii) parent and child or
iv) child and parent. By hosting a separate le that contains these mappings we can
automatically merge them in the RDF Explorer with the click of a mouse. The le itself
is hosted on the Roman Port Networks PBwiki site. It uses the skos:narrowMatch
property because its asymmetry makes automated processing easier. Not only does it
avoid problems of transitivity | whereby `chains' of equivalence statements can have
unexpected results | but even in cases of true equivalence it provides a preferred label
to use (which otherwise cannot be inferred automatically). The format is:
<amph_type_A> <skos:narrowMatch> <amph_type_B> . #comment
Users are able to edit the le itself and upload it back the PBWiki site (it is automat-
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certainly benet from a bespoke editing tool. Nevertheless, as with the data in Freebase,
contributions made by each user are then freely available to all.
6.5 Evaluation
Introducing Semantics was developed in a wiki format as a living document written at a
specic time and for the specic goals of Roman Port Networks. This makes it dicult
to evaluate from a general perspective for several reasons. First, the rapid development
of tools in this sector means that sections of it may be out of date very quickly. Indeed,
some of the tools it makes use of were released only within the last two years and there
is no reason not to believe that more sophisticated or user-friendly ones will arrive in
due course. Naturally, however, it is only possible to work with the tools that are
presently available, for better or worse. Second, it is heavily dependent on the skills
of the researcher to write clear instructions targeted at achieving concrete objectives.
These factors alone are entirely sucient to cause the failure of a project, if not enough to
guarantee its success. Moreover, any archaeological project has its own socio-technical
complexities which may impact on progress. These things being said, how successful
was Introducing Semantics, in contrast to TRANSLATION, for converting legacy data
to RDF?
Supercially at least, success appears to have been extremely limited, based on the
simple fact that very few Roman Port Networks partners were either able, or found it
worthwhile, to convert their datasets. Of a possible 25 institutional partners engaged
with ceramics, only three made known concerted eorts to convert their data to RDF
using this method. Of these, one successfully completed only Semantic Level 1, a second
also completed Semantic Level 2 and the third partially completed Semantic Level 3 as
well. In summary, none of the partners managed to reach the point of producing full RDF
descriptions. Should the cookbook approach therefore be written o as a failure? We
cannot direct compare the diering levels of engagement between the TRANSLATION
and Introducing Semantics approaches, as the former was always undertaken during pre-
arranged visits by the author which naturally led to higher short-term levels of direct
motivation. There are, moreover, some additional facts which suggest that the cookbook
approach may still have some merit.
All partners were asked to complete a one-page questionnaire after completing the con-
version process (Appendix H). Although the evidence base is naturally limited, it does
provide some insight into the strengths and weaknesses of Introducing Semantics. First
it is notable is that the Semantic Levels are seen to get consecutively more dicult.
Whereas no partner had diculties completing Semantic Level 1, Semantic Level 2 was
deemed to be harder and the nal Semantic Level was considered extremely dicult
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was always converted correctly and accurately the rst time round, without the use of
bespoke tools or intervention by the author.
Based on further comments in the questionnaire, at least two reasons seem to be behind
the usability barrier. The rst is the use of unfamiliar technologies, and especially
macros. In retrospect it may well have been better to have stayed with a more familiar
spreadsheet package, such as Microsoft Excel, despite the potential restriction it would
impose on a minority of users. All the same, there is no guarantee that custom-written
macros would have proven successful in this case either. The other factor seems to have
been a lack of good examples to work with. It was originally hoped that data posted by
the partners could provide such material but a positive feedback loop was never attained.
Two datasets from Carthage were pre-uploaded to the PBWiki site for each Semantic
Level, which were considered very helpful. Again however, there were limitations caused
by the specicity of such datasets, which may have features that do not apply to the
user's data, and vice versa. Providing real examples of the transformed data for each
recipe, as well as the examples in the wiki itself, might have helped to facilitate the
process. In addition to these possibilities, and while not specically mentioned in the
questionnaires, it should not be forgotten that the majority of partners are not native
English speakers and this must inevitably add an additional layer of diculty to those
already presented by the cookbook.
6.6 Conclusions
The case could therefore be argued in both directions: either that the cookbook approach
is fundamentally awed, or that specic problems with its execution | the software
utilities used, the lack of concrete examples, the text itself | inhibited its use. There
are reasons to suspect, however, that the problem goes deeper than this. The rst and
most fundamental one is that extremely few project partners attempted to convert data
to Semantic Level 1 although this was universally acknowledged to be straightforward
(and while time estimates of 1{2 hours seemed a little low, they were not unduly so. 2.5
hours was cited in one case). This is probably not a consequence of having a technical
background, as none of the partners who completed it have extensive experience in
informatics. The second reason is that none of the partners who converted data found
the Visualization and Analysis tools very useful | their utility scored 3 on a Likert scale
of 1{5 in two responses, with no response on the third questionnaire form. Finally, those
partners who did convert data seemed comfortable to send it to the author via email,
but not to upload it to the restricted-access PBWiki site.
Together with the overwhelming lack of engagement, this seems to suggest not that the
cookbook is too dicult per se, at least as regards Semantic Levels 1 and 2, but rather
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what is clearly still a challenging task. Furthermore, while it is unquestionably the
case that the wiki and workow could be improved in a variety of ways based on user
feedback, this returns us to the diculty faced by the TRANSLATION approach. In a
closed collaborative environment in which tasks need only be carried out once (or rarely)
it is hard to reach an ecient process before the work has already been undertaken. Even
worse, there are no additional advantages for those who participate early on to justify
having to overcome the inevitable teething diculties. In the nal chapter we will
explore this issue in more detail in order to consider the third question that we posed
in the Introduction: to what extent is contemporary archaeological practice able and
willing to meet the social and technical requirements of semantic technologies?Chapter 7
Discussion, Conclusions and
Future Work
7.1 Review
In the previous six chapters we have addressed a number of specic issues related to the
three questions posed in the Introduction. In this nal chapter we will review the line of
argument so far before turning to a more general discussion that arrives at some clearer,
if inevitably provisional, conclusions. This will be followed by a number of concrete
suggestions for future work. Let us then begin by restating the three questions:
1. What are the benets to archaeologists of using semantic technologies to express
their data?
2. What are the social and technical requirements for expressing archaeological data
with semantic technologies?
3. To what extent is contemporary archaeological practice able and willing to meet the
social and technical requirements of expressing data with semantic technologies?
In Chapter 1 we asked whether there was a prima facie case that semantic technolo-
gies might prove benecial to archaeologists. By comparing the advantages generally
accredited to a Semantic Web approach with the aims and objectives of archaeologists
we surmised that such a case could be made and that further investigation was justied.
We also noted that the case for semantic technologies was not clear cut, with appar-
ently contrasting views on their levels of utility and historically low levels of adoption
in other domains. In Chapter 2 we reviewed both formally and informally published
literature on the theory and application of semantic technologies. This review appeared
to suggest that, following the seminal Scientic American article published in 2001, two
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approaches to the use of semantic technologies appear to have arisen which we dubbed
`Mixed-Source Knowledge Representation' (MSKR) and `Linked Open Data'. It was
not clear to what degree either of these perspectives have directly inuenced Cultural
Heritage practitioners, including archaeologists. We also observed a distinct peak in
Semantic Web activity in the years 2006{8, followed by relatively rapid decline, across
a range of phenomena including search terms, blog posts and conference proceedings.
Whether this apparent reduction in interest is permanent or merely a consolidatory
phase of the Gartner Hype Cycle is equally unclear. Surprisingly, archaeological activity
in this area does not appear to have been aected as far as can be established from a
count of presentations at Computer Applications in Archaeology conferences. In Chap-
ter 3 we analysed the results of a survey of forty Cultural Heritage projects that have
utilised semantic technologies. It became evident that there was indeed a separation
between MSKR and Linked Open Data approaches and that these seemed to be fur-
ther associated with whether a project was xed-term or open-ended. Projects seemed
equally divided between these two paradigms both in Archaeology and in Cultural Her-
itage as a whole. It was therefore concluded that the answer to the rst question | and
thus the second and third question also | could only be answered relative to each of
these visions.
Chapter 4 commenced the second part of the thesis by introducing a central case study,
Roman Port Networks. The project is xed-term, distributed across multiple voluntary
partners, medium scale, uses legacy digital data in heterogeneous formats and requires
restrictions on data access. These made MSKR clearly the more appropriate method-
ology to follow. A relatively lightweight infrastructural framework was then described
which sought to support the project's goals of merging multiple excavation datasets in
order to visualize and analyse them in combination. Chapter 5 described TRANSLA-
TION, a suite of tools designed to facilitate the conversion of traditional data formats to
RDF. While the tools were successful on a purely technical level, the evaluation showed
that a number of socio-technical problems stood in the way of their successful adop-
tion. In particular, the diculties associated with using and adapting both the tool
and infrastructural components outweighed any direct benets to the individual project
partners undertaking the work. Chapter 6 described a very dierent `cookbook'-based
approach, entitled Introducing Semantics. This attempted to achieve the same goals by
means of a step-by-step guide that used familiar, or o-the-shelf and easily modiable,
technologies. The approach again proved successful technically but not socially. Very
little voluntary adoption was observed and again this appeared to be due to an imbal-
ance between the perceived return and the requisite time investment, despite an explicit
attempt to provide direct benets early and regularly. So what can we learn from this
experience and, furthermore, what can it tell us about the benets | and limitations
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7.2 Discussion
At the outset we might have suspected that the MSKR vision of semantic technologies
would hold greatest promise for archaeologists. The archaeological sector has histori-
cally depended on scholars combining disparate but limited resources together in order
to produce synthetic works that in turn become the raw material for others. MSKR
seems to promise a richer, more sophisticated way of undertaking this labour without
disrupting the established order of hard-won academic authority and authorship. The
end result should be a cleaner, more tractable set of resources with which scholars can
answer meaningful questions. Yet our experience has shown that a number of substan-
tial obstacles still stand in the way to implementing such a vision. Sometimes these
challenges are specic to the particular needs of Roman Port Networks but, as will be
argued here, the wider picture looks equally problematic.
Scale and Complexity
The ability to deal with large, complex combinations of data is the very raison
d'^ etre of MSKR. Small or simple combinations of datasets rarely appear to justify
the level of investment in time and resources required to apply semantic tech-
nologies, as they are readily susceptible to analysis and visualization by more
traditional means. This is a trend clearly demonstrated in Figures 3.8{3.10. Un-
fortunately, it means that MSKR is denied many of the testbed projects in which
both technical and domain experts can experiment, learn best practice and re-
ne their tools. It is certainly the case in Roman Port Networks that only the
author had any signicant prior knowledge of semantic technologies before com-
mencement of the project. Had a signicant number of partners had previous
experiences with its use, the cognitive barriers would unquestionably be lower.
While obviously there are many archaeological problems that can only be solved
by processing large quantities of heterogeneous data | and specialist techniques
may be required to address them | this restriction on relevant projects necessarily
limits the size of the community of expertise and support.
Motivation and Engagement
For MSKR to work, a signicant proportion of potential data providers must be
convinced that what will inevitably be a challenging technology to use is worth
their while. Semantic technologists must not lose sight of the fact that domain
experts are rightly more concerned with solving a specic domain problem than
experimenting with new technologies or creating abstract over-arching ontologies.
In particular, the diculties associated with explaining the end-to-end process and
its eventual outcomes can make even minor problems deeply demoralising to the
uninitiated, regardless of whether they are issues specic to semantic technologies
or not. The lack of mature and user-friendly tools and training resources is another
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for maintaining high levels of motivation across the project team, semantic tech-
nologies are unlikely prove viable.
Alternatives
Technical alternatives which cost less, are more intuitive, or simply more familiar
to the archaeologist, have already been mentioned as an important consideration
in the cost-benet equation. The obvious contenders are relational databases and
spreadsheets (upon which specialist technologies, such as GIS, are also based).
It is important to ask whether the same amount of resource investment required
to convert data into a semantic format would deliver comparable results using a
more mainstream solution. No serious research has been done on this question
within Archaeology and costs are inevitably a product of both the technology and
operator. In the author's experience, however, it seems unlikely that semantic
technologies can answer questions at a medium scale that could not be asked of
relational data, or that they are signicantly more ecient. Considered in the light
of the cost-benet graph in Figure 5.10, it appears that we are at the point where
both formality front-loading and formality deferring approaches roughly coincide
for projects combining a moderate number of datasets.
This of course returns us to the nature of the insight that graph was intended
to demonstrate: data management and analysis is a dynamic process in which
we must balance the sophistication of a technology with the scale of the task.
If a project were to become signicantly larger or more complex | through the
continual addition of new data, say | then the investment in semantic technology
may well begin to pay o. But this is simply to beg the question. To what extent
are the typically xed-term projects that apply MSKR well-placed to take on such
large, and presumably long-term, objectives?
Inferencing
In addition to handling scale and complexity, MSKR ostensibly oers the addi-
tional benet of inferencing, i.e. the ability to explicitly deduce information that is
only implicit in the source data. Despite this claim, there are few if any clear cut
examples in which machine reasoning has delivered meaningful and unexpected
results from combined archaeological datasets. This is not to say that inferenc-
ing has not been used or proven useful. Projects like STAR have demonstrated
that inferencing is possible but have yet to publish archaeological results based
specically on this process. Attempts to categorise archaeological nds based on
combinations of attributes have also been made (Karmacharya et al., 2010) but as
the process uses a Rule Language to dene each category solely in terms of these
attributes it is hard to argue that it leads to the creation of new archaeological
information.
There may be a simple, and practical, explanation for this lack of results. There
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CRM | in order to capture as much of the complexity of a domain as possible.
This has the eect of lengthening the chain of reasoning, i.e. the list of statements
that are required to be true, for an inference to hold. Unfortunately, if any one link
in the chain should be false, the entire inference is invalid (regardless of whether
the conclusion itself is true). If a proportion of our data is wrong, valid inferences
become less and less probable as our reasoning chain extends and the odds of
encountering a false assertion rise. Long chains of reasoning therefore have a
greatly reduced level of validity in comparison to shorter ones and so complex
ontologies, although theoretically able to answer more sophisticated questions,
are inherently less robust for reasoning over imperfect datasets. The upshot is
something like the Uncertainty Principle: it is possible to optimise for precision
(long chains) or accuracy (valid inferences) but not both. In an archaeological
context, where a considerable level of error is to be expected, the ramications for
inferencing are serious.
7.3 Conclusions
This list of challenges is potentially disheartening. Must we conclude that semantic
technologies are, despite their early promise, simply unsuited to archaeological practice?
It is almost certainly too early to make denitive proclamations, but there are at least
some reasons to believe that a fully negative appraisal is unwarranted. In order to
envisage a more optimistic future for its adoption in Archaeology, however, we need to
return to its roots and in particular the twin themes that Berners-Lee raised in his early
writings: openness and decentralization.
7.3.1 Openness
The issue of openness plagues many discussions of Web content in Cultural Heritage,
laden as it is with the emotive baggage of academic ethics. Few of us oppose it in prin-
ciple, most of us do so in practice. The reasons, as we know, vary from the legitimate,
to the illegitimate, to a simple acceptance of the status quo. Yet openness is funda-
mental to this discussion because it is the wellspring of the Web. The Web's primary
function is to facilitate access to information and thus anything that which restricts that
capacity undermines the central source of its power. That is certainly not to say that
data privacy has no place, but we must remain aware that the Web as a technological
and social paradigm is only powerful because so much content is made freely and easily
available. Amazon, Facebook, Data.gov, Wikipedia and other organisations have
not revolutionised their respective sectors through the innovacy of their software appli-
cations | many of the principles for which predate the Web | but because they are156 Chapter 7 Discussion, Conclusions and Future Work
ubiquitous and cost nothing to the user (at least nancially). The same services in a
closed environment would be so limited as to seem almost absurd.
Yet neither Archaeology, GLAMs or the Humanities in general seem to have experienced
an `online revolution' similar to those experienced in the political, commercial, media
and social spheres. Could one take place? We must bear in mind that none of these
online revolutions were easy to predict and that other domains may not prove a reliable
guide, thanks to their diverse array of concerns around this topic. There are certainly
those pressing for greater accessibility of cultural resources online, but they are a distinct
minority and there is currently no Internet juggernaut on the horizon. By and large, the
humanities, heritage and archaeological communities worldwide still seem to see data
publication overwhelmingly as a zero-sum game in which making it available online is
more likely to lead to work being scooped or plagiarised than to collaboration or citation.
Thus, for the foreseeable future at least, most archaeologists will remain reluctant to
provide open access to it.
This `presumption of closedness' has particularly important consequences for the adop-
tion of semantic technologies, for many of the obstacles we have just been discussing
would be at least partially ameliorated in an more open data environment. First, the
chances of producing large combinations of source data would be much greater, thereby
helping to justify the amount of work required to draw new results from them. Second,
larger user communities would mean that tools and services could benet from longer
feedback and evaluation cycles, helping to improve productivity and eciency in the
medium-to-long term. The eect on motivation is much harder gauge. It is true that
many archaeologists may remain sceptical of contributing data for which traditional
modes of attribution are poorly suited. On the other hand, the rich source of infor-
mation with which to contextualize their own data could prove sucient motivation to
participate in its own right. In short, a broadly open data policy across the archae-
ological community would clearly improve the odds of successfully utilizing semantic
technologies, but once again we are begging the question. Why should archaeologists
care?
One trend that may start forcing them to take openness more seriously in the UK are
changes in legislation and funding criteria. Driven both by ideological and nancial con-
siderations, impact and public engagement have become increasingly important in recent
years. Citizen scholarship and co-creation are themes well in tune with the UK Govern-
ment's `Big Society' agenda. Of course, this very fact may not always endear them to
academics facing other government pressures, but there is no doubting its determination
to extract as much public perception of value as possible when considering expenditure
from the state purse. If levels of Humanities research funding decrease more signicantly,
UK Archaeologists will almost certainly need to adapt to this agenda in order to remain
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Committee's (JISC) Discovery1 initiative in which \there will...be a shift in ethos,
the most crucial being the embracement of `Openness"' (Resource Discovery Taskforce,
2011), and the House of Commons Science and Technology Committee's recent
report on Peer Review in Scientic Publications which concluded that:
Access to data is fundamental if researchers are to reproduce, verify and build
on results that are reported in the literature. We welcome the Government's
recognition of the importance of openness and transparency. The presump-
tion must be that, unless there is a strong reason otherwise, data should be
fully disclosed and made publicly available. In line with this principle, where
possible, data associated with all publicly funded research should be made
widely and freely available. Funders of research must coordinate with pub-
lishers to ensure that researchers disclose their data in a timely manner. The
work of researchers who expend time and eort adding value to their data,
to make it usable by others, should be acknowledged as a valuable part of
their role. Research funders and publishers should explore how researchers
could be encouraged to add this value. (House of Commons Science and
Technology Committee, 2011, para. 203)
Yet even on the assumption that such changes in research practice do take place, they
may still stop short of the level of openness in which semantic technologies really come
into their own. For a start, UK archaeologists will still need to work in an international
arena in which openness is the exception, rather than the rule. Secondly, the emphasis
has so far remained on post-publication access. While preferable to the current state of
aairs it could potentially create a `twin cycle' research environment in which smaller,
closed projects wait until publication to release information, and are followed by larger
digital synthesis projects which work solely with this published data.
One additional social trend is starting to operate to the advantage of openness: the
ubiquitous use of mainstream search engines for academic resource discovery. Enhanced
by services such as Google Scholar2 and Academia.edu,3 earlier concerns about the
nature of this process, while still prescient, seem to be increasingly ignored or simply
accepted by academics. As just one example, Humanists across Europe interviewed by
the Preparing DARIAH4 project concurred that Google was the primary search tool
within their academic practice (Benardou, 2011, min. 39:55{42:00). This may or may
not benet academic discourse but it seems inevitable that scholars are now more likely
to discover content that is openly available on the Web. This may in turn bias the
the academic merit system in favour of those who self-archive or deposit their data in
1http://discovery.ac.uk/
2http://scholar.google.com/
3http://www.academia.edu/
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open institutional repository systems such as ePrints.5 Whether it forces a tipping point
across archaeological culture more generally remains an open question.
7.3.2 Decentralization
Decentralization is crucial to the growth of the Web because it creates both the inter-
connections and economies of scale that allow it to expand. It requires an open network
of loosely connected services, tools and datasets. While Humanities projects have his-
torically had to provide or create most of their data, infrastructure, tools, methods and
questions themselves, the Digital Humanities environment is now starting to mature.
A growing number of freely available specialised resource services | such as the ADS,
Arachne and Pleiades | mean that an increasing proportion of a project's time and
money can be targeted at specic research questions. By making such `low-hanging
fruit' available, these tools and services may in turn start to inuence which questions
are asked, once again driving the research agenda away from more closely-held propri-
etary datasets. Central to our discussion of semantic technologies is the use of common
HTTP URI frameworks as a means of classifying and identifying concepts. As we have
seen, services such as GeoNames and Freebase allow us to collectively build digital the-
sauri and gazetteers that not only provide canonical identiers for topics of mutual
interest, but also supplement them with additional data. Unfortunately it is precisely
these fundamental building blocks of the Web which are so sorely lacking in Archaeology.
The problem seems to have arisen due to a conation in understanding between what
constitutes an open and closed system on the Web. Just as with natural language terms,
a URI cannot be held privately or its use proscribed. While it is possible to restrict
the ability to dereference it, doing so entirely eliminates the value of the URI for, unlike
natural language, a URI is opaque. A phrase like `ring fort' can, more or less, be
interpreted within its linguistic context. In contrast, a URI should be interpreted only
though the information retrieved by dereferencing it. Obscuring this information not
only greatly discourages its use, but also its interpretation by third parties and thus its
utility on the Web of Data. In contrast, making it available creates a conceptual `spine'
around which relevant datasets can cluster, as we have seen from the Linked Open Data
cloud. Regrettably, those who have traditionally maintained Humanities thesauri have
long perceived their immediate interests to lie in the sale or licensing of thesauri, rather
than establishing themselves as a hub in the Web of Data. Sometimes, the introduction
of a new URI-based service (such as GeoNames as a substitute for the Getty Thesaurus
of Geographic Names) all but renders the original service obsolete. Sadly, many widely-
used archaeological thesauri are still restricted to sale-only printed volumes or cannot
be referred to by URI. Until the funding and resolve are found to dismantle what has
eectively become a cultural monopoly, any attempt to introduce semantic technologies
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into Archaeology will remain hamstrung. It should be emphasised however that this
issue remains separate from the question of Open Data discussed earlier. The use of
public URIs in no way requires that data making use of them is publicly accessible as
well.
So while it remains unclear whether semantic technologies will oer serious benets to
archaeological practice in the future, it seems that the adoption of URI-based thesauri
would be a pre-requisite. Once more we nd ourselves in a chicken-and-egg situtation
however. If there is no guarantee that semantic technologies will prove viable, why
should funding agencies and memory institutions invest in URI thesauri? One argument
is that those advocating a Linked Open Data approach may create a gradual transition
that only later escalates into a more transformative revolution.
7.3.3 Linked Open Data
What are we able to say about the Linked Open Data approach in Archaeology? We
must return to this topic with caution as we have not had the benet of concrete ex-
perimentation. Nevertheless, it seems fair to observe that it does not face quite the
same battery of obstacles as MSKR. To begin with, Linked Open Data is in its essence
much more concerned with openness and discoverability than collaboration and infer-
ence. It avoids many of the complex ontological challenges faced by those who require
inferencing. Value from this perspective comes not from exclusive possession or logical
deduction, but by being situated centrally in a network of other resources. As such,
quality matters but utility matters more. Yet as we have seen, it may currently be too
dicult for archaeological practitioners to create enough RDF data to justify the name.
Can we get beyond this impasse?
It may be that we can begin the process by moving our focus from data to annotations.
Rather than creating a Web of Data adjacent to the Web of Documents, we can kickstart
the process by enhancing the Web of Documents with RDF snippets that provide data
in computationally digestible form. This in turn can create relationships between docu-
ments unforeseen by their original authors. Such annotations can be equally applied to
pages, tables and images, and are applicable at the level of content rather than merely a
document summary. Rather than thinking of this as an impoverished form of Knowledge
Representation, it instead should be considered as super-charged metadata. It can be
held within the actual document itself, such as with embedded RDFa, but it might also
be by means of adjacent les, content negotiation or a SPARQL endpoint. This allows
for a much greater range of information to be held about the document | not only the
author, subject, date and so on, but the people, places and periods or categories used
within it. While it may not be possible to deduce facts from this data, the ability to re-
late it to other content, whether directly or statistically, is vastly enhanced. The second
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language and term-independent. This cannot entirely solve the Vocabulary Problem
of course, but the arbitrary quantity of them means that many more keywords can be
created for a document, while vocabularies such as SKOS allow for limited reasoning
in order to identify related URIs. Such semantic annotations promise something well
beyond what we are capable of today | vastly improved discovery and contextulization.
The promise of these benets may well be sucient to justify the investment in the URI
thesauri necessary for a mature Semantic Web.
Semantic annotations are by no means a new idea and automated services for extracting
them, such as OpenCalais,6 have been around for some time. While the algorithms
employed by these generic solutions are not usually capable of dealing with the specialist
nature of archaeological documents, targetted applications have been more successful.
Archaeological grey literature was classied under `What', `Where', `When' categories
in 2009 by the ArchaeoTools7 project (Jerey et al., 2009), and Google Ancient
Places8 has extracted place references in classical texts from the Google Books corpus
using a combination of the Edinburgh Geoparser,9 OpenAnnotation10 and the
Pleaides gazetteer (Isaksen et al., 2011). The power of this approach does not simply
lie in the ability to visualize data in new ways | although that is part of its appeal
| but that it can be automatically associated with relevant resources that transcend
document formats (Tudhope et al., 2011b) and even domain boundaries (Simon, 2011).
Automated processes can be only part of the solution, and semi-automated and manual
techniques will also need to be established, depending on the nature of the source data.
Public crowd-sourcing (Brusuelas, 2011) is an important development that has yet to
be put to use for semantic technologies in this domain, and standardised documentation
systems such as ExeGesIS,11 ARK12 and Intrasis13 may also be able to facilitate the
creation of ubiquitous lightweight annotations of Web content.
7.4 Contributions and Future Work
In this nal section let us look at some of the concrete ways in which the work we have
discussed might be carried forward.
Technical and Social Considerations
Despite some of the socio-technical challenges raised by this research, it is im-
portant to remember that we have demonstrated that archaeological data can be
6http://www.opencalais.com/
7http://wit.shef.ac.uk/archaeotools/index.html
8http://googleancientplaces.wordpress.com/
9http://www.ltg.ed.ac.uk/clusters/Edinburgh_Geoparser
10http://www.openannotation.org/
11http://www.esdm.co.uk/hbsmr.asp
12http://ark.lparchaeology.com/
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integrated and queried by means of semantic technologies. This was much less
apparent at the commencement of the work in 2007 and, although important work
has also been done by others to establish this, Roman Port Networks has certainly
been at the pioneering edge of that research. That it was achieved on a moder-
ate budget | comparable with that which would need to have been invested in
a relational database or GIS-driven approach for the same scale of data | is an
equally important discovery. Perhaps the most important contribution however,
is to have more clearly problematized the process at two levels.
The rst is in identifying and describing the various subtasks which need to be
undertaken in order to convert conventional archaeological data into a seman-
tic form. This documentation was drawn partially from the development of the
TRANSLATION tools, but made explicit in Introducing Semantics. Laying out
each requirement in this way makes it not only easier for those wishing to un-
dertake the process themselves but potentially permits the development of more
sophisticated | perhaps Web-based | tools that can facilitate and expedite the
process.
At a secondary level however, it became clear over the course of the project that by
far the most challenging obstacles are social ones to do with skills-balancing and
motivation. It is now established fact that a computer scientist can use semantic
technologies to merge together diverse archaeological datasets. We are still a very
long way from establishing whether a sucient number of domain experts, who
must create and make of use of them, can or would wish to do so. If there is one
particular area that the author feels future investigation should focus on then it is
this. Even using conventional technology, it is likely that large integrative projects
of the sort that would most benet from semantic technologies must be multi-
disciplinary, involving both domain experts and computer scientists. Establishing
research processes that balance the varying needs, motivations and costs between
these two groups will be essential.
Even a mid-term goal of semantically enriching the Web of Documents will require
a vast amount of human eort. The process of creating a book, article or database
is quite time-intensive enough, and it is wishful thinking to imagine that many
authors will be able, let alone willing, to semantically mark up materials. We
will inevitably have to rely heavily on automated processes run by repositories
which in turn raises additional issues of annotation authorship and veracity. Any
automated process will unquestionably create erroneous annotations and authors
may be uncomfortable with their publications being described in ways they have
no control over (despite this being an inevitable process of the library system).
Two partial solutions suggest themselves, although neither resolves these issues
entirely.
The rst is that automatically generated annotations are most useful when used
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individual place may or may not be correct, for example, but the ability to visualize
all of those places at once can give a strong indication as to which annotations are
outliers. The second solution returns us to the Semantic Catch-22 we discussed
in Section 3.3.2. There is a semantic dierence between truth claims made by
humans and those which are merely the product of an algorithm. The former
is an attempt to understand and interpret the world, the latter is essentially a
digital conversion process. We need to establish methods of a) informing users
whether they are looking at automated or humanly generated annotations, and b)
convert automated annotations into human ones. The magic of (human) semantics
is that this need not always require more than ticking a checkbox. It is no less
the important for it, however. Such computational tools need to be developed by
the repository community that hosts archaeological materials, whether written or
tabular, as xed-term projects will likely have neither the funding nor motivation
to create them. Their contribution must be the cumulative process of interpreting,
and where necessary correcting, the content and its annotations.
Infrastructure
A more complex output is that of the vocabulary infrastructure created for the
project, in particular ArchVocab and the amphora typologies in Freebase. Both
of these have been created with only medium-term sustainability in mind, which
is adequate for the duration of the project but can no make guarantees about its
persistence thereafter. This cannot be ignored, as an important consequence of
creating the resources was the interest shown by others working in related elds.
The ceramics typology is the least problematic. There are no (current) reasons to
suppose that Google will discontinue the Freebase service and its open architecture
means that interest and maintenance can go hand in hand. There is clearly great
potential for expanding the current set of amphorae to include missing types and
even to encompass other kinds of artefact, such as newares, coursewares, stone
or metals. Of particular value to such an approach is the fact that it would help
remove the research focus from the better documented types (such as Dressel
20, African Red Slip, or Porphyry) to the full gamut of materials transported in
Antiquity. Visualizing the spatio-temporal distribution of this range of products
could clearly grant great insight to researchers working in this eld as well as
identify new questions. While a rst phase of such visualisation is more likely to
highlight issues with the data than answer questions, it would still be of immense
value to the research process.
The ArchVocab excavation ontology is currently hosted on a Virtual Machine
server at the University of Southampton. Although permission has been granted
to extend the service beyond the lifetime of the PhD, it is clearly not a long-term
solution. Should it receive signicant interest from researchers beyond Roman
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the Open Knowledge Foundation.14 Such interest notwithstanding, there is a
desperate need for a public, stable, URI-based domain ontology for archaeological
excavation. English Heritage, in particular, are in an excellent position to build
upon the achievements of the STAR project by publishing persistent URIs for
the CIDOC CRM-EH. This single action would not only open up their extensive
achievements to the possibility of integration with external datasets, but could
provide the basis for similar initiatives in other countries.
Beyond these URI vocabularies there is also need for more work in cross-domain
concepts such places, events and things. Fortunately URI place gazetteers are ma-
turing rapidly, with GeoNames including historic place names (Wick, 2011) and
benetting from recent alignment work with Pleiades (Isaksen, 2011). This in turn
may help the development of temporal gazetteers | URI sets for historic events
| although work in this eld, such as CommonEras15 or the STAR.TIMELINE
application (Binding, 2010), are at an early stage of development and a great deal
of work in this space remains to be done. For the classical era, URI-based proso-
pographies could also open up extremely important connections between nds16
and it is hoped that work currently being carried out by the Lexicon of Greek
Personal Names (LGPN)17 will break new ground in this area (LGPN, 2011).
Other Issues
One area that was considerably under-explored by this thesis | focussing as it has
on publication rather than consumption | are the user interfaces for archaeologists
to make the most of semantically formatted data. This is a formidable subject and
well worthy of (at least) an equivalent body of work. The central challenge will be
to identify and/or develop tools which can account for the exibility of RDF while
directly facilitating the specic needs of the archaeologist. A number of o-the-
shelf graph visualization tools exist, such as Prot eg e, but these are rarely if ever
satisfactory for archaeological use, displaying information at a level of granularity
that is of little help. This problem only increases with the sophistication of the
ontology. Bespoke tools, such as those developed by the author for the purposes of
this research, can help to answer specic questions, but the development of them
is comparatively research intensive, compared to the level of output, for small or
medium sized datasets and they are highly ontology dependent. The author is
already involved in work to visualize relationships between archaeological data in
separate repositories (Simon, 2011) but the work of Tudhope et al. (2011a) and
Huvila (2008) are of particular interest for understanding and analysing intra-site
data.
14http://okfn.org/
15http://commoneras.ecs.soton.ac.uk/about.html
16For the results of a network analysis approach without URIs, see Graham and Runi (2007).
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Another issue that needs to be addressed by the community of developers, archae-
ologists and heritage specialists working with semantic technologies is a level of
vagueness and ambiguity that tends to plague communication between projects.
In some ways this is through no fault of their own, as the problem is rooted in
the competing visions of the Semantic Web that have been around since at least
2001. It is hoped, however, that this thesis has gone some way to separating out
these perspectives | hopefully not at the expense of introducing more unneces-
sary jargon | and clearer statements of what projects are trying to achieve (and
not trying to achieve) may facilitate more fruitful collaboration. Similarly, there
is an important need to publish in forums with much faster time-to-press. While
conferences such as CAA provide excellent venues for discussion, it has become
ever more apparent that it is far too slow as a publication mechanism in such a
fast-moving eld. It is evident that papers discussing semantic technologies from
CAA 2007 | the most recent year for which a printed volume is currently avail-
able | are now woefully out of date. Even a more rapid turnaround of, say, two
years, is insucient to keep digital archaeologists up-to-date. Online journals and
blog-posts will need to be the preferred forum of publication if Archaeology is to
stay apace with wider digital developments.
The observant reader may have noticed a curious irony running throughout this text.
Despite its title, the phrase `Semantic Web' has been rarely used, with a preference for
the somewhat more pedestrian `semantic technologies'. Indeed, these days the Semantic
Web is frequently accompanied by scare-quotes, \so-called"s, or substituted altogether
by euphemisms like `Linked Data'. One does not need to be an ontologist to appreciate
the powerful nuance behind these terminological shifts. The decision to use these phrases
is deliberate, for in truth the Web often plays a limited role in the eld this thesis
has discussed. Yet if its conclusions are correct then they mark a profound issue for
everybody working in it, for the power of semantic technologies ultimately derives from
the Web and the Web in turn is driven by the principles of openness and decentralization.
That is not to say that semantic technologies cannot be used in a closed or centralized
environment, but in doing so we restrict ourselves | by denition | to a Knowledge
Representation paradigm of yesteryear which\did not...shake the world to the extent
that some of its proponents hoped" (Berners-Lee, 1998c). Until we try, it remains a
moot point as to whether Berners-Lee's vision of an open and decentralized Knowledge
Representation is possible. The question left for archaeologists to consider is:
Could an open and decentralized Archaeology be possible?Appendix A
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STCH Survey: Participant
Information Sheet
Study Title: Evaluating semantic technologies for data pub-
lication in Cultural Heritage
Researcher: Leif Isaksen
Ethics number: E/10/05/002
Please read this information carefully before deciding to take part in this
research. If you are happy to participate you will be asked to sign a consent
form.
What is the research about?
My name is Leif Isaksen and I am conducting research for a PhD thesis on the use
of Semantic technologies to publish archaeological data. This survey is intended to
establish how and why semantic technologies have been used in previous cultural heritage
projects and compare the perceptions of those who have used them. The results will
also be evaluated in comparison with Semantic Web `success stories' outside the Cultural
Heritage sector. It is intended that the results will provide a useful baseline from which
myself and others can develop semantic systems that specically address the needs of
the sector. This research is being paid for by the UK Engineering and Physical Sciences
Research Council (EPSRC) and is sponsored by the University of Southampton.
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Why have I been chosen?
As a member of a previous or ongoing project that has utilised semantic technologies to
publish data, you are able to provide important perspectives on the merits of semantic
technologies. I would like you, and potentially a colleague on the same project but with
a dierent specialism, to describe the approach taken and assess its value to the project.
What will happen to me if I take part?
If you consent to take part you will be asked to provide your name and that of a project
you have participated in. This information will be held securely on a Southampton
university server and separately from the survey data under the terms of the Data
Protection Act. You will then be given an identifying code and directed to the online
questionnaire at surveymonkey.com (details of the questions you will be asked can be
found on a PDF le accompanying this information sheet).
Subject to your additional consent, I may contact you by email with some follow-up
questions or ask to identify the project as an illustrative case study for my PhD thesis.
All personal details and project details (i.e. those provided on the consent form) will be
deleted on completion of the PhD)
Are there any benets in my taking part?
There are no personal advantages (inducements) to be gained from taking part, but
the overall results of the survey will be made available to the wider cultural heritage
community and this is likely to be of help to those considering the adoption of such
technologies in future.
Are there any risks involved?
There are no personal risks involved but you will be asked to candidly assess the costs
and benets of the approach taken by your project. Dierences of opinion between
people reporting on the same project are possible and while project and personal details
will be anonymised it is impossible to rule out any possibility of identication. If, for any
reason, you do not feel that an honest appraisal is possible under these circumstances,
please do not consent to the survey. Do feel free, however, to contact me separately
as it may be possible to incorporate information in the nal report under stricter terms
of condentiality. You are also free to leave any question unanswered that you feel either
unwilling or unquali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Will my participation be condential?
Any personally identifying information provided by you will be held in accordance with
the Data Protection Act and University policy on a password-protected computer at
the University of Southampton. It will be deleted on completion of my PhD (October
2011 at the latest). Association of the details with the survey data will be by means
of an identifying codename. All possible measures will be taken to ensure anonymity
in publication, but as a colleague who worked/works on the same project may also be
taking part, it is impossible to guarantee complete anonymity. Under the terms of the
Data Protection Act you can request a full copy of all information held about you as
a result of this survey by contacting the ECS School Oce and citing the above ethics
number: Electronics and Computer Science, University of Southampton, SO17 1BJ,
United Kingdom. Email: school@ecs.soton.ac.uk.
What happens if I change my mind?
You are able to withdraw or amend your data at any time and for any reason prior to
submission of the thesis without your legal rights being aected in any way. Should you
request this, both personal and survey data provided by you will be deleted.
What happens if something goes wrong?
In the unlikely case of concern or complaint, you are welcome to contact my supervisor,
Kirk Martinez, at km@ecs.soton.ac.uk.
Should he not be able to resolve the issue directly, please contact:
Lester Gilbert, Chair of Southampton University ECS Ethics Committee at l.h.gilbert@soton.ac.uk
Where can I get more information?
Please feel free to contact me with any queries about this survey at:
l.isaksen@soton.ac.ukAppendix C
STCH Survey: Consent Form
Study title: Evaluating semantic technologies for data pub-
lication in Cultural Heritage
Researcher name: Leif Isaksen, Kirk Martinez (supervisor), Graeme Earl (supervisor)
Study reference: [PARTICIPANT CODE HERE]
Ethics reference: E/10/05/002
Please ll in the form below and email from a personally identiable email address (such
as work or university) to:
l.isaksen@soton.ac.uk
PARTICIPANT AND PROJECT DETAILS
These will be held securely on a Southampton University password-protected server and
deleted on completion of the PhD Research (October 2011 at the latest). They will be
kept separate from survey data.
1. Your name:
2. Project name:
Please initial the box(es) if you agree with the statement(s) (this is required for survey
participation):
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I have read and understood the information sheet (v. 3) and have
had the opportunity to ask questions about the study.
[ ]
I agree to take part in this research project and agree for my data
to be used for the purpose of this study.
[ ]
I understand my participation is voluntary and that I may with-
draw or amend any information provided by me at any time prior
to submission of the thesis without my legal rights being aected.
[ ]
I understand that I can leave blank any question which I am un-
willing or unable to answer.
[ ]
Additional consents (not required for survey participation):
I am willing to be contacted by email with follow-up questions. [ ]
I am willing for the information provided by me to used as an
illustrative case study within a PhD thesis. I conrm that I am
legally entitled under British law and that of my own country
(where dierent) to provide said information for such purposes. I
am aware that I am entitled to withdraw this consent at any time
prior to submission of the thesis without my legal rights being
aected.
[ ]
Name of participant (print name):
Signature of participant (this can be typed as form is to be emailed):
Date:Appendix D
STCH Survey: Questionnaire
This is a transcript of the online survey form disseminated via the SurveyMonkey1
website. The following conventions are used to represent :
m = Single choice answers (radio buttons)
o = multiple choice answers (check boxes)
Evaluating semantic technologies for data publication in
Cultural Heritage survey
If you are unable (or unwilling) to answer a question,
 If it is a text eld, enter `NO ANSWER'
 If it is a number eld, enter `0'
 If it is a radio button, click on the `NO ANSWER' button
 If it is a check box, click the `NO ANSWER' checkbox and leave the rest blank
The Project
Please add additional information about the goals of the project.
1. Project code (as provided):
2. Brief project description (1 sentence):
1http://www.surveymonkey.com/
177178 Appendix D STCH Survey: Questionnaire
3. Your role in the project
o Director
o Developer
o Content curator
o Other (please specify)
o NO ANSWER
4. Do you consider yourself to be a specialist in:
m A Computing discipline(s)
m A Humanities discipline(s)
m Both
m Neither
m NO ANSWER
5. Which term best describes the nature of the data?
m Archaeology
m Museums and Archives
m Culture
m Other
m NO ANSWER
6. The project is/was:
m Fixed term (nished)
m Fixed term (ongoing)
m Open-ended
m NO ANSWER
7. Project start year:
8. Duration of the project was/has been (months):
9. Approximately how many people were involved?
10. Approximately how many institutions were involved?
11. At least one member of the team had a background in:
o Computer Science
o Library and Information ScienceAppendix D STCH Survey: Questionnaire 179
o Digital Humanities
o Humanities
o NO ANSWER
12. Project aimed to:
o Link data internally
o Link data to external data
o Allow external data to link to project data
o NO ANSWER
13. Project data was:
o `Born semantic'
o Converted from legacy digital data
o Converted from legacy paper-based data
o A thesaurus or controlled vocabulary only
o NO ANSWER
14. Approximately how many datasets were integrated?
15. Approximately how many datasets with dierent schemas were integrated?
16. Who are your intended consumers?
m Restricted target group(s) (e.g. project partners)
m Unrestricted target group(s) (e.g. other archaeologists)
m No restriction, no target group (anyone, including general public)
m NO ANSWER
17. In your opinion, which of the following two criteria took precedence:
m Data utility (i.e. that the output could be put to better or dierent use than
with other technologies)
m Data integrity (i.e. that the output was an accurate representation of the
semantics of the input)
m NO ANSWER
18. In your opinion, which of the following two criteria took precedence:
m Quantity over complexity
m Complexity over quantity
m NO ANSWER180 Appendix D STCH Survey: Questionnaire
Methods
Please provide information about the methods and technologies used.
1. Semantic technologies used:
o URIs
o RDF/RDFS
o OWL
o Other Vocabulary/Ontology (e.g. SKOS, CIDOC CRM)
o SPARQL end point
o Visualization tools
o Other (please specify)
o NO ANSWER
2. Other Technologies used:
o Relational database
o XML
o Text-mining
o Scripting language
o Bespoke sofware
o Other (please specify)
o NO ANSWER
Controlled Vocabularies
Please provide information about any controlled vocabularies used.
1. The project used controlled vocabularies (such as thesauri) that were:
o Project specic
o Dened elsewhere (please specify)
o NO ANSWER
2. Local terms were normalized before processing
m Yes
m No
m NO ANSWERAppendix D STCH Survey: Questionnaire 181
URIs
Please provide information about the project's use of URIs (where applicable).
1. If you created (minted) URIs, were they:
o HTTP based (they begin with http://)
o Resolvable (dereferencable) (they are accessible over the Web)
o Persistent (they are intended to be permanent)
o Used content negotiation/303 Redirect (they are capable of returning dierent
representations of the concept, e.g. RDF and HTML).
o NO ANSWER
2. If resolvable, are they hosted by:
m An organization associated with the project
m An external organization
m NO ANSWER
3. Did you use a template for URI generation?
m Yes
m No
m NO ANSWER
4. Are the project's URIs susceptible to decomposition? (i.e. Can the meaning of
the URI be inferred without resolving it?)
m Yes
m No
m NO ANSWER
5. Did the project map data to URIs dened elsewhere?
m Yes
m No
m NO ANSWER
6. If Yes, how are such URIs identied?
m By hand
m Semi-automated process
m Automated process
m NO ANSWER182 Appendix D STCH Survey: Questionnaire
RDF/RDFS
Please provide information about the project's use of RDF/S (where applicable).
1. RDF generation is/was:
m Dynamic
m One-o Export
m NO ANSWER
2. RDF generation was done by:
o XSLT
o Generic software (please specify)
o Bespoke software
o Other (specify)
o NO ANSWER
3. Conversion was undertaken by:
o Humanities specialist
o IT specialist
o Other (please specify)
o NO ANSWER
Ontologies
Please provide information about the project's use of ontologies (where applicable).
1. Did the project use the SKOS (Simple Knowledge Organization System) vocabu-
lary?
m Yes
m No
m NO ANSWER
2. If you used OWL, which sublanguage did you use:
m OWL Lite
m OWL DL
m OWL FullAppendix D STCH Survey: Questionnaire 183
m OWL2
m NO ANSWER
3. Did you use the CIDOC CRM?
m Yes
m No
m NO ANSWER
4. If there was a specic reason for this decision, please state:
5. If yes, which version did you use:
m CIDOC CRM
m CIDOC CRM Core
m NO ANSWER
6. Did you use any other URI-based ontologies?
Consumption
Please provide information about project data consumption (in the opinion of the inter-
viewee).
1. Is your data open to the public in its semantic form?
m Yes
m No
m NO ANSWER
2. 2. If yes, is this as:
o File - RDF/XML
o File - Turtle
o File - N3
o SPARQL
o RDFa
o Relational database with URI values
o Other (Please specify)
o NO ANSWER
3. Do you provide an alternative API or computer-readable interface (JSON, etc)?184 Appendix D STCH Survey: Questionnaire
m Yes
m No
m NO ANSWER
4. If yes, please describe:
5. Do you provide tools for visualization or an alternative human readable interface?
m Yes
m No
m NO ANSWER
6. If yes, please describe:
7. To the best of your knowledge, is your data being consumed (in its semantic
format) by:
o Project partners
o Target groups
o Anyone else
o NO ANSWER
Assessment
Please provide your thoughts on the success of the approach adopted in the context of
the project.
1. How much eort did the adoption of semantic technologies require in relation to
the size of the project?
m Minor. Costs relative to the size of the project were low.
m Medium. Producing semantic data required a signicant proportion of the
project's resources.
m Major. Most of the project's resources were required for producing semantic
data.
m NO ANSWER
2. Did semantic technologies live up to your expectations?
m Not at all
m Less then expected
m As expectedAppendix D STCH Survey: Questionnaire 185
m Better than expected
m Much better than expected
m NO ANSWER
3. Would you advocate the use of semantic technologies for similar tasks in future?
m Denitely not
m Probably not
m Possibly
m Probably
m Denitely
m NO ANSWER
4. What was the greatest advantage(s) of using semantic technologies?
5. What was the greatest disadvantage(s) of using semantic technologies?
6. Would you do anything dierently in future?
7. Any other comments?
THANK YOU FOR TAKING THE TIME TO COMPLETE THIS SURVEY.Appendix E
STCH Survey: Participants
1. 3D COFORM
2. ADS/STELLAR
3. APELLO
4. ARACHNE
5. ArcheoInf
6. ArcheoServer
7. Area Told As Story
8. Athena
9. Athenian Agora
10. BBC
11. The British Museum
12. CIDOC CRM
13. CLAROS
14. COINS
15. Contexta/SR
16. Cultural Heritage Imaging
17. Culture Grid
18. DAI (Geman Archaeological Institute)
19. DART
187188 Appendix E STCH Survey: Participants
20. Delphi
21. DERI
22. Digital Antiquity
23. EPOCH
24. Erlangen OWL CIDOC-CRM
25. Fine Rolls of Henry III
26. Geonames
27. Heurist
28. HiMAT
29. In Patrimonium
30. LGPN
31. Little House on the Hill
32. LODE
33. The Louvre
34. Meditteranean Ceramics
35. The Metropolitan Museum of Art
36. MusuemFinland
37. National Reference Collection, Netherlands
38. Nomisma
39. Open Context
40. Papyri.info
41. PhD Thesis A
42. PhD Thesis B
43. PhD Thesis C
44. Pleiades
45. Portable Antiquity Scheme
46. RCAHMSAppendix E STCH Survey: Participants 189
47. Roman Port Networks
48. Science Museum
49. SIIS (Sagalassos)
50. STAR
51. STAR Thesauri
52. STITCH
53. TEI/CIDOC-CRM Mapping
54. Thucydides
55. Tracing Networks
56. The Victoria and Albert Museum
57. VLMAAppendix F
STCH Survey: Data
The following tables summarize the data collected by the Semantic Technologies in
Cultural Heritage (STCH) Survey. A full description of the data collection method and
an analysis of the results is provided in Chapter 3. The data presented here has been
ltered to only include those projects that make use of URIs, following the criterion
set by Berners-Lee (2006) for Semantic Web activities. Furthermore, responses from a
number of projects with multiple respondents (nos. 1, 2, 11, 17, 18, 19, 27 and 33)
have been merged using a `common sense' approach. Where responses are in agreement
only the one answer is given. Where they dier both answers are presented unless one
response clearly implies greater knowledge of the project's activities (e.g. the adoption
of a specic technology). All data has been anonymized and the numbering of projects
is unrelated to that in Appendix E. Column headings are for reference only | for the
full question text please refer to the questionnaire in Appendix D.
A digital version of the full (anonymized) dataset is available with the electronic version
of this thesis at the University of Southampton ePrints repository.1
1http://eprints.soton.ac.uk/
191192 Appendix F STCH Survey: Data
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Table F.8: STCH Questions 3.2 & 6.6: Other vocabularies and ontologies used
Vocabulary URL (where known)
AAT http://www.getty.edu/research/tools/
vocabularies/aat/
Archaeology Basic
Register
{
ArchaeoML http://www.alexandriaarchive.org/archaeoml.
php
Brinkman http://netuit.kb.nl/
Classical Atlas Project http://www.unc.edu/depts/cl_atlas/
Concordia http://www.atlantides.org/trac/concordia
DBpedia http://dbpedia.org
DCTerms http://dublincore.org/2008/01/14/dcterms.rdf
EH Period List http://www.fish-forum.info/i_apl.htm
EpiDoc http://epidoc.sourceforge.net/
GeoNames http://www.geonames.org/
GeoRelations http://www.mindswap.org/2003/owl/geo/
geoRelations.owl
Glas http://www.referentiecollectie.nl/richglas/
glascollectie.php
GOO http://goo.kb.nl/
GTAA http://ems01.mpi.nl/CHOICE/
Iconclass http://www.iconclass.nl/
LCSH http://authorities.loc.gov/
Mandragore http://mandragore.bnf.fr/jsp/
classementThema.jsp
MIDAS http://www.heritage-standards.org.uk/midas/
docs/
NBC http://goo.kb.nl/basisclassificatie.html
NBD/Biblion {
OWL-Time http://www.w3.org/TR/owl-time/
Rameau http://rameau.bnf.fr/
Regiothesaurus {
SWD http://www.d-nb.de/standardisierung/
normdateien/swd.htm
ULAN http://www.getty.edu/research/tools/
vocabularies/ulan/
Wordnet http://wordnet.princeton.edu/200 Appendix F STCH Survey: Data
Table F.9: STCH Questions 2.2 & 5.2: Other technologies used
Technology URL (where known)
D2R http://www4.wiwiss.fu-berlin.de/bizer/
d2r-server/
Faceted Search {
Freebase (MQL) http://wiki.freebase.com/wiki/MQL
Jena http://jena.sourceforge.net/
Lucene/Solr http://lucene.apache.org/solr/
Named Entity Recognition {
Object database {
RTI imaging software {
SPARQLite http://code.google.com/p/sparqlite/
Table F.10: STCH Question 7.4: Other APIs provided
API URL (where applicable)
Atom http://www.ietf.org/rfc/rfc4287.txt
CSV {
JSON/JSON-P/GeoJSON http://www.json.org/
http://json-p.org/
http://geojson.org/
KML http://code.google.com/apis/kml/
REST {
RSS/GeoRSS http://www.rssboard.org/rss-specification
http://georss.org/
SRW http://www.loc.gov/standards/sru/srw/index.
html
TEI-XML http://www.tei-c.org/
Vocabulary web service {
Table F.11: STCH Question 7.6: Other human interfaces provided
Interface URL (where applicable)
Custom software {
Facetted browser {
GIS {
Google Maps http://maps.google.com/
Index/Search form {
Mobile app {
Open Layers http://openlayers.org/
Sig.ma http://sig.ma/
SIMILE Timeline http://www.simile-widgets.org/timeline/
TimeMap.js http://code.google.com/p/timemap/Appendix F STCH Survey: Data 201
STCH Question 8.4: What was/were the greatest advantage(s) of using se-
mantic technologies?
1. Flexibility.
2. Unique, sharable, dereferenceable http: URIs make our resources part of the web.
3. Simple combination of dierent vocabularies.
4. Data integration and intelligent user interface.
5. Common semantics across museum collections. Common approach to dening
semantics of individual collections.
6. Data integration, intelligent user interfaces, APIs.
7. The urge to make all possible knowledge (even the most trivial) explicit, the advan-
tage of counting on previously created conceptual structures (e.g. CIDOC-CRM)
and the potential of sharing data and interpretations.
8.
9. Data exchange and data integration.
10. In our case we were developing tools for imaging in CH, and wanted the digital
representations built using the tools to carry certain process history information,
as well as be able to link to other relevant data. So, the goal was to establish some
examples of how to do that, which could be built into future tools.
11. Naturality of models and data (essential for catalog integration and for exter-
nal data anchoring). / Knowledge management using domain specic ontologies,
faceted searches.
12. Making CRM available in machine processable form.
13.
14. Primary basis for accessing underlying data resources. Support for multilingual
access.
15. Providing a baseline for convergence of diverse data sources. Open-ended nature
of data structuring used, allowing an incremental approach to data integration.
16. Hoping for cross-collections links with other institutions with machine-readable
data as well as internal re-use of data.
17. The project did not exploit the advantages of semantic technologies and only the
project requirements were fullled. However, the advantages of SW technologies
were greatly highlighted and appreciated and we are now in a position to build
more semantically rich applications.202 Appendix F STCH Survey: Data
18. Standard ontologies (especially SKOS), ease of representing land consuming links
between resource, exibility of modeling, web-friendliness. / Hard to say. We use
the techniques because people with knowledge of it were at our disposition and
they wished to and had the possibilities to do the experiments with us.
19. Semantic technologies enabled us to greatly enlarge the amount of usable data
from an otherwise often sparsely populated, text-block-heavy data set. This was
done through text mining and ontology latching, with concurrent application of
hand-coded semantic logic (e.g., all objects from Location X and found by Person
Y are part of Collection Z). The ability to automatically, repeatedly, and quickly
convert from a museum professional point of view to a public point of view.
20. Comparability with other projects in future.
21. They just worked. Using an RDF triple store solved a problem of relating data
from multiple sources that had plagued the project from its outset.
22. The incredible richness of data harvested/aggregated in an uncontrolled environ-
ment makes structured classication dicult, whereas semantics provide a more
organic approach to information structure, search and retrieval.
23. Simple structures provide powerful mechanisms for user interactions.
24. Integration.
25. Opening up our content to a new audience and learning new technical skills.
26.
27. Integrating data with dissimilar schemas & allowing users not to have to know
detailed vocabularies specic to a system to obtain good results.
28. Making sense across databases.
29. The ability to link disparate datasets easily is the greatest advantage, in my opin-
ion.
30. Let's be clear here about \semantic". We map to a common XML (but not RDF-
based) vocabulary for expressing archaeological data, and we do lots of entity
identication to mint URIs. We do lots of schema mapping of several dierent
datasets, so this is a \semantic" project in that sense. But, I'm not a huge fan
of RDF-based technologies, since I think Plain-XML is easier to deal with. I nice
phrase I heard was that managing RDF is like handling grains of sand. I prefer a
bucket (XML documents). I think these give me adequate exibility for meeting
our project goals, and we are slowly adopting some RDFa to reference useful
outside entities (GeoNames places, Concordia vocabulary concepts). But I'm very
happy using ArchaeoML to represent our structured data and then transforming
these documents into XHTML+RDFa as needed.Appendix F STCH Survey: Data 203
31. Concepts and tools available, lively community, interesting research topic and fu-
ture uses, good for sharing data that is already structured.
32. Greater exposure and standardization.
33. Cross-searching made possible on data sets that would otherwise not have hap-
pened. / Pulling together and cross searching disparate data / Cross searching of
datasets.
34. Radical transparency of previously opaque, specialized data. Ability to reuse/remix
the now 'atomic' data in unforeseeable ways.
35.
36. Sharing data across partners.
37. It was the understanding about the implicit knowledge underlying our dataset.
38. Integrating heterogeneous and legacy data source using a common semantic schema.
39.
40. Too early to answer this. The adaptation costs are likely to be low in the long
term: I'm front loading costs to the early, set-up, stage so that they become part
of the method and process. Wherever practicable all data will be made accessible
via the Talis triple store.
STCH Question 8.5: What was/were the greatest disadvantage(s) of using
semantic technologies?
1. Performance.
2. Uncertain uptake, nal version. / Lack of mature ontologies designed for the web,
especially in bibliography and citation. Good URI hygiene can be dicult when
the data is evolving.
3. Complexity of toolset, buggy software.
4. Integration with legacy systems requires eort from the memory organizations.
5. CIDOC CRM is bloody hard to understand and use with zero tool support available
at the time. Museum bods are understandably not knowledge engineers, so require
lots of support.
6. Integrating legacy content production to the system is hard.
7. Performance issues, immaturity of tools, naivety of practices.
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9. Not immediately understandable by CH specialists.
10. It's complex. Our goal is to keep the complexity away from our users, but that
means a lot of work on our project to gure out how to best use the technologies
to meet our needs. The lack of good clear examples, with user appropriate tools,
for using the technologies is a disadvantage.
11. Lack of good practices (in our team) and of trained human resources. / Techno-
logically speaking, slow response times for complex queries.
12. None.
13.
14. Accessing data to populate semantic metadata. Managing partial and inconsistent
resources (thesauri etc.).
15. Query performance.
16. Time/resources to work out what schemes/ontologies should be used and how to
map them to our data.
17. No full-text based searching solutions.
18. The SKOS standard was not stable at the time we started, we had to get in-
volved in it which costed us time ;-) From a more technical perspective scalability
was sometimes an issue. / Complex, not many applications make use of these
techniques; not easy to understand for non-experts.
19. Dealing with museum sta expectations for accuracy of semantically produced
data, yet not being able to oer them the tools to allow them to improve the
ontologies and semantic logic. / Considerable eort was required to build the
required ontologies that present the public POV.
20. None.
21. At this point I really see only an upside.
22. There are very few end-user services which make meaningful use of it.
23. Time to mark entities.
24. Tool set limited in functions.
25. Learning how to implement it and nding relevant examples in the archaeologi-
cal/museum world.
26. Processing overhead involved in extravagant abstraction (both memory and time).
Lack of functional benets.Appendix F STCH Survey: Data 205
27. Eort to build community consensus on ontologies (underway).
28. Hard for normal people to grasp; hard to get participants.
29. Grounding local URIs against authoritative ones is hard, but necessary for powerful
linking. There is a danger that locally minted URIs actually make linking resources
harder, if they are too local, obscure, hard to interpret etc.
30. I actually really dislike RDF(a) syntax and nd it less than intuitive for anything
beyond trivial assertions, so I'm sticking to trivial assertions for now. It's much
more immediately rewarding to focus eorts on generating Atom+GeoRSS feeds
(and less so JSON), because this is very well supported, simple, and still powerful,
especially for sharing lists of URIs. Also, I still don't see much reason to invest in
RDF based technologies, except that \all the cool kids are doing it", and maybe
grant review committees would like to see it as evidence of being cutting edge or
standards-aware. The main value I see in RDFa is in things like \OWL:sameAs",
where I can say some entities in [anonymized] are the same as some places in GeoN-
ames. However, it would be really hard and expensive to do this more generally.
We'll do this for some biological taxa because these are pretty easy to identify
(but still not trivial, since there are zooarchaeological concepts like \sheep/goat"
with no clear analog in widely used controlled vocabularies). However, most use-
ful archaeological concepts (dierent pottery styles, archaeological periods, etc.)
don't have canonical URIs. Besides, making assertions like this is an interpretive
decision that I am loath to \hard-code" into [anonymized]. I'd rather just mint a
bunch of URIs for our published data, and expose these data via simple RESTful
services. I'll let other people make those assertions based on their own interpretive
choices.
31. Complexity, verbosity, scalability
32. None.
33. Scalability and diculty of conrming cost benets of the resulting large triple
store for complex queries. / Limited support for commonly required search func-
tionality (within SPARQL language), query performance issues.
34. Incredible amount of work. We opted to dene an architecture that would ulti-
mately require almost no formal mapping of terms (simplest triple-based format
for entities, properties and relations). We got there, but it was an epic journey.
35.
36. Training no semantic web users.
37. Although the ontology schema is easy to design and create, the mapping of data
it is still dicult.206 Appendix F STCH Survey: Data
38. Time of development (too much), diculty to explain the complexity and poten-
tials of the approach to the project partners (especially to archaeologists).
39.
40.
STCH Question 8.6: Would you do anything dierently in future?
1. Yes, semantic technologies need to developed to a more mature state constantly.
2. Trade `complete' for `good enough' earlier. Shipping (as Joel Spolsky says) is
pretty much the most important feature.
3. Focus on getting data used before worry about modeling too much.
4. Semantic content creation should be supported at the memory organizations. Solv-
ing interoperability problems is much harder afterwards if data quality is lower.
5. Wouldn't use full blown CRM! Things have moved on a lot since the project with
simpler reference models e.g. CRM core probably yielding a better return on
investment, i.e. still signicant benets, but with a lot lower investment, and with
linked data providing a much better model for linking across collections, including
303 redirection.
6. More focus on creating high quality semantic content. Content is the king.
7. I would insist for the data to be made publicly available; study better how to make
the framework in which the ontology was developed and stored lighter.
8.
9. Not dierently but in a more clever way.
10. We need to establish some examples for imaging, and get buy-in from others so
that we and others do not have to gure this out from scratch for every project or
new set of imaging tools.
11. Get a semantic specialist technologies to advise on adoption of some in-house
decisions.
12. No.
13.
14. More project resource on semantic issues.
15. To achieve the initial goal we set ourselves, probably not. Maybe earlier attention
given to query performance? It's possible that knowing what we now know, that
the project goals would be formed dierently, but I'm not sure how.Appendix F STCH Survey: Data 207
16.
17.
18. Maybe.
19. 1. Have a budget (this was done for $0 with volunteered time and eort). 2.
Build/use tools to give museum sta (and qualied external experts) the ability to
contribute to and improve the ontologies and semantic logic. 3. Focus more eort
on institutional buy-in. While the project is viewed as an overwhelming success by
its intended (external) users, it is frequently viewed as a failure by museum sta
who have expectations of 100% data accuracy and of all conceivable functionality.
| I would have leveraged ETL tools for initial extraction and pre-processing of
data from the source DB.
20. No.
21. Start using RDF sooner.
22. We will be using the semantically-enriched material to generate more visualisations
to provide richer mechanisms for interrogating datasets. We would probably dene
a core ontology to map to , to keep things controlled.
23.
24.
25. Have a larger team to assist with creating the semantic output.
26.
27. Would have been good for me to understand these technologies better before we
started (and now for that matter).
28. Try to be born semantic!
29. I would spend more time on normalisation of local URIs, to merge co-referential
ones.
30. Lots of things, but these have more to do with marketing and focusing on data
quality more earlier in the life of our project. I think that the semantics issue
is interesting and am willing to do more should a compelling application/reason
present itself. If we have users. / Colleagues demanding more RDFish data, we'll
produce it. But so far, the demand has been virtually nil.
31. Metadata creation according to functional requirements.
32. The project is ongoing and I look to take advantage of the growing semantic web.208 Appendix F STCH Survey: Data
33. Possibly consider exploring federated triple stores for dierent types of data sets. /
Project used fairly limited .NET component for triplestore functionality | would
instead adopt a commercial engine e.g. AllegroGraph
34. We established development sprints late in the game. Formalizing development
sprints actually liberates creativity and sets expectations. Money would have been
useful, we really needed programming and semantic resources.
35.
36. Assess the need of the whole project, instead of dealing with individual subprojects.
37. We need tool to map dataset on the ontology.
38. Include more partners having knowledge and skills in Semantic Web models and
technologies in order to better manage and deploy new projects.
39.
40.
STCH Q.uestion 8.7: Any other comments?
1.
2.
3.
4.
5. It was hard work being at the bleeding edge of semantic web R&D as we were at
the time | few standards, shifting sands, little tool support, lack of awareness of
the benets in end users etc.
6.
7. It was very exciting to work with semantic technologies: it opens up a world that
goes much beyond simply syntactic technologies such as XML. I think to express
at best its potential, a case study involving data useful to more than one project
would have made the all endeavour more interesting.
8.
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10. I'm not sure how well our project ts the survey, since we weren't actually working
with CH data directly, but rather trying to build in semantic knowledge manage-
ment for a new set of imaging tools. We explored a number of ideas, some seem
more promising than others, but the specic project funding didn't allow us to go
as far with this as we would have liked.
11. The project was lots of fun, and we are continuing now with a digital libraries-
oriented semantic indexing project.
12.
13.
14.
15. This is an ongoing project with a shoestring budget (for the data integration
aspects) | there are many things we would like to have done, and hopefully will
do, so the response above is really in relation to whether we could have done more
with the available resources.
16. This is an on-going project, largely t in around available resources and funded
projects, so some of the questions were in the wrong tense for me!
17.
18.
19. From my perspective, this project has been an overwhelming success, having pro-
vided full public access to previously unavailable (and often unusable) data. I
would denitely recommend semantic technologies to anyone looking to improve
access to specialized, obscure, jargonized, and/or sparse data. / We are still ac-
tively developing new features allowing humanities domain experts to maintain
the ontologies, and to create inferencing rules that enrich the metadata.
20.
21. At this point, the data in our triple store drives the generation of static views,
search indexing, and the importing of data into the editing tool. It is the linchpin
of the whole project. We have not used OWL, SKOS, or CIDOC-CRM yet, but
we may in the future.
22.
23.
24.
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26. There might be an advantage in terms of abstracting multiple complex datasets
(such as mapping [anonymized]'s archaeological data and the [anonymized]'s into
something like Dublin Core) but such mappings seem only to produce a more
generalized dataset. Most data consumers will typically prefer the richer set if
it's available. In terms of using semantic technologies at a local level, most needs
can be more eciently met by using simpler data structures and relationships. Or
such has been our experience.
27. Some semantic work on data integration is operational, other is under development.
I think some of this is relatively lightweight (but intended for large scale) compared
to what others are doing. / Currently, we are using OWL ontologies with an eye
to the future but not to their fullest potential. As far as I understand it, the
main features we want from ontologies are: (1) structure (2) relationships but we
currently only utilize (1). A lot of our project focus thus far has been developing
a maintainable web application to extract semantic metadata at the appropriate
granularity. As a result, our level of integration with semantic technologies is still
quite the moving target | as we learn more about them, we need to evaluate
which approach is the most suitable for our requirements taking into account
maintainability and ease of development.
28.
29.
30.
31.
32.
33. For the neophyte semantic modelling techniques can seem impractical, rigid and
unrealistic. Implementation issues often descend into ethereal discussions about
meaning itself, with no clear usable outcome.
34.
35.
36.
37.
38.
39.
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Roman Port Networks: Partners
Institutional Partners
Ausonius (Universit e Bordeaux 3 | CNRS), Bordeaux
Corinne Sanchez (Ceramics: Narbonne)
British School at Rome
Simon Keay (also University of Southampton)
Roberta Cascino (Administration) and Steve Kay (Computing)
Centre Camille Jullian (Aix-Marseille Universit e | CNRS), Aix-en-Provence
Giulia Boetto (coordination and shipwrecks)
Michel Bonifay (coordination and ceramics)
Marie-Brigitte Carre, Antoinette Hesnard and C eline Huguet (Ceramics:
Marseille)
Lucien Rivet and Sylvie Saulnier (Ceramics : Fr ejus)
Andr e Tchernia and Catherine Virlouvet (Trade History)
DRASSM, Marseille
H el ene Bernard (marble and transport)
Marie-Pierre J ez egou (shipwrecks, Narbonne)
Fr ed eric Leroy (GIS)
Luc Long (shipwrecks, Arles)
Florence Richez (Advisor, documentation archive)
Institut Catal a d'Arqueologia Cl assica
Isabel Rod a
Anna Gutirrez (Marble)
Marta Prevosti (Ceramics)
Arnau Fern andez Trullen (Ceramics)
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Institut National de Recherches Arch eologiques Pr eventives (INRAP)
St ephane Bien (Ceramics: Marseille)
Susanne Lang (Ceramics: Marseille)
Mus ee Arch eologique D epartemental d'Arles
Jean Piton and David Djaoui (Ceramics: Arles)
Mus ee Arch eologique d'Istres
Fr ed eric Marty (Ceramics : Fos-sur-Mer)
Museu Nacional Arqueol ogic de Tarragona
Josep Anton Remol a (Ceramics : Tarragona)
National Museum of Denmark
John Lund (Ceramics)
Parsifal Cooperativa (Rome)
Fabrizio Felici (Ceramics from hinterland of Leptis Magna)
Sabrina Zampini (Ceramics from Portus, Ostia and Rome)
Sergio Fontana (Ceramics from north Africa)
P^ ole arch eologique d epartemental du Var
Ch erine Gebara (Ceramics: Fr ejus)
Patrik Digelmann (Marbles: France and Fr ejus)
Service du Patrimoine, Fr ejus
Michel Pasqualini (Ceramics: Fr ejus)
Soprintendenza Speciale per i Beni Archeologici di Napoli e Pompei
Daniela Giampaola (ceramics: Naples)
Universidad de Barcelona (CEIPAC)
Jose Remesal Rodr guez (Amphora stamps) and others
Universit a di Bologna
Andrea Augenti and Enrico Cirelli (Ceramics: Ravenna/Classe)
Universidad de Cadiz
Dario Bernal Casasola and others (Ceramics: C adiz and Baelo)
Universit a di Catania/CNR
Daniele Maltana and others (Ceramics: Sicily)
University of Ghent
Patrick Monsieur (Ceramics)
Universiteit de Leuven (ICRATES)
Jeroen Poblome and Michel Bes (Ceramics: East Mediterranean)Appendix G Roman Port Networks: Partners 213
Universit e de Nice-C miez
Pascal Arnaud (Ancient Navigation)
University of Oxford
Andrew Wilson (Ceramics: Berenike Euhesperides)
University of Pisa
Marinella Pasquinucci (Portus Pisanus and Vada Volterrana)
Universidad de Sevilla
Jose Beltr an Fortes (Marble: Seville, etc.)
Enrique Garcia Vargas (Ceramics: Seville, etc.)
University of Southampton
Graeme Earl (GIS and Computing)
Lucy Blue (Ancient harbours, navigation, Alexandria)
David Wheatley (GIS and Computing)
Leif Isaksen (Databases and Semantic Technologies)
David Potts (GIS)
Universit a di Urbino
Fede Berti (Marble)
Individual Collaborators
Tamas Bezecky (Vienna: Ceramics from Ephesus etc)
Matthias Bruno (Rome: Marble from Portus and Mediterranean sites)
Cesar Carreras (Barcelona: Ceramics from Barcelona and Catalan sites)
Vittoria Carsana and collaborators (Ceramics: Naples)
Timmy Gambin (University of Malta/Aurora Trust: Ceramics from Malta)
Roberta Tomber (British Museum: Ceramics from Egypt)Appendix H
Introducing Semantics
Questionnaire
Thanks for taking the time to use the Introducing Semantics guide. Please provide some
feedback so that I can evaluate it and continue to improve the contents.
1. 1. Which Semantic Level(s) did you apply to your dataset (please delete as ap-
propriate:
Semantic Level 1: Literal standardization
Semantic Level 2: Introducing URIs
Semantic Level 3: Introducing RDF
2. Did you feel the guide was clear in explaining the concepts behind the semantic
technologies used?
Very unclear 1 2 3 4 5 Very clear
3. Did you feel the recipes in the guide were easy to follow?
Very dicult 1 2 3 4 5 Very easy
4. Did you feel the visualization techniques at the end of the guide were useful?
Useful 1 2 3 4 5 Not useful
5. Were there any sections that you think need changing/improving at all? Please
give details:
6. Any other comments?
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Annotation (Linked Data)
One or more RDF triples describing part of the content or nature of a document
on the Web.
API
An Application Programming Interface (API) is a set of software functions pro-
vided for use by another computer program. This is generally in contrast to
human-computer interfaces (typically either a Command Line or GUI).
Canonical URI
A persistent and resolvable URI that represents a shared concept.
CIDOC CRM
The CIDOC Conceptual Reference Model (CRM) is a core ontology for Cultural
Heritage. It is an event-based ontological schema by which the interactions between
people, places, periods and things can be described in domain-neutral terms.
Co-reference Problem (URI)
The problem of establishing whether two dierent URIs refer to the same Re-
source.
Decomposition (URI)
Inferring the referent of a URI based on the string of characters from which it is
composed. This is generally considered poor practice as the concept to which it
refers can only be formally established by dereferencing it.
Dereference (URI)
Inferring the meaning of a URI by requesting information about it from the server
which hosts it.
DISTINCT (SQL)
A SQL keyword that ensures that no duplicate results are returned from a query.
Domain
The eld or topic to which a particular technology is applied.
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EVE
Estimated Vessel Equivalent (EVE) is a method of approximately calculating the
number of amphorae by dividing a metric for the entire assemblage (such as weight
or percentage of rims) with those for a single vessel. See MNI for an alternative
method of quantication.
ETL
Extract-Transform-Load (ETL) is a non-dynamic method of data conversion in
which the data of interest is extracted from the original source, transformed as
appropriate and then loaded into a separate data management system.
Formalization deferring
Technologies that defer the process of data formalization only until it is needed
(such as spreadsheets) can often provide sucient computational power for simpler
tasks at low cost, but their eciency tends to degrade as the task gets more
complex. See also Formalization front-loading.
Formalization front-loading
Technologies that front-load the process of data formalization (such as RDF) are
more ecient at processing complex data, but the initial overhead may be too
great for some users to bear. See also Formalization deferring.
Fragment identier (URI)
A URI that is dened in relation to the Web document in which it is expressed.
Fragment identiers generally begin with a # symbol.
Gartner Hype Cycle
A theory which states that the use of emerging technologies tends to follow a pre-
dictable adoption curve. An initial burst of enthusiasm leads to a Peak of Inated
Expectations with a high public prole. This causes a Trough of Disillusionment
when these expectations fail to be met and the press cycle moves elsewhere. Slowly,
a more realistic appraisal emerges along the Slope of Enlightenment before the
technology becomes fully established on the Plateau of Productivity.
GUI (Graphical User Interface)
A visual interface by which a human can interact with a software system, frequently
composed of `widgets' such as buttons, menus or interactive images (icons).
HTML
Hypertext Markup Language (HTML) is a set of interpreted tags used for marking
up text in Web documents. It is most notable for introducing the concept of links
to other Internet documents on the World Wide Web.
HTTP
Hypertext Transfer Protocol (HTTP) is a series of Request-Response protocols for
serving information (typically HTML documents) over the World Wide Web.Appendix H Glossary 219
HTTP 303 Redirect
An HTTP Response used by Semantic Web applications to state that a re-
quested Non-Information Resource could not be found and providing the URI
of an Information Resource about it.
Inferencing (Knowledge Representation)
The automatic application of logical reasoning over a set of formally represented
knowledge statements in order to derive new knowledge.
InfoViz
Any of wide range of methods for presenting data in a manner more amenable to
human interpretation.
IDE
An Interactive Development Environment (IDE) is an integrated package of tools
for software development.
JDOM
A Java software library for processing XML documents.
JSON
A concise digital data format frequently used for Web applications.
JUNG
A Java software library for network analysis and visualization.
Knowledge Representation
A eld of Computer Science that represents knowledge in symbols so as to facilitate
inferencing from those knowledge elements to new knowledge.
Label (RDF)
A human readable label associated with a (machine-readable) URI. Usually as-
signed with the rdfs:label property.
Linked Open Data
An interpretation of the Semantic Web that emphasises openness, decentraliza-
tion and interconnectivity between independent resources on the Web. See also
MSKR.
Literal (RDF)
A piece of information on the Semantic Web that is not a URI and thus not
dereferencable. Typically a string of characters (such as a label), numeric value,
date or other primitive data type.
Local Term
A dataset-specic term used to identify a concept.220 Appendix H Glossary
Mapping
The process of connecting data held within a relational database to the concepts
within an ontology.
Microdata (HTML)
An HTML specication for embedding data into Web documents. It performs a
similar function to RDFa but does not use triples or require URIs.
Microprovision
The aggregation of many small datasets on the Semantic Web.
MNI
Minimum Number of Individuals (MNI) is a method of calculating the minimum
number of objects in an archaeological assemblage based on a smaller subset of
members (such as bases) in which the number associated with a single vessel is
known. See EVE for an alternative method of quantication.
MSKR
Mixed-Source Knowledge Representation (MSKR) is a vision of the Semantic
Web which emphasizes inferencing over a set of heterogenous source datasets,
often (although not necessarily) in a closed data environment. See also Linked
Open Data.
N3 (RDF)
Notation 3 (N3) is a simple notation format for RDF.
Namespace
The Web context of an identier. A URI is frequently composed of a namespace
and a fragment identier.
Nonunique Naming Assumption
The assumption that multiple URIs may exist that refer to the same concept.
Ontology (Computer Science)
An \explicit specication of a conceptualisation" (Gruber, 1995). It provides a
denition (i.e. the semantics) of entity types and their possible properties and
relationships in a theoretical model. A domain ontology models the relationships
between concepts used in a particular eld (the domain).
OWL
A family of RDF knowledge representation languages used to describe and com-
bine ontologies.
Python
A high level programming language frequently used for Web applications.Appendix H Glossary 221
RDF
Resource Description Framework (RDF) is a technique for modelling semanti-
cally meaningful statements on the Semantic Web via Subject-Predicate-Object
statements known as triples. These are composed of either three URIs or two
URIs and a Literal. Combinations of these statements form a graph over which
more complex meanings can be inferred. RDF is notation-independent and maybe
expressed in a variety of notations including N3, XML or as a visual diagram.
RDFa
RDF in Attributes (RDFa) is an RDF notation that can be embedded in HTML
Web documents.
RDFS
RDF Schema (RDFS) provides a small RDF meta-vocabulary for concepts, such
as rdfs:Class and rdfs:Property, that permit the construction of simple on-
tologies.
RDF/XML
A notation format for RDF based on XML.
Reconciliation (Google Rene)
The process of mapping local terms to canonical URIs dened in Freebase.
Resource
The referent of a URI. A Non-Information Resource is typically an object or
concept that exists independently of the Internet. An Information Resource is an
object on the Internet, typically a Web document, that contains information about
other Resources.
Semantic Web
The use of the Web technologies to encode information in machine-readable form.
This is achieved by creating RDF statements (triples) out of URIs, each of which
asserts an individual piece of information. The aggregation of these statements
forms a graph. Graphs are constrained by the use of ontologies that dene what
types of Resource can exist (the nodes of the graph) and the types of relation
that can exist between them (the arcs).
SQL
Structured Query Language (SQL) is a standardized family of languages for query-
ing relational databases.
SKOS
Simple Knowledge Organization System (SKOS) is a URI meta-vocabulary for
expressing Knowledge Organisation Systems (KOS), such as thesauri, taxonomies,
glossaries and other classication schemes in RDF, so as to make them available
on the Semantic Web.222 Appendix H Glossary
SPARQL (RDF)
A formal language for querying RDF graphs.
Term Contextualization
Retrieving additional information about a Resource by dereferencing its URI.
Term Standardisation
The creation of a de facto common vocabulary among dierent datasets.
Terminus ante quem
`Limit before which' | The latest date at which an archaeological context could
end its deposition.
Terminus post quem
`Limit after which' | The earliest date at which an archaeological context could
begin its deposition.
Topic (Freebase)
An entry in the Freebase online encyclopaedia associated with its own URI.
Triple (RDF)
A single unit of information in RDF, composed of a URI Subject, URI Predicate
and an Object which may be either a URI or a Literal.
Triplestore
A data repository for storing RDF triples.
Turtle (RDF)
A simple notation format for RDF.
Type (Freebase)
A category of Topic in Freebase. Topics may have multiple Types.
URI
A Uniform Resource Identier (URI) is a globally unique identier referring to
either an Information Resource (on the Internet) or a Non-Information Resource
(independent of the Internet). It is composed of a schema identier (such as
`http:') and schema-dependent identifying string of characters. It may or may not
be dereferencable, i.e. capable of returning a representation of the Resource over
the Internet. URIs also form the atomic words of RDF triples.
VIEW (SQL)
A virtual table in a relation database.
Vocabulary Problem
The problem that arises when people use dierent lexical terms to refer to the
same concepts in a document. Related to the Co-reference Problem.Appendix H Glossary 223
VGI
Volunteered Geographic Information (VGI) is spatial data contributed by those
without specialist geographic training, typically via the Web. This process is
sometimes referred to as `neogeography'.
W3C
The World Wide Web Consortium (W3C) is the Web's ocial standards body.
Web 2.0
A phrase promoted by O'Reilly Media that refers to a shift in Web publishing pat-
terns that began in or around 2003. In particular it emphasises Web technologies
that permit greater dynamic interaction, such as social media or user-generated
content.
Web of Documents
A phrase used to denote the traditional pattern of Web usage which largely involves
the hosting of 'pages' which are human readable but no easily interpretable by
machine.
Web Science
The study of the social and technical phenomena which have given rise to, and
been caused by, the World Wide Web.
XML
Extensible Markup Language (XML) is a general purpose specication for creating
custom markup languages.
XSLT
Extensible Stylesheet Language | Transformations (XSLT) is a language for trans-
forming XML documents into other formats (which may or may not be XML).Bibliography
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