We estimate the effect of fertility on female labor force participation in a panel of countries using abortion legislation as an instrument for fertility. We find that removing legal restrictions on abortion significantly reduces fertility and estimate that, on average, a birth reduces a woman's labor supply by almost 2 years during her reproductive life. Our results imply that behavioral change, in the form of increased female labor supply, contributes significantly to economic growth during the demographic transition when fertility declines.
Introduction
During the demographic transition declines in mortality set of a population explosion and, without reductions in fertility, population growth may swamp available fixed factors such as land (the Malthusian model) and even reproducible factors such as physical capital (the Solow model). However, this Malthusian trap can be avoided if fertility declines. Technological progress can increase the return to human capital and this can in turn lead to a reduction in fertility as families choose smaller family size with increased investments in each child (Galor and Weil 1999, 2000) . Fertility reduction in this framework contributes to economic growth by increasing the ratio of land and physical capital to labor, and by allowing increased investment in human capital. There are several theories on how the demographic transition has affected economic development (Galor 2005) and it should be noted that even with a fixed factor such as land increasing returns to scale in the production of physical or human capital may allow population growth to go hand in hand with rising income levels if these capital goods can be used to increase mechanization and efficiency so as to overcome any diminishing returns in agriculture (Becker et al. 1999; Canning 1988) .
As well as affecting capital intensity, fertility has effects on the population age structure. Smaller birth cohorts decrease youth dependency ratios and mechanically increase output per capita if labor force participation rates among the working age population remain unchanged. This change in age structure generates a demographic dividend which can help explain crosscountry variation in the growth of per capita income Bloom and Freeman 1986; Bloom and Williamson 1998; Brander and Dowrick 1994; Kelley and Schmidt 1995) .
In addition to creating these age structure effects, demographic change may also lead to behavioral change. Lower mortality and longer life spans may affect retirement and savings decisions . Fertility reductions can free up time from child care and can increase female labor supply, as well as investments in each child's health and education.
In this paper we focus on the effect of fertility reductions on female labor force participation. We use a panel of 97 countries over the period to examine the effect of fertility on labor force participation by women during their fertile years. We argue that the effects of fertility reduction on female labor force participation are large, and this effect can contribute significantly to a takeoff in economic growth during the demographic transition when fertility rates are falling.
Studies of the behavioral response to changes in fertility are complicated by issues of endogeneity, and identifying the direction of causality is challenging (Browning 1992; Rosenzweig and Schultz 1985) . Several different approaches have been used to identify the causal effect of fertility changes on behavioral outcomes. In microeconomic studies it is common to use twins, or the sex composition of previous births as factors that produce exogenous variation in fertility (e.g. Angrist and Evans 1998; Rosenzweig and Wolpin 1980) . Changes in legislation have also been used as instruments for fertility. Legalization of abortion in the United States led to a decrease in fertility (Klerman 1999; Levine et al. 1999) . The fertility decline induced by these changes in abortion laws led to an increase in the labor force participation of black women (Angrist and Evans 1996) . State-level variations in legislation on access to the contraceptive pill in the United States have been used as instrument for fertility, finding an effect of fertility on female labor force participation (Bailey 2006) .
In our analysis we use country-level abortion legislation as an instrument for fertility. We estimate that moving from the most restrictive legal constraints, with abortion being illegal in all circumstances, to the most unrestricted, with abortion being available on demand, lowers the total fertility rate by about 0.4 children per woman, on average. While this is quite a large effect it is consistent with the evidence (Henshaw et al. 1999 ) that, worldwide, around 26% of pregnancies end in abortion, and abortion is a common method of avoiding childbirth, in both developed and developing countries, when available.
A difficulty with using legal changes as instruments is that legislation itself may reflect broader trends in society that are also correlated with female labor force participation. Our key identifying assumption is that while the level and time trend in restrictions on abortion may reflect social forces, the exact timing of legal changes is exogenous. We discuss the plausibility of this identifying assumption in more detail below.
As a framework for our empirical analysis, we develop a simple theoretical model of female labor supply and fertility. In this model, female labor supply is a function of the wage rates of men and women, the infant mortality rate, the type of residence (urban versus rural), as well as the woman's fertility choice. The wages of men and women have income and substitution effects on the labor-leisure decision. High infant mortality rates reduce the number of surviving children and thus the time required for child care. 1 An important additional factor which we model explicitly is the share of the population living in urban areas. Mammen and Paxson (2000) , expanding on work by Goldin (1995) , find the relationship between female labor force participation rates and per capita income around the world to be U-shaped. In poor, agricultural economies, where most households live in rural areas, female participation is high. In rural areas family responsibilities and agricultural work can be combined; the household is both a consumption unit and a production unit. Female participation is lowest in urbanized, middle-income countries. The separation of home and work environments in urban areas can make it difficult to combine raising a family with working, contributing to lower participation rates. Female participation rates are again high in high-income countries. In these countries women are highly educated, so the opportunity cost of exiting the workforce for childcare is high; female labor force participation rates are high and fertility rates are low in this environment. We control for the level of urbanization in our theory and empirical specification.
Our results imply that abortion laws are predictive of fertility and that higher fertility reduces female labor force participation of women during their fertile years. On average, we find that each additional child reduces female labor force participation by between 5 and 10 percentage points for women between the ages of 20 and 44. Aggregating these estimates over the reproductive life of a representative woman, this implies that each birth reduces total labor supply by about 1.9 years per woman.
During the demographic transition total fertility rates often fall by roughly four births per woman. Our analysis suggests that this fertility reduction increases total female labor supply by around 18 percentage points (8 additional years out of a potential lifetime supply of around 45 years). Under a standard Cobb-Douglas production function with diminishing returns to labor, this increase in female labor force participation implies gains in income per capita of around 7%.
Rising female participation rates due to fertility reductions may therefore have contributed significantly to the growth "miracles" in Asia and Ireland, which were in part driven by rising labor inputs Bloom et al. 2000; Young 1995) . Although labor supply per capita is bounded above, and so cannot affect the rate of economic growth in the very long run, it can give a substantial boost to growth over a reasonable period. If the transition from high fertility to low fertility is permanent, then there are long-run effects on female labor supply, and the gains in income per capita will also be permanent. This paper is structured as follows: in Sect. 2, we present a simple model of labor supply and fertility and derive an equation for estimation. In Sect. 3, we describe the data we use, and in Sect. 4, we discuss abortion legislation as an instrument for fertility. In Sect. 5 we present the empirical results. We conclude with a summary and discussion.
Model
We propose a simple model of female fertility and labor supply choices. The utility function U for a representative woman is defined over the household's consumption c, her leisure d, and fertility n. It is assumed to be given by:
For simplicity we assume utility is logarithmic in consumption and leisure and linear in the number of surviving children, (1 − m)n, where m is the infant mortality rate. The weight on consumption in utility is normalized to unity. The relative weight of leisure in utility is α > 0, while the relative weight given to surviving children is β > 0. We can think of c 0 as representing subsistence consumption. In addition to the utility of children, we assume there is a cost, k > 0, of avoiding childbirth and achieving fertility lower than N , the potential reproductive capacity (or fecundity rate), usually taken to be around 15 on average. Actual fertility can be regulated to be lower than this maximum. This regulation usually takes the form of delayed marriage, contraceptive use, abortion, or postpartum insusceptibility due to abstinence and breastfeeding after birth (Bongaarts 1978) . Easier access to contraceptives and more lenient abortion legislation make fertility control easier and thus lower the cost of keeping fertility below its maximum level. A more realistic, but complex, approach would be to model the household's reproductive, contraceptive, and abortion choices explicitly; for simplicity we take the cost of fertility control as appearing directly in the utility function.
Total time available to a woman is normalized to one. This is divided between working time l f , leisure time d, and child care. The time allocated to child care is assumed to be linear in the number of children, with a time cost per child of b. There are large differences in fertility and female labor force participation between the city and the countryside. This is due in part to the fact that in rural settings the family is both a consumption unit and production unit. Women in rural areas can combine "economic activity" with other tasks; childcare and work in the home can to some extent be carried out simultaneously. On the other hand, in urban areas the separation of home and workplace means that it is difficult to combine tasks, or switch quickly between tasks; for example there may be time costs of traveling to work. We allow for the possibility of a differential labor supply time requirement by adding a worktime-cost of φu per unit of labor supplied, where φ > 0 and u is an indicator of urbanization (though we could equivalently model rural work as having lower time costs because of the ability to multi-task at home). This gives us:
The additional time costs of working in towns and cities will tend to reduce the demand for children among urban women. They may also be other reasons for low demand for children in towns and cities, for example the high cost of housing space, and separation from the extended family who might provide assistance with child care, that we do not model here.
Consumption possibilities are limited by the amount of income the household earns. We assume that men and women cohabitate as a household unit, and the man earning a wage, w m . The woman earns labor income given by the prevailing wage for women, w f , multiplied by the amount of time she spends working l f . All income earned is consumed, and the consumption constraint is defined as
We assume w m +w f > c 0 so that consumption above the subsistence level is feasible. We treat the two constraints, (2) and (3), as binding; if they are regarded as inequality constraints the fact that consumption and leisure time are always desirable will make them binding under maximization. Given these time allocation and consumption constraints we can write utility as a function of labor supply and the number of children (leisure being the residual time from the time budget constraint):
where 0 ≤ n ≤ N and 0 ≤ l f ≤ 1. The first-order conditions for an interior maximum with respect to l and n are:
In Appendix 1, we show that the Hessian matrix of second derivatives is negative semidefinite, which implies that these first-order conditions do indeed generate a local maximum. Given a fixed number of children, n,the optimal labor supply is given by:
while given a fixed labor supply l f the optimal number of children is:
We wish to estimate the structural Eq. 7 to find the effect of variations in fertility on female labor supply. However, fertility is endogenous, as is clear from Eq. 8. Both fertility and labor supply are jointly determined, and the parameters of Eq. 7 will not be identified in a simple ordinary least squares regression. The cost of fertility control, k, will be positively correlated with the fertility decision through Eq. 8 but does not appear in the labor supply Eq. 7. Since the cost of fertility control affects labor supply only through its effect on the level of fertility, it can be used as an instrument for fertility in estimating Eq. 7.
While high fertility tends to lead to low labor supply, ceteris paribus, fertility and labor supply can rise together if the parameters in our model change. For example, a decrease in φ, the time cost of labor in an urban setting, can increase both fertility and female labor supply, which is consistent with the positive correlation between female labor supply and fertility in OECD countries found by Engelhardt and Prskawetz (2004) .
In order to derive an equation to estimate, we linearize Eq. 7 around the point (n,ū,m,w 
We can average this linear equation over the population to give a relationship between average fertility and average female labor supply. The time costs of children imply that optimal female labor supply is decreasing in fertility. An urban setting should increase the time cost of working and reduce labor supply. We expect a high infant mortality rate to reduce the number of surviving children and increase labor supply. Male wages have only an income effect and should reduce female labor supply. As emphasized by Galor and Weil (1996) female wages relative to male wages play an important role in determining female labor market participation. The effect of female wages on labor supply depends on the balance of income and substitution effects. If w m > c 0 , the substitution effect dominates and conditional on fertility, labor supply is rising with female wages. On the other hand, if w m < c 0 the income effect dominates, and with a given fertility, female labor supply is declining in the wage rate.
A difficulty emerges empirically in that we do not have comparable international data on male and female wages levels. To address this problem we assume a simple production function where output Y depends on capital K and aggregate effective labor L:
with 0 < a < 1. Effective labor is the sum of the male and female labor forces, L m and L f , weighted by their education levels, h m and h f , respectively. Taking wages of men, w m and women, w f to be their marginal products we have:
Substituting into Eq. 9 and linearizing we can approximate the last two terms in Eq. 9 with
Wages of both men and women rise with the capital-labor ratio. Male wages rise with male education levels while female wages rise with female education levels. Note that the coefficients on male and female education in this approach are the same sign as the original coefficients on male and female wages, so we expect female labor supply to fall with male education while the sign of the effect of female education depends on whether the income or substitution effect of higher wages dominates. It is problematic to include the capital to effective labor ratio, K /L, directly in the regression since the female labor force, and hence the total labor force, is endogenous. We proxy the effective capital labor ratio by K /W , the ratio of capital, K , to people of working age (ages 15-64) W.
The linearized equation we estimate is now
In our theory we take the view that female labor supply is a choice variable and represents a utility-maximizing decision. It may be that there are social restrictions on female work that limit choice. In such a case, a low level of female education may reflect lack of work opportunities as well as low female wages. We try to control for these unobserved cultural differences and social restrictions by adding fixed effects and time trends to the empirical analysis. However, it should be borne in mind that our estimates reflect the average effect of each variable on female labor supply across countries, and thus reflect the average over a set of heterogeneous settings where restrictions on female labor supply vary.
Data
The data set we use in our empirical work is an unbalanced 5-year panel covering the period from 1960 to 2000 for 97 countries. 2 The dependent variable is female labor force participation. Labor force participation data are taken from the International Labour Organization (2007) and are based on national labor market surveys and censuses. The female participation rate is the number of economically active women divided by the total female population in the same age group. Although definitions vary slightly across countries, a woman is classified as "economically active" if she is either employed or actively looking for work (International Labor Organization 2007) . We use data on the participation rate of women from five age groups: 20-24, 25-29, 30-34, 35-39, 40-44. We are interested in the effect of the total fertility rate on female labor supply. The total fertility rate is taken from the World Development Indicators (World Bank 2006). The total fertility rate is the number of children a woman would be expected to have at the current age-specific fertility rates over her fertile years, usually taken to be 15-49. We exclude the youngest age group 15-19 from the analysis since many of these young women are still in school. Fertility beyond age 44 is very low, so we exclude women aged 45 and over. Older women, who bore their children earlier in their fertile years, may still have children at home; their absence from the labor market during child rearing may make returning to work at later ages difficult. However, modeling these longer-term effects of fertility on labor supply at older ages requires a dynamic model where lagged fertility and lagged participation may matter. While this is possible we focus here on the contemporaneous effect of fertility on women who are currently of child bearing age.
Our other explanatory variables are: the percentage of the population living in urban areas; physical capital per working-age person; the infant mortality rate; and the average years of schooling of men and women. The percentage of population living in urban areas comes from World Development Indicators (World Bank 2006). The infant mortality rate is the number of deaths under 1 year of age per thousand births and is also taken from World Development Indicators. The physical capital stock is based on output and investment rates from Penn World Tables 6.2 (Heston et al. 2006) , and is divided by the working-age population, taken from World Population Prospects (United Nations 2007). Our human capital measures are the average years of schooling in the female and male population aged 15 and older, respectively, as measured by Barro and Lee (2001) . Table 1 provides summary statistics for our main variables; a more detailed description of the data and data sources is provided in Appendix 2. The total fertility rate ranges from 1.18 (Spain and Italy in 1995) to 8.5 (Rwanda in 1980) , with an average in the panel of 4.35. The average female labor force participation shows little variation across age groups within a country, but great variation across countries for each age group. Figure 1 plots average female participation rates in 2000 against real income per capita in the same year. These range from values close to 90% in Tanzania and Mozambique, to only 20% in Egypt, to around 60 in the US, and display a slight U-shape.
Abortion legislation as an instrument for fertility
To construct an instrument for fertility we use information on national abortion legislation compiled by the United Nations (2002) . The data contain detailed information on (2007) the legal availability of abortion over time. We use the United Nations' system to classify current laws. This system classifies seven legal reasons for an abortion: to save the life of the woman; to preserve her physical health; to preserve her mental health; consequent on rape or incest; fetal impairment; economic or social reasons; and available on request. Our data contain indicator variables for each of these seven categories. A "1" indicates that abortion is available for the given reason, and "0" means that it is not. When an abortion is available on request, we assume availability for any of the other reasons if this is not explicitly stated.
Although these categories are broad, they are not comprehensive descriptions of abortion law. There are frequently cutoffs for lawful abortions depending on the length of the pregnancy. The mechanisms for adjudicating if a pregnancy meets a particular criterion differ across countries, relying in some cases on a single doctor, while in others two or more doctors are required to agree. In some countries a husband's consent is required. The United Nations coding scheme ignores these additional factors and declares an abortion for a particular reason lawful if it is allowed at any time during the pregnancy. In federal systems, abortion laws sometimes differ across regions. In this case the law that covers the majority of the population, if one exists, is used to classify at the national level.
In many countries there is a divergence between law and practice, with abortions being widely available despite being technically illegal, or vice versa. We code according to the law in place rather than its enforcement and the practical availability of abortion. For example, in the United Kingdom abortion has been illegal since 1861 with an exception, introduced in 1929, to save the life of the mother. The Abortion Act of 1967 in the United Kingdom (excluding Northern Ireland) allows abortion to protect the life, physical and mental health of the mother, and in cases where there is a risk the child will be handicapped. The law also covers cases where a birth might affect the health of existing children and allows the woman's actual and potential environment to be taken into account. Legally, abortion is not explicitly available in the case of rape or simply on request. Although this is the legally restricted set of criteria, in practice the physical and mental health criteria appear to be interpreted liberally. They include the effects of childbirth on socio-economic circumstances and mental health so that de facto an abortion is available if a woman requests one and claims potential economic hardship or mental distress. In the case of rape a claim that abortion was needed to preserve the mental and physical health, and indeed the life, of the mother would be very likely to succeed (as in the case of Rex v. Bourne, 1938) . We code Britain as allowing abortion only to save the life of the mother from 1960 to 1966 with the addition of legal abortion for the mother's physical and metal health, fetal impairment, and socio-economic reasons starting in 1967. We code that abortion is not allowed in cases of rape, or on request; though in practice claims for abortions on these grounds may well be accepted, in principle they still need to fall under one of the other legal categories.
A second example is Chile. The law of 1874 prohibited abortions carried out with malice; it was understood that abortions to save the life of the mother were permitted. This was explicitly recognized in the law of 1967. The law was changed in 1989 to outlaw abortions in all circumstances. Despite these strict laws, abortion has been relatively common in Chile throughout the period (Singh and Wulf 1996) . We code Chile as allowing abortion to save the life of the mother from 1960 to 1988 and as not allowing abortion under any circumstances thereafter. Table 1 summarizes the abortion data. The "life threatening" indicator has an average of 0.95, which implies that almost all countries across the sample period allow abortion under this circumstance. There is more variation across countries and time for the availability of abortion on the remaining categories. We construct an index summarizing the availability of abortion. A country gets a score of zero if abortion is not legal for any reason. One is added to the score for each circumstance in which abortion is available, with a maximum score of 7. Although we found these abortion indicators to have significant explanatory power as a group, it is difficult to find independent effects for the different indicators. Table 2 shows the correlation matrix for the abortion variables. Apart from abortion when the pregnancy threatens the life of the mother, which is almost universally allowed, the other indicators are highly collinear. We find that each abortion variable has significant explanatory power for fertility when used singularly, but additional abortion variables add little to the fit of the first-stage regression. Using multiple instruments would have the potential advantage of allowing an over-identifying restrictions test of instrument validity; when we use multiple instruments we indeed pass this test. However, this test relies on at least one instrument being valid and lacks appeal in our context when the intuitive justification for each instrument is the same, and it is likely that either all, or none, of our instruments are valid. These issues are discussed in more detail in Murray (2006) , and lead us to use only one instrument in our analysis. Rather than using one of the raw abortion measures we use an abortion index giving equal weight to each measure in an aggregate; this index has a slightly higher predictive power for fertility than any single abortion measure.
As an alternative to using a simple additive index, one might consider using the principal component of the seven abortion variables in the empirical analysis. As can be seen in Table 2 , the first principal component is virtually identical to the index we use in our empirical specification. The correlation between the abortion index and the first principal component is 0.997. The weight assigned to each of the abortion indicators in the construction of the first principal component, shown on the final row of Table 2 , is almost identical for each measure (except for the "life threatening" category), making it very similar to an additive index. For ease of interpretation, we use the abortion index rather than the first principal component.
As we shall see, our abortion index is correlated with fertility. Abortion is a common method of ending pregnancy worldwide (Henshaw et al. 1999) in developing countries as well as developed countries (Anarfi 2003) .
A key issue is that for abortion legislation to be a valid instrument it must be uncorrelated with the error term in the female labor force participation regression. There are two ways instrument validity may break down. The first is if abortion laws affect female labor supply directly, and not via their effect on fertility. This seems unlikely. A more worrying issue is that abortion legislation is endogenous and responding to social factors that also influence fertility and female labor force participation.
The fact that laws and policies are endogenous, and not random treatments, makes it difficult to assess their effects. However, there are ways to address this problem. Romer (1989, 1994) argue that while monetary policy is endogenous, the willingness of the Federal Reserve to deliberately aim to generate a fall in output in order to reduce inflation, and the inflation threshold that produces this response, is not fixed and mechanical but the result of the personalities involved and the deliberative process. Such episodes therefore can be considered as random policy shocks whose effects can be used to make inferences on the impact of monetary policy. We argue that changes in abortion laws have similar characteristics.
Polices in a democratic, two-party system will tend to reflect the views of the median voter. If the distribution of voter preferences is uni-modal, changes in social and political forces that change the views of the median voter will tend to be reflected in government laws and regulations if these can be varied along a continuum. Abortion laws by their nature tend to vary discretely, by jumps, even if the underlying distribution of preferences varies smoothly.
Even if we think of abortion laws as lying on a continuum, legislation may still jump discreetly since the distribution of preferences on abortion tends to be bi-modal, with two clusters of people with extreme views. In such a model, change based on majority voting is discontinuous and occurs when one group enlarges above 50% of the population, even if the underlying distribution of voter preferences changes smoothly. In addition, legislators are elected based on voter preferences on many dimensions. When the distribution of preferences is close to 50% on each side of a bi-modal issue, the political cost to any abortion policy is roughly similar; legislators will be elected on other characteristics and may vote on abortion issues in a way that reflects their own preferences rather than those of their constituents (Medoff et al. 1995) . This can make the passage of abortion laws contingent on the personal preferences of legislators elected based on other characteristics. Table 3 gives the value of our abortion index for each country in our sample at the start of each decade (our complete data set is annual). Examination of changes in abortion laws in our data set shows many examples where the passage of the law at a particular time depended on elements that appear random. In the United Kingdom in the 1960s neither major political party proposed changes to the abortion law. Each year, however, a small number of laws are proposed by individual members of Parliament, selected by a random draw. David Steel won the right to present legislation in 1967 and his proposed abortion legislation was enacted. Abortion laws in many Commonwealth countries were based on United Kingdom law at the time they gained independence. These countries were influenced by the British legislation and in many cases introduced abortion legislation soon afterwards, often using parts of the British law as a basis for their own text (Peel et al. 1977) .
In the United States many states had very restrictive abortions laws until 1973 when the Supreme Court's Roe v. Wade decision held that abortion was a fundamental right protected by the constitution. This right, however, is not explicit in the constitution and is based on an inferred right to privacy that some justices dissented from. Changing views of members of the court, or their replacement upon death or retirement, may change this decision. A majority opinion denying a fundament constitutional right to abortion was written for the case of Planned Parenthood v. Casey in 1992 but was changed when one of the five justices defected from the majority (Greenhouse 2005) , though the ruling that was agreed upon did allow for government regulation of abortion. It appears that any future legal changes to abortion laws in United States will depend on the opinions of the nine justices of the Supreme Court, or their replacements; the timing of such changes may not be directly reflective of public opinion. J a p a n 7 7 7 7 7
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K o r e a , R e p . While these considerations make the precise timing of changes to abortion laws random, the overall level of the law may reflect social forces. Besley and Case (2000) advocate using fixed effects in this case to control for differences between countries in these social factors. In addition, the trend in abortion laws may follow public opinion in the long run; to allow for this we also check the robustness of our result with respect to including country-specific time trends. It follows that in this case we identify the effect from abortion legislation that deviates from the average level and trend of social forces in that country. Although the level and time trend in abortion legislation may be endogenous, we take the exact timing of abortion legislation that generates deviations from these long-term trends to be random.
An alternative potential instrument in this context could be the measure of family planning program effort compiled by Ross and Stover (2001) . The family planning effort score provides an aggregate of 30 components that reflect a government's commitment to family planning. We find that there is a positive correlation between these effort scores and our abortion law index. We do not use the effort scores as an instrument because of some of the components that are measured in the score reflect contraceptive use and may be highly responsive to fertility decisions and the demand for family planning (Kelly and Cutright 1983) .
A final point about our instrument is that we treat the estimates as identifying a single effect of fertility on female labor force participation. If there is heterogeneity in the response across women, and abortion legislation only affects the fertility of a specific subgroup of the population, it is the average labor market response to fertility within this subgroup that we measure, not the population average response (Imbens and Angrist 1994) .
Results
Our empirical approach is to estimate the female labor force participation rate of age group a in a panel of countries indexed by i at year t. We begin by estimating the equation Notes: All specifications are based on a sample of 766 observations and include time dummies and country fixed effects. Robust standard errors in parentheses * Significant at 10% ** Significant at 5% *** Significant at 1%
This is identical to Eq. 13 derived in the theory section except that we index age, country, and year, control for country fixed effects σ ai and world wide time dummies τ at . The fixed effects capture differences across countries that are fixed over time while the time dummies capture unobserved worldwide changes. Note that each of the parameters, fixed effects and time dummies can vary by age group, a; The regression for the participation of each age group is run separately. The results are reported for five 5-year age groups: 20-24, 25-29, 30-34, 34-39, and 40-44 . The results for this specification estimated by ordinary least squares (OLS), with fixed effects and time dummies, are summarized in Table 4 below. Table 4 shows that the effect of fertility on female labor force participation is negative and statistically significant for all age groups between 20 and 44. The estimated effect of urban share is negative; this effect implies high participation in rural economies even if fertility is high. Capital per working-age person, which is correlated with higher overall wages, appears to have a positive effect. As expected, the infant mortality rate has a positive effect. Male education appears to reduce female labor force participation, which is consistent with male earnings producing an income effect that lowers female work incentives, while female education appear to have a positive effect.
In Table 5 , we estimate the same relationship with two-stage least squares, an instrumental variable (IV) estimator, using our abortion index as an instrument for fertility. The estimated fertility effects remain negative and significant. We report the first stage of the two-stage regression in Column 1 of Table 6 . Our abortion index is statistically significant as a predictor of fertility. The maximum increase in the abortion index (from 0 to 7) leads to a predicted reduction in fertility of about 0.4 children. The instrument is sufficiently highly Table 6 . Robust standard errors in parentheses * Significant at 10% ** Significant at 5% *** Significant at 1% correlated with fertility to avoid the weak instrument problem. A Cragg-Donald F-statistic of 11.76 exceeds the 5% critical value for a test of a relative bias of more than 10% in our second-stage estimates (Stock and Yogo 2005) . The point estimate of the effect of fertility on female labor supply from the instrumental variable estimation appears large in absolute magnitude relative to the OLS estimates presented in Table 4 . If higher female labor supply depresses fertility, the OLS estimate should be too large, and the IV estimate should correct this. One possible explanation for an increased estimated effect when we instrument is that measurement error may attenuate the OLS estimates and instrumentation corrects this.
In the OLS estimates in Table 4 , female education is associated with higher female labor market participation, while male education is associated with lower female participation. In Table 5 , when fertility is instrumented, these education effects on female participation are not statistically significant. This may be linked to measurement error in the total fertility rate. If fertility is measured with error and education levels are strongly correlated with fertility, education may proxy for the "missing" fertility variable.
Note that education has strong effects on fertility in the first-stage regression reported in Column 1 of Table 6 . Fertility falls as female education levels rise, but increases with male education levels. Because the effect of female education is larger, an equal rise in education for both sexes implies lower fertility. It follows that, conditional on fertility, education may not be significant in the participation equation, but it still has a large impact on female labor market participation through its effect on fertility. This is similar to the argument by Smith and Ward (1985) that the effect of higher female wages on female labor supply works to a large extent through reductions in fertility. The total effect of education on female labor supply, including its effect via fertility, can be seen in the reduced form regression reported in Table 7 . This regression can be regarded as a linearized version of the equation for female labor supply derived from combining Eqs. 7 and 8, eliminating fertility, and expressing female participation as a function of the exogenous variables alone. In this regression we replace fertility with the abortion index. Allowing for its indirect effect through fertility, each year of female education increases participation by between 4 and 5 percentage points.
Although we control for country fixed effects and time dummies in the empirical specifications presented in the previous section, one may still worry about country-specific trends that are not picked up by time fixed effects. Attitudes towards the role of women in society may change, affecting abortion legislation, fertility, and female labor force participation. In this case these variables may move together, reflecting deeper underlying forces, even without there being a direct causal link between them. Our time dummies pick up worldwide trends but these underlying cultural trends may vary by country. To check the robustness of our results to the presence of country-specific cultural change, we repeat the IV analysis reported in Table 5 with the addition of country-specific time trends. The equation we estimate is:
Each age group, in each country, now has its own time trend. The results, which are presented in Table 8 , confirm our previous findings. The inclusion of a country-specific time trend slightly lowers the estimated effect of fertility on female labor supply but it remains statistically significant at the 5% level for women aged 30-44 and at the 10% level for women between 20 and 29.
In this formulation the estimated effect of female education on female labor supply at older ages, at a given fertility level, is negative, though this effect is only statistically significant at the 10% level. We report the first stage of the regression in Table 8 in Column 2 of Table 6 . Again we see that female education has a negative effect on fertility and will thus increase female labor supply. The Cragg-Donald test statistic again rejects the hypothesis that our instrument is weak at the 5% level. We now turn to the issue of the size of the estimated effect; we try to put the magnitude of the effect in context. Averaging the coefficients on fertility reported in Table 8 , our estimates imply a reduction in labor supply of 7.5 percentage points during the fertile years for each child born. Summing over the 25 years from ages 20 to 44, this translates to a loss of 1.9 years of work for each child born. Fertility in our sample ranges from 8.5 to 1.2. During the fertility transition reductions in total fertility rates of four children (e.g. from 6.5 to 2.5 births per woman) are common. Such a reduction in fertility implies an increase in female labor supply during the fertile years by about 8 years, close to 18% of a woman's normal working life of 45 years (age 20-65, say).
From Table 1 , we see that on average female labor force participation rates are around 50%. Assuming all men work, and men and women have equal population numbers, we can derive that total labor supply will rise by about 11% due to increased female labor market participation when fertility declines by four births per woman. If capital increases in line with the rise in labor supply, and we have constant returns to scale, income will also rise by 11%. If we have a Cobb-Douglas production function with diminishing returns to labor as in Eq. 10, the effect on income depends on the coefficient on labor, 1 − α. If the wage equals the marginal product of labor, as it should with competitive markets, 1 − α is the share of labor income in total income-this is about 2/3 in most countries. Given this figure for 1 − α, an 11% increase in labor supply will raise income (and income per capita) by about 7%.
Our approach may underestimate the total effect of fertility decline on female labor supply. Fertility may also affect the labor supply of older women as they may have to care for children born earlier but who have not yet left home. There may be persistence in labor supply, so that women who do not participate when young because of their children, do not re-enter the market when they are older. Estimating the effect of fertility on older women, who have completed their fertility, however requires a dynamic model where lagged fertility and labor force participation matters.
Discussion and conclusion
The concept of the "demographic dividend" elucidates the economic benefits that a country can gain if it experiences a decline in fertility. The decline in fertility increases the ratio of working-age to total population, increasing income per capita. Declines in fertility can also increase physical and human capital per capita (Galor and Weil 1999, 2000) . We argue here that, in addition, there is the positive behavioral response of female labor force participation, which further increases labor supply per capita and income per capita.
In this paper, we have only considered the effect of fertility on female labor supply. The model does not account for the possible effect on education of a decline in fertility. Increased female labor supply may raise the economic returns to women's schooling, providing positive incentives for women to invest in education. The effect of fertility on saving, which is also important, is not taken into account. To the extent that children provide old-age support to their parents, a decline in fertility may spur savings for old age and retirement. The decline in fertility may also have beneficial effects though allowing greater investment in child health and education as predicted by the quantity-quality tradeoff models (Becker and Tomes 1976; Becker 1965) . These mechanisms suggest that the overall effect of a fertility decline on income levels may be even larger than we report. The labor force participation rate is the number of women in the labor force in a given age group divided by the female population of the same age group. Labor force participation data are from the International Labour Organization (1997, 2007) . The data from 1960-1980 and from 1980-2000 are taken from two different data sets. To ensure continuity in the data we link the two data sets by multiplying the 1960-80 data by a proportionality factor to agree with the 1980 figures from the 1980-2000 dataset. The changes this induces are very small Fertility (TFR)
The total fertility rate is the average number of children that would be born to a woman over her fertile life if she were to experience the current age-specific fertility rate through these years. The average years of schooling among females/males above the age of 15. Source: Barro and Lee (2001) Abortion index Abortion index is the sum of the 7 abortion law indicator variables. In each abortion law category -life threatening, physical health of the mother, mental health of the mother, rape, fetal impairment, economic reasons, and on request -a one indicates that an abortion is legally available for the classified reason and a zero that it is not. The Abortion Index ranges from zero, which indicates that abortion is not legal under any classification, and seven, which means that an abortion is available for all of the seven reasons. Data Source: United Nations (2002) 
