Abstract-Errors or outliers are prone to be made on account of various accidental factors or system errors in the observation process of ground object spectrums. To find out and remove the data records with outliers from the field spectroscopy data of several typical crops in Yanzhou mining area, we proposed a field spectroscopy data quality controlling theory using cluster analysis methods and box-and-whisker Plots. 4 different cluster analysis methods including Statistical distance, Aitchison distance, Pearson's correlation coefficient and Multidimensional Vector Cosine were used for gross error visualized detection. For the common characteristic bands of different spectrum data, the goal of visualized detection and identification of outliers was achieved by means of the statistical method of box-and-whisker plots. Outliers which were identified can be getting rid of in the use of several selfdeveloped graphic interactive controls based on GDI+ technology. The theory proposed in this paper provided effective quality assurance for in-depth spectroscopy analysis.
INTRODUCTION
Study on spectral characteristics of ground objects is an important part of modern remote sensing technology. It is not only the accordance of sensor design and band selection, but also the basis for interpretation of remote sensing data analysis [4] . The accuracy of field spectral measure results is affected by many factors, such as measure time, instrument FOV, observation geometry, solar azimuth and altitude angle, atmospheric environmental factor, etc [5] . Therefore, the raw data of field spectral observations need to go through rigorous data quality control process to identify and get rid of records that contain errors or outliers before the whole dataset are used for in-depth spectral analysis. This paper on 2 groups of spectral data got from Yanzhou mining area as examples, Self-Consistent Accuracy (SCA) calculation method is used to evaluate the stability of the spectrum instrument, a theory that cluster analysis for field spectroscopy data quality controlling is proposed and 4 different cluster methods include Statistical distance, Aitchison distance, Pearson's correlation coefficient and Multidimensional Vector Cosine are used for gross error visualized detection in a same batch of spectral dataset and the pros and cons of them are discussed too. For some characteristic bands of spectral data we implemented the detection and identification of errors and outliers in a visual way by using the box-and-whisker plots. The GDI+ technology is used to draw plots automatically based on the results of 4 different cluster analysis methods and box-andwhisker plots models. The goal of visualized gross error detection and outlier identification on field spectroscopy data was achieved and thus provided effective quality assurance for in-depth spectroscopy analysis.
II. SPECTRAL CHARACTERISTICS AND QUALITY CONTROL

METHODS
The spectral data of ground objects got by same spectral instruments in the same conditions ought to have same or similar characteristics, such as spectral resolution, band width and curve shape features, which can be used as the basis for the classification and anomaly detection. Only when the instruments are in a relatively stable state, the measured data have the availability. The goal of evaluating the stability of spectral instruments can be reached by calculating SCA of the data.
Clustering usually refers to grouping data or objects into a number of classes or clusters. Data records or objects in the same cluster have high similarity and different data records or objects in different clusters low [6] . The goal of cluster analysis is collecting data on the basis of similarity to classification, and can identify the one contains large differences in a group of similar dataset. Therefore, for data records which might contain gross errors and outliers in a batch of spectral datasets got in a same period of time can be found by using cluster analysis methods. The clustering results do not contain any detail information about data errors and outliers and some other measures are needed for further inspection and viewing. As a statistical method which have the characteristic of robustness of the median and quartile, box-and-whisker plots can provide detail information on changes in data range and extreme values [8] . Whether data with full or specify bands scope can use boxand-whisker plots to find outliers with detail information and view the whole comparison of data records.
We evaluated the stability of spectral instruments by calculating SCA. Cluster analysis methods were used to detect gross errors and outliers on the data records which in a same batch of dataset got in same condition by same instruments. The detection result derived by cluster analysis methods of gross errors and outliers was only a preliminary result, box-and-whisker plots was used as further measure to compare the data records to troubleshoot out with errors and extreme values. The results of cluster analysis and box-andwhisker plots were visualized by self developed controls based on GDI+ technology. As a result, data records with gross errors and outliers could be removed from a series of similar ones, and the purpose of giving data quality assurance for in-depth spectral analysis was reached.
III. ALGORITHM PRINCIPLE AND APPLICABILITY ANALYSIS
A. Methods on Spectral Instruments Stability Testing
To check the stability of spectral instruments, a certain number of repeated observations in the same conditions should be taken. The repeat measured data records can be tested and checked by calculating the mean square error of them to assess the accuracy and stability of the spectral instruments. To calculate the mean square error, the scope of particular bands should be specified and an average reflectance curve is got by calculating a series of repeated measures data records (curves). SCA could be derived by calculating the mean square error of each reflectance curve and the average one. The formula for mean square error of curve j is:
In (1)- (4), i is band number, j is data record (curve) number, m is the count of data records (curves), n is the count of bands. j is the mean square error of curve j, x ij is the reflectance value of curve j on band i, x i is the average reflectance value of all curves on band i, ij is the difference of x ij and x j , is the Total Self-Consistent Accuracy (T-SCA) of all curves.
The results of (3) and (4) got from raw spectral data can be used as indicators of the stability of instruments. Similar curves have similar values and the smaller the better.
B. Cluster Analysis Methods on Gross Error Detection
There are 2 similarity measurements between the observational data records which were processed by number normalization, the distance and similarity coefficient [9] . Supposed that, within the selected feature bands range there are p sampling points of a reflectivity curve. According to distance-based methods, curves can be regarded as points in p-dimensional space, and the distance is defined in the space, points with short distance in a certain range fall into same classes and the ones with long distances fall into different classes. The methods based on similarity coefficient get the categories by calculating the similarity coefficient between data records (curves). The closer the absolute value of a similarity coefficient to 1 between curves, the more similar of them. Similarity coefficient must close to 0 if they are different with each other.
1) Classification based on distance measurement: For a given spectral instrument, if the selected characteristic bands scope contains p sampling points, reflectance curves can be seen as a series of points in p-dimensional space. This space is a simplex space of non-Euclidean space, but also can be approximated as Euclidean space. Then the degree of similarity between two observational data records (curves) can be measured by the distance between the two points in the p-dimensional space. Two methods as below are used to calculate the distance in this paper.
a) Statistical Distance: The Euclidean distance equation as below:
where p = sampling points count i, j = Number of 2 data records (curves) x = Coordinates in p-dimensional space d ij = Euclidean distance Euclidean distance is commonly used method in cluster analysis, but there are some shortcomings of its own. One is that Euclidean distance is related to the dimensions count of the statistic index, but there is no such problem for spectral reflectance curves. The other one is that the Euclidean distance does not take into account of the correlation between the various indicators. Some effective approaches must be taken to revise this problem [9] . We introduced the method of weighted index variance to achieve the purpose. (6) is the improvement of (5).
[ ] [7] . The vector cluster, having p continuous sample points formed by n spectral reflectance curves which are observed in the same circumstances, can be seen as n points in non-normalized pdimensional simplex space. To measure physical distance between objects in astronomical scales one should not use the regular Euclidean distance as shown in (5) Aitchison distance is a complexity theory dealing with distance problems in simplex spaces. It provides a method for distance measuring and reasonable classification basis derived from series of mixed data in cluster analysis applications [2] . The advantage of Aitchison distance are higher reliability than statistical distance because the former can show the topological space relationships between objects based on the method of algebraic topology. The disadvantage of it is the lower computing efficiency than other distance methods. We used the Aitchison distance to cluster analysis for gross error detection and obtained satisfactory results.
2) Classification based on similarity coefficient: Similarity coefficient describes the similarity degree between samples. We used two different similarity coefficient methods included multidimensional vector cosine and Pearson's correlation coefficient to calculate the Similarity coefficient. a) Multidimensional Vector Cosine: Cosine of the angle between multidimensional vectors is inspired by similar figures [9] . For a spectral reflectance curves cluster contains n curves, if the length of the curves is not the major object of study, multidimensional vector cosine represents a kind of similarity coefficient which can show the corresponding similarity on the shape between the curves involved. where cos ij = The cosine value between vector i and j i, j = Number of vectors (spectral curves) p = Count of sampling points (vector dimensions) x = The reflectance value In normal circumstances, spectral curves have the same sampling points in the same scope of bands and as a result, vectors based on the curves are in the space with same dimension. But if spectral instruments with different band width or spectral resolution, spectral curves got by the instruments may have different count of sampling points and the vectors based on these curves have different dimensions, distance-based methods can not be used for the classification of such spectral curves. In this case, vectors with fewer dimensions ought to be interpolated to add dimensions as well as sampling points, or the ones with more dimensions should discard some to make all vectors having the same dimensions. The interpolation or discard process can reduce the impact given by raw data on the classification results, one serious problem is that the process on raw data may make errors or outliers in raw data amplified or neglected. The effect of this method on the gross error detection and outlier identification is not as good as the methods based on distance but we kept and used it as an ancillary method for cluster analysis in this paper.
b) Pearson's Correlation Coefficient:
Pearson's correlation coefficient is known as the best method of measuring the correlation, because it is based on the method of covariance. It gives information about the degree of correlation as well as the direction of the correlation. Pearson's correlation coefficient, r in (9), is a covariancebased theory about correlation measurement. It not only gives the correlation between samples, but also shows the direction relevance. Different classes could be divided by comparing a series of similar spectral curves' correlation coefficient and in turn data records or curves with gross errors or outliers can be identified. where i, j = Number of curves p = Count of sampling points x = The reflectance value 3) Box-and-Whisker Plots for Error and Outlier Viewing: Box-and-whisker plots, also known as schematic plots, can provide the information about variation range and extreme values of data [8] . This statistic method is used for gross error detection and outlier identification because the significant character of robustness of the median and quartile. The box of a box-and-whisker plot represents the 50% values in the most middle of one data record. The upper and bottom edge of the box represent the value at 75% and 25% location of a data record which after sorted from small to large, called the upper and lower quartile. The values of upper and bottom whisker are the max and min values which are smaller than max outlier limit and larger than min outlier limit in a data record. The max outlier limit is the value of upper quartile plus the interquartile range or IQR, similarly, the min outlier limit is the value of lower quartile minus IQR. The value of IQR is the absolute value of difference between the upper and lower quartile. All values larger than the max outlier limit or smaller than the min outlier limit are regarded as outliers [3] .
(10)
where IQR = The interquartile range Q 2 / Q 3 = The lower/upper quartile E max /E min = The max/min outlier limit 4) Analysis of Pros and Cons and Applicability: Cluster analysis and box-and-whisker plots are used for gross error detection and outlier identification of the field spectral data got in Yanzhou mining area in this paper. Cluster methods can find out the ones which contain errors or outliers in a series of similar spectral curves. Box-and-whisker plots provide the detail information about errors and outliers and the distribution situation of data. Pros and cons of the various cluster analysis methods determined by the characteristics of spectral data, gross error detection results, as well as the ability of unusual data recognition. Practical applications on spectral data found that the effect on error detection and outlier identification of distance-based methods is superior to the methods based on the similarity coefficient. The Aitchison distance, known as simplexspace-oriented, is more excellent than the method of statistical distance on the detection results, but it is on the cost of calculation efficiency. The method of multidimensional vector cosine can be used when the spectral curves with different bands scope, in many cases, such as spectral resolution of instrument sensors are different and selected different feature bands scope can lead to this problem. As a complementary approach, the method based on multidimensional vector cosine made up for the inadequacies of other cluster analysis methods.
IV. APPLICATION EXAMPLES AND VISUALIZATION
We select field spectral data got by a series of parallel experiments of 2 kinds of crops in Yanzhou mining area, winter wheat (95128, April 2009, 7 curves, coded as 95128-1~7) and single cropping rice (Xiushui 110, September 2009, 9 curves, coded as A002~9 and A110) as our experimental data. The results of classification, data plots and box-andwhisker plots are drawn on a self-developed graphic control based on GDI+ technology using C# language.
There is one data record contains measurement noises, the codes of them were 95128-1 and A110, in each of the 2 data groups. The spectral curve plot of each data record is shown in Fig. 1 . 
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We calculate the SCA of the 2 groups of spectral curves and the results are shown in Tab. I and Tab. II. In Tab. I and Tab. II, each of the SCA value of the spectral curves is small and which represented that the spectral instruments in a stable state. Even though, we can see that the SCA values of 95128-1 and A110 are relatively greater than others in their groups, this show that there may be errors or outliers in the data of the curves.
As shown in Fig. 2 and Fig. 3 , spectral curves with errors or outliers can be identified by cluster analysis methods. Compared with spectral classification methods based on similarity coefficient, distance-based methods are more sensitive to abnormal data and give better results. If there are a finite number of sharp noise points in a spectral record (curve), the classification method based on multidimensional vector cosine may be not able to find out the abnormal curve contains errors or outliers. But this method can be used at the fuzzy classification analysis of ground object spectrum. Once the abnormal data record(s) is (are) identified in a series of similar data records (curves), the detail information about the outliers or errors can be shown by box-and-whisker plots as in the Fig. 4 . Errors and outliers in a data record can be found in the box-and-whisker plots as shown in Fig. 4 . There are several sharp noise points in the 95128-1 and A110 spectral curve. The abnormal data records must be discarded or take some smoothing measures before used for in-depth spectral analysis.
V. CONCLUSION
The precision of field spectroscopy data is affected by various factors and it is difficult to give out the priori statistics information of them. It is a venture that adopts some traditional gross error detection methods blindly. The process of studying on the statistical properties of research data according to the actual situation before appropriate methods are selected for data quality controlling is considered necessary and essential. This paper on 2 groups of experimental field spectroscopy data, one is winter wheat (95128) and the other is single cropping rice (Xiushui 110). We use SCA calculation model to evaluate the stability of the spectrum instrument, proposed the theory that cluster analysis for field spectroscopy data quality controlling and 4 different cluster methods included Statistical distance, Aitchison distance, Pearson's correlation coefficient and Multidimensional Vector Cosine are used for gross error visualized detection in a same batch of spectral dataset, the pros and cons of them are discussed. For some characteristic bands of spectral data we implement gross error detection and outlier identification in a visual way by the use of boxand-whisker plots. The GDI+ technology is used to draw plots automatically based on the calculate results of 4 different cluster analysis and box-and-whisker plots models. Abnormal data can be identified and removed before indepth analysis is taken on. The goal of visualized gross error detection and outlier identification for field spectroscopy data got in Yanzhou mining area is achieved and thus provide quality assurance on spectrum data for further spectroscopy analysis.
