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Abstract
OCC1N [11] is a decidable subclass of rst-order clausal logic without equality. [7]
shows that OCC1N becomes undecidable when equational literals are allowed, but
remains decidable if equality is restricted to ground terms only.
First, we extend this decidability result to some non ground equational literals. By
carefully restricting the use of the equality predicate we obtain a new decidable class,
called OCC1N

=
. We show that existing paramodulation calculi do not terminate on
OCC1N

=
and we dene a new simplication rule which allows to ensure termination.
Second, we show that the automatic extraction of Herbrand models is possible from
saturated sets in OCC1N

=
not containing 2. These models are represented by
certain nite sets of (possibly equational and non ground) linear atoms. The diÆcult
point here is to show that this formalism is suitable as a model representation
mechanism, i.e. that the evaluation of arbitrary non equational rst-order formulae
in such interpretations is a decidable problem.
1 Introduction
Since the satisability problem is undecidable (semi-decidable) for rst order
logic, identifying syntactic subclasses for which this problem is decidable is
a major issue [6]. Traditionally, most works in this eld were dealing with
classes of prenex rst order formulae dened by syntactic conditions on the
quantier prex and/or on the matrix. Then, with the development of the
Resolution method [25], some attention has been payed to clausal classes,
i.e. classes of formulae in conjunctive normal form, without any existential
quantier, but possibly containing function symbols. [18] showed that the
resolution calculus may be used as a decision procedure for several classes of
c
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clause sets. The idea is to exhibit (refutationally complete) renements of the
resolution calculus (using for example ordering restrictions and/or selection
functions) and to show that these renements terminate on the considered
classes. This approach has the advantage that eÆcient and uniform decision
procedures can be obtained with little programming eort, simply by using
existing theorem provers. The reader may consult [11,16,10] for exemplica-
tion of this technique for various kinds of resolution renements. In particular
this principle has been used to prove the decidability of several interesting
classes using the hyperesolution rule [24] as a decision procedure. Such classes
include PVD (Positively Variable Dominated), KPOD (Krom Positively
Occurrence Dominated), or more generally all T -dominated classes [19]. We
can also mention the recent class BU , which is an extension of classes of clause
sets obtained by translation from modal logics into rst-order clausal logic (see
[13] and also [14,17]).
This technique can be extended to rst-order logic with equality, using
renements of the paramodulation calculus [1]. For example [2] presents a
decision procedure for the monadic class with equality based on renements
of the superposition calculus. In [9,26,23], decidable extensions of PVD to
equational logic are presented. Nevertheless, still only little is known about
termination of paramodulation calculi. In most of the cases, the termination
results do not extend to the equational case, and even if the class is still decid-
able, sophisticated renements are needed to ensure termination. On the other
hand, the use of the equality predicate is mandatory for many applications.
The class OCC1N [11] is a class of clause sets which is decidable via hy-
perresolution. An interesting feature of OCC1N is that it may contain clauses
that are not range-restricted, i.e. that contain variables not occurring in the
negative literals (such as, for example, the clause :R(x)_P (x; y)). This prop-
erty is not shared by the other classes on which hyperresolution is currently
known to terminate (such that T -dominated classes, PVD, KPOD, BU , etc.)
and makes the termination proof more diÆcult (since hyperresolution may
generate non ground clauses, condensing is needed to decide OCC1N whereas
it is useless for the other classes such as PVD or BU). As a consequence,
this implies that the hyperresolution rule may generate non ground clauses
(this is not the case if all the clauses are range-restricted). This makes the
termination proof more diÆcult (in particular, condensing is needed to decide
OCC1N , whereas it is useless for the other classes such as PVD or BU). In
[7], it is shown that OCC1N becomes undecidable if equational literals are
allowed, but that the class remains decidable if only ground equations are
considered. The class of OCC1N clause sets with ground equality is called
OCC1N
g
=
.
In this paper, we consider a new decidable extension of OCC1N , called
OCC1N

=
, strictly containing OCC1N
g
=
, in which certain non ground equations
are considered. We show that existing renements of paramodulation or su-
perposition calculi do not terminate on OCC1N

=
and we provide a new simpli-
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cation rule which allows to ensure termination. Since this rule preserves refu-
tational completeness, this entails that OCC1N

=
is decidable. Then, we show
how to extract models from satisable saturated clause sets in OCC1N

=
. The
interpretations are built on the Herbrand universe and are specied by sets of
linear atoms, called EEAR (Elementary EquationalAtomicRepresentations).
We show that the evaluation of non equational rst-order formulae in an in-
terpretation specied by a EEAR is eectively decidable by reducing this
problem to the emptiness problem for nite tree automata [5], which makes
this representation mechanism suitable for applications.
2 Preliminaries
In this section we introduce the necessary notions and notations. We assume
that the reader is familiar with the basic denitions and with the usual ter-
minology in Logic and Automated Deduction (see for example [21,12]).
The sets of terms and atoms are built on a set of function symbols , on
a set of predicate symbols 
 and on a set of variables X . We assume that

;;X share no element and that 
 contains the equality predicate, that
is denoted by  in order to avoid confusion with semantic equality (in inx
notation).
In this paper, we often use vectors for simplifying notations. For example,
f(
~
t) denotes a term of the form f(t
1
; : : : ; t
n
) where
~
t = (t
1
; : : : ; t
n
).
A literal is either an atom (positive literal) or the negation of an atom
(negative literal). A negative literal of the form :(t  s) is usually denoted
by t 6 s. A literal (atom) that is of the form t  s or t 6 s is said to be
equational.
A clause is a nite multiset of literals (often denoted as a disjunction). If
C is a clause, then C
+
(resp. C
 
) denotes the set of positive (resp. negative)
literals in C. C
e
denotes the set of equational literals in C. A clause is said
to be equational if C
e
6= ;, non equational otherwise.
The notion of substitution is dened as usual. The image of a term, atom,
literal etc. t by a substitution  is denoted by t.
If E is an expression (term, atom, clause, etc.), then Var(E) denotes the
set of variables occurring in E. An expression is called ground if it contains
no variables.
We introduce the notion of condensing, which will be crucial for the ter-
mination of the calculus.
Denition 2.1 Let C be a clause of the form
W
n
i=1
L(
~
t
i
) _ R (with n  2)
such that  is a m.g.u. of f(
~
t
1
;
~
t
i
) j i 2 [2::n]g. The clause D = L(
~
t
1
) _R is
a factor of C (if D is a factor of C then any factor of D is also a factor of C).
A clause C is called condensed if there exists no factor of C which is a
subclause of C. If C
0
is a condensed factor of C s.t. C
0
 C then C
0
is called
a condensation of C. Condensations are unique up to renaming (see [18]).
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The notions of interpretations, models, satisability etc. are dened as
usual.
A position is a nite sequence of natural number. The empty position is
denoted by  and the concatenation of two positions p and q is denoted by
p:q. If p is a position then jpj denotes the length of p. A position p is said to
occur in a term or atom t if p is  or if p = i:q and t is of the form f(t
1
; : : : ; t
n
)
where i 2 [1::n] and q is a position in t
i
. The set of positions occurring in t is
denoted by Pos(t). Let t; s be two terms (or atoms), let p 2 Pos(t). t
jp
denotes
the term (atom) occurring at position p in t and t[s]
p
denotes the term (atom)
obtained by replacing the term at position p in t by s. The notion of position
may be extended to negative literals by the relations: Pos(:L)
def
= Pos(L),
(:L)
jp
def
= :L
jp
and (:L)[t]
p
def
= :L[t]
p
.
3 Denition of the decidable class
In this section we give the denition of OCC1N

=
. We need to introduce a few
additional denitions.
Let t be a term (or atom) and x be a variable. Occ(x; t) denotes the set
of occurrences of x in t, i.e. the set of positions p such that t
jp
= x. Occ(x; t)
is extended to negative literals by the relation Occ(x;:A)
def
= Occ(x;A). If C
is a clause then Occ(x; C) denotes the multiset of positions p such that there
exists L 2 C with Occ(x; L) = p. For ex. Occ(x; p(x) _ q(x)) = f1; 1g.
An expression (term, clause, etc.) t is said to be linear i for all variables
x, jOcc(x; t)j  1.

min
(x; C) and 
max
(x; C) denote respectively the minimal and maximal
depth of the occurrences of x in C. More formally we have 
min
(x; C)
def
=
minfjpj j p 2 Occ(x; C)g and 
max
(x; C)
def
= maxfjpj j p 2 Occ(x; C)g.
For any expression E, (E) denotes the depth of E (if t is a term, then
(t)
def
= maxfjpj j p 2 Pos(t)g).
We rstly recall the denition of the class OCC1N , originally dened for
clause sets without equality [11].
OCC1N is the set of all sets of clauses S such that for all C 2 S:
(i) jOcc(x; C
+
)j  1 for all x 2 X and
(ii) 
max
(x; C
+
)  
min
(x; C
 
) for all x 2 Var(C
+
) \ Var(C
 
).
OCC1N [11] is dened by the following two conditions: for any clause
C, we must have jOcc(x; C
+
)j  1, for all x 2 X (i.e. there is at most
one occurrence of each variable in the positive part of C) and 
max
(x; C
+
) 

min
(x; C
 
), for all x 2 Var(C
+
) \ Var(C
 
) (i.e. for any variable x occurring
in the negative part of C, all the occurrences of x in the positive part of
C must be of lower depth than the occurrences of x in the negative part
of C). In the non equational case OCC1N is decidable and hyperresolution
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(with condensing) terminates on OCC1N . However, in the equational case,
additional restrictions are needed for ensuring decidability. [7] shows that
it is suÆcient to restrict the use of the equality predicate to ground terms
only. In this paper, we propose a less restrictive criteria. We observe that
the problem is related to the reexivity axiom (8x)(x  x) which allows to
impose equality conditions on the variables occurring in C
+
. The following
example will help to clarify this point and will give an intuition of why the
class becomes undecidable if equational literals are allowed.
Example 3.1 We consider the following set of clauses:
f:p(x) _ x 6 f(y) _ p(y); p(a)g
The reader can easily check that the clauses in S namely :p(x)_x 6 f(y)_p(y)
and p(a) fulll the above conditions hence S belongs to OCC1N . However,
after applying the resolution rule with the literal x 6 f(y) and the reexivity
axiom x  x we get the clause:
:p(x) _ p(f(x))
that is not in OCC1N (since 
max
(x; p(f(x))) = 2 > 
min
(x; p(x)) = 1).
Clearly, using this last clause and the clause p(a) we can generate an in-
nite number of distinct clauses of the form p(f
n
(a)) (for n 2 N). This shows
that positive resolution calculi do not terminate on OCC1N in the equational
case.
This principle can be generalized: actually it is possible to show that any
clause set S can be transformed into an equivalent clause set in OCC1N (pos-
sibly containing equational literals). This is done by linearizing and attening
the terms when needed. The corresponding additional conditions on the vari-
ables are expressed by adding new equational literals.
For instance the clause :p(x)_ q(x; f(x)) which is not in OCC1N , may be
transformed into the clause: :T (p(x)) _ T (q(x; y)) _ y 6 f(x).
Thus, we propose to restrict the class by forbidding such conditions. This
is done by introducing the notion of safe literals: A literal L is said to be unsafe
i it is of the form t 6 s where t; s are non ground. If C is a clause, then C
u
denotes the set of unsafe literals in C. If a negative literal t 6 s is safe then
the reexivity rule cannot be applied in a non trivial way on t 6 s. Indeed,
since either t or s is ground, all the variables in t 6 s will be instantiated by
ground terms occurring in the original set of clauses.
We introduce the following denition:
Denition 3.2 OCC1N

=
is the set of all sets of clauses S such that for all
C 2 S:
(i) jOcc(x; C
+
)j  1 for all x 2 X and
(ii) 
max
(x; C
+
)  
min
(x; C
 
) for all x 2 Var(C
+
) \ Var(C
 
) and
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(iii) Var(C
+
) \ Var(C
u
) = ; and
(iv) Var(C
+
e
) \ Var(C
 
) = ;.
Note that in the non-equational case, we have C
e
= C
u
= ;, thus Denition
3.2 coincides with the usual denition of OCC1N in this case.
We shall prove that the satisability problem is decidable for OCC1N

=
. In
the next section, we introduce the calculus that is used for this purpose.
4 The calculus
We use a hyperresolution calculus with additional rules to handle equational
literals.
Ordering: We assume given a reduction ordering < which is total on
ground terms. < is extended to literals using the following relation: L
1
<
L
2
, (L
1
) <
mult
(L
2
), where <
mult
denotes the multiset extension of <. 
is dened as follows: (t  s)
def
= fft; sgg and (t 6 s)
def
= fftg; fsgg. < is
extended to clauses using the multiset extension of the ordering on literals. A
literal L is said to be maximal in a clause C i for all literals L
0
2 C, L 6< L
0
.
We use the following inference rules.
Hyper resolution
W
n
i=1
:p
i
(
~
t
i
) _ R p
1
(~s
1
) _ R
1
; : : : ; p
n
(~s
n
) _R
n
(
W
n
i=1
R
i
_ R)
If:  is the
1
m.g.u. of f(
~
t
i
; ~s
i
) j i 2 [1::n]g, R is positive and for all i, R
i
is positive and p
i
(~s
i
) is maximal in (p
i
(~s
i
) _R
i
).
Paramodulation (1)
L _ R t  s _ R
0
(L[s]
p
_R _ R
0
)
If: p is a non variable position in L,  is the m.g.u. of f(L
jp
; t)g, t 6< s,
L _ R, R
0
are positive, L and (t  s) are respectively maximal in (L _ R)
and (t  s _ R
0
).
Paramodulation (2)
:L _R t  s _ R
0
(:L[s]
p
_R _R
0
)
If: p is a non variable position in L, is the m.g.u. of L
jp
and t, t 6< s,
R
0
is positive, (t  s) is maximal in (t  s _ R
0
).
1
It is well known that m.g.u.'s are unique up to a renaming.
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Remark 4.1 Note that additional, more restrictive, conditions could be added.
For instance, we could require that L is the maximal negative literal in
(:L _ R) (this preserves refutational completeness). For the sake of clar-
ity, and to increase the generality of the results, we prefer to state the weakest
possible conditions insuring termination.
Factorization
L _ L
0
_R
(L _ R)
If: L _ L
0
_ R is positive,  is the m.g.u. of L and L
0
.
We denote by 
<
the calculus dened by these 4 rules: Hyperresolution,
Paramodulation (1 and 2), Factorization. If S is a set of clauses, we denote by

<
(S) the set of clauses that can be deduced from S [ fx  xg by applying
one of the rules in 
<
.
We dene the following resolution operators (see [20] for details on this
technique). 
0
<
(S)
def
= S, 
i+1
<
(S)
def
= 
<
(
i
<
(S))[
i
<
(S). 
1
<
(S) denotes the
limit of this sequence, i.e. the set: 
1
<
(S)
def
=
S
1
i=0

i
<
(S).

<
is sound and refutationally complete (this follows from the results in
[3], see also [4]) hence 
1
<
(S) contains 2 i S is unsatisable. Unfortunately,

<
does not necessarily terminate on equational sets of clauses in OCC1N

=
,
even if usual simplication rules such as subsumption are used to prune the
search space. The following example will suÆce to convince the reader:
Example 4.2 We consider the following set of clauses:
1 f(x)  h(y)
2 h(x)  g(f(y))
The reader can easily check that S belongs to OCC1N

=
. Note that what-
ever the ordering < may be, we have f(x) 6< h(y) and h(x) 6< g(f(y)) (since
< is a reduction ordering and x may be replaced by h(y) and g(f(y)) respec-
tively). We deduce:
3 f(x)  g(f(y)) (paramodulation 1, clause 2 into 1)
4 f(x)  g(h(y)) (paramodulation 1, clause 1 into 3)
5 f(x)  g(g(f(y))) (paramodulation 1, clause 2 into 4)
6 . . .
It is obvious that an innite number of distinct clauses, of the form f(x) 
g
n
(f(y)), can be deduced.
97
Peltier
Therefore, a more sophisticated calculus is mandatory. In the next section,
we introduce a new simplication rule that is suÆcient to ensure that 
<
terminates on any clause set in OCC1N

=
.
5 The renaming rule
The basic principle of the simplication rule is to dynamically introduce new
function symbols to \rename" some of the functional terms occurring in the
clause set. The goal is to eliminate \irrelevant" parameters from the equations.
For example, assume that an equation f(x; y)  g(x; z) is generated. Then
it is clear that the values of f(x; y) and g(x; z) do not depend on y; z but
only on x. Therefore, a new unary function h may be introduced, mapping
each term x to f(x; y) and g(x; z) (since f(x; y)  g(x; z) holds for all y; z the
values of y; z are irrelevant). f(x; y)  g(x; z) may be deleted, and replaced
by the conjunction: f(x; y)  h(x) ^ g(x; z)  h(x). In order to ensure that
the equation f(x; y)  g(x; z) will not be generated again by paramodulation,
we assume that h(x) is strictly lower than f(x; y) and g(x; z). In our case, all
the equations that we consider are linear. Thus any equation t  s may be
replaced by two equations t  a and s  a, where a is a new constant symbol
strictly lower than t and s.
>From now, we assume that  contains an innite set of constant symbols C
not occurring in the initial set of clauses S. We also assume that each constant
symbol a occurring in C is strictly smaller than any ground term whose head
symbol is not in C, i.e. for all a 2 C, for all n-ary function symbols f 2  n C
and for all terms (t
1
; : : : ; t
n
), we have f(t
1
; : : : ; t
n
) > a.
An equation t  s is said to be elementary i s 2 C, t is linear and t > s.
The renaming rule is formally dened as follows:
S [ f(t  s) _ Rg
S [ f(t  c) _ R, (s  c) _ Rg
If c is a new constant symbol in C, not occurring in S [f(t  s)_Rg, and
neither t nor s occur in C.
Note that the renaming rule does not merely deduce new clauses, but
actually deletes existing clauses and replaces them by new clauses.
Lemma 5.1 Let S be a set of clauses in OCC1N

=
. Let S
0
be a set of clauses
obtained by applying the Renaming rule on S.
(i) S
0
is in OCC1N

=
.
(ii) If S is satisable then S
0
is satisable.
(iii) If M is a model of S
0
, then M j= S.
Lemma 5.2 Let S be a set of clauses in OCC1N

=
. Indeterministic applica-
tion of the Renaming rule terminates on S.
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If S is a set of clauses in OCC1N

=
, we denote by R

(S) an (arbitrarily
chosen) normal form of S w.r.t. the Renaming rule. By repeated applications
of Lemma 5.1, we know that:
(i) R

(S) 2 OCC1N

=
and
(ii) S is satisable i R

(S) is satisable, and
(iii) any model of R

(S) is a model of S.
6 Decidability proof
In this section, we prove that 
<
terminates on OCC1N

=
provided that the
Renaming rule is applied on the clause set at hand, thus showing that the
satisability problem is decidable for OCC1N

=
. We need to introduce some
further denitions.
Let S
1
, S
2
be two sets of clauses. We denote by S
1
S
2
the set of clauses of
the form: C
1
_C
2
, where C
1
is a renaming of a clause in S
1
, C
2
is a renaming
of a clause in S
2
and Var(C
1
) \ Var(C
2
) = ;.
Similarly, if S is a set of clauses, we denote by S
k
the set S  : : : S
| {z }
n times
and
by S

the set
S
1
i=0
S
i
.
Lemma 6.1 Let S be a nite set of clauses. S

is nite (up to condensing).
For any set of clauses S, we denote by eq(S) the set of equations occurring
in a clause in S, i.e. eq(S)
def
= f(t  s) j C 2 S; (t  s) 2 Cg.
The following lemma states some properties of the equations that may be
generated from the set of equations occurring in R

(S) using the inference
rules in 
<
.
Lemma 6.2 Let S 2 OCC1N

=
. For any k 2 N , and for any equation E 2

k
<
(eq(R

(S))), E is of the form t  c, where t > c, t is linear, (t) 
(eq(R

(S))) and c 2 C.
We immediately deduce the following:
Corollary 6.3 Let S 2 OCC1N

=
. 
1
<
(eq(R

(S))) is nite, up to a renaming
of variables.
Now, the following lemma states some useful properties of the clauses
generated during the proof process. In particular, it shows that applying the
rules in 
<
to clauses belonging to OCC1N

=
only produces clauses that are
still in OCC1N

=
.
Lemma 6.4 Let S 2 OCC1N

=
. For any C 2 
1
<
(R

(S)), we have:
(i) jOcc(x; C
+
)j  1 for all x 2 X and
(ii) 
max
(x; C
+
)  
min
(x; C
 
) for all x 2 Var(C
+
) \ Var(C
 
) and.
(iii) Var(C
+
) \ Var(C
u
) = ;.
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(iv) If C  (t  s) _ C
0
then t  s 2 
1
<
(eq(R

(S))) and Var(t  s) \
Var(C
0
) = ;.
Let S be a set of clauses and let E be a set of equations. We denote by

<
(S;E) the set of clauses deduced by applying the paramodulation rule from
clauses in E into clauses in S (clauses in S are not used for paramodulation).
The set 
k
<
(S;E) is inductively dened as follows.


0
<
(S;E)
def
= S.


k+1
<
(S;E) = 
k
<
(S;E) [ 
<
(
k
<
(S;E); E).


1
<
(S;E)
def
=
S
1
k=0

k
<
(S;E).
The following lemma shows that 
1
<
(S;E) is nite if E is nite and only
contains elementary equations.
Lemma 6.5 Let S be a nite set of clauses in OCC1N

=
and let E be a nite
set of elementary equations. 
1
<
(S;E) is nite.
We need to introduce a new notation. If d is an integer, we denote by
pc(d) the set of clauses C such that C is positive, linear and (C)  d.
The following lemma gives the general form of the clauses generated from
S by applying the rules in 
<
.
Lemma 6.6 Let S be a clause set in OCC1N

=
and let
S
0
= 
1
<
(S;
1
<
(eq(S))):

1
<
(S)  S
0
 pc((S
0
))
This entails the following:
Lemma 6.7 Let S be a set of equational clauses in OCC1N

=
. 
1
<
(R

(S)) is
nite (up to condensing).
Corollary 6.8 OCC1N

=
is decidable.
7 Model Building
For many applications, detecting satisability is not suÆcient and it is also
important to be able to construct explicitly a model of the formula, in case it
is satisable [3]. In the non equational case, OCC1N is known to be nitely
controllable (i.e. any satisable clause set in OCC1N has a nite model).
Actually [8] presents a procedure for extracting automatically a nite model
of certain clause sets S in case hyperresolution terminates on S without de-
tecting a contradiction. This is done by rst constructing a Herbrand model
represented by a nite set of linear non equational atoms (using a kind of
\splitting" of clauses, but without backtracking, in contrast to SATCHMO-
like algorithms [22]) and then by \projecting" the model on a nite domain.
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Unfortunately, this algorithm does not work for the equational, non ground
case. In this section, we provide an algorithm for building Herbrand models
of satisable sets of clauses in OCC1N

=
.
Since the interpretations we build are innite, they cannot be represented
as usual by truth tables hence a suitable representation mechanism has to be
provided. In [8], Herbrand interpretations are represented by nite sets of non
equational atoms (ARM). Such a representation is suitable for applications
because the evaluation problem (i.e. the problem of nding the truth value of
a given formula in the represented interpretation) is decidable [15]. However
the evaluation problem is known to be undecidable for equational ARM, thus
further restrictions on atomic representations are mandatory in our case. In
[9], models are represented by sets of ground equational atoms. In this paper,
we extend this technique by considering sets of elementary equational atoms.
Denition 7.1 A Elementary Equational Atomic Representation (EEAR) is
a set containing only non equational linear atoms or elementary equations.
We say that a EEAR E represents an interpretation I i for all ground atoms
A I j= A i E j= A.
If E is a EEAR, we denote by M
E
the interpretation represented by E
(M
E
is obviously unique).
The following key theorem shows that the evaluation problem is decidable
for the interpretations specied by EEARs.
Theorem 7.2 Let E be an EEAR. The problem of nding the truth value of
a rst-order formula  without equality in the interpretation M
E
is decidable.
Proof. (sketch) The idea of the proof is to show that for any atom A built on
the set of variables fx
1
; : : : ; x
n
g a regular term tuple automataA [5] can be au-
tomatically constructed from A and E in such a way that a tuple (t
1
; : : : ; t
n
) of
terms is recognized by A iM
E
j= Afx
1
! t
1
; : : : ; x
n
! t
n
g. Then the proof
follows from the closure of tree automata by union, intersection, complement,
and projection and from the decidability of the emptiness problem. 2
Now, it remains to show how to construct a EEAR from a saturated set
of clauses in OCC1N

=
. We denote by 
mb
<
the calculus 
<
enriched by the
following splitting rule.
S [ fC _Dg
S [ fCg S [ fDg
If C _D is positive.
The splitting rule transforms a set of clauses into a disjunction of clause
sets. It is correct, since any positive clause is linear: we have Var(C) \
Var(D) = ; and S[fC_Dg is satisable i one of the set S[fCg or S[fDg
is satisable. Moreover, any model of S [ fCg (resp. S [ fDg) is a model of
S [ fC _Dg.
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Obviously the splitting rule does not aect the termination behavior of
the calculus. Thus, if S is a satisable set of clauses in OCC1N

=
, then there
exists at least one set of clauses S
0
= 
mb
<

(S) such that S does not contain
2 and 
mb
<
(S
0
) = S
0
(note that since splitting is a branching rule, there may
exist several clause sets having this property).
We denote by Mod(S) the set of positive unit clauses in 
mb
<

(S). Since any
positive clause in 
mb
<
(S) is linear and all equations are elementary, Mod(S)
must be a EEAR. The following lemma states the correctness of our construc-
tion.
Lemma 7.3 Let S be a clause set in OCC1N

=
. If S is satisable thenM
Mod(S)
j=
S.
8 Conclusion
We dened a decidable extension of OCC1N to clause sets possibly contain-
ing non ground equational literals. We provided a resolution-based decision
procedure for OCC1N and a model extraction algorithm for satisable clause
sets. Beside containing equality, this class has the interesting feature that, in
contrast to similar existing classes such as PVD or BU , it may contain non
range-restricted clauses, thus non ground (possibly equational) clauses may
be generated during the proof process.
The denition of OCC1N

=
is mainly based on the depth of the occurrence
of the variables. In [19] more general termination results are considered, using
dierent kinds of complexity measures. However all the clause sets considered
in [19] are range-restricted. An interesting possibility would be to extend the
denition of OCC1N in order to deal with other kinds of complexity measures
and with non range-restricted clauses. This would result in more expressive
(hopefully decidable) classes, mixing OCC1N with the T -dominated classes in
[19].
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