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Complicated mathematical equations involving products of tensors with permutation symmetries, frequently
encountered in fields such as general relativity and quantum chemistry (e.g., equations in high-order coupled
cluster theories), require computer-based automatic derivations and manipulations. In these processes, a key
step is the collection of tensor product terms that can be found identical by utilizing permutation symmetries
of tensors or relabeling dummy indices, which is usually achieved by defining a canonical form for tensor
product expressions. However, the problem of finding a canonical form is nontrivial, and can be potentially of
exponential cost in the number of indices. In this work, we provided a general solution to this tensor canon-
icalization problem. First, we developed a complete group theoretical classification of all possibly generated
tensor products, from which an unambiguous definition of canonical form can be derived for arbitrary tensor
products. Second, to make such theoretical definition of practical use, inspired by diagrammatic methods in
perturbation theory as well as tensor network diagrams, we proposed a graphical reformulation of the canon-
icalization problem, which leads to an efficient algorithm to compute the canonical form based on the graph
representation of tensor products. The algorithm combines the classical backtrack search for permutation
groups and the concept of partitions used in graph isomorphism algorithms for more efficient pruning, which
renders the size of the search tree scale polynomially rather than exponentially in difficult cases for existing
algorithms. It allows to compute both the canonical form of a tensor product and its automorphism group.
Besides, for a tensor product with external indices, its permutation symmetry group can be determined using
the same algorithm through a homomorphism, that is, as the quotient group of the automorphism group for
the corresponding externally and internally unlabeled graph (skeleton) with respect to that for the externally
labeled and internally unlabeled graph (diagram).
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I. INTRODUCTION
In the most broad sense, tensors are multi-dimensional
arrays of numerical values. They are ubiquitous in the
fields such as general relativity and quantum chemistry.
Tensors encountered in these fields usually possess cer-
tain permutation symmetry. For instance, this happens
to the two-electron integrals and amplitudes of excited
configurations in electronic structure models1. A general
n-tuple excitation from a reference |Φ0〉 can be expressed
as |Ψn-tuple〉 =
∑
{pi},{hi} t
p1p2···pn
h1h2···hna
p1p2···pn
h1h2···hn |Φ0〉, where
tp1p2···pnh1h2···hn is a 2n-way tensor and both indices p1p2 · · · pn
and h1h2 · · ·hn are antisymmetric with respect to trans-
positions, respectively. Complicated equations involving
tensor product expressions frequently appear in sophis-
ticated theories such as the high-order coupled cluster
theory. In such cases, manual manipulations of the re-
sulted equations become difficult and automatic deriva-
tions need to be used. A key step in such automatic
derivations is the collection of tensor product terms that
are identical by using permutation symmetries of tensors
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2or relabeling dummy indices. In this paper, we examine
fundamental questions about the permutation symmetry
of tensor products, which will help to solve this issue.
Specifically, let a general tensor product be denoted by
the form
ZE , XE1I11 XE2I22 · · ·XEkIkk , (1)
where the tensor Xi represents the i-th factor, E ,
E1 ∪ E2 ∪ · · ·Ek form a disjoint partition of an external
index set E, Ii is the set of internal indices that will be
contracted, and hence Ii∩ Ij represent the set of internal
indices to be contracted between Xi and Xj or more ex-
plicitly XEiIii and X
EjIj
j in the component form. A sim-
ple example is Zabij = g¯
ab
cdt
cd
ij , which appears as one of the
contribution to the coupled cluster amplitude equations.
Here, g¯abcd is the antisymmetrized two-electron integrals
(antisymmetric in permuting a, b or c, d), tcdij is the double
excitation amplitude (antisymmetric in permuting a, b or
i, j), E = E1 ∪ E2 = {a, b, i, j}, I1 = I2 = {c, d}, and
the Einstein summation convention for repeated indices
has been used. The same term can be written in many
equivalent ways, e.g., Zabij = −g¯abdctcdij using the antisym-
metry of g¯ or Zabij = g¯
ab
dct
dc
ij , which can be viewed as via
either relabelling the dummy indices or using antisym-
metry of g¯abcd and t
cd
ij simultaneously. All these different
tensor product expressions correspond to the same final
tensor, and identifying their equivalence is a nontrivial
problem in computer-based manipulations.
In general, suppose the tensors Xi in Eq. (1) have
certain permutation symmetries, then the following ques-
tions are of fundamental importance, because they will
be faced in designing any general automatic derivation
and simplification tools based on tensor product expres-
sions.
Q1 (classification): Whether two given tensor expres-
sions of the form (1) are identical? If not, to what
extent they are different?
Q2 (enumeration): How many different tensors can be
formed from a same set of factors? For a given
member, how many of products are equivalent (nu-
merically identical) to it?
Q3 (canonical form/represenative): Among the
equivalent tensor expressions, is it possible to
select a unique representative?
Q4 (permutation symmetry): How much the permu-
tation symmetries in the factors are inherited by
the contracted result ZE? Or more mathemati-
cally, what is the permutation symmetry group of
ZE?
Obviously, without permutation symmetry in the factors,
all these questions are trivial. However, in the presence of
permutation symmetry, they can become quite involved,
since the possible algebraic forms of products in Eq. (1)
can be enormous.
We briefly mention some historical developments of
tools for tensor product expressions in the field of quan-
tum chemistry. In automating the derivation of the
high-spin open-shell coupled cluster singles and doubles
(CCSD), Janssen and Schaefer2 defined a canonical form
for a tensor product by the permuted index arrays ob-
tained via all possible index permutations of the factors
Xi. In this way, two equivalent terms become identi-
cal and can be rapidly combined. Such exhaustive pro-
cedure is complete (guaranteed to find the optimum),
but becomes impractical due to the exponential scaling
for terms of form (Tn)
p (power of n-fold excitation Tn)
with large n or p. The tensor contraction engine (TCE)
developed later by Hirata et al.3 followed the similar
idea, but in order to treat high-order tensors, in which
the above exhaustive permutations of all indices become
formidable, some kinds of sorting based on several prede-
fined rules were used. However, for some ”cyclic” tensor
contractions like tp1p2h3h4t
p5p6
h3h4
tp1p2p5p6 , the simple sorting be-
comes ambiguous as the sorting of tensors and the sort-
ing of indices are intertwined, and in this case the ex-
haustive permutations were used. Therefore, more eco-
nomic approaches need to be designed. Such approaches
should utilize the properties of the ”canonical” functions,
rather than blindly searching all possibilities. A sim-
ple example is that for the cluster amplitude Tn only,
if the canonical form for Q3 is defined by the ordering
of indices, then the problem is simply solved by a sort-
ing procedure, which can obviously be achieved with a
cost at most O(n2) instead of O(n!). The definition of
canonical form is in some sense arbitrary, because it de-
pends on some predefined criteria. However, it should at
least satisfies two conditions. First, it should be univer-
sal which means it can be applied to any kind of product
in Eq. (1). Second, in order to make such form of prac-
tical use, there should be efficient algorithms to compute
it. We noted that for Q3, there exists a widely used
algorithm for index canonicalization, usually referred as
the Butler-Portugal algorithm4–10, based on finding sin-
gle coset representatives for external (or free5 as used in
related papers) indices, and using Butler’s double coset
representative algorithm11 for internal (or dummy6) in-
dices. However, it is known to be exponential in the
worst case, although improvements for the special case
with totally symmetric/antisymmetric tensors has been
proposed very recently10.
In this work, we answered the questions Q1-Q4 using
group and graph theoretical approaches. In Sec. II, we
provide a classification of all tensor product expressions
by introducing five equivalence relations. From the clas-
sification theory, the ways for enumerating different ten-
sor product expressions, defining unambiguous canonical
form, and computing permutation symmetry group natu-
rally emerge. Thus, all the solutions for questions Q1-Q4
can be given. However, one still needs efficient algorithms
to compute the canonical form defined for Q3 and the
permutation symmetry group for ZE in Q4. To this end,
we develop a graph-based algorithm in Sec. III. Inspired
3by diagrammatic methods in permutation theory12 and
tensor network diagrams13,14, a graphical representation
of algebraic tensor product is first defined. Then, by
combining the classical backtrack search for permutation
groups15–17 and the idea of partitions from graph isomor-
phism algorithms18,19, we proposed an efficient algorithm
to compute the canonical form of a tensor product and
the automorphism group of its associated graph. The
latter can provide detailed information about the per-
mutation symmetry of the resulted tensor. Compared
with the existing algorithms, our algorithm is more ef-
ficient, and in fact, is polynomial for the worst case in
the Butler-Portugal algorithm. At a more abstract level,
while the conventional algorithm based on double set rep-
resentative is more algebraic, the present algorithm is
more graphical, which leads to a different framework for
future improvements. As we will show later, it is more
natural and fruitful to think about the canonicalization
of tensor product expressions in terms of graphs. Those
readers who are only interested in Q3 can skip Sec. II
and go directly to Sec. III for the graphical canonical-
ization algorithms, which is largely self-contained. Sec.
IV shows some results for several tensor products en-
countered in quantum chemistry and an example for the
worse case in the Butler-Portugal algorithm. The con-
clusion and outlook are presented in Sec. V. A summary
of the notations used in Sec. II and Sec. III is listed in
Table I.
II. GROUP THEORETICAL CLASSIFICATION THEORY
A. Equivalence relations, symmetries, and colorings
The basic tool we used for classification is the concept
of equivalence relation.
Definition 1 (equivalence relation). A given binary re-
lation ∼ on a set M is said to be an equivalence relation if
and only if it satisfies three requirements: (1) (reflexivity)
a ∼ a, (2) (symmetry) if a ∼ b then b ∼ a, (3) (transitiv-
ity) if a ∼ b and b ∼ c then a ∼ c. The equivalence rela-
tion partitions the set M into disjoint equivalence classes
[x], which are defined via [x] = {x′ ∈ M |x′ ∼ x}. For
two equivalence relations ∼ and ≈ defined on the same
set X, and a ≈ b implies a ∼ b for all a, b ∈ X, then ∼
is said to be a coarser relation than ≈, and ≈ is a finer
relation than ∼.
The permutation symmetry of a tensor can be char-
acterized by its associated permutation group defined in
the following way.
Definition 2 (tensor symmetry). For a r-way tensor Z,
the set of permutations satisfying the condition
gi ◦ ZP , Zgi(P ) = ZP , gi ∈ Sr, (2)
where Sr is the symmetric group of degree r, and P is a
set of abstract indices,
gi(P ) = gi(p1p2 · · · pr) = pgi(1)pgi(2) · · · pgi(r) (3)
TABLE I. List of concepts and notations.
notation explanation
Group theoretical classification theory
a ∼ b equivalence relation
[x] equivalent class
× direct product
G(Z) permutation symmetry group of a tensor Z
Sn symmetric group with degree n
G(S) symmetry group for the factor set S = (X1, · · · ,Xk)
Ω integer set Ω = {1, 2, · · · , D} associated with S
I total index set I = E1 ∪ I1 ∪ · · · ∪ Ek ∪ Ik
pi(Ω) coloring of Ω: pi(Ω) = {pi(1), · · · , pi(D)}
ΩE,I(pi) support for external or internal labels
p¯i G(S)-equivalent class {g ◦ pi(Ω) : g ∈ G(S)}
p¯i (G(S),H)-equivalent class {h ◦ p¯i : h ∈ H}
G(pi)(S) pointwise stabilizer {g ∈ G(S) : g ◦ pi(i) = pi(i), ∀i ∈ Ω}
$(pi) contraction pattern {θ(i, j) : piI(i) = piI(j), ∀i, j ∈ ΩI(pi)}
G$(pi)(S) setwise stabilizer {g ∈ G(S) : g ◦$(pi) = $(pi)}
A ≥ B subgroup relation: B is a subgroup of A
A B B normal subgroup relation
L left coset representatives {gr : r ∈ L}
p¯i =
⋃
r∈LJpirK decomposition of p¯i based on G(S) = ⋃r∈L grG$(pi)(S)JpirK equivalent class {g ◦ pir(Ω) : g ∈ G$(pir)(S)}
φ homomorphism in Theorem 2
Kerφ kernel of φ
G(ΩE(pi)) permutation symmetry group of ZEJpiEr K equivalent class {g ◦ piEr (ΩE) : g ∈ G(ΩE(pir))}JpiIrK equivalent class {g ◦ piIr(ΩI) : g ∈ Kerφ}
picanon = Cpi representative coloring (canonical form) of p¯i
Graphical canonicalization algorithms
G = (V, E) graphical representation with vertices V and edges E
V vertex set V = Ω
E edge set {(1, j) : j ∈ ΩE(pi)} ∪ {(i, j) : i, j ∈ ΩI(pi)}
C(G) canonical form of G
AutG(S)(G
E) automorphism group of externally labeled graph GE
〈g1, · · · , gk〉 a group generated by generators g1, · · · , gk.
G[i] pointwise stabilizer of the i− 1 first elements of Ω
uk,ik element in the representation g = u1,i1 · · ·uD,iDT search tree of partial images or partitions
Π partition of V
Πg image of Π under the action of permutation g
Π ↓ v individualization (Π1, · · · , {v},Πi\{v}, · · · ,Πr)
R(G,Π) refinement of a partition
forms a permutation group under the composition of per-
mutations. We refer it as the permutation symmetry
group of the tensor Z, denoted by G(Z).
The meaning of Eq. (2) is transparent. It reveals that
the elements of Z are not all independent, but related in
some way via permutation. It can be viewed as an exten-
sion of the transpositional symmetry of matrix, in which
case we can have symmetry and antisymmetric matrices
(12) ◦ Ap1p2 = Ap2p1 = ±Ap1p2 . Note that the anti-
symmetry is not covered by the definition Eq. (2). In
principle, we can exploit more symmetry in Z, e.g., by
considering the permutations whose actions only change
the phase of the tensors. Such cases can be easily incor-
porated in our framework introduced below by defining
more general permutation symmetry groups. For sim-
plicity, in the following discussions, we only consider the
symmetry defined in Eq. (2).
To answer the questions Q1-Q4, we need to define them
more precisely. Some mathematical definitions in the fol-
lowing context can be quite formal, and in such cases it
is suggested to go to Sec. II D for concrete examples.
Definition 3 (symmetry equivalent tensor product ex-
pressions). Two tensor product expressions Z1 and Z2 of
4form (1) are symmetry equivalent, if there exist a permu-
tation g of factors {Xi} and indices (E and I) such that
Z1 = g ◦ Z2 after some necessary relabeling of internal
indices. In this case, we denote them by Z1 ∼ Z2.
By this definition, the first necessary condition for
Z1 ∼ Z2 is that they must share the same set of fac-
tors, otherwise, even if neglecting the indices it is not
possible to match them by rearranging the factors. Let
us denote this factor set by S = {X1,X2, · · · ,Xk}. It
is always possible to define an order for all possible or-
derings of S. For instance, we can use a simple lexico-
graphical order, namely, for two different orderings of S,
s1 = (X1,X2, · · · ,Xk) and s′1 = (X ′1,X ′2, · · · ,X ′k), we
say s1 < s
′
1 if and only if the first Xi, which is different
from X ′i, comes before X
′
i in the alphabet. From now
on, we assume that S has been ordered by a user defined
ordering for tensor factors.
Definition 4 (factor set and the associated permutation
group). Given the factor set S = (X1,X2, · · · ,Xk) and
the permutation symmetry group of each factor G(Xi),
we can define the symmetry group of S via direct prod-
uct, viz., G(S) = G(X1) × G(X2) × · · · × G(Xk). If
some factors are the same, e.g., Xi = Xi+1 = · · · =
Xi+n−1, then the corresponding parts of direct product
Gn(Xi) , G(Xi) × G(Xi) × · · · × G(Xi) should be re-
placed by the semidirect product Gn(Xi)oSn(Xi), where
Sn(Xi), which is isomorphic to the symmetric group Sn,
represents the symmetric group for permutations of the
identical factors.
We can label each dimension of S by a consecutive inte-
ger number. The action of G(S) on S naturally induces
an action on the integer set Ω = {1, 2, · · · , D} where
D =
∑k
i=1 di with di being the dimension of the ten-
sor Xi. For simplicity, since G(S) of S and the induced
permutation group of Ω are isomorphic, we do not dis-
tinguish them and denote both groups by G(S). Now we
focus on the index structure of tensor products. The in-
dices pi(Ω) , {pi(1), pi(2), · · · , pi(D)} extracted from (1),
where the value of pi(i) belongs to the total index set
I = E1 ∪ I1 ∪ · · · ∪ Ek ∪ Ik, can be viewed as a coloring
of Ω, viz., a mapping from Ω to a color set I. Then, we
can establish the following connection.
Theorem 1 (tensor products and colorings). The clas-
sification of different tensor products (1) with the same
factor set S under the permutation symmetry group G(S)
is equivalent to the classification of different colorings pi
of Ω under the induced permutation group on Ω.
In this work, we are interested in the tensor products
(1) in which each internal index appear only twice. This
is usually the case as required by the invariance of equa-
tions under (orbital) rotations. Because the internal in-
dices in tensor products are free to be permuted (rela-
beled) without changing the final result, we have to in-
troduce a groupH to describe the invariance for permuta-
tion of colorings I. The group H is determined from the
types of internal indices (e.g., occupied or virtual orbitals
in quantum chemistry), and only the internal indices of
the same type are allowed to be permuted. For a given
number of external indices next and contracted internal
pairs nc for Eq. (1), we have nint = 2nc, D = next+nint,
and the number of colorings |I| = next + nc. It is easy
to see that the total number of different tensor product
expressions of form (1) is given by
N(next, nint) = D!/2
nc . (4)
However, as mentioned before, most of them correspond
to the same final result when considering the actions of
G(S) and H. This point is formalized by the following
equivalence relation.
Definition 5 (equivalence of colorings). Two colorings
pi1 and pi2 are equivalent if and only if there exist g ∈
G(S) and h ∈ H such that pi1g = hpi2, defined under the
composition pi1(g(i)) = h(pi2(i)) where i, g(i) ∈ Ω and
pi(i), h(pi(i)) ∈ I. For simplicity, we refer this equiva-
lence relation as (G(S),H)-equivalence.
This definition essentially characterizes the Definition
3 for tensor products (1) in a more abstract way. Un-
der this equivalence relation, the N(next, nint) different
expressions can be classified into equivalent classes, such
that different expressions within each class correspond to
the same final result. The enumeration of nonequivalent
colorings in the presence of permutation symmetries G(S)
and H is a classical combinatorial problem that is solved
by de Bruijn’s generalization20,21 of the Po´lya-Redfield
theory22,23.
Lemma 1 (de Bruijn’s enumeration formula - basis for
Q2). Suppose Y = {y1, · · · , y|I|} is a set of colors, and H
is a subgroup of the symmetric group S|I|, then the gener-
ating function for the colorings of Ω which are nonequiv-
alent with respect to the action of G(S) on Ω and the
action of H on Y can be obtained by identifying equiva-
lent color patterns in the polynomial
FG,H(y) =
1
|H|
∑
h∈H
PG(α1(h), α2(h), · · · , αD(h)) (5)
where PG(x1, x2, · · · , xD) is the cycle index of G defined
by
PG(x1, x2, · · · , xD) = 1|G|
∑
g∈G
n∏
i=1
xli (6)
with g being a product of n cycles, and the i-th cycle has
length li. The αm(h) is defined by
αm(h) =
∑
{j : hm(j)=j,1≤j≤|I|}
m−1∏
i=0
yhi(j), (7)
for 1 ≤ m ≤ D.
5This lemma can be used as the basis for answering Q2.
Suppose the first next elements of Y correspond to ex-
ternal indices, while the remaining elements correspond
to internal indices, by using Lemma 1 one can find the
number of nonequivalent tensor products from the coeffi-
cient of the monomial y1y2 · · · ynexty2next+1y2next+2 · · · y2|I|.
By setting H = {e}, Lemma 1 reduces to the Po´lya’s
theorem22 and then Eq. (5) gives the number of
nonequivalent classes under the equivalence relation pi1 =
pi2g (g ∈ G(S)) for pi1 and pi2. We refer this equivalence
relation as G(S)-equivalence. For a coloring pi, its G(S)-
equivalent class is denoted by
p¯i = {g ◦ pi(Ω) : g ∈ G(S)}, (8)
with the induced action defined by g ◦ pi(i) = pi(g(i)) for
g ∈ G(S) and i ∈ Ω, and the (G(S),H)-equivalent class
is denoted by
p¯i = {h ◦ p¯i : h ∈ H}, (9)
where we used the same notation ◦ for the action of
h. Clearly, G(S)-equivalence is finer than the (G(S),H)-
equivalence, since if pi1 and pi2 are G(S)-equivalent
meaning that they can be related by a permutation in
G(S), then they obviously belong to the same (G(S),H)-
equivalent class. [NB: Here, we draw a connection with
the double coset based approach4–9. While we will fo-
cus on the classification of colorings pi, the double coset
based approach focus the permutations on Ω. Our G(S)
corresponds to the slot-symmetry group S, H permuting
colors is isomorphic to the index-symmetry group D, and
p¯i is the counterpart of the double coset S · g ·D7,9. How-
ever, as will be shown below and in the section for canon-
icalization algorithm, in our case essentially the group H
does not need to be used explicitly.]
B. Classification of symmetry equivalent tensor product
expressions via a group chain
All the symmetry equivalent tensor product expres-
sions, whose corresponding colorings belong to the same
(G(S),H)-equivalent class, correspond to the same final
tensor. For the purpose of eventually defining an unam-
bitious canonical form (Q3), we need to further distin-
guish them. To this end, we do not need to consider p¯i,
but just to focus on the classification of the finer class p¯i
(vide post). The number of colorings in p¯i is given by
|p¯i| = |G(S)|/|G(pi)(S)|, (10)
where the group G(pi)(S) is the pointwise stabilizer of the
coloring pi in G(S), viz.,
G(pi)(S) = {g ∈ G(S) : g ◦ pi(i) = pi(i),∀i ∈ Ω}. (11)
To further classify the |p¯i| different colorings, we intro-
duce the notation of the color/contraction patterns for
internal indices as explained below: For a given pi, we can
rewrite it as pi = piE ∪ piI , which distinguishes the parts
corresponding to external and internal indices. Conse-
quently, Ω for given pi can be partitioned into a disjoint
union of ΩE(pi) and ΩI(pi), which are supports of pi
E
and piI , respectively. Then, we can construct a set of
unordered pairs by
$(pi) = {θ(i, j) : piI(i) = piI(j),∀i, j ∈ ΩI(pi)}, (12)
where the head θ is used to distinguish different types
of internal indices. If all the types of internal indices
are the same, the θ(i, j) = {i, j} can just be a set. In
terms of tensor products, we can call $(pi) as the con-
traction pattern of pi. We say pi1, pi2 ∈ p¯i are equivalent,
if $(pi1) = $(pi2). It is easy to verify that this is indeed
an equivalence relation on p¯i, with the induced action of
g on $(pi) can be defined as g ◦ θ(i, j) = θ(g(i), g(j)). It
deserves to be emphasized again that θ(g(i), g(j)) is an
unordered pair.
Given $(pi), its setwise stabilizer is denoted by
G$(pi)(S) = {g ∈ G(S) : g ◦$(pi) = $(pi)}. (13)
Then, it is important to realize the group chain relation
G(S) ≥ GΩI(pi)(S) = GΩE(pi)(S) ≥ G$(pi)(S) B
(G$(pi)(S) ∩ G(ΩE(pi))(S)) B G(pi)(S), (14)
where ≥ and B represent subgroup relation and normal
subgroup relation, respectively. The subgroups GΩI(pi)(S)
and GΩE(pi)(S) represent the setwise stabilizers of ΩI(pi)
and ΩE(pi), respectively. They are simply the same, be-
cause ∀g ∈ G(S), g(i) ∈ ΩI(pi),∀i ∈ ΩI(pi) is equiv-
alent to say g(i) ∈ ΩE(pi),∀i ∈ ΩE(pi). Eq. (14)
shows that G$(pi)(S) is a subgroup of GΩI(pi)(S). The
group G$(pi)(S) ∩ G(ΩE(pi))(S) is the pointwise stabilizer
of ΩE(pi) (or equivalently pi
E via the induced action
g ◦ piE(i) = piE(g(i))) in G$(pi)(S). Finally, the group
G(pi)(S) is a normal subgroup of G$(pi)(S) ∩ G(ΩE(pi))(S).
The importance of Eq. (14) is that it allows to further
classify the colorings in p¯i according to the group chain
using coset decomposition.
The first level decomposition G(S) ≥ GΩI(pi)(S) =
GΩE(pi)(S) classifies p¯i into |G(S)|/|GΩE(pi)(S)| classes,
such that different classes have the different ΩE(pi).
The next level decomposition GΩI(pi)(S) = GΩE(pi)(S) ≥
G$(pi)(S) classifies the colorings with the same ΩE(pi)
6according to their contraction pattern. In total, the
nonequivalent classes with respect to the mapping $ can
be obtained from the left coset decomposition
G(S) =
⋃
r∈L
grG$(pi)(S), (15)
where L is an index set and the set of left coset repre-
sentatives gr is denoted by L = {gr : r ∈ L}. Eq. (15)
induces a partition of p¯i into disjoint classes with the same
cardinality,
p¯i =
⋃
r∈L
JpirK, pir = gr ◦ pi,
JpirK = {g ◦ pir(Ω) : g ∈ G$(pir)(S)}, (16)
where the class JpiK, i.e., the orbit of pi under G$(pi)(S),
is the equivalent class of pi under the equivalence relation
$(pi1) = $(pi2). Note that G$(pir)(S) = grG$(pi)(S)g−1r ,
because for g ∈ G$(pi)(S), we have grgg−1r ◦ $(pir) =
grgg
−1
r gr ◦$(pi) = gr ◦$(pi) = $(pir). According to Eq.
(15), the number of nonequivalent classes JpirK is
|L| = |G(S)|/|G$(pi)(S)|. (17)
The cardinality of the class JpirK is given by
|JpirK| = |G$(pi)(S)|/|G(pi)(S)|, ∀r ∈ L, (18)
which is the order of the quotient group
G$(pi)(S)/G(pi)(S) = {gG(pi)(S) : g ∈ G$(pi)(S)}. (19)
Note the relation |p¯i| = |L| · |JpirK| is indeed fulfilled by
Eqs. (10), (17), and (18).
Next, since G$(pi)(S) is a subgroup of GΩE(pi)(S), its
action leaves ΩE(pi) invariant, and simply induces per-
mutations on ΩE(pi). Let us look into this induced action
in details.
Theorem 2 (permutation symmetry group of ZE - an-
swer for Q4). The mapping from G$(pi)(S) to a permuta-
tion group on ΩE(pi) denoted by G(ΩE(pi)) defined via
φ : G$(pi)(S) −→ G(ΩE(pi))
g 7−→ φg : φg(i) , g(i),∀i ∈ ΩE(pi), (20)
is a group homomorphism. The kernel of the map-
ping Kerφ = {g ∈ G$(pi)(S) : φg = e} = G$(pi) ∩
G(ΩE(pi))(S) is the pointwise stabilizer of ΩE(pi) in
G$(pi)(S). The group G(ΩE(pi)), isomorphic to the quo-
tient group G$(pi)(S)/Kerφ, gives the permutation sym-
metry group of ZE.
The proof is straightforward. By noting ∀i ∈ ΩE(pi),
φg1g2(i) = g1g2(i) = g1(g2(i)) = φg1φg2(i), thus φg1g2 =
φg1φg2 . Besides, φe = e and φ
−1
g = φg−1 . Therefore,
the so-constructed G(ΩE(pi)) indeed form a permutation
group acting on ΩE(pi), and φ is a group homomorphism.
According to the first isomorphism theorem of groups,
Kerφ is a normal subgroup of G$(pi)(S), and G(ΩE(pi)) is
isomorphic to the quotient group G$(pi)(S)/Kerφ. Note
that the group Kerφ can be considered as effectively act-
ing on ΩI only.
For other contraction patterns $(pir) in Eq. (16),
Eq. (20) leads to G(ΩE(pir)) , φ(G$(pir)(S)) =
grG(ΩE(pi))g−1r . In particular, if gr ∈ GΩE(pi)(S) then
G(ΩE(pir)) = G(ΩE(pi)). In sum, different G(ΩE(pir)) are
isomorphic and if we relabel ΩE(pir) by the same set of
colors, i.e., the same set of external indices, then these
groups will induce exactly the same group on the col-
ors (external indices). This is in fact the permutation
symmetry group ZE required in Q4.
With this theorem, we can further partition JpirK in Eq.
(16) as a direct product
JpirK = JpiEr K× JpiIr K, (21)JpiEr K = {g ◦ piEr (ΩE) : g ∈ G(ΩE(pir))}, (22)JpiIr K = {g ◦ piIr (ΩI) : g ∈ Kerφ}. (23)
The meaning of decomposition is quite clear. Namely,
the external part JpiEr K is composed of the images of piEr
under the action of G(ΩE(pir), while the internal partJpiIr K is composed of the images of piI under the action of
Kerφ. Thus, the cardinality of JpiEr K is given by
|JpiEr K| = |G(ΩE(pir))|, (24)
since the colors in piEr are all different, while the cardi-
nality of JpiIr K is given by
|JpiIr K| = |Kerφ|/|G(pi)(S)|, (25)
which is the order of the quotient group Kerφ/G(pi)(S).
Note that |JpiEr K|·|JpiIr K| = |JpirK| indeed recovers Eq. (18).
In summary, for |p¯i| (10), due to the group chain (14),
now we can have
|p¯i| = |L| · |JpiEr K| · |JpiIr K|. (26)
Finally, we mention that while H is not considered in
this subsection, the number of p¯i classes that are equiv-
alent with respect to H can be found as |p¯i|/|p¯i| =
|H|/|Kerφ/G(pi)(S)|. By changing the colors for internals
(or equivalently, relabeling the internal indices), these
classes can be related, and they corresponds to the same
final tensor. For the later convenience, we introduce the
following notation
JpiIr K = {h ◦ piIr (ΩI) : h ∈ H}. (27)
for the enlarged class of JpiIr K obtained by all possible
relabelings of the internal indices.
C. Classification theory and canonical form
Now we are able to answer Q1 for classification of ten-
sor product expressions by the following theorem.
Theorem 3 (classification theory of tensor product ex-
pressions - answer for Q1). All tensor product expressions
can be systematically classified based on the hierarchy:
7(E1) the equivalence relation with respect to the factor
set S,
(E2) the equivalence relation with respect to both G(S)
and H for colorings pi,
(E3) the equivalence relation with respect to G(S) only,
(E4) the equivalence relation with respect to G$(pi)(S) for
the contraction pattern,
(E5) the equivalence relation with respect to G(ΩE) for
piE and Kerφ for piI .
The countings of nonequivalent classes for (E2) can be
performed based on de Bruijn’s enumeration formula
(Lemma 1), for (E3) based on Polya’s theorem (Lemma
1 with H = 〈e〉), for (E4) with Eq. (15) for |L|, for (E5)
with Eqs. (24) and (25) for |JpiEr K| and |JpiIr K, respectively.
This theorem gives a way to check whether two tensor
products 1 are identical theoretically. This means that by
going through each step, one can see at which level two
tensor products are different. However, given two expres-
sions, while (E1) is very easy to check, checking all other
fours directly may encounter exponential complexity in
the number of indices for large G(S) and H.
One way to simplify the comparison is based on defin-
ing a canonical form (or representative). Then, before
comparing two expressions, they can be first transformed
into their respective canonical forms, and then if two
canonical forms are different expressions, the original
terms are different. Based on the procedure in the above
theorem, we can provide a unambiguous definition of
canonical form for tensor product expressions, which can
uniquely select a representative for pi from its (G(S),H)-
equivalent class p¯i. This basically follows the group chain
(14) and defines one representative for each step.
Theorem 4 (canonical form/representative - answer for
Q3). Within a (G(S),H)-equivalent class p¯i, we assume
a priority of external indices over internal indices, then
the following four conditions uniquely define a coloring
picanon = Cpi that constitutes a representative (canonical
form) of p¯i, in the sense (1) picanon is (G(S),H)-equivalent
to pi, (2) ∀g ∈ G(S), h ∈ H, Chpi(gΩ) = Cpi(Ω).
(C1) The support ΩE(picanon) is minimal in lexicograph-
ical order among {ΩE(pir) : r ∈ L}, which is equiv-
alent to ΩI(picanon) is maximal in lexicographical
order among {ΩI(pir) : r ∈ L}. This step will
pick several JpirK classes having the same minimal
ΩE(picanon).
(C2) The contraction pattern $(piIcanon) is minimal in
lexicographical order among the colorings satisfying
(C1), which will uniquely pick one JpirK class.
(C3) piEcanon is minimal in lexicographical order among all
external colors in JpiEr K derived from the decompo-
sition JpirK (21), which will fix the external indices.
(C4) piIcanon is minimal in lexicographical order among all
internal colors in JpiIr K, which will fix the internal
indices.
It is important to note that in the relabelling step
(C4) for internal indices, rather than finding the mini-
mal piIcanon in JpiIr K, the search has been extended to JpiIr K,
in order to take into account H such that the final canon-
ical form picanon is for the whole class p¯i rather than only
for p¯i. There are two special cases of this theorem.
(S1) If there is no external index, then only (C2) and
(C4) apply, because ΩI(pi) = Ω, ΩE(pi) = ∅ for any
pi.
(S2) If there is no internal index at all, then only (C3)
applies, in which case$(pi) = ∅, G$(pi)(S) = G(S) =
G(ΩE(pi)), and Kerφ = 〈e〉, because ΩE(pi) = Ω,
ΩI(pi) = ∅ for any pi.
While Theorem 4 provides a well-defined represen-
tative, in practice we still need an efficient algorithm
to compute it. Besides, we should emphasize that the
canonical form defined by Theorem 4 is not the only
way to define canonical forms. As long as the way to
pick representatives in each step is well-defined, a unique
canonical form can be defined. In conjunction with the
freedom in defining ordering for factors in S mentioned
before Definition 4, these freedoms in defining canoni-
cal forms may be utilized to design efficient algorithms.
We leave the study of alternative definitions of canonical
forms in future. Before we step into the algorithm for the
calculation of representatives in Sec. III, it is better to
illustrate the above abstract results with some concrete
examples.
D. Examples
To better illustrate the concepts introduced in the pre-
vious section, we will consider simple tensor products
formed by two g tensors, where the two electron integral
tensor gpq,rs = [pq|rs] in the Mulliken notation1 satisfies
the symmetry relation
gpq,rs = gqp,rs = gpq,sr = grs,pq, (28)
that is G(g) = 〈(12), (34), (13)(24)〉 with only the
generators for G(g) listed in a cycle notation ex-
plicitly. The symmetry group for the factor set
S = (g, g) is G(S) = (G(g) × G(g)) o S2(g) =
〈(12), (34), (13)(24), (56), (78), (57)(68), (15)(26)(37)(48)〉,
whose order is 8 × 8 × 2 = 128. For the coloring type
denoted by (nexte, ninti) (next external indices and
nint internal indices), we have next + nint = D = 8
and nc = nint/2. For simplicity, we will assume that
all the internal indices are of the same type such that
H = Snc (the symmetric group of degree nc), and also
the external indices are of the same type. Then the
number of (G(S),H)-equivalent classes Ngh and the
8!315, 315, 40320"
!180, 180, 20160"!57, 105, 10080"
!14, 63, 5040"!8, 42, 2520"
#8e,0i$#6e,2i$#4e,4i$#2e,6i$#0e,8i$
FIG. 1. Classification of different tensor expressions
sharing the same factor set S = (g, g) with G(g) =
〈(12), (34), (13)(24)〉. The pair (nexte, ninti) represents the
coloring type with next external indices and nint inter-
nal indices, The triple {Ngh, Ng, N(next, nint)} is a col-
lection of three numbers: Ngh the number of (G(S),H)-
equivalent classes, Ng the number of G(S)-equivalent classes,
and N(next, nint) the total number of different expressions.
number of G(S)-equivalent classes Ng can be calculated
from Lemma 1. The results together with the number
of different expressions N(next, nint) = D!/2
nc (D = 8
in this example) for each coloring type are summarized
in Figure 1. There are in total
∑4
nc=0
8!/2nc = 78120
different tensor expressions sharing the same factor set.
We examine two special types first, either without
internal indices or without external indices. For the
(8e, 0i) type, there are 8! = 40320 different expres-
sions, e.g., ge1e2,e3e4ge5e6,e7e8 , ge1e2,e3e4ge5e6,e8e7 , and
ge3e2,e1e4ge5e6,e8e7 . It is easy to see that they can be
classified into Ngh = Ng = 8!/128 = 315 classes, since
within each class different expressions are simply re-
lated by permutations in G(S). For the (0e, 8i) type,
there are 8!/24 = 2520 different expressions such as
gi1i2,i3i4gi1i2,i3i4 and gi4i2,i3i1gi1i2,i3i4 . By using permu-
tations in G(S), they can be classified into 42 G(S)-
equivalent classes. These G(S)-equivalent classes can fur-
ther be classified into 8 different groups of (G(S),H)-
equivalent classes. The representatives determined by
the condition (C2) for the contraction patterns $(pi) of
these 8 classes are presented in Figure 2.
Next we consider an expression gi1i2,i3i3gi1i2,e1e2 ,
which corresponds to the coloring pi =
{i1, i2, i3, i3, i1, i2, e1, e2} to be canonicalized. Fol-
lowing the lines of Sec. II A we will investigate the
corresponding quantities p¯i, p¯i, JpiK, JpiEK, JpiIK, and
the most important one picanon. First, according to the
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FIG. 2. The representatives of 8 different groups of contrac-
tion patterns $(pi) determined by the condition (C2).
definitions, we have
piE = {e1, e2}, (29)
ΩE(pi) = {7, 8}, (30)
piI = {i1, i2, i3, i3, i1, i2}, (31)
ΩI(pi) = {1, 2, 3, 4, 5, 6}, (32)
$(pi) = {θ(1, 5), θ(2, 6), θ(3, 4)}. (33)
and then the groups in Eq. (14) are calculated as
GΩI(pi)(S) = 〈(12), (34), (56), (78), (13)(24)〉
= GΩE(pi)(S), (34)
G$(pi)(S) = 〈(34), (12)(56), (78)〉, (35)
G(pi)(S) = 〈(34)〉, (36)
with
|GΩI(pi)(S)| = 32, |G$(pi)(S)| = 8, |G(pi)(S)| = 2. (37)
Then, the number of expressions |p¯i| (10), the number of
different contraction patterns |L| (17), and the number
of colorings in any class JpirK (18) are found as
|p¯i| = |G(S)|/|G(pi)(S) = 128/2 = 64,
|L| = |G(S)|/|G$(pi)(S)| = 128/8 = 16,
|JpirK| = |G$(pi)(S)|/|G(pi)(S)| = 8/2 = 4. (38)
The 16 contraction patterns $(pir) are illustrated picto-
rially in Figure 3, where the patterns in each row share
the same ΩI(pir). The 16 classes JpirK can be divided into
|G(S)|/|GΩI(pi)(S)| = 128/32 = 4 groups based on their
supports ΩI(pir) (or equivalently ΩE(pir)), which corre-
spond to 4 rows in Figure 3.
The initial coloring pi with $(pi) given in Eq. (33) be-
longs to the 15-th class. In the selection of representatives
for p¯i, the condition (C1) for minimal ΩE(pi) implies the
contraction patterns in the first row of Figure 3 should
be selected, while the condition (C2) for minimal $(pi)
implies the first class is the choice, because it is lexico-
graphically smaller than the other three class in the first
row. The permutation gr (16) from the 15-th $(pi) to the
first contraction pattern $(pir) = {θ(3, 5), θ(4, 6), θ(7, 8)}
can be found as
gr =
(
1 2 3 4 5 6 7 8
5 6 7 8 3 4 1 2
)
, (39)
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FIG. 3. The 16 different contraction patterns $(pir). The
initial coloring pi with $(pi) given in Eq. (33) belongs to the
15-th class. In canonicalization, the condition (C1) for min-
imal ΩE(pi) and the condition (C2) for minimal $(pi) select
the first pattern as the representative. The mapping gr (16)
from the 15-th to the first is given in Eq. (39).
in a two-line (image) notation for permutations. For
canonicalizing piE and piI , according to Theorem 2, we
have
Kerφ = 〈(34), (12)(56)〉, G(ΩE(pi)) = 〈(78)〉, (40)
such that
JpiEK = {{e1, e2}, {e2, e1}},JpiIK = {{i1, i2, i3, i3, i1, i2}, {i2, i1, i3, i3, i2, i1}}.(41)
The condition (C3) selects piEcanon = {e1, e2} from JpiEr K.
Using gr (39) and JpiIK, the enlarged class JpiIr K can be
found as
JpiIr K = {{i1, i2, i1, i2, i3, i3}, {i2, i1, i2, i1, i3, i3},
{i1, i3, i1, i3, i2, i2}, {i3, i1, i3, i1, i2, i2},
{i2, i3, i2, i3, i1, i1}, {i3, i2, i3, i2, i1, i1}}.(42)
It can be verified that |JpiIr K|/|JpiIK| =
|H|/|Kerφ/G(pi)(S)| = 3!/(4/2) = 3 gives the num-
ber of p¯i classes that are nonequivalent with respect to
G(S) but equivalent with respect to H. From JpiIr K, the
condition (C4) suggests piIcanon = {i1, i2, i1, i2, i3, i3},
which can also be simply found by a relabeling of
$(pir) = {θ(3, 4), θ(5, 6), θ(7, 8)}. Thus, we have
picanon = {e1, e2, i1, i2, i1, i2, i3, i3} and hence the cor-
responding canonical form for the input expression
gi1i2,i3i3gi1i2,e1e2 is ge1e2,i1i2gi1i2,i3i3 .
Finally, it deserves to be emphasized that generally
G(ΩE(pi)) is not a subgroup of G(S). The following ex-
ample illustrates this fact. For Ze1e2 , te1e2,i1i2hi1i2 with
G(t) = 〈(12)(34)〉 and G(h) = 〈(12)〉, we have S = (t,h),
G(S) = 〈(12)(34), (56)〉, pi = {e1, e2, i1, i2, i1, i2}, $(pi) =
{θ(3, 5), θ(4, 6)}. Then GΩI(pi)(S) = GΩE(pi)(S) = G(S)
and G$(pi)(S) = 〈(12)(34)(56)〉 such that G(ΩE(pi)) =
〈(12)〉 and Kerφ = 〈e〉. Obviously, th permutation
(12) /∈ G(S), i.e., G(ΩE(pi)) is not a subgroup of G(S).
Only through the homomorphism φ (20), we can get the
permutation symmetry group of ZE .
III. GRAPHICAL CANONICALIZATION ALGORITHMS
A. Traditional backtrack algorithm
As one can see from the above examples, to compute
the canonical forms of tensor products (1), it is essential
to be able to calculate the group chain such as G$(pi)(S),
which can determine all possible contraction patterns via
the left coset decomposition (15). The structure of $(pi)
reveals it as a special combinatorial object. For this kind
of problems, the backtrack searching15,16 appears to be
the only possible approach, which potentially involves
searching through all of group elements of a permuta-
tion group, and hence the computational complexity is
at least O(|G(S)|) in the worst case. To make it work
in practice, in designing such algorithms it is crucial to
find methods to skip as many group elements as possi-
ble during the search. This is often referred as pruning
the search tree. The backtrack algorithms have also been
used in problems including centralizers and normalizers
of elements and subgroups, stabilizers of subsets of Ω,
and intersections of subgroups. For more applications,
we refer the readers to Refs.16,17.
Before introducing our algorithm for general cases, we
first show that in the special case (S2) with no internal
indices, the canonical form can be efficiently in polyno-
mial scaling by a simple modification of the traditional
backtrack. Given Ω = {1, 2, · · · , D} and G = G(S), de-
noting the pointwise stabilizer of the i− 1 first elements
of Ω (represented by Ωi−1) by G[i] , G(Ωi−1), we have a
stabilizer chain, viz.,
G = G[1] ≥ G[2] ≥ · · · ≥ G[D] ≥ G[D+1] = 〈e〉. (43)
Let U (k) be a left transversal (a set of left coset repre-
sentatives) for G[k+1] in G[k]. Then every element g ∈ G
can be uniquely decomposed into
g = u1,i1u2,i2 · · ·uD,iD , uk,ik ∈ U (k), (44)
and |G| = ∏Dk=1 |U (k)|. This is referred as the Schreier-
Sims representation15 of G. Based on Eq. (44), a
backtracking procedure (depth-first transversal) can be
used to run through the elements of G, which results
in an organization of the elements of G as a search
tree T , see Figure 4 for an example. More specifi-
cally, the root at level 0 labeled by empty represents
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G = G[1], The nodes at level k = 1 represent the coset
u1,i1G[2] (i1 = 1, · · · , |U (1)|) labeled by (γi1), where
γi1 = u1,i1(1) is the image of 1 under the action of
the permutation u1,i1 . In general, every node at level
k > 0 is labeled with a sequence (γi1 , · · · , γik) ⊆ Ω
referred as partial images, which represents the coset
u1,i1 · · ·uk,ikG[k+1]. The node (γi1 , · · · , γik) has |U (k+1)|
children (γi1 , · · · , γik , γik+1) for each γik+1 ∈ (∆(k+1))g,
where (∆(k+1))g denotes the image of the set ∆(k+1) un-
der the action of g, ∆(k+1) is the orbit of k + 1 under
the action of G[k+1], and g is an arbitrary permutation
fulfilling g(1, · · · , k) = (γi1 , · · · , γik). Therefore, at the
level D, the leaves correspond to all the elements of G.
Each path from the root to a leaf represents a sequence
of group elements u1,i1 , (u1,i1u2,i2), (u1,i1u2,i2u3,i3), . . . ,
(u1,i1u2,i2 · · ·uD,iD ), and from one element to the next
element, one more image of point in Ω is fixed.
Now suppose the coloring pi(Ω) =
{pi(1), pi(2), · · · , pi(D)} with all pi(i) are different,
then G(pi)(Ω) = 〈e〉 and G(Ω(pi)) = G(S). Especially,
the elements in JpiK = {g ◦ pi(Ω) : g ∈ G(S)} have a
one-to-one correspondence with the group elements
g ∈ G(S). Then, the lexicographical order of col-
ors pi(i) leads to a natural ordering of the partial
images like (γi1 , · · · , γik) at the same level k. That
is, we say γk = (γi1 , · · · , γik) < γ′k = (γi′1 , · · · , γi′k)
if pi(γk) < pi(γ
′
k). In particular, there is only one
minimum pi that satisfies (C3), i.e., only one minimum
(γi1 , · · · , γiD ) at the level D of the search tree T . Most
importantly, there is also a unique minimum at each
level k of T , which is simply obtained from the first k
elements of the minimum at level k + 1. Therefore, we
can prune the search tree by only retaining the minimal
partial image at each level. This suggests a modification
of the traditional backtrack search, which is a uniform
depth-first search, into a guided depth-first search. The
order of the nodes to be visited in the next level is
obtained by first taking a local breadth-first search from
the current node, and then comparing the partial im-
ages. This is illustrated in Figure 4 for a simple example
ge4e1,e3e2 with G(g) = 〈(12), (34), (13)(24)〉. The final re-
sult is given by picanon = pi({2, 1, 4, 3}) = {e1, e4, e2, e3},
i.e., C(ge4e1,e3e2) = ge1e4,e2e3 . Note that a large part of
the search tree has been pruned, see the gray nodes in
Figure 4.
In fact, for G(S) = SD, the symmetric group of degree
D, this procedure is similar to the selection sort for pi,
which has O(D2) computational complexity instead of
factorial O(|G(S)|) = O(D!). In general, since at the
level k the number of point images that have been fixed
are k, and the number of children for a node at level k
will not exceed D− k, we can conclude that the number
of nodes that will be visited by this algorithm for the
external indices only case is at most O(D2).
! "
!1" !2" !3" !4"
!12" !21" !34" !43"
!123" !124" !213" !214" !341" !342" !431" !432"
!1234" !1243" !2134" !2143" !3412" !3421" !4312" !4321"
FIG. 4. Search tree of the modified traditional back-
track in finding representative for ge4e1,e3e2 with G(g) =
〈(12), (34), (13)(24)〉. The red parts represent the visited
nodes and the actual search path, while all the gray parts
are pruned. The final result is C(ge4e1,e3e2) = ge1e4,e2e3 .
B. Graphical representation of tensor products
Unlike for the special case (S2), in which there is al-
ways a unique minimum at each level, in the presence of
internal indices, several nodes at the same level may need
to be explored, when Kerφ 6= 〈e〉. Moreover, in this case
it is not natural to define an ordering for partial images,
which is of significant importance in pruning the search
tree. This creates difficulties in using the traditional back
track algorithm for efficiently finding the canonical form.
The pair structure of elements in $(pi) suggests that
it is better to be viewed as a list of edges in a graph.
Moreover, if there are external indices in pi, then we can
enlarge Ω to contain D + 1 natural numbers. The first
element 1 is chosen to correspond to an auxiliary ver-
tex, while the rest D elements correspond to those in the
original Ω. [NB: This setting will ensure that a repre-
sentative consistent with the conditions in Theorem 4,
in particular, the condition (C1), will be found.] Conse-
quently, we can augment $(pi) with θ(1, i) for i ∈ ΩE(pi),
then the problem of finding the canonical form satisfying
(C1)-(C4) can be solved in a single framework. This will
be similar to the canonicalization of graphs18,19, but with
some important differences that will be mentioned later.
Before introducing the algorithm, we formalize the cor-
respondence between tensor products and graphs more
explicitly.
Definition 6 (graphical representation of tensor prod-
ucts). An undirected graph is an ordered pair G = (V, E),
where V is a finite set of vertices or nodes, and E is
a set of unordered pairs of vertices called edges. For
a tensor product of form (1), suppose its correspon-
dent coloring is pi, we associate pi with a graph G re-
sulting a colored/labeled graph composed of V = Ω and
E = {(1, j) : j ∈ ΩE(pi)} ∪ {(i, j) : i, j ∈ ΩI(pi)} for gen-
eral cases. The graph in special cases (S1) and (S2) can
be obtained similarly.
In Figure 5, we show some examples for the introduced
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FIG. 5. Graphical representation of tensor expressions (a)-
(d). The red parts form the graphs G = (V, E), while the
gray parts are not part of G and just displayed to reveal the
origin of vertices V from the tensors. The labels for E are
shown explicitly. In the case of internal indices, only their
types are shown as the labels. The diagrams in perturbation
theory (e) and tensor network states (f) are also depicted in
comparison with the same terms (c) and (d), respectively.
graphical representation of tensor products. These in-
clude (a) a triple excitation operator T abcijk , (b) a fully
contracted term T abcdijkl T
cadb
lkij , (c) the example studied in
Sec. II D, gi1i2,i3i3gi1i2,e1e2 , and (d) a 5-site matrix prod-
uct state (MPS) as a special case of tensor network
states13,14. This graphical representation is inspired by
diagrammatic methods in permutation theory12 and ten-
sor network diagrams13,14, for comparison, see the con-
ventional Hugenholtz diagram (e) and MPS diagram (f)
representing the same quantities as (c) and (d), respec-
tively. It is clear that these graphs (a)-(d) have extremely
simple structures, namely except for the auxiliary vertex
whose degree can be larger than one, the degree of other
vertices is just one. In addition, there are many discon-
nected components, if the number of internal indices is
large, see Figure 5(b). We can label the vertex set V in
accord with the factor set S, while there are some free-
doms to label the edge set E . The labels for E can be
chosen as the information that fully specifies the index
pair (i, j). In this work, we label the pair by a pattern
’type[index]’, where the ’type’ specifies the type of i or
equivalently j (e.g., ’occ’ for occupied orbitals and ’vir’
for virtual orbitals used in Figure 5) and ’index’ can be
the specific index (e.g., ’e1’ and ’i1’) appeared in the
expressions or general unspecific indices (e.g., ’i’ for oc-
cupied and ’a’ for virtual). In this convention, we have
the label θ(i, j) = {(i, j), type[index]} for an edge (i, j).
[NB: This choice will prioritize (i, j) over type[index] in
the comparison of two edge sets.] Depending on whether
the ’index’ takes the value of specific or general index,
we call the corresponding graph labeled or unlabeled, re-
spectively.
Definition 7 (labeled and unlabeled graphs). For a
given tensor product (1), or equivalently, a factor set S
and a coloring pi, we have the following four kinds of
graphs:
(K1) The externally labeled, internally labeled graphs
GEI(pi) with labeled edge set EEI(pi), which have a
one-to-one correspondence with the tensor product
expressions.
(K2) The externally labeled, internally unlabeled graphs
GE(pi) with labeled edge set EE(pi), which will be
termed as diagrams, see Figure 5(c).
(K3) The externally unlabeled, internally labeled graphs
GI(pi) with labeled edge set EI(pi).
(K4) The externally unlabeled, internally unlabeled
graphs G(pi) with unlabeled edge set E(pi), which will
be termed as skeletons.
In accord with these labeling schemes, we define the
corresponding label-preserved graph isomorphism as fol-
lows
Definition 8 (label-preserved graph isomorphism). Two
labeled graphs G1 = (V1, E1) and G2 = (V2, E2) are iden-
tical, i.e., G1 = G2, if V1 = V2 and E1 = E2 in the
sense that θ(u, v) ∈ E1 if and only if θ(u, v) ∈ E2. Two
graphs G1 = (V1, E1) and G2 = (V2, E2) are isomor-
phic under G(S), i.e., G1 ∼= G2, if ∃g ∈ G(S) such
that θ(g(x), g(y)) ∈ E2 if and only if θ(x, y) ∈ E1, i.e.,
g ◦ E1 = E2.
Consequently, the automorphism of the labeled graph
is defined as
Definition 9 (automorphism of graph). If g ∈ G(S),
such that g ◦G , (V, g ◦E) = G, i.e., g ◦E = E, then g is
an isomorphism from a graph G to itself, which is called
an automorphism. The set of all automorphisms of G in
G(S) forms the automorphism group AutG(S)(G) of the
labeled graph. We use the subscript to emphasize that the
automorphism group is calculated from G(S). The action
of AutG(S)(G) on V partitions V into orbits, and induces
an equivalence relation on V: two vertices u and v are
equivalent if and only if they are in the same orbit, i.e.,
there exists an automorphism g ∈ AutG(S)(G) such that
the image of u under g is v, i.e., ug = v.
The canonical form of graph is defined as
Definition 10 (canonical form of graph). The canoni-
calization is a mapping such that for all g ∈ G(S) and
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graph G, (1) C(G) ∼= G and (2) C(Gg) = C(G). By
the property (2), which is called ”label-invariance”, the
image C(G), called a canonical form, is a unique repre-
sentative of its isomorphic class {g ◦G : g ∈ G(S)}. The
importance of canonical form is that G ∼= G′ if and only
if C(G) = C(G′).
For our purpose, the natural definition is that the
canonical graph has the smallest sorted labeled edge set
E(pi), where the sorting can be simply based on the lex-
icographical order of θ(i, j). Clearly, such definition is
the counterpart of that defined in Theorem 4. From these
definitions, we can have the following important theorem.
Theorem 5. The connections between tensor product
canonicalization and graph canonicalization defined by
Definitions 8-10 are as follows:
1. Two tensor products are symmetry equivalent (or
two colorings (S1, pi1) and (S2, pi2) are (G(S),H)-
equivalent), if and only if for diagrams GE(pi1) ∼=
GE(pi2).
2. The computation of a representative for pi defined
in Theorem 4 is equivalent to the computation of
canonical form for GE(pi) and relabelling internal
indices for GE(pi) afterwards.
3. In particular, we have G$(pi)(S) = AutG(S)(G(pi))
for the skeleton G(pi) and Kerφ = AutG(S)(GE(pi))
for the diagram GE(pi), which follows from the fact
that Kerφ is the pointwise stabilizer of ΩE(pi) in
G$(pi)(S).
The importance of this theorem is that to compute the
representative of tensor products, we can simply com-
pute the canonical form of the corresponding externally
labeled graph GE(pi) and then perform a relabeling of the
internal indices. If the permutation symmetry group is
also required, we can calculate it from the quotient group
G$(pi)(S)/Kerφ = AutG(S)(G(pi))/AutG(S)(GE(pi)) via
the homomorphism φ (20), where both AutG(S)(G(pi))
and AutG(S)(GE(pi)) can be computed from the same al-
gorithm (vide post) by inputting G(pi) and GE(pi), re-
spectively.
In sum, we have reformulated the tensor canonical-
ization problem into a graph canonicalization problem.
However, we should emphasize that the graph isomor-
phism defined in Definition 8 is different from the stan-
dard graph isomorphism problem, in which an arbitrary
permutation of the vertices is allowed, viz., G(S) = SD.
This is a fundamental difference. Because in view of the
simplicity of graphs in Figure 5, the isomorphism of two
graphs sharing the same kind of factor set can be simply
checked by the number of internal and external indices.
However, the problem with a restricted set of permuta-
tions given by G(S) is obviously more difficult. How-
ever, this graphical reformulation does have advantages
over the formulation by double coset representatives4–10.
Because the latter is known to be exponential24, while
it may be possible to develop polynomial scaling algo-
rithm for the introduced graphs. In fact, for graphs with
bounded degree, the standard graph isomorphism prob-
lem is of polynomial complexity25. Although the permu-
tations are limited in our case, it is reasonable to be op-
timistic to solve the graph canonicalization problem and
hence the tensor canonicalization problem in polynomial
scaling. In fact, we will show that for the following algo-
rithm we introduced is polynomial for the worst case in
the Butler-Portugal algorithm.
C. Partition backtrack algorithm
Our algorithm for computing the canonical form of a
graph and generators of its automorphism group is based
on the partition backtrack algorithm used in state-of-the-
art packages for graph isomorphism problem via comput-
ing canonical labelings18,19. However, the difference in
symmetry group results in some notable changes in some
parts of the partition backtrack algorithm, in particular,
in defining proper refinement procedure, see Sec. III C 2,
which must ensure that the used permutation is indeed
in G(S). To take into such difference, our method for ex-
hausting the elements of the group is similar to that used
in traditional backtrack. But instead of working with
partial images, we will work with partitions of V similar
to the algorithm for graphical isomorphism. To enhance
the pruning of search tree, the local breadth-first search
introduced in Sec. III A for the modified traditional back-
track is also used here. In case of large AutG(S)(GE(pi)),
which potentially enlarges the branching factors of the
search tree, the idea of using automorphism to prune
the search tree developed for the general isomorphism
problem18,19 is employed.
1. Search tree based on partitions
Most of the graph isomorphism algorithms employed
the same individualization-refinement paradigm but dif-
fer in some details. The central quantity is the partition.
Definition 11 (partition). An ordered partition of the
set V is a sequence of subsets Π = (Π1,Π2, · · · ,Πr), such
that Πi 6= ∅,V =
⋃r
i=1 Πi, and Πi∩Πj = ∅ for i 6= j. The
ordered sets Πi are called cells of Π. A discrete ordered
partition is an ordered partition with each cell being a
singleton |Πi| = 1.
The following relation defines a partial order for the
set of all ordered partitions Π(V).
Definition 12. For Π1,Π2 ∈ Π(V), we say Π2 is finer
than Π1, denoted by Π2  Π1, if each cell of Π1 is a
consecutive union of cells of Π2.
The search tree can be constructed by the individual-
ization and refinement procedures.
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Definition 13 (individualization). Let v ∈ V belong to
a non-singleton cell Πi of an ordered partition Π, then
Π ↓ v = (Π1, · · · ,Πi−1, {v},Πi\{v},Πi+1, · · · ,Πr) de-
notes the partition obtained from Π by splitting Πi into
the cells {v} and the complement Πi\{v}. We call Π ↓ v
is obtained from Π by individualizing vertex v. Obviously,
the relation (Π ↓ v) ≺ Π holds.
Before discussing the refinement procedure, we de-
scribe how to construct the search tree in a partition
backtrack algorithm. Note that the partition Π can be
viewed as a coloring for V (not to be confused with pi). A
vertex colored graph is a pair (G,Π), where G is a graph
and Π is a coloring. For an initially-specified colored
graph (G,Π0), the search tree T (G,Π0) is constructed by
selecting the first non-singleton cell of Π0, individualizing
it in all possible ways allowed by the symmetry group,
refining the new partition to new nodes R(G,Π, v), and
finally terminating when the leaves, i.e., the discrete par-
tition, are reached. Note that the leaves have a one-to-
one correspondence with the elements of G(S), because
the discrete partitions are just images of V under the ac-
tion of G(S). This is similar to the traditional backtrack
discussed before. Thus, after traversing the whole search
tree, the canonical graph defined by having the smallest
sorted labeled edge set E(pi) in accord with Theorem 4
can be found. Besides, the automorphisms can also be
found at the leaves, because for two discrete partitions
Π1 = g1(V) and Π2 = g2(V) with their correspondent
E(pi) being identical, then the permutation g−11 g2 is an
automorphism.
By implementing the above procedure, the canonical
form and automorphism group can be computed with a
full search tree, whose size can be exponential for large
G(S). To make this procedure practical, following the
ideas in graph isomorphism algorithms18,19, we could use
the refinement procedure and pruning techniques based
on the non-discrete partitions to reduce the size of search
tree.
2. Refinement
Definition 14 (refinement). A refinement of (G,Π) is a
partition R(G,Π) such that (i) R(G,Π) = (G,Π′) where
Π′  Π, (ii) R preserves isomorphisms, which means if
(G1,Π1) ∼= (G2,Π2), then R(G1,Π1) ∼= R(G2,Π2).
Due to the simple structure of our graphs and restric-
tions on permutations by G(S), we proposed an refine-
ment procedure as follows:
Definition 15. Given (G,Π) and the associated sub-
group GΠ(S) = {g ∈ G(S) : Πgi = Πi,Πi ∈ Π}, the
refinement R(G,Π) is obtained by a repeated application
of the following two operations until the partition is not
changed:
(R1) If the first vertex v in a non-singleton cell is sta-
bilized by GΠ(S), then it can be singled out which
leads to a new partition Π ↓ v.
(R2) Suppose ({v1}, {v2}, · · · , {vk}) are the first k sin-
gleton cells of Π, such that Πk+1 is a non-singleton
cell, then we consider these singleton cells sequen-
tially. Suppose vi is being visited, then its neighbor
in the graph G is examined:
(a) If its neighbor contains more than one element
(in our graph this can only be the case for
v1 = 1 when there are external indices), then
the nonsingleton cells wherever the neighbor el-
ement lies in are marked such that they will not
be modified in the refinement procedure.
(b) If its neighbor is a single vertex ui and ui is
also in a singleton cell in Π, then we move to
consider the next vertex vi+1.
(c) If its neighbor is a single vertex ui, which is
in a non-singleton cell and can be moved to
the first element by a permutation g ∈ GΠ(S),
then we obtain a new refined partition Πg ↓ ui,
otherwise, Π is returned. [NB: In the case
that the non-singleton cell corresponds to sev-
eral identical factors X, a coarser split of the
non-singleton cell is first applied to individual-
ize the subcell where ui is in.]
Using this refinement procedure, usually the depth of
search tree is reduced without affecting the computation
of canonical form and automorphism group. As an exam-
ple, for the expression with only internal indices, with-
out refinement the depth of the search tree is at most
D, while with refinement the depth is at most D/2. The
refinement procedure used here is by no means optimal,
but it is sufficient for our examples illustrated below.
3. Pruning with non-discrete partition
Definition 16 (position). The position of a vertex v ∈ V
in an ordered partition Π is defined by p(v,Π) = 1 +∑k−1
i=1 |Πi| for v ∈ Πk.
With this definition and E(pi), we can introduce a func-
tion of Π,
E(pi,Π) = {θ(p(i,Π), p(j,Π)) : i, j ∈ V, (i, j) ∈ E(pi)}.(45)
This function is actually the edge set of the quotient
graph Q(G,Π) = {V ′, E ′}, with V ′ = {p(v,Π) : v ∈ V}
and E ′ = {θ(p(u,Π), p(v,Π)) : θ(u, v) ∈ E(pi)}, if we
consider the partition Π as an equivalence relation on
V, namely, u, v ∈ V are called equivalent if they are in
the same cell, i.e., u, v ∈ Πi for some i. The so-defined
function E(pi,Π) has an important property,
Theorem 6. If Π1 ≺ Π2, then E(pi,Π1) > E(pi,Π2).
Its correctness can be verified by considering a simple
example. This shows that along a path from the root to a
leaf, the value of E(pi,Π) is increasing. That is, the value
of E(pi,Π) at a given node ν is a lower bound for all the
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values E(pi,Π) of its descendent. Therefore, if at the node
ν, its corresponding E(pi,Π) is larger than the minimal
Emin(pi) we currently have, then the entire subtree headed
at ν can be pruned. To make this pruning more powerful,
a local breadth-first search is applied at the current node
ν to reorder the children to be visited in the following
depth-first search in an increasing order of E(pi,Π).
4. Pruning with automorphism
The pruning based on automorphism group is crucial
for graphs having large automorphism groups. The basic
idea is simple. At a give node ν in T (G,Π0), suppose
we have an subgroup Γ of AutG(S)(G(pi)) at hand, then
by applying its elements to the partition Π, we obtain
several new partitions Πg. If some Πg has been visited
before, then the entire subtree T (G,Π0, ν) is the same
as that visited subtree, such that it can be pruned. This
pruning ensures that only the generators of the auto-
morphism group will be found, rather than all the group
elements during the backtrack searching, which can be
enormous for tensor products with many internal indices.
However, the computational cost of a naive implementa-
tion based on checking the action of every element of the
subgroup will still scale as O(n!) when the order of the
automorphism group scales as O(n!) for large n. This is
the case for the kind of tensor expressions in Figure 5(b).
Therefore, although the number of visited intermediate
nodes are small, the time for checking can be very long.
The solution to this problem is also based on a clas-
sification of elements in Γ. Suppose the parent of the
node (ν,Π) is (ν′,Π′) and the stabilizer of the ordered
partition Π′ is ΓΠ′ = {g ∈ Γ : g(Π′i) = Π′i,Π′i ∈ Π′},
we can have the coset decomposition Γ =
⋃
r grΓΠ′ . The
meaning of this decomposition is clear: for g ∈ ΓΠ′ , it
only transforms the branches of the subtree T (G,Π0, ν′),
while the left coset representative transform the entire
subtree to another subtree. Now suppose ∃g ∈ Γ such
that Πg = g ◦Π has been visited before. Let the deepest
common ancestor of Π and Πg in the search tree T (G,Π0)
be denoted by Π∗, and the subtrees contain Π and Πg be
T and T g, respectively, there can only be two cases: (1)
g /∈ ΓΠ′ or (2) g ∈ ΓΠ′ . These two cases lead to two dif-
ferent kinds of pruning based on the detected automor-
phisms developed in graph canonicalization algorithms18:
(P1) In the first case, g must have be found during the
search of T before visiting Π. Actually, once such
g is found at a leaf node of T , we can trace back to
Π∗ and prune the entire subtree T .
(P2) If such pruning has been employed, then at a given
node, only the second case is left, in which instead of
the full automorphism group Γ, only the subgroup
ΓΠ′ needs to be considered. Moreover, in this case,
we only need to examine whether there is an ele-
ment in the orbit of Π under the action of ΓΠ′ that
has been visited before.
In sum, by taking these two economic pruning strategies,
only the paths that lead to leaves corresponding to gen-
erators of the automorphism group are retained, while
all the parts corresponding to a composition of genera-
tors can be pruned. Thus, even in the presence of a large
automorphism group, in which case the pruning based
on E(pi,Π) takes no effect, the search space can still be
significantly reduced.
5. Algorithm and possible improvements
The pseudocode of our final algorithm with pruning
is presented in Algorithm 1. A preliminary implemen-
tation of this algorithm has been made into a pack-
age named CanonicalTensorProducts using Mathe-
matica26. Our implementation is proof-of-principle, and
many possible improvements can be applied. For in-
stance, the shape of search tree depends crucially on
the order of tensors and definitions of canonical form.
Besides, better refinement functions may be designed.
Other searching strategies used in the graph isomorphism
algorithms19 can be adopted. We will investigate these
possibilities, and benchmark and analyze the computa-
tional scaling of the present algorithm in future.
Algorithm 1 Partition backtrack search for canonically
labeling a graph and finding generators of its automor-
phism group
Input: Tensor product expression (or its corresponding
graph G) and its permutation symmetry group G
Output: Canonical labeling and generators of Aut(G)
1: function ToCanonicalForm(tensor product expression, group G)
2: Transform tensor product expression to a graph G,
3: Initialize Π0, the certificate E0, generating set K = { }
4: Backtrack(G, Π0, G)
5: Back transform (G,Πc) to expression
6: end function
7: function Backtrack(G, Π, G)
8: if E(G,Π) > E(G,Πc) or (G,Π) is automorphic to a visited
node then
9: return
10: end if
11: if |Vi| = 1 (i = 1, 2, · · · , n) then
12: if E(G,Π) = E(G,Πc) then
13: Find an automorphism Π−1Πc and append it to K
14: Go back to the deepest common ancestor to omit the
entire subtree containing Π
15: else
16: Find a smaller E(G,Π) and update Πc = Π and
E(G,Πc) = E(G,Π)
17: end if
18: else
19: Select the first non-singleton cell v
20: Compute StabG(1) and the left coset representatives L
21: for g ∈ L do
22: Compute Πg, split it to Πg ↓ vk, and refine R(G,Πg ↓
vk)
23: end for
24: Sort the refinements {R(G,Πg ↓ vk)} by the corresponding
E(G,R(G,Πg ↓ vk))
25: for Πi ∈ {R(G,Πg ↓ vk)} do
26: Backtrack(G, Πi, StabG(1))
27: end for
28: end if
29: end function
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IV. ILLUSTRATIVE EXAMPLES
In this section, we start with some simple tensor prod-
ucts to show how the above algorithm works in details,
and then provide results for more complicated expres-
sions.
A. Example: Iabij = t
a
i t
b
j
This example gives S = (t, t), pi = {a, i, b, j}, G(S) =
S2(t) = 〈(13)(24)〉. The corresponding graph is con-
structed via V = {1, 2, 3, 4, 5} and
EE(pi) = {{(1, 2), vir[a]}, {(1, 3), occ[i]},
{(1, 4), vir[b]}, {(1, 5), occ[j]}}, (46)
where an auxiliary external vertex (labeled by 1) has been
added. To compute the permutation symmetry group, we
can use the externally unlabeled edge set
E(pi) = {{(1, 2), vir[a]}, {(1, 3), occ[i]},
{(1, 4), vir[a]}, {(1, 5), occ[i]}}. (47)
The initial partition is Π0 = {{1}, {2, 3, 4, 5}} and
accordingly the group G(S) is replaced by G(S) =
〈(24)(35)〉 via relabeling. The above algorithm gives the
following visiting sequence,
Π0 = {{1}, {2, 3, 4, 5}}
Π1 = {{1}, {2}, {3}, {4}, {5}}
Π2 = {{1}, {4}, {5}, {2}, {3}}. (48)
The stabilizer of the first element 2 in the non-singleton
cell in Π0 is the trivial group 〈e〉, and the left coset rep-
resentatives are just {e, (24)(35)}. The partition Π1 is
obtained from Π0 = {{1}, {2, 3, 4, 5}} by first individu-
alizing 2, Π0 ↓ 2 = {{1}, {2}, {3, 4, 5}}, and then imme-
diately R(G,Π0 ↓ 2) = Π1 since the subgroup of G(S)
that stabilizes Π0 ↓ 2 is the trivial group. Then the
backtrack search proceeds to the image of the next left
coset representative Π0 ↓ 4 = {{1}, {4}, {5, 2, 3}}, which
again immediately leads to R(Π0 ↓ 4) = Π2 by refine-
ment. Since E(pi,Π1) = E(pi,Π2) = E(pi) in Eq. (47)
for the two discrete partitions Π1 and Π2, we have the
automorphism group AutG(S)(G(pi)) = 〈(24)(35)〉, which
essentially shows Iabij = I
ba
ji through the homomorphism
φ (20), see also Theorem 5, because for this example
AutG(S)(GE(pi)) = 〈e〉 is trivial.
B. Example: tcbakji
This example illustrates how the partition backtrack
works for the canonicalization of a single tensor with
only external indices. The coloring is pi = {c, b, a, k, j, i}.
The initial partition is Π0 = {{1}, {2, 3, 4, 5, 6, 7}} and
G(S) = G(t3) = 〈(23), (234), (56), (567)〉 for the triple
excitations, which is of order 36. After the following four
steps
Π1 = {{1}, {4}, {2, 3, 5, 6, 7}}
Π2 = {{1}, {4}, {3}, {2}, {5, 6, 7}}
Π3 = {{1}, {4}, {3}, {2}, {7}, {5, 6}}
Π4 = {{1}, {4}, {3}, {2}, {7}, {6}, {5}}
we arrive at picanon = {a, b, c, i, j, k} and the correspond-
ing canonical form of tensor tabcijk . This shows in the case
where there is no internal index, the partition backtrack
algorithm behaves as selection sorts for the indices in
{c, b, a} and {k, j, i}, respectively.
C. Example: 〈ij‖ab〉tai tbj
This simple tensor product without any external in-
dex appears in the coupled-cluster energy expression
in terms of antisymmetrized integrals g¯ij,ab , 〈ij‖ab〉.
In our convention, we have S = (g¯, t1, t1) and pi =
{i, j, a, b, a, i, b, j}. The group of the antisymmetrized
integral is G(g¯) = 〈(12), (34), (13)(24)〉 and accordingly
G(S) = G(g¯) × S2(t1) = 〈(12), (34), (13)(24), (57)(68)〉,
which is of order 16. The initial partition is Π0 =
{{1, 2, 3, 4}, {5, 6, 7, 8}}. The breadth-first search pro-
duces the following ordering for the children in increasing
order of E(pi,Πi),
Π1 = R(Π0 ↓ 3) = R({{3}, {4, 1, 2}, {5, 6, 7, 8}})}
= {{3}, {4}, {1, 2}, {5}, {6}, {7}, {8}}
Π2 = R(Π0 ↓ 4) = R({{4}, {3, 1, 2}, {5, 6, 7, 8}})}
= {{4}, {3}, {2, 1}, {7}, {8}, {5}, {6}}
Π3 = R(Π0 ↓ 1) = R({{1}, {2, 3, 4}, {5, 6, 7, 8}})}
= {{1}, {2}, {3, 4}, {5}, {6}, {7}, {8}}
Π4 = R(Π0 ↓ 2) = R({{2}, {1, 3, 4}, {5, 6, 7, 8}})}
= {{2}, {1}, {4, 3}, {7}, {8}, {5}, {6}}.
Visiting Π1 and Π2 eventually leads to an automorphism
(12)(34)(57)(68). The visit of Π3 reveals that it produces
an edge list larger than the minimal edge list found so
far, thus both Π3 and the partition after it, viz., Π4, can
be pruned, since E(pi,Π4) ≥ E(pi,Π3) > E(pi,Π1)
due to the reordering after the initial breadth-
first scan. Finally, based on E(pi,Π1) =
{{(1, 5), vir[a]}, {(2, 7), vir[a]}, {(3, 6), occ[i]}, {(4, 8), occ[i]}},
we can relabel the tensor product as g¯a1a2,i1i2t
a1
i1
ta2i2 ,
which is the target canonical form for the input g¯ij,abt
a
i t
b
j .
It deserves to be mentioned that in the diagrammatic
technique for coupled-cluster theory, the inverse of the
order of the automorphism group is just the weight
factor associated with the diagram12, which will be
added to the expression when taking summations over
internal indices. In the diagrammatic coupled cluster
theory, the two t1 vertices in this example are referred
as equivalent vertices, and will contribute to a factor
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1:{{1, 2, 3, 4}, {5, 6, 7, 8}}
2:{{3}, {4}, {1, 2}, {5, 6, 7, 8}}
3:{{3}, {4}, {1}, {2}, {5, 6, 7, 8}}
4:{{3}, {4}, {1}, {2}, {5}, {6}, {7}, {8}}
5:{{3}, {4}, {2}, {1}, {5, 6, 7, 8}}
6:{{3}, {4}, {2}, {1}, {6}, {5}, {7}, {8}}
7:{{4}, {3}, {1, 2}, {5, 6, 7, 8}}
8:{{4}, {3}, {1}, {2}, {5, 6, 7, 8}}
9:{{4}, {3}, {1}, {2}, {5}, {6}, {8}, {7}}
10:{{1}, {2}, {3, 4}, {5}, {6}, {7, 8}}
11:{{1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}} 12:{{1}, {2}, {4}, {3}, {5}, {6}, {8}, {7}}
13:{{2}, {1}, {3, 4}, {6}, {5}, {7, 8}}
Find automorphism (12)(56) 
Find automorphism (34)(78) 
Find smaller edge set Pruned by (34)(78)
Pruned by (12)(56)
FIG. 6. Search tree for canonicalization of 〈ab‖ij〉tabij .
1/2. Here, our algorithm computes the correct automor-
phism group AutG(S)(G(pi)) = 〈(12)(34)(57)(68)〉 with
|AutG(S)(G(pi))| = 2.
D. Example: 〈ab‖ij〉tabij
This tensor product also appears in the coupled-cluster
energy expression. Similar to the second example, we
have S = (g¯, t2) and pi = {a, b, i, j, a, b, i, j}. The per-
mutation symmetry group is G(S) = G(g¯) × G(t2) =
〈(12), (34), (13)(24), (56), (78)〉, which is of order 32. This
example is very typical concerning with the pruning
based on automorphism. The search tree for canoni-
calization of the expression is shown in Figure 6. It is
seen that once the automorphism (34)(78) is found, the
entire subtree at {{4}, {3}, {1, 2}, {5, 6, 7, 8}} is pruned,
since it can be mapped to the previously visited sub-
tree at {{3}, {4}, {1, 2}, {5, 6, 7, 8}} by (34)(78). Besides,
the entire subtree at {{2}, {1}, {3, 4}, {6}, {5}, {7, 8}}
is also completely pruned, since the automorphism
(12)(56) will map it to the visited subtree at
{{1}, {2}, {3, 4}, {5}, {6}, {7, 8}}. In sum, the automor-
phism group is found as 〈(12)(56), (34)(78)〉, which is of
order 4. This agree with the diagrammatic rules in the
coupled-cluster theory12, where there are two pairs of
equivalent internal lines, which contributes to a weight
factor 1/22 = 1/4.
E. Example: Aiσ(1)iσ(2)···iσ(n)Aiτ(1)iτ(2)···iτ(n) with
σ, τ ∈ Sn and G(A) = Sn
The final example is used to illustrate the performance
of the partition backtrack algorithm for challenging cases,
viz., tensor products with large automorphism groups,
implying that there are many partitions with the same
edge sets. Such example was identified as the worst
case for the traditional Bulter-Portugal algorithm, which
leads to an exponential cost10.
The search tree for n = 10 is displayed in Figure 7.
FIG. 7. Search tree for Ai1i2···i10Ai1i2···i10 with G(A) = S10
In general, the size of search tree for such product in
our algorithm can be found as n2 + 2. This is in sharp
comparison with the enormous size of the automorphism
group in this case, which is in general,
AutG(S)(G) = 〈(1, 2)(n+ 1, n+ 2),
(2, 3)(n+ 2, n+ 3), · · · ,
(n− 1, n)(2n− 1, 2n),
(1, n+ 1)(2, n+ 2) · · · (n, 2n)〉, (49)
of order 2(n!), and |AutG(S)(G)| = 7257600 for n = 10.
As shown in Figure 7, only the leaves corresponding to
the generators of the automorphism group are examined,
while all other branches are pruned by automorphisms.
This pruning lead to a polynomial scaling O(n2) in the
size of search tree with respect to n.
In sharp contrast, Ref.10 shows that the existing al-
gorithm will take a full day for n = 12 (see Sec 3.4 in
Ref.10 for worst-case complexity analysis). [NB: The
same applies to the built-in canonicalization function
TensorReduce in Mathematica.] The present algorithm
took 3 seconds for n = 12 due to its polynomial scaling in
this case, even with a very preliminary implementation.
This reveals that the present graph based reformulation
of the canonicalization problem provides a very promising
framework for future improvements. We will investigate
the possible improvements mentioned in Sec. III C 5 and
provide an optimized implementation in future.
V. CONCLUSION AND OUTLOOK
The present work provides a complete classification of
tensor product expressions by means of equivalence rela-
tion and group chain. We provide a rigorous definition
of canonical form for the tensor products based on the
classification theory, a graphical presentation for tensor
products, a very promising partition backtrack algorithm
to compute the canonical form and automorphism group,
and an explicit construction of permutation symmetry
group of the resulted tensor ZE (1). These solve the
four fundamental questions Q1-Q4 raised in the intro-
duction. We note that the automorphism group Kerφ
and the permutation symmetry group G(ΩE(pi)) contain
17
very interesting information about the tensor products.
In particular, when augmented with more general defini-
tion of tensor symmetry (with signs or general phases),
more information can be extracted from these groups. A
particular important case is that when considering ten-
sors with certain antisymmetry, if there is a minus sign
factor associated with an element in Kerφ found by the
algorithm, then the resulted tensor products can be con-
cluded as zero, without any numerical calculations. A
simple example is the product Ai1i2Bi1i2 , where A is an-
tisymmetric and B is symmetric, resulting a vanishing
contraction by symmetry. Further applications of the
present classification theory and graphical canonicaliza-
tion algorithms in automatic derivation and simplifica-
tion of general tensor product expressions, in particular,
the exploration of the use of the automorphism group
Kerφ and permutation symmetry group G(ΩE(pi)), will
be presented in future.
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