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IF L(χ, 1) = 0 THEN ζ(1/2 + it) 6= 0.
SERGIO VENTURINI
Abstract. Let
L(s) =
+∞∑
n=1
a(n)
ns
be a Dirichlet series were a(n) is a bounded completely multiplica-
tive function.
We prove that if L(s) extends to a holomorphic function on the
open half space Re s > 1− δ, δ > 0 and L(1) = 0 then such a half
space is a zero free region of the Riemann zeta function ζ(s).
Similar results is proven for completely multiplicative functions
defined on the space of the ideals of the ring of the algebraic integers
of a number field of finite degree.
1. Introduction
The prime numbers theorem and the Dirichlet theorem on primes
in arithmetic progressions (and their generalizations to number fields)
rely respectively on the fact that
(1) ζ(1 + it) 6= 0
for each real t 6= 0 and that
(2) L(χ, 1) 6= 0
for each non principal character χ : N+ → C.
Further results on the density of the primes on arithmetic progres-
sions follows from the inequality
(3) L(χ, 1 + it) 6= 0
for each real t.
In the above statements ζ(s) is the famous Riemann zeta function,
which is meromorphic on the whole complex plane and coincides with
the Dirichlet series
+∞∑
n=1
1
ns
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when Re s > 1, while L(χ, s) is the Dirichlet L−function associated
to the character χ, which (when χ is not principal) is a holomorphic
entire function which when Re s > 1 coincides with the series
+∞∑
n=1
χ(n)
ns
.
Let us recall that the Riemann zeta function is meromorphic on the
whole complex plane, has a unique simple pole at s = 1 with residue 1.
The zeroes of ζ(s) are the so called trivial zeroes
ζ(−2m) = 0, m = 1, 2, . . .
and the remaining ones ρ satisfies
0 < Re ρ < 1.
The famous Riemann hypothesis is that all of them are on the critical
line
Re s =
1
2
.
Nevertheless it is known that infinite of them are on the critical line.
Here, and in the rest of the paper, N+ is the set of the positive
integers and if
a : N+ → C
is an arbitrary bounded arithmetic function then
L(a, s) =
+∞∑
n=1
a(n)
ns
is the corresponding associated Dirichlet series.
We recall that a Dirichlet character is an arithmetic function, that
is a function
χ : N+ → C
which is completely multiplicative, that is χ(1) = 1 and
χ(mn) = χ(m)χ(n)
for each pair of m,n ∈ N+ and which also is periodic of period q > 1,
that is χ(n + q) = χ(n) for each n ∈ N+ and χ(k) = 0 if k and q are
not relatively prime.
Clearly any Dirichlet character χ is a bounded function and it easy
to show that values of a bounded completely multiplicative functions
are complex numbers z which satisfies |z| ≤ 1.
There are several methods in the literature to achieve (3).
One of them is an easy consequence of the following remarkable result
of Ingham [Ing30].
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Theorem 1.1. Let
L(a, s) =
+∞∑
n=1
a(n)
ns
be a Dirichlet series where a : N+ → C is an arbitrary bounded com-
pletely multiplicative arithmetic function.
Assume that L(a, s) extends to a holomorphic function on the open
half space
Re s >
1
2
− δ
with δ > 0. Then
L(a, 1 + it) 6= 0
for each t ∈ R.
When a = χ, a non principal Dirichlet character, one obtain (3).
The Ingham proof of theorem 1.1 is quite involved, but a very simple
proof is given by Batemen in [Bat97].
The first result of this paper is the following.
Theorem 1.2. Let σ0 < 1 be given.
If there exists a completely multiplicative bounded arithmetic function
a : N+ → C
such that the Dirichlet series
L(a, s) =
∞∑
n=1
a(n)
ns
extends holomorphically on the open half space
Re s > σ0
and
L(a, 1) = 0
then
ζ(s) 6= 0
for each s satisfying Re s > σ0.
The theorem above, together with the fact that the Riemann zeta
function ζ(s) has (infinite) zeroes on the line Re s = 1/2, easily implies
the Ingham result; see at the end of section 4 for details.
When a = χ, where χ is a non principal Dirichlet character it is easy
to see that the corresponding Dirichlet series L(χ, s) extends holomor-
phically on the half space Re s > 0 (actually L(χ, s) extends holomor-
phically as an entire function). If
L(χ, 1) = 0
for some non principal Dirichlet character χ then Theorem 1.2 implies
that the Riemann zeta function ζ(z) wouldn’t have any zero on the
3
half space Re s > 0, which is clearly absurd. The observation above
explains the title of this paper.
The author is not able to give any example of a Dirichlet series L(a, s)
as in Theorem 1.2 such that satisfies L(a, 1) = 0 and is holomorphic
on a half space
Re s > σ0
with
1
2
≤ σ0 < 1.
Indeed the existence of such a series for σ0 = 1/2, combined with our
Theorem 1.2, would imply the Riemann hypothesis, and as far I know
the existence of an half space Re s > σ0 with 1/2 < σ0 < 1 which
is a zero free region for the Riemann zeta function is also an open
conjecture.
Nevertheless we observe that the converse of Theorem 1.2 also holds.
Indeed if λ(n) denotes the Liouville function (see next section for
details) then the meromorphic function
L(λ, s) =
∞∑
n=1
λ(n)
ns
=
ζ(2s)
ζ(s)
satisfies L(λ, 1) = 0 and obviously L(λ, s) is holomorphic on the half
space Re s > σ, 1/2 ≤ σ < 1 if, and only if, such a half space is a zero
free region for ζ(s).
The proof of Theorem 1.2 is obtained as an elementary consequences
of a general non vanishing principle for holomorphic functions which
are analytic continuations of exponentials of completely monotone func-
tions which we think of independent interest.
Let us recall that a C∞ function
u : I → R
where I is a interval of R is completely monotone if for k = 0, 1, . . .
(−1)ku(k)(x) ≥ 0
for each x ∈ I.
Then our result is the following.
Theorem 1.3. Let σ1, σ2 ∈ R with σ1 < σ2 and let f(s) be a holo-
morphic function defined on the open half space
Re s > σ2.
Assume that the restriction of f(s) to the half line ]σ2,+∞[ is a real
completely monotone function and
F (s) := exp f(s)
extends holomorphically on the open half space
Re s > σ1,
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Then the function f(s) also extends holomorphically on the open half
space
Re s > σ1
and hence
F (s) = exp f(s) 6= 0
when Re s > σ1.
It is quite surprising that our approach makes it unnecessary to use
anywhere the standard Euler product expansion of such Dirichlet series.
Actually the Euler product expansion is necessary to prove the non
vanishing in the half space of absolute convergence of the Dirichlet se-
ries associate to multiplicative but not completely multiplicative func-
tions, that is to functions
a : N+ → C
such that
a(mn) = a(m)a(n)
when m and n are relatively prime. But in this paper we do not con-
sider multiplicative arithmetic function. For completely multiplicative
arithmetic functions we obtain directly their representation as expo-
nential of Dirichlet series without using its product expansion; see (the
proofs of) Lemma 4.1, and Proposition 6.3 for details.
Let us now describe the content of the paper.
In secion 2 we recall basic facts on arithmetic functions and the
associated Dirichlet series that we need in the rest of the paper.
The proof of Theorem 1.3 and Theorem 1.1 are given respectively in
section 3 and 4.
In section 5 we give a refined version of theorem 1.3 which is used
in section 6 to prove theorem 6.5, the main result of this paper, which
extends to a class of generalized Dirichlet series the above theorem 1.1,
including, among the others, the Dirichlet series associated to com-
pletely multiplicative functions defined on the ideals of the ring of the
integers of a number fields.
Non vanishing theorem for general L−type functions on the bound-
ary of the half space of absolute convergence are then obtained in sec-
tion 7.
We end this introduction with a “toy application” of Theorem 1.3
giving three proofs of ζ(1 + it) 6= 0. Each of them contains “themes”
which will be expanded in the rest of the paper.
All of them start observing that when Re s > 1 we have
ζ(s) = exp
(
∞∑
n=1
Λ(n)
ns log n
)
where Λ(n) is the von Mangolt function (see, e.g., next section).
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Assume that
ζ(1 + it) = 0
for some t > 0. Following [Ogg70, pag. 199] consider the function
F (s) = ζ(s)2ζ(s+ it)ζ(s− it).
Then F (s) has removable singularities at s = 1, s = 1+it and s = 1−it
and hence is a holomorphic entire function.
When Re s > 1 we have then
F (s) = exp f(s).
where
f(s) =
∞∑
n=1
2
(
1 + Re(n−it)
)
Λ(n)
ns log n
.
Since Ren−it = cos
(
t log(n)
) ≥ −1 the Dirichlet series f(s) has non
negative coefficients and hence the function
]1,+∞[∋ σ 7→ f(σ) ∈ R
is completely monotone.
Theorem 1.3 implies that f(s) extents to an entire holomorphic func-
tion and F (s) = exp f(s) is a not vanishing entire holomorphic func-
tion; a classical Landau’s theorem (see theorem 2.2) implies that the
series f(s) then converges for all s ∈ C.
Now we have three ways to conclude the proof.
The first one begins by observing that at s = 1 + it the factor ζ(s)2
of the function F (s) has a zero of the second order while the factor
ζ(s− it) has a simple pole.
Since F (1+it) 6= 0 then the remaining factor ζ(s+it)must necessar-
ily have a simple pole at s = 1 + it, that is the Riemann zeta function
ζ(s) would have also an other pole at s = 1 + 2it, which is absurd.
The second one follows from the fact that if F (s) never vanishes
then ζ(s) also never vanishes when s 6= 1. In particular it follows that
ζ(s) does not vanishes neither when s = −2m, m = 1, 2, . . . nor when
Re s = 1/2 and this is not the case . . .
For the third let denote by P = {2, 3, 5, . . .} the set of the positive
prime numbers and set a(n) = n−it. If σ ∈ R then
f(σ) =
∞∑
n=1
2
(
1 + Re a(n)
)
Λ(n)
ns log(n)
=
∑
p∈P
∞∑
m=1
2
(
1 + Re a(p)m
)
mpmσ
≥
∑
p∈P
2∑
m=1
2
(
1 + Re a(p)m
)
mpmσ
≥
∑
p∈P
(
2 + Re a(p) + Re a(p)2
)
p2σ
.
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Observing that
|w| ≤ 1 =⇒ Rew + Rew2 ≥ −9
8
with equality at
w =
1
4
± i
√
15
4
we then obtain
f(σ) ≥ 7
8
∑
p∈P
1
p2σ
.
Since the series of the reciprocal of the prime numbers diverges then
the series f(s) also diverges at s = 1/2.
For a fourth (easy) proof see corollary 7.1.
2. Prerequisites
In this paper we need only the basic results on (multiplicative) arith-
metic function and their associated Dirichlet series. Basic references
include the first chapters of [Apo76], [Nar04], [Neu99], [MV07], [Ove14]
and [Ten15].
Here we review basic material that we need in this paper.
The already mentioned von Mangoldt function is the arithmetic func-
tion
Λ(n) =
{
log p if n = pk for some prime p and integer k ≥ 1,
0 otherwise.
It satisfies the identity
(4)
∑
d|n
Λ(d) = logn.
The Liouville function is the completely multiplicative functions
λ(n) = (−1)Ω(n).
where Ω(n) is the number of prime factors of n, counted with multi-
plicity.
The Liouville function and the Riemann zeta function are related by
the identity
ζ(2s)
ζ(s)
=
∞∑
n=1
λ(n)
ns
We will need the following elementary result on Dirichlet series.
Lemma 2.1. Let
F (s) =
∞∑
n=1
a(n)
ns
.
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where a : N+ → C is a bounded arithmetic function. Then,
lim
R∋σ→∞
F (σ) = a(1).
The following statement is a classical result of Landau (see e.g.
[MV07, Theorem 1.7, pag. 16] or [Lan01, Lemma 1, pag. 314])
Theorem 2.2. Let σ0, σ1 ∈ R with σ0 < σ1 and let
f(s) =
∞∑
n=1
an
ns
be a Dirichlet series with non negative coefficients an ≥ 0.
Assume that f(s) converges when Re s > σ1 and extends to a holo-
morphic function on Re s > σ0.
Then the series f(s) also converges when Re s > σ0.
3. A non vanishing principle
In this section we prove theorem 1.3.
We begin recalling a theorem due to Pringsheim which appeared in
[Pri94] also known as the Pringsheim-Vivanti theorem. See also [Hil59,
Theorem 5.7.1], and [SG60, Theorem 8.2.2].
Theorem 3.1. Let
f(z) =
∞∑
n=0
anz
n
be a convergent power series with radius of convergence R, with 0 <
R < +∞.
If an ≥ 0 for each n then it is not possible to extend f(z) holomor-
phically in a neighbourhood of z = R.
The following proposition is the basic technical tool of the paper.
Proposition 3.2. Let
E : C→ C
be a holomorphic entire function such that E(R) ⊂ R, E ′(t) > 0 for
each t > 0 and
lim
t→+∞
E(t) = +∞.
Let
f(z) =
+∞∑
n=1
anz
n
and
F (z) =
+∞∑
n=1
Anz
n
be two convergent powers series with real coefficients such that
F (z) = E
(
f(z)
)
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in a neighbourhood of z = 0.
If the coefficients an of f(z) are not negative then the series f(z) and
F (z) have the same radius of convergence.
Proof. If the function f is constant then F also is constant and in this
case the assertion is obvious.
We hence assume that f is not constant.
Let r and R denote the radius of convergence respectively of the
series f(z) and F (z).
Then F (z) = E
(
f(z)
)
is holomorphic on the disc |z| < r. Standard
theorems of one complex variable imply that R ≥ r.
We now assume that R > r and derive a contradiction.
Since f is not constant an0 > 0 for some n0 > 0 and hence
f(x) =
∞∑
n=0
nanx
n ≥ an0xn0 > 0,
f ′(x) =
∞∑
n=1
nanx
n−1 ≥ n0an0xn0−1 > 0
when 0 < x < r.
Then if 0 < x < r we have
F ′(x) = E ′
(
f(x)
)
f ′(x) > 0
and hence, by the Lagrange theorem, the function F (x) is strictly in-
creasing on the closed interval [0, r]. Since F (r) > F (0) then
F (x) > F (0), 0 < x < r′
for some r′ with
r < r′ < R.
The hypotheses on E implies that the inverse function
E−1 :]E(0),+∞[→]0,+∞]
is well defined and real analytic.
Being
F (x) > F (0) = E
(
f(0)
) ≥ E(0)
when 0 < x < r′, it follows that the function
]0, r′[∋ x 7→ u(x) := E−1(F (x)) ∈ R
is a well defined real analytic function which coincides with f(x) when
0 < x < r.
The power expansion of u(x) at x = r then defines a holomorphic
extension of the function f(z) in a neighbourhood of z = r and this
contradicts theorem 3.1.
✷
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We are now ready to prove theorem 1.3.
So, let σ1, σ2 ∈ R and f(s), F (s) be given as in theorem 1.3. Let us
fix a > σ2. Then the functions
fa(z) = f(a− z)
and
Fa(z) = F (a− z).
are holomorphic respectively on the disks |z| < a−σ2 and |z| < a−σ1.
The relation Fa(z) = exp
(
fa(z)
)
holds on the smaller disk |z| < a−σ2
and for each integer n ≥ 0
f (n)a (0) = (−1)nf (n)(a) ≥ 0.
Theorem 3.2 (with E = exp) implies then that the radius of conver-
gence of the power series expansions of fa(z) and Fa(z) at z = 0 are
the same.
Since Fa(z) is holomorphic on the disk |z| < a− σ1 such a common
radius of convergence is at least a− σ1.
Hence the function fa(z), defined in the smaller disk |z| < a − σ2,
extends holomorphically on the bigger disk |z| < a− σ1.
The formula
f(s) = fa(a− s)
then defines a holomorphic extension of the function f(s) on the disk
|z| < a− σ1.
The observation that the union of all the disks
|s− a| < a− σ1, a > σ2
is the open half space
Re s > σ1
completes the proof.
4. Proof of theorem 1.2
Here the proof of theorem 1.2.
So, let σ0 < 1 and let a : N
+ → C be a bounded completely multi-
plicative functions. Assume that the Dirichlet series
L(a, s) =
+∞∑
n=1
a(n)
ns
extends holomorphically in the half space Re s > σ0 and
L(a, 1) = 0.
We denote the function L(a, s) simply with L(s).
Since a(n) is completely multiplicative and bounded then necessarily
|a(n)| ≤ 1
10
for each n ∈ N+ and hence the series L(s) converges absolutely when
Re s > 1.
The following lemma is well known, but we include a very elementary
proof.
Lemma 4.1. The series L(s) satisfies
L(s) = exp
(
∞∑
n=2
a(n)Λ(n)
ns log n
)
when Re s > 1
Proof. Let
f(s) =
∞∑
n=2
a(n)Λ(n)
ns log n
.
Then
f ′(s) = −
∞∑
n=2
a(n)Λ(n)
ns
.
Since the arithmetic functions a(n) and λ(n) are completely multiplica-
tive then the identity (4) easily implies that
f ′(s)L(s) = L′(s).
Then the derivative of the function
s 7→ exp(−f(s))L(s)
vanishes and hence is constant, that is
L(s) = c exp
(
f(s)
)
for some constant c. Now put s = σ ∈ R; and take the limit as
σ → +∞; lemma 2.1 then implies
1 = a(1) = c exp(0) = c.
✷
When a(n) = 1 then L(s) = ζ(s) and hence we obtain
ζ(s) = exp
(
∞∑
n=1
Λ(n)
ns logn
)
.
Consider the function
F (s) = ζ(s)2L(s)L(s).
Since L(1) = 0, then the function F (s) is holomorphic on the open half
Re s > σ0 and when Re s > 1 also satisfies
F (s) = exp f(s)
where
f(s) =
∞∑
n=1
2
(
1 + Re a(n)
)
Λ(n)
ns log n
.
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Clearly f(s) is a Dirichlet series (absolutely) convergent when Re s > 1
with non negative coefficients and hence the restriction of f(s) to the
real half line ]1,+∞[ is a completely monotone function.
Theorem 1.3 implies that F (s) never vanishes on the half space
Re s > σ0. This forces ζ(s) 6= 0 when Re s > σ0 and the proof of
Theorem 1.2 is completed.
We observe that the Ingham Theorem 1.1 easily follows from the
theorem 1.2.
Indeed let
F (s) =
+∞∑
n=1
a(n)
ns
be as in theorem 1.1 and assume that F (1 + it) = 0 for some t ∈ R.
Then the function L(s) = F (s+ it) satisfies the hypotheses of theo-
rem 1.2. Indeed L(1) = 0 and when Re s > 1 we have
L(s) = F (s+ it) =
∞∑
n=1
a(n)n−it
ns
.
The map n 7→ a(n)n−it is a bounded completely multiplicative arith-
metic function. Theorem 1.2 then implies that the open half space
Re s > 1/2− δ is a zero free region for the Riemann zeta function and
this is not the case.
5. A refined non vanishing principle
In order to extend theorem 1.3 we need a refined version of theorem
3.1.
Theorem 5.1. Let R, δ > 0 be positive real numbers. Let
u :]− δ, R[→ R
be a real analytic function.
If
an :=
u(n)(0)
n!
≥ 0, n = 0, 1, . . . ,
then the radius of convergence of the series
∞∑
n=0
anz
n
is greater than R.
Proof. Let denote by r > 0 the radius of convergence of the series
f(z) =
∞∑
n=0
anz
n.
Then f(z) is holomorphic on the disc |z| < r and f(x) = u(x) when
0 ≤ x < r.
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Assume that r < R. As u(x) is real analytic it follows that the power
series expansion of u(x) at x = r defines a holomorphic extension of
the function f(z) in a neighbourhood of z = r. But this is not allowed
by theorem 3.1.
It necessarily follows that r ≥ R and we are done.
✷
Let us recall that a C∞ function
u : I → R
where I is a interval of R is absolutely monotone if for k = 0, 1, . . .
u(k)(x) ≥ 0
for each x ∈ I.
The absolutely monotone functions were introduced by S. Bernstein
in [Ber14]. For a comprehensive treatment of the theory of such a
functions (and their cousins the completely monotone ones) see e.g.,
[Wid41, Chapter IV]; see also [SSV12, Chapter 1].
The following is an extension theorem 1.3.
Theorem 5.2. Let σ1, σ2 ∈ R with σ1 < σ2 and let f(s) be a holo-
morphic function defined on the open half space
Re s > σ2.
Assume that the restriction of f(s) to the half line ]σ2,+∞[ is a real
completely monotone function and
F (s) = exp f(s)
extends holomorphically in an open neighbourhood of the real interval
]σ1, σ2].
Then both the functions f(s) and F (s) extend holomorphically on the
open half space
Re s > σ1,
the relation
F (s) = exp f(s)
still holds on such a half space and hence
F (s) 6= 0, Re s > σ1.
Proof. As in the proof of theorem 5.2 we choose a > σ2 and consider
the functions
fa(z) = f(a− z)
and
Fa(z) = F (a− z).
They are both holomorphic functions on the disk |z| < a− σ2 and the
function Fa(z) is also holomorphic in a neighbourhood of the segment
[0, a− σ1[.
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Since f is completely monotone on the interval ]σ2, 2a− σ2[ then fa
is absolutely monotone on the interval ]σ2 − a, a− σ2[.
Since the composition of absolutely monotone function is absolutely
monotone it follows that the function Fa(z) = exp
(
fa(z)
)
is also abso-
lutely monotone on the interval ]σ2 − a, a− σ2[.
But the function Fa(z) is real analytic on the interval ]σ2−a, a−σ1[.
Then theorem 5.1 implies that the radius of convergence of the pow-
ers expansion of Fa(t) at t = 0 is greater that a− σ1.
Proposition 3.2 implies that both the powers expansions of fa(z) and
Fa(z) at z = 0 have the same radius of convergence at least a− σ1 and
hence provide holomorphic extensions respectively of f(s) and F (s) on
the disc |s− a| < a− σ1.
As in the proof of theorem 5.2 we conclude the proof by observing
that the union of all the disks
|s− a| < a− σ1, a > σ2
is the open half space Re s > σ1.
✷
6. The main theorem
In this section we consider a fixed real arithmetic function
ν : N+ → R
satisfying the following properties:
(1) ν is completely multiplicative, that is
ν(mn) = ν(n)ν(m)
for each m,n ∈ N+;
(2) ν(n) > 1 for each n > 1;
(3) For a certain σ1 > 0 the (generalized) Dirichlet series
Z(s) =
∞∑
n=1
1
ν(n)s
converges for Re s > σ1 and
lim
σ→σ+
1
Z(σ) = +∞
Observe that condition (3) forces
(5) lim
n→+∞
ν(n) = +∞
and hence:
Proposition 6.1. There exists ν0 > 1 such that
ν(n) ≥ ν0
for each n > 1.
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Observe that we do not require the sequence n 7→ ν(n) to be not
decreasing.
The basic example is given by the Dedekind zeta function of number
field (see, e.g., [Lan01], [Neu99] ). Let K be a number field, that is
a finite extension of the rational field Q and let o be the ring of the
algebraic integers in K. Consider a one to one bijection
(6) p 7→ pp
between the positive prime numbers P = {2, 3, 5, . . .} and the non zero
prime (i.e. maximal) ideals of o.
Since the non zero ideals of o factor uniquely as product of non zero
prime ideals then we can extend (6) to a bijection
n 7→ In
between the positive integers n ∈ N+ in such a way that if
n = pµ11 · · · pµkk
then
In = p
µ1
p1
· · · pµkpk .
Then the arithmetic function
ν(n) = N(In)
where N(In) is the norm of the ideal pn satisfies the properties (1), (2)
and (3) above.
Then
Z(s) =
∞∑
n=1
1
ν(n)s
= ζK(s),
where
ζK(s) =
∑
I
1
N(I)s
is the Dedekind zeta function of the number field K.
Other examples arise from abstract arithmetic semigroups (see [Kno75]),
Beurling’s generalized prime numbers (see [MV07, Section 8.4, pag.
266], [Beu37]), and the zeta function associated to an arithmetical
scheme (see [Ser65]).
The purpose of this section is to extend theorem 1.2 to (generalized)
Dirichlet series of the form
+∞∑
n=1
a(n)
ν(n)s
.
Clearly if the arithmetic function a(n) is bounded the such a series
defines a holomorphic function on the open half space Re s > σ1.
We need to prove some elementary properties of such a series.
Let us begin by extending Lemma 2.1 and Lemma 4.1 to such a
series.
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Lemma 6.2. Let
F (s) =
∞∑
n=1
a(n)
ν(n)s
.
where a : N+ → C is a bounded arithmetic function. Then
lim
σ→∞
F (σ) = a(1).
Proof. Let ν0 > 1 such that ν(n) ≥ ν0 when n > 1.
Fix σ2 > σ1. Then for each σ > σ2 we have
|F (σ)− a(1)| ≤
∞∑
n=2
|a(n)|
ν(n)σ
≤ 1
νσ−σ20
∞∑
n=2
|a(n)|
ν(n)σ2
.
Since
lim
σ→+∞
1
νσ−σ20
= 0
the assertion follows.
✷
We define the ν−von Mangold function
Λν(n) =
{
log ν(p) if n = pk for some prime p and integer k ≥ 1,
0 otherwise.
As in the classical case it is easy to prove that for each n > 0
(7)
∑
d|n
Λν(d) = log ν(n)
Proposition 6.3. Let
F (s) =
∞∑
n=1
a(n)
ν(n)s
.
where a : N+ → C is a bounded completely multiplicative arithmetic
function. Then when Re s > σ1
F (s) = exp
(
+∞∑
n=2
a(n)Λν(n)
ν(n)s log ν(n)
)
Proof. Let
f(s) =
+∞∑
n=2
a(n)Λν(n)
ν(n)s log ν(n)
.
Then
f ′(s) = −
+∞∑
n=2
a(n)Λν(n)
ν(n)s
.
Since the arithmetic functions a(n) and λ(n) are completely multiplica-
tive then (7) easily implies that
f ′(s)F (s) = F ′(s).
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Then the derivative of the function
exp
(−f(s))F (s)
vanishes, that is
F (s) = c exp
(
f(s)
)
for some constant c. Then put s = σ ∈ R and take the limit as
σ → +∞; lemma 6.2 then implies
1 = a(1) = c exp(0) = c.
✷
Let us denote by P the set of positive prime numbers.
Proposition 6.4.
lim
σ→σ+
1
∑
p∈P
1
ν(p)σ
= +∞
Proof. If σ > σ1 proposition 6.3 implies
Z(σ) = exp
(
+∞∑
n=2
Λν(n)
ν(n)σ log ν(n)
)
= exp
(∑
p∈P
∞∑
m=1
1
mν(p)mσ
)
= exp
(∑
p∈P
1
ν(p)σ
)
exp
(
h(σ)
)
where
h(σ) =
∑
p∈P
∞∑
m=2
1
mν(p)mσ
As in the classical case, using the fact that ν(n) ≥ ν0 > 1 when n > 1
it is easy to show that the series h(σ) converges for σ > σ1/2 and hence
lim
σ→σ+
1
∑
p∈P
1
ν(p)σ
= lim
σ→σ+
1
(
logZ(σ)− h(σ)) = +∞.
✷
We now are ready to state and prove the main theorem of the paper.
Theorem 6.5. Let σ0 < σ1 and let D ⊂ C be an open connected
subset containing the real half line ]σ0,+∞[ and contained in the open
half space Re s > σ0. Assume also that D is symmetric with respect
to the real axis, that is s ∈ D =⇒ s ∈ D and contains the open half
space Re s > σ1.
Let
L : D → C
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be a meromorphic function on D which is holomorphic on D∩R\{σ1}
and
L(s) =
∞∑
n=1
a(n)
ν(n)s
when Re s > 1, where a(n) is a bounded completely multiplicative arith-
metic function.
Assume also that
Z(s) =
∞∑
n=1
1
ν(n)s
extends to a meromorphic function on D with a unique simple pole at
s = σ1.
Let s0 ∈ D \ {σ1} be given. Then:
(1) if σ1 is a zero or a pole of L(s) and Z(s0) 6= 0 then s0 is a zero
(resp. a pole) of L(s) if, and only if, s0 is a pole (resp. a zero)
of L(s);
(2) if L(σ1) = 0 and L(s) is holomorphic at s = s0 and s = s0 then
Z(s0) 6= 0; in particular, if L(s) is holomorphic on D then D
is a zero free region for Z(s);
(3) if L(σ1) = 0 then the boundary point σ0 of D satisfies the con-
straint
σ0 ≥ σ1
2
.
Proof. Since a(n) is completely multiplicative and bounded then nec-
essarily
|a(n)| ≤ 1
for each n ∈ N+ and by proposition 6.3 we also have
L(s) = exp
(
∞∑
n=1
a(n)Λν(n)
ν(n)s log ν(n)
)
and analogously
Z(s) = exp
(
∞∑
n=1
Λν(n)
ν(n)s log ν(n)
)
.
Consider the functions
F (s) = Z(s)2L(s)L(s)
and
G(s) =
Z(s)2
L(s)L(s)
When Re s > 1
F (s) = exp f(s), G(s) = exp g(s)
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where
f(s) =
∞∑
n=1
2
(
1 + Re a(n)
)
Λν(n)
ν(n)s log ν(n)
.
and
g(s) =
∞∑
n=1
2
(
1− Re a(n))Λν(n)
ν(n)s log ν(n)
.
Clearly f(s) and g(s) are Dirichlet series (absolutely) convergent
when Re s > σ1 with non negative coefficients and hence their restric-
tion to the real half line ]σ1,+∞[ are completely monotone functions.
Assume now that L(σ1) = 0. Theorem 5.2 then implies that F (s)
never vanishes on D and hence
L(s)L(s) =
F (s)
Z(s)2
.
Similarly, if L(s) has a pole at s = σ1 we obtain
L(s)L(s) =
Z(s)2
G(s)
with G(s) never vanishing on D.
In both cases (1) easily follows.
If L(σ1) = 0 then F (s) = Z(s)
2L(s)L(s) never vanishes on D and
(2) also follows.
It remains to prove (3), that is the inequality σ0 ≥ σ1/2 assuming
L(σ1) = 0.
For this purpose observe that theorem 5.2 also implies that the de-
fined above function
f(s) =
∞∑
n=1
2
(
1 + Re a(n)
)
Λν(n)
ν(n)s log ν(n)
extends holomorphically on the open half space Re s > σ0.
The Landau’s theorem 2.2 also holds for these generalized series (see,
e.g., [MV07, Lema 15.1, pag. 463]) and hence the series f(s) also
converges when Re s > σ0.
We will obtain the desired inequality σ0 ≥ σ1/2 showing that the
series f(s) diverges at s = σ1/2.
An argument similar to the one given at the end of the introduction
of the paper yields
f(σ) ≥ 7
8
∑
p∈P
1
ν(p)2σ
.
Proposition 6.4 then implies f(σ) → +∞ as σ → σ1/2 from the left,
as desired.
✷
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7. Corollaries
In this section we will prove several immediate corollaries of theorem
6.5 which in a simple and unified manner gives various non vanishing
results for zeta and L like functions on the boundary of the half plane
of absolute convergence.
Let
ν : N+ → R
be as in the previous section with the associated “zeta function”
Z(s) =
∞∑
n=1
1
ν(n)s
having σ1 > 0 as abscissa of absolute convergence.
Let us begin with the “prime number theorem”. Such a theorem is
already proved in the literature (see [Mur82] and [MM97, Theorem 1.2,
pag. 10]) but our proof is very easy.
Corollary 7.1. If Z(s) extends in an open neighbourhood of the closed
half space
Re s ≥ σ1
to a meromorphic function with a unique simple pole at s = σ1 then
Z(σ1 + it) 6= 0
for each t ∈ R \ {0}.
Proof. Let t ∈ R \ {0} and suppose that Z(σ1 + it) = 0. Since Z(s) =
Z(s) then also Z(σ1 − it) = 0.
Set L(s) = Z(s+ it). When Re s > σ1
L(s) =
∞∑
n=1
ν(n)−it
ν(n)s
,
and the function n 7→ ν(n)−it is bounded and completely multiplicative.
We also have L(σ1) = 0 and L(σ1 − 2it) = 0. Then assertion (1) of
theorem 6.5 implies that L(s) has a pole at s = σ1 + 2it, that is Z(s)
has (another) pole at s = σ1 + 3it and this contradicts the hypotheses
made on Z(s).
✷
Let also
a : N+ → R
be a bounded completely multiplicative function with the associated
“L−function”
L(s) =
∞∑
n=1
a(n)
ν(n)s
Most non vanishing theorem for L− function associated to various
Dirichlet/Hecke characters follow from the following statement.
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Corollary 7.2. Let Z(s) and L(s) be given. Assume that L(s) is mero-
morphic on an open neighbourhood of the closed half space
Re s ≥ σ1
2
and also Z(s) is holomorphic there with the exception of a simple pole
at s = σ1.
If L(σ1+ it) = 0 for some t ∈ R then the fuction L(s) admit at least
a pole at s = σ + it for some σ satisfying
σ1
2
≤ σ < σ1.
In particular, if L(s) is holomorphic on such a neighbourhood then
L(σ1 + it) 6= 0
for each t ∈ R.
Proof. Let t ∈ R and assume that L(σ1 + it) = 0. Then the function
Lt(s) := L(s+ it)
satisfies Lt(σ1) = 0.
If Lt(s) has no poles at s = σ ≥ σ1/2 then Lt(s) is holomorphic up
to the left of s = σ1/2, contradicting (3) of theorem 6.5.
✷
Observe that if the Riemann hypothesis holds the constraint Re s ≥
σ1/2 in the corollary above is optimal. Indeed, when σ1 = 1 and
ν(n) = n, that is, Z(s) = ζ(s), the Riemann zeta function, then the
function
L(s) =
ζ(2s)
ζ(s)
=
∞∑
n=1
λ(n)
ns
,
where λ(n) is the Liouville function, is holomorphic on the open half
space Re s > 1/2 and L(1) = 0.
We end
with a curiosity.
Lemma 7.3. Let A and B two subset of R. Assume that 0 ∈ A and
for each pair of distincts reals x, y whenever
x+ y
2
∈ A
then
x ∈ A⇐⇒ y ∈ B.
If b ∈ B then 3b ∈ A ∩ B and if a ∈ A then −3a ∈ A ∩B.
Proof. Since 0 ∈ A then for each x 6= 0
x ∈ A⇐⇒ −x ∈ B.
Let b ∈ B be given. If b = 0 then the assertion is trivially verified.
Assume hence that b 6= 0.
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Then we have −b ∈ A and
(−2b) + 0
2
= −b ∈ A, 0 ∈ A =⇒ −2b ∈ B, 2b ∈ A,
(−3b) + b
2
= −b ∈ A, b ∈ B =⇒ −3b ∈ A, 3b ∈ B ,
b+ 3b
2
= 2b ∈ A, b ∈ B =⇒ 3b ∈ A .
Thus we see that 3b ∈ A ∩B, as required.
Let now a ∈ A. If a = 0 then the assertion is trivially verified and if
a 6= 0 then −a ∈ B and we have just seen that then −3a ∈ A ∩ B, as
desired.
✷
Proposition 7.4. Let Z(s) and L(s) be meromorphic in an open neigh-
bourhood of the closed half space
Re s ≥ σ1.
Assume that Z(s) has a unique simple pole at s = σ1. If σ1 is a pole
or a zero of L(s) then L(s) has no poles on the line Re s = σ1 and
L(σ1 + it) 6= 0 for each real t 6= 0.
Proof. Assume first that L(σ1) = 0. Let A,B ⊂ R the set of t ∈ R
such that σ1 + it is respectively a zero or a pole of L(s).
We now show that A and B satisfy the hypotheses of lemma 7.3.
Of course 0 ∈ A being L(σ1) = 0. Let u, v ∈ R with u 6= v and
assume that
t :=
u+ v
2
∈ A,
that is L(σ1 + it) = 0.
Consider then the function
Lt(s) := L(s+ it)
and set s0 = σ1 + i(u− t).
Since Lt(σ) = 0 then the assertion (3) of theorem 6.5 implies that s0
is a zero of Lt(s) if, and only if, s0 is a pole of Lt(s).
Observing that and s0 = σ1 + i(v − t) we obtain that u ∈ A if, and
only if, v ∈ B, as desired.
Since obviously A∩B = /© lemma 7.3 then forces B = /© and A = {0}
and this completes the proof of the proposition in the case L(σ1) = 0.
Assume now that σ1 is a pole of L(s). Then it suffices to repeat the
aforementioned argument interchanging A with B and observing that
the function Lt(s) has a pole at s = σ1 instead of a zero.
The proof of the proposition is so completed.
✷
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