Abstract. We define a Deligne-Mumford stack X D,r which depends on a scheme X, an effective Cartier divisor D ⊂ X, and a positive integer r. Then we show that the Abramovich-Vistoli moduli stack of stable maps into X D,r provides compactifications of the locally closed substacks of Mg,n(X, β) corresponding to relative stable maps.
In the genus 0 case, Gathmann defined the space of relative stable maps by taking the closure inM g,n (X, β) of the maps f : C → X above. In this paper, we show that the stack of twisted stable maps into X D,r has an open substack U g,n (X D,r , β, ) ⊂ K g,n (X D,r , β) mapping isomorphically onto the locally closed substack ofM g,n (X, β) consisting of those maps. Here r is any integer larger than every i . This provides an alternate compactification of the space of relative stable maps.
One advantage to this approach is that it works in greater generality. We only assume that X is projective over a field and that D ⊂ X is an effective Cartier divisor. It is also necessary that r is invertible in the base field, but this does not constrain the initial data. Since r is not fixed, this method does not produce a unique compactification. However, the compactifications form an inverse system in light of [AV, 9.1.2] . This requires further investigation.
One application of this idea is to count curves in the plane having certain tangency conditions with respect to a smooth cubic. If D ⊂ P 2 C is the cubic, then the Gromov-Witten invariants of P 2 D,2 can be computed using the WDVV equations, as in [Ca1] . The invariants can then be used to count rational curves having a certain number of order 1 and 2 contacts with D at both specified and unspecified points [Ca2] .
In Section 2.2 we define the rth root construction. While we are mostly interested in applying it to divisors, it is just as easy to apply it to a pair (L, s) consisting of an invertible sheaf L and a global section s of L. In all, there are four notations used for various rth root constructions: X (L,s,r) , X D, r , X (L,r) , and X D,r . These are found in Definitions 2.2.1, 2.2.4, 2.2.6, and just below Definition 2.2.4 respectively. In Section 2.3 we give conditions for X (L,s,r) to be a DeligneMumford stack and discuss presentations and coarse moduli spaces. In Section 2.4, we give several examples.
The most important theorem aside from the main result is Theorem 3.3.6. For smooth curves not mapping into D, it exhibits a bijective correspondence between ordinary stable maps with specified tangencies at the marked points and twisted stable maps having specified contact types at the marked points. The contact type is a fundamental concept for this correspondence, and is introduced after the proof of Proposition 3.3.3. Prior to this, we prove two key results about how the rth root construction affects the Picard group, Corollaries 3.1.2 and 3.1.3. The main result, which proves the isomorphism of stacks described above, is Theorem 4.2. The final section contains some important lemmas which are used throughout.
Notation and conventions.
We work over Spec Z. Some background on stacks is required, and our reference is [LMB] . Unfortunately, this requires us to assume that all schemes are quasi-separated so that the rth root construction produces an algebraic stack in the sense of [LMB, 4.1] . Section 3.1 requires some familiarity with group schemes, not beyond what is found in Chapter 2 of [Ja] . If the reader is only interested in applications over C, then this is unnecessary.
We use the following group schemes:
(1) µ r (A) = {a ∈ A | a r = 1}.
(2) G m (A) = {a ∈ A | a is a unit}.
(3) Z/rZ(A) = {locally constant functions Spec A → Z/rZ}. Here A is an arbitrary commutative ring with unit. If we want to pull back a group scheme G from Spec Z to S, we use the notation G S for the resulting group scheme.
By a family of curves, we mean a morphism of schemes C → S which is flat and proper and whose geometric fibers are connected curves having at worst nodal singularities. Since S will always be Noetherian, the locally finite presentation hypothesis is redundant. To work in complete generality, we would have to allow C to be an algebraic space. However, since we are dealing with stable maps to projective schemes, it will always be the case that C is projective over S, and in particular a scheme.
The rth root construction.
2.1. Preliminaries. An important concept for this paper is that of an invertible sheaf with section on an algebraic stack X. For definitions, see [LMB, §13] . We make use of the standard fact that there is an equivalence of categories between invertible sheaves on X and morphisms X → BG m . Here the morphisms in the former category are taken to be isomorphisms of invertible sheaves. Moreover, there is an equivalence between pairs (L, s), with L an invertible sheaf on X and s ∈ Γ(X, L), and morphisms 
For intuition, it may help to view a morphism X → [A 1 /G m ] not as a principal G m -bundle over X together with a G m -equivariant map to A 1 , but instead as a principal G m -bundle over X together with a section of the associated A 1 -bundle. Then the lemma follows easily. Note that the section is 0 if and only if the morphism factors X → BG m ⊂ [A 1 /G m ], which recovers the equivalence between invertible sheaves and morphisms X → BG m .
The identity morphism BG m → BG m corresponds to an invertible sheaf on BG m whose pullback under an arbitrary morphism X → BG m is isomorphic to the corresponding invertible sheaf on X. We call this the tautological sheaf on BG m . Note that the total space of the corresponding geometric line bundle is [A 1 /G m ].
Definitions.
Let X be an algebraic stack, let L be an invertible sheaf on X, let s ∈ Γ(X, L), and let r be a positive integer. The pair (L, s) defines a morphism
be the morphism induced by rth power maps on both A 1 and G m . Under the equivalence of categories in Lemma 2.1.1, θ r sends a pair (L, s) to its rth tensor power (L r , s r ). Recall that the 2-category of algebraic stacks is closed under fiber products [LMB, 4.5] .
Definition 2.2.1. We define X (L,s,r) to be the fiber product
and say that X (L,s,r) is obtained from X by the rth root construction.
Remark 2.2.2. Explicitly, if X is a scheme, then the objects of X (L,s,r) over a scheme S are quadruples
where f : S → X is a morphism, M is an invertible sheaf on S, t ∈ Γ(S, M),
It is easy to generalize this when X is a stack.
Remark 2.2.3. From the definition it is clear that for any morphism f :
Definition 2.2.4. Let X be a scheme, let D = (D 1 , . . . , D n ) be an n-tuple of effective Cartier divisors D i ⊂ X, and let r = (r 1 , . . . , r n ) be an n-tuple of positive integers. Let
We define X D, r to be the fiber product
where
as in Lemma 2. When n = 1, we use the simpler notation X D,r , and refer to this stack as the result of applying the rth root construction to the divisor D.
Remark 2.2.5. Using the notation from the previous definition, let
This is easily verified using Remark 2.2.2. It follows that X D, r can be obtained from X by iterating the rth root construction of Definition 2.2.1 n times. This is used to simplify arguments later on. 
On Bµ r we have an invertible sheaf induced by the projection onto the second factor
This is equivalent to the morphism induced by the natural inclusion µ r → G m . As the Picard group of Bµ r is canonically identified with the group of characters µ r → G m [LMB, 13.3.7] , it follows that this invertible sheaf is a generator of the Picard group of Bµ r .
Basic properties.
We begin our investigation of the rth root construction with an easy special case.
Proof. By Remark 2.2.2, the objects of X (O X ,x,r) on a scheme S are equivalent to triples (M, t, ϕ) , where M is an invertible sheaf on S, t is a global section of M, and ϕ: M r → O S is an isomorphism. The morphism f : S → X (which is the same as a section of O S ) is determined by the condition ϕ(t r ) = f . An object of [A 1 /µ r ] over a scheme S is a pair consisting of a principal µ r -bundle and a section of the associated A 1 -bundle. From Example 2.2.7, this is equivalent to such a triple (M, t, ϕ) . It is easily verified that morphisms in the two categories are the same.
The following theorem shows that X (L,s,r) has finite diagonal over Spec Z whenever X does.
Proof. The statement is local on X. Indeed, if V → X is a smooth, surjective morphism and if U = X (L,s,r) × X V, then we obtain the following fiber square whose vertical arrows are smooth and surjective:
So we may assume that X is a scheme and that L is trivial. Then the morphism 
To deduce that the bottom arrow is finite, note first that it is representable and separated. It is also quasi-finite, since any object of [A 1 /µ r ] over an algebraically closed field has finitely many automorphisms, given by rth roots of unity. It follows from [LMB, A.2] that it is schematic. To show it is finite, it suffices to take an arbitrary base change
with S a scheme and show that the resulting morphism is finite. In light of the fiber square, this follows from the fact that a morphism of schemes whose base change with an fpqc morphism is finite is itself finite [Gr2, 2.7 .1].
THEOREM 2.3.3. If X is a Deligne-Mumford stack and r is invertible on X, then X (L,s,r) is a Deligne-Mumford stack.
Proof. Since X (L,s,r) is an algebraic stack, it suffices to show that it admits anétale surjective morphism from a scheme. Let p: U → X be anétale surjective morphism from a scheme U such that p * L is trivial. Then the composition
is a Deligne-Mumford stack. But applying the same remark together with Lemma 2.3.1, we have
] is a Deligne-Mumford stack by [LMB, 4.6 .1]. This shows that U ( p * L,p * s,r) is a Deligne-Mumford stack, since Deligne-Mumford stacks are closed under fiber product [LMB, 4.5] .
Remark. Since X (L,r) is a closed substack of X (L,0,r) (consisting of the objects in Remark 2.2.2 for which t = 0), it follows that X (L,r) is also a Deligne-Mumford stack. Likewise, Theorem 2.3.2 applies to X (L,r) also. Proof. This follows from Theorem 2.3.3 in light of Remark 2.2.5. PROPOSITION 2.3.5. Let X be an algebraic stack, and let L, s, r be as usual.
is the rth power map, then P × A 1 A 1 is the total space of a principal G m -bundle over X. Moreover, P is the total space of a principal G m -bundle over X (L,r) , where G m acts on P by the rth power of the natural action.
Proof. We use the following diagram, which should be viewed as a cube with one vertex missing:
r r r r r r r r r r
A 1
d d r r r r r r r r r
The morphisms 
This allows one to construct smooth presentations of X (L,s,r) and X (L,r) given one for X. COROLLARY 2.3.6. The projection X (L,s,r) → X is faithfully flat and quasicompact.
Proof. Since this is local on X, we assume X = Spec A and L is trivial, so s ∈ A. We have a presentation Spec B → X (L,s,r) , where B = A [x, y, y Recall that a coarse moduli space for an algebraic stack X is an algebraic space Y together with a morphism X → Y which is universal for morphisms from X to algebraic spaces and induces bijections
COROLLARY 2.3.7. Let X be a scheme and let L, s, r be as usual. Then X is a coarse moduli space for both X (L,s,r) and X (L,r) under the projections to X.
Proof. Let P be as in the proposition. It is easy to check that X is a geometric quotient of P × A 1 A 1 by G m , and hence a categorical quotient. Likewise, X is a geometric quotient of P by G m . A priori, this only makes X a coarse moduli scheme. Since X (L,s,r) → X has finite diagonal, it follows that X (L,s,r) has a coarse moduli space which is separated over X [LMB, 19.1] . By [LMB, A.2] , it follows that the coarse moduli space is a scheme, hence isomorphic to X.
Examples.
Throughout this subsection we use the following notation. Let X be a scheme, let L be an invertible sheaf on X, let s be a global section of L and let r be a positive integer. In light of Remark 2.2.3, this means that in general X (L,s,r) is covered by such quotient stacks.
Example 2.4.2. If s is a nonvanishing section, then X (L,s,r) ∼ = X. One proof follows from noting that the morphism
This shows that all of the "stack structure" in X (L,s,r) is concentrated at the vanishing locus of s.
It follows that for general X and L, X (L,0,r) is an infinitesimal extension of X (L,r) . Explicitly, the objects of X (L,r) over a scheme S are triples ( f , M, ϕ), where f : S → X is a morphism, M is an invertible sheaf on S, and ϕ: M r → f * L is an isomorphism. The objects of X (L,0,r) over S are quadruples ( f , M, t, ϕ) with ( f , M, ϕ) as above and t a global section of M such that t r = 0. From this, it is clear that X (L,r) is a closed substack of X (L,0,r) . In general, if Z is the vanishing locus of S, then Z (L| Z ,r) is a closed substack of X (L,s,r) .
Locally, X (L,r) is a quotient of X by a trivial action of µ r , though this is not true globally. In general, X (L,r) is a flat gerbe over X with band µ r . Of course, when r is invertible it is anétale gerbe. It is obtained from L via the coboundary map from H 1 to H 2 in the Kummer exact sequence
Definition 2.4.4. Let D ⊂ X be an effective Cartier divisor. We define the gerbe of X D,r to be the closed substack
Example 2.4.5. Let X be a smooth variety over a field k and let D ⊂ X be a divisor which has normal crossings. Given an integer r prime to the characteristic of k, Matsuki and Olsson [MO] constructed a smooth Deligne-Mumford stack X over X which has a divisorD ⊂ X such that the pullback of
, t is its tautological section vanishing onD, and the rest is constructed from the above information. Since X is smooth, F cannot be an isomorphism unless D is smooth, since otherwise X D,r will not be smooth. When D is smooth, it follows from the local descriptions of [MO, 4.3] and Example 2.4.1 that F is an isomorphism.
For an example of how these two stacks can differ, let D be a reducible conic in X = P 2 . If D 1 and D 2 are its irreducible components, then X D,(r,r) is isomorphic to the stack of [MO] . Over the node of D, there are two factors of µ r acting, whereas in X D,r there is only one.
Since the rth root construction behaves well under base change, it follows that X D,r is the flat limit of X C,r where C is a smooth conic approaching D. Since X C,r and X D,(r,r) are both smooth stacks, their Gromov-Witten theories are well-defined, but one should not expect the theories to agree.
Example 2.4.6. Any (smooth) complex orbicurve can be obtained from the rth root construction. Let X be a smooth curve, let D 1 , . . . , D n be distinct points of X, and let r 1 , . . . , r n be integers greater than 1. Then the complex orbicurve (X, D, r) defined in [CR, 2.2.2 ] is isomorphic to X D, r . This follows from the local description of Example 2.4.1.
Example 2.4.7. The following example will appear throughout the rest of the paper. Let π: C → S be a family of curves over a connected Noetherian scheme S (see the introduction for conventions) and suppose we have an n-tuple D of disjoint Cartier divisors D i ⊂ C which map isomorphically to S. Given an n-tuple of positive integers r = (r 1 , . . . , r n ), we obtain a stack C D, r over S. If the integers r i are invertible on S, this is a family of twisted n-pointed curves over S in the sense of [AV, 4.1.2] . This is easily verified using Corollary 2.3.4, Proposition 3.0.1, and Examples 2.4.1 and 2.4.3. See also the beginning of Section 4, where it is shown that the D i are disjoint from the singular locus of π.
3. Morphisms C D, r → X D,r . The goal of this section is to classify certain morphisms C D, r → X D,r , where C D, r is the twisted curve of Example 2.4.7, X is a scheme, and D ⊂ X is an effective Cartier divisor. In general, a morphism of stacks is defined by a functor between the underlying categories. Such a functor would take an object of C D, r over a scheme T to a quadruple ( f , M, t, ϕ) over T (see Remark 2.2.2). It is equivalent to classify such quadruples ( f , M, t, ϕ) over C D, r , which follows from [LMB, 13.3.6] .
It is easy to classify morphisms f : C D, r → X. Proof. Given the first statement, the second follows from the universal property of coarse moduli spaces. For the first, since it is local on C it suffices to consider the case of just one divisor. Indeed, since Example 2.4.7 assumes that the divisors are disjoint, one can cover C by the Zariski open sets
The case of a single divisor was done in Corollary 2.3.7. (L,s,r) . Througout this subsection, X is an algebraic stack, L is an invertible sheaf on X, s is a global section of L with vanishing locus Z, and r is a positive integer. Let π: X (L,s,r) → X be the projection. The goal is to relate the Picard group of X (L,s,r) to that of X. Recalling the equivalence of Lemma 2.1.1, the projection onto the second factor
Picard group of X
is equivalent to a pair (T , τ ) consisting of an invertible sheaf T on X (L,s,r) and a global section τ of T . We call T the tautological sheaf and τ the tautological section. Note that T r is canonically isomorphic to π * L by an isomorphism sending τ r to π * s. There is also a tautological sheaf on X (L,r) . Recalling Example 2.4.3, we have a closed substack Z (L| Z ,r) ⊂ X (L,s,r) . We denote the inclusion by ι. We begin by defining a group homomorphism
First we define it when L| Z is trivial. Then the morphism Z → BG m defined by L| Z factors through Spec Z, so we have an isomorphism
Under this isomorphism, the tautological sheaf ι * T is the pullback of the invertible sheaf on Bµ r considered in Example 2.2.7, which corresponds to the inclusion µ r → G m . An invertible sheaf on Z × Bµ r is equivalent to an invertible sheaf on Z together with a character of µ r,Z , which by Cartier duality corresponds to an element of Z/rZ(Z). We define χ to be the homomorphism which forgets the sheaf on Z. This construction clearly commutes with arbitrary base change f : Y → Z since the tautological sheaf on Y ( f * L| Z ,r) is the pullback of the tautological sheaf on Z (L| Z ,r) .
In general, choose a presentation p: U → Z such that p * L| Z is trivial. Then any invertible sheaf on Z (L| Z ,r) determines an element of Z/rZ(U) by the above construction. Since the construction is stable under base change, this element descends to Z. THEOREM 3.1.1. Let F be an invertible sheaf on X (L,s,r) such that χ(ι * F) = 0, and let M be an invertible sheaf on X. Then the following hold:
(1) The canonical morphism
is an isomorphism.
Proof. We claim that these are local on X. The second and third clearly are. For the first, note that given a presentation P → X and a presentation Q → P × X X (L,s,r) one obtains a presentation Q → X (L,s,r) , and apply [LMB, 13.2.4 ]. So we can assume X = Spec A and L is trivial on X. By Example 2.4.1, X (L,s,r) ∼ = [Spec B/µ r ], where B = A[x]/(x r − s) and µ r acts by t · x = t −1 x and t · a = a for a ∈ A. The invertible sheaf F on [Spec B/µ r ] is equivalent to an invertible B-module M together with an action of µ r on M which is compatible with the µ r action on B (e.g., this follows from fpqc descent [LMB, 13.5.5 
]).
After localizing on Spec A, we can assume that M is free as a B-module (this follows from [Ei, Ex. 4.13] ). Since µ r is diagonalizable, M splits as a direct sum
where the action of µ r on M i is given by t · m = t i m [Ja, §2.11] . By compatibility of the µ r action, each M i is an A-module and multiplication by x sends M i to M i−1 . Since M i is a projective A-module and M is a free B-module, it follows that M i is invertible (otherwise x r−1 would annihilate M). By localizing again on Spec A, we can assume that each M i is a free A-module. Now the first statement reduces to showing that the natural morphism ψ: M 0 ⊗ A B → M is an isomorphism. By [Ei, 4.4a] , it suffices to show that ψ is surjective. Since multiplication by x on M is graded, xM is a graded submodule of M, so M/xM splits as a direct sum of M i /xM i+1 . The hypothesis χ(ι * F) = 0 implies that the induced µ r -action on M/xM is trivial, so M i /xM i+1 = 0 for all i = 0. It follows that ψ is surjective, which proves statement 1.
The tautological sheaf T is represented by B with the µ r -action t · x i = t 1−i x, and the tautological section is represented by x. So statement 2 reduces to showing that multiplication by x k is an isomorphism from M 0 to M −k . This follows from the fact that M i /xM i+1 = 0 for i = 0.
For statement 3, note that given an A-module N representing M, π * N is represented by N ⊗ A B, with N being the µ r -invariant submodule.
COROLLARY 3.1.2. Assume that Z is connected and nonempty and let F be an invertible sheaf on X (L,s,r) . Then there is an invertible sheaf M on X and an integer k such that 0 ≤ k < r and
F ∼ = π * M ⊗ T k .
Moreover, k is unique and M is unique up to isomorphism.
Proof. We define k to be the integer in [0, r − 1] represented by χ(ι * F). By construction of χ, F ⊗ T −k satisfies the hypothesis of Theorem 3.1.1. Let M = π * (F ⊗ T −k ). Theorem 3.1.1.1 implies that F ⊗ T −k ∼ = π * M. Uniqueness of M follows from 3.1.1.3 and uniqueness of k follows from the existence of χ. Proof. Equivalently, multiplication by τ k induces an isomorphism
This follows from the second two statements of Theorem 3.1.1.
Applications to C D, r .
Applying these results to the stack C D, r of Example 2.4.7, we obtain the following classification of invertible sheaves. For 1 ≤ i ≤ n, let T i be the tautological invertible sheaf on C D, r which is pulled back
, where the last morphism projects onto the ith factor. Let γ: C D, r → C be the projection.
The following two corollaries follow from Corollaries 3.1.2 and 3.1.3 by iteration using Remark 2.2.5. Note that we assume S to be connected. We conclude the section with an important lemma, which is an easy application of these corollaries.
Moreover, the integers k i are unique, L is unique up to isomorphism, and T
LEMMA 3.2.3. Given a fiber square,
where C → S and B → T are two families of curves, and given two n-tuples of disjoint effective Cartier divisors D i ⊂ C and E i ⊂ B mapping isomorphically to the base such that g(
D i ) = E i , any morphism G: C D, r → B E, r over g satisfies G * T i ∼ = T i ,
where T i is the canonical invertible sheaf associated to E i and T i is the one associated to D i as above.
Proof. The conclusion is obvious when r i = 1, so assume r i > 1. By Corollary 3.2.1, we have a decomposition
i , and by Corollary 3.2.2, the pullback of the tautological section τ i goes to a section of the form γ * s τ k i i . Raising both sides to the power r i and using the uniqueness statement of Corollary 3.2.1 and the fact that g(
by an isomorphism sending s D i to s r i j s j D j where j = r i k j /r j . By comparing vanishing loci, it follows that k j = 0 for j = i. Since the geometric fibers of π are nodal curves whose intersection with D i is a single smooth point, it follows that s does not vanish at any point of C and k i equals 1. Thus L is trivial and
Remark. It follows that any two morphisms C D, r → B E, r over g are 2-isomorphic.
3.3. Classification. Fix a scheme X, an effective Cartier divisor D ⊂ X, and a positive integer r. We are now ready to classify certain morphisms C D, r → X D,r (hopefully the two uses of the letter r will not cause confusion).
Let γ: C D, r → C be the projection and fix a morphism F: C D, r → X D,r . By Proposition 3.0.1, every morphism C D, r → X is of the form f • γ for a unique morphism f : C → X. Thus the morphism F is given by a quadruple ( f , M, t, ϕ) , where f : C → X is a morphism, M is an invertible sheaf on C D, r with global section t, and ϕ:
By Corollary 3.2.1, the invertible sheaf M uniquely determines positive integers
We need a criterion for a morphism to be representable. The following lemma is a consequence of [Co, , and for Deligne-Mumford stacks a proof can be found in [AV, 4.4.3] . First we fix some notation. If y: Spec k → Y is a geometric point of an algebraic stack Y, let G y be the group scheme over k given by
for any k-algebra R. This can be thought of as the automorphism group scheme of y, and for a Deligne-Mumford stack Y, it is simply the 2-automorphism group of y. 
Now we apply the criterion of the lemma to a geometric point Spec k → U D i ,r i lying over D i . Such a point must map to a point lying over D. The commutative diagram shows that the induced morphism µ r i → µ r is the k i th power map, and this is injective if and only if k i is relatively prime to r i . In this case, r i must divide r in order for M r to be pulled back from C.
Given the n-tuples of integers r and k, define an n-tuple by
The proposition says that when F is representable, we have gcd (k i , r i ) = 1, and multiplying by r/r i we obtain gcd ( i , r) = r/r i = i /k i . Thus in the representable case, k and r are determined from by the following formulas.
We call the n-tuple the contact type of the morphism F, a definition which is motivated by the theorem below.
Let s be the global section of L determined by t according to Corollary 3.2.2, and let Z ⊂ C be its vanishing locus. The above decomposition for M, together with the fact that T
). If we assume that f −1 D is an effective Cartier divisor, then it follows from Corollaries 3.2.1 and 3.2.2 that
. By the remark following Lemma 5.2, this holds if π: C → S is smooth and no fiber of π maps into D. The second part of the following theorem has now been established. 
. , n, be an n-tuple of disjoint effective Cartier divisors which map isomorphically onto S. Fix an n-tuple of positive integers
, and let r be determined from by (3.3.5) . Given a morphism f : C → X such that:
(1) no fiber of π maps into D and Proof. It remains to prove only the first part. A representable morphism F: C D, r → X D,r , if it existed, would be given by a quadruple ( f , M, t, ϕ) as above. We want to show that there is only one such quadruple up to isomorphism. The morphism f : C → X is already given. Let L = O(Z) and let s be the canonical section of L vanishing on
This defines a morphism F of contact type .
If we choose a different quadruple ( f , N, u, ψ) giving rise to a morphism of contact type , then we have already shown that there is an invertible sheaf L on C and a section s so
is the vanishing locus of s , then Lemma 5.3 implies that Z = Z , so there is an isomorphism L → L sending s to s . This induces an isomorphism M → N sending t to u, and it necessarily sends ϕ to ψ since t and u are nonzero on a dense open set.
Twisted stable maps.
In this section, we compare twisted stable maps into X D,r with ordinary stable maps into X. We assume that X is projective over a field k and that r is invertible in k.
We begin with an observation about nodal n-pointed curves over a Noetherian scheme S. In the standard definition, one has a flat morphism π: C → S whose geometric fibers are nodal curves together with n sections σ i : S → C whose images are disjoint and which don't pass through any singular points of the fibers. It is equivalent to replace the n sections σ i with n disjoint effective Cartier divisors D i ⊂ C which map isomorphically to S. Indeed, any section of a separated morphism is a closed embedding (this follows from [Gr2, 8.11 .5]), and given a section σ which doesn't pass through any nodes, it follows from Lemma 5.1 that its image is an effective Cartier divisor. Conversely, if it is effective Cartier and maps isomorphically onto S, then its restriction to each fiber is a point defined by a single equation, so it can't be a node of the fiber. Therefore, we consider a nodal n-pointed curve over S to be given by the data (π:
In the following theorem, we use the definition of a twisted nodal n-pointed curve over S from [AV, Definition 4.1.2] . We implicitly assume our families of curves are proper with geometrically connected fibers. Proof. Using results of Section 2, it is not hard to show that C D, r is a twisted curve over S (see Example 2.4.7). Given a twisted curve C → S, with markings Σ i ⊂ C, the coarse moduli scheme C → S is a flat family of curves over S by [AV, 4.1.1]. Moreover, if D i is the coarse moduli space of Σ i , then it embeds into C as the image of Σ i . Let γ: C → C be the projection. The local description for C given in [ACV, 2.1] says that at a marking Σ i , C looksétale locally like the quotient of A 1 S by the cyclic action of µ r i which fixes the origin, for some integer r i which is invertible on S. Since Σ i is connected, the integer r i does not depend on the point where one takes theétale neighborhood. Since C is Noetherian, there exists ań etale surjective morphism e: U → C with U Noetherian. By Lemma 5.1, e −1 (Σ i ) is an effective Cartier divisor. Therefore, Σ i is an effective Cartier divisor, and it follows from the local description that r i Σ i = γ −1 D i . So γ, the invertible sheaves O C (Σ i ), their tautological sections vanishing on Σ i , and the natural isomorphisms
It follows from the local description that this is an isomorphism and that Σ i is sent to the gerbe over D i .
Remark. For arbitrary twisted nodal curves C, it appears that the right way to construct C from its coarse moduli space is to use logarithmic structures [Ol2] .
From now on, fix a class β ∈ B 1 (X), the Chow group of 1-dimensional cycles on X modulo algebraic equivalence. The moduli stack of twisted stable maps into X D,r of class β, denoted K g,n (X D,r , β), was constructed by [AV] . It is a proper Deligne-Mumford stack and admits a proper, quasi-finite morphism to K g,n (X, β) (which is the same asM g,n (X, β)). Since K g,n (X D,r , β) is Noetherian, it has a groupoid presentation involving Noetherian schemes and finite type morphisms. This means that anything we want to know about the stack can be learned by only considering objects of the stack over Noetherian schemes, so we will always assume our base schemes are Noetherian (see [Ar, 3.11] for a more precise treatment of this reduction).
Let be an n-tuple of integers such that 0 ≤ i ≤ r − 1 and D · β − i is divisible by r. We call such an n-tuple of integers admissible. Now we introduce four substacks of the stacks of stable maps forming a commutative diagram: is a smooth n-marked curve over S, r is an n-tuple of positive integers, and F is a stable morphism such that no fiber of π maps into D under the induced morphism f : C → X. For F to be stable means that it is representable and f is stable (as a morphism from an n-marked curve into X). We will therefore denote objects of U g,n (X D,r , β) by (π: C → S, D, r, F). Equation 3.3.4 associates to any such morphism F an n-tuple of integers called the contact type. It follows from Lemma 3.2.3 that the contact type defines n locally constant functions on the moduli stack of stable maps.
•
be the open and closed substack consisting of stable maps which have contact type .
be the open substack consisting of stable maps from smooth curves which do not map into D. By the remark following Lemma 5.2, for any stable map (π:
• Let V g,n (X, β, ) be the stack whose objects over a scheme S are quadruples
, and whose morphisms are morphisms of stable maps which preserve Z. We have a morphism V g,n (X, β, ) → V g,n (X, β) and we claim that this is a closed embedding. Let (π: C → S, D, f ) be an object of the second stack, and let T be the fiber product, as in the diagram below:
which is an integer since we assumed to be admissible. The stack T is isomorphic to the stack whose objects over a scheme U are pairs ( g, Z) , where g: U → S is a morphism and Z ⊂ g * C is an effective Cartier divisor such thatg * f * D = rZ + ig * D i . Hereg: g * C → C is the projection. Such a Z is necessarily flat over S by Lemma 5.2, so it defines a morphism from T to the Hilbert functor Hilb
parametrizing length d subschemes of the fibers of C → S. Since X is projective and f : C → X is stable, C is projective over S. In this situation, the Hilbert functor is representable by a scheme which is projective over S [Gr1, 3.2] . We have a morphism h:
which makes a fiber square as in the diagram. Moreover, it follows from Lemma 5.3 that h is a monomorphism and it is clearly proper, so it is a closed embedding by [Gr2, 8.11.5] . The claim now follows.
This brings us to our main theorem.
for any admissible n-tuple .
Proof. As we remarked earlier, we only need to consider families of stable maps over Noetherian schemes. We may further restrict to connected schemes, since a Noetherian scheme is the disjoint union of its connected components. So let S be Noetherian, and let (π: C → S, D, r i , F) be an object of U g,n (X D,r , β, ) over S. In Theorem 3.3.6 we showed that there is a unique Z ⊂ C so that under the induced morphism f : C → X we have f * D = rZ + i D i . This shows that U g,n (X D,r , β, ) maps to V g,n (X, β, ). Theorem 3.3.6 also shows that any stable map in V g,n (X, β, ) comes from a stable map in U g,n (X D,r , β, ).
To show that we have an isomorphism of stacks, it now suffices to show that given any two stable maps ξ 1 , ξ 2 ∈ U g,n (X D,r , β, ) over S, any morphism over S between their images in V g,n (X, β, ) comes from a unique morphism ξ 1 → ξ 2 over S. Let ξ i = (π i : C i → S, D i , r i , F i ), let f i : C i → X be the coarse map of F i , and let g: C 1 → C 2 be an S-isomorphism such that f 2 •g = f 1 and g(D 1 j ) = D 2 j . We saw in equation 3.3.5 that r i j is determined by j , so we drop the superscript i from r and let C i = (C i ) D i , r . Recall that a morphism ξ 1 → ξ 2 is an equivalence class of pairs (G, α), where G: C 1 → C 2 is an isomorphism of S-stacks which preserves the markings and α: F 2 • G ⇒ F 1 is a 2-morphism [AV, 4.3.2] . Two such pairs (G 1 , α 1 ) and (G 2 , α 2 ) are equivalent if there is a 2-morphism β: G 1 ⇒ G 2 such that α 2 • (id F 2 β) = α 1 .
Since g sends D 1 j to D 2 j , g induces an isomorphism G: C 1 → C 2 . If H: C 1 → C 2 is any isomorphism inducing g: C 1 → C 2 , then Lemma 3.2.3 implies that there is a 2-morphism G ⇒ H. It now suffices to show that there is a unique 2-morphism F 2 • H ⇒ F 1 . In Theorem 3.3.6 we showed that there exists a 2-morphism. Since F 2 • H and F 1 are representable and since the complement of F −1 1 G is a dense open representable substack, it follows by [AV, 4.2.3 ] that the 2-morphism is unique. This finishes the proof. Proof. First note that it suffices to prove the lemma after a base change S → S where S is the spectrum of an Artinian local ring. Indeed, if Z 1 = Z 2 , then there is a point p ∈ C such that the ideals of Z 1 and Z 2 differ in O p . This implies that they differ in the completion O p , so they differ in some quotient O p /m k , where m ⊂ O p is the maximal ideal. So Z 1 and Z 2 would differ after the base change Spec O p /m k → S.
It also suffices to prove the lemma after anétale base change. Therefore we can assume that S is the spectrum of an Artinian local ring whose residue field contains all rth roots of unity.
Let L i = O C (Z i ) and let s i ∈ Γ(C, L i ) be the tautological section vanishing on Z i . We are given an isomorphism ϕ: L r 1 → L r 2 sending s r 1 to s r 2 . Let P → C be the µ r torsor associated to the invertible sheaf M = L −1 1 ⊗ L 2 together with the isomorphism M r → O C induced by ϕ. We claim that P → C is a trivial µ r torsor. By the invariance of theétale site under infinitesimal thickenings, it suffices to show that the restriction of P to C s is trivial, where s ∈ S is the closed point. But on C s , rZ 1 = rZ 2 implies Z 1 = Z 2 , so P s → C s is clearly trivial.
Let U = C\Z. Since P is a disjoint union of r copies of C and U is connected, the section of P| U given by s −1 1 ⊗ s 2 extends to a section of P. Therefore, there is an isomorphism ψ: L 1 → L 2 such that ψ r = ϕ and ψ(s 1 ) = s 2 on U. Since U is dense in C, it follows that ψ(s 1 ) = s 2 on C, which shows that Z 1 = Z 2 .
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