Absfmcf-The paired-difference t-test is commonly used in the machine learning community tu determine whether one learning algorithm is better than another on a given learning task. This paper suggests the use of the permutation test instead hecause it calculates the exact p-value instead of an estimate. The permutation test is also distribution free and the time complexity is trivial for the commonly used 10-fold cross-validation paireddifference test. Results of experiments on real-world problems suggest it is not uncommon tu see the t-test estimate deviate up to 30-5090 from the exact pvalue.
I. INTRODUCTION A popular test used to compare two learning algorithms is the 10-fold cross-validation paired-difference t-test [I], [21.
This test uses Student's t distribution to estimate a p-value representing the probability that the mean of the differences observed occurred randomly. If the resulting p-value is very low (usually below 0.10) it can be concluded that the observed difference is more than can be explained by random chance, and is therefore statistically significant. In the context of machine learning, this amounts to comparing how well algorithm A does compared to algorithm B on a particular learning problem characterized by a data set D. If the mean difference between algorithm A's performance and algorithm B's performance using data set D is statistically significant, there is support to prefer using algorithm A for that particular leaning problem. For this reason, tests comparing two or more algorithms are important in validating the utility of machine learning algorithms and comparing them to each other in different problem domains.
The problem with the t-test is that it does not yield the exact pvalue, but instead an approximation based on assumptions about the distribution of a paired-difference test. It is possible, however, to calculate the exact p-value i n a trivial amount of time for the common 10-fold version of the paired-difference test using a permutation test. Since this test yields a more accurate p-value and is easily calculated, this paper suggests using the permutation test instead of approximating the p-value with Student's t distribution. The results of experiments on several real world problems show it is not uncommon for the t-test approximation to deviate as much as 30-50% from the true p-value 11. BACKGROUND A.
Statistical Issues
There are two assumptions associated with using Student's t distribution to calculate the p value:
1) The differences are normally distributed.
2) The differences are independent. Since the t-test is robust to the first assumption, it often yields a reasonable approximation to the the true p-value which, in a paired-difference test, is:
where n is the number of ways the mean difference can be as extreme or more extreme (for a two-sided p-value) than the observed mean difference and N is the total number of possible reassignments of the paired-differences given the results. It is a measure of how often it is expected that a difference as extreme or more extreme than the observed difference occurs randomly. The pvalue can also be calculated exactly in O(2") time where n is the number of pairs. Although exponential, for the small amount of pairs usually used in the literature (k = 10). calculating the p-value exactly is not unreasonable. In fact, in statistics the calculation of the exact p-value is known as a permutation test and is often available in popular statistical packages. Tables 1-111 show a simple example of how to calculate the p-value using a permutation test. Consider permutation 1 to be the original results of an experiment involving two algorithms being compared with, in this simple example, a 3-fold cross validation paired-difference test. 
B. Past Research
Since being able to compare machine learning algorithms is one of the key elements in the research area, there have been several evaluations of popular practices, and suggestions for appropriate procedures. In [Z], Reich evaluates common practices for comparing machine learning methods and suggests appropriate practices, including the use of the 10-fold cross-validation paired-difference t-test. Salzberg criticizes mainstream philosophies and statistical methods in machine learning in [3] , especially when using statistics to compare algorithms. He also criticizes the use of Student's t-test in resampled approaches because the assumption of independence between samples is violated. Dietterich [I] supports Salzberg's criticism of the re-sampled paired t-test and also warns against the use of the 10-fold cross-validation paired-difference t-test.
He offers a new t-test seeking to retain the power or ability of the 10-fold test to detect existing differences while improving on its error or tendency to detect non-existent differences. can make different decisions as to the preferred learning algorithm and recommends using LABMRMC-type techniques because they more accurately model the assumptions in a cross-validation experiment.
Although the 10-fold approach has received criticism in the above research, this paper focuses on using 10-fold cross-2 validation not because it is the best method, only because it is very common. Here, it is suggested that if 10-fold crossvalidation is to be used anyways, the exact p-value might as well be calculated instead of an approximation.
MOTIVATION
The most convincing reason to choose the permutation test instead of the t-test is because the p-value will be exact instead of approximated, thus yielding a more accurate prediction of how random a given result is.
There are two theoretical reasons for choosing one statistical test over another:
I) It is less likely to detect a difference when there is none.
2) It is less likely to miss a difference when there is one. Since the permutation test yields the exact p-value, it will always, by definition, be less likely than the t-test to detect a difference where there is none or miss a difference where there is one.
Two practical considerations when choosing one statistical test over another are: I) Is one statistic easier to calculate than the other in terms of time and space requirements? 2) Does the resulting conclusion change significantly enough in practice to choose one over the other? Since the number differences usually used in a paireddifference test is 10, the amount of time and space is relatively small with only 1,024 permutations to evaluate. The far from optimized implementation used for the experiments in section V runs in just over a tenth of a second. Therefore, the unanswered question is whether or not the p-values can differ enough in practice to promote the use of the permutation test. The rest of the paper seeks to answer this question giving both methods of calculating the p-value in section IV, then descriptions of experiments comparing both methods in section V. Section VI gives the experimental results and discusses them and section VI1 contains the conclusion and suggestions for further research.
IV. METHODS
The 10-fold cross-validated paired-difference test is used here to explain how to calculate both the t-test's approximation to the p-value and the exact p-value. The technique here can be used for a k-fold experiment or even for a re-sampled paired t-test (criticized in [I] , [3]), although the complexity grows exponentially in k or the number of times the data is re-sampled. The cross-validated paired-difference test is chosen in particular for its popularity among machine leaming researchers (see [2] ). The idea is if IO differences are already calculated, the amount of work to determine the exact p-value is trivial.
A. Run the Experiments
The first part of a 10-fold cross-validation experiment is to obtain results for each fold. Each fold usually consists of two sub-experiments which can be paired because they vary only in the treatment in question. For example, two ~ 1333 equivalent art@cial neural networks (ANNs) trained on the same data in the same order, but with different random initial weight settings. Each ANN is trained and then tested and the difference in accuracy between the two is saved. The details behind selecting the training and testing sets for k-fold crossvalidation can be found in [I] and [2] .
B. Calculating p from t
After calculating the difference in accuracy between each of the 10 folds, the IO resulting differences can be used to calculate either the t-test or exact p-value. First, to approximate the p-value, the t-statistic is calculated using the 10 differences:
where Z is the mean of k differences where k is the number of differences-10 in this case-and SE, or the standard error of x is 13)
where rz is the standard deviation of the k differences. Calculated this way, t is known to follow Student's t distribution with k -1 degrees of freedom.
C. Calculating p exactly
In order to calculate the exact p-value, the mean differences of all possible assignments of the given results must be evaluated. Evaluating all possible assignments involves calculating the mean difference of all possible reassignments of the group membership on each fold as in the example from section 11-A.
The process explained in section 11-A can be restated as the pseudo-code in figure 1. 1) given IO differences 2) mean difference e mean(the ten differences) 3) n c o 5 ) repeat 6) get next permutation 7)
8)
n + n + l 9) until all permutations tried 10) p -value -$ 4) N e 2" = 1024 .
if mean(abs(permutati0n differences)) 2 abs(mean difference) A given permutation can be characterized by whether or not each fold has its signed changed. This can be implemented as a binary number where each binary digit corresponds to whether or not one of the differences has its sign changed. For IO folds, this yields all IO-digit binary numbers or 1,024 permutations. Trying each permutation is equivalent to counting to 1,024, calculating and comparing the mean differences for each permutation. The binary number can be mapped onto the differences using a mask, changing line 6 in figure 1 to the pseudo-code in figure 2 . Therefore, calculating the 1,024 differences is done easily and in a trivial amount of time using the given approach.
I) for permutation = 1 to 1024 2) 3) if (permutation (bit AND) 2@') = 1 4)
for pair = I to 10 Fig. 2 . One way to enumerate all permutations given 10 pain of differences.
V. EXPERIMENT
To determine how well the p values generated by the permutation test compare with those resulting from a standard t-test, IO-fold cross-validation paired tests are conducted comparing the accuracy of two feed-forward multilayer perceptron (artificial neural networks or ANN) classifiers each with a single hidden layer. The data sets used are described in table IV. The table also includes information about the number of hidden nodes of the ANNs used in each experiment. Every ANN used a leaming rate of 0.05. The training set for each fold is split into a training and hold-out set. The ANNs are trained on only the training partition, and then tested after each iteration on the hold-out partition. Training ceases when there has not been an increase in accuracy on the hold-out set for a period of 100 iterations. The ANN weight configuration resulting in the highest hold-out set accuracy is then tested on the test partition of the fold and that number is used as the final result to be compared with the other ANN in the the same fold. The only variation within each pair is different random initial weight settings, and therefore the resultant pvalues should be relatively large as there is no significant difference between the ANNs. The only other source of variation is the difference in each of the 10 folds which is part of the design of the 10-fold cross-validation paired-difference test (as explained in [I] and PI. 
