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We study the influence of noise in the dynamics of a laser with optical feedback. For appropriate
choices of the feedback parameters, several attractors coexist, and large enough noise induces jumps
among the attractors. Based on the residence times probability density, it is shown that with increasing
noise the dynamics of attractor jumping exhibits a resonant behavior, which is due to the interplay of
noise and delayed feedback. It is also shown that this type of resonance is not specific to the model
equations used, since it also occurs in other delay differential equations.
DOI: 10.1103/PhysRevLett.88.034102 PACS numbers: 05.45.Gg, 05.40.Ca, 42.65.Pc, 42.65.SfIt is well known that an adequate amount of noise can
increase the order in the dynamics of a nonlinear sys-
tem. Examples of the positive role of noise are the en-
hancement of the response of a bistable system to a weak
periodic forcing signal (stochastic resonance) [1,2], the
appearance of regular pulses in an excitable system (co-
herence resonance) [3,4], and others [5,6]. Most of the
studies on noise-induced effects have been performed on
systems that possess a small number of coexisting attrac-
tors, typically bistable systems. Arecchi and co-workers
[7] have shown that the coexistence of basins of attrac-
tion in phase space may lead to the appearance of 1f
noise. Systems that exhibit a large number of attractors
lead to additional interesting phenomena, such as noise-
induced preference of attractor [8] and noise-enhanced
multistability [9].
In this Letter, the effect of noise is studied in a multi-
stable system, which is a single-mode semiconductor laser
with weak optical feedback. Feudel and Grebogi have
shown that chaotic attractors are uncommon in multistable
systems [10]. However, optical feedback renders the laser
a time-delayed system, which is an infinite-dimensional
system, and allows for multistability and complex dynam-
ics. Aside from the interest from the nonlinear dynamics
point of view, semiconductor lasers are key elements
in optical communication systems (where some amount
of external feedback and noise are often unavoidable)
and have been extensively studied both numerically and
experimentally [11–13].
Without noise the system has several coexisting attrac-
tors, and large enough noise induces jumps from one at-
tractor to another. It is shown that with increasing noise
the dynamics of attractor jumping exhibits a resonant be-
havior, which is due to the interplay of noise and delayed
feedback. The residence times probability density, PI,
exhibits a structure of peaks centered at multiples of the
external cavity round-trip time, superimposed on an ex-
ponentially decaying background. The background corre-
sponds to jumps induced at random by the noise, while
the peaks indicate resonance of noise and feedback. A
fluctuation strong enough to induce a jump, due to the2-1 0031-90070288(3)034102(4)$20.00feedback, is reinjected into the system and might induce
other jumps.
A structure of peaks in PI (superimposed on an expo-
nential background) has been observed in stochastic reso-
nance [2,14], with the peaks centered at I  n 2 12To
(where To is the period of the forcing signal). Since
the peaks signature synchronization of the noise-induced
jumps to the external periodic forcing signal, a measure of
the resonance is given by the strength of the peaks. Here,
we adopt this definition to measure the resonant behavior,
and it is shown that the strength of the nth peak reaches a
maximum for an optimal level of noise. It is also shown
that this type of resonance is not specific to the model equa-
tions used, since it also occurs in other delayed feedback
equations.
The Lang-Kobayashi model for a single-mode semicon-
ductor laser with weak optical feedback is [15]
E  k1 1 ia G 2 1E 1 gEt 2 te2ivot
1
p
D j , (1)
N   j 2 N 2 GjEj2tn . (2)
Here, E is the slowly varying complex field, and N is
the normalized carrier density. The parameters are k is
the cavity losses, a is the linewidth enhancement factor,
G  N1 1 ejEj2 is the optical gain (where e is the
gain saturation coefficient), g is the feedback intensity,
vo is the optical frequency without feedback, and t is the
round-trip time in the external cavity. jt is a complex
Gaussian white noise, and D measures the noise intensity.
j is the normalized injection current, and tn is the carrier
lifetime.
The attractors of the deterministic model were studied
in detail in [16]. Without feedback there is only one fixed
point, which corresponds to the emission mode of the soli-
tary laser. Weak feedback introduces new fixed points,
and for increasing g, a chaotic attractor develops from
each initially stable fixed point. The route to chaos is
a quasiperiodic route, and the two frequencies that ap-
pear are the relaxation oscillation frequency and the ex-
ternal cavity frequency (which is nearly equal to 1t).© 2002 The American Physical Society 034102-1
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attractors coexist; five of them are shown in Fig. 1(a).
They are plotted in the plane formed by Df, jEj2, where
Df  ft 2 ft 2 t. The dynamics in an attractor
has two stages of motion [see Figs. 1(b) and 1(c)]. The
trajectory spends some time orbiting around the destabi-
lized fixed point, until it reaches the neighborhood of the
fixed point. Then, the trajectory traverses the vicinity of
the fixed point and starts oscillating again. This process,
in which the trajectory is orbiting around the fixed point,
or is in the vicinity of the fixed point, keeps repeating with
a period nearly equal to t [17].
Large enough noise induces jumps from one attractor to
another. The attractor jumping is not observed on the time
evolution of the laser intensity [Fig. 1(d)] but is clearly
distinguished on the time evolution of the phase delay
[Fig. 1(e)]. The effect of noise on a stochastic trajec-
tory is shown on the left column of Fig. 2. For low noise
[Fig. 2(a)], the trajectory might spend a large amount of
time in an attractor before noise induces a jump. Larger
noise levels induce more frequent jumps [Figs. 2(b) and
2(c)], and the mean residence time on an attractor dimin-
ishes. For even larger noise [Figs. 2(d) and 2(e)], the dy-
namics becomes increasingly noisy, until there is almost
no structure present in the trajectory.
Next, the statistics of the residence time in an attractor is
investigated as a function of the noise intensity. The time
interval between two consecutive jumps was determined
by approximating the jumps as instantaneous events. This
approximation is good if the noise is not too large. For
large noise, the jumps are too frequent to accurately deter-
mine the jumps. For even larger noise, the stochasticity is
dominant, and the attractor jumps lose physical meaning.
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FIG. 1. (a) Five coexisting attractors when D  0, and k 
500 ns21, e  0.003, tn  1 ns, a  3, j  2, vot  6 rad,
g  2 ns21, and t  10 ns. Time evolution of the intensity
(b), and the phase delay (c), when the trajectory evolves on an
attractor. Time evolution of the intensity (d), and the phase delay
(e), when D  0.0225 ns21.
034102-2The center column of Fig. 2 shows the residence times
probability distribution, PI, on a logarithmic scale. For
large residence times, PI exhibits a negative exponential
behavior. For short residence times, PI exhibits a struc-
ture of peaks (shown in the right column of Fig. 2) that
will be discussed later. Notice that for low noise there is
a large dispersion in the values of I that decreases with
increasing noise.
Figure 3(a) shows the standard deviation of the nor-
malized residence time on an attractor, R  stdII.
R exhibits a minimum at an intermediate noise inten-
sity D  0.01 0.02 ns21, which characterizes coher-
ence resonance behavior [3,4]. The minimum can be
understood as follows. For low noise, there is a large dis-
persion of the values of II, and the value of R is large.
For intermediate values of the noise intensity, noise trig-
gers more frequent jumps and the dispersion of the val-
ues of II decreases. For larger noise, the dynamics
becomes increasingly irregular, and the dispersion of the
values of II increases. For even larger noise, the jumps
are so frequent that the dispersion of the values of II
decreases again.
A minimum of R for an optimal level of noise was
first reported by Pikovsky and Kurths [3], studying the
dynamics of the excitable Fitz-Hugh-Nagumo system un-
der external noisy driving. In [3] the minimum is due to the
different effect of noise on the duration of the two stages
of motion of the dynamics. One stage is the activation
time, which corresponds to evolution in the neighborhood
of the fixed point, and the other stage is the excursion time,
which corresponds to evolution along the homoclinic orbit
that connects the fixed point with itself. Here, the different
effect of noise on the residence time on an attractor, and
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FIG. 2. Left column: five stochastic trajectories for increasing
noise levels. Center column: corresponding PI on a loga-
rithmic scale. Right column: PI for short residence time on
a linear scale. (a) D  0.0025 ns21, (b) D  0.0225 ns21,
(c) D  0.09 ns21, (d) D  0.16 ns21, (e) D  0.25 ns21.
All other parameters are as in Fig. 1.034102-2
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FIG. 3. (a) Standard deviation, R, of the normalized residence
time on an attractor, as a function of the noise intensity. The
results shown are evaluated from samples of 5 3 105 jumps.
(b) Peak strengths P1 (solid line), P2 (dashed line), P3 (dotted
line), and P4 (dash-dotted line), as a function of D. To accu-
rately subtract the exponential background, a very high statistics
was needed (the results shown are evaluated from samples of
3.5 3 106 jumps). The parameters are as in Fig. 1.
on the jumping time, leads to a minimum of R. However,
there is a new mechanism leading to resonant behavior,
which is uncovered by the probability distribution of short
residence times.
For short I, PI (right column in Fig. 2) exhibits a
structure of peaks, which depends on the noise intensity.
On increasing the noise level from small up to large values,
PI goes from a multipeaked distribution with minimums
(or “gaps”) for values of I that are multiples of t to a
multipeaked distribution with maximums for values of I
that are multiple of t. The multipeaked distribution is
superimposed onto an exponentially decaying background,
which is weak for low noise but that grows and hides the
peak structure for large noise.
For low noise, the gaps of PI at I  nt can be un-
derstood by considering the moment when the trajectory
can jump from one attractor to another. The jump to an at-
tractor with lower Df usually occurs in the middle of the
stage in which the trajectory oscillates around the fixed
point, while the jump to an attractor with larger Df oc-
curs at the end of the oscillating stage. Therefore, for low
noise, residence times that are multiples of t are less prob-
able. For larger noise, the deterministic dynamics on an
attractor is mostly washed out by the noise, and a jump
can occur at any time. For even larger noise, the residence
times I  nt become increasingly probable. This unex-
pected feature is caused by the delayed feedback and can
be understood in the following terms: a fluctuation strong
enough to trigger a jump, due to the delayed feedback term,
might induce another jump, one or a few delay times later.
Following the discussion of [2,14], the strength of the
nth peak, Pn, is characterized by the area under the peak,
once the background (that corresponds to jumps induced
at random by the noise) was subtracted. Figure 3(b) shows
Pn as a function of D, for the first four peaks. As in [2,14],
each curve passes through a maximum, and the noise level
at which the maximum occurs decreases with the index n.
This is due to the fact that I diminishes with increasing
noise, and the trajectory does not stay in an attractor long
enough to jump out of it due to the delayed effect of the
fluctuation that induced the original jump.
034102-3No significant differences are found when the strength
of a peak is measured by its height (after background sub-
traction). However, it is worth mentioning that for large
noise the background has a slightly different decay rate on
the left side than on the right side of a peak (in this case, to
subtract the background, an average decay rate was used).
This feature deserves further investigation, since it also oc-
curs when the noise-induced jumps are among fixed points
(for lower g) . In this case, the mean residence time de-
pends on the noise level according to Kramers law [17],
I  expUD (where U is a constant), in spite of the
fact that PI exhibits peaks for I  nt within a “dis-
continuous” exponentially decaying background. Similar
results were reported in [18], in a model with two states,
where the transition probability depends on the state at t
steps past. In [18], PI exhibits a single peak at I  t
and a different dependence on I if I , t or I . t.
One might wonder if the resonance found is not a bona
fide resonance [2,14], in the sense that the strength of
the peaks might achieve a maximum value by varying a
parameter while keeping the noise level fixed. However,
varying the external cavity parameters does not lead to
resonant behavior. Increasing the feedback (but keeping
it lower that the feedback level such that the coexisting at-
tractors merge into a global attractor) leads to an increase
of the strength of the peaks. This can be understood by
noticing that when g increases, the delayed term increases
its strength, and, therefore, the probability of inducing
additional jumps increases. On the contrary, when t in-
creases, the strength of the peaks diminishes. This in due
to the fact that I is nearly independent of t, and, there-
fore, as t increases, the system does not stay on an attractor
long enough to jump out of it induced by the delayed ef-
fect of the fluctuation that originated the initial jump.
Next, we show that the resonance found is not specific of
the model equations used. We consider a simple equation
that was originally derived for the evolution of the phase
of the optical field, when the fluctuations of the field am-
plitude are small [19]:
f  a sinb 1 ft 2 ft 2 t 1
p
D jt . (3)
Here, a, and b are parameters, t is the delay time, D
is the noise intensity, and jt is a Gaussian white noise.
Figure 4(a) shows a typical stochastic trajectory, in which
there are noise-induced jumps among fixed points [such
that ft  vit], and Fig. 4(b) shows the correspond-
ing residence times probability density. Peaks at mul-
tiples of t are clearly observed. Figure 4(c) shows the
mean residence time, as a function of noise, which verifies
Kramers law, and Fig. 4(d) shows that the height of the
peaks present a resonant behavior for increasing noise.
Finally, we discuss the effect on a more general context.
We consider the equation
x  xt 2 xt 2 t 2 xt 2 xt 2 t3 1
p
D j ,
(4)
034102-3
VOLUME 88, NUMBER 3 P H Y S I C A L R E V I E W L E T T E R S 21 JANUARY 20020 20 40 60 80 100
0
0.05
0.1
0.15
0.2
I (ns)
P(
I)
0.1 0.2 0.3 0.4
100
101
102
103
104
D−1 (ns)
<
I>
 (n
s)
2 3 4 5 6 7
0
0.04
0.08
0.12
0.16
D (ns− 1)
Pe
ak
 S
tre
ng
th
0 200 400 600 800 1000
− 20
− 10
0
10
20
Time (ns)
φ(t
)−
 φ(t
−
τ)
(a) (b) 
(c) (d) 
FIG. 4. (a) Numerical simulation of Eq. (3) with parameters
a  10 ns21, b  0.1 rad, t  10 ns, and D  4 ns21.
(b) Residence times probability density. (c) Mean residence
time, as a function of D21. (d) Height of the first four peaks,
as a function of D.
which has steady-state solutions of the form xt  xst
with xs  0, xs  6
p
1 2 1t. Figure 5 shows that
peaks appear in the histogram of residence times, which
are also spaced by the delay time.
In conclusion, the effect of noise was studied in a system
with a delayed feedback mechanism, and the major finding
of the analysis is a resonant behavior in the noise-induced
attractor jumps, which is due to the delayed feedback. The
residence times probability density exhibits a structure of
peaks at multiples of the delay time, and the strength of the
peaks reaches a maximum for an optimal level of noise.
We have presented a qualitative explanation of the effect.
A detailed theoretical analysis is in progress and will be
reported elsewhere.
Feedback systems appear in many relevant fields of
physics, biology, and electronics. In many systems the
feedback mechanism stabilizes and controls the dynamics,
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FIG. 5. Residence times probability density obtained from
simulations of Eq. (4) with t  10 and D  0.05 (solid line),
D  0.10 (dotted line), and D  0.15 (dashed line).034102-4but in other systems, the feedback destabilizes and induces
chaotic oscillations. Our results suggest that in this latter
type of system, interesting phenomena might appear due
to the interplay of noise and delayed feedback.
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