The Todd-Coxeter coset enumeration algorithm is one of the most powerful tools of computational group theory. It may be viewed as a means of constructing permutation representations of nitely presented groups. In this paper we present an analogous algorithm for directly constructing matrix representations over many elds. In fact the algorithm is more general than this, and can be used to construct matrix representations of nitely generated algebras. The algorithm (with some restrictions) has been implemented as a C program and some results obtained with this implementation are described.
Introduction
The Todd-Coxeter coset enumeration algorithm has a long history. It was rst described by Todd & Coxeter (1936) as a method for hand calculation. Later, it was one of the rst areas where electronic computers were applied to pure mathematics. For a brief history see Leech (1963) ; for an account of the basic technique see Leech (1984) . In this paper we present a generalisation of the Todd-Coxeter algorithm with a number of interesting applications.
A coset enumeration algorithm constructs a permutation representation of a nitely presented group, by way of a series of incomplete (and possibly erroneous) partial actions. The algorithm which is described here constructs a matrix representation in an analogous way. It is a generalisation of the Todd-Coxeter algorithm, since any permutation representation is equivalent to a matrix representation, however the extra generality imposes a signi cant overhead in time and space.
Several existing algorithms involve the construction of matrix representations from presentations and this algorithm provides a new and more general method of doing that. See, for example, Howie & Johnson (1981) or Leedham-Green (1984) .
In the rst section we make precise the slightly extended notion of presentation which is used in this algorithm, and de ne the (group) algebra presented and the representation which we shall construct. We show that our algorithm really is more general than coset enumeration. In the second section we present our algorithm in detail. The third section describes the methods used by the author to implement the algorithm as a C program.
Some results obtained with this program make up section four, and the nal section mentions some avenues for further investigation.
The basic idea of this algorithm was suggested to me by L. H. Soicher and J. H. Conway.
Formal Description of the Calculation
In this section we will de ne formally the calculation which our algorithm will perform, the group of which a representation is constructed and so on. We will also show that our algorithm is strictly more powerful than the Todd-Coxeter algorithm. In many ways, however, this description is a good deal more obscure than the program itself, and it intuitively clear that the algorithm restricts to the Todd-Coxeter algorithm for suitable input, since in those cases the program behaves just like Todd-Coxeter. It is however easy to become confused about just what the program has calculated in more general cases, and that confusion is the motivation for this section.
Algebra Presentations
We rst x a ground eld k. In practice, this will be a nite eld of prime order, for ease of calculation, but it could, in principle, be any eld in which we could calculate precisely.
We now take a nite set X of generators, and let F = F(X) be the free group on X. We let A = A(X) be the group algebra kF. We identify F with the natural basis of A. We now de ne an algebra presentation to be an ordered pair (X; R), where X is a ( nite) set, the generators, and R is a ( nite) subset of A(X), the relators. The algebra presented is then A= hARAi the quotient of A by the two-sided ideal generated by R. We write this algebra h X j R i, or h X j R i alg , when we wish to distinguish it from a group presentation, which we write h X j S i grp , where S F(X).
Let q denote the quotient homomorphism (of k-algebras) from A to h X j R i, which we call P (the algebra Presented). This restricts to a function qj F from F to P, which, for brevity, we shall simply write q. Since every element of F is invertible in A, their images are invertible in P, and so they generate a subgroup of the group of units of P under multiplication. We call this group G, and we shall see that the matrices which our algorithm will construct may naturally be thought of as de ning a representation of G over k. It is easy to see that the function : F ! G (which takes the same values as q, but thought of as elements of G, rather than P) is a group homomorphism. We denote its kernel by N.
There is a natural inclusion map from G to kG, and the composite of with this can be extended to a k-algebra homomorphism : A ! kG; by linearity. The kernel of this is a submodule B of ARA, which is easily seen to be simply the augmentation ideal N of N. That is the right ideal of A generated by the elements fn ? 1 j n 2 Ng. We shall use the gothic version of the name of a subgroup to represent its augmentation ideal (in A or kG, as the case may be). We use the gothic version of the name of a subset of F or G in a similar way. Thus S = fs ? 1 j s 2 Sg. Since N E F, the ideal N is, in fact two-sided.
We can extend the inclusion map from G to P to a k-algebra homomorphism : kG ! P whose kernel we call C. It is easy to see that C = hARAi =B. Finally, we let : P ! M dimP (k) be the matrix representation of P acting on itself by right multiplication, with respect to a basis consisting of elements of G. Exactly which such basis will be decided for us, arbitrarily by the program, but it makes little di erence.
We illustrate these relationships in diagram 1. Our algorithm will take X and R as input and, if it terminates, compute the map q , necessarily computing dim P in the process. It will then have constructed, in e ect, a faithful representation of G (the composite of the inclusion map from G to P and ).
Restriction to Coset Enumeration
To see that this is a generalisation of coset enumeration, we consider a group presentation hXjSi grp . The corresponding algebra presentation is hXjSi alg . We prove: Proposition 1.1 Let H be a nitely presented group with generators X and relators S. The algebra hXjSi alg , is naturally isomorphic to the group algebra kH = k hXjSi grp .
Furthermore, if our algorithm terminates on this (algebra) presentation, then the matrices obtained will be permutation matrices giving the right regular action of H on itself.
Proof We set R = S and adopt all the notation above. We will show that, in this case, N = hSi F , so that G = H. Furthermore, we will show that B(= N) = hARAi, so that is an isomorphism. There is then no choice for the basis of P with respect to which is de ned, and it is easy to see that the matrices will be permutation matrices for H as stated.
To see that N hSi F , it su ces to observe that, for any s 2 S, s ? 1 2 S, so that sq = 1 P . Thus, (f ?1 sf)q = 1 P = 1 G , and s f 2 N. Now we consider B, which is N. It is an elementary result of the theory of group rings (see, for example, Passman (1977) ), that the augmentation ideal of a normal subgroup is two-sided. Since S N, we then see that hASAi N = B hARAi = hASAi:
Our inequalities are therefore equalities, N = hSi F and B = hARAi.
The Analogue of Subgroup Generators
The calculation de ned so far is equivalent to enumerating the cosets of the identity subgroup (though experience suggests that it is more useful). There is, however a concept equivalent to the subgroup whose generators are normally input to the Todd-Coxeter algorithm. This is a right ideal of A whose generators our program will take as input.
We thus consider, in addition to the notation above, a nite set W A, and we denote by Q the image hWAi q, a right ideal of P and by the corresponding quotient homomorphism. We x a basis for P=Q consisting of images of F under q (as before, an arbitrary choice among such bases will be made by the program) and then obtain a map : P ?! M dim(P=Q) (k), by taking the action of P on P=Q with respect to this basis. Our extended algorithm will take X, R and W as input and return the images X q . This can still be considered as a matrix representation of G, but need no longer be faithful.
To see that this process is a generalisation of enumerating cosets of a subgroup, consider the case where, as in proposition 1.1, R = S, for S F, and take a nite set V F, whose images generate a subgroup K H. We set W = V, and it is easy to see that Q = K (working now inside P = kH). It is a standard result that the quotient module kH=K is isomorphic to the permutation module 1 H K . Finally it is easy to see that with the type of basis which we have selected, the matrices we obtain actually are permutation matrices.
Example
We take k to be F 2 , the eld of two elements. 1) a; b j a 2 ? 1; b 2 ? 1; (ab) 3 ? 1 is kS 3 . With W = ;, it is obtained in its regular representation (dimension 6).
2) With W = fa ? 1g, this presentation gives the natural permutation module of S 3
(dimension 3).
3) With the additional relator 1 + ab + (ab) 2 , we obtain the deleted permutation representation (dimension 2). This makes the relator (ab) 3 ? 1 redundant.
The Algorithm
The algorithm is based on the HLT (Haselgrove/Leech/Trotter) version of the ToddCoxeter algorithm (see Leech (1963) ), and in particular the version described in Linton (1991).
Outline of the Algorithm
We assume that X is inverse-closed (we can adjoin inverses for those generators not known to be self-inverse), and then adjoin to R the relator xx ?1 ? 1, for each x 2 X. It is worth remarking that these relators serve a more important role here than they do in coset enumeration. There they are needed only to ensure that certain cosets are de ned, and can never produce a coincidence; here they may produce coincidences of all kinds.
During the calculation we maintain a set B of basis vectors, with a well-ordering supplied by the order of de nition, and a map f : B X ?! kB f?g:
We read f(b; x) = v 6 = ? as meaning that the image of basis vector b under generator x is v and f(b; x) = ? as meaning that the image is unknown. We can extend this to give a partial action of A on kB.
The enumeration proceeds by calculating the image, of each basis vector under each element of R, de ning new basis elements where necessary, so that this image is always de ned. We know that in the nal module P, this image must be zero, so if the image we obtain is not zero in kB, we can deduce some sort of identity among the basis elements.
We use this to reduce the dimension as described below. We also have to apply the elements of W, in the same way, to one chosen basis element, which will become Q in the nal action on P=Q.
The Table
We think of the basis vectors B as being drawn from an in nite pool B, of possible basis vectors (or, if you prefer of possible names for basis vectors). In a typical implementation, B will in fact be nite, but large, consisting perhaps of all 32-bit integers. We store the function f in the form of a table. Each row of the table corresponds to an element of B, and each entry is either a vector or a special value (actually C's NULL pointer) representing ?. We take care to de ne the elements of B so that the well-ordering is easy to test.
We also provide a way to indicate that an element b of B has been proved to equal some vector in k(B r fbg), and to record that vector. We can de ne, recursively and simultaneously, the undeleted images of a vector, and of an element of B by setting the undeleted image of a basis element b to be b, if it has not been deleted, or the undeleted image of its replacement if it has, and extending this de nition linearly. We must ensure, when deleting basis elements, that this recursion will always terminate. It is also important, when considering performance, to prevent these recursions becoming too lengthy.
The function f gives a partial action of X on kB, which we call the action without de ning. The`action with de ning' of X on kB is a process which, given x 2 X and b 2 B, modi es f and B so that f(b; x) 2 kB (and returns f(b; x) ). The modi cation is only necessary when f(b; x) = ? and is simply to adjoin an element b 0 from B r B to B and to set f(b; x) = b 0 , f(b 0 ; x ?1 ) = b and f(b 0 ; y) = ?, for y 2 X r fx ?1 g.
The action without de ning extends to a partial action of A on kB, and the action with de ning extends in a similar way to a process which modi es B and f so that the action of a 2 A on v 2 kB is de ned.
Pushing Relators
The basic operation in the HLT version of the Todd-Coxeter algorithm is pushing a relator r at a coset s. The analogous operation here is pushing a relator r at a basis vector b. This will modify the table in such a way that, in the action without de ning, the relator annihilates that basis vector ( xes the coset in Todd-Coxeter) . This is achieved by computing the action, with de ning, of the relator (which is an element of A), on the basis vector. If this produces the zero vector already then no more need be done, otherwise, we have discovered that this vector, v say, non-zero in kB, is zero in h X j R i. We record this information as the equation v = 0 (the general equation is v = v 0 , for any v and v 0 , members of kB.
This is in fact much simpler than the usual method of pushing a relator in coset enumeration, since we do not work backwards through the relator, or make deductions to exactly ll gaps. As a result, many basis elements are de ned, and then almost immediately deleted, so that the raw algorithm wastes both space and time. In section 3 we shall see a number of ways of minimising this problem.
Coincidences
The equations mentioned above are just one of four types of information that we might obtain about changes that must be made to our table so that it approaches its nal form. We maintain stacks of deductions and coincidences, as in ordinary coset enumeration. It is not necessary to do the same for equations and generator equations, because we can always convert them into coincidences and deductions as explained below.
A push naturally produces an equation (of the restricted form v = 0), since the image of every basis element under every relator is 0 in h X j R i.
To process the equation v 1 = v 2 , we form the di erence v = v 1 ? v 2 . If this is 0, the equation was satis ed already, otherwise we take the last (in the ordering of B) basis vector to have non-zero coe cient in it. Call this b, and let the coe cient be . Our The most important di erence between this and the usual coset enumeration algorithm is the search involved in the processing of a coincidence. This is not needed in coset enumeration because the places where any given row is mentioned are easily read o from the row itself, using the properties of inverses. That is not possible here.
Packing
From time to time we have to pack the table to recover the space occupied by deleted basis vectors (and to avoid wasting space in packed vectors|see below).
Improvements to the Basic Algorithm
The basic algorithm described above does indeed perform the calculation described in section 1, but it is very ine cient. In particular it de nes a large number of redundant basis elements. This undesirable behaviour can be reduced in a number of ways.
Lookahead: this technique can be applied to this algorithm just as it is to coset enumeration. It is open to question whether or not it is better, when looking ahead, to forbid not only de nitions during relator pushing, but also de nitions made while processing generator equations (see above).
Weights for relators may be used to determine the order in which they are pushed, just as in coset enumeration. See Linton (1991) for details of this method.
Early-closing is said to occur when there are no more entries ? in the table. Frequently, the table is in fact correct at this point, even though many relator-coset pairs remain to be pushed. If (a lower bound for) the dimension of the module being constructed is known then it may be possible to stop immediately and avoid wasted e ort.
\Group type" relators: In many presentations of interest most (or even all) of the relators are of the form s ? 1 for some s 2 F(X). Since b(s ? 1) = 0 , bs = b, these relators may be thought of as conveying the information that every basis vector is xed by s, rather than annihilated by s ? 1. It can thus be pushed like a relator in coset enumeration, tracing the imageof b, which will be a vector in kB, through the letters of the word s.
Unnecessary de nitions can then be avoided by tracing from the back of the relator when the front becomes \stuck", and by producing a deduction, when the front and back tracing exactly fail to meet. This can make a very substantial di erence to the number of basis vectors de ned.
Collapse: Since all the basis elements are in the same orbit under G (each is de ned as the image of a previous one), if one of them is the zero vector in P, they all are, and G is trivial. This can be spotted during coincidence processing, and the program stopped at once, saving time.
Implementation
This section of the paper describes the implementation of the algorithm of section 2 by the author. In particular, it describes the data structures used, the design of which appears to be critical to the performance of the program.
Representing vectors in kB
It is clearly essential to compute rapidly with elements of kB, in particular to add them together and to nd the elements of B whose coe cient in a given vector is non-zero.
Since each push begins at a basis element, and since new basis elements de nes are always images of older ones under a generator, the vectors which are encountered are usually sparse, sums of few basis elements. However when a calculation is nearly complete, after an extensive collapse, or if the presentation involves a lot of relators which are sums of many terms then highly non-sparse vectors will also be encountered. It is also important to store vectors reasonably compactly, as most of the store used by the program is used for this purpose. Finally, as the size of B is constantly changing, vectors of various lengths must be manipulated sensibly.
Bearing these considerations in mind, the implementation by the author used two formats, according to the density of the vectors. This density is properly de ned as follows. The set B is identi ed with the non-negative integers and the length of a vector is de ned to be one more than the last member of B which has non-zero coe cient in the vector. Thus the zero vector is the unique vector of length zero. The weight of a vector is the number of non-zero entries in it. Again the zero vector is unique of weight zero. The density of a vector is the quotient of its weight by its length. Vectors exceeding some critical density (currently 1 8 ) are stored as arrays of eld elements (bytes in the present implementation), while less dense vectors are stored as linked lists of (basis element, eld element) pairs. The length and weight of each vector are stored with it.
The principle drawback of this method is that two versions of many subroutines are needed, depending on the type of the vector being processed, indeed the add subroutine has four cases. Vectors are allowed to be in the`wrong' form, particularly as intermediates in calculations. When a vector is being installed in the table, or otherwise is likely to be referred to a number of times then it is passed to a tidying subroutine which converts it to the`proper' representation for its density. After packing the table it also seems advisable to tidy all the entries, as most lengths will have been reduced. As remarked above, there is an extra reason for packing the table regularly, which does not apply in coset enumeration, since packed vectors will have wasted space corresponding to deleted basis vectors, and some vectors which could be packed will remain sparse.
Searching the Table
When processing a coincidence, it is necessary to search the table for all vectors which mention' (that is have non-zero coe cient of) the basis element being deleted. Speeding up this search is a major consideration in optimising an algorithm.
The author's implementation used a dual method, depending on whether the mention was in a sparse or a packed vector. With each row of the table is kept a list of all the sparse entries in the coset table that mention the basis element corresponding to that row, while all the packed entries in the table are chained together in a two-way linked list. The only searching which is now required is of this list.
The logic behind this arrangement is that it is very easy to check whether a packed vector mentions a given basis element, but slower to check a sparse vector. Also a given packed vector is`more likely' to contain a mention than a given sparse vector, because it has more non-zero entries. This system imposes a certain amount of overhead, since the lists of mentions and the chain of packed vectors must be maintained when the table changes, but this involves no long searches, and seems to be acceptably fast.
Representing Relators
Relators, and the elements of W, are stored as tree structures, with each node representing either the sum or product of its branches, and leaves representing scalars or words in F(X).
It is, in fact, more convenient to use relators which are required to x all the basis elements, rather than annihilate them. These can be converted to or from the annihilating relators considered in section 1, by subtracting or adding 1.
These trees can be constructed conveniently from a`natural' input format using a pushdown parser, as produced, for example, by the UNIX utility YACC. It is also easy to write recursive subroutines to compute the actions, with or without de ning, of such relators on kB.
While \group-type" relators could be extracted when the relators are read in, it seems simpler to distinguish them in the input le, since they are obvious to the user.
Optimisations
During collapse of the coset table, the recursive calculation of the undeleted image of a vector can become extremely time-consuming, since a basis element may be replaced by a vector which might involve several basis elements all of which had themselves been deleted. This process can be kept under control by replacing the undeleted images recorded for deleted basis elements by their own undeleted images whenever these are found to be di erent.
The methods of weights, lookahead and early-closing present no unusual problems in implementation. Likewise, once basic vector-manipulating routines are available, the processing of group-type relators is just like normal coset-enumeration. It is, however, less simple to predict exactly what groups are generated.
Open Questions and Avenues for Further Research
In this nal section we summarise a few as yet unexplored avenues for improving or generalising the algorithm and the program.
More general elds: the algorithm can clearly be applied over any eld k in which it is possible to compute precisely. In particular, with in nite precision arithmetic it could be applied over Q. This would open up the possibility of in nite groups G being constructed, which coset enumeration cannot do. I do not even know if the group G will always be nitely presented (equivalent to asking whether the ideal B of section 1 is nitely generated as a two-sided ideal of A). A related question is to ask whether, or when, we can \factor" our presentation into a presentation for G and some additional relators (or elements of W) which select the particular kG-module P, and whether or when we can nd an e cient algorithm to perform this factorisation.
Finitely Generated Algebras: the fact that the generators have inverses is not widely used in the algorithm. It would be possible to adapt it to construct (representations of) arbitrary nitely generated algebras by removing this assumption. The resulting program would probably be shorter and simpler than the present program, though it would tend to de ne a lot of basis vectors.
This idea is inspired by L. H. Soicher, who has implemented a version of the ToddCoxeter algorithm for nitely presented monoids.
Related algorithms: there are a number of algorithms related to the Todd-Coxeter algorithm, such as the Reidermeister-Schreier algorithm which produces a presentation of the subgroup and the low index subgroups algorithm which nds all permutation representations of a group of low degree (see Neub user (1982) ). Analogous algorithms might exist related to the algorithm of this paper.
More Intelligent Deduction: The program is still rather \stupid" in handling general relators. Consider, for example a presentation with generators x, y and z, and a relator r = x + y + z. Suppose In lookahead mode, this deduction would not be achieved at all. This approach is clearly ine cient, and it should be possible to modify the algorithm to recognise at least some such situations and deal with them e ciently.
