In this paper, we examine the boundary L 2 term of the sharp Sobolev trace inequality u
Introduction
Recall that the sharp Sobolev trace inequality in the upper half space asserts
where S = 2 n−2 ω −1/(n−1) n , x = (x ′ , x n ), and ω n is the volume of the unit sphere in R n , n ≥ 3. The best constant and the extremal functions of (1) were found by Escobar [13] and Beckner [5] independently. Indeed, as pointed out in [5] , (1) follows from the sharp fractional Sobolev inequality, because
and v
where u is the harmonic extension of v in the upper half space, and the equality of (2) for some c ∈ R, λ > 0 and x ′ 0 ∈ R n−1 , which is proved by Lieb [25] . For any bounded smooth domain Ω ⊂ R n , the sharp trace inequality
where A(Ω) > 0 depends only on Ω, was established by Adimurthi-Yadava [1] for n ≥ 5 and by Li-Zhu [23] on Riemannian manifolds in all dimensions. The following sharp Sobolev inequality
where S n is the best Sobolev constant, was initially proved by Brezis-Lieb [6] for Ω being the unit ball, and later by Adimurthi-Yadava [1] for n ≥ 5 and by Li-Zhu [24] on Riemannian manifolds in all dimensions. We also obtained a similar sharp weighted trace inequalities in [20] , and some remainder terms in sharp fractional Sobolev inequalities in [19] . In this and a forthcoming paper, we would like to examine the boundary L 2 term in (3) and (4) further. The main result of the present paper is as follows. The inequality (5) also holds on Riemannian manifolds with boundaries. Namely, Theorem 1.2. Let (M, g) be a smooth compact n-dimensional Riemannian manifold with smooth boundary ∂M for n ≥ 5. Then there exists a positive constant A(M, g) depending only on M, g such that for all u ∈ H 1 (M ),
where h g is the mean curvature of ∂M with respect to the metric g, dv g is the volume form of (M, g) and ds g is the induced volume form on ∂M .
The inequality (6) is sharp in the following sense. It would fail if S is replaced by a smaller constant. In general, h can not be replaced by any function which is smaller than h at some point on ∂M , and r can not be replaced by any smaller number.
The best constant S has been demonstrated to be crucial in study of the Yamabe problem on manifolds with boundaries, see, e.g., Escobar [12] . The effect of mean curvatures in sharp Hardy-Sobolev inequality with a singularity on the boundary has been studied by Ghoussoub-Robert [14] . In [20] , we proved a sharp weighted Sobolev trace inequality on Riemannian manifolds which would fail if the mean curvature is positive somewhere. The effect of scalar curvatures for sharp Sobolev inequalities on compact manifolds has been studied by Li-Ricciardi [21] , Hebey [17] and references therein.
The sharp Sobolev inequality (6) is in the same spirit of a conjecture posed by Aubin [2] , which has been confirmed through the work of Hebey-Vaugon [18] , Aubin-Li [3] and Druet [9] , [10] , see also Druet-Hebey [11] and Hebey [16] . The procedure to prove those types of inequalities is by contradiction. A key point is to derive the asymptotical behavior of extremal functions near their energy concentration points. However, in order to establish (6) it requires more precise estimates, in particular the error estimates between the extremal functions and some properly chosen bubbles. 
Preliminaries
We prove inequality (6) by contradiction. Suppose that for every large α > 1, there exists
It follows from the contradiction hypothesis that for all large α,
Even though the functional I α involves critical Sobolev exponent, the above strict inequality implies the existence of a minimizer, namely,
Consequently, u α ∈ C ∞ (M ) ∩ C 1,r−1 (M ) satisfies the Euler-Lagrange equation
where ∂ g /∂ν denotes the differentiation in the direction of the unit outer normal of ∂M with respect to g.
Proof.
The existence of minimizer follows from the standard subcritical exponent approximating method and Moser's iteration argument, see, e.g., Proposition 2.1 of [12] . A calculus of variations argument shows that u α is a weak solution of Euler-Lagrange equation (8) .
follows from the regularity theory in [7] .
Lemma 2.1. For every ε > 0, there exists a constant B(ε) > 0 depending on ε such that
Proof. By the compactness, we have that for every ε > 0 there exists a positive constantB(ε) such that
Hence, the proposition follows from the sharp trace inequality in Theorem 0.1 in [23] .
Note that
This implies
It follows that u α ⇀ū in H 1 (M ) for someū ∈ H 1 0 (M ). In fact,ū = 0, a.e. on M . This is because u α is harmonic on M and thus it satisfies (see Proposition 2.1 in [15] )
and
Indeed, by Lemma 2.1 and (9) for every ε > 0
if αS > 4B(ε). Hence, the claim follows. By the maximum principle, there exists a point x α ∈ ∂M such that
In view of (11) and
.g., [12] ) at x α , where (x 1 , · · · , x n−1 ) are normal coordinates on ∂M at x α and γ(x n ) is the geodesic leaving from (x 1 , ·, x n−1 ) in the orthogonal direction to ∂M and parameterized by arc length. In this coordinate system, 1≤i,j≤n
Moreover, g ij has the following Taylor expansion near ∂M : Lemma 2.2 (Lemma 3.2 in [12] ). For {x k } k=1,··· ,n are small,
where i, j = 1, · · · , n − 1 and h ij is the second fundamental form of ∂M .
To proceed, we introduce some notations.
• For a domain D ⊂ R n with boundary ∂D, we denote
• Forx ∈ R n , B r (x) := {x ∈ R n : |x −x| < r} and B + r (x) := B r (x) ∩ R n + , where | · | is the Euclidean distance. We will not keep writing the centerx ifx = 0.
For suitably small δ 0 > 0 (independent of α), we define v α in a neighborhood of x α = 0 by
where g α (x) = g ij (µ α x)dx i dx j , h α is the mean curvature of ∂ ′ B δ 0 /µα with respect to the metric g α and
By the standard elliptic equations theory, for all R > 1,
By the Liouville type theorem in [22] ,
where y ′ = (y 1 , · · · , y n−1 ). Denote λ 0 = (n − 2)S and
, where x 0 ∈ ∂R n , λ > 0. For brevity, we write U λ as U 0,λ . Hence, U 1 = U .
Proposition 2.2. For every
Proof. We only prove that
and the other can be proved similarly. For every given ε > 0, one can find
where we used
≤ ε for large α and
where C > 0 depends only on M, g.
To prove Proposition 2.3, we need the following lemma about Neumann functions.
Lemma 2.3. There exists a unique weak solution
where δ xα is the delta measure centered at x α . Moreover, G α ∈ C 1 loc (M \ {x α }) and
Proof.
We claim that
Indeed, for every measurable set E ⊂⊂ ∂M ∩ {u α > 0}, we have
We verified the claim.
Notice that b α is uniformly bounded and Lipschitz. Thus,
where we have used Theorem 0.1 in [23] and (21) . It follows that the first eigenvalue λ 1,α of
is uniformly lower bounded by a positive number. Thus, by standard elliptic equation theory there exists a solution of (19) satisfying (20) .
α g. By the conformal invariance (see, e.g., (1.8) in [12] ), it is direct to verify that for α large, w α satisfies
By our choice of G α , we have
Then the Moser iterations procedure on page 465-471 of [23] implies that
Recall that v α → U in C 2 loc , from which we also have w α L ∞ (Bµ α (xα)) ≤ C. Proposition 2.3 follows immediately.
Corollary 2.1. For any small δ > 0, there exists a constant C > 0 depending only on M, g, δ such that
where B δ/2 (x α ) centered at x α with radius δ/2. Consequently, we can select
Proof. Let η be a cut-off function satisfying
Multiplying the Euler-Lagrange equation (8) by η 2 u α and integrating by parts, we have
Therefore, this corollary follows immediately from Proposition 2.3.
Energy estimates and proof of Theorem 1.2
For some small δ 0 to be determined in Lemma 3.4, let
As in the previous section, here we used the Fermi coordinate with respect to metric g centered at x α . Setĝ = ψ 4/(n−2) α g. It is easy to see that hĝ = 0 on
It follows that the maximum of u α /ψ α on M is achieved at some point on ∂M which is denoted asx α . In view of the fact u α (x α ) → ∞ and Proposition 2.3, we have |x α − x α | → 0 and thus
From now on, we use the Fermi coordinate with respect to metricĝ centered at x α . Since ψ α (x α ) = 1, by simple blow-up argument and the same proof of Proposition 2.2 we can establish
As in Corollary 2.1, we can select
where C > 0 is independent of α. Let us focus on the upper-half ball B + δα (0), which is equipped with the Riemannian metricĝ.
Let h ξ,λ (z), z ∈ B + δα (0), be the classical solution of
with parameters ξ ∈ ∂ ′ B + δαµα/2 and λ > 0, while let χ α (z) be the solution of Denote u = u, u ĝ , which is a norm for u ∈ H 0,L (B
which satisfies σ ξ,λ ≤ U ξ,λ and
2 ] be such that
δα ) : σ ξα,λα , w ĝ = 0 and u, w ĝ = 0 for all u ∈ E α },
For brevity, we denote h α = h ξα,λα and σ α = σ ξα,λα Lemma 3.1. We have,
for some positive constant C independent of α, and
where C > 0 is independent of α. Multiplying the equation of h α by h α − η ∈ H 0,L (B δα ) and integrating by parts we have
Thus we obtained the L 2 estimate for ∇ĝh α . The L ∞ estimates for h α follows easily from the maximum principle. Hence, we verified 1). Similarly, we can verify 2) by taking into account Proposition 2.3 and (25) . By the definition of t α and σ α ,
as α → ∞, where we used 1), 2) and (24) . It follows that w α → 0, i.e., 3) holds, and
as α → ∞. A simple calculation yields 4), 5) and 6). Once we have 4), 5) and 6), the minimum of the norm is attained in the interior of [ 
where ǫ α is given in (14) .
We postpone the proof of Proposition 3.1 to the end of this section, and use it to prove Theorem 1.2 first.
Let
. 
It follows from Proposition 2.3 that
and the estimates in Lemma 3.1, we have
where
By a direct computation,
Recall that σ α = U ξα,λα − h α and B 
where 2 * = 2n n−2 and 2 * ′ = 2n n+2 . By (31) we have
Similarly,
By Lemma 3.6, we have
for large α. It follows that
Noticing that
By (27), we conclude that
Lemma 3.2. We have
Proof. Let π =ĥ ij dz i dz j , 1 ≤ i, j ≤ n − 1, be the second fundamental form of ∂ ′ B + δα with respect to the metricĝ ij . Since detĝ ij = 1 + O(|z| 2 ) on ∂ ′ B + δα , we have
where we used λ −1 α |ξ α | → 0 as α → ∞ in the last equality.
In addition, by Lemma 2.2, we have
It is easy to see that
By symmetry, we have
ii (0) = 0 since the mean curvature ofĝ is vanishing at x α . The lemma follows immediately from Lemma 3.1.
Proof of Theorem 1.2. Notice that
By (28) and Lemma 3.2, we have
Due to n ≥ 5, we have
.
On the other hand,
where v α is as in (13) . Hence α ≤ C.
This is a contradiction.
Proof of Proposition 3.1
The rest of the paper is devoted to the proof of Proposition 3.1. We start with the equation which w α satisfies.
where Proof. The proof follows from straightforward computations. First of all, by the definition of w α and by the equation (23) of u α /ψ α , we have
where we used that
ξα,λα in Fermi coordinate systems. Note that we have the following elementary expansion
And Lemma 3.3 follows from
where θ ∈ (0, 1) and we have used 1) and 2) in Lemma 3.1.
Define 
Proof. It will follow from Lemma 3.1 and Lemma 3.6.
Proof of Proposition 3.1. Multiplying the both sides of (30) by w α , we arrive at
if n = 3 and using Lemma 3.1. By the Hölder inequality, Sobolev inequality, and Lemma 3.4, we have
with q ′ = r = q/(q − 1). Since ∆U ξα,λα = 0, a direct computation in Fermi coordinate system yields
where 2 * = 2n n−2 , 2 * ′ = 2n n+2 and we used the variables transformation y = λ −1 α (z − ξ α ) and the fact λ −1 α |ξ α | → 0 as α → ∞. By Proposition 2.3, we have u α ≤ CU µα . Hence
Finally, it is clear that
) .
Therefore, we obtained the estimate for w α . Multiplying (30) by σ α and integrating over B The details can be found in, e.g., [8] . There exists a small positive ε 0 depending only n such that if
|∇ h w| 2 dv h , for all w ∈ E 2 , where belongs to E 1 . It follows from Lemma 3.5 that Q 1 (w,w) ≥ c 1 w D 1,2 (R n + ) . The lemma follows by choosing sufficiently small ε 0 and making use of the Sobolev trace inequality.
