Abstract: The paper introduces a new notion of stability for internal autonomous system descriptions in discrete-time, referred to as "strong stability", which extends a parallel notion introduced in the continuous-time case. This is a stronger notion of stability compared to alternative definitions (asymptotic, Lyapunov), which prohibits systems described by natural coordinates to have overshooting responses for arbitrary initial conditions in state-space. Three finer notions of strong stability are introduced and necessary and sufficient conditions are established for each one of them. The invariance of strong stability under orthogonal transformations is also shown, and this enables the characterization of the property in terms of the invariants of the Schur form of the system's state matrix. The class of discrete-time systems for which strong and asymptotic stability coincide is characterized and links between the skewness of the eigen-frame and the violation of strong stability property are obtained. Connections between the notions of strong stability in the continuous and discrete-domains are derived. Finally, as application, the strong stability property is studied in the context of balanced realizations, general similarity transformations and state/output-feedback stabilization problems.
Introduction
Stability is a crucial system property that has been extensively studied from many aspects [2] , [15] , [16] , [24] , [13] , [11] . Here we examine a new form of stability of internal (state-space) autonomous system descriptions, defined as "strong stability", which depends on the selection of a state coordinate frame in which states represent physical variables, referred to as a physical-system representations. The definitions given here extend similar notions established for continuous-time systems to the discretetime case. Essentially, strong stability prohibits "overshoots" in the autonomous trajectory of the system, defined in state-space, for arbitrary initial conditions. Non-overshooting response is a desirable property in many applications and can be considered as a special case of constrained control. Thus, the notion of strong stability introduced here is relevant to many real-time applications where a human operator may interpret an overshooting response as an early indication of instability, and taking corrective actions which may destabilize the system. Note that non-overshooting responses separate clearly a stable from an unstable behaviour, if the diagnosis is based on a finite, early observation horizon of the system's time response.
The notion of "strong stability" introduced in the paper is a stronger version of classical notions of stability, such as asymptotic or Lyapunov stability. In this work we restrict ourselves to the autonomous linear time-invariant (LTI) discrete-time case and derive necessary and sufficient conditions for three refined notions of strong stability in terms of the spectral norm of the state matrix, the spectral radius of the state-matrix and an observability property of a matrix pair constructed directly from the state-matrix of the system. The dependence of the strong-stability property on general coordinate transformations is noted, along with the existence of special coordinate systems for which the system can not be strongly stable. It is also shown that this property is invariant under orthogonal transformations, which leads to the use of the Schur canonical form, established under orthogonal transformations, as the basis for investigating further the parametrisation of strongly stable state matrices. The role of the skewness of the eigen-frame of the state-matrix on the violation of the strong stability property, resulting in state-space overshoots, is established. Relations between strong stability properties in the discrete and continuous domains are derived. Finally, the preservation or violation of strong stability is studied for systems subjected to arbitrary coordinate transformations, balancing transformations and state/output feedback stabilizing transformations.
The definition of "strong stability" introduced here is related to the transient response of a system, e.g. its overshooting behaviour, initial exponential growth or its transient energy [13] , [29] and could prove useful for analysing stability properties of systems under switching regimes [25] . Other refined stability notions proposed in the literature related to strong stability include qualitative (sign) stability, D-stability, total stability and R-stability (see [2] , [20] for a survey of these stability notions).
The paper is organized as follows: The remaining part of section 1 defines the notation used in the paper and section 2 reviews the main definitions and properies of strong stability in the continuoustime case. Section 3 defines the notion of strong stability in discrete-time, develops numerous necessary and sufficient conditions for three refined strong stability notions and establishes connections between strong stability in the continuous and discrete domains via the bilinear transformation. Section 4 deals with numerous properties of strongly stable systems, establishes the invariance of strong stability under orthogonal transformations and characterizes the class of discrete systems for which strong and asymptotic stability are identical or approximately equivalent notions. Connections between strong stability and skewness of eigen-frame of the state-matrix are also developed in this section, and the Schur form is used for defining parameter-dependent conditions for strong stability. Section 4 also examines examines strong stability for systems subjected to arbitrary coordinate and balancing transformations. Section 5 poses and solves three variants of the strong stabilization problem under state feedback, output injection and output feedback, using easily verifiable necessary and sufficient conditions and gives a complete parametrization of the family of all optimal solutions in each case.
The notation used in the paper is standard and is summarized here for convenience. N , R and C denote the sets of natural, real and complex numbers, respectively. The set of complex numbers with 
Review of Strong Stability for Continuous-time Systems
In this section we review the three notions of strong stability which have been introduced for the continuous-time case. Consider the autonomous LTI continuous-time system:
in which A ∈ R n×n is the state-matrix. For this system, the basic notions of asymptotic and Lyapunov stability are well established and the eigenvalues of A provide a simple characterisation of such properties, whereas the properties of the eigenframe have no influence. We start by quoting the classical notions of stability (e.g. see [16] ).
Definition 2.1: For the linear system S c (A) we define:
S c (A) is Lyapunov stable if and only if for each
> 0 there exists δ( ) > 0 such that x(t 0 ) < δ( ) implies that x(t) < for all t ≥ t 0 .
S c (A) is asymptotically stable if and only if it is Lyapunov stable and δ( ) in part (1) of the definition can be selected so that x(t) → 0 as t → ∞.
For the autonomous LTI continuous-time system S c (A), a necessary and sufficient condition for asymptotic stability is that the spectrum of A is contained in the open left-half plane (all eigenvalues have negative real parts); a necessary and sufficient condition for Lyapunov stability is that the spectrum of A lies in the closed left-half plane (Re(s) ≤ 0) and, in addition, any eigenvalue on the imaginary axis has simple structure (i.e. equal algebraic and geometric multiplicity) [16] . Note that asymptotic stability is here taken to mean that the origin is the unique equilibrium point and that it is asymptotically stable (in the sense of Definition 2.1 part 2).
We refine these two stability notions (asymptotic and Lyapunov stability) by introducing the following definition of "strong stability": 
The three notions of "strong stability" defined above are related to autonomous trajectories of the LTI system S c (A) in R n , whose distance from the origin (measured via the Euclidian norm) is a non-increasing (decreasing) function of time, for arbitrary initial conditions.
More precisely, strong Lyapunov stability does not allow state trajectories to exit (at any time) the (closed) hyper-sphere with centre the origin and radius the norm of the initial state vector r 0 = x(t 0 ) (although motion on the boundary of the sphere x(t) = r 0 is allowed, e.g. an oscillator's trajectory).
For strong asymptotic stability (strict sense) the system's trajectory is allowed to enter each hypersphere x(t) = r ≤ r 0 from a non-tangential direction, whereas for systems which are strongly asymptotically stable (wide-sense), tangential entry is allowed.
It is clear that strong Lyapunov stability implies Lyapunov stability and strong asymptotic stability (in either sense) implies asymptotic stability. Moreover, strong asymptotic stability s.s. implies strong asymptotic stability w.s. which in turn implies strong Lyapunov stability. For further discussion and concrete examples of each type of strong stability see [17] and [18] .
Each notion of strong stability is equivalent to certain properties of the "state" matrix A, stated in the following Theorem.
Theorem 2.1 [18] : For the system S c (A), the following properties hold true: 
Strong Stability for Discrete-time Systems
Consider the autonomous LTI discrete-time system:
Then we have the following standard definitions:
Definition 3.1 For the system Σ d (A) the equilibrium x = 0 is said to be:
( 
(v) Exponentially stable in the large (or globally exponentially stable) if there exists α > 0 and for
In this work we consider only autonomous LTI time-invariant discrete-time systems, for which we have the following results: (c) The equilibrium x = 0 is exponentially stable.
Thus, in the LTI discrete-time case, the fundamental stability distinction is between Lyapunov and asymptotic stability. The following Theorem gives necessary and sufficient conditions for each of these two types of stability in terms of certain properties of the state matrix. Proof: Consider the sequence of equivalences:
which prove the result. proof by Lyapunov-function arguments is also possible.
Corollary 3.2: Σ d (A) is strongly asymptotically stable s.s. if and only if
is strongly asymptotically stable s.s., then A < 1 and hence A n ≤ A n < 1 for all n ≥ 1. Conversely, suppose that A n < 1 for all n ≥ 1. Setting n = 1 gives A < 1 which from Proof: Similar to the proof for strong asymptotic stability s.s. or via a direct Lyapunov type argument.
Note that an oscillator falls in this category, so strong Lyapunov stability does not imply asymptotic stability. 
with ρ(A) = 0 and A =1. Note that for every x k ∈ R 3 , x k+3 = A 3 x k = 0 and hence the system is asymptotically stable (with a "dead-beat" response). Further,
is an equality when x
(1) k = 0. Thus the system Σ d (A) is strongly asymptotically stable w.s. but not s.s.
Next we give an alternative characterization of strongly asymptotically stable w.s. systems. We first need a preliminary result, presented in Proposition 3.5 below. The proof of part of the Proposition is adapted from [5] , [26] , although the main arguments contained in the proof presented here have a distinct "system-theoretic" flavour. 
Then, (i) Any eigenvalue of A with modulus one is unobservable through W . (ii) The integer sequence κ(A, k) is non-decreasing with upper bound:
Rank[I n − (A t ) n A n ] = κ(A, n) = κ(A, n + 1) = κ(A, n + 2) = . . . = κ(A, ∞) = n − r (iii) For each k ≥ n, κ(A, k) = Rank[Γ o (A, k)] = Rank[Γ o (A, n)] = κ(A,
n). In particular r = 0 if and only if the pair (A, W ) is observable.
Proof: Since A = 1 the matrix I n − A t A is positive semi-definite and hence we can write
Let exp(jφ) be an eigenvalue of A and u = 0 a corresponding (right) eigenvector so that
and hence
Thus, using equations (1) and (2),
and hence exp(jφ) is unobservable through W proving (i). Equations (1) and (2) further imply that
and hence u is both the left and right eigenvector of A corresponding to the eigenvalue exp(jφ). Thus
A is a Lyapunov matrix (see also Proposition 3.3) and hence there exists a unitary matrix U such that
where ⊕ is the direct sum with ρ(Â) < 1. For any integer k,
Now, using the Cayley-Hamilton theorem we conclude that for every k ≥ n
On noting that since ρ(Â) < 1 we have lim k→∞Â k = 0 and hence κ(A, ∞) = n − r, which proves part
(ii). The first equality in part (iii) also follows from the Cayley-Hamilton theorem, since for k ≥ n values being equal to one). The state-space R n can be decomposed as a direct sum
where X k c is the column span of the right singular vectors of A k corresponding to the κ(A, k) singular values which are less than one and X k i is the column span of the remaining n − κ(A, k) right singular vectors of A k which correspond to the singular values of A k which are equal to one.
Thus, the dimension of the maximal subspace of R n on which the restriction of A k defines an isometry (and hence A k is strictly contractive for any other vector in R n ) is n − κ(A, k). Since (from the Proof of Proposition 3.5) we have (Γ o (A, k) ), the dimension of this maximal subspace cannot increase as k increases and we have n − κ(A, k) ≥ n − κ(A, k + 1), as claimed in Proposition 3.5. This Proposition also says that as k increases, the dimension of X k i cannot become less than a minimum value equal to r, the number of eigenvalues of A on the unit circle, and that this value is reached within the first n transition steps (linear maps through A). This property is an immediate consequence of the fact that the sequence of subspaces A, k) ), k ∈ N }, converges, after at most n steps, to
, the unobservable subspace of the pair (A, W ). If A is a Schur matrix (ρ(A) < 1 or r = 0), A n is strictly contractive for every non-trivial input direction and in this case A k → 0 as k → ∞. We formalize the main arguments of this remark via the following Proposition. Then, the following three statements are equivalent:
Moreover, in this case we also have:
and
where
which in turn implies that
Follows from the identity , k) and the fact that A k ≤ 1. To show (3) note that for any x 0 ∈ R n with x 0 = 1, such that A k x 0 = x 0 = 1 and any i = 1, 2, . . . , k − 1 we have Part (ii) of the following Proposition is based on [5] and gives an alternative simplified proof of the condition A = ρ(A) relative to the original proof given in [26] . As discussed above, this condition is important in the distinction between different notions of strong stability and is related to the dimensionality of the maximal subspace of R n on which the restriction of A k defines an isometry.
Proposition 3.7:(i) Let A ∈ R n×n such that A = 1, and
(ii) The restriction of the linear transformation A defined as: Proof: Consider also the matrix
The matrix B is symmetric and positive semi-definite since A = 1. Moreover, the (i, i)-th entry of B is:
and hence B = 0. This implies that We conclude the section by establishing a relation between strong asymptotic stability s.s. in the two domains (discrete and continuous-time). This result relies on standard properties of the bilinear transformation [22] , and is potentially useful because it can be used to translate strong stability properties across the two domains.
Proposition 3.8: Consider the autonomous LTI discrete and continuous systems Σ d (A) and S c (Â),
respectively, where
Then, Proof: Part (i) follows from the following sequence of equivalent statements:
An almost identical sequence of arguments shows that:
proving part (iii). Finally, part (ii) follows from part (iii) and the fact that under the bilinear transformations the eigenvalues of A andÂ are related as:
Thus, for each i = 1, 2, . . . , n,
and hence A is asymptotically stable if and only ifÂ is Hurwitz.
Strong and Asymptotic Stability: Exact and approximate equivalence
In the previous section, two notions of "strong asymptotic stability" were introduced (w.s. and s.s.), each being a stronger notion than the classical notion of "asymptotic stability", and hence the set of systems which are strongly asymptotically stable (in either sense) is a strict subset of the set of all asymptotically stable systems. In this section we attempt to characterize the set of systems Σ d (A) for which the two notions are "equivalent" or "almost equivalent".
Remark 4.1: Throughout this section and for the remaining parts of the paper we simplify our
nomenclature by taking "strong stability" to mean "strong asymptotic stability in the strict sense
It follows from Proposition 3.1 that the two notions of strong and asymptotic stability coincide precisely for those systems Σ d (A) for which ρ(A) = A , i.e. those systems for which the state-matrix is "radial" [7] , [21] . References [7] , [5] , [26] , [21] give various characterizations of the structure of radial matrices.
We summarize the main results in the following Theorem:
Theorem 4.1 [7] , [5] , [26] , [21] : The matrix A ∈ R n×n is radial if and only if one of the following four equivalent conditions is satisfied:
(ii) A is unitarily similar to a matrix of the form diag(Λ, B) where
in which the eigenvalues of A are ordered as
(iv) There exists R > 0, such that for each q ∈ R, the fact that |q|
Proof: For parts (i) and (ii) see [7] . Part (iii) follows from the following series of inequalities:
If A is radial all inequalities in the above expression must be equalities and hence
and hence A is radial. Actually, it can be shown that the condition given in this part can be simplified to A n = A n , where A ∈ R n×n (see previous section or Proposition 4.1 below). Finally, for part (iv), which shows that "radiality" is not a "pointwise" property, see [21] .
As the analysis of the last section has shown, condition (iii) of Theorem 4.1 can be relaxed as follows:
Proposition 4.1: A ∈ R n×n is a radial matrix if and only if
Proof: The original proof of this result was given in [26] and subsequently simplified by [5] . See also Proposition 3.7 part (ii) for a similar proof based on [5] .
Corollary 4.1: If A is normal then it is also radial; hence in this case Σ d (A) is strongly stable if and only if Σ d (A) is asymptotically stable.
Proof: Since A is normal, it is unitarily similar to a diagonal matrix (e.g. via its spectral decomposition) and hence A is radial (see How closely related are the two sets of normal and radial matrices? It follows from Theorem 4.1 part (ii) that if A ∈ R n×n is radial and s ≥ n − 1 then A is normal (here s is the multiplicity of the eigenvalues of A with modulus equal to the spectral radius of A); in particular the two notions of "radiality" and "normality" are equivalent if n = 2 [7] . As n − s increases, the class of normal matrices is much broader than the class of radial matrices. For a detailed discussion and examples, see [7] .
Next, we investigate briefly the property of strong stability in terms of measures of eigen-frame skewness and departure from normality of the state matrix. More specifically, we investigate under what conditions the two notions of strong and asymptotic stability are "almost" or "approximately" equivalent. be measured by Henrici's departure from normality [10] in terms of an arbitrary matrix norm:
We can now obtain the following sufficient condition for strong stability: (6) above, in which the indicated norm is chosen as the spectral norm. Then A is strongly
Proof: Since the spectral norm is unitarily invariant:
Note that this applies for every Schur decomposition of A (parametrised by N ∈ S), while D = ρ(A)
is independent of the choice of N . Taking the infimum of the right hand side of this inequality over S gives the required result.
Remark 4.3:
While any N derived from an arbitrary Schur decomposition may be used to derive a sufficient condition for strong stability, clearly the optimal choice above provides the sharpest bound, although it is not obvious how to calculate the minimum-norm N . This is in contrast to the Frobeniusnorm case, where N F is independent of the particular Schur form [12] and
It is also interesting to note that Henrichi's measure of departure from normality can be used to derive spectral norm bounds of the form [12] :
For additional issues related to transient response peak/energy characteristics see [13] , [14] , [29] , [33] .
In the last part of this section we investigate the effect of similarity transformations on the strong stability property. Since the eigenvalues (and spectral radius) of a matrix A are invariant under similarity transformation, so are the asymptotic stability properties of Σ d (A), i.e., for any nonsingular matrix T the systems Σ d (A) and Σ d (T AT −1 ) have identical asymptotic stability properties.
In contrast, the spectral norm is not invariant under a similarity transformation T , except from the special case where T is orthogonal. In conclusion we have the following result: Proof: Follows from the fact that the spectral norm is unitarily invariant, i.e. U AU t = A .
It should be noted that strong stability only makes sense for physical system representations, i.e.
representations in which the states represent physical variables, and hence the strong stability properties of a system are expected to vary under arbitrary coordinate transformations. In fact, as is shown in the next few paragraphs, if a system is asymptotically stable, there is always a state-space transformation defining a coordinate frame in which the system is strongly stable.
For A ∈ C n×n and any p ∈ [1, ∞] we have [8] :
where · p denotes the matrix norm induced by the l p vector norm in C n . In the special case when A ∈ R n×n and p = 2 (but not otherwise, see [8] ) we also have:
which implies the following Proposition: A specific similarity transformation X such that Σ d (XAX −1 ) is strongly stable is a balancing transformation [27] , [28] . Assume that A is Hurwitz and define any two matrices B and C such that the system Σ d (A, B, C) :
Then, there is always a state-space transformation X, such that
is balanced, i.e. there exists a diagonal positive-definite matrix Σ which is the unique solution of the discrete Lyapunov equations:
It may be shown [27] , [28] and C ∈ R p×n find an output feedback matrix F ∈ R m×p such that the matrix A + BF C is strongly stable.
The main objective of the work is to establish necessary and sufficient conditions of strong stabilization (for each problem type) and parametrize the set of all strongly state-feedback (resp. output injection, output feedback) matrices.
Before presenting detailed solutions to these three static-feedback problems, it is first shown that dynamic output feedback does not offer any additional flexibility to strong stabilisation. We consider the feedback configuration shown in Figure 1 , which is used for the study of dynamic stabilization problems. We make the following definition: Proof: Part (i): Necessity is obvious since the set of static controllers is a subset of the set of dynamic controllers. To prove sufficiency, assume that the dynamic controller K(s) with state space realization:
is a strong stabilizer of Σ G (A, B, C, D) . Then the natural state-space realization of the closed-loop system is:
Since by assumption Σ K is a strong stabilizer, A c is strongly stable, i.e. A c < 1. This implies that A − BDC < 1 and hence −D is a static strong stabilizer. For part (ii) note that ifD exists such that A − BDC < 1, then it is always possible to chooseÂ,B andĈ (of sufficiently small norms) so that A c < 1.
It is clear from the last proposition that strong stabilization is essentially a static feedback property and there is no need to consider dynamics. In the remaining parts of the section we turn our attention to the three static strong stabilization problems We also have the following Corollary which applies to strong stabilization under state feedback and output injection (Clearly the two problems are dual of each other so solving the one will solve automatically the other). 
Conclusions
In this work three notions of "strong stability" have been defined for autonomous, linear, timeinvariant, discrete-time state-space descriptions, which generalize parallel notions defined for continuous-time systems [9] , [17] , [18] . Necessary and sufficient conditions have been derived for each type of strong stability and the class of systems for which strong and asymptotic stability are equivalent notions have been identified. The invariance of the strong stability property under orthogonal transformations has been shown and links between the skewness of the eigen-frame of the state matrix and the violation of strong stability property have been obtained. Relations between strong stability in the discrete and continuous domains have been derived. Finally, the preservation or violation of strong stability has been studied under arbitrary coordinate transformations, balancing transformations and state/output feedback stabilizing transformations.
