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SMOOTHNESS AND LONG TIME EXISTENCE FOR SOLUTIONS OF THE
POROUS MEDIUM EQUATION ON MANIFOLDS WITH CONICAL
SINGULARITIES
NIKOLAOS ROIDOS AND ELMAR SCHROHE
Abstract. We study the porous medium equation on manifolds with conical singularities. Given
strictly positive initial values, we show that the solution exists in the maximal Lq-regularity space
for all times and is instantaneously smooth in space and time, where the maximal Lq-regularity
is obtained in the sense of Mellin-Sobolev spaces. Moreover, we obtain precise information
concerning the asymptotic behavior of the solution close to the singularity. Finally, we show the
existence of generalized solutions for non-negative initial data.
1. Introduction
The porous medium equation (PME) is the parabolic diffusion equation
u′(t)−∆(um(t)) = 0, t > 0,(1.1)
u(0) = u0.(1.2)
It describes the flow of a gas in a porous medium; u is the density distribution of the gas, ∆ is the
(negative) Laplacian, and m > 0. For m = 1 we recover the usual heat equation.
In this article, we consider the PME on a manifold with conical singularities, which we model
by a smooth compact (n+ 1)-dimensional manifold B with (possibly disconnected) boundary ∂B,
n ≥ 1. B is endowed with a Riemannian metric g which, in a collar neighborhood [0, 1) × ∂B of
the boundary, is of the degenerate form
g = dx2 + x2h(x).(1.3)
Here, x ∈ [0, 1) denotes the distance from ∂B and x 7→ h(x) is a smooth (up to x = 0) family of non-
degenerate Riemannian metrics on the cross-section, so that ∂B corresponds to the conical points.
We speak of straight conical singularities, if h is constant in x, else of warped conical singularities.
On the collar (0, 1)×∂B, the associated Laplace-Beltrami operator ∆ has the conically degenerate
form:
∆ =
1
x2
(
(x∂x)
2 +
(
n− 1 +
x∂x det[h(x)]
2 det[h(x)]
)
x∂x +∆h(x)
)
,(1.4)
where ∆h(x) is the Laplacian on the cross-section induced by the metric h(x). Hence ∆ has the
typical features of a cone differential operator: the factor x−2 in front and the derivative with
respect to x only appearing in the form x∂x. It therefore naturally acts on scales of weighted
Mellin-Sobolev spaces Hs,γp (B), s, γ ∈ R, p ∈ (1,∞), see Section 2 for details, and this is the
framework in which we will work.
The problem (1.1)-(1.2) has been studied in various domains and under many aspects. We here
show existence of long time solutions as well as smoothing in space and time for suitably chosen
Mellin-Sobolev spaces. Furthermore, we obtain information on the asymptotic behavior of the
solution close to the conic singularities and show its dependence on the local geometry of the tip.
As a first step in the above direction we established in [20] existence, uniqueness and maximal
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Lq-regularity for the short time solution on Mellin-Sobolev spaces of arbitrarily high order. This
result will be one of the basic tools for our analysis.
The main difficulty compared to the case of classical domains is the lack of basic machinery. In
order to overcome this problem we rely mostly on abstract maximal regularity theory for linear and
quasilinear parabolic problems. The methods we develop are general and can be applied to different
problems. For instance, we do not have the usual gradient estimates for the short time solution as
e.g. in the case of complete manifolds with Ricci curvature bounded from below, see [13]. Instead,
we show a functional analytic analog, using interpolation space estimates, see Theorem 4.6, based
on uniform maximal Lq-regularity estimates.
In the same spirit, we establish a general smoothing result for the abstract quasilinear equation,
see Section 3, via maximal Lq-regularity theory on Banach scales. We prove existence for long time
by controlling uniformly all the parameters of a Banach fixed point argument due to H. Amann.
The main result of this article concerning the porous medium equation is the theorem, below. The
set-up is the same as in [20].
Recall that n+ 1 is the dimension of B. Denote by λ1 the greatest nonzero eigenvalue of ∆h(0);
let
ε = −
n− 1
2
+
√(
n− 1
2
)2
− λ1 > 0(1.5)
and write E0 for the space of smooth functions on B which are locally constant near ∂B.
Theorem 1.1. Choose
γ ∈
(n− 3
2
,
n− 3
2
+ min{ε, 2}
)
.(1.6)
Moreover, fix 1 < p, q <∞ and s0 ∈ R with
n+ 1
p
+
2
q
< 1, γ >
n− 3
2
+
2
q
and(1.7)
s0 > −1 +
n+ 1
p
+
2
q
.(1.8)
Then:
(a) For any T > 0 and any strictly positive initial value
u0 ∈ (H
s0+2,γ+2
p (B)⊕ E0,H
s0,γ
p (B)) 1q ,q
the porous medium equation (1.1)-(1.2) has a unique solution
u ∈W 1,q(0, T ;Hs0,γp (B)) ∩ L
q(0, T ;Hs0+2,γ+2p (B) ⊕ E0).(1.9)
(b) Moreover, u has the following regularity properties:
u ∈ C([0, T ], (Hs0+2,γ+2p (B)⊕ E0,H
s0,γ
p (B)) 1q ,q)
∩C([0, T ];H
s0+2−
2
q−ε,γ+2−
2
q−ε
p (B) + E0)
∩Cδ((0, T ];H
s,γ+2−2q−2δ
p (B) + E0) ∩ C
1+δ((0, T ];H
s,γ−2q−2δ
p (B))
∩Cδ([0, T ];H
s0+2−
2
q−2δ,γ+2−
2
q−2δ
p (B)⊕ E0) ∩ C
1+δ([0, T ];H
s0−
2
q−2δ,γ−
2
q−2δ
p (B))
∩Ck((0, T ];Hs,γ−2(k−1)p (B)) ∩ C((0, T ];H
s,γ+2
p (B)⊕ E0)(1.10)
for all k ∈ N\{0}, s > 0, ε > 0 and
δ ∈
(
0,
1
2
min
{
2−
n+ 1
p
−
2
q
, γ −
n− 3
2
−
2
q
})
.(1.11)
(c) If c0 ≤ u0 ≤ c1 on B for suitable constants c0, c1 > 0, then also c0 ≤ u ≤ c1 on [0, T ]× B.
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Remark 1.2. (a) We consider here ∆ as an unbounded operator in the cone Sobolev space
Hs0,γp (B). Cone differential operators in general have many closed extensions. Here we fix the
extension ∆ with domain
D(∆) = Hs0+2,γ+2p (B)⊕ E0.(1.12)
This choice is particularly convenient as discussed in Section 2.2, below.
(b) For the interpolation spaces the following embeddings hold: For every ε > 0
H
s0+2−
2
q+ε,γ+2−
2
q+ε
p (B) + E0 →֒ (H
s0+2,γ+2
p (B)⊕ E0,H
s0,γ
p (B)) 1q ,q and
(Hs0+2,γ+2p (B) ⊕ E0,H
s0,γ
p (B)) 1q ,q →֒ H
s0+2−
2
q−ε,γ+2−
2
q−ε
p (B) + E0.
The sum in the second embedding is direct, provided γ + 2− 2q − ε ≥
dimB
2 .
(c) The first inclusion in (1.10) is an immediate consequence of the fact that
W 1,q(T0, T2;H
s0,γ
p (B)) ∩ L
q(T0, T2;H
s0+2,γ+2
p (B)⊕ E0)
→֒ C([T0, T2]; (H
s0+2,γ+2
p (B)⊕ E0,H
s0,γ
p (B)) 1q ,q),(1.13)
where 0 ≤ T0 < T1 ≤ T2 ≤ T3 <∞, see [3, Theorem III.4.10.2]; note that if T1, T3 are fixed, then
the norm of the embedding is independent of T0, T2 due to [7, Corollary 2.3]. The second inclusion
then follows from (b). We will see the other inclusions later in the proof.
(d) Theorem 1.1 shows how the geometry of the cone is reflected in the solution. In fact, the
choice of γ is limited by ε, determined from λ1. Now we conclude from (a) and (b) that, for small ε,
the solution u is an element of C([0, T ],H
s0+2−2/q−ε,γ+2−2/q−ε
p (B)⊕E0). We can therefore decom-
pose it u = uE0 + uH, where uE0 ∈ C([0, T ], E0) and uH ∈ C([0, T ],H
s0+2−2/q−ε,γ+2−2/q−ε
p (B)). A
standard estimate for cone Sobolev spaces, see [19, Corollary 2.9], then implies that, for a suitable
constant c depending only on B and p,
|uH(t)| ≤ cx
γ+2−2/q−ε−dimB/2‖uH‖
H
s0+2−
2
q
−ε,γ+2− 2
q
−ε
p (B)
.
Outline of the paper. In Section 2 we collect maximal Lq-regularity results for the short time
solution of the PME on conic manifolds. Section 3 contains an abstract smoothing result that we
will use later on. As a preparation for the proof of the long time existence, we show in Section 4
a comparison principle and a uniform Ho¨lder regularity result for the solution. We then derive an
estimate for the solution in a suitable interpolation space. This allows us to prove Theorem 1.1 in
Section 5. We finally recall the notion of weak solutions and show existence of weak solutions for
non-negative initial data and m ≥ 1.
Related work. In a similar spirit, Shao [23] showed global existence of L1-mild solutions of the PME
on singular manifolds, relying on a concept of Amann. Bahuaud and Vertman in [6] considered the
normalized Yamabe flow on manifolds with incomplete edge singularities and established existence
and uniqueness of long time solutions.
2. Preliminary Results
2.1. Sectoriality and maximal Lq-regularity. Let X1
d
→֒ X0 be a continuously and densely
injected complex Banach couple.
Definition 2.1. By P(θ), 0 ≤ θ < π, we denote the class of all closed densely defined linear
operators A in X0 such that
Sθ = {λ ∈ C | | argλ| ≤ θ} ∪ {0} ⊂ ρ(−A) and (1 + |λ|)‖(A + λ)
−1‖L(X0) ≤ K, λ ∈ Sθ,
for some constant K ≥ 1 that is called sectorial bound of A. The elements in P(θ) are called
(invertible) sectorial operators of angle θ.
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Focusing on sectorial operators of angle greater than pi2 we recall the following basic property
for the abstract linear first order Cauchy problem. Namely, let T > 0, q ∈ (1,∞), f ∈ Lq(0, T ;X0)
and consider the equation
u′(t) +Au(t) = f(t), t ∈ (0, T ),(2.1)
u(0) = 0,(2.2)
where −A : X1 → X0 is the infinitesimal generator of an analytic semigroup on X0. We say that
A has maximal Lq-regularity if for any f ∈ Lq(0, T ;X0) there exists a unique u ∈W
1,q(0, T ;X0)∩
Lq(0, T ;X1) solving (2.1)-(2.2). In this case, u also depends continuously on f . Furthermore, the
above property is independent of q.
All the Banach spaces we will consider in the sequel belong to the class UMD (unconditionality of
martingale differences property), i.e. the class of Banach spacesX0 such that the Hilbert transform
is bounded in L2(R;X0) (see [3, Section III.4.4]).
Definition 2.2. Let {ǫk}
∞
k=1 be the sequence of the Rademacher functions and θ ∈ [0, π). An
operator A ∈ P(θ) is called R-sectorial of angle θ if there exists a constant R ≥ 1, called R-
sectorial bound of A, such that for any choice of λ1, . . . , λN ∈ Sθ\{0} and x1, . . . , xN ∈ X0,
N ∈ N\{0}, we have that∥∥∥ N∑
k=1
ǫkλk(A+ λk)
−1xk
∥∥∥
L2(0,1;X0)
≤ R
∥∥∥ N∑
k=1
ǫkxk
∥∥∥
L2(0,1;X0)
.
Then, the following classical result holds.
Theorem 2.3 (Kalton and Weis, [15, Theorem 6.5]). In a UMD Banach space any R-sectorial
operator of angle greater than pi2 has maximal L
q-regularity.
If A ∈ P(θ), θ ∈ [0, π), is a sectorial operator and z ∈ C with Re(z) < 0, then the complex
powers Az of A are defined by the Dunford integral
Az =
1
2πi
∫
Γ
(−λ)z(A+ λ)−1dz ∈ L(X0),(2.3)
for an appropriate path Γ (see [3, Theorem III.4.6.5]). The above operators are injections, and
hence the powers Az for Re(z) > 0 are defined by Az = (A−z)−1, which are in general unbounded
operators. By using the formula (2.3) we can also define the imaginary powers Ait, t ∈ R, of A
(see [3, (III.4.6.21)]).
Definition 2.4. Let A ∈ P(θ), θ ∈ [0, π). We say that A has bounded imaginary powers, if there
exist some ε, δ > 0 such that
Ait ∈ L(X0) and ‖A
it‖ ≤ δ for all t ∈ [−ε, ε].
In this case, there exists a φ ≥ 0, the so-called power angle, such that ‖Ait‖ ≤Meφ|t| for all t ∈ R
and some M > 0, and we write A ∈ BIP(φ).
By a result of Dore and Venni [10, Theorem 3.2], in a UMD Banach space every operator in the
class BIP(φ) with φ < pi2 has maximal L
q-regularity.
2.2. The PME on conic manifolds. As a cone differential operator, ∆ naturally acts on scales
of weighted Mellin-Sobolev spaces Hs,γp (B), s, γ ∈ R, p ∈ (1,∞). Denoting by B
◦ the interior of
B, for s ∈ N0, H
s,γ
p (B) is the space of all u ∈ H
s
p,loc(B
◦) for which, in local coordinates near the
boundary,
x
n+1
2
−γ(x∂x)
j∂αy u(x, y) ∈ L
p
(√
det[h(x)]
dx
x
dy
)
.
For other values of s, the space Hs,γp (B) can be obtained by interpolation and duality (see [20,
Definition 3.1] for details). Moreover, since the usual Sobolev spaces are UMD, by [3, Theorem
III.4.5.2], the Mellin-Sobolev spaces are also UMD.
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Lemma 2.5. Let 1 < p, q <∞ and s > n+1p . Then:
(a) A function u in Hs,µp (B), µ ∈ R, is continuous on B
◦, and, in local coordinates (x, y) ∈
(0, 1)× ∂B near the boundary,
|u(x, y)| ≤ cxµ−
n+1
2 ‖u‖Hs,µp (B)
for a constant c > 0, depending only on B and p. Moreover, for v ∈ H
s,n+1
2
p (B) and γ ∈ R,
‖uv‖Hs,γp (B) ≤ C‖u‖Hs,γp (B)‖v‖
H
s,
n+1
2
p (B)
for suitable C > 0. In particular, up to the choice of an equivalent norm, Hs,γp (B) is a Banach
algebra whenever γ ≥ n+12 .
(b) Multiplication by an element in H
σ+ n+1q ,
n+1
2
q (B), σ > 0, defines a bounded map on Hρ,µp (B),
µ ∈ R, for each ρ ∈ (−σ, σ).
(c) If γ > n+12 and v ∈ H
s,γ
p (B) ⊕ E0 is pointwise invertible, then v
−1 ∈ Hs,γp (B) ⊕ E0, i.e.
Hs,γp (B) ⊕ E0 is spectrally invariant in C(B) and therefore closed under holomorphic functional
calculus.
In this case, if U is a bounded open subset of Hs,γp (B) ⊕ E0 consisting of functions v such that
Re(v) ≥ α > 0 for some fixed α, then the subset {v−1 | v ∈ U} of Hs,γp (B)⊕E0 is also bounded and
for any ν ∈ R
vν1 − v
ν
2 = (v2 − v1)
1
2πi
∫
Γ
(−λ)ν(v1 + λ)
−1(v2 + λ)
−1dλ ∈ Hs,γp (B)⊕ E0, v1, v2 ∈ U,(2.4)
where Γ is a fixed finite path around ∪v∈URan(−v) in {λ ∈ C | Re(λ) < 0}.
Proof. This is [20, Lemma 3.2], [20, Corollary 3.3], [20, Lemma 6.2], [20, Lemma 6.3] and [20,
(6.19)]. 
We will consider first the Laplacian associated with a straight conical metric as an unbounded
operator in Hs,γp (B). In this case, the metric h in (1.3) is constant in x and we write ∆h(0) = ∆∂ for
the boundary Laplacian. It is well known, see e.g. [20], that the domain of the minimal extension
of ∆, i.e. the closure of ∆ considered as an operator on C∞c (B
◦), differs from that of the maximal
extension, which consists of all u ∈ Hs,γp (B) such that ∆u ∈ H
s,γ
p (B), by a finite dimensional
space E . In order to understand this space, recall that the conormal symbol σM (∆) of ∆ is the
operator-valued function
σM (∆)(z) = z
2 − (n− 1)z +∆∂ : H
2
2 (∂B)→ L
2(∂B), z ∈ C.(2.5)
Denoting by 0 = λ0 > λ1 > . . . the different eigenvalues of ∆∂ , we see that σM (∆) is invertible for
all z 6= q±j , where
q±j =
n− 1
2
±
√(
n− 1
2
)2
− λj .
The q±j are simple poles of σM (∆)
−1 except for the case where n = 1 and j = 0, when q+0 = q
−
0 = 0
is a double pole.
In the sequel we shall assume that none of the q±j equals (n−3)/2−γ. Then the minimal domain
of ∆ in Hs,γp (B) can be shown to be H
s+2,γ+2
p (B), see e.g. [22, Proposition 2.3]. The elements of
E are linear combinations of functions of the form ω(x)cρ(y)x
−ρ, where ω ∈ C∞c ([0, 1)) is a cut-off
function, i.e. ω ≥ 0 and ω(x) = 1 for x close to zero, the exponents ρ run over all q±j in the interval
Iγ =
(n− 3
2
− γ,
n+ 1
2
− γ
)
,
and, for ρ = q±j , the cρ ∈ C
∞(∂B) are elements of the eigenspace of ∆∂ associated with the
eigenvalue λj . If n = 1 and 0 ∈ Iγ , then E also contains terms of the form ω(x)c0(y) log(x), with c0
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in the zero eigenspace of ∆∂ . Therefore, every closed extension of ∆ has a domain H
s+2,γ+2
p (B)⊕E
with a subspace E of E .
In our specific situation, fix γ as in (1.6). The interval Iγ will then include the pole 0 = q
−
0 (but
none of the q−j for j ≥ 1), and the space E will contain the space E0 of all smooth functions which
are locally constant near ∂B. As in [20] we therefore focus on the closed extension ∆s with the
domain
D(∆s) = H
s+2,γ+2
p (B) ⊕ E0.(2.6)
For s ∈ R, we let
Xs0 = H
s,γ
p (B) and X
s
1 = D(∆s) = H
s+2,γ+2
p (B)⊕ E0.(2.7)
Moreover, we introduce the real interpolation space Xs1
q ,q
= (Xs1 , X
s
0) 1q ,q. Here 1 < p, q < ∞ are
taken so large that (1.7) holds and s ∈ R satisfies
s > −1 +
n+ 1
p
+
2
q
.(2.8)
This implies that, for all sufficiently small ε > 0,
Xs1
q ,q
→֒ H
s+2− 2q−ε,γ+2−
2
q−ε
p (B) ⊕ E0 →֒ C(B).(2.9)
The first embedding was shown in [20, Lemma 5.2]; the second follows from Lemma 2.5.
We start the analysis of the PME with the following maximal Lq-regularity result.
Theorem 2.6. Let s ∈ R, θ ∈ [0, π) and φ > 0. For γ satisfying (1.6), let ∆s be the extension in
Hs,γp (B) with domain (2.6). Then c−∆s ∈ P(θ) ∩ BIP(φ) for suitably large c > 0. In particular,
−∆s has maximal L
q-regularity.
This is [20, Theorem 4.2]. It follows from [20, Theorem 3.11] and [20, Theorem 4.1] and is based
on [8], [21, Theorem 2.9], [19, Theorem 3.3] and [22, Theorem 5.7]. From Theorem 2.6 we derived
in [20, Theorem 6.1]:
Theorem 2.7. Let s, γ, p and q be chosen as in (1.6), (1.7) and (2.8). Let v ∈ Xs1
q ,q
be strictly
positive on B. Then, for every θ ∈ [0, π) there exists a c > 0 such that the operator
c− v∆s : X
s
1 → X
s
0
is R-sectorial of angle θ, where ∆s is the Laplacian (2.6). In particular, −v∆s has maximal
Lq-regularity.
By (2.9) the assumption that v ∈ Xs1
q ,q
implies that
v ∈ H
s+2− 2q−ε,γ+2−
2
q−ε
q (B)⊕ E0 for small ε > 0,(2.10)
and it is only this regularity which is needed. It implies that v is continuous on B, locally constant
on ∂B and defines a multiplier on Xs0 .
The proof of Theorem 2.7 was based on the following idea: The statement is easily seen to
be true when v is constant. For s = 0, by standard perturbation results for R-sectoriality it is
also true if v differs from a constant by a function whose supremum norm (which is the norm as a
multiplier on X00 ) is small. The proof then relied on a freezing-of-coefficients type argument, where
one covers the manifold B by neighborhoods Bj of given points zj, j = 0, . . . , N , and considers
the case, where v is replaced by a function vj equal to v near zj and equal to v(zj) outside the
neighborhood. In this construction, each component of the boundary ∂B plays the role of a single
point, and the corresponding neighborhood is a collar neighborhood of this boundary component.
It is crucial for the above perturbation result that the neighborhoods are so small that vj differs
from v(zj) by a function whose supremum norm is sufficiently small. Using a partition of unity,
the full resolvent of c− v∆0 is finally constructed in terms of a Neumann series, and R-sectoriality
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is shown by using this representation. We proceeded then by induction and interpolation for the
rest of the values of s.
Remark 2.8. It is easily seen that the proof of [20, Theorem 6.1] also shows the following. For
every θ ∈ [0, π) there is a c > 0 such that the operator c − v∆s : X
s
1 → X
s
0 is R-sectorial of angle
θ, provided that one of the following conditions holds:
(a) s ∈ N, γ is chosen as in (1.6), p, q satisfy
n+ 1
p
+
2
q
< 2 and γ >
n− 3
2
+
2
q
and
v ∈
⋂
ε>0
H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕ E0
is strictly positive on B.
(b) s ≥ 0, γ, p, q are chosen as (1.6) and (1.7) and
v ∈
⋂
ε>0
H
s+1− 2q−ε,γ+2−
2
q−ε
p (B)⊕ E0
is strictly positive on B.
By using Theorem 2.7 and a theorem by Cle´ment and Li, see [7, Theorem 2.1], in [20, Theorem
1.1] the following result was established:
Theorem 2.9 (Short time solution). Let s, γ, p and q as in (1.6), (1.7) and (2.8), and let u0 ∈ X
s
1
q ,q
be strictly positive on B. Moreover, let f = f(λ, t) be a holomorphic function of λ in a neighborhood
of the range of u0 with values in Lipschitz functions in t ∈ [0, T0], for some T0 > 0. Then there
exists some T > 0 and a unique
u ∈W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xs1)
solving the Cauchy problem for the inhomogeneous porous medium equation
u′(t)−∆(um(t)) = f(u(t), t), u(0) = u0.
Remark 2.10. By [19, Theorem 5.6] (or [18, Theorem 4.1]), the maximal Lq-regularity result of
Theorem 2.6 extends to the case of manifolds with warped conical singularities, i.e to the case when
the metric h in (1.3) depends x. The only difference is that λ1 in (1.5) refers then to the greatest
nonzero eigenvalue of the Laplacian ∆h(0) on ∂B. Moreover, the proofs of [20, Theorem 6.1] and
[20, Theorem 6.5] and therefore Theorem 2.9 extend immediately to this case as well. Therefore,
in the sequel we will consider always the general case of warped conical singularities.
Under the change of variables um = w, we obtain from (1.1)-(1.2) the following equivalent
equations
w′(t)−mw
m−1
m (t)∆w(t) = 0, t > 0,(2.11)
w(0) = w0 = u
m
0 .(2.12)
Similarly to [20, Theorem 6.5], we have the following maximal regularity result for the above
problem.
Theorem 2.11. Let s, γ, p and q be chosen as in (1.6), (1.7), (2.8) and w0 ∈ X
s
1
q ,q
such that
w0 ≥ c > 0 on B. Then, there exists some T > 0 and a unique
w ∈W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xs1)
solving (2.11)-(2.12).
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Proof. We apply the Theorem of Cle´ment and Li [7, Theorem 2.1] to the problem, which is already
in the quasilinear form. We pick as usual the closed extension (2.6).
Since w0 ∈ X
s
1/q,q, it has the property (2.10). By Lemma 2.5, this is also true for w
(m−1)/m
0 .
Now Remark 2.8 implies that the operator −mw
(m−1)/m
0 ∆s has maximal L
q-regularity. In order
to apply the Cle´ment-Li theorem, it remains to show that w 7→ mw(m−1)/m∆0 is a Lipschitz map
from an open neighborhood of w(0) in Xs1/q,q to L(X
s
1 , X
s
0). This follows by Lemma 2.5; for details
see [20, (6.20)]. 
Remark 2.12. Let γ, p, q and s be chosen as in (1.6), (1.7) and (2.8). Then the solvability of
(1.1)-(1.2) and (2.11)-(2.12) in the maximal Lq-regularity space W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xs1) is
equivalent for strictly positive initial values as long as the solution is strictly positive. In this case
the equality um = w holds on [0, T ]× B:
Suppose that u ∈ W 1,q(0, T ;Xs0) ∩L
q(0, T ;Xs1) is a strictly positive solution of (1.1)-(1.2), and
let w = um. We claim that
w ∈ W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xs1).(2.13)
In order to show this we first note that u ∈ C([0, T ];Xs1
q ,q
), and therefore the norm of u(t) in the
space H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕E0 is bounded for each ε > 0 as t varies over [0, T ]. By Lemma 2.5,
this space is closed under holomorphic functional calculus and the norm of um−1(t) is bounded,
too. Moreover, since the functions in this space act as bounded multipliers on Xs0 = H
s,γ
p (B)
according to Lemma 2.5, we conclude that, for suitable constants c1, c2 ≥ 0,
‖um(t)‖Hs,γp (B) ≤ c1‖u(t)‖Hs,γp (B)‖u
m−1(t)‖
H
s+2− 2
q
−ε,γ+2− 2
q
−ε
p (B)⊕E0
≤ c2‖u(t)‖Hs,γp (B).
In particular, we see that∫ T
0
‖w(t)‖q
Hs,γp (B)
dt ≤ cq2
∫ T
0
‖u(t)‖q
Hs,γp (B)
dt <∞,(2.14)
and hence w ∈ Lq(0, T ;Hs,γp (B)). A similar argument together with the identity ∂tw = mu
m−1∂tu
implies that also ∂tw ∈ L
q(0, T ;Hs,γp (B)), so that w ∈ W
1,q(0, T ;Hs,γp (B)). As u solves (1.1), we
see that also ∆w = ∆um = ∂tu ∈ L
q(0, T ;Hs,γp (B)). Since c − ∆s : X
s
1 = H
s+2,γ+2
p (B) ⊕ E0 →
Xs0 = H
s,γ(B) is invertible for some c > 0, we have the estimate
‖v‖Xs
1
≤ c3
(
‖∆v‖Xs
0
+ ‖v‖Xs
0
)
for a suitable constant c3. We conclude with (2.14) that for suitably large c4(∫ T
0
‖w(t)‖qXs
1
dt
) 1
q
≤ c4
(∫ T
0
‖∆w(t)‖qXs
0
dt
) 1
q
+ c4
(∫ T
0
‖w(t)‖qXs
0
dt
) 1
q
<∞,
hence w ∈ Lq(0, T ;Xs1) and (2.13) is established. As a consequence, w ∈ C([0, T ];X
s
1
q ,q
) so that
w(0) ∈ Xs1
q ,q
. Finally, we note that
∂tw = mu
m−1∂tu = mu
m−1∆um = mw
m−1
m ∆w,
so that (2.11)-(2.12) holds.
Conversely suppose that w ∈ W 1,q(0, T ;Xs0)∩L
q(0, T ;Xs1) is a strictly positive solution of (2.11)-
(2.12) and let u = w
1
m . Arguments as above show also that u ∈W 1,q(0, T ;Xs0)∩L
q(0, T ;Xs1) and
u solves (1.1)-(1.2).
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3. Smoothing for the Abstract Quasilinear Parabolic Problem
In this section we provide a smoothness result for the abstract parabolic quasilinear equation,
based on maximal Lq-regularity theory for non-autonomous parabolic problems on Banach scales.
This will be our main tool for showing smoothness in the space variable for the porous medium
equation later on. An alternative result is stated in the Appendix. Both results are based on the
ideas in [18, Section 5].
For each i ∈ N, let Y i1
d
→֒ Y i0 be a continuously and densely injected complex Banach couple,
such that Y i+10
d
→֒ Y i0 , Y
i+1
1
d
→֒ Y i1 and Y
i
1
d
→֒ (Y i+11 , Y
i+1
0 ) 1q ,q, for some fixed q ∈ (1,∞). Consider
the problem
u′(t) +A(u(t))u(t) = F (u(t), t), t > 0,(3.15)
u(0) = u0,(3.16)
where u0 ∈ (Y
0
1 , Y
0
0 ) 1q ,q.
Theorem 3.1 (Smoothing). Assume that u0 ∈ Z, where Z is a subset of (Y
0
1 , Y
0
0 ) 1q ,q, and:
(i) There exists a T > 0 and a unique
u ∈ W 1,q(0, T ;Y 00 ) ∩ L
q(0, T ;Y 01 ) →֒ C([0, T ]; (Y
0
1 , Y
0
0 ) 1q ,q)
solving (3.15)-(3.16), such that u(t) ∈ Z for all t ∈ [0, T ]. Moreover, A(u(t)) : Y 01 → Y
0
0
has maximal Lq-regularity for each t ∈ [0, T ] and A(u(·)) ∈ C([0, T ];L(Y 01 , Y
0
0 )).
(ii) For each i ∈ N and each v in Z ∩ (Y i1 , Y
i
0 ) 1q ,q, A(v) : Y
i+1
1 → Y
i+1
0 has maximal L
q-
regularity. Furthermore, A(v(·)) ∈ C([0, T ];L(Y i+11 , Y
i+1
0 )) for each v ∈ C([0, T ];Z ∩
(Y i1 , Y
i
0 ) 1q ,q).
(iii) For all i ∈ N, t 7→ F (v(t), t) ∈ Lq(0, T ;Y i+10 ) for all v ∈ C([0, T ];Z ∩ (Y
i
1 , Y
i
0 ) 1q ,q).
Then, for each ε ∈ (0, T ) we have
u ∈
⋂
i∈N
W 1,q(ε, T ;Y i0 ) ∩ L
q(ε, T ;Y i1 ).
Proof. Take any t0 ∈ (0, ε) such that u(t0) ∈ Y
0
1 and consider the non-autonomous linear parabolic
problem
w′(t) +A(u(t))w(t) = F (u(t), t), t ∈ (t0, T ),(3.17)
w(t0) = u(t0).(3.18)
Clearly, the above problem has the solution
u ∈ W 1,q(t0, T ;Y
0
0 ) ∩ L
q(t0, T ;Y
0
1 ) →֒ C([t0, T ]; (Y
0
1 , Y
0
0 ) 1q ,q).(3.19)
Moreover by the assumption (i) and [4, Theorem 2.7] it is unique. We proceed by describing the
steps that increase the regularity of u.
Step 1. By (3.19) and the assumptions (ii)-(iii), A(u(t)) : Y 11 → Y
1
0 has maximal L
q-regularity
for each t ∈ [t0, T ], A(u(·)) ∈ C([t0, T ];L(Y
1
1 , Y
1
0 )) and t 7→ F (u(t), t) ∈ L
q(t0, T ;Y
1
0 ). Since
u(t0) ∈ Y
0
1
d
→֒ (Y 11 , Y
1
0 ) 1q ,q, by [4, Theorem 2.7] the problem (3.17)-(3.18) has a unique solution
f ∈ W 1,q(t0, T ;Y
1
0 ) ∩ L
q(t0, T ;Y
1
1 ).(3.20)
Since Y 1j →֒ Y
0
j , j ∈ {0, 1}, we infer from uniqueness that
u = f ∈ W 1,q(t0, T ;Y
1
0 ) ∩ L
q(t0, T ;Y
1
1 ) →֒ C([t0, T ]; (Y
1
1 , Y
1
0 ) 1q ,q).(3.21)
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Step 2. Take t1 ∈ (t0, ε) such that u(t1) ∈ Y
1
1 and consider the problem
η′(t) +A(u(t))η(t) = F (u(t), t), t ∈ (t1, T ),(3.22)
η(t1) = u(t1).(3.23)
By (3.21) and the assumptions (ii)-(iii), A(u(t)) : Y 21 → Y
2
0 has maximal L
q-regularity for each
t ∈ [t1, T ], A(u(·)) ∈ C([t1, T ];L(Y
2
1 , Y
2
0 )) and t 7→ F (u(t), t) ∈ L
q(t1, T ;Y
2
0 ). Thus, since u(t1) ∈
Y 11
d
→֒ (Y 21 , Y
2
0 ) 1q ,q, by [4, Theorem 2.7] the problem (3.22)-(3.23) has a unique solution
η ∈W 1,q(t1, T ;Y
2
0 ) ∩ L
q(t1, T ;Y
2
1 ).
Clearly,
η ∈W 1,q(t1, T ;Y
1
0 ) ∩ L
q(t1, T ;Y
1
1 ).
Defining a function v ∈W 1,q(t0, T ;Y
1
0 ) ∩ L
q(t0, T ;Y
1
1 ) by
v(t) =
{
η(t) when t ∈ (t1, T ]
f(t) when t ∈ [t0, t1]
,
by uniqueness (3.20) we find that
u = f = η ∈W 1,q(t1, T ;Y
2
0 ) ∩ L
q(t1, T ;Y
2
1 ).
The result now follows by iteration. 
Remark 3.2. A smoothness result similar to Theorem 3.1 holds if we replace the maximal Lq-
regularity property (and the corresponding assumptions) with maximal continuous regularity and
use [1, Theorem 7.1] instead of [4, Theorem 2.7].
4. Properties of the Solutions of the PME
In order to establish the existence of a long time solution for (1.1)-(1.2), we will show first
certain properties of the short time solution obtained by Theorem 2.11. We start with the following
existence result related to the linear theory of the degenerate Laplacian.
Lemma 4.1. Let T > 0 and γ, p, q be chosen as (1.6)-(1.7). Moreover, let ω ∈ ∩s>0C
∞([0, T ], Xs0)
be constant near the boundary ∂B, and ψ ∈ ∩s>0C
∞([0, T ], Xs1
q ,q
) with ψ > c > 0 on [0, T ]×B for
some c > 0. Then the parabolic problem
∂tφ+ ψ∆φ+ ω = 0, t ∈ (0, T ),(4.1)
φ(T ) = 0,(4.2)
has a unique solution φ ∈ ∩ν,s>0W
ν,q(0, T ;Xs1), such that φ ≥ 0 on [0, T ]× B.
Proof. Reversing time, we obtain for any s > 0 the linear non-autonomous problem
∂tv − ζ∆sv = η, t ∈ (0, T ),(4.3)
v(0) = 0,(4.4)
where v(t) = φ(T − t), ζ(t) = ψ(T − t) and η(t) = ω(T − t), t ∈ [0, T ].
According to Theorem 2.7, the operator −ζ(t)∆s has maximal regularity for each fixed t in
view of our assumption on ψ. Moreover, t 7→ ζ(t)∆s is a smooth map from [0, T ] to L(X
s
1 , X
s
0)
due to Lemma 2.5. Hence [4, Theorem 2.7] implies the existence of a solution v in Lq(0, T ;Xs1) ∩
W 1,q(0, T ;Xs0) for the problem (4.3)-(4.4). More precisely (see the proof of [17, Theorem 4.2]),
there exists some c0 > 0 such that the operator A = ∂t + c0 − ζ∆s with domain W
1,q(0, T ;Xs0) ∩
Lq(0, T ;Xs1) in L
q(0, T ;Xs0) admits a bounded inverse. Here by ∂t we denote the operator u 7→ ∂tu
in Lq(0, T ;Xs0) with domain
{u ∈W 1,q(0, T ;Xs0) |u(0) = 0}.
Then we can write φ = ec0tA−1(e−c0tη). By the assumption on η we have that e−c0tη ∈ D(Ak)
for each k ∈ N. Therefore, φ ∈ D(Ak) for each k ∈ N. Especially, φ ∈W ν,q(0, T ;Xs1) for all ν ≥ 0.
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Finally, the positivity of φ follows from the maximum principle as e.g. in the proof of [14, Lemma
3.15] after replacing ∆ with ψ∆. 
We next establish a basic property of the porous medium equation for the case of a conic
manifold. The solutions we are going to consider are of maximal regularity either in the continuous
or in the Lq sense. We describe first these two cases. Assume that s, γ, p, q are chosen as in (1.6),
(1.7) and (2.8).
(C1) Let u0 ∈ X
s
1
q ,q
and
u ∈ W 1,q(0, T ;Xs0) ∩ L
q(0, T ;Xs1) →֒ C([0, T ];C(B))
for some T > 0.
(C2) Let u0 ∈
⋂
ε>0H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕ E0 and
u ∈ C1((0, T ];Xs0) ∩ C((0, T ];X
s
1) ∩
⋂
ε>0
C([0, T ];H
s+2− 2q−ε,γ+2−
2
q−ε
p (B) ⊕ E0) →֒ C([0, T ];C(B))
for some T > 0.
Theorem 4.2 (Comparison principle). Let s, γ, p, q be chosen as in (1.6), (1.7) and (2.8).
Given initial data u0,1, u0,2 ∈ C(B) satisfying c0 ≤ u0,1 ≤ u0,2 on B, for some c0 > 0, let
u1, u2 ∈ C([0, T ];C(B)) be two solutions of (1.1) for some T > 0 with initial values u0,1 and
u0,2, respectively, such that (u0,1, u1) satisfies (C1) or (C2) and (u0,2, u2) also satisfies (C1) or
(C2). Then c0 ≤ u1 ≤ u2 on [0, T ]× B.
In particular, if u with the regularity as before is a solution of (1.1) with initial value u0 ∈ X
s
1
q ,q
satisfying c0 ≤ u0 ≤ c1 on B for suitable constants c0, c1 > 0, then c0 ≤ u ≤ c1 on [0, T ]× B.
Proof. The corresponding proof in Vazquez’s book, see [24, Theorem 6.5], adapts to our situation.
We sketch the details. Note that for B with the Riemannian measure dµg induced by the degenerate
metric g, no boundary terms will arise in Green’s formula, i.e. we have∫
B
(u∆v + 〈∇u,∇v〉g) dµg = 0
for u, v e.g. as in (C1) or (C2). Write BT = (0, T ]× B, ∂t(·) = (·)t and let φ ∈ C
1,2(BT ) be a test
function, φ ≥ 0, φ(T, ·) = 0. Subtracting we obtain from (1.1)∫
BT
(
(u1 − u2)φt + (u
m
1 − u
m
2 )∆φ
)
dµgdt ≥ 0.(4.5)
Moreover, define the function α by α = 0 when u1 = u2 and
α =
um1 − u
m
2
u1 − u2
when u1 6= u2.
Let ω be as in Lemma 4.1 and φ the solution of (4.1)-(4.2) with ψ = αε, where αε is a smooth
approximation of α satisfying 0 ≤ ε ≤ αε ≤ K, for some fixed K > 0. By (4.1) we estimate∫
BT
(u1 − u2)ωdµgdt ≤
∫
BT
|u1 − u2||α− αε||∆φ|dµgdt = J.(4.6)
Moreover,
J ≤
( ∫
BT
αε(∆φ)
2dµgdt
) 1
2
( ∫
BT
|α− αε|
2
αε
|u1 − u2|
2dµgdt
) 1
2
.(4.7)
Let ζ be a smooth positive function on [0, T ] such that 12 ≤ ζ ≤ 1 and ζt ≥ c > 0. By multiplying
(4.1) with ζ∆φ and then integrating over BT we obtain∫
BT
ζφt∆φdµgdt+
∫
BT
ζαε(∆φ)
2dµgdt+
∫
BT
ζω∆φdµgdt = 0.
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For the first term in the above equation we have∫
BT
ζφt∆φdµgdt = −
∫
BT
ζ〈∇φt,∇φ〉gdµgdt ≥
1
2
∫
BT
ζt〈∇φ,∇φ〉gdµgdt.
Therefore
1
2
∫
BT
ζt〈∇φ,∇φ〉gdµgdt+
∫
BT
ζαε(∆φ)
2dµgdt ≤
∫
BT
ζ〈∇ω,∇φ〉gdµgdt.
From Cauchy’s inequality we conclude that∫
BT
〈∇φ,∇φ〉gdµgdt+
∫
BT
αε(∆φ)
2dµgdt ≤ C1
∫
BT
〈∇ω,∇ω〉gdµgdt,
for certain C1 > 0. Hence we deduce from (4.6)-(4.7) that∫
BT
(u1 − u2)ωdµgdt ≤
√
C1
(∫
BT
〈∇ω,∇ω〉gdµgdt,
) 1
2
(∫
BT
|α− αε|
2
αε
|u1 − u2|
2dµgdt
) 1
2
.(4.8)
By (1.13) and Lemma 2.5 each ui, u
m
i , i = 1, 2, belongs to⋂
ε>0
C([0, T ];H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕ E0) →֒ C([0, T ];C(B))
and therefore is square integrable on BT with respect to dµgdt. If we knew that 0 < ε ≤ α ≤ K,
we could deduce immediately from (4.8) that u1 ≤ u2 by letting αε → α. In the general case, one
uses an approximation argument, which is the same as in the classical case. 
From the above comparison principle we obtain the following analog for the problem (2.11)-
(2.12).
Theorem 4.3. Let s, γ, p, q be chosen as in (1.6), (1.7) and (2.8). Given initial data w0,1, w0,2 ∈
C(B) satisfying c0 ≤ w0,1 ≤ w0,2 on B, for some c0 > 0, let w1, w2 be two solutions of (2.11) with
initial values w0,1 and w0,2, respectively, such that (w0,1, w1) satisfies (C1) or (C2) and (w0,2, w2)
also satisfies (C1) or (C2). Then c0 ≤ w1 ≤ w2 on [0, T ]× B.
In particular, if w with the regularity as before is a solution of (2.11) with initial value w0 ∈ X
s
1
q ,q
satisfying c0 ≤ w0 ≤ c1 on B for suitable constants c0, c1 > 0, then c0 ≤ w ≤ c1 on [0, T ]× B.
Proof. We examine the three cases separately. Assume first that both (w0,1, w1) and (w0,2, w2)
satisfy (C1). By continuity, w1(t) and w2(t) will be strictly positive for some time. We claim that
in fact both will be ≥ c0 for all t ∈ [0, T ]. Indeed, let ǫ > 0 and suppose that there is a first time
τ0 ∈ (0, T ] such that, say, w1(τ0) attains the value c0 − ǫ > 0. By Remark 2.12, u1 = w
1
m
1 and
u2 = w
1
m
2 furnish solutions of (1.1) on [0, τ0]×B with initial data w
1
m
0,1, w
1
m
0,2 ≥ c
1
m
0 . The comparison
principle then implies that u1(τ0) ≥ c
1
m
0 and hence w1(τ0) ≥ c0, which is a contradiction. We can
now apply Remark 2.12 once more to conclude that c0 ≤ w1 ≤ w2 on [0, T ]× B.
Next, assume that both (w0,1, w1) and (w0,2, w2) satisfy (C2). We claim again that both w1
and w2 will be ≥ c0 for all t. Indeed suppose that for some ǫ > 0 one of them attains the value
c0−2ǫ > 0. Choose the largest τ0 ∈ (0, T ) such that w1(t), w2(t) ≥ c0− ǫ for 0 ≤ t ≤ τ0. As w1(τ0)
and w2(τ0) both belong to X
s
1 , we find short time solutions
v1, v2 ∈W
1,q(τ0, τ0 + T0;X
s
0) ∩ L
q(τ0, τ0 + T0;X
s
1)
for some T0 > 0, solving (1.1) with initial values at τ0 given by w
1
m
1 (τ0) and w
1
m
2 (τ0), respectively.
Note that both belong to Xs1 , since this space is closed under holomorphic functional calculus. The
comparison principle, Theorem 4.2, implies that v1(t), v2(t) ≥ (c0− ǫ)
1
m for τ0 ≤ t ≤ τ0+T0. Then
vm1 and v
m
2 belong to
W 1,q(τ0, τ0 + T0;X
s
0) ∩ L
q(τ0, τ0 + T0;X
s
1)
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by Remark 2.12 and solve (2.12) with initial values w1(τ0) and w2(τ0), respectively. By uniqueness
of Theorem 2.11, vm1 = w1 and v
m
2 = w2. Consequently, w1(t), w2(t) ≥ c0 − ǫ for τ0 ≤ t ≤ τ0 + T0,
contradicting the maximality of τ0.
Lemma 2.5 implies that
w
1
m
1 , w
1
m
2 , w
1−m
m
1 , w
1−m
m
2 ∈ C((0, T ];X
s
1) ∩
⋂
ε>0
C([0, T ];H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)).
From the identity ∂t(w
1
m
1 ) =
1
mw
1−m
m
1 ∂tw1 and Lemma 2.5 we conclude that w
1
m
1 ∈ C
1((0, T ];Xs0).
Hence w
1
m
1 and, by the same argument, w
1
m
2 belong to the class (C2). Moreover, they solve (1.1)
with initial values w
1
m
0,1 and w
1
m
0,2, respectively. Hence the comparison principle Theorem 4.2 implies
the assertion.
Finally, assume that (w0,1, w1) satisfy (C1) and (w0,2, w2) satisfy (C2). By the first step, c0 ≤ w1
on [0, T ]× B and hence, by Remark 2.12 we have that (w
1
m
0,1, w
1
m
1 ) is a (C1) solution to (1.1)-(1.2)
on [0, T ]×B. Similarly, by the second step c0 ≤ w2 on [0, T ]×B and (w
1
m
0,2, w
1
m
2 ) is a (C2) solution
of (1.1)-(1.2) on [0, T ] × B. Then, the result follows by Theorem 4.2 applied to (w
1
m
0,1, w
1
m
1 ) and
(w
1
m
0,2, w
1
m
2 ). 
We denote by (gij) = (gij)
−1 and (hij) = (hij)
−1 the inverses of the metric tensors of g and h
in local coordinates. In local coordinates (z1, . . . , zn+1), the gradient ∇u of a scalar function u is
defined as
∇u =
∑
i,j
gij
∂u
∂zi
∂
∂zj
and the divergence of a vector field F is given by
divF =
√
det[g]
−1∑
i
∂(F i
√
det[g])
∂zi
.
Note that
div(uF ) = u divF + 〈∇u, F 〉g where 〈∇u, F 〉g =
∑
i
∂u
∂zi
F i.(4.9)
In local coordinates (x, y) close to the boundary
〈∇u,∇v〉g =
1
x2
(
(x∂xu)(x∂xv) +
∑
i,j
hij
∂u
∂yi
∂v
∂yj
)
.
Since ∆ = div∇, we also have
∆(um) = div∇um = m div(um−1∇u).(4.10)
This allows us to rewrite the porous medium equation (1.1)-(1.2) in the form
u′(t)−m div(um−1∇u) = 0, t > 0,(4.11)
u(0) = u0.(4.12)
Theorem 4.4 (Ho¨lder continuity). Let s, γ, p, q be chosen as in (1.6), (1.7) and (2.8), u0 ∈ X
s
1
q ,q
be strictly positive and let u ∈W 1,q(0, T ;Xs0)∩L
q(0, T ;Xs1) be a solution of (1.1) with initial value
u0. Then u is α-Ho¨lder continuous on B, uniformly in [0, T ] and α/2-Ho¨lder continuous on [0, T ],
uniformly in B, for some α > 0. Both α and the Ho¨lder norms of u depend only on the dimension
n, the initial value u0 and the metric g.
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This is a consequence of a result by Ladyzˇenskaya, Solonnikov and Ural’ceva. In Section II.8
of [12] they introduce a class B̂(U × [0, T ),M, τ, r, δ, b) of functions satisfying certain integral
inequalities. Here U is a subset of Rn+1, M = supU×[0,T ) |u|, and τ, r, δ and b are real parameters.
These integral inequalities, stated in II.(7.1) and II.(7.2) and, equivalently, in II.(7.5) of [12] for a
function u are formulated in terms of the functions (±u − κ)+ = max{(±u − κ), 0} and a cut-off
function ϕ. Here κ ∈ R is arbitrary with supu − κ ≤ δ (correspondingly sup(−u) − κ ≤ δ); the
supremum is taken over the integration domain.
It then turns out that the elements of B̂(U × [0, T ),M, τ, r, δ, b) are Ho¨lder continuous (for the
precise definition of the Ho¨lder spaces and their norms see [12, (1.10), (1.11), (1.12)]). Moreover,
Theorem II.8.2 states that both the Ho¨lder exponent and the Ho¨lder norm of the functions on a
smaller space time cylinder are determined by the parameters M, τ, r, δ and b.
The proof, below, is inspired by Amann’s proof of [2, Lemma 5.1]. We shall show that every
solution to the porous medium equation with initial value u0 satisfying 0 < Mmin ≤ u0 ≤ Mmax
belongs to the class B̂(U × [0, T ),M, τ, r, δ, b) with M =Mmax, r = 2(n+3)/(n+1), b = 2/(n+1);
δ and τ will be chosen suitably, depending only on Mmin,Mmax and B.
Proof. We choose a function ϕ ∈ C∞c (U × [0, T )) with values in [0, 1] and a constant κ > 0. Then
we write u+κ = (u − κ)
+ (where ξ+ = max{ξ, 0}, ξ ∈ R), multiply the solution u of the porous
medium equation with ϕ2u+κ and integrate over B × [t0, t1], 0 ≤ t0 ≤ t1 < T , with the volume
measure dµg with respect to g on B. Using that ∂u
+
κ equals ∂u on {u > κ} and 0 else, for arbitrary
derivatives ∂ with respect to space or time, we find∫ t1
t0
∫
B
ϕ2u+κ ∂tu dµgdt =
∫ t1
t0
∫
B
ϕ2
1
2
∂t(u
+
κ )
2 dµgdt
=
1
2
∫ t1
t0
∫
B
∂t(ϕ
2(u+κ )
2) dµgdt−
∫ t1
t0
∫
B
ϕ∂tϕ(u
+
κ )
2 dµgdt
=
1
2
‖ϕu+κ ‖
2
L2(B)|
t1
t0 −
∫ t1
t0
∫
B
ϕ∂tϕ(u
+
κ )
2 dµgdt.(4.13)
Moreover, by (4.9) and the divergence theorem (denoting the exterior normal in ∂B by ν)∫ t1
t0
∫
B
ϕ2 u+κm div(u
m−1∇u) dµgdt
=
∫ t1
t0
∫
B
div(ϕ2 u+κmu
m−1∇u) dµgdt−
∫ t1
t0
∫
B
〈∇(ϕ2 u+κ ),mu
m−1∇u〉g dµgdt
=
∫ t1
t0
∫
∂B
〈ϕ2 u+κmu
m−1∇u, ν〉g dµhdt(4.14)
−2
∫ t1
t0
∫
B
ϕu+κmu
m−1〈∇ϕ,∇u〉g dµgdt(4.15)
−
∫ t1
t0
∫
B
ϕ2mum−1〈∇u+κ ,∇u〉g dµgdt.(4.16)
In the integral (4.14), dµh denotes the induced volume measure on ∂B. The function ϕ
2 u+κ u
m−1
is continuous up to ∂B and thus bounded. The normal vector ν is also bounded; it coincides with
∂x. The gradient ∇u belongs to H
s+1− 2q−ε,γ+1−
2
q−ε
p (B), for any ε > 0. By [21, Corollary 2.5]
it is therefore O(x−1+η) for η = γ − n−32 −
2
q > 0. The volume measure, on the other hand, is√
det[h]xn dy, n ≥ 1. Hence this integral vanishes.
Concerning the integral (4.16) we notice that
〈∇u+κ ,∇u〉g = 〈∇u
+
κ ,∇u
+
κ 〉g = |∇u
+
κ |
2
g ≥ c|∇u
+
κ |
2
eucl
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for a suitable constant c depending only on B; here |v|eucl is the Euclidean norm of a vector, which
appears in [12, II.(7.5)]. We next recall that the comparison principle Theorem 4.2 implies that
Mmin ≤ u(z, t) ≤Mmax for all z ∈ B and t0 ≤ t ≤ t1.
Hence the integral (4.16) can be estimated from below by c0‖ϕ∇u
+
κ ‖
2
L2(B×[t0,t1])
for a suitable
constant c0 = c0(u0, c). Bringing this term to the left hand side, we obtain with (4.13)
1
2
‖ϕu+κ ‖
2
L2(B)|
t1
t0 + c0‖ϕ∇u
+
κ ‖
2
L2(B×[t0,t1])
≤
∫ t1
t0
∫
B
ϕ|∂tϕ|(u
+
κ )
2 dµgdt
+2
∫ t1
t0
∫
B
ϕu+κmu
m−1 |〈∇ϕ,∇u〉g| dµgdt.(4.17)
In order to estimate the integral (4.17) we first notice that u+κ∇u = u
+
κ∇u
+
κ and that, by Cauchy’s
inequality,
ϕu+κ
∣∣〈∇ϕ,∇u+κ 〉g∣∣ ≤ σϕ2|∇u+κ |2 + 14σ |∇ϕ|2(u+κ )2
for arbitrary σ > 0. Choose σ so small that σmum−1 < c04 . Then
2
∫ t1
t0
∫
B
ϕu+κmu
m−1|〈∇ϕ,∇u〉g| dµgdt
≤
c0
2
∫ t1
t0
∫
B
ϕ2|∇u+κ |
2 dµgdt+
c0
8σ2
∫ t1
t0
∫
B
|∇ϕ|2(u+κ )
2 dµgdt.
Combining this with (4.17), we obtain
1
2
‖ϕu+κ ‖
2
L2(B)|
t1
t0 +
c0
2
‖ϕ∇u+κ ‖
2
L2(B×[t0,t1])
≤ (
c0
8σ2
+ 1)
∫ t1
t0
∫
B
(ϕ|∂tϕ|+ |∇ϕ|
2)(u+κ )
2 dµgdt.
Hence the function u satisfies the estimates [12, II.(7.5)]. In the same way, the estimates are
satisfied with u replaced by −u. Therefore u belongs to the class B̂(U × [0, T ),M, τ, r, δ, b) with
the above choices of the parameters. 
An immediate consequence of the above Ho¨lder estimate is the uniform boundedness in T of
the R-sectorial bound of the linearized term in (2.11), as we can deduce from the following result.
Proposition 4.5. Let s = 0 and γ, p, q, be chosen as in (1.6) and (1.7). Let w ∈ W 1,q(0, T ;X00)∩
Lq(0, T ;X01) be the short time solution to the problem (2.11)-(2.12) with initial value w0 ∈ X
0
1
q ,q
,
c−1 ≤ w0 ≤ c, c > 0, which exists by Theorem 2.11 for some T > 0. For fixed t ∈ [0, T ) consider
the operator αt∆0 : X
0
1 → X
0
0 , where αt = mw
m−1
m (t). Then, for every θ ∈ [0, π) there exists some
c0 > 0, independent of t ∈ [0, T ) and T such that c0−αt∆0 is R-sectorial of angle θ with R-bound
uniformly bounded in t and T .
Proof. By Theorem 4.2, we have that c−1 ≤ w(t) ≤ c for all t ∈ [0, T ]. By Remark 2.12, (1.1)-(1.2)
also has a unique solution u ∈ W 1,q(0, T ;X00) ∩ L
q(0, T ;X01) which satisfies c
− 1m ≤ u(t) ≤ c
1
m for
all t ∈ [0, T ] and is given by u = w
1
m .
We follow the idea in the sketch of the proof of Theorem 2.7, see the proof of [20, Theorem
6.1] for details. For s = 0 the base space X00 is the weighted L
p-space H0,γp (B). Hence the norm
of a function as a multiplier on X00 is just the sup-norm. We know from Theorem 4.4 that u is
Ho¨lder continuous and that both the Ho¨lder exponent and the Ho¨lder norm depend only on u0.
As a consequence, αt is also Ho¨lder continuous, and its Ho¨lder norm is independent of t and T . It
follows that the oscillation of αt on one of the neighborhoods Bj mentioned in the sketch will be
small, provided the diameter is small (for B0: provided the width of the collar is small). Hence the
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whole construction for the proof can be carried out uniformly in t and T and therefore the shift c0
and the R-bound can be taken uniform in t and T . 
We proceed by establishing interpolation space estimates for the short time solution w. Our
proof is based on a maximal Lq-regularity inequality for linear non-autonomous parabolic problems,
which is obtained by operator valued functional calculus estimates. It is based on the proof of [17,
Theorem 4.2] and the proof of [18, Theorem 5.5], where an application of this approach to a
semilinear problem is demonstrated.
Theorem 4.6 (Maximal Lq-regularity space estimates). Take s = 0, p, q as in (1.6), (1.7) and
w0 ∈ X
0
1
q ,q
strictly positive. There exists a positive function C(·) ∈ C(R) with the following
property: for any T > 0 such that there exists a unique solution w ∈W 1,q(0, T ;X00 )∩L
q(0, T ;X01)
of (2.11)-(2.12) with initial data w0 we have that
‖w‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
) ≤ C(T ).
Proof. Write A(t) = c0 −mw
m−1
m (t)∆ with c0 > 0 as in Proposition 4.5 and let {e
−tA(0)}t≥0, be
the bounded holomorphic semigroup generated by A(0). According to [3, Proposition III.4.10.3]
there exist K, η > 0, independent of T such that
‖A(0)e−tA(0)w0‖Lq(0,T ;X0
0
) ≤ K‖w0‖X0
1
q
,q
.(4.18)
For c ≥ 0 consider the linear non-autonomous parabolic problem
v′(t) + (c+A(t))v(t) = e−ct(A(0)−A(t))A(0)−1A(0)e−tA(0)w0, t ∈ (0, T ),(4.19)
v(0) = 0,(4.20)
Since w solves (2.11), the above problem has the solution
e−ct(e−c0tw − e−tA(0)w0) ∈W
1,q(0, T ;X00 ) ∩ L
q(0, T ;X10) →֒ C([0, T ];H
2− 2q−ε,γ+2−
2
q−ε
p (B) ⊕ E0),
(4.21)
for each ε > 0.
Moreover, when ε > 0 is sufficiently small, by Lemma 2.5 we have that
w,w
m−1
m ∈ C([0, T ];H
2− 2q−ε,γ+2−
2
q−ε
p (B) ⊕ E0) →֒ C([0, T ];C(B))(4.22)
and multiplication with mw
m−1
m induces a bounded map in X00 , whose norm is bounded by
‖mw
m−1
m ‖C([0,T ];C(B)).
We conclude from (4.22) that
c0 −mw
m−1
m ∆0 ∈ C([0, T ];L(X
0
1 , X
0
0 )).
Thus, by [4, Theorem 2.7] and Proposition 4.5, there exists a unique solution v ∈W 1,q(0, T ;X00 )∩
Lq(0, T ;X10) and therefore
v = e−ct(e−c0tw − e−tA(0)w0).(4.23)
In order to obtain maximal Lq-regularity space estimates, we regard v as the action of the
inverse to the operator ∂t + A(·) + c on the right hand side of (4.19). This inverse has been
constructed in the proof of [17, Theorem 4.2] for c > 0 sufficiently large. For convenience we
describe the construction, which relies on a freezing-of-coefficients argument; details can be found
in [17]: Denote by B the operator u 7→ ∂tu in Y0 = L
q(0, T ;X00) with domain
D(B) = Y2 = {u ∈ W
1,q(0, T ;X00) |u(0) = 0}.
Since the Banach space X00 satisfies the UMD property, by [11, Theorem 8.5.8], for any φ ∈ (0,
pi
2 )
the operator B admits a bounded H∞-calculus of angle φ (concerning this property, see e.g. [9,
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Definition 2.9]). Furthermore, by [11, Corollary 8.5.3 (a)] theH∞-bound of B is uniformly bounded
in T . We regard A(·) as an operator in Lq(0, T ;X00) with domain Y1 = L
q(0, T ;X01).
For small r ∈ (0, 1) choose 0 < t1 < . . . < tN such that the intervals (tj−r, tj+r), j = 1, . . . , N ,
cover [0, T ]. Choose a subordinate partition of unity φ1, . . . , φN and smooth functions χj , j =
1 . . . , N , supported in (tj − r, tj + r) such that χjφj = φj .
By the Kalton-Weis theorem [15, Theorem 4.5], each A(tj) +B belongs to P(0). Define
Aj = χj(A(·) +B) + (1 − χj)(A(tj) + B) = A(tj) +B + χj(A(·) −A(tj)),
with D(Aj) = Y1 ∩ Y2 in Y0 for each j. Taking r sufficiently small (and possibly N large), we
can achieve that ‖χj(A(·) − A(tj))(A(tj) + B + c)
−1‖L(Y0) ≤ 1/2; this is a consequence of the
continuity of A(·) and the uniform boundedness of the norm of A(ξ)(A(ξ) +B + c)−1 in L(Y0) for
(ξ, c) ∈ [0, T ]×R+. By standard sectoriality perturbation theory Aj belongs again to P(0); in fact
(Aj + c)
−1 = (A(tj) +B + c)
−1
∞∑
k=0
(−1)k
(
χj(A(·)− A(tj))(A(tj) +B + c)
−1
)k
.
We can then construct a left and right inverse to A(·) + B + c for c ≥ 0 sufficiently large as
in [17, (4.5)] and [17, (4.6)], respectively. Due to the Ho¨lder estimate in Theorem 4.4, we can
choose c uniformly bounded, whenever T is bounded. Furthermore, the L(Lq(0, T ;X00))-norm of
A(·)(B +A(·) + c)−1 can be estimated by C0(T ), for some positive function C0(·) ∈ C(R) (see [17,
(4.5)]). Therefore, by (4.18) and (4.19)-(4.20) we estimate
‖v‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
)
≤ C1(T )‖e
−ct(A(0)−A(·))A(0)−1A(0)e−tA(0)w0‖Lq(0,T ;X0
0
) ≤ C2(T )‖w0‖X0
1
q
,q
,(4.24)
for some positive functions C1(·), C2(·) ∈ C(R).
Standard maximal Lq-regularity for the problem
f ′(t) +A(0)f(t) = 0, t ∈ (0, T ),
f(0) = w0,
implies that
‖e−tA(0)w0‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
) ≤ C3‖w0‖X0
1
q
,q
,(4.25)
for some C3 > 0 (see e.g. [18, (2.9)]). From (4.23), (4.24) and (4.25) we obtain
‖w‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
)
≤ (c+ c0 + 1)e
(c+c0)T
(
‖v‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
) + ‖e
−tA(0)w0‖W 1,q(0,T ;X0
0
)∩Lq(0,T ;X0
1
)
)
≤ (c+ c0 + 1)e
(c+c0)T (C2(T ) + C3)‖w0‖X0
1
q
,q
.

Corollary 4.7. Estimate (1.13) implies that for suitable 0 < δ0 < δ1 < ∞ in Theorem 4.6, we
also have ‖w(t)‖X0
1
q
,q
≤ cC(T ) with some constant c independent of T ∈ [δ0, δ1].
5. Proof of Theorem 1.1
We are now in the position to show existence and uniqueness of the long time solution for
(1.1)-(1.2) as well as smoothness in space and time. The proof of long time existence is based on
a successive application of a short time Banach fixed point argument by H. Amann. Due to the
necessity to control the interpolation space norm (Corollary 4.7 above), we do this step for the
case of s = 0, i.e. on the weighted Lp-space. Then, smoothness will follow by an application of
Theorem 3.1.
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Let us first note that also for s0 < 0 we may reduce to the case of s = 0: By Theorem 2.11
there exists some T0 > 0 and a unique
w˜ ∈W 1,q(0, T0;X
s0
0 ) ∩ L
q(0, T0;X
s0
1 )
solving the problem (2.11)-(2.12) with initial data w˜(0) = um0 . By Theorem 4.3 we have c
m
0 ≤ w˜ ≤
cm1 on [0, T0] × B. Take ξ ∈ (0, T0) arbitrarily close to zero such that w˜(ξ) ∈ X
s0
1 ; in particular,
w˜ ∈ X
s0+
2
q−ε
1
q ,q
for all ε > 0 by Remark 1.2(b). By Theorem 2.11 we can start the evolution (2.11)-
(2.12) again with initial value w˜(ξ) and s0 replaced by s0 +
2
q − ε. After finitely many steps, by
uniqueness, see Theorem 2.11, we can achieve w˜(t0) ∈ X
0
1 for some t0 ∈ (0, T0) arbitrarily close
to zero. By Theorem 2.11, the problem (2.11) with initial data w(t0) = w˜(t0) ∈ X
0
1 has a unique
solution
w ∈W 1,q(t0, t0 + T ;X
0
0 ) ∩ L
q(t0, t0 + T ;X
0
1) →֒ C([t0, t0 + T ];X
0
1
q ,q
)(5.26)
for some T > 0. By uniqueness of Theorem 2.11, we have that w˜ = w on [t0,min{T0, t0 + T }].
Long time existence. Let Tmax be the supremum of all such T and assume that Tmax < ∞. By
Theorem 4.3
cm0 ≤ w ≤ c
m
1 on [t0, t0 + Tmax)× B.(5.27)
We apply [1, Theorem 7.1] on maximal continuous regularity solutions to abstract quasilinear
parabolic equations to (2.11)-(2.12). Concerning the data [1, (Q1)-(Q2)] we choose E0 = X
0
0 ,
E1 = X
0
1 , Eα = X
0
1
q ,q
and Eβ = X
0
1
q+δ,q
with δ defined in (1.11), such that the following embedding
holds
X01
q ,q
→֒ X01
q+δ,q
→֒ H
2− 2q−2δ−ε,γ+2−
2
q−2δ−ε
p (B)⊕ E0 →֒ C(B),(5.28)
for any ε > 0 small enough. Concerning the open set in Amann’s condition (Q1), we choose
V =
⋃
t∈[t0,t0+Tmax)
{
v ∈ X01
q ,q
| ‖v − w(t)‖X0
1
q
,q
<
cm0 δ˜
Cp,q,γ
}
.
Here δ˜ ∈ (0, 12 ) and by Cp,q,γ we denote the norm of the embedding X
0
1
q ,q
→֒ C(B). Then we take
Vα = V ∩Eα and Vβ = V ∩Eβ , equipped with the topologies of Eα and Eβ , respectively. Finally,
we let A(w) = −mw
m−1
m ∆0.
Due to Corollary 4.7, V is bounded in X01
q ,q
. Furthermore, by (5.27) and the estimate
‖v − w(t)‖C(B) ≤ Cp,q,γ‖v − w(t)‖X0
1
q
,q
≤
cm0
2
,
valid for any v ∈ V and certain t depending on v, we see that all elements in V are uniformly
bounded away from zero.
Step 1: We recall from Lemma 2.5 that H
2− 2q−2δ−ε,γ+2−
2
q−2δ−ε
p (B) ⊕ E0 is a Banach algebra
for ε > 0 sufficiently small and closed under holomorphic functional calculus. Moreover, the
elements of this space act as multipliers on X00 . With (5.28) and (2.4) it is then easy to see
that A(·) : Vβ → L(X
0
1 , X
0
0 ) is a Lipschitz map whose Lipschitz bound is estimated by the total
X01
q+δ,q
-bound of V ; see [20, (6.20)] for details.
Step 2 : For σ > (n + 1)/p and γ > (n + 1)/2, the space Hσ,γp (B) embeds into the Zygmund
space C
σ−(n+1)/p
∗ (B); this is shown e.g. in the proof of [20, Corollary 3.3]. In view of Corollary
4.7 and (5.28) we see that the elements of V are uniformly Ho¨lder continuous for some small
Ho¨lder exponent. Just as in the proof of Proposition 4.5 we conclude that there exists a constant
c > 0 such that c − A(v) is R-sectorial of angle θ, for some fixed θ ∈ (pi2 , π), uniformly in v ∈
{w(t) | t ∈ [t0, t0 + Tmax)}. Then, by taking δ˜ sufficiently small and using the perturbation result
THE POROUS MEDIUM EQUATION ON MANIFOLDS WITH CONICAL SINGULARITIES 19
[16, Theorem 1], the same holds true uniformly in v ∈ V . As a consequence, c − A(v) ∈ P(θ),
uniformly in v ∈ V , and hence A(v) ∈ H(E1, E0) uniformly in v ∈ V , where H denotes generation
of an analytic semigroup (see [1, Section 4]). Therefore, the above uniformity ensures that the map
v 7→ A(v) from Vα to H(E1, E0) is locally regularly bounded in the sense of [1, (Q2)].
We conclude that both [1, (Q1)-(Q2)] are fulfilled and hence by [1, Theorem 7.1] with initial
data w(τ0) ∈ X
0
1
q ,q
, for any τ0 ∈ [t0, t0 + Tmax), there exists a unique
wτ0 ∈ C
1((τ0, τ0 + TV ];X
0
0 )
∩C((τ0, τ0 + TV ];X
0
1 ) ∩ C([τ0, τ0 + TV ];X
0
1
q ,q
) ∩ Cδ([τ0, τ0 + TV ];X
0
1
q+δ,q
)
solving (2.11)-(2.12) with initial data w(τ0), where TV is independent of τ0. Theorem 4.3 implies
that each wτ0 coincides with w on [τ0,min{τ0+TV , t0+Tmax}). Taking τ0 close to Tmax we obtain
a contradiction. Regarding w˜ as an extension of w to [0, t0), we obtain for the unique solution w
of (2.11)-(2.12) the regularity
w ∈ C1((0, T ];X00) ∩ C((0, T ];X
0
1 ) ∩W
1,q(0, T ;Xs00 ) ∩ L
q(0, T ;Xs01 ),(5.29)
valid for arbitrary T > 0.
Smoothness in space. We show that the solution w given by (5.29) becomes instantaneously smooth
in the Mellin-Sobolev spaces. We apply Theorem 3.1 to the problem (2.11)-(2.12) on [τ, T ], τ ∈
(0, T ), for some fixed T , with initial data w(τ) and the following setting: Y i0 = H
i
q ,γ
p (B), Y i1 =
H
i
q+2,γ+2
p (B)⊕ E0 and A(v)u = −mv
m−1
m ∆ i
q
u. Furthermore, we choose the set
Z =
{
u ∈ (Y 01 , Y
0
0 ) 1q ,q | c
m
0 ≤ u(z) ≤ c
m
1 for all z ∈ B
}
.
By Remark 1.2(b), Y i1 →֒ (Y
i+1
1 , Y
i+1
0 ) 1q ,q. By (5.29) there exists a unique
w ∈ W 1,q(τ, T ;Y 00 ) ∩ L
q(τ, T ;Y 01 ) →֒ C([τ, T ]; (Y
0
1 , Y
0
0 ) 1q ,q)(5.30)
solving (2.11)-(2.12). By (5.27) we have that w(t) ∈ Z for each t ∈ [τ, T ]. According to Proposition
4.5 −mw
m−1
m (t)∆0 has maximal L
q-regularity for each t ∈ [0, T ]. Finally, from Lemma 2.5 we
deduce that −mw
m−1
m (t)∆0 ∈ C([τ, T ];L(Y
0
1 , Y
0
0 )), so that the condition (i) of Theorem 3.1 is
fulfilled.
If i ≥ 1 and v ∈ (Y i1 , Y
i
0 ) 1q ,q, then
v ∈ (Y i1 , Y
i
0 ) 1q ,q →֒ H
i−2
q +2−ε,γ+2−
2
q−ε
p (B) ⊕ E0
for all ε > 0 according to Remark 1.2(b). By Lemma 2.5, we also have
v
m−1
m ∈ H
i−2
q +2−ε,γ+2−
2
q−ε
p (B) ⊕ E0,
and multiplication by v
m−1
m defines a bounded map in Y i+10 . Therefore, A(v) maps Y
i+1
1 to Y
i+1
0 .
Moreover, part (b) of Remark 2.8 with s = i+1q implies maximal L
q-regularity for each A(v).
Next, take
v ∈
{
u ∈ C([τ, T ]; (Y i1 , Y
i
0 ) 1q ,q) | u(t) ∈ Z for all t ∈ [τ, T ]
}
.
In view of (2.9) and Lemma 2.5, it holds that
v
m−1
m ∈
{
u ∈
⋂
ε>0
C([τ, T ];H
i−2
q +2−ε,γ+2−
2
q−ε
p (B)⊕ E0) | u(t) ∈ [c
m−1
0 , c
m−1
1 ] for all t ∈ [τ, T ]
}
.
Hence
‖v
m−1
m (t)∆ i+1
q
− v
m−1
m (t′)∆ i+1
q
‖L(Y i+1
1
,Y i+1
0
) ≤ C‖v
m−1
m (t)− v
m−1
m (t′)‖L(Y i+1
0
)
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for certain C > 0, which by Lemma 2.5 implies that A(v(·)) ∈ C([τ, T ];L(Y i+11 , Y
i+1
0 )), and
condition (ii) of the theorem is also satisfied.
Therefore, Theorem 3.1 implies that
w ∈
⋂
s>0
W 1,q(τ, T ;Xs0) ∩ L
q(τ, T ;Xs1) →֒
⋂
s>0
C([τ, T ];Xs1
q ,q
).(5.31)
Next, we apply again [1, Theorem 7.1] with E0 = X
sν
0 , E1 = X
sν
1 , Eα = X
sν
1
q ,q
, Eβ = X
sν
1
q+δ,q
,
Vα = V ∩Eα and Vβ = V ∩Eβ , where now V is an open ball in X
sν
1
q ,q
with center w(ν) ∈ Xsν1
q ,q
for
some ν ∈ [0, T ). Here we take, with s0 defined in (1.7),
sν =
{ s0 if ν = 0
arbitrary in (0,∞) if ν > 0.
By Step 1 and Step 2 above both assumptions [1, (Q1)-(Q2)] are fulfilled, and hence [1, Theorem
7.1] with initial data w(ν) implies the existence of some T˜ν > 0 and a unique
ην ∈ C
1((ν, ν + T˜ν ];X
sν
0 ) ∩ C((ν, ν + T˜ν ];X
sν
1 ) ∩ C([ν, ν + T˜ν ];X
sν
1
q ,q
) ∩ Cδ([ν, ν + T˜ν ];X
sν
1
q+δ,q
)
solving (2.11)-(2.12) on [ν, ν + T˜ν ] × B. By Theorem 4.3 and (5.29) η0 coincides with w on
[0,min{T˜0, T }] × B. Similarly, by Theorem 4.3 together with (5.31) we deduce that ην coincides
with w on [ν,min{ν + T˜ν , T }]× B for all ν ∈ (0, T ). Therefore, we obtain the following regularity
w ∈ C1((0, T ];Hs,γp (B)) ∩ C((0, T ];H
s+2,γ+2
p (B)⊕ E0)
∩Cδ((0, T ];H
s,γ+2−2q−2δ−ε
p (B)⊕ E0) ∩ C
δ([0, T ];H
s0+2−
2
q−2δ−ε,γ+2−
2
q−2δ−ε
p (B)⊕ E0).(5.32)
valid for all s > 0 and all ε > 0.
By (5.27), Remark 2.12, the Banach algebra property of H
s+2− 2q−2δ−ε,γ+2−
2
q−2δ−ε
p (B)⊕ E0, for
s ≥ s0 and ε > 0 small enough and Lemma 2.5 the same regularity as in (5.29) and (5.32) holds
for u = w
1
m , which solves the original problem (1.1)-(1.2); here concerning the C1((0, T ];Hs,γp (B))
regularity, we note that ∂tw
1
m = 1mw
1−m
m w′ and use the fact that by Lemma 2.5 we have
w
1−m
m ∈ C((0, T ];Hs+2,γ+2p (B)⊕ E0),
and hence it acts by multiplication as a bounded map on C((0, T ];Hs,γp (B)).
Moreover,
um = w ∈ Cδ([ν, T ];H
sν+2−
2
q−2δ−ε,γ+2−
2
q−2δ−ε
p (B) ⊕ E0)(5.33)
for all ε > 0, and hence
∂tu = ∆sνu
m ∈ Cδ([ν, T ];H
sν−
2
q−2δ−ε,γ−
2
q−2δ−ε
p (B)),
so that
u ∈ C1+δ([ν, T ];H
sν−
2
q−2δ−ε,γ−
2
q−2δ−ε
p (B)).
We conclude that in addition to the regularity of (5.29) and (5.32) for the solution u we also have
that
u ∈ C1+δ((0, T ];H
s,γ− 2q−2δ−ε
p (B)) ∩ C
1+δ([0, T ];H
s0−
2
q−2δ−ε,γ−
2
q−2δ−ε
p (B)),
for any s > 0 and any ε > 0.
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5.0.1. Smoothness in time. By differentiating ∆um with respect to time we find that
∂t(∆u
m) = m∆(um−1u′).(5.34)
We know from Lemma 2.5(c) and the space regularity obtained in the previous step that both
um−1 and um−2 belong to
⋂
s,ε>0 C((0, T ];H
s,γ+2− 2q−ε
p (B) ⊕ E0). From Lemma 2.5(b) we obtain
that both um−1u′ and um−2u′ are elements of
⋂
s>0 C((0, T ];H
s,γ
p (B)). Hence by (1.1) and (5.34)
∂2t u = m∆(u
m−1u′) ∈
⋂
s>0
C((0, T ];Hs,γ−2p (B)).
We conclude that
u ∈
⋂
s>0
C2((0, T ];Hs,γ−2p (B)).
By differentiating (5.34) we further obtain
∂2t (∆u
m) = m∆((m− 1)um−2(u′)2 + um−1u′′).(5.35)
We write
um−2(u′)2 = um−2(χu′)(χ−1u′),
where χ is a smooth function on B such that χ > 0 on B\([0, 12 )× ∂B) and χ = x
2 on [0, 12 )× ∂B,
and observe that
um−2χu′ ∈
⋂
s>0
C((0, T ];Hs,γ+2p (B))
and
χ−1u′ ∈
⋂
s>0
C((0, T ];Hs,γ−2p (B)).
Therefore, both um−2(u′)2 and um−1u′′ belong to
⋂
s>0 C((0, T ];H
s,γ−2
p (B)), so that (5.35) implies
u ∈
⋂
s>0
C3((0, T ];Hs,γ−4p (B)).
By applying successively the above argument we obtain that
u ∈ Ck((0, T ];Hs,γ−2(k−1)p (B)) for all k ∈ N\{0}.

6. Weak Solutions
Our long time result provides a solution for strictly positive initial data. However, initial values
that are possibly vanishing on some part of B also lead to solutions but in a weaker sense. In this
concept, similarly to [5, Section 3], we recall the notion of a weak solution to (1.1)-(1.2):
Definition 6.1. For T > 0, let BT = B× (0, T ]. A function v : BT → R+ is called a weak solution
of (1.1)-(1.2) if the following are satisfied.
(i) ∇vm exists in the sense of distributions in BT and∫
BT
(|v|2 + 〈∇vm,∇vm〉g)dtdµg <∞,
where ∇, 〈·, ·〉g and dµg, respectively, denote the gradient, the scalar product and the Rie-
mannian measure induced by the metric g.
(ii) For any φ ∈ C1(BT ) such that φ = 0 on B× {T },∫
BT
(〈∇φ,∇vm〉g − (∂tφ)v)dtdµg =
∫
B
φ(z, 0)v(z, 0)dµg.
According to the above definition, we end up with the following result for non-negative valued
initial data.
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Theorem 6.2 (Existence of a weak solution). Let m ≥ 1, s = 0 and γ, p, q as in (1.6), (1.7).
Furthermore, let
u0 ∈ (H
2,γ+2
p (B)⊕ E0,H
0,γ
p (B)) 1q ,q
be non-negative on B. Then, for any T > 0, the porous medium equation (1.1)-(1.2) possesses a
unique weak solution u on BT .
Proof. We adapt the argument of Aronson and Peletier [5, Appendix]. We choose a sequence
δk → 0, δk > 0, and define w0,k = (u0 + δk)
m. For each T > 0, Theorem 1.1 and Remark 2.12
guarantee the existence of a solution wk satisfying
w′k(t)−mw
m−1
m
k (t)∆wk(t) = 0, t ∈ (0, T ),(6.36)
wk(0) = w0,k.(6.37)
Moreover, there exists some M > 0 such that δmk ≤ wk ≤ M and wk+1 ≤ wk on BT for all
k ∈ N. We can therefore let w(x, t) = limwk(x, t) and u(x, t) = w
1
m (x, t). By multiplying (6.36)
by m−1w
1−m
m
k w
′
k and integrating over BT we obtain
0 ≤
1
m
∫
BT
(w′k)
2w
1−m
m
k dµgdt =
∫
BT
w′k∆wkdµgdt
= −
∫
BT
〈∇w′k,∇wk〉gdµgdt =
1
2
∫
B
〈∇w0,k,∇w0,k〉gdµg −
1
2
∫
B
〈∇wk(T ),∇wk(T )〉gdµg.
Therefore ∫
B
〈∇wk(t),∇wk(t)〉gdµg ≤
∫
B
〈∇w0,k,∇w0,k〉gdµg for all t ∈ [0, T ].
Let us check that the right hand side is bounded uniformly in k: In local coordinates close to the
boundary
∂xw0,k = m(u0 + δk)
m−1∂xu0
∂yjw0,k = m(u0 + δk)
m−1∂yju0.
Hence
〈∇w0,k,∇w0,k〉g = m
2(u0 + δk)
2m−2〈∇u0,∇u0〉g.
Moreover ∫
B
〈∇u0,∇u0〉g dµg
=
∫
B
((∂xu0)
2 + x−2
∑
ij
hij(∂yiu0)(∂yju0) )dµg
≤ C‖u0‖
2
H1,1
2
(B)
≤ C′‖u0‖
2
H
2−2/q−ε,γ+2−2/q−ε
p (B)⊕E0
for suitable constants C,C′ > 0 and ε > 0 small enough. Thus ‖∇wk(t)‖L2(B) is bounded, uniformly
in k and t ∈ [0, T ]. The boundedness of {‖∇wk(t)‖L2(B)}k in L
2(BT ) implies that there exists a
subsequence of {∇wk}, w.l.o.g. {∇wk}, converging weakly in L
2(BT ) to a limit ψ. The identity∫
BT
∇wkφdµgdt = −
∫
BT
wk∇φdµgdt
valid for φ ∈ C∞c (B× (0, T )), together with dominated convergence implies that∫
BT
ψφdµgdt = −
∫
BT
w∇φdµgdt,
so that ψ = ∇w in the sense of distributions. Thus condition (i) in Definition 6.1 is satisfied.
Similarly, we obtain condition (ii) of Definition 6.1. 
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7. Appendix
We provide here an alternative smoothness result. Let {Yi}i∈N be a sequence of complex Banach
spaces such that
Y0
d
←֓ Y1
d
←֓ Y2
d
←֓ . . . ,
and (Yi+2, Yi) 1
q ,q
d
←֓ Yi+1, for all i ∈ N and some q ∈ (1,∞). Consider the abstract quasilinear
problem (3.15)-(3.16) with u0 ∈ (Y2, Y0) 1
q ,q
.
Theorem 7.1 (Smoothing). Assume that u0 ∈ Z, where Z is a subset of (Y2, Y0) 1
q ,q
. Furthermore,
assume:
(i) There exists a T > 0 and a unique
u ∈ W 1,q(0, T ;Y0) ∩ L
q(0, T ;Y2) →֒ C([0, T ]; (Y2, Y0) 1
q ,q
)
solving (3.15)-(3.16), such that u(t) ∈ Z for all t ∈ [0, T ]. Moreover, A(u(t)) : Y2 → Y0
has maximal Lq-regularity for each t ∈ [0, T ] and A(u(·)) ∈ C([0, T ];L(Y2, Y0)).
(ii) For each i ∈ N and each v ∈ Z ∩ (Yi+2, Yi) 1
q ,q
, A(v) : Yi+3 → Yi+1 has maximal L
q-
regularity. Furthermore, A(v(·)) ∈ C([0, T ];L(Yi+3, Yi+1)) for each v ∈ C([0, T ];Z ∩
(Yi+2, Yi) 1
q ,q
).
(iii) For each i ∈ N, t 7→ F (v(t), t) ∈ Lq(0, T ;Yi+1) for all v ∈ C([0, T ];Z ∩ (Yi+2, Yi) 1
q ,q
).
Then, for every ε ∈ (0, T ) we have
u ∈
⋂
i∈N
W 1,q(ε, T ;Yi).
Proof. The proof is similar to that of Theorem 3.1. 
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