Two-dimensional modelling of the river Rhine  by Schulz, Martin & Steinebach, Gerd
Journal of Computational and Applied Mathematics 145 (2002) 11–20
www.elsevier.com/locate/cam
Two-dimensional modelling of the river Rhine
Martin Schulza ; ∗, Gerd Steinebachb
aIWRMM, University of Karlsruhe, Engesserstrasse 6, D-76128 Karlsruhe, Germany
bGerman Federal Institute for Hydrology, Kaiserin-Augusta-Anlagen 15-17, D-56068 Koblenz, Germany
Received 15 August 2000; received in revised form 20 August 2001
Abstract
The system for operational water level forecast and prediction of (fortunately not daily) pollutant transport for the river
Rhine is in daily use. This model is based on the Saint-Venant or one-dimensional shallow water equations.
The model is augmented by additional terms and equations to model the e.ect of dead zones and the transport of
soluble components.
The next step is to move towards two-dimensional models. An important problem that arises is that the domain of the
0uid is not 1xed by the given data, but depends on the water level and is therefore part of the solution of the model.
Even worse, depending on the topography of the river bed, even the topology of the 0uid domain may change, as islands
may appear at low water and get 0ooded at high water situations. c© 2001 Elsevier Science B.V. All rights reserved.
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1. The need for river ow simulation
A detailed water level simulation in European waterways is of increasing importance for ship
operators. They need precise mid-term forecasts to enable the loading of the ship to a maximum
level in case of medium- or low-0ow conditions. At high water situations also 0ood warnings are
required to limit the damage for the residents along the river-side [10]. Additionally, 0ood maps
classify areas of di.erent 0ood risk and potential damages.
Further improvements of the waterways and their impact on the economical and ecological re-
sources requires a reliable simulation tool in hydraulic engineering. On the other hand, a robust
forecast forms the base for optimising the use of the present resources.
The forecast model can be furthermore combined with additional equations to simulate the transport
of soluble components such as hazardous water pollutants, which are usually described by a parabolic
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Fig. 1. Schematic map of the river Rhine.
advection–di.usion equation. Such alarm models are used for early warnings in a sudden pollution
of the river due to an accident [5].
As suggested by Fig. 1, the 0ow simulation on the large scale is a mostly one-dimensional
phenomenon. That explains why the current one-dimensional model works indeed quite
well.
When looking at Fig. 1, it is quite obvious to take a network approach [3] to the modelling.
Therefore, we will now outline the network approach taken in the current model.
2. Network approach
The network approach is used as a logical framework to combine di.erent elements, such as
the single river reaches. These are thereafter modelled by one-dimensional submodels. Junctions or
branches translate to coupling conditions in the network whereas input and output gauges are treated
as boundary conditions.
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Fig. 2. Network approach.
At the input gauges, the in0ow is given, on the output gauge (at Emmerich) a water-level discharge
relationship is imposed. That is, a side condition of the form 0=f(h; q) has to be ful1lled, where
h is the local water depth and q is the discharge which represents the amount of water passing a
certain location at a certain interval of time (Fig. 2).
A special situation is the handling of weirs. Here, we 1nd di.erent water levels upstream and
downstream the weir. Nevertheless, the discharge is necessarily equal on both sides.
The threshold of the weirs is furthermore submitted to human control and therefore these inner
boundary conditions are described as a function of both discharge and time
qupstream = qdownstream;
hupstream =f(qupstream; t):
Some rivers are steered in a way that the water level directly upstream of the weir is practically
constant over time (such as the river Main, a tributary to the Rhine), this translates to
qupstream = qdownstream;
hupstream = const:
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Fig. 3. Quantities used in the one-dimensional model.
3. Hydraulic one-dimensional model
The submodel for the single river reaches is mathematically described by the Saint-Venant equa-
tions, also known as one-dimensional shallow water equations. For a rectangular channel with con-
stant width, these read as follows [11]:
@t
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+ @x
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u2h
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=
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−gh
(
Sx + hx +
u|u|
K2h4=3
) ] : (1)
The equations formulate the conservation of mass and momentum. The last term is an empirical term
due to Manning–Strickler that describes the bottom friction and some of the e.ects of turbulence.
The quantities used herein are depicted in Fig. 3.
The height of the bottom of the river with respect to the sea level is the bedlevel S; the di.erence
of the free surface to the bottom of the river is the local water depth h so that the water level w
(the height of the free surface above the sea level) is given by w= S + h. The 0ow discharge q is
de1ned through q= uhB with channel width B.
The necessary modelling of dead zones or the transport of soluble components such as chemicals
yield additional equations and may contain di.usive term that are not present in Eq. (1).
4. Method of lines
The numerical solution of that model is done by a method of lines approach [6]. This approach
consists of a semidiscretisation in space, that need to be adapted to the conservation law (1). The
result is a system of ordinary di.erential equations (ODEs) for each river reach.
Junctions of river reaches correspond to coupling conditions between di.erent submodels, as weirs
induce boundary conditions; these conditions translate to algebraic equations. Together, one achieves
a large system of di.erential-algebraic equations (DAEs), which is solved by an implicit solver.
This model is used in operational waterlevel forecast since 1996, and was subject to several
improvements since then [8].
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Fig. 4. Di.erent boundaries at di.erent water levels.
The daily updated measurements of the water level of the river Rhine and the corresponding
forecasts of the German Federal Institute for Hydrology can be found in the world wide web under
the address http:==www.elwis.bafg.de.
5. The next step: two-dimensional model
As a next step, we want to model two-dimensional e.ects of the river. This is necessary for the
derivation of potential damage of e.g. a 100-years 0ood or the simulation of engineered changes to
the river bed, such as building a new dam or adding a new retension zone.
Another 1eld of application would be the determination of the mixing way of hazardous substances
downstream of their release into the river or the biologic conditions that strongly depend on passage
time of the water at a certain location. That passage time is indeed not so much a function of the
mean velocity of the river but heavily varies along its cross-section.
As a consequence, in order to analyse medium scale phenomena in greater detail, a two-dimensional
submodel is needed, that will have to 1t as a new network element to the existing
framework.
As before, we need to specify the new network element by a new submodel. This two-dimensional
model consists again of the shallow water equations [13]:

h
uh
vh
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t
+

 uhuuh+ 12gh2
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+
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 vhuvh
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

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=−

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gh(Sy + Sfy)

 :
These equations are only valid on the domain {x∈R2 | h(x)¿ 0}, where the local water depth
is greater than zero. For h=0, the last two equations vanish identically and lose all
information.
However, this domain depends on the solution itself, since depending on the water level, the
border line moves and islands may be 0ooded or fall dry again (see Fig. 4). Consequently, this
model has to be treated as an initial boundary value problem with free boundary; these problems
are also known under the name of Stefan problem.
It is important to note, that not only the geometry changes with time, but also the topology
of the 0uid domain. In fact, not even the number of boundaries is known in advance. There-
fore, most of the moving grid or moving boundary approaches that are found in literature do not
apply.
The 0ooding and falling dry of an island are known as mergers and breakups in literature.
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6. Modelling approaches for drying and wetting
Computational 0uid dynamics is mostly done in 1nite volume context [12], and we adopt this.
An eJcient numerical scheme for the shallow water equations on wet areas has been proposed in
[1]. The 1nite volume formalism splits up the space domain in small volumes — so-called cells —
and considers averaged values on each cell. The movement of the 0uid is then expressed in terms
of a so-called 0ux between these cells.
An ad hoc approach is to add a binary (logical) variable — so-called marker — to each cell that
de1nes the cell as wet or dry [4]. The computation is then carried out only on the cells marked
as wet, that is, the set of unknowns varies with every little cell wetting or drying. This may be
acceptable for explicit time integration schemes, but not for implicit ones, since the cost of a restart
and a single time step of the integration scheme is much higher [2].
An improvement to that method is possible in marking only the boundary cells, but this does
not address the inherent disadvantages of the method. In [7] a 1xed grid is used and the 0uxes are
adapted to boundaries between wet, partially wet and dry cells.
We could also take a moving grid approach and implement a special handling of mergers and
breakups. Such is known in literature [15] but requires a new mesh at each topology change. Fur-
thermore, we are not interested in the very precise description of the boundary, as this information
can be easily obtained from the local water depth.
A third and very promising approach is to use a 1xed grid and the immersed interface method,
that is, solve the equations on the whole grid and impose implicit jump conditions. This method
will be explained below in greater detail.
As a resume, because of the large number of unknowns and the long simulation intervals targeted,
it seems better to avoid any search for switching points and move the diJculties away from the
space discretisation to the time scale.
6.1. Benchmark problem
Before targeting the full problem, we make a step behind and choose a special one-dimensional
case as a study object for the interaction of 0uid and the border on a 1xed grid in the two-dimensional
case. This example already contains most of the diJculties that may occur when using 1xed grids.
Consider a piece of the river and cut a cross-section of it (Fig. 5). Since we are interested only in
the 0ow directed along x, this is a one-dimensional problem that can furthermore be halved because
of its symmetry, the result is a “bath tub topography”.
On the left side, the symmetry boundary acts like a solid wall. That is, there is a 0ow of momentum
but no 0ow of mass; the velocity at the boundary is 1xed to zero but the water level is free. This
can be achieved by putting the boundary on the midpoint x1 of the leftmost cell c1. Then the 0uxes
in the 1rst equation (mass conservation) are forced to ful1ll
f1(x1−1=2)=− f1(x1+1=2);
that is, the mass 0ux is mirrored along the midpoint of the cell which is in fact chosen to be the
symmetry boundary of the 0uid domain.
The 0uxes in the second equation (conservation of momentum) are forced to
f2(x1−1=2)=f2(x1+1=2);
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Fig. 5. Benchmark problem.
which implies that the averaged momentum in the cell c1 is 1xed to its initial value which in turn
is to be set to zero.
On the right-hand side, we have the border of the river to its sloping bed. At that border, the
0ux of both mass and momentum is zero, since the force transmission is already incorporated in the
source term of Eq. (1). Beyond that border, the velocity or the momentum loses its meaning and
may be set to zero.
The exact location of the border depends on the water level in that area which is in turn part
of the solution. This benchmark problem suggests the application of an moving grid approach, but
this — as already stated — does not lead directly to a generalisation to two dimensions, so we
restrict ourselves to consider 1xed grid methods.
6.2. Immersed interface method
The immersed interface method was developed in the context of 1nite di.erences, to enable the
discretisation of irregular shaped domains with rectangular grids [14]. We will now apply this idea
in the context of 1nite volumes.
Consider some general scalar equation like
ut =f(u)x + g(u; x): (2)
As already introduced, the 1nite volume formalism considers averaged values in each cell in which
the value is considered constant. After averaging over cell ci, that is the range from xi−1=2–xi+1=2,
and supposing suJciently smooth solutions, one gets(
1
Nxi
∫ xi+1=2
xi−1=2
u d
)
t
=
1
Nxi
f(u(x))
∣∣xi+1=2xi−1=2 + 1Nxi
∫ xi+1=2
xi−1=2
g(u; x) d: (3)
Approximately the area integrals by the mid-point quadrature rule and let ui = u(xi). That way, (3)
transforms to
(ui)t = f˜(ui−1; ui)− f˜(ui; ui+1) + g(ui; xi): (4)
Since the 0ux (1=Nxi)f(u(xi−1=2)) is not directly accessible, it is approximated by some function
f˜(ui−1; ui).
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Fig. 6. Treatment of boundary .
Now consider a boundary at a location  at cell ci (Fig. 6). We do a subcell resolution in the
cell ci to split the function representation ui into a wet part u+; Nx+ and a dry part u−; Nx−, in a
way such that the cell average ui =(1=Nx)(u+Nx+ + u−Nx−) remains the same.
The 0ux between the left neighbour cell ci−1 and ci is then a function of ui−1 and u+, and not a
function of ui−1 and ui as it had been before. On the other boundary, the 0ux to the right neighbour
ci+1 is a function of u− and ui+1.
(ui)t = f˜(ui−1; u+)− f˜(u−; ui+1) + g(ui; xi): (5)
As we have replaced one (ui) unknown by two (u+ and u−), we now have one additional unknown
and a relationship between u+ and u− need to be added. This is done by imposing a so-called jump
condition.
In our case, we want to solve the shallow water equation only in wet areas, so setting u=0 in
dry areas will do the job. That way, the jump condition simply reads u−=0 and the value of u+ is
determined by
u+ =
Nxi
Nx+
ui (6)
and Eq. (5) translates to
(ui)t = f˜
(
ui−1;
Nxi
Nx+
ui
)
− f˜(0; ui+1) + g(ui; xi): (7)
7. Treatment of bottom slope
The in0uence of bottom slope in the shallow water equations de1nes a source term, which imposes
some diJculties and requires a proper numerical treatment [9]. To study its behaviour near the
dry=wet boundary we de1ne a simpli1ed equation.
In the special case (u=0), the equations under consideration allow an analytic solution. Incor-
porating this into the numerical scheme helps to increase the stability and decrease the numerical
e.ort.
Without motion, the shallow water equations imply a horizontal water level, as can be seen when
imposing u=0 on Eq. (1):
ht =(uh)x =0;
0= (uh)t =− (u uh)x − ghwx =− ghwx: (8)
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This equation is either ful1lled by h=0, which means that the area is dry, or in wet areas — where
the 1rst case does not apply — by a horizontal water level, which is formally expressed by wx =0.
The second line of (8) can be rewritten as
0=− g( 12h2)x − ghSx; (9)
which is now a form that lends itself perfectly well to a discretisation by 1nite volumes.
For a space discretisation by 1nite volumes it is necessary to choose which variable used in the
description of the model: the local water depth h or the water level w.
0=− g( 12 (w − S)2)x − g(w − S)Sx: (10)
In the continuous model, both (9) and (10) are equivalent as each one can be expressed in terms
of the other one. However, the result is di.erent when applying the 1nite volume formalism.
Consider a given grid xi and a piecewise linear bedlevel S, so that the jumps in its slope only
occur on the cell boundaries xi±1=2.
Eq. (10) reads in discretised form:
0=− g(w − S)2 ∣∣xi+1=2xi−1=2 −
∫ xi+1=2
xi−1=2
g(w − S)Sx: (11)
Assuming w as piecewise constant, the integrand is linear within the control volume and is therefore
exactly integrated by the midpoint rule and we get
0=− g(w − S)2 ∣∣xi+1=2xi−1=2 −Nxig(w(xi)− S(xi))Sx(xi): (12)
Without loss of generality, we further assume that any 0ux function does some kind of convex
combination of the function values on the neighbouring cells and uses this value to compute the 0ux
over that cell boundary. Consequently, w(xi +1=2) is equal to w(xi) and w(xi+1) if these latter have
the same value. Therefore, (11) is exactly ful1lled and the horizontal water level is reproduced by
the numerical solution.
Numerical experiments have shown that the numerical solution of the Burgers-type equation
wt =− g( 12 (w − S)2)x − g(w − S)Sx (13)
converges to an horizontal water level even with an inadequate 0ux function (arithmetic mean value)
applied.
Discretising (9) instead, one gets
0=− gh2 ∣∣xi+1=2xi−1=2 −
∫ xi+1=2
xi−1=2
ghSx; (14)
which seems quite similar to (11), but here a convex combination of the local water depth between
neighbouring cells is used, which can indeed di.er, even if the waterlevel is equal. Therefore, the
0ux part of (14) will not be evaluated exactly in the general case, but the source term integral will
be exact as before.
This latter behaviour already has been observed in numerical experiments and was treated in [9],
where a special 0ux is developed to handle these diJculties.
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8. Conclusion and outlook
In this paper, a network approach for the simulation of waterways is presented. Such an approach
is well suited to combine submodels with di.erent degree of detail. The current model is based
on one-dimensional submodels and will be augmented by a two-dimensional submodel as a new
network element.
A benchmark problem is formulated and modelling aspects toward a correct and sound handling
of the diJculties due to the free boundary are discussed. Particularly, the immersed interface method
is carried over to the 1nite volume context. Other ideas, such as a perturbed DAE-approach or an
alternative problem description using di.erent variables are to be discussed in the near future.
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