The reproducibility of mass spectrometry (MS) data collected using surface enhanced laser desorption/ionization-time of flight (SELDI-TOF) has been questioned. This investigation was designed to test the reproducibility of SELDI data collected over time by multiple users and instruments. Five laboratories prepared arrays once every week for six weeks. Spectra were collected on separate instruments in the individual laboratories. Additionally, all of the arrays produced each week were rescanned on a single instrument in one laboratory. Lab-to-lab and array-to-array variability in alignment parameters were larger than the variability attributable to running samples during different weeks. The coefficient of variance (CV) in spectrum intensity ranged from 25% at baseline, to 80% in the matrix noise region, to about 50% during the exponential drop from the maximum matrix noise. Before normalization, the median CV of the peak heights was 72% and reduced to about 20% after normalization. Additionally, for the spectra from a common instrument, the CV ranged from 5% at baseline, to 50% in the matrix noise region, to 20% during the drop from the maximum matrix noise. Normalization reduced the variability in peak heights to about 18%. With proper processing methods, SELDI instruments produce spectra containing large numbers of reproducibly located peaks, with consistent heights.
Introduction
Since its introduction onto the biotech market in 2000, researchers have used and continue to use the SELDI-TOF MS-based ProteinChip System for discovery of cancer-related biomarkers in addition to markers of other disease states such as peripheral arterial disease, thrombotic thrombocytopenic purpura, sickle cell disease, cystic fibrosis, hereditary thrombophilia, Peyronie disease and Alzheimer disease. [1] [2] [3] [4] [5] [6] [7] Numerous examples of potential biomarkers for cancer detection, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] prognosis, [20] [21] [22] response to therapy [23] [24] [25] or survival 26 identified using the SELDI platform continue to appear in the literature. Questions about the reproducibility of MS data collected using a SELDI system have, however, led to uncertainty about the overall usefulness of this technology in cancer proteomics research. One of the most thorough evaluations of SELDI-TOF-discovered biomarkers, the EDRN prostate cancer biomarker study, 27, 28 was launched following demonstration of acceptable reproducibility across laboratories. 29 In the end, SELDI-discovered biomarkers appeared to lack diagnostic value for prostate cancer after a second stage of validation failed to separate cancer from normal controls. The authors pointed to possible flaws in study design such as the use of unfractionated serum. In support of such reservations, other investigators have suggested that some form of fractionation of serum or plasma will be required to detect consistently the more interesting, low abundance proteins. [30] [31] [32] In addition to the use of patient blood, other cancer biomarker studies have been generated on the SELDI platform using such samples as urine, saliva, nipple aspirate fluid (NAF), pancreatic juice, tissue lysates and cell culture. [33] [34] [35] [36] [37] [38] [39] Whatever the sample source or extent of preparation prior to analysis, it is important to remember that in designing experiments using biological samples, both pre-analytical and analytical factors contribute to the variability in measurements made using any assay method, including SELDI-TOF-MS. These factors include inter-individual biological differences, differences in sample handling, differences in protocol design and execution, and differences in instrument performance.
Studies designed specifically to assess SELDI peak reproducibility have consistently reported coefficient of variation (CV's) in the 30% range, both on an intra-laboratory and inter-laboratory basis. 29, [40] [41] [42] A number of studies have attempted to ascertain factors that impact variability. Liggett et al determined that variance was greater between separate arrays (biochips) than between spots on a single array and suggested this variability might be decreased by improving the array manufacturing and handling processes. 43 Some of these studies have explored pre-analytical factors. For example, Timms et al explored various types of tubes for blood collection, clotting time, and storage time on peak profiles. 41 The authors concluded that the most stringent and the least stringent conditions had the least variability, presumably because the most stringent condition controls proteolysis and the least stringent condition allows for proteolysis to reach completion. Understanding the relative contribution of these factors to overall variability should permit researchers to better design and execute clinical proteomics studies.
This investigation, conducted in five individual laboratories at the University of Texas M.D. Anderson Cancer Center, was designed to test the reproducibility of SELDI data collected over time by multiple users and instruments. Our focus was to test the effect of consistent sample handling, preparation, and in particular, data acquisition among participating laboratories on the variability of data obtained over time. Arrays were manually prepared with a fresh serum sample weekly for six consecutive weeks in each laboratory. All laboratories used aliquots from the same batch of serum. Mass spectra were collected on separate instruments in the individual laboratories. In addition, all arrays were read on a common instrument in the same laboratory every week. In this report, we describe the analysis of the spectra collected over time on individual instruments as well as on the common instrument. The experimental design and the methods for assessing reproducibility are applicable to other forms of MS used in protein profiling, not just SELDI.
Materials and Methods Instruments
All five laboratories followed a standard operating procedure (SOP). Briefly, five ProteinChip System instruments (Ciphergen Biosystems, Inc.) located in separate laboratories and operated by the respective laboratory personnel were used. Four were the PBSII series; one was a PBSIIc. Before the study, each instrument was checked by a service engineer and adjusted to perform at individual optimum levels. Instruments were not engineered to be 'matched' for identical data production. Heat Inactivated Fetal Bovine Serum (FBS) (Invitrogen-Life Technologies) was used as the quality control sample for all laboratories. Two commercially available (Ciphergen Biosystems, Inc.) cationic exchange arrays (CM10) were prepared manually with samples once every week for six weeks. CM10 arrays were pre-wetted twice with binding buffer and 50 µl of a denatured serum sample was added to each spot of the array in a bioprocessor. The arrays were incubated with sample for 30 min with shaking. The model of shaker varied across laboratories. After incubation, each spot was washed three times with binding buffer and then quickly two times with water. After air-drying, 1 µl of sinapinic acid (Ciphergen Biosystems) was applied twice. Before reading the prepared arrays, a new calibration curve was created from 12230, 16951 and 29023 Daltons each week from All in One Protein II mass calibrants (Ciphergen Biosystems), prepared by each user according to the manufacturer's instructions. The spot protocol for calibration curve data collection was set identically on each instrument for parameters of lag time, warming shots, mass optimization window, and number of total shots averaged (Supplementary SOP file). The PBSIIc allows for setting of a deflector mass and was set at 1000 Daltons. However, the sample-containing arrays were read using settings for low mass data collection that varied in laser intensity and detector sensitivity as was optimal for each instrument.
Study design
Each week for six weeks, investigators in five laboratories manually prepared protein samples from aliquots of the same batch of serum. Samples were applied to all spots of two CM10 ProteinChip arrays (16 spots per lab per week). Spectra were collected on the instruments in the individual laboratories from each spot using low intensity laser settings. In addition, we collected another set of spectra by rescanning all spots at low intensity on a common (PBCIIc) instrument in the same laboratory every week. Because of equipment failure, one laboratory produced no data during two weeks of the study. Because of a clerical error, data from one chip, along with three additional spots, from another laboratory were not scanned on the common instrument. As a result, we collected 445 spectra from individual instruments and 440 spectra on the common instrument.
Processing spectra
Spectra were collected with a digitizer rate of 250 MHz, which was dictated by the hardware; each intensity represents the number of ions hitting the detector during a period of τ = 4 nanoseconds. Raw spectra were aligned by the transformation t′ = Multiplier* t + Offset. The average of all raw spectra was the base spectrum to which all others were aligned. We computed 4 different shifts that maximized the cross-correlation between baseline-corrected spectra within 4 separate small time windows that cover 4 dominant peaks in the mean spectrum (Fig. S4A of Supporting Information). To perform baseline removal, we applied an undecimated discrete wavelet transform (UDWT) with a threshold of 500 to each spectrum (2000 for the average raw spectrum), subtracted the smooth part, and used the residuals as the baseline-corrected spectrum. 44 By least squares approximation, we computed the values of Multiplier and Offset for which the transformation above yields the best approximation of the four shifts.
The spectra scanned on the common instrument were collected at 500 MHz (τ = 2 nanoseconds), which was again dictated by the hardware. Raw spectra were aligned by shifting by a small integer multiple of τ; the "multiplier" term, which represents physical differences between instruments, was unnecessary for data scanned on a single instrument. An arbitrary spectrum produced during week 1 from the first laboratory was the base spectrum. We baseline-corrected each spectrum (as above) and computed the shift that maximized the cross-correlation between corrected spectra, using MATLAB version 7.0.1 (The Mathworks, Natick MA).
We used the UDWT with a threshold of 20 to denoise the mean spectrum, using the Cromwell software package; 44, 45 local maxima in the denoised mean spectrum were identified as peaks. Intervals containing the peaks and the location of the maxima within intervals were recorded. Peak heights were quantified as the difference between the maxima and minima in the corresponding interval.
Linear models were fit in R version 2.7.1, using the functions lm and lme. 46, 47 
Results

Alignment variability across instruments
All spectra were aligned as described above. For all but 13 of the 445 spectra, the offsets ranged between −10τ and +20τ. The 13 unusual spectra had offsets between 115τ and 120τ; they were produced in the same lab during the same week. These 13 spectra had poor alignment for t , 30 µs (Figs. S6 and S7 of Supporting Information); they were excluded from further analysis. For the spectra scanned on the common instrument, the offsets ranged between −10τ and +10τ for all but 3 of the 440 spectra. These 3 spectra had offsets of −42τ, −28τ, and +45τ; they were low quality by visual inspection and excluded.
We hypothesized that spot position on the array might affect the offset (Figs. S2 and S14 of Supporting Information), for two reasons. First, Peaks software (Ciphergen Biosystems) version 3.1.1 included a "spot correction factor" to adjust for the different positions of different spots relative to the laser and drift tube inside the instrument. Second, the measured pressure falls steadily from spot A to H (Figs. S3 and S15 of Supporting Information), since the vacuum pump continues to run while the instrument scans each spot. We tested linear models incorporating spot position (categorical) and pressure (continuous) to predict the offset. When used separately, both pressure (P = 0.1236) and spot position (P = 0.998) failed to predict the offset; and failed to predict the multiplier.
There were significant differences in offset between arrays ( Fig. 1) , which might be attributable to differences in arrays, in the instruments from week to week, or in the sample preparation protocol and scanning from laboratory to laboratory. We used a linear mixedeffects model to estimate these variances.
We write Y ijkl for the alignment offset, or multiplier. Here i = 1, …, 8 ranges over the spots, j = 1, …, 5 ranges over laboratories, k = 1, …, 6 ranges over weeks, and l = 1,2 ranges over the duplicate arrays used each week in each laboratory. The term µ represents the overall mean of Y; other terms represent random effects. We let
) and E ijkl~N (0,σ E 2 ) represent the laboratory, week, array effects and residual error (unexplained spot-to-spot variability within a array), respectively. All random effects were assumed to be independent. All the confidence intervals for the estimates overlap (Table 1) suggest that lab-to-lab and array-to-array variability in the alignment offset are likely to be larger than week-toweek variability. The same applies to the Multiplier.
Alignment variability on a single instrument
For spectra scanned on the common instrument, both pressure (P = 6.033 × 10
) and spot position (P = 2.196 × 10
) were significant predictors of the offset. Spot position remained significant if pressure was already included in the model (P = 0.00015), but pressure became insignificant if added to a model that already included spot position (P = 0.6413). We only include a spot factor to explain the offset.
Similarly, there were significant differences in offset between arrays for the spectra on the common instrument ( Fig. S8 of Supporting Information). Each term was significant by fitting the mixed-effect models. The best point estimates (Table S1 of Supporting Information) suggest that spot-to-spot and array-to-array variability are larger than the variability attributable to running samples prepared in different laboratories during different weeks.
reproducibility of intensities in aligned spectra across instruments
We computed the mean spectrum by averaging the intensities at each time point. 45 Peaks of the mean spectra were higher and narrower after alignment (Figs. S4 and S16 of Supporting Information). We computed the standard deviation (SD) and coefficient of variation (CV) at each time point ( Fig. 2 and Fig. S9 of Supporting Information). SD appeared to be roughly proportional to the mean spectral intensity. However, SD was relatively greater at the locations of the most prominent peaks; this added variability is due in part to additional variation in the peak locations that is not fully accounted for by the offsets used to align the spectra globally. Away from the peaks, the CV follows a simple pattern. The first 20 µs (about 2860 Daltons/ charge) were discarded, since there was substantial matrix noise and saturation for most spectra. From 20 to 25 µs (about 4500 Daltons/charge), it is still the noise region that tends to be highly variable, with CVs reaching 90%. The CV then declines until about 40 µs (11500 Daltons/charge), where it stabilizes at around 25%.
reproducibility of intensities in aligned spectra on a single instrument For spectra on the common instrument, during the initial period of about 5 µs (214 Daltons/charge, the approximate time when the ionized matrix molecules reach the detector), the spectra are highly reproducible, with CV under 5%. From 5 to 15 µs (about 1545 Daltons/ charge), there is a large matrix noise region that tends to be highly variable, with CVs reaching 50%. From here until 30 µs (6150 Daltons/charge), the base CV is near 20%. The CV then declines until about 50 µs (17160 Daltons/charge), where it stabilizes below 5%. From these results, the main variability sources in the spectra are the huge differences in baseline caused by the matrix noise, with additional spikes of variability from large peaks that are not perfectly aligned.
reliability of peak localization across instruments
The occurrence of a maximum at the end of an interval suggests the interval may not contain a true peak. So, for each peak, we modeled the distribution of the relative locations across spectra as a beta distribution, Beta (α, β); parameters α and β are fit using the method of moments. A peak was "questionable" if both α , 1 and β , 1, since this ensured the distribution was concentrated at the ends of the interval. Otherwise, the peak was "reliable". We found 53 questionable peaks and 237 reliable peaks in the spectra collected from different instruments. The questionable peaks tended to be narrower and lower. The median width of intervals containing questionable or reliable peaks was 8τ or 17τ, respectively. The median height of questionable or reliable peaks was 157 or 295, resp. The heights of the questionable peaks usually had slightly higher CVs than other peaks occurring in similar portions of the spectrum. All questionable peaks occurred during the first 40 µs, which corresponds to the exponentially decaying part of the spectra, plus the first two clusters of dominant peaks. We retained the reliable peaks for further analysis.
reliability of peak localization on a single instrument
On the common instrument, we found 106 questionable peaks and 477 reliable peaks; the increase in the number of peaks is likely attributable to the higher resolution of the common instrument. The median width of questionable or reliable peaks was 9τ or 37τ, resp., and the median height was 282 or 411, resp. A majority of the questionable peaks occurred: i) between 10 and 12 µs, ii) between 19 and 20 µs, and iii) between 26 and 30 µs. The first portion occurs at the beginning of the sharp rise in the matrix noise region; the other two occur as the matrix noise region is coming to an end, on either side of a cluster of prominent peaks.
reproducibility of peak heights across instruments
After quantifying the heights of reliable peaks, we computed the CV for each peak (Figs. S1 and S13 of Supporting Information). The median CV was 72%, with inter-quartile range IQR = 10.41%. The CV was similar for most peaks. However, there is a slight drop in CV around t = 40 µs. Having a nearly constant CV suggests that the SD is roughly proportional to the mean. After log-two transformation, the median CV = 1.25% with IQR = 1.6%.
After log transformation, we used Equation (1.1) to construct a separate random-effects model for each peak. The random effects have the same interpretation, but Y ijkl denote the logarithmic peak height. At most peaks, the lab-to-lab differences make the largest contribution to the total variance, between 60% and 80%. Week-toweek and array-to-array variation contribute about 10%, and residual contribute about 20% (Fig. 3) . Overall, lab and array variation dominate the total variance.
reproducibility of peak heights on a single instrument
For spectra scanned on the common instrument, the median CV was 33%, with IQR = 8.46%. The CV was similar for most peaks after reaching the maximum in the matrix noise region at around 10 µs. After log-two transformation, the median CV = 6.1% with IQR = 1.7%. At most peaks, the residual or spot-to-spot variability made the largest contribution, between 40% and 60%. Week-to-week and array-to-array differences contribute about 20%; lab-to-lab differences contribute less than 10% (Fig. S10 of Supporting Information). At both ends of the spectrum, however, the array-to-array variance dominates the spot-to-spot variance. Overall, spot and array effects are at least as large as week and laboratory effects.
The impact of normalization on reproducibility of peak heights across instruments
We globally normalized the log-transformed data within each spectrum by subtracting the mean log peak height for that spectrum. This procedure substantially reduced the variance in peak heights, from a median variance of 0.8177 before to 0.195 after normalization (Fig. 4) . After normalization, we repeated the peak-by-peak variance analysis described previously (Fig. 5 and Fig. S12 of Supporting Information). The contribution of week-to-week differences is nearly zero. In general, the contribution of lab-to-lab differences was decreased substantially, while array-to-array stayed about the same. For most peaks, nearly all the remaining variability arises from the spot-to-spot differences.
The impact of normalization on reproducibility of peak heights on a single instrument
On the common instrument, the same procedure reduced the peak height variance from 0.243 to 0.117 (Fig. S11 of Supporting Information). The week-to-week differences contribution is also nearly zero. In general, the percent of variance attributable to array differences was decreased, while lab-to-lab stayed about the same. For most peaks, nearly all the remaining variability arises from the residual spot-to-spot differences.
Discussion
In 2005, the Early Detection Research Network (EDRN) conducted the first study to assess the reproducibility of SELDI spectra. 29 They reported that frequent and accurate calibrations were essential for reproducibility. While we agree with the EDRN's assessment, we find that alignment of spectra (without calibration) is adequate for reproducibility. In the present study, we found that the offsets required to align the spectra correctly were on the order of −10τ to +20τ, where τ = 4 nanoseconds was the time resolution of the instrument. An analysis of the variability in the offset showed that the lab-to-lab and array-to-array variability was at least as large as the variability attributable to spot differences or different weeks when the experiments were performed. When the spectra were prepared in different laboratories but scanned on the same instrument, the offsets required to align the spectra correctly were on the order of ±10τ, where τ = 2 nanoseconds was the time resolution of the instrument. Moreover, part of this offset could be explained by a fixed spot effect arising from the different spot positions. An analysis of the remaining variability in the offset showed that the spot-to-spot and array-to-array variability was at least as large as lab-to-lab or week-to-week variability. When spectra are scanned on different instruments, those instrument differences are larger than differences over time. When spectra are merely prepared by different laboratories but scanned on a common instrument, the differences in alignment due to preparation using a standard protocol appear to be relatively small.
The EDRN based their assessment of the reproducibility on only three peaks, the largest and most prominent peaks in their samples, and concluded that the largest peaks had the best chances of being reproducible. 28 Our study investigated the variability in all 237 peaks that we were able to detect in our spectra. Our approach yields a much more detailed picture of the reproducibility of the spectra as a whole, which we believe will be important when trying to use low intensity peaks as markers to distinguish between different disease states. In addition, this study included an analysis of spectra collected on the same physical instrument, whereas the EDRN study only used data from different instruments. By restricting our attention to spectra collected on a single instrument, we were able to assess the variability inherent in the sample preparation protocol, without confounding that variability with differences between instruments.
The EDRN found that the CV of the peak height (or intensity) ranged between 9% and 41%. This result is comparable to our findings on a common instrument, where the median CV of peaks in unnormalized spectra was 33%. Johnson and colleagues 48 reported that the median CV for "ion abundance" of peaks was also around 30% on an extremely high-resolution Fouriertransform mass spectrometer. It is conceivable that a CV of around 30% is inherent in the technology that is being used to extract ions from samples, regardless of how the abundance of those ions is later measured in a mass spectrometer. Our study also assessed the differences between instruments. We found slightly higher CVs point-wise for all time points in the spectrum, as well as for the heights of individual peaks, where the median CV in unnormalized spectra was 72%. Normalization reduced the CV of peak heights to 18%-20% both on a common instrument and across different instruments. Studies using various quality control methodologies have reported CV's in this range. For example, Hong used a correlation matrix tool to exclude outlier spectra, resulting in CV's ~20%. 49 Normalization using total ion current resulted in CV's of 15%-20%. 50 Forshed et al used a combination of PCA to exclude outlier spectra as well as peak normalization to obtain CV's between 10%-20%. We extended the EDRN analyses by decomposing the variance at each peak. Our main goal was to determine which variability source gave the greatest contribution: 1) differences in the array preparation by user and spectra generation on different instruments, 2) differences in the individual instruments from week-to-week, 3) differences between ProteinChip arrays, or 4) differences between individual spots on the ProteinChip arrays. Before normalization, differences between labs accounted for the largest portion of variability, and differences between spots were second. After normalization, the contribution of lab-to-lab differences was substantially reduced. Similarly, the EDRN prostate cancer reproducibility study demonstrated that intralaboratory variability was comparable to interlaboratory variability (range of intralaboratory CV's of the three peaks was 16%-43%, 9%-23%, and 11%-20%, respectively where as the range of interlaboratory CV's of the three peaks was 36, 17, and 15%, respectively). 29 In that study, the normalization process within the ProteinChip software was used. In our study, normalization also reduced the total variance in peak heights by about 75%. Interestingly, the percentage of variance explained by array-to-array variation stayed about the same. This suggests that normalization alone is adequate to remove the variability arising from scanning the arrays prepared by different researchers on different instruments.
For the analysis of arrays scanned on a single instrument, our main goal was to determine which of the four sources of variability contributes most: 1) differences in the sample preparation protocol in different laboratories; all other three are same as above. Both before and after normalization, differences between spots accounted for the largest portion of variability, and differences between arrays were second. This suggests that most of the variability observed in this study is inherent in the surface chemistry on the array spots that first binds proteins and then releases ions. Normalization also reduced the total variance in peak heights by about half. Before normalization, differences in the instrument settings from week-to-week were about the same size as array differences. After normalization, these week-to-week differences virtually disappeared. This finding provides strong evidence that a simple global normalization can successfully correct for almost all the differences due to changes in the instrument, at least over a period of six weeks. The percentage of variation caused by array differences also declined after normalization. Interestingly, the percentage of variance explained by different laboratories stayed about the same, in contrast to the effect of normalization on spectra collected on different instruments. However, the amount of variation due to laboratory preparation in the setting of a common instrument started out smaller than the amount due to the combination of laboratory preparation and different instruments in the multi-instrument part of the analysis. Moreover, the final percentage of variance explained by laboratories differences was about the same in the common instrument and multi-instrument situations after normalization. This finding, together with the fact that the absolute amount of variance after normalization is similar in the two studies suggests that our normalization procedure can correct for differences between instruments, but that there are some intrinsic differences in individual sample preparation that cannot be removed simply by normalization. This further suggests that some improvement in reproducibility might be obtained by switching from manual to robotic preparation.
Lastly, the use of wavelets in analyzing mass spectra has been shown to improve peak detection and classification. For example, Du et al demonstrate that their wavelet procedure identifies more peaks (both large and small) while maintaining an acceptable false discovery rate. 52 An advantage of the wavelet method is that no baseline subtraction is required, eliminating a step that can induce variable results depending on the parameters used.
Experiments that are intended to discover biomarkers that distinguish between disease states must use designs that avoid confounding the contrast of interest with experimental factors such as run order or laboratory. However, with proper experimental design and data processing, we have demonstrated that the SELDI ProteinChip system is a reproducible technology that can be used reliably for discovery of biomarkers both over time and between laboratories. 
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Weekly array preparation Database
Always save spectra into the database specified as the "QC project". The user should be set to 'QC'. Keep all calibration spectra in a 'Calibration' project folder. Create a new project file each week to for saving the weekly files.
Calibration
Average 100 spectra from a spot with the All in One Protein II calibrants, manual or with a spot protocol. Be sure the intensity and sensitivity values that you specify don't cause any of the peaks to go off scale. Use the same intensity/detector sensitivity settings each time you create a calibration spectrum for the most consistency. Most calibrant -containing spots will last several weeks and can be read over and over. If you need to increase the laser intensity alot to acquire the same calibrants peaks, then it is time to make a new chip.
Internally calibrate using the masses: 12230, 16951 and 29023. Save spectra. Set as default instrument calibration equation. Collection protocol: high mass = 50,000; optimize from 12,000-30,000 daltons; pulse settings-center; if you have a IIc, set the deflector to 5000 daltons.
Creating spectrum labels
Go to Options, choose "Configure dynamic spec tags": make sure box is checked for adding to spectra as they are acquired. Add to tag: 1) Spot #, 2) Sample Name, 3) Sample Group.
When you enter a barcode, go to File, Open chips, and choose 'new'. Add barcode. Then type in the information below in the correct spaces.
Sample Name = QC_1 (for first week, then change it to 2, etc). Sample Group = the PI's name (ie, Bast). Sample Type = FBS (not included in the spectral tag).
Spectrum acquisition
LMW spot: high mass to acquire; 50,000 daltons; optimization range = 1,000 to 30,000 daltons; time lag focus-set to 700 ns; IIc deflector-set to 1000 daltons; set warming shots to collect 1 at the same intensity that you choose for all data collection, but don't use warming shots; collect from 20 to 80 with 10 shots/area, delta 5.
HMW spot: high mass to acquire; 200,000 daltons; optimization range = 30,000-150,000 daltons; time lag focus-center; IIc deflector-set to 10,000 daltons; set warming shots to collect 1 at the same intensity that you choose for all data collection, but don't use warming shots; collect from 23 to 78 with 10 shots/area, delta 5.
Variables that will most affect spectrum Settings adjusted within spot protocol
• Laser Intensity:
• Detector Sensitivity:
• Time lag focus: ○ LMW: use 700 ns ○ HMW: center of optimization range between 30,000 and 150,000 daltons.
Settings adjusted outside of spot protocol
• Voltage Detector: check setting and record in your notes: to access this setting, go to Instrument, configuration, in bottom section see Detector = PBSII-(1800 to 2200 V); IIc-(2700 to 3000 V). If you start to lose low intensity peaks from the spectrum, the detector voltage may need to be increased (use 50 unit increases).
• Laser Focus (service engineer will change this if needed): If any of the peak shapes change (ie, poor resolution), focusing the laser can help optimize resolution.
Read the spots with both a low mass acquisition spot protocol and a high mass acquisition spot protocol. The above listed variables should be adjusted so that you collect a QC spectrum that gives a peak pattern as closely resembling the 'QC standard' (spectrum saved on your computer) as possible.
First, read spots A-C and compare spectrum to the 'standard' stored on your instrument. If you compare a spectrum to one previously acquired in the weeks before and it doesn't not appear comparable, you can adjust the laser intensity and detector sensitivity in the spot protocol and read again. Then, read spots D-H of that chip and all 8 spots of the second chip you prepare each week (using a chip protocol for both LMW and HMW acquire).
All chips prepared by the different labs will be read on one instrument to assess any preparation issues.
Specific peaks in the spectrum to use as a guideline
Compare the peak shape and intensity in your acquired spectra to the examples stored in the QC database. Adjust setting as required to maintain spectra integrity from week to week. 
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Figure s7. Alignment of spectrum intensity. This graphs contains the mean intensity across 445 spectra (blue), the mean intensity across 13 unusual spectra with offset bigger than 100τ (red), the aligned mean intensity across 13 unusual spectra with offset bigger than 100τ (green) as functions of the time of flight. . Close-up of the mean spectra before alignment with 8τ (median offset) shifted (solid) and after alignment (dashed) by time (µs) for the setting scanned on a common instrument in Supplemental Figure S16A , focused on the time period of 5.5 to 9 µs. Figure s16c. Close-up of the mean spectra before alignment with 8τ (median offset) shifted (solid) and after alignment (dashed) by time (µs) for the setting scanned on a common instrument in Supplemental Figure S16A , focused on the time period of 12 to 14 µs. Figure s16D . Close-up of the mean spectra before alignment with 8τ (median offset) shifted (solid) and after alignment (dashed) by time (µs) for the setting scanned on a common instrument in Supplemental Figure S16A , focused on the time period of 24.2 to 25.2 µs. . Close-up of the mean spectra before alignment with 8τ (median offset) shifted (solid) and after alignment (dashed) by time (µs) for the setting scanned on a common instrument in Supplemental Figure S16A , focused on the time period of 69 to 72 µs.
