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Abstract
Value chain interventions are rarely evaluated as rigorously as interventions in agricultural production or health. 
This is due to various reasons, including the intrinsic complexity of value chain interventions, intricate contextual 
support factors, presence of multilevel system actors, constant adaption to market and nonmarket forces and the cost 
associated with conducting an evaluation. This paper discusses a range of approaches and benchmarks that can guide 
future design of value chain impact evaluations. Twenty studies were reviewed to understand the status and direction 
of value chain impact evaluations. A majority of the studies focus on evaluating the impact of only a few interventions, 
at several levels within the value chains. Few impact evaluations are based on well-constructed, well-conceived 
comparison groups. Most of them rely on use of propensity score matching to construct counterfactual groups and 
estimate treatment effects. Instrumental variables and difference-in-difference approaches are the common empirical 
approaches used for mitigating selection bias due to unobservables. More meaningful value chain impact evaluations 
should be prioritized from the beginning of any project and a significant amount of rigor should be maintained; 
targeting a good balance of using model-based and theory-based approaches. 
Key words: value chains, evaluation frameworks, impact evaluations
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Introduction
Value chains are both operational and analytical models; they describe and analyse the vertical integration and 
disintegration of production and distribution systems (Roduner 2005; Roduner 2007). As operational models, value 
chains constitute a collection of entities and activities that characterize a production process. As most products 
are consumed away from the point of production, a value chain in the simplest sense constitutes all activities, 
institutions and entities involved in transforming, processing, transporting and adding value to the product before the 
product reaches the final consumer. Along the value chain, various actors exchange the ownership of raw materials, 
intermediate products and final products. These different actors are also linked by complex relationships, including 
demand for goods and services from each other. 
As analytical models, value chains provide frameworks for analysing the movement of products from points of 
production to points of consumption. Specifically, they provide frameworks for examining how potential value chain 
actors might be barred from entering the value chain, the distribution of rents generated along the value chain, 
institutional and governance issues embedded in the value chain, upgrading along the value chain and how knowledge is 
acquired (Roduner 2007). Value chains are therefore appropriate for development interventions because they facilitate 
a clearer understanding of interactions among various actors and activities along product pathways. This ultimately 
allows development agents to: 1) increase efficiency and aggregate value generated along the value chain and 2) 
improve the relative share of benefits for various value chain actors. 
Increasingly, development donors are applying substantive pressure on development agencies to prove that they 
are bringing about meaningful changes for intended beneficiaries (Deaton 2009; Sen 2012). Since the early 1990s, 
agricultural research programs, in particular, have come under intense pressure to prove that they are contributing 
to the goals of poverty reduction and environmental sustainability (Lilja et al. 2010). Consequently, a number of 
development agencies are searching for new and better approaches to delivering development aid. Value chain 
approaches (VCA) are widely considered good alternative approaches to delivering development aid, largely because 
VCAs involve several stakeholders. The appeal of VCAs is specifically linked to the ‘leverage’ they provide; value 
chains provide good platforms for delivering significant changes to thousands of beneficiaries, as opposed to just a 
few farmers or enterprises (Roduner 2007; Donovan and Dietmar 2010; ). Moreover, VCAs are beneficial in that 
they can help identify the most critical entry points for development interventions. For instance, VCAs can encourage 
development actors who aim to improve the wellbeing of agricultural producers to consider both those on the 
agricultural production side and those on the agricultural inputs supply side, since the two are intimately linked in 
most agriculture value chains.
Value chain interventions, however, have not been immune to criticism. It has been argued that they deal 
predominantly with only a few selected well-to-do entrepreneurs and consequently cause insignificant changes to 
average poverty levels (Ton et al. 2011). Some authors, including Flores and Bastiaensen (2011) and Donovan and 
Dietmar (2010), have pointed out that value chain upgrading, consistent with most VCAs, comes at the cost of 
reducing female participation in the value chain. Moreover, there is a dearth of empirical evidence that value chains 
really can deliver development aid as effectively as their proponents claim. In light of these criticisms, it is increasingly 
clear that the creation of a convincing body of evidence to support VCAs is critical to their sustained application. 
Regrettably, not many value chain impact evaluations have been undertaken, documented or disseminated. 
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Structure of the paper
The purpose of this paper is to provide a strategic review of recent developments in approaches to value chain impact 
evaluation. The rest of the paper is structured as follows: The next section highlights the challenges of evaluating value 
chain approaches. Then, we review conventional impact evaluation approaches. We attempt to highlight the strengths 
and weaknesses of each method and the conditions under which a given method is used. We then present the most 
recent work on improving evaluations of VCAs, noting some benchmarks needed for well-designed value chain 
intervention evaluations. The ensuing section presents a review of 20 selected recent works on value chain impact 
evaluation. Here, we rely heavily on recent studies in order to judge the extent to which practitioners have attempted 
to address the weaknesses of conventional evaluation approaches. In the last section we discuss lessons learned from 
this review and how our work contributes to the literature on value chain impact evaluation. 
Challenges for evaluating impact of value chain approaches
Humphrey and Navas-Alemán (2010) attributed the lack of impact evaluations to the complexity of value chains and 
the high cost of implementing evaluation studies. In a review of 40 value chain projects, they noted that most value 
chain projects did not follow up with well-designed impact evaluation studies, and also found that many evaluations 
focused only on reviewing and documenting project activities using qualitative methodologies to show their progress 
towards achieving intended outcomes. 
There are other well-documented factors that impede robust value chain impact evaluation:
1. Market adaption: because value chains are continuously adapting to new market and non-market forces 
(Roduner 2007; Humphrey and Navas-Alemán 2010), evaluators face the challenge of designing impact 
methodologies that are suitable to rapidly changing dynamics. Traditional impact evaluation approaches generally 
aim at producing a static ‘snapshot’ that is inadequate when it comes to evaluating dynamic systems like value 
chains. Consequently, evaluation practitioners need to develop approaches that reflect fluctuations inherent in 
the value chain system; at a minimum, this requires multiple snapshots over the course of the project timeline 
(perhaps even in advance of the project start date).1
2. Value chain interventions are typically time-, place- and commodity-specific (Ton et al. 2011). Interventions are 
thus unlikely to be repeated uniformly, and conclusions and generalizations made about the interventions will be 
less useful beyond specific value chains. 
3. The specificity of value chain interventions makes it difficult to develop a monitoring and evaluation/impact 
evaluation framework that can leverage similarities across projects and minimize project costs. VCAs consist 
of several specific interventions, with each requiring a specific evaluation strategy; and yet they are usually 
implemented as a package. 
4. Most intended outcomes of value chain interventions are complicated and influenced by several interconnected 
interventions, projects or policies besides those of the value chains themselves (Zandniapour et al. 2004; Ton 
2012. Consequently, it is difficult to pin any single outcome to a specific value chain intervention. 
5. Given the complexity of value chain interventions, the challenge that most value chain project managers face 
is balancing the allocation of resources to monitoring and evaluation and allocating resources to implementing 
the intervention itself. This balance needs to be achieved, since the evaluation of value chain effectiveness is 
important (Ashley and Mitchell 2008), yet it is one that most managers fail to achieve, preferring instead to 
allocate scarce resource overwhelmingly on project implementation. 
1. Also, constant changes in value chains lead to constant changes in the designs of value chain interventions, thus affecting the way project interven-
tions are implemented and evaluated. 
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6. Finally (and related to the fourth factor) value chains are complex systems, heavily embedded in diverse social 
cultural settings which often influence how value chain interventions are implemented (Ashley and Mitchell 2008; 
Ton 2012). For the target group, however, the social, cultural and environmental impacts are as important as the 
tangible economic benefits derived from participating in the value chains. Yet the biggest challenge for evaluators 
has been measuring and quantifying these impacts both at the individual and community levels (especially using 
typical traditional impact evaluation approaches).
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Evaluation problems
The aim of any impact evaluation exercise is to carefully measure the impact of a development intervention (value 
chain approach) on intended beneficiaries (value chain actors). This involves examining what would have happened 
to the entity (individual/enterprise) in the absence of the value chain intervention. It also involves establishing the 
behaviour of the entity both in the absence and presence of the intervention (causation claim). The challenge, 
however, is having the value chain actor in both states simultaneously (Asian Development Bank 2011; Cavatassi 
and González-Flores 2011). In fact, ‘true counterfactuals’ are never available (Alderman 2007; Deaton 2009). This 
is problematic because a rigorously designed evaluation project begins with an attempt to generate an acceptable 
counterfactual.2
The empirical problem for most impact evaluation approaches—and therefore for value chain evaluations—is to 
identify the ‘treatment effect’; i.e. the change in state of individuals who benefit from the intervention (treatment/
participants) and those individuals who are similar to the beneficiaries in most aspects but are not exposed to the 
intervention (control/non-participants). It would seem that the non-participant group is a straightforward valid 
counterfactual group; however, the non-participation of the group might be a non-random outcome. Selection into 
participation might be based on unobservable factors which are simultaneously correlated with the outcome variable 
and bias the estimated size of impact (selection bias). Most impact evaluation approaches are, therefore, aimed at 
mitigating selection bias and rendering the non-participating groups a valid comparison group.
The choice of evaluation design depends on several factors, including treatment placement, study context, nature 
of interventions, ethical concerns and the timing of the evaluation study. Evaluation designs can be divided into 
three types: 1) quasi-experimental, 2) non-experimental and 3) experimental (also referred to as Random Control 
Trials, RCTs). Experimental and quasi-experimental designs are widely used in evaluating development projects, and 
have received considerable donor interest. Non-experimental designs that rely on qualitative methods are usually 
suitable for evaluating purely social programs (Getachew et al. 2011). Experimental designs largely rely on random 
assignment to treatment and control groups, whereas the quasi-experimental designs rely on constructed comparison 
groups. Quasi-experimental approaches are further categorized into: 1) before-and-after study designs (which focus 
largely on identifying the change in behaviour of economic agents participating in project activities before and after 
interventions), 2) with-and-without designs (which focus on tracking changes in behaviour of project non-participants 
and participants) and 3) several other approaches which rely on statistical modelling (in which treatment effects are 
estimated using parametric and non-parametric modelling).
In the following subsections, we present a detailed description of the strengths and weaknesses of quasi-experimental 
and experimental designs, closely following the categorization adopted by the Asian Development Bank (2011).
2.  A counterfactual can be defined as a group of entities similar to the beneficiary group in all aspects apart from benefitting from the value chain 
intervention.
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Quasi-experimental study designs and estimation approaches 
Quasi-experimental evaluation designs rely on constructed comparison groups, or on the non-random assignment 
of units/individuals into treatment/control groups. In most cases, the comparison groups are constructed after the 
intervention has been implemented. For valid comparisons between control and treatment groups, however, the 
approach requires that the two comparison groups are as similar as possible with respect to key selected observable 
characteristics. The empirical estimation of the treatment effects is done using a variety of study designs and statistical 
modelling approaches (described below).
Before-and-after study designs
Before-and-after designs attempt to track changes in the behaviour of individuals participating in the study at two 
points in time (pre-intervention and post-intervention). The design requires that individual data—which vary with time 
and can also be tracked at two points in time—are available. The impact of the intervention (the treatment effect) is 
estimated using simple regression techniques, including Ordinary Least Squares (OLS). A regression model—in which 
the outcome variable of interest is specified as the dependent variable and time-varying variables and a time variable 
as the independent variables—is commonly used to estimate the treatment effects. The estimated parameter on the 
time variable represents the treatment effect, or the average effect of the intervention on participants (i.e. the average 
treatment effect (ATE). 
This study design assumes that the estimated treatment effect/impact is unbiased once all factors that influence 
the outcome variable are controlled for (Hulme 1997). The reality, however, is that in many cases observed and 
unobserved factors that have a significant impact on the outcome variables go unaccounted for; these factors end 
up biasing the estimated treatment effects. Factors such as covariant shocks, economic trends and influences of 
interventions from other development actors are likely to have a significant impact on the size and direction of the 
treatment effects. Unfortunately, the direction of bias is often not easy to predict (White 2007). Consequently, 
before-and-after designs are used or recommended only when the interventions are clearly defined or when the 
construction of a credible counterfactual group is not easy to achieve. 
With-and-without study designs
The with-and-without designs compare changes in the behaviour of two groups (the participants and non-participants) 
at two points in time, most often between the pre-intervention and post-intervention periods. Assuming that the two 
groups are similar, the observed difference in the outcome variables between participants and non-participants and 
between the two periods is then considered as the impact due to the intervention. Two key conditions must exist 
for the treatment effects to be unbiased: 1) given a set of observable factors, the potential outcome for any individual 
should be independent of the probability of the individual participating in the intervention and 2) both participants and 
non-participants should have similar probabilities for any given value of a covariate (Deaton 2009). 
Typically, the with-and-without designs are appropriate for cases where data—often cross-sectional and disaggregated 
by participation status—are available. Treatment effects are estimated using multivariable linear regression models 
such as OLS, Weighted Least Squares (WLS) or Instrumental Variables (IV) models. Estimates taken from linear 
regressions, however, normally suffer from specification biases (in which case the estimates are highly sensitive to 
variable exclusion and inclusion) (Asian Development Bank 2011). Moreover, linear regression methods impose the 
linear-in-parameter condition,3 which is unrealistic for certain treatment effects (Ravallion 2005). Semi-parametric 
methods, specifically the Propensity Score Matching (PSM) method, have therefore been widely adapted to estimate 
the treatment effects for with-and-without studies. Matching methods are attractive not only because they solve the 
specification bias problem but also because they do not impose any unnecessary conditions on model specification 
(Toledo and Carter 2010).
3.  A condition which requires the independent variables to be linearly related with the outcome variables.
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Propensity Score Matching (PSM)
Propensity Score Matching (PSM) is normally used for two purposes:1) for constructing counterfactuals and 2) for 
estimating treatment effects. When used to estimate the treatment effect, the PSM estimator compares the change in 
the outcome of interest between participants and non-participants, conditional on a set of observable factors for both 
groups. PSM relies on two assumptions to address selection bias. The first assumption is the conditional independence 
(also referred to as the non-confoundedness assumption) which requires that potential outcomes/impacts are 
independent of how program participation is assigned (Rosenbaum and Rubin 1983). This assumption implies that 
selection is solely based on observables; thus, participation and outcome variables are observed simultaneously. 
The second assumption is the common support assumption, which requires that economic agents with similar 
characteristics should be equally likely to be participants or non-participants (i.e. they have similar probabilities of 
falling into either category). 
The PSM approach can be problematic when matching is not done based on random observable characteristics. 
Nonetheless, a number of diagnostic checks are available to ensure that the two comparison groups are similar. For 
instance, one could consider checking for the sensitivity of the estimated treatment effects to small changes in model 
specification. Second, one can generate two counterfactual groups and make the first group a ‘pseudo treatment’ 
group and then compare the treatment effects of both groups. If a non-zero treatment effect for the ‘pseudo 
treatment’ group is observed, then one of the two groups is most likely the invalid counterfactual. The third diagnostic 
check involves the use of a variable that is most unlikely to be affected by the intervention. A non-zero effect on this 
variable implies that the counterfactual group is invalid. With or without a baseline, PSM can be used to estimate 
treatment effects. The PSM approach requires large sample sizes to ensure that bias due to non-random selection 
on observables is adequately addressed. Notably, matching on observables that are not truly random is likely to lead 
to estimates even more biased than those created by OLS, besides failing to eliminate the omitted variables bias. 
Matching methods are easier to implement where treatment variables are binary (Toledo and Carter 2010). 
To address the problem of selection bias and thereby strengthen PSM, one can combine the approach with Weighted 
Least Square (WLS). In this approach, PSM is used to generate the propensity scores for the two comparison groups 
and then the calculated inverse propensity scores are used as weights in a regression model. The WLS approach is 
efficient even when the participants and non-participants are not randomly selected but are reasonably comparable 
(Khandker et al. 2010; Cavatassi and González-Flores 2011). In addition, unlike what happens when PSM is used alone, 
combining it with WLS generates consistent estimates of the Average Treatment Effects (ATE), since the approach 
utilizes information from all observations (Cavatassi and González-Flores 2011).
Difference-in-Difference (DD) design
The Difference-in-Difference (DD) approach estimates the change in the outcome of an intervention for two 
comparable groups (participants and non-participants), for two periods. Typically, data for the two comparison groups 
at two periods of time should be available for this method to be applied. The average treatment effect (ATE) is simply 
the difference in outcomes for the participant group between the pre-intervention period and the post-intervention 
period, and the outcomes of the non-participant group for similar time periods. For unbiased ATE estimates, the DD 
assumes that if the policy/intervention were not implemented, the outcomes for both groups would have been the 
same—this is the parallel trend assumption. The parallel trend assumption allows the DD approach to mitigate the 
effect of heterogeneity resulting from external shocks that affect both groups (Deaton 2009). Econometrically, the 
DD approach can also be achieved using a two-period panel model with treatment and time-fixed effects included. 
The ATE is estimated as the coefficient on the interaction term between time and treatment variables. The following 
diagnostic tests are suggested by Dulfo (2000) for validating the DD estimates:
1. Use data from the previous period (say, two years before the intervention), re-estimate the DD and compare 
with those estimated using data from one year before the intervention. If the generated DD is non-zero then the 
real DD is likely to be biased as well.
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2. When several years of data are available, plot the average outcomes for the two groups and assess whether they 
are parallel or whether there is a jump just after the intervention.
3. Use alternative comparison groups. If the DDs of the alternative groups and the real one are different, it implies 
that the real DD is biased.
4. Replace the outcome variable with an alternative variable that is unlikely to be affected by the outcome of 
interest. If the DD of the alternative outcome variable is non-zero, then the real DD is also biased. 
Regression Discontinuity (RD) design
The Regression Discontinuity design is not a common approach for evaluating development projects. It is mostly 
applied when assignment of treatment is based on a cut-off point for a continuous score of an index. It relies on the 
assumption that individuals just below the cut-off point and those just above the cut-off are very similar and only 
differ because of their respective treatment statuses. The group just below the cut-off point can be considered a good 
counterfactual for the one just above the cut-off point. As in PSM, comparison groups are first established and then 
the differences in outcome variables between the two groups are estimated as the average treatment effects (ATE). 
The RD estimator, however, faces similar problems as the PSM, and it is rarely used for evaluating development 
programs. In addition, the approach requires large sample sizes since it relies mostly on exploiting similarities around 
the cut-off point. 
None of the empirical approaches reviewed above can adequately deal with selection bias due to unobservables. OLS, 
WLS, DD and PSM all rely on the assumption of exogeneity of the treatment variable. However, exogeneity of the 
treatment variable is unattainable because of several unobservable factors that affect outcomes and the treatment 
variables simultaneously (Duflo 2000). Hence, the Instrumental Variables (IV) approach introduced below, when used 
in combination with PSM or DD, can be a good approach for dealing with selection bias due to unobservables. 
Instrumental Variables approach (IV)
An instrumental variable (IV) or instrument is a variable that affects an individual’s participation in an intervention 
but does not directly affect outcomes (apart from through the individual’s participation) (Deaton 2009). The IV 
approach exploits the existence of such a variable in mitigating selection bias due to unobservables. The advantage of 
the IV approach is that where good and valid instruments exist and are identified, the approach effectively addresses 
both biases due to unobservable and observables simultaneously (Duflo 2000). Also, the method can be used to test 
the exogeneity assumption, which forms the foundation for the matching and multivariate regression approaches 
previously reviewed (Cavatassi and González-Flores 2011). The IV approach, however, can lead to worse biases 
compared to an approach like OLS, especially when the identified instruments are not truly exogenous. Moreover, 
even true random instruments can be invalid (Duflo 2000; Deaton 2009; Cavatassi and González-Flores 2011). Hence, 
the toughest task with the IV approach is to find good and valid instruments. 
Several approaches to finding valid instruments have been suggested. First, instruments can be identified through 
natural or quasi-experiments; i.e. where researchers exploit the fact that natural occurrences (such as floods) 
and policies could induce exogenous changes in some variables and yet are not themselves correlated with the 
participation status of individuals. Second, the IV-generated treatment effect can also be estimated as a Local 
Treatment Effect (LATE). LATE is mostly applied when the identified IV is found to maintain some degree of 
correlation with the unobserved anticipated outcome of participation, thereby affecting participation decisions 
(Khandker et al. 2010; Cavatassi and González-Flores 2011). In this case, the Intent-to-Treat (ITT) variable, 
representing the random assignment of treatment, is used as the instrumental variable. The program treatment effect 
caused by this instrument is also called the Local Average Treatment Effect (LATE) (Imbens and Angrist 1994). 
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Experimental or Randomized Control Trails (RCTs) approach
The core principles of Randomized Control Trials (RCTs) are randomization, control and comparison (Spillane et 
al. 2010). In designing RCTs, the evaluator’s main aim is to randomly assign interventions, ensure that interventions 
are controlled so that there is minimal mixing of comparison groups and compare the groups to identify the effects 
of the interventions. Randomization implies that reasonable care is taken to ensure that every entity has an equal 
probability of being in either the treatment or control group. Thus, the suitability of RCTs for any evaluation study 
largely depends on how well the counterfactual groups are designed and managed. Usually when well designed, RCTs 
generate the least criticism because of the transparency with which the counterfactual groups are generated. RCTs 
are widely considered the ‘gold standard’ for impact evaluations (Deaton 2009). Also, they are the most appropriate 
approaches for evaluating single interventions constituting projects and for evaluating pilot projects intended for 
scale-up (Asian Development Bank 2011). Many of the empirical approaches used in the quasi-experimental evaluation 
approaches—for instance the DD and the IV—are also used in RCT designs to estimate treatment effects. 
Nevertheless, like quasi-experimental approaches, RCTs also face randomization problems that stem from practical 
issues (Deaton 2009). Some of the implementation problems RCTs face include: high attrition rates threatening the 
internal validity of conclusions; threats to external validity resulting from RCTs’ failure to capture general equilibrium 
effects (and consequently the failure of scaling-up results from pilot trials); failure to give a good representation of 
the distributional effects across entire populations (mostly relying on the average treatment effect); and threats to 
power due to overreliance on small samples given the high costs of implementing RCTs. Several remedies to these 
shortcomings have been suggested. For instance, targeting substantial sample sizes but balancing the cost of sampling 
and intervention implementation with randomizing at relatively aggregate levels could significantly increase the 
relevance of RCTs (Duflo 2000; Deaton 2009). Also, for RCTs to be relevant they must inform managers what works 
and what doesn’t; this can be achieved by integrating qualitative methods with RCT designs. The approach greatly 
enhances evaluators’ ability to identify instruments and clearly define the impact process.
In the following section, we discuss the extent to which these conventional empirical approaches have been combined 
with non-conventional impact evaluation approaches in assessing value chain interventions.
Theory based approaches and mixed methods
Value chains are complex systems in constant flux (Ton et al. 2011). Value chains are also heavily embedded in diverse 
social/cultural settings, and these settings greatly influence the implementation of value chain interventions. Moreover, 
as highlighted in the introduction section of this review, value chain interventions are time-, space- and commodity-
specific. Although traditional impact evaluation approaches are efficient ways to solve common impact evaluation 
problems—such as bias due to non-observables, omission bias and specification bias—when used in isolation they fail 
to attribute the impacts that result from multiple value chain interventions. For this reason, traditional approaches 
need to be adapted to the complexities of value chain interventions. Hence, well-designed value chain impact 
evaluation studies should: 1) incorporate mechanisms for tracking constant changes in value chains,2) incorporate 
appropriate mechanisms for tracking intervention-specific effects and 3) track the effects of individual interventions in 
VCAs by both time and place. Ton et al. (2011) and Ton (2012) have suggested several key benchmarks for guiding the 
design of a good value chain impact evaluation. 
Ton et al. (2011) suggested that a good value chain evaluation design should be focused on answering three basic 
questions. First: Does the value chain approach work? Answering this requires finding evidence that shows that the 
approach is itself contributing to the positive outcomes gained by the intervention’s beneficiaries. Second: How does 
the intervention work? Answering this requires that evaluators understand the specific processes and mechanisms 
through which value chain interventions deliver impact. And third: will the value chain intervention work in future? 
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Answering this requires using innovative and pragmatic approaches to examining whether the intervention can be 
replicated in other locations. Ton et al. (2011) pointed out that answering all these questions requires innovative 
ways of addressing common threats to the validity of conclusions generated from value chain impact evaluations. In 
value chain evaluations, the most common threats to valid conclusions are caused by poor measurement of outcome 
patterns, the failure to attribute impact to the various value chain interventions/actors and the challenge of generating 
generalizable value chain impact evaluation findings. 
Ton et al. (2011) recommended that a well-designed value chain evaluation approach be based on a thorough analysis/
examination of the value chain causal/logic model. White (2007), White (2009) and Sen (2012) have called this the 
‘theory based’ approach. This approach relies on mapping out the pathways through which inputs are expected 
to achieve outcomes and then examining where the links at the various results levels are weak or missing (White 
2007). An intervention is considered to be poor when links in the impact pathways are found to be missing or weak. 
Identifying missing or weak links, according to White (2007) and Sen (2012 ), should enable evaluators to have an 
enhanced understanding of cause and effect processes throughout the impact pathways. Also, having a clearer review 
of the causal model is critical to understanding key outcome indicators and their measurement. Approaches of this 
nature mainly exploit the Context-Mechanism-Outcome (CMO) framework (Pawson and Tilley 1997; Blamey and 
Mackenzie 2007). Other approaches in this category include: participatory evaluation, applied ethnographic evaluations 
and process-tracing designs. These approaches base their causal claims about impact on the processes linking program 
interventions with final outcomes, derived from either theory or from perceptions of stakeholders. 
Regarding the question of whether value chain evaluation designs can identify the effects of VCAs, Ton et al. (2011) 
caution against reliance on methods that depend too heavily on regression modelling for RCTs and quasi-experimental 
designs. First of all, randomization (especially for RCTs) is impossible to achieve in value chain contexts, and even 
when it is attempted, many value chain stakeholders are locked out of the benefits of the interventions (White 2009; 
Ton et al. 2011). The second challenge of using RCTs in value chain impact evaluations is the difficulty of generating 
counterfactual groups, since value chain interventions often produce spill-over effects. According to Ton et al. (2011) 
quasi-experimental approaches could be more appropriate than RCTs; however, the former carry a great risk of non-
random selection of treatments and hence the potential of compromising the validity of conclusions. Ton et al. (2011) 
also added that even the PSM model—which largely relies on exploiting all information related to the characteristics 
of the comparison groups—has been considered inadequate for use in value chain impact evaluations. Their argument 
derives from the fact that most of times the PSM model is constructed after fieldwork, and so the process often relies 
on limited information (especially when generating comparison groups).  
White (2007) and Ton et al. (2011) proposed mixing methods and employing more ‘ex ante theorization’ to mitigate 
common threats to valid conclusions, particularly with value chain interventions. White (2007) called it ‘using good 
contextualization to build confidence around results’. First, they propose relying on methods based on statistical 
analysis of patterns within case studies, instead of exclusively using regressions. They claim that such approaches 
respect the integrity of cases as systems that can also lead to unique outcomes given different combinations of 
variables/factors. They cite cluster analysis, contrasting case methods and qualitative comparative analysis as some 
examples of case-based approaches that can enrich regression-based approaches. These methods, when used 
in combination with regression methods, should help strengthen conclusions derived from value chain impact 
evaluations. Both studies also propose the use of mixed methods. White (2009), Ton (2012), however, cautioned 
that implementing evaluation designs based on a mixture of approaches requires creative thinking; Ton (2012) argued 
that it is not just about combining qualitative and quantitative methods in the traditional way. Ton (2012) argued 
for a strategic combination of qualitative and quantitative tools that possess different strengths and weaknesses 
in generating strong evidence to support conclusions. In an attempt to forecast the most likely threats to valid 
conclusions, analytical procedures, tools and methods have to be reviewed during the initial research designs (White 
2009; Ton 2012) . 
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In dealing with the common threats to the external validity of value chain evaluation findings, Ton et al. (2011) 
advised evaluators to rely on two key approaches. First, examine the differences and similarities between the 
intervention and the replication contexts. Next, focus on explaining the contextual differences that are relevant for 
replicating conclusions. Ton (2012) recommended that evaluators should heavily draw on case studies while making 
recommendations for replication of value chain interventions. Inclusion of well-structured and well-designed case 
studies, Ton (2012) believed, can provide good evidence of interventions that are likely to work in comparable 
contexts.
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Review of value chain impact evaluation studies
Several criteria were used for selecting the evaluation studies included in this review. The overarching criterion, 
however, was that the studies had to be related to specific stages or to all stages of an agriculture value chain 
intervention. Based on this first criterion, over 50 evaluation studies were identified; however, many of these studies 
were unpublished, old or did not include good documentation of the evaluation methodology. Other criteria were 
adopted which reduced the number of studies to 20 (see Appendix 1). First, we restricted our selection to evaluation 
studies that were under three years old, which helped ensure that we were capturing the most recent developments 
in value chain impact evaluations. However, one study that was approximately four years old was included because of 
its strong value chain focus and its consistent documentation of the evaluation methodology. Other selection criteria 
included well-documented evaluation methodologies and the requirement that evaluations were done in Africa, Latin 
America, Asia, or in a transition economy.
In the 20 studies examined below, we identified the evaluation designs used (i.e. quasi-experimental, experimental or 
non-experimental), data and empirical approaches followed in estimating the treatment effects and how the studies 
handled threats to the validity of conclusions (statistical, internal, construct and external validity). We conclude 
the section with an evaluation of the extent to which the selected studies attempted to incorporate some of the 
benchmarks for well-designed value chain impact evaluations highlighted in the previous section. 
Review of the findings
Of the 20 studies reviewed, 17 were designed as quasi-experimental studies, 3 were non-experimental studies and 
none were based on a purely experimental design. Among the 17 quasi-experimental studies, 5 studies used the 
difference-in-difference (DD) approach, 4 used the Instrumental Variables (IV) approaches in their varied forms, 
2 were based on the with-and-without design, 1 was designed as a before-and-after study and 5 were based on a 
combination of approaches (see Appendix 1). The three non-experimental evaluations relied on qualitative approaches 
in establishing the changes in selected outcomes—specifically, qualitative changes in the five recognized livelihood 
capital assets—between participants and non-participants and between pre-intervention and post-intervention periods. 
Notably, study participants were not randomly selected. 
Two of the 3 no-experimental studies adopted the Sustainable Livelihoods Framework (SLF) as their guiding 
framework for tracking changes in the behaviour of participants and non-participants over the two evaluation periods. 
The study by Zossou et al. (2012) in Benin used a participatory impact evaluation approach (the sustainable livelihoods 
approach) to track the impact of a video on rice parboiling technology (developed through participatory approaches 
on the livelihoods of women rice processors). Similarly, Katerberg et al. (2011) used the livelihoods-based impact 
assement approach to evaluate the effect of a horticulture value chain project on women in Afghanistan. In Katerberg 
et al. (2011) qualitative changes in capital assets were adapted as proxies for measuring changes in poverty and well-
being—and, therefore, impact. The three non-experimental studies were, however, also designed as before-and-after 
studies, since only information pertaining to the same respondents for two evaluation periods (pre-intervention and 
post-intervention) was used in the analysis. 
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Generally, we observe that the use of purely Randomized Control Trial (RCT) designs for assessing the impact 
of value chain approaches is still low. In several instances, significant changes to program implementation led to 
evaluation studies being changed from RCTs to quasi-experimental designs. Nonetheless, we also observe significant 
differences among the various quasi-experimental approaches that were used. 
Research designs, data types  
and empirical evaluation approaches
The empirical approaches used by many of the evaluations were dictated by the research designs and type of data 
available to evaluators. For instance, Cavatassi and González-Flores (2011), Getachew et al. (2011) and Kamau et 
al. (2011) were designed as with-and-without studies. These evaluations relied on single-farm-visit data and focused 
mostly on households/individuals located in both intervention and non-intervention areas. Two of these three studies 
used Propensity Score Matching (PSM) to generate the required counterfactual groups and to estimate the treatment 
effects. Cavatassi and González-Flores (2011), however, after generating the counterfactual groups using PSM, used a 
combination of multivariate regression approaches to estimate the treatment effects. 
Cosyns et al. (2011), Katerberg et al. (2011) and Zossou et al. (2012) used the before-and-after approach and focused 
on tracking changes in program/project participants alone. Both qualitative and quantitative data were used, although 
most of the quantitative data were collected using single-farm-visit surveys and were based on recall/retrospective 
data collection methods. A variety of simple non-parametric and parametric methods of mean comparisons were later 
applied to estimate the effect of program interventions on participants. In these studies, we observed that the greatest 
threat to the validity of their conclusions was a heavy reliance on recall/retrospective data collection methods (which 
are highly unreliable). 
Jones and Gibbon (2011), Oduol et al. (2011), Carter et al. (2012) and Blair et al. (2012) used Instrumental Variables 
(IV) approaches in varied ways. Choices of selected IV approaches were in part determined by the type of data 
available, the nature of the intervention evaluated and potential for spill-over effects. For instance, Oduol et al. 
(2011) used cross-sectional data and applied the IV to estimate the Local Average Treatment Effects (LATE). On the 
contrary, Jones and Gibbon (2011), Blair et al. (2012) and Carter et al. (2012) had access to two-period data collected 
in various ways, and also used the IV approach in varied ways. Blair et al. (2012) and Carter et al. (2012) used the 
randomized phase-in design, where participation of randomly-selected groups of potential beneficiaries was delayed 
and eventually the late entrants were used as the counterfactual for the group that received interventions early in 
the project’s implementation. In both Oduol et al. (2011) and Carter et al. (2012) the IV approach was instrumental 
in investigating and dealing with spill-over effects. For this, the LATE or Intent-To-Treat (ITT) estimator was used. In 
Carter et al. (2012), however, a quantile regression approach was also used to investigate the heterogeneity of the 
treatment effects across various categories of participants. 
Baulch et al. (2009), Burki (2010), Bonilla and Cancino (2011), ISSER (2012) and Waarts et al. (2012) used the 
Difference-in-Difference approach. For these studies, multiple period data were available and attempts at creating 
counterfactual groups were made early in the projects. For instance, in ISSER (2012) a randomized phase-in design was 
used and three surveys were implemented: the first was exclusively done with early entrants and the two others were 
done with both early and late entrants. On the other hand, Baulch et al. (2009), Burki (2010), Bonilla and Cancino 
(2011), and Waarts et al. (2012) used two-period data. Across the five studies, various empirical strategies were 
used to estimate the Average Treatment Effects (ATEs). For instance, Burki (2010), ISSER (2012) and Waarts et al. 
(2012) used the difference-in-difference approach in its simplest form. This meant that ATEs were estimated as the 
differences in the outcome variables for the participation group between the pre-intervention period and the post-
intervention period and for the non-participation group for similar evaluation periods. Bonilla and Cancino (2011), 
however, first used PSM to generate the counterfactual group and then estimated the treatment effects using the 
DD approach. On the other hand, although Baulch et al. (2009) used the conventional DD approach, they reweighed 
households based on their probability of participation. The DD approach is assumed to lead to robust results, 
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especially when sample selection biases are expected to be low or are adequately covered (which seems to have been 
the case with most evaluations that used this approach).
The last group of studies—Development Alternatives Inc. (2010), Forston et al. (2012), NORC (2012) and Oxfam 
GB (2012)—used a mixture of evaluation approaches. Despite the use of a mixture of designs, they all relied on 
longitudinal data for two comparison groups (treatment and control). For instance, Forston et al. (2012) used a 
randomized phase-in design and used regression modelling to estimate the treatment effects. In addition, Forston et 
al. (2012) used evidence from qualitative approaches to support the findings of regression modelling. NORC (2012) 
was designed as quasi-experimental in which several regression models were estimated in an attempt to strengthen 
the validity of the results. NORC (2012) combined PSM, IV and several weighted multivariate regression models (with 
the weights being the probability of participation). Development Alternatives Inc. (2010) was initially designed as an 
RCT; however, due to significant changes in program design that greatly affected the reliability of the RCT design, the 
study was adapted to the quasi-experimental design. Evaluators used simple analyses—including the analysis of mean 
differences—and used evidence from qualitative data to estimate the impact of project interventions (mostly at the 
outcome level). 
Overall, PSM is identified as the most common empirical tool, serving several purposes across evaluation designs 
and empirical estimations of treatment effects. PSM has been used both for generating counterfactual groups and 
for estimating treatment effects (i.e. the PSM estimator). When PSM was used to generate the comparison groups, 
it was often combined with the DD or the IV approaches to improve the estimation of treatment effects. However, 
for evaluations where relatively good counterfactual groups were established early in the project planning phase and 
where no significant spill-over effects were encountered, the DD approach was found adequate and used exclusively. 
How were threats to validity addressed?
Most of the evaluations we reviewed concentrated on addressing threats to statistical and internal validity. In other 
words, most studies concentrated on reducing bias resulting from poorly constructed comparison groups and non-
random sample selections. Two studies also explored the heterogeneity of treatment effects on target groups. 
In addition, a few studies dealt with bias arising from spill-over effects, especially when individuals within selected 
participating communities chose not to participate in project interventions. When spill-over effects are not well 
addressed they can lead to under- or overestimation of project impacts (Imbens and Angrist 1994). 
We assessed how the studies addressed threats to validity, focusing on the extent to which the studies constructed 
and used counterfactual groups. Notably, the weakest focus on generating reliable comparison groups was among the 
before-and-after approaches (i.e. Cosyns et al. 2011; Katerberg et al. 2011; Zossou et al. 2012). Similarly, in several 
evaluations counterfactual/control groups were not designed at the inception of the projects, but rather at the time of 
implementing the impact evaluations (i.e. ex post). This group of studies primarily consisted of evaluations designed as 
with-and-without studies, and included Cavatassi and González-Flores (2011), Getachew et al. (2011) and Kamau et al. 
(2011). For these studies, the Propensity Score Matching (PSM) approach was used to construct the counterfactual/
comparison groups. PSM was used to create a common support or a matched group of participants and non-
participants who were similar in all aspects (apart from the fact that the participants received the interventions). 
The common support was then used to estimate differences in selected outcome variables across the two groups. 
In a few studies, the PSM-generated counterfactual groups were further verified at the community level using Focus 
Group Discussions (FDGs) and Key Informant (KI) interviews. For instance, Cavatassi and González-Flores (2011) and 
Waarts et al. (2012) went back to the community and used FGDs and KI interviews to verify the representativeness of 
selected counterfactual villages. In a few cases where PSM was used as an estimator—including Getachew et al. (2011) 
and Kamau et al. (2011)—a number of robustness checks were further done on the PSM estimator. These checks 
included: 1) bootstrapping the standard errors, 2) testing for the sensitivity of the estimator to unobservable variables 
that could have affected household decisions, 3) using various balancing methods for generating the comparison 
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groups and 4) using a dummy confounder to test the robustness of the estimated treatment effects (as applied in 
Getachew et al. 2011). 
The strongest emphasis on generating and maintaining good counterfactual groups was found in studies that eventually 
adapted the DD approach. For some studies in this group—including Development Alternatives Inc. (2010) and 
NORC (2012)—the original construction of the comparison groups were abandoned because of significant changes in 
overall program implementation designs. Ultimately, these studies largely relied on qualitative approaches to track the 
effect of the interventions. 
Potential biases resulting from selection on unobservables—especially where reliable counterfactuals could not be 
generated—were addressed using the IV approach. The generic approach was common, as was the case in Cavatassi 
and González-Flores (2011). Here they used an instrumental variable and then used a two-stage least squares (2SLS) 
approach to estimate the treatment effects. Other variants of the IV approach were also used. For instance, Jones 
and Gibbon (2011) adapted the IV procedure by substituting fixed effects with a set of location-continuous proxies 
(since the fixed effects were correlated with the participation variable). In Oduol et al. (2011), the Local Area 
Treatment Effect (LATE) estimator was estimated using IV. In both cases, however, the role of the IV was largely to 
induce a change in the behaviour of the participants in such a way that the IV would have an effect on the outcome. 
With the IV assumed to be random in the population, the LATE estimator is considered the mean impact of the IV 
on the outcome variable—and thus the impact of the intervention. It is generally argued that the IV approach deals 
more efficiently with all sources of bias due to both observables and unobservables (Ravallion 2005; Cavatassi and 
González-Flores 2011). The IV approach was also used for dealing with the potential bias due to individuals located in 
participating communities opting not to participate in project activities. In this case, a third group of individuals located 
within the participating community but who never themselves participated (Intent-to-Treat group) was modelled and 
used in several ways to investigate the impact of spill-overs. When the Intent-to-Treat group emerged to be similar to 
the treated, the two were merged into one treatment group and the ATE estimated using the basic IV approach. This 
is well illustrated in Cavatassi and González-Flores (2011) and Jones and Gibbon (2011). 
Among the 20 evaluations only Blair et al. (2012) and Carter et al. (2012) attempted to investigate the heterogeneity 
of the treatment effects across the sampled population. Carter et al. (2012) used the generalized quantile regression 
analysis to compare the treatment effect between high performers and low performers within the study population. 
They focused on testing whether treatment effects were similar across the entire population, thus ensuring that 
results were generalizable. Similarly, Blair et al. (2012) used several exploratory approaches to test the stability of the 
estimated treatment effects across different segments of the population. 
We further assessed the extent to which these studies incorporated some of the benchmarks suggested by Ton et al. 
(2011) and Ton (2012). First, of the 20 studies only 7 cases attempted to consistently use a mixture of qualitative and 
quantitative approaches. These included Baulch et al. (2009), Cavatassi et al. (2009), Development Alternatives Inc. 
(2010), Blair et al. (2012), Forston et al. (2012), Oxfam GB (2012) and Waarts et al. (2012) . Most of these evaluations 
(5 of the 7), however, largely relied on the using the traditional Participatory Rural Appraisal (PRAs) tools—including 
Focus Group Discussions, Key Informant interviews and participant observations—to include qualitative analyses in 
the evaluations. On the other hand, Blair et al. (2012) effectively combined both qualitative and quantitative methods 
to validate the treatment effects. First, they categorized a subsample of participants (selected from the overall impact 
evaluation sample) into three groups: those who had experienced a high increase in income, those who experienced 
a modest increase and those who experienced no increase. They then conducted in-depth qualitative follow-up 
interviews with individuals in these subsamples to validate the estimated impacts. Second, they undertook additional 
analyses to provide a context for the impact estimates. For instance, they analysed the changes in consumer prices 
during the evaluation period and also did sensitivity tests to examine the robustness of the estimates. Blair et al. 
(2012) also undertook several exploratory analyses using various hypothetical levels of benefitting from project 
interventions. They also explored whether large estimated impacts were associated with other factors (such as 
belonging to farmer groups/cooperatives or to specific regions or departments). 
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Our review notes that only 7 of the 20 studies developed and applied logic/causal models. Cavatassi et al. (2009), 
Development Alternatives Inc. (2010), Toledo and Carter (2010), Blair et al. (2012), Forston et al. (2012), Oxfam GB 
(2012) and Waarts et al. (2012) relied on causal/logic models in defining the basic hypotheses and research questions. 
The casual/logic models were built early in the life span of these projects and they became the basis for developing the 
impact evaluation plans. 
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Lessons learned and ways forward
This paper has reviewed recent developments in value chain impact evaluation designs and methodologies. We 
revealed that very few value chain approaches have been evaluated for their impact on intended beneficiaries; 
moreover, the few that have been evaluated have not been well documented. We conclude that many value chain 
development projects prepare impact evaluation frameworks but do not implement them, and where they are 
implemented they focus on only a few stages of the value chain. In addition, we could identify only a few instances in 
which changes to conventional impact evaluation methods occurred. The majority of value chain studies follow quasi-
experimental designs, as opposed to purely Randomized Control Trials (RCTs). Notably, the difference-in-difference 
(DD) and propensity score matching (PSM) approaches—either used exclusively or in combination—have been the 
most common empirical approaches applied to quasi-experimental designs. We noted limited proper development 
and use of counterfactual groups. In the majority of cases counterfactual groups were poorly conceived and poorly 
constructed. 
In order to increase the numbers and quality of value chain impact evaluations, the following need to be emphasized: 
1. To minimize the complexity and expense of value chain impact evaluations, value chain impact evaluation 
frameworks should be prioritized right from project inception and incorporated in project implementation 
as early as possible. Early consideration of value chain impact evaluations permits the adequate allocation of 
resources for impact evaluations.
2. It is nearly impossible to draw conclusions about the impact of value chain interventions without linking the 
changes in the value chain and the value chain actors to the component interventions. Proper construction 
and use of counterfactual groups—particularly at the initial stages of the value chain projects—can facilitate 
the identification of this linkage. Even imperfect counterfactual groups can provide valuable information for 
identifying the impact of value chain interventions, especially when qualitative approaches are deliberately 
incorporated into the study designs. 
3. Quasi-experimental evaluation frameworks are more adaptable to value chain approaches. As such, evaluators 
should do the following: generate credible counterfactuals/comparison groups early in the project cycle; capture 
data at a minimum of two stages of project implementation; and ensure that relatively large sample sizes are 
used. At the design and analysis stages, evaluators should anticipate potential selection biases and determine 
how they can address them using statistical modelling. They should also understand and anticipate the potential 
effects of spill-overs. Above all, evaluators need to be aware of and plan to address the challenges of defining the 
research focus groups (‘participants’), since most value chains are normally composed of several interventions 
aimed at various levels of the value chains. 
4. Although we found scant evidence of the use of mixed methods in value chain impact evaluations, combining 
qualitative and quantitative approaches to data collection and analysis is preferable. Qualitative approaches 
provide an in-depth understanding of the impact processes and highlight the linkages between interventions 
and impacts. Evaluators should identify specific levels on the value chain where alternative methods can usefully 
be applied. Incorporating qualitative approaches should not be limited to merely using traditional Participatory 
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Rural Appraisal (PRA) tools in data collection; it should also include the innovative use of qualitative information 
to support estimated treatment effects. Furthermore, the use of causal/logic models is instrumental in clarifying 
research questions, identifying where the alternative qualitative and quantitative methods can be applied and 
monitor progress on key outcomes. Combining methods can also enhance the validity of findings and strengthen 
conclusions as equally emphasized by Stern et al. (2012).
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