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1. Introduzione 
La realtà virtuale è una disciplina in continua evoluzione. Sebbene di fatto questa 
tecnologia esista ormai da diversi anni, solo ultimamente essa trova applicazione 
in una serie di contesti specifici, quali ad esempio la medicina, l’industria, o la 
valorizzazione dei beni culturali. Tuttavia questi contesti possono essere 
considerati “di nicchia”; l’applicazione in grado di coinvolgere il grande pubblico 
è senza dubbio quella legata al mondo dell’entertainment, con il quale la realtà 
virtuale ha un rapporto più stretto di quello che comunemente si ritiene, anche 
grazie alla condivisione di molte delle tecnologie utilizzate, sia a livello hardware 
che a livello software. 
Il lavoro svolto in questa tesi ha come obiettivo l’esplorazione delle possibili 
soluzioni e la realizzazione di un modulo software che consenta di aggiungere 
maggiore profondità alla percezione acustica di un ambiente virtuale attraverso 
l’implementazione di funzionalità legate alla direzionalità delle sorgenti sonore ed 
agli effetti provocati dall’ambiente nella relazione ascoltatore – sorgente sonora. 
 
1.1 La Realtà Virtuale 
Il termine Realtà Virtuale (in inglese Virtual Reality, o VR) è stato coniato nel 
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1988 da Jaron Lanier1 che in [LANIER1989] definisce la VR come “una 
tecnologia immersiva che usa dispositivi ed interfacce per sintetizzare una realtà 
condivisa. Essa ricrea le relazioni del mondo fisico in un nuovo piano. Non 
interessa il mondo soggettivo; non ha nulla a che vedere con cosa succede dentro 
la nostra mente. Riguarda soltanto quello che i nostri organi percepiscono”. 
Anche se Lanier fu il primo ad utilizzare il termine Realtà Virtuale, i concetti di 
base erano già conosciuti fin dagli anni 70 quando diversi scienziati, in particolare 
Myron Kreuger, studiavano la possibile interazione tra le macchine e gli uomini, 
iniziando a parlare di Realtà Artificiale, definita come “partecipazione con tutto il 
corpo ad eventi del calcolatore che ti costringano ad accettarli come esperienza 
reale” [KRUEGER 1991]. Una considerazione interessante di Kreuger era che la 
realtà artificiale non dovrebbe limitarsi a riprodurre la realtà convenzionale, 
poiché offre l'opportunità di generare realtà sintetiche immaginarie che non 
necessariamente hanno corrispondenze nella vita reale.  
Allo stesso tempo, parecchi scrittori di romanzi di fantascienza sono stati stimolati 
dalle potenzialità della tecnologia emergente così da immaginare gli usi e le 
interfacce dei computer futuristici. 
Philip K. Dick [DICK 1969] e Wiliam Gibson [GIBSON 1984] possono essere 
considerati fra i padri “letterari” della Realtà Virtuale; quest’ultimo in particolare 
è il creatore del Cyberspazio, con il quale al giorno d’oggi si definisce l’ambiente 
virtuale costituito da Internet, dalle informazioni in esso presenti e dai servizi 
offerti. 
Essendo il prodotto di tanti ambiti di provenienza differenti (tecnologia, 
letteratura, filosofia, scienza umana e così via), la realtà virtuale è difficilmente 
definibile con precisione. Il termine Realtà Virtuale è infatti usato dalla gente con 
molti significati; per alcuni la Realtà Virtuale è uno specifico insieme di 
tecnologie, mentre altri estendono il termine includendo anche i libri 
convenzionali, i film, e addirittura l’immaginazione. Una tassonomia completa e 
rigorosa della VR è stata presentata in un rapporto della National Science 
Foundation del governo degli Stati Uniti [NSF 1992]. 
                                                 
1
  Fondatore della VPL, una delle prime compagnie che si occuparono di Realtà Virtuale 
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Malgrado la grande varietà delle attuali definizioni, vi sono alcuni concetti chiave 
presenti nella maggior parte di esse. In particolare, la presenza di un ambiente 
sintetico, generato da un computer, che l’utente avverte come reale e percepisce 
attraverso i propri sensi e con il quale può interagire e modificarlo. Le principali 
proprietà dell’ambiente sintetico possono essere riassunte in: 
• Immersione: la sensazione fisica dell'essere in uno spazio virtuale. 
Fornisce una misura della percezione dell'utente del mondo virtuale come 
reale. 
• Interazione: la possibilità per l'utente di modificare l'ambiente e ricevere 
un feedback delle sue azioni. Fornisce una misura del realismo della 
simulazione. 
• Presenza: la sensazione mentale dell'essere in uno spazio virtuale. 
Fornisce una misura della partecipazione dell'utente all'ambiente. 
Tutte queste componenti sono ugualmente importanti per produrre un'esperienza 
virtuale convincente. Le prime due proprietà sono affrontate solitamente da un 
punto di vista tecnologico e su di esse sono già state effettuate una grande quantità 
di ricerche ed indagini. 
Tuttavia negli ultimi tempi si è sviluppato un considerevole interesse sulle 
implicazioni non-tecnologiche della VR, in particolare fra i filosofi ed i 
neuroscienziati. Thomas B. Sheridan è senza dubbio uno dei pionieri degli studi 
sulla presenza in VR. Ha sostenuto [SHERIDAN 1992] che ci sono tre variabili 
(fig. 1.1) responsabili della sensazione della presenza: 
• estensione delle informazioni sensoriali: le informazioni sensoriali sono le 
informazioni che otteniamo tramite i nostri sensori: occhi, orecchi, ecc. Un 
maggior numero e una maggiore complessità delle informazioni sensoriali 
producono un più alto livello di presenza. 
• controllo della relazione tra sensori e l’ambiente: questo ha a che fare con 
l’abilità dell’utente di manipolare o controllare i sensori. Ad esempio il 
controllo “naturale” della telecamera virtuale corrispondente al punto di 
vista, aiuta ad incrementare la sensazione di presenza, 
• capacità di modificare ambiente fisico: il fatto che l’utente possa 
controllare l'ambiente, ad es. aprire un portello o spostare oggetti, 
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contribuisce ad aumentare il livello di presenza. 
 
La variabile relativa all’estensione delle informazioni sensoriali ha un effetto 
molto più grande delle altre due combinate. Questi tre fattori tuttavia non sono 
sufficienti da soli a caratterizzare la sensazione di presenza. Altre variabili 
risultano importanti come la difficoltà di compiere un’operazione o il grado di 
automazione. 
 
 
Fig. 1.1 : Variabili di presenza secondo Sheridan  
 
Secondo David Zeltzer, parlare di presenza senza specificare il dominio di 
applicazione e i requisiti delle operazioni non ha alcun significato [ZELTZER 92]. 
Inoltre egli sostiene che non è possibile simulare il mondo fisico in tutti i suoi 
dettagli e componenti, quindi la ricerca ha bisogno di identificare quali sono le 
informazioni sensoriali sufficienti per rendere accettabile l’esperienza virtuale. 
 
L'asserzione di Zeltzer è molto importante perché suggerisce un modo per ridurre 
la complessità dell'ambiente da simulare. In funzione delle operazioni da 
effettuare nell’ambiente virtuale, è possibile definire il livello ottimale dei 
seguenti fattori che lo rappresentano: 
• i canali sensoriali da stimolare 
• le informazioni da fornire sui canali selezionati 
• il livello di dettaglio, lungo i canali selezionati 
• le relative informazioni che devono essere scambiate tra l’utente e 
l’ambiente virtuale 
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1.1.1 Flusso di dati 
 
In generale, è possibile identificare due principali flussi di informazione           
(fig. 1.2a) in un sistema VR: 
• le informazioni afferenti, dall’ambiente virtuale all'utente; 
• le informazioni efferenti, dall'utente all’ambiente virtuale; 
Questi flussi di informazione avvengono attraverso i canali sensoriali disponibili, 
per mezzo di interfacce che ne acquisiscono i relativi dati e producono i feedback 
necessari. 
Anche se lo studio e la ricerca coinvolgono tutti i possibili canali sensoriali, gli 
sforzi tecnologici sono stati finora concentrati su quelli che sono considerati i più 
significativi. 
È ancora importante rilevare che l'architettura di un sistema di VR è generalmente 
ancora fortemente task-dependent (ovvero dipendente dalle operazioni da 
simulare), quindi è difficile definire un'architettura di sistema valida in tutti i casi. 
Tuttavia, è possibile definire le caratteristiche più comuni richieste da un sistema 
di Realtà Virtuale e derivare da quelle un'approssimazione di un'architettura 
standard. 
Attualmente i seguenti canali sensoriali (fig. 1.2b) possono essere presenti in un 
sistema di Realtà Virtuale, in ordine decrescente di disponibilità:  
• canale visivo; 
• canale acustico; 
• canale aptico; 
• canale vestibolare; 
• canale tattile; 
• canale olfattivo; 
• canale del gusto. 
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Fig. 1.2 : Diagramma di flusso di un sistema di Realtà Virtuale (a), Canali 
Sensoriali di un sistema di Realtà Virtuale (b) 
 
Per ognuno di questi canali, il sistema acquisisce i dati di cui ha bisogno 
dall’utente e provvede ad un adeguato feedback. Per esempio, per un corretto 
feedback visivo, il sistema deve avere traccia della posizione e dell’orientamento 
della testa dell’utente in modo da generare la prospettiva corretta. Il feedback è 
costituito da un’immagine sintetica, realizzata con le tecnologie di grafica 3D, che 
mostra in tempo reale l’ambiente virtuale dal punto di vista dell’utente. 
Le stesse considerazioni possono essere fatte per i canali sensoriali 
aptici/tattili/vestibolari che condividono lo stesso tipo di feedback (risposte della 
forza) anche se è realizzato su diverse scale di recettori:  
• il feedback tattile è realizzato con microstimolatori sui recettori cutanei 
esterni (percezione delle caratteristiche di superficie come rugosità, 
morbidezza, la temperatura ecc.)  
• il feedback aptico2 è relativo a stimolazioni di più larga scala sui recettori 
cutanei più profondi (percezione di forme, ostacoli, contatti, etc.)  
• il feedback inerziale è relativo alla stimolazione dei recettori vestibolari 
(percezione delle accelerazioni e, più in generale, del movimento). 
I canali olfattivo e del gusto non sono comunemente presenti, anche se 
ultimamente ci sono interessanti sviluppi specialmente nel primo settore. 
 
                                                 
2
 In realtà più correttamente si dovrebbe parlare di feedback propriocettivo. Il feedback aptico 
infatti include sia il feedback tattile che quello propriocettivo. Tuttavia questo uso del termine 
“aptico” è ormai invalso. 
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1.1.2 Categorie di Realtà Virtuale 
Esistono molti tipi differenti di Realtà Virtuale (fig. 1.3) che differiscono tra di 
loro secondo il livello di accuratezza delle tre componenti precedentemente 
descritte. 
La Text-based VR è basata su ambienti e interazioni descritti per mezzo di testo. 
Anche se può essere fortemente interattiva ed offrire un buon senso di presenza, 
ha il difetto di una totale mancanza di immersione. 
Nella Immersive VR, o VR tout-court, tutte e tre le componenti sono 
sostanzialmente presenti. 
Alcune delle caratteristiche comunemente disponibili sono: 
• aggiornamento dinamico della prospettiva visiva basata sui movimenti 
della testa dell'utente; 
• visione Stereoscopica; 
• Ambienti Virtuali realizzati con proprietà realistiche; 
• interazione realistica con l’ambiente attraverso interfacce per la 
manipolazione e il controllo; 
• feedback acustici, tattili e di movimento; 
• possibilità di condividere un ambiente virtuale con altri utenti. 
 
La Desktop VR può essere considerata un sottoinsieme della Immersive VR. I 
sistemi Immersive VR sono molto costosi, dunque sistemi più limitati di VR 
possono essere realizzati usando componenti desktop (per esempio un monitor per 
il feedback visivo, mouse/ joystick /tastiera per l'input dell'utente, ecc.).  
Il livello di interazione permesso da queste interfacce è chiaramente molto 
limitato tuttavia, pur con queste limitazioni, questo genere di sistemi rappresenta, 
per molta gente, l'unico accesso possibile alle applicazioni di Realtà Virtuale. 
Per controllare i flussi dell’informazione sul canale sensoriale selezionato, il 
sistema di Realtà Virtuale deve essere equipaggiato con appropriati dispositivi che 
forniscano l’interfaccia e il relativo supporto software. La presenza di tanti 
sottosistemi differenti, ognuno con le sue caratteristiche e requisiti, rende i sistemi 
di Realtà Virtuale molto complessi. Ogni sottosistema deve essere eseguito in 
modo indipendente dagli altri, eseguendo un ciclo ad una frequenza stabilita 
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secondo i requisiti del relativo canale sensoriale (per esempio il canale visivo 
richiede l'aggiornamento del feedback ad una frequenza di circa 50 hertz, mentre 
il feedback aptico richiede una frequenza di circa 1Khz).  
Ciò introduce un fattore di complessità supplementare che rende la gestione di un 
sistema di VR molto complicata, poiché questi sottosistemi possono risiedere in 
nodi di calcolo differenti, se non in computer differenti. Di conseguenza i 
problemi di comunicazione devono essere accuratamente presi in considerazione. 
 
 
Fig. 1.3 : Differenti sistemi di Realtà Virtuale 
 
Sebbene il senso dell’udito per l’uomo sia uno dei più importati per la percezione 
del mondo che lo circonda, esso non sempre è al centro dell’attenzione degli 
sviluppatori di sistemi di Realtà Virtuale. Come detto precedentemente, la ricerca 
si è spinta maggiormente verso i canali sensoriali che in modo più plateale 
permettono di avere un’idea di cosa ci circondi, in particolar modo la vista. Infatti, 
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trainati dal fatto che la grafica sia una delle componenti più immediatamente di 
richiamo nel settore dei videogames, dal quale derivano enormi introiti finanziari 
e nel quale, per questo motivo, si concentrano i maggiori investimenti, gli studi 
sul rendering visivo permettono oggi di caratterizzare una scena con particolari 
fino a qualche tempo fa impensabili da ottenere in tempo reale, come riflessi, 
ombreggiature, elevato dettaglio geometrico, e così via. 
Attualmente nei motori e nei framework di Realtà Virtuale gli aspetti acustici, 
sebbene non trascurati, sono tuttora ritenuti meno importanti rispetto agli aspetti 
visivi. Spesso l’unica caratteristica fornita è l’audio posizionale [paragrafo 2.7] 
ponendo scarsa attenzione sugli aspetti ambientali come riflessioni, riverbero, e la 
presenza di oggetti che intereferiscano nel cammino sonoro. 
L’obbiettivo di questa tesi è di aggiungere un supporto a tali aspetti del suono 
negli ambienti virtuali aggiungendo funzionalità acustiche avanzate al tool XVR, 
framework di sviluppo per ambienti virtuali sviluppato e in uso presso il 
laboratorio PERCRO della Scuola Superiore Sant’Anna. 
 
Questa tesi è composta da sei capitoli: 
− un’introduzione alle tematiche della Realtà Virtuale; 
− il secondo capitolo tratta del suono, delle sue caratteristiche in natura, dei 
fenomeni connessi alla sua propagazione, degli strumenti per la registrazione, 
riproduzione e diffusione, e delle caratteristiche fondamentali per la 
modellazione di un ambiente audio 3D; 
− il terzo capitolo introduce una panoramica sugli strumenti di sviluppo 
software per l’audio 3D, a partire da quelli che forniscono le funzionalità di 
base fino a quelli che permettono di gestire i particolari che portano ad 
ottenere una scena altamente realistica dal punto di vista acustico; 
− il quarto capitolo descrive l’architettura dei moduli software sviluppati per 
questa tesi, come esse si inseriscono all’interno del framework di sviluppo 
XVR e le loro funzionalità. Infine viene presentata una descrizione 
dell’implementazione dei suddetti moduli 
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− il quinto capitolo presenta i risultati di alcuni test sulle prestazioni per valutare 
l’impatto, in termini di degrado di performance, introdotto dalla presenza delle 
funzionalità audio 3D in una scena virtuale ad elevato grado di complessità 
− l’ultimo capitolo presenta i possibili sviluppi futuri del lavoro di questa tesi.
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2. Il suono 
2.1 Caratteristiche del suono 
Il suono è una perturbazione di carattere oscillatorio [AUDIOREVIEW 1] 
generata dalla vibrazione di corpi elastici, che si propaga in un mezzo (ad es. nei 
solidi, nei liquidi o nell’aria), attraverso la vibrazione delle particelle di materia 
che li compongono.  
La vibrazione delle corde di uno strumento musicale, così come anche il dare fiato 
alle corde vocali, produce onde oscillatorie che, facendo vibrare la membrana 
sensibile del timpano, vengono trasformate in un segnale che, elaborato dal 
cervello, fornisce la percezione del suono. Il suono si propaga nell'aria per mezzo 
di onde intervallate, una di compressione e una di rarefazione. Un’onda sonora è 
dunque formata da una semionda compressa e da una semionda rarefatta.  
Ogni suono presenta delle caratteristiche che permettono di distinguerlo da ogni 
altro suono. Esso può essere definito da altezza (frequenza), intensità (misura 
della potenza o pressione sonora) e timbro (misura della qualità) acui poi si 
aggiungono altre caratteristiche quali il periodo, la lunghezza d’onda e la velocità 
di propagazione. 
Graficamente il suono viene solitamente rappresentato con un modello in cui 
viene mostrato l’andamento dell’intensità in funzione del tempo. La 
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corrispondente curva si porta, alternativamente, al di sopra e al di sotto dell’asse 
temporale, che separa le semionde di compressione, rappresentate dalle convessità 
superiori, dalle semionde di rarefazione, le concavità inferiori. Un’onda intera è 
compresa da cresta a cresta o da valle a valle. 
In figura 2.1 è illustrato un tipo di onda perfettamente sinusoidale (suono puro). 
Tuttavia nella realtà la maggior parte dei suoni non ha uno schema così regolare, 
ma ne costituisce una vaga approssimazione  (fig. 2.2). 
Fig. 2.1: Suono puro Fig. 2.2: Suono reale 
 
Nello schema temporale, l'intensità risulta proporzionale alla distanza massima di 
ogni convessità o concavità (semionda) dall'asse del tempo; l'altezza è espressa 
invece dalla quantità di onde complete contenute in un segmento orizzontale del 
valore di 1 secondo. Il timbro, o tempra, è rappresentato dalla forma dell'onda. 
 
2.1.1 Altezza o Frequenza ( f ) 
La frequenza è il numero di oscillazioni complete che avvengono in un secondo 
(misurate in hertz - Hz ). A valori di frequenza bassi corrispondono suoni più 
gravi, a valori alti invece corrispondono suoni più acuti. Il range di frequenze 
udite dall'orecchio umano va da un minimo di circa 16 - 20 Hz ad un massimo di 
circa 20.000 Hz, con un’approssimazione che varia da persona a persona. Il punto 
percettivo ottimale si situa nell’intervallo che va dai 40 ai 5000 Hz, focalizzandosi 
attorno ai 1000 Hz. 
Esistono dunque delle onde sonore che l’uomo non può percepire, classificate 
come infrasuoni (ultrabassi) se hanno frequenze inferiori ai 16 Hz, ultrasuoni se 
hanno frequenze superiori ai 20.000 Hz. 
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Fig. 2.3 : Esempio di rappresentazione di onde sonore con diverse frequenze 
 
2.1.2 Intensità (potenza, pressione sonora o ampiezza) 
L’intensità rappresenta l’energia vibratoria che un suono trasporta, riferita 
all’unità di tempo. Corrisponde all’ampiezza del moto oscillatorio (fig. 2.4) e 
viene misurata in Decibel (dB). Ciò che normalmente viene identificato come 
“volume”, cioè la “potenza”, si definisce come l’energia  che attraversa in un 
secondo la superficie di un centimetro quadrato e viene misurata in Watt (W). 
La percezione dell’intensità sonora, nonostante dipenda dalla potenza, non è 
proporzionale ad essa in modo lineare, infatti a variazioni sonore di grossa entità, 
corrispondono solo piccole variazioni nella sensazione di forza che un suono 
fornisce. 
 
Fig. 2.4 : Grafico di diverse onde sovrapposte con potenze differenti. 
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2.1.3 Timbro 
Il timbro dipende dal numero e dalla qualità delle frequenze che accompagnano la 
nota fondamentale del suono, e riguarda il modo di vibrare dei corpi elastici che 
generano l'onda. Ciò che varia nella timbrica è, in sostanza, la forma dell'onda che 
viene prodotta. 
 
2.1.4 Periodo ( T ) 
Il periodo è l’intervallo di tempo che occorre per compiere una vibrazione 
completa (fig. 2.5). Si misura in secondi (s), se ad esempio un’onda ha un periodo 
di 1/30 di secondo significa che la sorgente sonora compie in un secondo 30 
vibrazioni (frequenza). 
 
Fig. 2.5 : Il periodo T va da un picco all’altro dell’onda. 
 
2.1.5 Lunghezza d’onda ( λ ) 
La lunghezza d’onda è la distanza compiuta dall’onda in un periodo di tempo e si 
misura in metri (m).  
 
Fig. 2.6 : Rappresentazione della lunghezza 
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2.1.6 Velocità di propagazione ( K ) 
La velocità di propagazione è la velocità con cui il suono si propaga in un mezzo 
trasmissivo. Essa dipende dalla densità del materiale e dal modulo di 
compressione, che è una costante che descrive a livello macroscopico la forza di 
legame tra le molecole del materiale stesso. 
Velocità di propagazione 
Sostanza V / ( m / s ) 
Aria 344 
Anidride carbonica 259 
Alcool etilico 1207 
Acqua 1498 
Rame 3750 
Ferro 5120 
Vetro 5170 
 
Tab. 2.1 : Velocità di propagazione per alcune sostanze. 
 
2.2 Fenomeni connessi alla propagazione del suono 
Viaggiando nello spazio, il suono può incontrare degli ostacoli che ne modificano 
le caratteristiche, dando luogo ad una serie di fenomeni di seguito descritti. 
2.2.1 Riflessione 
La riflessione è il fenomeno che si verifica quando un’onda sonora cambia mezzo 
di propagazione (ad esempio un oggetto che si frappone tra sorgente e 
ascoltatore). In questo caso parte dell’onda attraversa l’oggetto venendo rifranta e 
parte vi rimbalza contro (viene riflessa) (fig. 2.7). La riflessione è anche 
responsabile di effetti come l’eco: l’ascoltatore, infatti, recepisce il suono diretto e 
successivamente il suono riflesso (eco). L’eco è percepibile grazie ad una capacità 
dell’orecchio umano chiamata “potere separatore” che permette di distinguere due 
suoni che avvengono in successione. Questa capacità è dell’ordine di 1/10 di 
secondo. 
Capitolo 2: Il Suono 
16 
La velocità del suono nell’aria è di circa 340 m/s e il potere separatore è 
nell’ordine di 1/10 di secondo, quindi, in questo lasso di tempo, il suono sarà in 
grado di percorrere 34 metri che, dovendo considerare il percorso di andata e 
ritorno del suono dalla superficie riflettente prima che torni alle orecchie 
dell’osservatore, porta a dire che l’eco si presenta solo se la parete riflettente è 
posta ad una distanza minima di 17 metri dall’ascoltatore. Quando non si verifica 
questa condizione, l’effetto che ascoltiamo non è eco, come spesso si crede, ma 
“rimbombo” (sovrapposizione di suoni). 
 
Fig. 2.7 : Le regole seguite dalla riflessione sono: 
- l’angolo di incidenza (i) e l’angolo di riflessione (r) sono uguali 
- i ed r sono complanari 
 
2.2.2 Rifrazione 
La rifrazione avviene quando l’onda passa da un mezzo trasmissivo ad un altro 
con densità diversa. Questo comporta un cambiamento di direzione causato della 
diversa velocità di propagazione del suono nei due materiali (fig. 2.8). 
 
Fig. 2.8 : Rifrazione 
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2.2.3 Assorbimento 
L’assorbimento consiste nel fatto che parte dell’energia trasportata dall’onda 
sonora viene assorbita ad ogni urto con un ostacolo e viene trasformata in calore. 
 
2.2.4 Diffrazione 
È il fenomeno che avviene quando l’onda sonora cambia direzione aggirando un 
oggetto che provoca ostruzione. Essa tende a curvare attorno ad angoli e spigoli 
seguendo il profilo dell’ostacolo. 
 
2.2.5 Risonanza 
La risonanza avviene quando ad un sistema vengono trasmessi impulsi con una 
frequenza uguale alla frequenza del sistema stesso, di conseguenza questo oscilla 
con oscillazioni di ampiezza massima. 
 
2.2.6 Interferenza 
L’interferenza è l’effetto prodotto dalla sovrapposizione di due o più onde sonore 
che si propagano simultaneamente nello stesso mezzo trasmissivo, generando 
un’onda che è il risultato della somma vettoriale delle onde che la compongono. 
Una interferenza può essere di due tipi: 
- costruttiva, il caso un cui le onde si combinano in modo che l’ampiezza 
risulti maggiore di quella delle onde che la compongono (fig. 2.9); 
- distruttiva, il caso un cui le onde si combinano in modo che l’ampiezza 
risulti minore di quella delle onde che la compongono (fig. 2.10). 
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Fig. 2.9 : Interferenza costruttiva Fig. 2.10 : Interferenza distruttiva 
 
2.2.7 Battimento 
Il battimento è il fenomeno che si ha quando interferiscono onde di frequenza 
leggermente diversa. Questo viene percepito come un suono di intensità variabile 
che raggiunge un massimo ad intervalli regolari (fig. 2.11). 
 
Ciò avviene perché, inizialmente le due onde sono in fase ma, dopo un certo 
numero di periodi, queste risultano contro fase e le ampiezze si sottraggono. Dopo 
un altro certo numero di periodi, le due onde risultano nuovamente in fase, e così 
via. Il risultato sarà un onda con un’oscillazione di frequenza pari alla differenza 
di frequenza delle due onde che la provocano. 
 
Fig. 2.11 : Battimento 
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Se la differenza di frequenza è superiore alla minima frequenza udibile (circa 30 
Hz), in certe condizioni la frequenza di battimento diviene udibile, e dà luogo al 
cosiddetto suono differenziale o terzo suono di Tartini. 
 
2.3 Il suono per ambienti virtuali 
Le metodologie esistenti di resa del suono negli Ambienti Virtuali sono 
indirizzate ai seguenti aspetti: 
- Modellazione del suono: il primo passo è quello di costruire il dato 
“sonoro”che verrà poi reso nel passo successivo. Tale dato può essere:  
o acquisito da una sorgente sonora reale (campionamento) e 
successivamente reso secondo la relativa forma d’onda; 
o sintetizzato sulla base delle relative proprietà fisiche. 
- Resa del suono: una volta ottenuto il dato relativo al suono, esso deve 
essere riprodotto. La riproduzione deve tener conto non solo delle 
caratteristiche “intrinseche” del suono (altezza, timbro etc.) ma anche della 
direzionalità (la localizzazione del suono viene sintetizzata tramite filtri) e 
degli aspetti ambientali (il suono completo viene ricreato considerando le 
proprietà ambientali e il modo in cui esse modificano la fonte sonora 
originale). 
 
2.3.1 Acquisizione del suono 
Il modo più facile per trattare le fonti sonore è riprodurre una registrazione del 
suono desiderato. Sfortunatamente il rendering di audio spazializzato ad alta 
qualità, basato su campioni audio preregistrati, richiede  un grosso lavoro di 
calcolo sui segnali [BEGAULT 1994], anche per poche fonti sonore. Tale calcolo 
tipicamente include il rendering di schemi di direzionalità del suono, 3D audio 
posizionale e riverbero artificiale per la simulazione di ambienti sonori. Uno dei 
maggiori limiti di questa tecnica è che riproduce il suono così com’è stato 
registrato. Sebbene siano possibili alcune manipolazioni (come la modulazione 
della frequenza e dell’ampiezza) spesso ciò non è sufficiente per simulare al 
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meglio certi tipi di suono, specialmente quelli che evolvono dinamicamente, 
mentre può essere sufficiente nel caso di suoni statici. 
 
Per poter essere elaborato da un computer, il segnale audio acquisito deve essere 
convertito in un formato ad esso comprensibile: il formato digitale. Questa 
conversione viene effettuata da dispositivi elettronici chiamati Convertitori 
Analogico-Digitali o ADC (Analogic Digital Converter) che trasformano il 
segnale analogico in un segnale digitale. 
 
La memorizzazione di un segnale audio si divide dunque in 3 fasi: 
1) usando un trasduttore (ad esempio un microfono) l'onda di pressione viene 
trasformata in un’onda di potenziale elettrico, ovvero in un segnale 
analogico; 
2) il segnale viene filtrato e poi inviato all' ADC che lo convertirà in una 
sequenza digitale di numeri binari 
3) la sequenza di numeri binari può essere opportunamente elaborata da un 
computer o memorizzata su un supporto digitale, come ad esempio un 
Hard Disk o un CD Rom. 
 
Una registrazione (e conseguente riproduzione) tridimensionale completa ed 
accurata di un suono aggiunge una nuova dimensione alla presentazione delle 
informazioni e all’interazione con esse. Gli attuali sistemi surround, che pure 
introducono informazioni sulla spazialità del suono, forniscono un piano di 
percezione relativamente piatto, ed è quindi necessario adottare metodologie di 
processing del suono più complesse. 
 
Fig. 2.12 : Schema per la memorizzazione di un segnale sonoro analogico 
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In base al livello di direzionalità che si desidera ottenere è possibile avere 
registrazioni Mono (che coinvolgono solo un canale, dunque una direzione), 
Stereo (che coinvolgono due canali da differenti locazioni/direzioni) o Surround 
(che coinvolgono più canali). Le classiche registrazioni stereo a due canali non 
prendono in considerazione la complessità del sistema d’ascolto umano, in 
particolar modo non tengono conto delle trasformazioni apportate al suono dalla 
conca auricolare e dell’offset di arrivo tra le due orecchie. In realtà una tecnica di 
registrazione accurata di un suono deve essere “head dependent”, ossia deve tener 
conto di questi fattori anatomici al fine di fornire una percezione il più possibile 
simile a quella reale. Una possibile soluzione è eseguire registrazioni binaurali, 
che prendono in considerazione e combinano le informazioni provenienti da 
entrambe le orecchie. Questo metodo di cattura mira alla produzione delle 
sottosequenze della HRTF (Head Related Transfer Function [paragrafo 2.7.1]), un 
tipo di informazione che riproduce le caratteristiche di ascolto di uno specifico 
ascoltatore, in modo da poterle riutilizzare per la produzione di un suono con le 
caratteristiche direzionali della sorgente sonora originale. A meno che non sia 
necessario avere un’HRTF con le caratteristiche di un ben specificato utente, è 
possibile utilizzare un’HRTF con caratteristiche di un utente medio. Per questo 
motivo la registrazione binaurale viene eseguita utilizzando un manichino avente 
due microfoni collocati in corrispondenza delle sue orecchie. L’HRTF è ottenuta 
come collezione di tutte le possibili “risposte” del sistema (ovvero il segnale così 
come viene registrato dai due microfoni) ad un impulso sonoro che si muove su 
una sfera intorno al manichino. 
 
2.3.1.1 Acquisizione mediante microfono 
Un microfono è un dispositivo elettroacustico che converte l’energia acustica in 
energia elettrica. La trasformazione avviene grazie alla presenza di un diaframma 
o di una membrana mobile che viene eccitato dall’onda acustica in arrivo. Il 
segnale d’uscita è una grandezza elettrica che presenta una legge di variazione nel 
tempo simile a quella della grandezza acustica originaria. 
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Poiché esiste una grande varietà di sorgenti sonore, non esiste un microfono 
ottimo per la registrazione; risulta tuttavia importante saper individuare la 
tipologia di microfono adeguata alla sorgente che si intende riprendere. 
Un secondo aspetto fondamentale è quello della “ripresa” che riguarda la 
dislocazione del microfono rispetto alla realtà sonora da riprendere, per poterne 
poi riprodurre efficacemente la realtà timbrica ed emotiva, come nel caso del 
suono degli strumenti acustici o della voce umana. 
 
È possibile suddividere i microfoni secondo due categorie: 
1) Microfoni a pressione, in cui il diaframma sensibile è esposto alla 
sorgente sonora da un solo lato, ed il segnale d’uscita è equivalente alla 
pressione sonora istantanea in entrata.  
2) Microfoni a velocità, detti anche a gradiente di primo ordine, i quali sono 
sensibili alla differenza di pressione sonora fra l’onda in arrivo sulla 
superficie frontale della membrana e quella presente sulla superficie 
posteriore. 
Un altro metodo per classificare i microfoni è quello che tiene in considerazione il 
diagramma di irradiazione, ovvero un diagramma di tipo polare che indica la 
risposta del microfono in funzione della direzione da cui arriva il suono 
Secondo questo modo di procedere, i microfoni possono essere divisi in: 
direzionali, bidirezionali, omnidirezionali.  
 
2.3.1.2 Conversione del segnale analogico/digitale 
(campionamento) 
La conversione del segnale analogico in digitale (campionamento) effettuata 
dall’ADC si divide fondamentalmente in due fasi: 
1) Trasformazione dell’onda in gradini. Consiste nel prendere un solo valore 
dell'ampiezza del suono ad intervalli di tempo regolari. Il numero di 
campioni di ampiezza che l'ADC preleva dal segnale analogico in un 
secondo si chiama frequenza di campionamento. 
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2) Quantizzazione del segnale. Consiste nel trasformare l'altezza di ognuno di 
questi gradini in un numero binario che potrà essere utilizzato dal 
computer. 
 
Fig. 2.13 :  Conversione del segnale analogico in digitale 
 
2.3.2 Sintesi del suono 
Il processo di generazione del suono attraverso un modello di simulazione prende 
il nome di sintesi del suono. I modelli di simulazione si distinguono in due 
categorie: 
- modelli di simulazione analogici, che utilizzano funzioni continue per 
esprimere tutte le grandezze in gioco; 
- modelli di simulazione digitali, che utilizzano funzioni discrete allo stesso 
scopo. 
In pratica ci sono due modi principali di sintetizzare il suono [Cook 2000], 
ognuno dei quali dipende da come viene considerato il suono. Nel primo metodo, 
l’attenzione è posta su ciò che produce il suono, nel secondo su come è percepito. 
 
2.3.2.1 Sintesi basata sulla fisica 
In base al primo metodo, il suono è prodotto/modellato secondo quantità fisiche: 
forza, posizione, velocità e accelerazione. Questo metodo simula il 
comportamento degli oggetti solidi. Si calcola come il movimento dell’oggetto 
induce pressione sulle onde sonore nel mezzo di propagazione e la propagazione 
di queste onde all’ascoltatore, successivamente i risultati vengono usati per 
generare i suoni che corrispondono al comportamento degli oggetti simulati. 
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2.3.2.2 Sintesi frequenziale 
Il secondo gruppo di metodi fa uso di elaborazioni sulla frequenza, basandosi sul 
fatto che la maggior parte dei sistemi fisici posseggono dei modi (oscillazioni 
smorzate), e quindi possono essere simulate come composizioni di sinusoidi 
smorzate per mezzo della trasformata di Fourier. 
 
2.3.2.3 Sintesi additiva 
La sintesi additiva si basa sul teorema di Fourier, il quale afferma che ogni suono 
può essere scomposto nelle somma di più componenti sinusoidali. È quindi 
possibile generare un suono “complesso” generando separatamente le componenti 
sinusoidali (armoniche), più semplici, che formano il suono stesso. 
 
2.3.2.4 Sintesi sottrattiva 
Nella sintesi sottrattiva si parte invece da un suono complesso, ovvero ricco di 
armoniche per poi filtrarlo. Non c’è restrizione sul tipo della fonte del suono 
purché sia ricca di armoniche. Questo tipo di sintesi è stata adottata nei primi 
sintetizzatori analogici degli anni sessanta e settanta. 
 
2.3.2.5 Sintesi modale 
Tecnica basata sulla descrizione matematica di sistemi dinamici, in termini di 
modi risonanti discreti, piuttosto che basata su coordinate spaziali. E’ 
particolarmente adatta per la modellazione acustica di ambienti risonanti, grazie 
alla chiara interpretazione percettiva dei suoi parametri. 
Può essere considerata come un modello sottrattivo, perché si basa su alcune 
eccitazioni di ingresso e sull’uso di filtri per modellare tali eccitazioni. 
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2.3.2.6 Sintesi FM 
La sintesi FM si basa sulla modulazione tra due frequenze, la portante e la 
modulante. Con questa tecnica viene modificato lo spettro di un suono 
arricchendolo di numerose armoniche.  
2.3.2.7 Sintesi Wavetable 
La sintesi Wavetable è un tipo di sintesi completamente digitale in cui le forme 
d’onda sono registrate all’interno della macchina sotto forma di tabelle di numeri 
(campioni). 
 
2.4 Supporti di memorizzazione 
 
2.4.1 Storia 
Nel 1977, Edison, a cui è era già attribuita l’invenzione del telegrafo, riuscì ad 
incidere i punti e le linee  di un messaggio in codice morse su un disco (cilindro di 
Edison), disegnando una traccia a spirale con una piccola punta, la quale, facendo 
ruotare il disco ad una velocità sufficientemente alta, produceva delle vibrazioni 
simili al timbro della voce umana. Il processo è sostanzialmente simile a quello 
usato per memorizzare i segnali sonori sul disco, il supporto in vinile di forma 
circolare e composto da due facciate, utilizzato, in varie versioni, fino alla fine 
degli anni 80.  
 
Nel 1963 la Philips introdusse un nuovo supporto per la registrazione che vantava 
dalla sua parte una elevata semplicità d’uso ed una alta economicità: la 
musicassetta. Questa era costituita da un involucro in plastica all’interno del quale 
si trovavano un nastro magnetico, legato alle due estremità a due cilindri attorno a 
cui era arrotolato a turno. Il nastro magnetico della BASF disponeva di 4 tracce 
che consentivano di registrare così 2 tracce stereo, una ascoltabile scorrendo il 
nastro della cassetta sul lato A, ed una scorrendolo nel lato B.  
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Il compact disc (CD), invece nacque nel 1979, inventato congiuntamente da Sony 
e Philips, ed è il supporto digitale attualmente più diffuso per l’audio e per i dati 
inferiori ai 640 Mb. È composto da un disco di resina termoplastica trasparente di 
12 centimetri di diametro ed è ricoperto da un sottile foglio di materiale metallico 
sul quale vengono memorizzati i dati. Le informazioni sono registrate con 
successioni di “lacune” e “terre” (“pits e “lands”) per simboleggiare 
rispettivamente gli uni e gli zeri del codice binario e vengono successivamente 
letti mediante un laser, per questo sono anche detti dischi ottici. Simile come 
struttura ai dischi in vinile ma con la differenza che i dati vengono registrati 
dall’interno verso l’esterno. 
Le specifiche dei diversi formati (cd-audio, cd-dati, etc.) sono contenute in 
documenti che prendono i nomi di “rainbow book”.  
Lo standard utilizzato dai CD audio prevede di campionare l'onda sonora con 
codifica PCM3, utilizzando una quantizzazione a 16 bit (che fornisce una 
dinamica di 96dB) ed una frequenza di campionamento di 44100 campioni al 
secondo (che fornisce una risposta in frequenza4 di 5-20 Khz). I dati sono 
memorizzati sul disco in settori, ciascuno dei quali rappresenta 1/75 di secondo 
audio. È possibile ripartire i data in un massimo di 99 tracce. La velocità di 
trasferimento dati è circa 150kbit/s, detta anche CDx1. Per quanto riguarda i dati 
                                                 
3
 “Pulse Code Modulation” (PCM), un formato di memorizzazione non compresso in cui i 
campioni vengono memorizzati secondo il loro ordine. In presenza di più canali vengono 
memorizzati i campioni  di tutti i canali con lo stesso indice prima di passare ai campioni con 
indice successivo 
4
 Fornisce una stima del range di frequenze campionabili 
 
 
a 
 
 
b 
 
 
c 
 
 
d 
Fig. 2.14 : a)Fonografo; b) Long Playing; c) Giradischi; d) Musicassetta. 
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lo standard utilizzato è l’ISO9660 che ha una base molto semplice ed è facilmente 
estensibile.  
Nel 1992 la Sony introdusse sul mercato i Minidisc, un supporto magneto-ottico 
per la registrazione e riproduzione dell’audio. Il disco è racchiuso in una custodia 
di plastica rigida quadrata che lo protegge da urti, graffi e polvere. Philips e 
Matsishita nel 1992 proposero la Digital Compact Cassette (DCC) come 
successore delle diffusissime musicassette, in competizione con i Minidisc, ma 
essa non divenne mai popolare anche a causa dell’avvento del CD-RW, cessando 
di essere prodotta nell’ottobre del 1996. Anche il Minidisc, per gli stessi motivi, 
non riuscì a godere di un’ampia diffusione sebbene sia ancora esistente.  
 
Il supporto attualmente più diffuso  per la memorizzazione dell’audio, non è più 
un supporto specifico (come un tempo erano dischi, musicassette o più 
recentemente i CD, peraltro ancora molto usati insieme ai più capienti DVD) 
bensì è costituito da una generica memoria, come l’hard disk di un computer o 
quella di un ormai comune lettore portatile di audio digitale. Il suono digitale 
viene memorizzato secondo un formato ben specificato che ne conserva le 
informazioni riguardanti il numero dei canali, la frequenza di campionamento, il 
numero di bit per campione, etc. I più comuni di questi formati sono l’AIFF, usato 
negli Apple, e il WAV, maggiormente diffuso in ambiente Windows. Tali formati 
non compressi sono utili per l’editing dei suoni digitali ma difficilmente 
trasportabili. Ciò è dovuto alle grosse dimensioni assunte dai file audio che, in 
questo formato, difficilmente possono  essere trasmessi via internet o memorizzati 
in grandi quantità. La soluzione di questo problema è affidata all’uso di formati 
 
A 
 
b 
 
c 
Fig. 2.15 : a) Compact Disk (CD); b) Confronto tra CD, Minidisk e lettore di 
Minidisk;  c) Digital Compact Casset (DCC). 
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audio compressi che riducono le dimensioni del file audio a spese di un, più o 
meno avvertibile, degrado della qualità dello stesso.  Il funzionamento dei formati 
compressi è basato su considerazioni della psicoacustica5 secondo le quali 
possono essere rimosse le informazioni meno significative per la percezione del 
suono da parte di un ascoltatore umano, lasciando solo quelle necessarie alla 
ricostruzione del suono senza perdita eccessiva di qualità. In passato è stato 
utilizzato l’ATRAC (Adaptive TRansform Acoustic Coding) nei Minidisc e il 
PASC (Precision Adaptive Sub-band Coding) nelle DCC ma i formati audio 
compressi attualmente più diffusi sono sicuramente il WMA (Windows Media 
Audio)  introdotto dalla Microsoft per le piattaforme Windows e, ancor di più, 
l’MP3 (MPEG-1 layer 3), quest’ultimo con codifiche mono/stereo con un bitrate6 
che va da 32 a 3200 kbit/sec.  
Ogg Vorbis è un nuovo formato audio compresso, rilasciato da Xiph.org, che sta 
attualmente guadagnando molti consensi, seppur in misura minore rispetto 
all’MP3, rispetto al quale però permette di ottenere una qualità migliore con un 
bitrate minore. 
Una caratteristica importante di questo formato è il fatto che supporta l’audio 
multicanale (non solo stereo) ed il coupling (accoppiamento) dei canali. Cioè 
permette di mantenere i canali distinti o, se si desidera, di poterli unire in un unico 
output audio, con la diminuzione della dimensione del file OGG risultante. 
Il coupling rende inoltre possibile il riconoscimento delle aree dei canali audio 
simili tra loro, comprimendo quindi solo quello che realmente lo richiede. Questa 
caratteristica rende l’OGG superiore all’MP3, il quale comprime l’intero brano 
con il bitrate stabilito, non considerando in alcuna maniera la sorgente. Il coupling 
permette in oltre di rendere molto rapida la fase di decodifica evidenziando i 
settori aventi una particolare compressione con un TAG adeguato. 
 
                                                 
5
 La psicoacustica studia i meccanismi di elaborazione del suono da parte del cervello 
6
 E’ la quantità di bit trasferita ad una entità software per la codifica di un determinato formato 
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2.5 Riproduzione  
Il processo per la riproduzione di un suono digitale è simmetricamente opposto al 
processo per la registrazione. Il flusso di dati digitali deve essere convertito in un 
segnale analogico che viene trasformato in onde sonore da dei diffusori (fig. 
2.16). 
 
 
Fig. 2.16 : Schema per la riproduzione di un segnale sonoro digitale 
 
Tale conversione viene effettuata da un convertitore digitale analogico (DAC, 
Digital Analogic Converter), un dispositivo in grado di produrre una tensione di 
uscita, in funzione di un determinato valore binario del segnale digitale in 
ingresso. Un componente hardware che comunemente contiene il DAC è la 
scheda sonora, un componente ormai standard in tutti gli home computer Il 
segnale analogico in uscita dalla scheda sonora induce nello strumento di 
diffusione del suono, ad esempio un altoparlante o una cuffia, la vibrazione di una 
membrana che produce le onde sonore che vengono percepite dal nostro orecchio. 
 
2.5.1 Schede sonore 
Le schede sonore per home computer basate su PC IBM, non furono molto 
comuni fino al 1988, anno in cui venne abbandonata l’idea di vedere il PC speaker 
(un “cicalino”) come unica strada per la riproduzione di suoni e musiche su un 
personal computer. In realtà altre architetture, come quella Amiga o Macintosh, 
già diversi anni prima avevano intuito le potenzialità dell’audio come strumento 
per veicolare informazioni aggiuntive rispetto a quelle visive. 
Il PC speaker era limitato alla produzione di onde quadre (venivano 
sostanzialmente emessi dei “beep”). Numerose compagnie svilupparono tecniche 
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per la riproduzione del suono digitale sul pc speaker, ma il risultato soffriva di 
grosse distorsioni nell’output, di un basso volume, e normalmente richiedeva 
l’arresto di tutti gli altri processi mentre il suono veniva eseguito.  
 
Esistono diversi tipi di schede sonore, collegabili ai pc in diversi modi: schede 
interne, adatte agli home computer, da connettere agli slot PCI, ed esterne, 
collegabili al pc mediante una porta PCMCIA o USB, particolarmente adatte per i 
notebook. 
Fig. 2.17 : Scheda 
sonora interna 
Fig. 2.18 : Scheda sonora 
esterna USB 
Fig. 2.19 : Scheda sonora 
PCMCIA 
 
Indipendentemente dal tipo, le schede presentano comunemente alcuni ingressi e 
uscite standard: un ingresso “line in”, usato per connettere una fonte sonora 
esterna; un ingresso microfono, per la connessione di microfoni o altri dispositivi 
che generano il suono ad un voltaggio inferiore rispetto a quello della line in; una 
o più uscite “line out”, alle quali vanno  collegati i diffusori, come cuffie o gli 
altoparlanti. 
Una volta acquisito e trasformato in formato digitale, il suono viene poi elaborato 
dalle schede, a seconda delle esigenze, mediante dei processori dedicati (Digital 
Sound Processors, o DSP). 
Fig. 2.20 : Flusso audio 
ADC 
DSP 
(Processing of 
digital data) DAC 
Input 
Analogico 
Output 
Analogico 
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Bisogna tenere presente che i DAC non si comportano in modo totalmente 
trasparente nei confronti del segnale che li attraversa e presentano il difetto di 
aggiungere rumore e distorsioni durante la conversione. L’accuratezza della 
conversione quindi dipende dalla qualità del DAC utilizzato. Le schede sonore più 
avanzate contengono più di un chip per poter separare le funzioni che servono per 
la riproduzione del suono da quelle che servono per la sintesi del suono stesso, 
cosa che risulta conveniente soprattutto nella generazione di musica ed effetti 
sonori in tempo reale che utilizzano piccoli dati e poco tempo di CPU. La 
riproduzione del suono utilizza generalmente un DAC multicanale, in grado di 
gestire i campioni sonori multipli a frequenze e volumi differenti, applicando, se 
richiesto, anche effetti in tempo reale come filtraggi e distorsioni. 
 
Due importanti caratteristiche delle schede sonore sono il numero di voci e il 
numero di canali. Il numero di voci consiste nel numero di suoni che la scheda è 
in grado di eseguire contemporaneamente e in modo indipendente, mentre il 
numero di canali è  il numero di dispositivi di output gestibili dalla scheda. 
Ad esempio, molti vecchi chip sonori avevano tre voci, ma un solo canale audio 
(suono mono) in cui tutte le voci venivano mixate; l’esecuzione di più di un 
campione  sonoro digitale richiedeva dunque l’esecuzione di un software donwmix 
ad un fisso sampling rate. Il primo standard de facto era rappresentato dalla 
scheda AdLib, che prevedeva nove voci ed un canale. Moderne schede sonore 
integrate a basso costo usano un audio codec come l’AC97 che lavora ancora nel 
modo precedentemente descritto, nonostante possano avere più di un canale 
sonoro di output (surround sound). 
 
La svolta nella produzione delle schede sonore avvenne quando Creative Labs 
fece uscire sul mercato la SoundBlaster. Ad oggi la SoundBlaster, nelle sue 
numerose incarnazioni, è la scheda sonora più diffusa ed è la Creative a guidare il 
campo dell’hardware consumer verso l’innovazione. Uno degli ultimi modelli 
prodotti da Creative è la “Sound Blaster X-Fi” (“Extreme Fidelity”), rilasciata 
nell’agosto 2005. 
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Il chip X-Fi contiene oltre 51 milioni di transistor, ha un clock di 400 Mhz ed una 
potenza di calcolo di 10340 MIPS (milioni di operazioni al secondo). Per 
chiarirne le capacità si consideri che la Sound Blaster Pro, con i suoi 100000 
transistor, eseguiva circa 1 MIPS, mentre la Sound Blaster Live, composta da 2 
milioni di transistor esegue 335 MIPS.  
Ciò che distingue maggiormente X-Fi dai modelli precedenti è la particolare 
organizzazione interna realizzata da Creative al fine di incrementare l'efficienza 
complessiva. Il processore audio X-Fi è dotato di un'architettura, denominata 
Audio Ring (fig. 2.22), che rappresenta un significativo miglioramento rispetto 
alle classiche architetture viste fino ad ora. 
 
Fig. 2.21 : L'architettura dei processori audio convenzionali 
 
 
Fig. 2.22 : L'architettura Audio Ring del processore audio X-Fi 
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Tale architettura gestisce un traffico di dati pari a 4096 canali audio e consente di 
effettuare le varie operazioni senza seguire necessariamente un preciso ordine, 
delegando ogni computazione all'unità specializzata disponibile in quel momento, 
DSP incluso. 
Le schede audio Sound Blaster X-Fi possiedono anche della memoria onboard, 
che ha la funzione di cache, e grazie alla quale possono contare su una banda 
passante complessiva superiore a quella fornita dal solo bus PCI o anche 
alleggerire il traffico di dati su questo bus, liberando quindi, risorse del personal 
computer. 
Il DSP di X-Fi è dotato di elevata potenza di calcolo, e ciò fa in modo che nel 
calcolo dell’audio posizionale vi sia un’occupazione bassa del processore di 
sistema. 
Tale DSP, chiamato “Quartet” per la sua architettura interna, è composto da 
quattro sotto-processori, ognuno dei quali, è in grado di elaborare un processo 
distinto ed è dotato a sua volta di due percorsi di dati separati. Ogni sotto-
processore possiede un’architettura  SIMD (Single Instruction Multiple Data) che 
gli permette di raddoppiare le sue capacità di calcolo e che risulta particolarmente 
ottimizzata per l’elaborazione di segnali multipli di due, come quelli alla base dei 
flussi stereo o a più canali. 
 
2.5.2 Diffusori 
La base di funzionamento per i diffusori, che siano cuffie o altoparlanti è 
fondamentalmente la stessa. Il tipo di altoparlante maggiormente adottato è il tipo 
“dinamico”, a cui viene affidata la riproduzione del suono delle principali 
apparecchiature come televisori, radio, cinema. Un altoparlante dinamico è 
costituito da un cono in cartone, così come nei primi suoi progenitori, anche se in 
molti casi oggi si trovano anche in plastica. Il cono è ancorato ad una struttura di 
supporto in metallo, chiamata cestello, da una sospensione. All’altra estremità il 
cono è solidale con una bobina posta attorno ad un magnete permanente. Tale 
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magnete è saldato al cestello mentre la bobina rimane libera di muoversi ed è 
saldata al cono trattenuto in sede dalla sospensione (fig. 2.23). 
 
. 
Fig. 2.23 : Altoparlante dinamico.  
 
Il segnale elettrico inviato all’altoparlante attraversa la bobina producendo un 
campo magnetico che attraendo o respingendo il magnete muoverà il cono 
producendo le onde sonore (fig. 2.24).  
 
Fig. 2.24 : Schema del funzionamento di un altoparlante dinamico 
 
Il segnale elettrico viene applicato ad una bobina la quale ha una resistenza che , 
opposta ad una corrente alternata, viene definita impedenza (come la resistenza, si 
misurano in ohm). 
L’impedenza varia in funzione della frequenza della corrente a cui si oppone, da 
cui consegue che frequenze diverse possono essere rese con una potenza diversa. 
Infatti diversa impedenza assorbe più o meno potenza: un carico che ha una 
resistenza elettrica maggiore disperde per definizione più energia di uno che 
resiste alla corrente poco o nulla, e quindi lascia integra la potenza elettrica. 
Fattore importante per un altoparlante è che "mantenga" il più possibile costante 
la sua impedenza al variare della frequenza. La "impedenza nominale" che 
caratterizza un altoparlante quindi non basta a dire se è adeguato o meno. 
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L’impedenza nominale degli altoparlanti in commercio non è stata uniformata, 
perché a seconda delle esigenze, possono essere richiesti altoparlanti con valori di 
resistenza diversa. 
Attualmente non esiste una definizione univoca del concetto di potenza per un 
altoparlante, infatti può essere intesa sia come la potenza del segnale che 
l’altoparlane può mantenere, sia il picco a cui il segnale può arrivare senza 
provocare danni ma che non può essere mantenuto. La bobina e lo spostamento 
del cono producono calore, e la bobina potrebbe fondere. Un'escursione eccessiva 
del cono, provocata da una elevata potenza, potrebbe poi distruggere 
meccanicamente il tutto. La maggior parte dei costruttori indica sulle loro 
apparecchiature una potenza intermedia tra le due. 
Spesso però gli altoparlanti sono  inseriti in una cassa, accompagnati da altri 
altoparlanti che aiutano a sopportare tale potenza anche se distribuita in modo 
disuguale. 
 
 
2.6 Impianti di diffusione 
 
2.6.1 Suono monofonico 
Il suono monofonico è un suono a singolo canale. Tutti gli elementi del suono 
registrato sono diretti, ed esso viene riprodotto mediante un amplificatore ed un 
solo diffusore (fig. 2.25).  
 
 
 
 
 
Fig. 2.25 : Sorgente sonora monofonica Fig. 2.26 : Esempio di sorgente 
fantasma 
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Tutti gli elementi del suono vengono percepiti allo stesso modo (eccetto per le 
variazioni acustiche della stanza) e sembra abbiano origine dallo stesso punto 
nello spazio. Se si connettono 2 diffusori ad un amplificatore monofonico, il 
suono sembrerà provenire da un punto equidistante tra i due diffusori, creando un 
canale “fantasma” (fig. 2.26). 
 
2.6.2 Suono stereofonico 
Il suono stereofonico è un più avanzato tipo di riproduzione del suono. Sebbene 
non totalmente realistico, il suono stereofonico fornisce alcuni indizi sulla 
localizzazione spaziale del suono nello spazio. 
Il principale aspetto del suono stereofonico è la divisione del suono in due canali. 
I suoni registrati sono mixati in modo che gli elementi della parte sinistra 
dell’ambiente siano registrati sul canale sinistro, gli altri in quello destro. 
Per quanto il suono stereofonico fosse un grosso passo avanti (cominciò ad 
apparire intorno agli anni ’50), aveva delle limitazioni. Alcune registrazioni 
producevano un fastidioso effetto “ping-pong” perché veniva enfatizzata troppo la 
differenza tra il canale destro e sinistro i quali non venivano mixati per creare il 
canale “fantasma” centrale. Anche se il suono era realistico la mancanza di 
informazioni ambientali, come l’acustica o altri elementi, lasciava al suono 
stereofonico un “effetto parete” in cui tutto arrivava all’ascoltatore dal davanti, 
non tenendo in considerazione le riflessioni o altri elementi acustici. 
 
Fig. 2.27 : Stereofonia 
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2.6.3 Quadrifonia 
Non molto tempo dopo l’avvento delle stereofonia si iniziò a pensare su come 
espandere l’area d’ascolto, e si provò aggiungendo altri 2 altoparlanti alle spalle 
dell’ascoltatore così che si trovasse all’interno di un quadrato con un altoparlante 
rivolto verso di lui ad ogni angolo. Il progetto funzionava con gli stessi principi 
delle stereofonia ma utilizzando 4 canali. Il problema di questo sistema era il 
costo eccessivamente oneroso (per la riproduzione necessitavano 4 amplificatori, 
due se stereo, all’epoca molto costosi). 
Anche la diffusione del suono non era facilmente gestibile, ad esempio gli LP in 
vinile non potevano riprodurre 4 canali registrati. Nonostante questo sistema fosse 
parecchio interessante per le sue prestazioni sonore, risultava di scarso interesse 
per l’utente medio. 
A rendere più abbordabile l’approccio ad un sistema di diffusione con 4 
altoparlanti  fu un formato che riusciva ad inglobare i 4 canali all’interno di soli 2: 
nasceva la quadrifonia. In pratica i suoni ambientali o gli effetti sonori potevano 
essere “incastrati” nei due canali registrati e potevano poi essere ricevuti da un 
amplificatore con un decoder quadrifonico. La quadrifonia può essere considerata 
il precursore dell’odierno “Dolby Surround”. 
Si era trovato un modo per portare il “surround sound” nell’ambiente domestico 
ma, a causa dell’esigenza di dover comprare un nuovo amplificatore e ricevitore e  
degli ulteriori altoparlanti, e della mancanza del consenso dei produttori di 
hardware e software che la supportassero a prezzi abbordabili, anche la 
quadrifonia non ebbe un grande successo. 
 
 
 
Fig. 2.28 : Quadrifonia 
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2.6.4 Dolby Surround 
Verso la metà degli anni ’70 i Dolby Labs studiarono un nuovo tipo di surround 
sound più facilmente adattabile all’uso domestico. L’avvento dello stereo HiFi, 
dei VCR e dalle trasmissioni stereo per la TV nel 1980, avevano creato i 
presupposti perché il pubblico accogliesse più facilmente il surround sound per la 
casa: l’Home Theater. 
Con la capacità di codificare le stesse informazioni sonore in 2 canali, applicabili 
ai film o nelle tracce sonore della televisione, i produttori di software ed hardware 
ebbero un nuovo incentivo a realizzare componenti per il surround sound  a pressi 
abbordabili per il pubblico. Il dolby surround consiste nella codifica di 4 canali, 
anteriore sinistro, anteriore destro,  centrale e posteriore in soli 2 canali. Il chip 
che si occupa di fare la decodifica invia poi i quattro canali al loro altoparlante di 
destinazione appropriato, sinistra, destra, dietro e il canale fantasma centrale 
(ottenuto dai due canali anteriori, fig. 2.29). 
Il risultato del mixaggio Dolby Surround è un ambiente di ascolto più bilanciato 
con i suoni principali inviati ai canali destro e sinistro, le voci o dialoghi inviati al 
canale centrale, e gli effetti ambientali che arrivano da dietro l’ascoltatore. 
Anche il Dolby Surround ha però delle limitazioni: ad esempio il canale posteriore 
è essenzialmente passivo, manca cioè di informazioni sulla direzione dei suoni. 
 
 
Fig. 2.29 : Dolby surround 
 
2.6.5 Dolby Pro Logic 
Il dolby pro logic risolve le limitazioni dello standard Dolby Surround 
aggiungendo strumenti che enfatizzano le informazioni sulla direzionalità e il 
movimento delle tracce sonore. In altre parole, il chip di decodifica aggiunge 
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enfasi alla direzionalità del suono aumentando i dispositivi di output dei suoni 
direzionali dei rispettivi canali. 
Questo processo, sebbene non importante nella registrazione della musica, è molto 
importante per le tracce sonore dei film e aggiunge più accuratezza negli effetti. 
Inoltre, Dolby Pro Logic richiede un canale centrale  dedicato alla riproduzione 
dei dialoghi, e dunque necessita di un ulteriore diffusore. 
Sebbene il Dolby Pro Logic sia un eccellente miglioramento rispetto al Dolby 
Surround, i suoi effetti derivano strettamente dal processo di riproduzione, e 
benché il canale posteriore sia stato diviso in due diffusori, essi rimangono 
comunque alimentati da un segnale monofonico. 
 
  
 
Fig. 2.30 : Dolby Pro Logic, il canale centrale fantasma è diventato un diffusore 
vero e proprio. 
 
2.6.6 Dolby Digital 
Il Dolby Digital è spesso riferito come sistema a 5.1 canali ma la parola digital nel 
nome evidenzia che la tecnologia si riferisce  alla codifica digitale  del segnale e 
non al numero di canali. In altre parole, Dolby Digital può essere monofonico, a 2 
canali, a 4 canali, a 5.1 o 6.1. Il  Dolby Digital 5.1 (fig. 2.31) aggiunge 
accuratezza e flessibilità aggiungendo i canali stereo posteriori e permettendo di 
dare più informazioni sulla direzionalità del suono. Un canale subwoofer 
provvede ai segnali a basse frequenze (la cui direzionalità è praticamente 
indistinguibile, e dunque, non necessita di più diffusori). 
La codifica dolby digital , è usata nei DVD, nei laserdisc e nei programmi via 
satellite ed è oggi diventata molto comune. 
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Fig. 2.31 : Audio 5.1, 5 diffusori direzionali ed un sub-woofer 
 
2.6.7 Dolby Digital EX  
È basato sulla tecnologia già sviluppata per il dolby digital 5.1. .Il Dolby Digital 
EX aggiunge un ulteriore canale sonoro che è posizionato centralmente dietro 
l’ascoltatore (sistema 6.1, fig 2.32 a). 
Questo consente di rendere correttamente tutti gli effetti di movimento della 
sorgente sonora, in modo da porre l’ascoltatore ancora più al centro dell’azione. 
 
 
a 
 
 
b 
Fig. 2.32 : Audio 6.1 (a). Audio 7.1 (b) 
 
2.6.8 CMSS–3D 
La tecnologia CMSS–3D (Creative Multi Speaker  Surround 3D) è un sistema per 
migliorare la realisticità della riproduzione, oltre alle classiche considerazioni 
basate sul numero di diffusori e sulla gestione dei vari canali, in grado di produrre 
risultati apprezzabili con ogni sistema di diffusione.  
questa tecnologia, composta da 3 algoritmi: CMSS-3DHeadphone, CMSS-
3DVirtual e CMSS-3DSurround, è in grado di migliorare l’esperienza d’ascolto 
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senza però stravolgere il suono riprodotto e per questo fa capo a tre fondamentali 
assunzioni: 
- il timbro ed il bilanciamento tra i vari strumenti non possono essere 
modificati in modo da lasciar intatto il significato attribuito al suono 
dall’autore; 
- gli algoritmi non devono introdurre modifiche o rumori di fondo non 
presenti in fase di registrazione; 
- l’utente deve notare un grave degrado nelle qualità spaziali del suono se il 
sistema CMSS-3D viene disattivato. 
Il sistema CMSS-3D Headphone è stato realizzato per andare incontro alle 
esigenze di coloro che usano prevalentemente le cuffie per l’ascolto di film, 
musica e soprattutto, vista l’ampia diffusione dei giochi in rete, per i LAN 
gamers7 in modo che possano ascoltare i suoni della loro postazione senza 
interferenze esterne. I file stereo vengono prodotti basandosi su una 
disposizione che prevede la dislocazione di due altoparlanti frontali rispetto 
all’utente. Quando i file vengono riprodotti con delle cuffie, il suono verrebbe 
proiettato direttamente nelle orecchie dell’ascoltatore dando un effetto diverso 
da quello progettato. L’algoritmo CMSS-3DHeadphone ricostruisce il suono 
allo stesso modo in cui verrebbe percepito dal nostro orecchio se diffuso da 
una coppia di altoparlanti frontali. Questo risultato è ottenuto facendo uso di 
avanzati filtri HRTF [paragrafo 2.7.1], che permettono di esternalizzare e 
frontalizzare il suono conservandone il timbro e aggiungendo piccole 
riflessioni ambientali, eliminando così, il senso di limitazione spaziale. Se 
usato con un’applicazione che fa uso delle estensioni Creative EAX [paragrafo 
3.5], l’algoritmo CMSS-3DHeadphone tiene conto anche delle caratteristiche 
ambientali dell’ambiente virtuale implementato. 
L’algoritmo CMSS-3DVirtual è invece in grado di far provare l’esperienza 
avvolgente dell’audio posizionale anche a coloro che utilizzano solo 2 
altoparlanti frontali. Anche in questo caso vengono utilizzate tecniche di 
HRTF combinate con filtri come il crosstalk canceler [paragrafo 2.7.2]. 
                                                 
7
 Gli utenti che partecipano a giochi in rete 
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L’algoritmo CMSS-3DSurround permette di utilizzare al meglio un sistema di 
diffusione a più di 2 altoparlanti anche durante l’ascolto di sorgenti sonore 
stereo. Questo avviene mediante un’operazione di upmix, che consiste nella 
distribuzione dei due canali della sorgente in tutti gli altoparlanti disponibili. 
Creative utilizza una procedimento di upmix (fig. 2.32) che utilizza una 
tecnica basata sull’analisi delle frequenze per identificare gli elementi 
dominanti di un suono, così  come fa l’apparato uditivo umano. 
 
a 
 
b 
Fig. 2.33 : Upmix tradizionale (a). Upmix X-Fi (b) 
 
CMSS-3DSurround inoltre separa ciò che è considerato suono ambientale da 
ciò che viene considerato suono primario, facendo percepire all’ascoltatore un 
discreto senso di immersione. 
 
2.7 L’audio posizionale e la modellazione acustica 
dell’ambiente 
Un sistema che implementi il rendering di audio tridimensionale ha la possibilità 
di posizionare delle fonti sonore virtuali attorno all’ascoltatore: il processo di 
trasduzione sonora avviene comunque attraverso un numero limitato di apparati di 
amplificazione, ma la percezione che ne ha l’ascoltatore è come se il suono 
provenisse da punti arbitrari dello spazio reale. 
Non bisogna confondere un sistema audio di questo tipo con gli algoritmi che 
cercano di estendere il fronte sonoro al di là dell’informazione codificata negli 
unici due canali stereo: in questo caso non si parla di “vero” audio 3D ma di 
semplice allargamento dell’immagine stereo (spazializzazione), non essendo 
codificate effettive informazioni di posizione 3D nel flusso audio. 
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2.7.1 Sintesi Binaurale 
Per spiegare come lavora l’audio 3D, è utile partire dalla considerazione su come 
l’uomo localizza il suono utilizzando solo le due orecchie. Il suono generato nello 
spazio crea un’onda che si propaga fino all’ascoltatore attraversando i diversi 
mezzi trasmessivi, tra cui il principale è l’aria. Quando la sorgente sonora si trova 
a sinistra dell’ascoltatore, il suono raggiunge l’orecchio sinistro prima di quello 
destro così, il segnale all’orecchio destro, risulterà in ritardo rispetto al segnale 
percepito dall’orecchio sinistro (si parla di ITD, ovvero Interaural Time Delay). In 
più il segnale all’orecchio destro, risulterà attenuato dall’ostacolo “testa” 
incontrato nel suo percorso (in questo caso si parla di Interaural Intensity 
Difference, o IID) 
Entrambi i segnali che arrivano alle orecchie sono anche soggetti a complicati 
processi di filtraggio causati dall’interazione con il torso, la testa, e in particolare 
con la conca auricolare  (la parte esterna dell’orecchio). Le varie pieghe della 
conca auricolare modificano la frequenza del segnale rinforzando alcune 
frequenze e attenuandone altre in modo dipendente dall’angolo di incidenza del 
suono. Inconsciamente usiamo l’IID, l’ITD, e le informazioni tonali di ogni 
orecchio per determinare la locazione del suono. La percezione del suono 
dell’orecchio umano può essere misurata accuratamente attraverso le funzioni di 
trasferimento relative alla testa (Head-Related Transfer Functions o HRTF).  
Queste misurazioni  vengono effettuate inserendo una serie di minuscoli 
microfoni nel canale uditivo del soggetto o di un manichino registrando il suono 
emesso da diffusori. I segnali registrati sono poi elaborati da un computer per 
calcolare una coppia di HRTF (per l’orecchio sinistro e destro) corrispondente alla 
posizione della sorgente sonora (fig. 2.34). 
Ogni HRTF  generalmente consiste in una tabella di diverse centinaia di valori 
che descrivono i ritardi, l’ampiezza e le trasformazioni tonali per le diverse 
posizioni delle sorgenti sonore a sinistra o a destra del soggetto. Ripetendo la 
procedura di misurazione si ottiene un database che contiene le trasformazioni 
sonore per quella particolare testa. 
Un sistema audio 3D lavora imitando il processo dell’ascolto, essenzialmente 
riproducendo le informazioni sulla localizzazione del suono all’interno 
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dell’orecchio dell’ascoltatore. La riproduzione avviene utilizzando una coppia di 
misurazioni HTRFs come filtri che modificano il segnale. 
 
Fig. 2.34 : Misurazione di una coppia di  HRTF 
 
Quando un suono attraversa questi filtri e viene riprodotto (da diffusori o da 
cuffie), l’ascoltatore percepisce tutte le informazioni memorizzate riguardo la 
localizzazione del suono e quindi lo percepisce nella posizione specificata 
dall’HTRF. Questo processo è chiamato Sintesi Binaurale o Binaural synthesis 
(fig 2.35). (i segnali alle orecchie dell’ascoltatore vengono definiti Binaural 
Signals).  
 
Fig. 2.35 : Sintesi binaurale usando HRTF 
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L’efficacia di questo sistema diminuisce se all’ascoltatore viene fatto sentire un 
suono riprodotto con un HRTF non-individualizzato, cioè misurato utilizzando 
una testa con caratteristiche differenti da quella dell’ascoltatore. Questo aspetto 
non è da sottovalutare perché le teste degli uomini sono di differenti misure e 
forme, e vi è una grande varietà di misure e forme delle conche auricolari. Ciò 
significa che molti individui hanno un differente set di proprietà per la 
localizzazione di un suono. Le differenze più rilevanti si notano nelle 
trasformazioni tonali delle alte frequenze portate dalla conca auricolare. 
Chiaramente ogni essere umano è in grado di localizzare perfettamente un suono 
con le informazioni per la propria coppia di orecchie, e queste proprietà di 
localizzazione diminuiscono quando si tenta di localizzare il suono attraverso le 
informazioni relative alle orecchie di un’altra persona. 
 L’uso di HRTF non individualizzati comporta in particolare 2 comuni tipi di 
errori di localizzazione: confusione tra davanti/dietro ed errori di elevazione. Un 
errore di tipo davanti/dietro si ha quando l’ascoltatore percepisce il suono come se 
fosse dietro di lui ed invece si trova davanti o viceversa. Quando un suono 3D è 
riprodotto al di sopra degli speaker frontali, l’errore di confondere il davanti con il 
dietro tende ad essere comune.  
Un errore di elevazione avviene quando un suono, in movimento nella direzione 
dal lato dell’ascoltatore fin sopra la testa, viene recepito come se il suono andasse 
dal lato fino ad una posizione di fronte all’ascoltatore. Questa tipica 
manifestazione dell’errore di elevazione è comunemente osservata quando si 
usano dei diffusori come le casse (più raramente accade con le cuffie). Anche la 
qualità della riproduzione dell’altezza a cui si trova un suono è migliore quando si 
usano delle cuffie, perché le alte frequenze sono più fedelmente riprodotte. 
 
2.7.2 Come creare un ambiente audio 3D con una coppia di 
altoparlanti 
Quando si riproduce un suono, è importante che i 2 canali rimangano separati, 
cioè che il segnale per l’orecchio sinistro raggiunga solo l’orecchio sinistro 
dell’ascoltatore e viceversa. Questa disposizione è facile da osservare quando 
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vengono utilizzate delle cuffie per ascoltare il suono, ma non quando si usano 
degli altoparlanti con i quali si verifica un effetto di crosstalk. Il crostalk consiste 
nel fatto che una parte del segnale sinistro viene percepito dall’orecchio destro ed 
una parte del segnale del canale destro viene percepito dall’orecchio sinistro (fig 
2.36).  
 
Fig. 2.36 : I percorsi del suono che provocano il crosstalk sono etichettati con 
ALR e ARL 
 
Il crosstalk degrada notevolmente la qualità della riproduzione della posizione 
della sorgente sonora ma è possibile eliminarlo costruendo un elaborato filtraggio, 
chiamato crosstalk canceller [GARDNER 1997°, GARDNER 1997b]. Il crosstalk 
canceller aggiunge un segnale cancellante per ognuno dei due canali audio, tale 
che, quando l’ascoltatore è nella giusta posizione (sweet spot) tra i due diffusori, il 
crosstalk è acusticamente cancellato. 
I sistemi di diffusione audio 3D sono solitamente efficaci per il desktop 
computing environment, perché normalmente c’è un singolo ascoltatore (l’utente 
del computer) il quale è sempre al centro tra i diffusori rivolto in avanti verso il 
monitor. In questo modo il crosstalk viene propriamente cancellato. 
Molti crosstalk canceller sono basati su un modello molto semplificato di 
crosstalk, ad esempio  vedendolo come un semplice ritardo ed attenuazione, o 
ritardo e filtro passabasso. Altri crosstalk canceller sono stati basati su un modello 
di testa sferico [COOPER 1989]. Il crosstalk canceller usato dalla Wave Arts 3D 
Audio ad esempio è basato su una reale misurazione HRTF dando in questo modo 
una elevata accuratezza [GARDNER 1999]. 
Per il tipico ascoltatore umano, il Wave Arts crosstalk canceller migliora la 
separazione dei canali di circa 20dB nel range frequenzial tra 100Hz e 6kHz. 
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Sebbene possa sembrare un miglioramento modesto, in realtà esso porta ad un 
notevole miglioramento nella localizzazione. Come per la sintesi binaurale, le 
prestazioni del crosstalk canceler sono limitate dalla variazione in dimensione e 
forma della testa umana 
 
2.7.3 Modellazione di un ambiente acustico 
La modellazione di un ambiente acustico si riferisce alla riproduzione degli effetti 
che forniscono informazioni sulla localizzazione spaziale, come la distanza, il 
movimento, e sulle proprietà ambientali, per creare una completa simulazione di 
una scena acustica. Simulando le interazioni acustiche che avvengono nel mondo 
reale possiamo ottenere effetti molto realistici che vanno ben oltre quelli possibili 
con il solo controllo della posizione in 3D. 
Un’accurata simulazione di una ambiente acustico, dovrebbe fornire almeno il 
seguente insieme di effetti acustici: riverbero, distanza, effetto doppler, 
assorbimento dell’aria, ostruzione e occlusione da un oggetto. Questi effetti sono 
descritti nelle seguenti sezioni. 
 
2.7.3.1 Riverbero 
Quando un oggetto in una stanza produce un suono, un’onda sonora si espande 
dalla sorgente, raggiunge le pareti e altri oggetti dove l’energia del suono è 
assorbita e riflessa. Tutta l’energia riflessa è chiamata riverbero, anche se è prassi 
comune escludere dal riverbero la porzione del suono relativa alle riflessioni di 
primo grado (un solo “rimbalzo” nel percorso tra sorgente e ascoltatore), che 
solitamente viene considerata come a sé stante (suono riflesso). Considerando il 
percorso del suono dalla sorgente all’ascoltatore, questo sarà raggiunto prima dal 
suono diretto, e dopo da quello riflesso sulle superfici chiamate riflettenti. Dopo 
circa un decimo di secondo, il numero di onde riflesse diventerà molto grande e il 
riverbero risultato è caratterizzato da una densa collezione di onde sonore che 
viaggiano in tutte le direzioni, chiamate diffuse reverberation. Il tempo richiesto 
per il decadimento del riverbero di 60dB sotto il livello iniziale, è definito come 
tempo di riverbero. Generalmente, il riverbero in una piccola stanza decade molto 
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più velocemente che in una grande, perchè in una piccola stanza le onde sonore 
collidono più frequentemente e quindi sono assorbite più velocemente. 
Il riverbero è un importante effetto acustico, visto che c’è un solo percorso diretto 
dall’ascoltatore alla sorgente sonora, ma numerosi percorsi indiretti, in particolar 
modo in una stanza dove un suono può rimbalzare centinaia di volte prima di 
essere assorbito. Quindi, solitamente, molta dell’energia del suono che viene 
ascoltato in realtà è energia riflessa. 
La percezione del riverbero dipende dal tipo di riverbero e dal tipo di suono. In 
una piccola stanza con veloce decadimento del riverbero, il riverbero dà al suono 
un timbro particolare che aiuta ad identificare il fatto di trovarsi in un ambiente 
piccolo. 
In una grande stanza il riverbero può creare un suono (magari tipico di un 
determinato ambiente) di sottofondo che è facilmente riconoscibile dal suono 
principale, cosa che è comunemente identificata come caratteristica degli spazi 
grandi. Il riverbero comunica dunque utili informazioni sullo spazio come la 
dimensione dell’ambiente sonoro (surrounding space). 
Un riverbero che durante il suo decadimento trasporta molta energia con i suoni 
ad alte frequenze, è associato a stanze che hanno pareti dure e riflessive (che  
assorbono le alte frequenze con difficolà). Similmente, un riverbero debole è 
associato a stanze che contengono materiali morbidi, come tappeti e tende, che 
assorbono più facilmente le alte frequenze. Il riverbero può dunque fornire 
informazioni anche riguardo la composizione dello spazio sonoro. 
Il riverbero diventa importante anche per stabilire la distanza esatta di un suono. 
In uno spazio con riverbero, quando la distanza tra la sorgente sonora e 
l’ascoltatore aumenta, il livello di suono diretto diminuisce considerevolmente, 
ma il livello di riverbero non diminuisce molto. Quindi il livello del suono diretto, 
in rapporto a quello del suono indiretto (quello del riverbero) può essere utilizzato 
come indizio sulla distanza della sorgente. I suoni senza eco vengono quindi 
percepiti come vicini, quelli con il riverbero come lontani. La simulazione del 
riverbero è essenziale per stabilire il contesto spaziale di una scena uditiva. 
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2.7.3.2 Algoritmi di riverbero 
Nel sistema di modellazione di un ambiente sonoro, il riverbero è  spesso simulato 
attraverso la definizione di semplici modelli geometrici degli spazi. Basandosi 
sulla posizione della sorgente, dell’ascoltatore e dei rispettivi ostacoli (pareti, 
pavimenti, oggetti), viene usata una procedura di ray tracing per calcolare il 
tempo e la direzione di tutte le riflessioni di primo ordine (ossia le riflessioni dei 
suoni originali su una parete e non di altre riflessioni). Ogni riflessione può allora 
essere sviluppata usando: 
1) una “delay line” con i ritardi del suono in funzione della durata del viaggio 
lungo il percorso del riflesso; 
2) un’attenuazione, o filtraggio, per approssimare la trasmissione e le 
riflessioni perse; 
3) un sintetizzatore binario che spazializzi la riflessione [GARDNER 1998a,  
KENDAL 1990]. Questo metodo è teoricamente giustificato dall’acustica, 
ma è computazionalmente costoso. Inoltre, è poco probabile che la parte 
iniziale del riverbero (le riflessioni di primo ordine) abbia bisogno di un 
modello così accurato. 
Questi metodi per la gestione delle riflessioni non calcolano però il riverbero “in 
ritardo”, cioè quello costituito da tutte le riflessioni dopo la prima. Per questo tipo 
di riverbero bisogna utilizzare dei modelli specifici, generalmente ricorrendo a dei 
filtri ricorsivi, cioè sistemi in cui parte dell’uscita viene ripresentata all’ingresso 
per generare l’uscita successiva. 
 
Il comportamento del riverbero dipende da diversi parametri indipendenti, che 
includono il tempo di riverbero, la dimensione della stanza, e il damping 
frequency. L’indipendenza tra la dimensione della stanza e il tempo di riverbero è 
importante per riprodurre un vario numero di effetti di riverbero. Il parametro 
dimensione della stanza altera entrambi i modelli di riflessione (quello per il 
riverbero e quello per il riverbero in ritardo) mentre il damping frequency 
controlla l’assorbimento delle alte frequenze del riverbero in ritardo. Un alto 
valore di damping frequency corrisponde a stanze con pareti riflettenti, mentre 
valori bassi a stanze con pareti che assorbono. 
Capitolo 2: Il Suono 
50 
 
Il processo di sviluppo del riverbero è specificatamente progettato per elaborare 
segnali binaurali, in modo tale che le prime riflessioni siano localizzate vicino alla 
sorgente sonora, mentre il riverbero in ritardo è diffuso spazialmente. Questo 
metodo ha dimostrato di essere efficace per la generazione realistica delle prime 
riflessioni. 
 
2.7.3.3 Percezione della distanza 
La principale informazione sulla distanza di un suono è sicuramente legata a 
quanto la sua intensità sia forte (nel senso del volume). Una sorgente sonora 
risulta più intensa quando questa è più vicina all’ascoltatore rispetto a quando ne è 
lontana. 
Questa informazione è spesso ambigua, perché l’ascoltatore non conosce a priori 
l’intensità originale della sorgente. Cosi un suono moderatamente potente 
potrebbe essere percepito sia come vicino che come distante. 
Un’altra informazione utile per la distanza è la forza del riverbero. Quando il 
suono è prodotto in un ambiente che produce riverbero, il riverbero associato può 
essere percepito come uno sfondo ambientale, separato dal suono principale 
nell’ambiente [GARDNER 1994]. La proporzione tra l’intensità del riverbero e 
quella del suono principale è un’importante informazione sulla distanza. Il suono 
principale è, in buona parte, il suono che si propaga direttamente dalla sorgente 
all’ascoltatore; questo è chiamato suono diretto e decresce in ampiezza in rapporto 
a quanto aumenta la distanza dall’ascoltatore. Ogni volta che la distanza 
raddoppia, l’ampiezza del suono diretto decresce della metà (o 6dB). L’ampiezza 
del riverbero non diminuisce considerevolmente con il crescere della distanza, 
inoltre il rapporto tra il suono diretto e il suono riverberato è più grande in 
presenza di oggetti vicini di quanto non lo sia con oggetti distanti. 
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Fig. 2.37 : Modello dell’intensità del suono diretto e del riverbero usato da Wave 
Arts Acoustic Environment Modeling 
 
 
Tuttavia, allo scopo di riprodurre efficacemente una scena sonora, è spesso 
necessario modificare i parametri per ottenere gli effetti desiderati,. Ad esempio 
una scena acustica virtuale può risultare innaturale se il riverbero non è attenuato 
sufficientemente con l’incremento della distanza. In questo caso diventa anche 
difficile localizzare la sorgente sonora per il troppo riverbero. 
 
La relazione tra l’intensità del suono diretto e quella del riverbero mostrata in 
figura 2.37 è il modello di distanza usato di default da Wave Arts Acoustic 
Environment Modeling. 
Per brevi distanze, il riverbero è 20dB sotto il suono diretto. 
All’aumentare della distanza, il valore del suono diretto che produce il riverbero 
diminuisce, e a 100 piedi il riverbero è più forte del suono diretto. Questo modello 
non è fisicamente accurato, ma produce un buon risultato sonoro. 
 
2.7.3.4 Effetto Doppler 
L’effetto doppler è comunemente udibile in natura quando una sorgente sonora in 
movimento si avvicina o si allontana dall’ascoltatore. Quando un oggetto è in 
avvicinamento, la frequenza percepita dall’ascoltatore è più alta della frequenza 
nominale dell’oggetto, viceversa è più bassa se l’oggetto si allontana. Questo 
perché durante il movimento verso l’ascoltatore, l’onda sonora prodotta 
dall’oggetto in movimento viene schiacciata, mentre al contrario l’onda si espande 
quando l’oggetto si allontana. 
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La relazione tra la frequenza del suono percepita dall’ascoltatore (f1) e quella 
nominale del suono (f) è la seguente: 
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dove v è la velocità dell’onda, v0 quella dell’osservatore e vs la velocità della 
sorgente sonora 
Simulare l’effetto Doppler è importante per generare un effetto di movimento 
realistico. 
 
Fig. 2.38 : Effetto Doppler 
 
2.7.3.5 Assorbimento dell’aria 
Quando un suono si propaga attraverso l’aria, parte dell’energia del suono è 
assorbita dall’aria stessa. La quantità di energia persa dipende dalla frequenza del 
suono e dalle condizioni atmosferiche. Le alte frequenze sono assorbite più 
facilmente delle basse frequenze, così da risultare maggiormente ridotte al 
crescere della distanza. Per esempio, a una distanza di 100 metri , 20 gradi celsius, 
e 20% di umidità, un suono a 4 kHz viene attenuato di 7.4 dB [BEGAULT 1994] 
mentre l’attenuazione è minore di 1dB ad una distanza di 10 metri. L’effetto può 
essere simulato con dei filtri passo basso che tagliano le frequenze che si 
smorzano in funzione della distanza dalla sorgente. 
 
2.7.3.6 Occlusione e Ostruzione  
L’oggeto che interrompe il  percorso tra l’ascoltatore e una sorgente sonora si 
definisce occludente o ostruente a seconda che il percorso del suono debba 
attraversarlo o diffrangersi (curvare) intorno ad esso per raggiungere l’ascoltatore. 
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Alle basse frequenze le onde hanno solitamente lunghezza grande rispetto alla 
grandezza dell’oggetto e, dunque, non vengono percepite grandi differenze. Le 
alte frequenze, con onde di lunghezza piccola rispetto all’oggetto, vengono invece 
mascherate dall’oggetto e quindi subiranno una maggiore attenuazione. Dunque 
l’effetto di un oggetto occludente o ostruente può essere simulato attraverso un 
filtro passo basso che taglia le frequenze in funzione dalla grandezza dell’oggetto. 
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3. Strumenti di sviluppo software per 
l’audio 3D 
3.1  Introduzione 
Uno degli scopi principali di molte applicazioni di realtà virtuale (e di molti 
recenti videogiochi, specie quelli di carattere simulativo) è quello di riprodurre un 
ambiente virtuale il più simile possibile al mondo reale in cui viviamo. Dal punto 
di vista visuale si è ormai riusciti a raggiungere un livello di dettaglio molto 
elevato, grazie anche alla diffusione di schede video con accelerazione hardware 
per la gestione di luci, riflessi e ombre. Non si può dire che gli stessi risultati siano 
stati raggiunti, invece, per quanto riguarda la simulazione della componente audio 
di un ambiente. Spesso, infatti, i suoni vengono riprodotti da sistemi al più 
stereofonici, con scarsa attenzione alla direzionalità dei suoni e agli effetti 
ambientali. DirectSound, una delle componenti di DirectX8, e OpenAl sono delle 
librerie che assistono la programmazione della componente sonora degli ambienti 
virtuali fornendo al programmatore strumenti che facilitano la progettazione e la 
riproduzione dei suoni in ambienti audio 3D. Tuttavia DirectSound e OpenAl 
                                                 
8
 DirectX è una collezione di API per lo sviluppo semplificato di applicazioni multimediali per 
Windows 
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coprono solo alcuni aspetti di base di questo ambito, mentre per la gestione di 
funzionalità più avanzate esse necessitano di essere affiancate  da altre librerie 
come A3D (Aureal 3-Dimensional) della Aureal e EAX (Environment Audio 
eXtension) della Creative.  
 
3.2 DirectSound 
DirectSound nacque contemporaneamente all’uscita di Windows 95.  Il 
gradimento del nuovo sistema operativo Microsoft era senza dubbio fortemente 
dipendente dalla qualità e dalla disponibilità del software che potesse girare sulla 
nuova piattaforma. Questo preoccupava non poco Microsoft, consapevole del 
fatto che molti programmatori giudicavano il vecchio sistema operativo DOS 
come una buona piattaforma di sviluppo per i videogiochi, dato che permetteva 
l’accesso diretto a tutte le periferiche, schede video e audio, tastiera mouse e 
anche a parti del sistema operativo stesso; diversamente Windows 95 lavorava 
utilizzando un modello più standardizzato ed impedendo l’accesso a tutti questi 
dispositivi. Il nuovo sistema operativo correva il rischio di risultare addirittura un 
ostacolo agli sviluppatori e, di conseguenza, era vitale per Microsoft fornire ai 
programmatori uno strato software intermedio in grado di permettere l’accesso 
all’hardware in maniera semplice ed efficiente.  Visto che il sistema operativo era 
a pochi mesi dal rilascio, Microsoft iniziò a sviluppare internamente un API 
(Application Programming Interface) grafica, verso la fine del 1994. Dopo alcuni 
mesi si resero conto che il tempo non era sufficiente per creare l’API da zero e 
dunque, nel febbraio 1995, Microsoft prese la decisione di acquisire British 3D 
Rendermorphics compreso il suo laboratorio API, 3D graphics API Reality Lab, 
rilevando l’API che prese il nome di DirectX, di cui DirectSound è la parte che si 
occupa dell’audio. 
DirectSound fa da interfaccia tra le applicazioni e la scheda sonora, permettendo 
così a più applicazioni di condividere la risorsa hardware o di richiederla 
esclusivamente. 
DirectSound aiuta la programmazione dell’audio attraverso le sue librerie, 
gestisce autonomamente il mixaggio tra le diverse sorgenti sonore e permette di 
Capitolo 3: Strumenti di sviluppo software per l’audio 3D 
56 
modificarne le proprietà attraverso i metodi predefiniti degli oggetti che le 
rappresentano. Inoltre, nella programmazione di ambienti audio 3D, DirectSound 
gestisce autonomamente i principali effetti dipendenti dalla posizione della 
sorgente sonora ed ascoltatore. 
 
3.2.1 Hardware Acceleration 
L’Hardware Abstraction Layer (HAL) è uno strato di software, posto fra 
DirectSound e l’hardware sonoro, che gestisce l’accelerazione hardware e 
l’accesso alle sue funzionalità. Nel caso in cui l’hardware non supporti le 
funzionalità richieste, DirectSound proverà a gestirle sfruttando l’Hardware 
Emulation Layer (HEL), un software che emula molte delle funzionalità del HAL, 
come ad esempio il mixaggio del suono. Quando un sistema ha più di una scheda 
sonora, poiché non è detto che tutte supportino DirectSound, è possibile ottenere 
una lista degli HAL disponibili in modo da poter decidere quale usare. 
 
3.2.2 Cooperative Level 
Il termine Cooperative Level si riferisce al grado di controllo dell’hardware 
sonoro che un’applicazione può ottenere. Si può scegliere di condividere 
l’hardware con altre applicazioni oppure di utilizzarlo in maniera esclusiva. Tutte 
le applicazioni DirectSound devono settare il Cooperative Level prima di eseguire 
un qualunque stream sonoro o cambiare i settaggi audio. 
 
3.2.3 Sound buffer 
Il Sound Buffer è una zona di memoria destinata a contenere i dati che 
rappresentano il suono da eseguire, codificato in una serie di campioni. Ogni 
campione è un valore numerico che indica l’ampiezza dell’onda sonora in uno 
specifico momento. Altri attributi del buffer sonoro includono il numero di canali, 
il sample rate, e il numero di bit per campione. 
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Il numero di canali di un buffer sonoro indica quanti canali sono usati per quel 
suono (1 per suono mono, 2 per suono stereo, meno frequentemente sono possibili 
più di 2 canali). 
Il sample rate di un buffer sonoro indica il numero di campioni per secondo che 
sono stati memorizzati quando il suono è stato campionato, cioè il numero di volte 
per secondo in cui è stata campionata l’ampiezza dell’onda. Tipicamente il valore 
del sample rate è di 11.025, 22.050 o 44.100 Hz. 
Il numero di bit per campione di un buffer sonoro indica il numero di bit che 
vengono usati per memorizzare ogni campione, tipicamente pari a 8 o 16 bit.  Il 
suono ad 8 bit soffre di problemi di qualità, perché l’ampiezza può assumere solo 
256 valori. Il suono a 16 bit invece ha una qualità molto elevata ma richiede il 
doppio dello spazio. 
I campioni del buffer sonoro sono memorizzati in un formato non compresso 
conosciuto come Pulse Code Modulation (PCM). Per un suono PCM mono, i 
campioni sono memorizzati in ordine, dal primo all’ultimo. Per quelli stereo o con 
più canali, i dati sonori sono intervallati (ad esempio viene memorizzato prima il 
primo campione del canale uno, poi il primo del canale 2, poi il secondo campione 
del canale 1, e il secondo campione del canale 2 e via dicendo). 
Un buffer sonoro può essere memorizzato nella memoria di sistema o 
nell’hardware sonoro, se questo dispone di una memoria dedicata. Generalmente 
le schede audio odierne dispongono di almeno 8 MB di memoria dedicata. Il 
vantaggio di memorizzare i dati direttamente sulla scheda sonora è dato dal fatto 
che la gestione dell’audio è velocizzata, dato che la scheda hardware può lavorare 
direttamente sui dati senza doverne fare richiesta alla CPU. 
 
DirectSound ha tre distinti tipi di buffer sonoro: primary sound buffer, secondary 
sound buffer, e sound-capture buffer. Il primary sound buffer è unico e contiene i 
dati correntemente in esecuzione. I secondary sound buffer servono per 
memorizzare i vari clip sonori, che potranno successivamente essere mixati e 
quindi riprodotti nel primary sound buffer. Il sound-capture buffer è utilizzato per 
memorizzare un suono che viene catturato da un dispositivo di input audio, come 
ad esempio un microfono.  
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3.2.3.1 I Primary Sound Buffer (Ascoltatore o Listener) 
DirectSound utilizza sempre un solo buffer primario, che rappresenta il suono 
“globale” che arriva all'ascoltatore, e più buffer secondari, ognuno dei quali 
rappresenta una sorgente sonora. 
Normalmente il buffer primario, dato che costituisce una rappresentazione di ciò 
che viene percepito dell'ascoltatore, non viene mai alimentato direttamente con i 
dati della forma d'onda, perchè ciò che arriva all'ascoltatore è un mix di tutte le 
sorgenti sonore presenti nell'ambiente, a valle di tutte le possibili modifiche 
posizionali e ambientali. DirectSound effettua questo mix agendo sui parametri 
della sorgente sonora, ad esempio alzandone/abbassandone il volume (per 
evidenziare se una sorgente è più vicina di un'altra) o aggiungendo un effetto 
doppler [paragrafo 2.7.3.4] se questa è in movimento. Inoltre, visto che 
rappresenta l'ascoltatore in un ambiente 3D, disporrà anche dei parametri sullo 
stato dell'ascoltatore, come la sua posizione, la velocità, se in movimento, e il suo 
orientamento. Un'applicazione, quindi, raramente scrive direttamente sul buffer 
primario, che è sempre sotto il controllo di DirectSound; se lo dovesse fare, dovrà 
prendersi il compito di gestire anche tutto il mixaggio e interagire con la scheda 
audio per mandare il risultato all'esterno. 
 
3.2.3.2 Secondary Sound Buffer (Sorgente Sonora o Sound 
Source) 
Diversamente dal buffer primario possono esistere più buffer secondari, ognuno 
dei quali rappresenta una sorgente sonora. Ogni buffer secondario, oltre a 
mantenere una tabella dei dati della forma d'onda da eseguire, deve contenere 
anche delle proprietà che lo identifichino in un ambiente 3D, come ad esempio 
posizione, velocità, se in movimento, orientamento, una minima e massima 
distanza ed un cono fonico. 
DirectSound usa la posizione della sorgente sonora 3D rispetto al Listener per 
calcolare l’intensità di volume del suono emesso. Il calcolo però non è del tutto 
accurato, perché DirectSound non tiene conto della geometria dell’ambiente. La 
riflessione delle onde sonore sugli oggetti presenti nell’ambiente, per esempio, 
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aggiungerebbe distanza al suono e introdurrebbe eco e distorsione. L’effetto della 
distanza è simulato da DirectSound attraverso la gestione di un rolloff factor, che 
determina automaticamente il grado di attenuazione da applicare al suono. Alcuni 
hardware sonori, come la scheda Soundblaster Live!, supportano anche effetti 
ambientali come il riverbero. Anche se DirectSound non supporta tali effetti, esso 
permette comunque di interfacciarsi direttamente con l’hardware sonoro, così da 
poter utilizzare come estensioni le eventuali funzionalità aggiuntive offerte dalle 
schede. 
DirectSound usa la velocità della sorgente sonora 3D per calcolare l’effetto 
doppler secondo parametri realistici che possono però essere alterati dall’utente 
mediante la modifica del parametro doppler effect factor. 
La minima e la massima distanza per una sorgente sonora 3D indicano i limiti 
rispettivamente per il massimo e il minimo volume del suono di quella sorgente. 
La minima distanza è il più piccolo valore di spazio che DirectSound ammette tra 
l’ascoltatore e la sorgente sonora. Se la sorgente sonora è più vicina all’ascoltatore 
di tale distanza, DirectSound, al fine di calcolare l’intensità del suono, considererà 
la sorgente come posta alla minima distanza e non a quella reale. Questa 
funzionalità pone così un limite superiore all’intensità di volume applicata al 
suono prodotto.  
Quando invece la distanza tra l’ascoltatore e la sorgente sonora è più grande della 
massima distanza, DirectSound considererà la sorgente posta alla massima 
distanza in modo che l’intensità del suono non diminuisca ulteriormente al 
crescere della distanza. 
Una sorgente sonora 3D può emettere un suono uniformemente in tutte le 
direzioni, o solo in un determinato intervallo continuo di direzioni. 
L’orientamento della sorgente sonora 3D è specificato da 2 coni fonici. Un 
ascoltatore che si trovi dentro il cono fonico interno ascolta il suono al suo 
massimo volume, un ascoltatore che si trova al di fuori del cono fonico esterno 
sente il suono al volume minimo, mentre se si trova tra i due coni lo sente sempre 
più basso man mano che si avvicina all’esterno. (fig. 3.1 ) 
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Fig. 3.1 : Cono fonico 
 
3.2.4 Oggetti ed interfacce 
Poiché DirectSound è orientato agli oggetti, il buffer primario e i buffer secondari 
sono creati come tali, corredati da interfacce per l’interazione con le applicazioni.  
La situazione diventa leggermente più complessa quando si lavora in un ambiente 
3D, in quanto per ogni buffer ci sono due interfacce: l'interfaccia standard, in cui 
si accede ad informazioni come volume o frequenza del suono da riprodurre, ed 
una seconda interfaccia per accedere alle informazioni 3D, come posizione e 
velocità della sorgente sonora. 
L’espandibilità di DirectSound verso nuovo hardware è garantita dall’interfaccia 
Property Set; ogni produttore di schede audio può scrivere il suo “set di proprietà” 
che si interfacciano direttamente con DirectSound. Un esempio è l’estensione 
EAX (Environmental Audio eXtension). L’uso di property set impone l’uso di 
un’ulteriore interfaccia. 
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3.2.5 Approccio alla programmazione in DirectSound 
 
3.2.5.1 Primary Buffer 
Il primo passo è quello di istanziare un oggetto DirectSound e poi utilizzare 
l’interfaccia IDirectSound  per controllare tale oggetto: 
 
LPDIRECTSOUND pDirectSoundObj; 
… 
DirectSoundCreate(NULL, &pDirectSoundObj, NULL); 
pDirectSoundObj->SetCooperativeLevel(hwnd, 
DSSCL_EXCLUSIVE); 
 
La DirectSoundCreate memorizza in pDirectSoundObj il puntatore all’interfaccia 
dell’oggetto DirectSound. Da questo momento possono essere utilizzati i metodi 
offerti da questa interfaccia, come ad esempio nella riga 3 dove settiamo il 
cooperative level per indicare che in questo caso che si vuole utilizzare la risorsa 
in modo esclusivo. 
 
Il secondo passo è quello di creare un nuovo 3D primary buffer: 
 
LPDIRECTSOUNDBUFFER pPrimaryBuf; 
DSBUFFERDESC desc; 
… 
Desc.dwFlags = DSBCAPS_PRIMARYBUFFER | 
DSBCAPS_CTRL3D; 
pDirectSoundObj->CreateSoundBuffer(&desc, 
&pPrimaryBuf, NULL); 
 
desc è una struttura da cui il metodo CreateSoundBuffer dell’oggetto 
pDirectSoundObj prende le caratteristiche da attribuire al buffer. In questo caso 
DSBCAPS_PRIMARYBUFFER specifica che è un buffer primario mentre 
DSBCAPS_CTRL3D che ha delle caratteristiche 3D. CreateSoundBuffer inserisce 
in pPrimaryBuf il puntatore all’interfaccia standard. Il nuovo buffer creato 
sostituisce il buffer creato quando è stato istanziato l’oggetto DirectSound. 
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Il terzo passo è quello di ottenere l’interfaccia 3D per il buffer primario, ovvero 
IDirectSound3DListener: 
 
 LPDIRECTSOUND3DLISTENER pListener; 
 … 
pPrimaryBuffer>QueryInterface 
   (IID_IDirectSound3DListener 
(void**)&pListener); 
 
QueryInterface inserisce in pListener un puntatore ad una interfaccia di tipo 
IDirectSound3DListener. 
 
3.2.5.2 Secondary Buffers 
La prima operazione da effettuare è quella di istanziare un nuovo buffer 
secondario per ogni sorgente sonora presente nell’ambiente audio 3D: 
 
LPDIRECTSOUNDBUFFER pSecondaryBuf[n]; 
DSBUFFERDESC desc; 
… 
desc.dwFlags = DSBCAPS_CTRL_3D | … 
pDirectSoundObj->CreateSoundBuffer(&desc, 
&pSecondaryBuf[i], NULL); 
 
pSecondaryBuf è un vettore che contiene i puntatori alle interfacce standard dei 
buffer sonori secondari, il flag DSBCAPS_CTRL_3D specifica che il buffer creato 
ha caratteristiche 3D. CreateSoundBuffer mette in pSecondaryBuf[i] il puntatore 
all’interfaccia della sorgente sonora i. 
 
Adesso è possibile richiedere per ogni nuovo buffer secondario un’interfaccia per 
un buffer secondario 3D: 
 
LPDIRECTSOUND3DBUFFER p3Dbuf[n]; 
… 
pSecondaryBuf[i]-> 
QueryInterface(IID_IDirectSound3DBuffer,
(void**)&p3Dbuf[i]); 
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QueryInterface assegna a p3Dbuf[i] il puntatore ad una interfaccia 3D di tipo 
IDirectSound3DBuffer per controllare le caratteristiche 3D della rispettiva 
sorgente sonora i. 
 
3.3 OpenAl (Open Audio Library) 
Con una  filosofia di progettazione simile a quella della ben più conosciuta 
libreria grafica OpenGL (Open Graphics Library), OpenAl permette la 
manipolazione di effetti sonori in molti sistemi operativi come Linux, Windows, 
FreeBSD, BeOS e OS/2 grazie alla sua interfaccia di programmazione 
indipendente dall’hardware. 
Creative Labs e Loki Entertainment hanno progettato tale libreria per la 
realizzazione dell’audio bidimensionale e tridimensionale, rendendola uno 
strumento per la produzione di videogiochi e simulazioni di ambienti 3D in grado 
di  lavorare efficacemente in abbinamento con OpenGL. OpenAL viene utilizzata 
dalla maggior parte delle applicazioni 3D per Linux e compete con DirectSound 
sulle piattaforme Windows dove viene sfruttata da diversi videogames con 
ambientazioni 3D, come il famosissimo Unreal Tournament 2003 della Epic 
Games e Soldier Of Fortune 2 della Raven Software. 
OpenAl fornisce al programmatore le funzionalità per posizionare le sorgenti 
sonore nell’ambiente virtuale progettato tenendo conto dei parametri che le 
influenzano: 
- Distance-based attenuation, distanza dell'ascoltatore; 
- Position-based panning, posizione dell'ascoltatore; 
- Doppler effects, effetto Doppler; 
- Sound radiation, dispersione del suono attraverso un campo acustico; 
- Sound reverb, riverbero del suono. 
OpenAL offre la possibilità di caricare anche file MP3 o OGG [paragrafo 2.5.1] 
(diversamente da DirectSound che consente solo il caricamento di WAV) e di 
utilizzare le Creative EAX [paragrafo 3.4]. Come OpenGL, anche OpenAL 
dispone di una libreria di supporto: ALUT (OpenAL Utility Toolkit o ALUT) un 
insieme di funzioni che rende le applicazioni portabili tra sistemi operativi 
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differenti. Nasce per aiutare gli sviluppatori occupandosi della parte “noiosa” 
nella fase iniziale della programmazione di un’applicazione come le 
inizializzazioni, permettendo agli sviluppatori di usare OpenAL senza, ad 
esempio, preoccuparsi di come caricare dei campioni dal disco. 
 
3.3.1 Approccio alla programmazione di OpenAl 
L’uso di OpenAl avviene intorno a 3 oggetti fondamentali: buffer, sorgenti sonore 
e listener. Il buffer viene riempito con i dati audio da eseguire che vengono 
associati ad una sorgente sonora che può essere posizionata ed eseguita. Il suono 
verrà riprodotto in funzione dell’orientamento e della posizione del listener.  
 
Fig. 3.2 : Questo diagramma mostra gli oggetti fondamentali di OpenAl e le 
relazioni, context e device.  
 
3.3.1.1 Object 
Quando si inizializza OpenAl, deve essere aperto almeno un device (periferica 
sonora). Un device è un collegamento alla risorsa audio del sistema che può essere 
fatto su un dispositivo hardware, su un sofware mixing server, o su di un’altra 
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astrazione. Deve essere creato almeno un dispositivo per la generazione di un 
context (contesto). 
Un context astrae il dispositivo audio dal resto della libreria (e delle applicazioni). 
Generalmente ne basta uno. La chiamata ad una funzione prima di aver generato 
un contesto genera un errore. Ad ogni context viene automaticamente associato un 
listener, mentre possono essere definite più sorgenti. Ogni sorgente può avere uno 
o più oggetti buffer associati. I buffer non sono una parte specifica del context, ma 
sono condivisi tra tutti i context di un device.  
 
3.3.1.2 Gestione dispositivi (device) 
Un applicazione OpenAl può aprire, se lo desidera, un dispositivo di “default” 
passando NULL come parametro nella alcOpenDevice. Prima di aprire un 
dispositivo può creare una lista di quelli disponibili da presentare all’utente in 
modo che possa scegliere quale aprire in funzione delle caratteristiche del 
dispositivo stesso.  
Ricevuta la lista dei dispositivi e il nome del dispositivo di dafault  l’applicazione 
può mostrare un menù all’utente con i dispositivi disponibili. Inoltre, possono 
essere fatte richieste particolari, come ad esempio la lista dei dispositivi che 
supportano una determinata estensione. 
Il modo più semplice di inizializzare OpenAl è quello di fare una chiamata al 
metodo alutInit, che fa parte di ALUT: 
 
 alutInit(0, NULL); 
 
con questa configurazione di parametri vengono caricati i valori di default del 
dispositivo. 
 
3.3.1.3 Sound Buffer 
Come openGl, anche OpenAL è una macchina a stati, e le funzioni modificano lo 
stato corrente. Le funzioni non generano errori per cui, per verificare se ve ne 
sono, è necessaria la chiamata a alGetError per verificare lo stato corrente e 
vedere se ne sono avvenuti. Quindi, prima di effettuare una qualunque operazione, 
come la creazione dei buffer, bisogna resettare lo stato degli errori con il metodo 
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alGetError. Fatto questo può essere creato il buffer mediante il metodo 
alGenBuffer, seguito nuovamente da alGetError per controllare se sono stati 
generati errori. 
 
Un esempio di codice è il seguente: 
 
 alutInit(0, NULL);  
 
(il modo più semplice di inizializzare OpenAl è quello di fare una chiamata al 
metodo alutInit, facente parte di ALUT e non di OpenAL) 
alGetError(); 
alGenBuffers(NUM_BUFFERS, g_Buffers); 
if ((error = alGetError()) != AL_NO_ERROR){ 
DisplayALError(“alGenBuffers: “, error); 
Exit (-1); 
} 
 
Il buffer può essere riempito con dati in formato PCM utilizzando la 
alBufferData. Se tali dati sono in formato WAV sul disco o in memoria  allora si 
utilizza il metodo alutLoadWAVFile o alutLoadWAVMem per recuperarli e 
renderli disponibili per la alBufferData: 
 
alutLoadWaveFile(“test.wav”, &format, &data, 
&size, &freq, &loop); 
if ((error = alGetError()) != AL_NO_ERROR){ 
DisplayALError(“alutLoadWaveFile: “, error); 
// Delete Buffers 
alDeleteBuffers(NUM_BUFFERS, g_Buffers); 
Exit (-1); 
} 
 
alBuffersData(g_Buffers[0], format, data, size, 
freq); 
if ((error = alGetError()) != AL_NO_ERROR){ 
 DisplayALError(“alBuffersData: “, error); 
 // Delete Buffers 
 alDeleteBuffers(NUM_BUFFERS, g_Buffers); 
 Exit (-1); 
} 
 
Se invece I dati WAV devono essere deallocati si utilizza la alUnloadWAV: 
 
alUnloadWAV(format, data, size,freq); 
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if ((error = alGetError()) != AL_NO_ERROR){ 
 DisplayALError(“alUnloadWAV: “, error); 
 // Delete Buffers 
 alDeleteBuffers(NUM_BUFFERS, g_Buffers); 
 Exit (-1); 
} 
 
3.3.1.4 Sorgente sonora 
Per creare una o più sorgenti sonore può essere chiamata la funzione 
alGenSources che genera il numero di sorgenti sonore desiderate. Il buffer viene 
associato alla sorgente sonora attraverso la alSourcei: 
 
 alGenSources(1, source); 
 if ((error = alGetError()) != AL_NO_ERROR){ 
  DisplayALError(“alGenSources 1: “, error); 
  return; 
} 
 
 alSourcei(source[0], AL_BUFFER, g_Buffers[0]); 
if ((error = alGetError()) != AL_NO_ERROR) 
DisplayALError(“alGenSources 1: “, error); 
 
3.3.1.5 Gestione dei buffer 
Per poter avere dalla sorgente sonora un flusso audio senza interruzioni, il buffer 
deve essere gestito come una coda. A tale scopo buffer e sorgente sonora vengono 
collegati tramite le funzioni alSourceQueueBuffers e alSourceUnqueueBuffers, 
invece di alSourcei. 
Il programma può associare un buffer o un gruppo di buffer ad una sorgente 
sonora usando alSourceQueueBuffers, chiamando successivamente la funzione 
alSourcePlay su di essa. Mentre la sorgente è in esecuzione, 
alSourceUnqueueBuffers può essere chiamato per rimuovere il buffer che è già 
stato eseguito. Questo buffer può allora essere riempito con i nuovi dati audio o 
deallocato. Un nuovo buffer può essere associato alla sorgente in esecuzione 
usando la alSourceQueueBuffers. In questo modo si ha sempre un nuovo buffer da 
eseguire in coda, e la sorgente può suonare senza interruzioni. 
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Sebbene alcune implementazioni di OpenAL possano non imporre le tali 
restrizioni nella gestione della coda dei buffer, è consigliabile seguire le seguenti 
regole: 
1) In una sorgente usata per lo streaming, il primo buffer non deve essere 
associato utilizzando alSourcei, ma bisogna utilizzare sempre 
alSourceQueueBuffers per associare tutti i buffer al suo streaming. 
2) Tutti i buffer associati alla sorgente sonora devono avere lo stesso formato 
audio. 
 
3.4 A3D (Aureal 3-Dimensional) 
A3D (Aureal 3-Dimensional) è una tecnologia sviluppata da Aureal 
Semiconductor per la riproduzione del suono tridimensionale attraverso le cuffie o 
un sistema di altoparlanti.  
A3D usa un sottoinsieme di dettagli a basso livello delle proprietà dell’ambiente 
3D del gioco per calcolare accuratamente le riflessioni sonore (A3D 2.0 calcola 
fino a 60 riflessioni di primo ordine). Il rivale EAX 1.0 di Creative, simulava 
invece l’ambiente con un riverbero regolabile mediante parametri, senza calcolare 
le riflessioni per tutte le superfici. 
Creative Labs ha citato in giudizio la Aureal per una violazione di brevetto nel 
marzo 1998, e perse la causa nel dicembre del 1999. Nonostante la vittoria, il 
costo della causa, porto l’Aureal in bancarotta. Così Creative riuscì ad acquistarla 
nel settembre del 2000 e aggiunse il motore A3D alla sua tecnologia EAX della 
quale fa tuttora parte. 
 
3.5 EAX (Environment Audio eXtension) 
3.5.1 DirectSound e EAX 
Sia DirectSound che OpenAl permettono di utilizzare le funzionalità delle 
Creative EAX. In questa tesi verrà trattato specificatamente il caso DirectSound 
tenendo conto che le stesse considerazioni, a meno di diverse convenzioni di 
programmazione, valgono anche per OpenAl. 
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Sebbene DirectSound gestisca le caratteristiche posizionali dell’audio 3D, in esso 
mancano completamente le funzionalità relative agli effetti ambientali, quali 
riverbero, riflessione, occlusione e ostruzione. 
Per capire l’importanza di tali effetti, basta immaginare come cambia il suono di 
una spada che viene sguainata all’interno di una cattedrale o in una piccola stalla: 
tale differenza è evidenziata dal riverbero. Si pensi anche al caso in cui la sorgente 
sonora e l’ascoltatore si trovano in stanze diverse: un effetto di ostruzione o di 
occlusione (a seconda che la porta che separa gli ambienti sia aperta o chiusa) 
aiuta a capire la consistenza dell’eventuale ostacolo che separa l’ascoltatore dalla 
sorgente sonora.  
In sostanza, un ambiente sonoro senza tali effetti sarebbe realistico come un 
mondo visivo senza riflessi o ombre. EAX introduce questi effetti e migliora 
alcuni di quelli esistenti. È possibile creare un’interfaccia EAX per ogni sorgente 
sonora nell’ambiente e settare, per tali sorgenti, i valori di riverbero e controllo 
dell’occlusione o ostruzione. Inoltre EAX è in grado di calcolare automaticamente 
come cambia il riverbero di una sorgente in movimento rispetto al listener, senza 
far perdere nessuno degli effetti calcolati da DirectSound. 
EAX possiede anche un’ampia varietà di ambienti preimpostati, che permettono 
facilmente di simulare, ad esempio, l’interno di una cattedrale o un auditorium, 
semplicemente scegliendo l’ambiente desiderato. Di tutto il resto si prende cura il 
motore di EAX. 
Questa libreria possiede anche diversi sistemi automatici di “distance-effect 
management” che  regolano l’attenuazione e gli effetti di filtraggio in funzione 
della distanza tra l’ascoltatore e la sorgente.  
Un effetto già presente in DirectSound, ma migliorato in EAX, è la “Source 
directivity”, che regola il fatto che il suono emesso da una sorgente si senta più 
forte in una direzione rispetto che in tutte le altre (fig. 3.3 e 3.4). Un esempio è il 
suono di una tromba che è più forte nella direzione della campana che nelle altre. 
DirectSound riesce a rendere questo effetto senza però fare distinzione tra suoni 
ad alte e basse frequenze. EAX invece riesce anche ad applicare dei filtri tali da 
dare una maggiore direzionalità ai suoni alle alte frequenze rispetto a quelli alle 
basse frequenze, come avviene nella realtà (fig. 3.5). 
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Sorgente sonora 
 
 
Fig. 3.3 : Sorgente sonora in assenza di “Source directivity”. Il suono si espande 
ugualmente in tutte le direzioni. 
 
 
 
 
 
 
Sorgente sonora 
 
 
Fig. 3.4 : Sorgente sonora in presenza di “Source directivity”. Il suono si espande 
solo lungo il cono fonico specificato. 
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Sorgente sonora 
 
 
Fig. 3.5 : Sorgente sonora in presenza di “Source directivity”. I suoni alle basse 
frequenza si espandono ugualmente in tutte le direzioni (colore rosso), mentre 
quelli alle alte frequenze solo lungo il cono fonico specificato (colore blue). 
 
3.5.2 EAX Property set 
Si è già discusso di come DirectSound utilizzi tre interfacce per la gestione del 
suono: un’interfaccia standard con le caratteristiche del suono, una seconda 
interfaccia che contiene le informazioni 3D del buffer sonoro associato, ed infine 
una terza interfaccia che si occupi dei property set. 
EAX comprende due property set: il listener property set, relativo al listener, che 
descrive gli effetti dell’ambiente silla sorgente sonora percepiti dall’ascoltatore, e 
il sound-source property set, relativo ad ogni sorgente sonora, che ne descrive gli 
effetti subiti durante il percorso per arrivare all’ascoltatore. 
Il listener property set agisce solo sul buffer primario ma, poiché DirectSound 
non permette di accedervi direttamente, le proprietà vengono impostate mediante 
l’interfaccia ad un buffer secondario, che può essere quella correntemente in uso o 
una nuova creata ad hoc. Le proprietà che vengono impostate in questo modo 
avranno effetto sui secondary buffer e risulteranno come base di partenza per la 
progettazione delle sorgenti sonore. Un esempio delle proprietà del listener 
property set è il grado di riverbero e riflessione percepiti dall’ascoltatore.  
Le proprietà del sound-source property set permettono, invece, di controllare 
come gli effetti ambientali vengano applicati ad ogni sorgente sonora, ad esempio 
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in effetti come il valore di attenuazione o il filtraggio tonale, che vengono 
utilizzati anche per dare l’effetto di occlusione o di ostruzione. Uno dei vantaggi 
di EAX è il fatto che, nel caso in cui l’applicazione non volesse prendersi il 
compito di regolare questi parametri, sarà il motore di EAX a occuparsene 
variandoli dinamicamente in funzione della distanza, della direzione e 
dell’orientamento dell’ascoltatore. Se poi non si è soddisfatti dall’effetto ottenuto, 
l’applicazione può modificarli sovrascrivendo i parametri calcolati 
automaticamente. 
 
3.5.3 Uso di EAX 
EAX estende l’insieme di parametri audio ambientali modificabili, 
aggiungendone di nuovi con un’organizzazione a livelli. Tali parametri vengono 
distinti in parametri ad alto livello (high level parameters) e in parametri a basso 
livello (low level parameters). I parametri ad alto livello facilitano notevolmente 
la programmazione, in quanto permettono di selezionare un ambiente 
preimpostato e di lasciar gestire tutti i parametri a basso livello al motore di EAX. 
I valori di attenuazione, riflessione  e riverbero sono calcolati dinamicamente 
tramite i parametri posizionali di DirectSound e, poiché EAX usa un modello 
statico del riverbero, questo può essere calcolato senza dare le specifiche 
caratteristiche geometriche dell’ambiente modellato. 
Altre proprietà ad alto livello permettono di modificare l’ambiente preimpostato 
cambiandone la dimensione, il livello di assorbimento dell’aria, ecc. 
Se si ha una precisa idea dell’effetto che si desidera ottenere e questo non è tra 
quelli predisposti, è possibile agire sui parametri a basso livello (normalmente 
“nascosti” dai parametri ad alto livello) per modellarlo così come lo si desidera. 
Questo approccio è comunque sconsigliato, perché agire direttamente su tali 
parametri è ritenuto dispendioso; quello che si suggerisce è di selezionare 
inizialmente un ambiente, utilizzare le proprietà ad alto livello per avvicinarsi il 
più possibile al risultato voluto e, soltanto a questo punto, perfezionare il lavoro 
modificando le proprietà a basso livello, che consistono, ad esempio, nel tempo di 
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decadimento del riverbero, nel ritardo della riflessione e del riverbero, e nella 
diffusione del riverbero. 
 
L’approccio alla programmazione di un ambiente sonoro è suddiviso in 2 fasi:  
1. fase di progettazione, in cui viene deciso quali effetti ambientali 
utilizzare, come realizzarli e dove localizzarli;  
2. fase di programmazione in cui si implementano gli elementi stabiliti nella 
fase di progettazione e si legano agli eventi dinamici dell’applicazione. 
La progettazione di un singolo ambiente audio risulta molto semplice, in quanto 
viene scelto l’ambiente EAX preimpostato più simile a quello che si desidera, e lo 
si modifica come già detto in precedenza, usando le proprietà ad alto e basso 
livello.  
La progettazione di uno scenario in cui l’ascoltatore possa passare da un ambiente 
ad un altro non è molto più complicata. Gli ambienti vengono progettati 
separatamente, esattamente come si fa per un unico ambiente e, quando 
l’ascoltatore passa da un ambiente ad un altro, EAX calcola il suono percepito 
dall’ascoltatore correttamente, rispetto alla sua posizione in una o nell’altra stanza 
(fig. 3.6a). L’unica pecca consiste nel fatto che, se i due ambienti hanno 
caratteristiche acustiche nettamente diverse, risulterebbe un repentino cambio 
delle caratteristiche del suono percepito che ridurrebbe notevolmente la 
realisticità. La soluzione è quella di creare un ambiente intermedio tra i due, i cui 
effetti sonori riprodotti siano a metà strada tra quelli dell’uno e dell’altro ambiente 
(fig. 3.6b). 
Ambiente 2Ambiente 1
a 
Ambiente 
intermedioAmbiente 1 Ambiente 2
b 
Fig. 3.6 : Ambienti contigui (a); Ambienti contigui con ambiente intermedio (b) 
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Il problema di capire in quale ambiente si trovi l’ascoltatore, per utilizzare gli 
effetti adeguati, è risolto utilizzando gli stessi meccanismi posizionali che 
l’applicazione utilizza per la grafica, o comunque sfruttando quelli di DirectX. 
In presenza di due ambienti, può accadere che la sorgente sonora e l’ascoltatore si 
trovino in stanze diverse, divise da pareti senza spazi vuoti. Questo è il caso in cui 
si presenta l’effetto di occlusione, cioè il suono, nel suo percorso dalla sorgente 
all’ascoltatore, subisce un’attenuazione dovuta all’attraversamento della parete. 
Nella progettazione dell’ambiente, se si desidera usare l’effetto di occlusione, si 
dovrà quindi selezionare: il tipo di materiale di cui sono composte le pareti delle 
stanze, quanto sono trasmissive, il livello di attenuazione che applicano al suono 
che le attraversa. Esistono dei set di materiali preimpostati (tab. 3.1) che 
controllano molti parametri, i quali  possono essere comunque modificati a 
piacimento per ottenere il risultato specifico desiderato. 
 
Tabella dei materiali predefiniti per occlusione e ostruzione 
Materiali Valore Valore LF Valore Room 
Single window material (-2800) 0.71f 0.43f 
Wood wall material (-4000) 0.50f 0.30f 
Double window material (-5000) 0.40f 0.24f 
Brick wall material (-5000) 0.60f 0.24f 
Thin door material (-1800) 0.66f 0.66f 
Stone wall material (-6000) 0.68f 0.20f 
Thick door material (-4400) 0.64f 0.27f 
Curtain material (-1200) 0.15f 1.00f 
 
Tab. 3.1: Tabella dei materiali predefiniti per occlusione e ostruzione 
 
Nei casi in cui la sorgente sonora e l’ascoltatore si trovino nello stesso ambiente, è 
possibile che un oggetto sia posto tra di loro. Questo causa l’effetto di ostruzione, 
in cui parte del suono si diffrange sull’oggetto, e parte invece lo attraversa       
(fig. 3.7). Nella realtà difficilmente avviene solo uno di questi fenomeni ma, 
poiché accade sempre che uno dei due sovrasti l’altro, essi vengono trattati in 
maniera esclusiva. 
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Sorgente sonora 
 
 
Fig. 3.7 : In verde le onde sonore prima di incontrare l’ostacolo, in blu le onde 
che si diffrangono su esso e tentano di aggirarlo, in rosse le onde che lo 
attraversano. 
 
Alcuni dei parametri per regolare l’effetto di ostruzione vengono settati come 
quelli dell’occlusione, come ad esempio il materiale di cui è composto l’oggetto 
ostruente, se questo è trasmissivo e quindi viene attraversato. Se invece l’ostacolo 
non è trasmissivo, vengono settati il valore di attenuazione, i filtri applicati 
all’onda sonora e la curvatura che segue attorno all’oggetto. 
 
3.5.4 Il modello acustico di EAX 
Le proprietà descritte finora modificano i parametri del modello acustico 
utilizzato dal motore di EAX in modo da ottenere un effetto realistico, ma per 
poter utilizzare al meglio le proprietà a basso livello bisogna conoscere come è 
realizzato tale modello. 
In EAX l’ambiente è descritto da un insieme di parametri che definiscono la 
qualità del riverbero e dai settaggi delle sorgenti sonore presenti nell’ambiente. 
L’effetto del riverbero è suddiviso in tre fasi temporali: direct, reflections e 
reverb, la cui divisione è definita da due parametri: reflections delay e  reverb 
delay. L’ultimo parametro importante è il decay time, definito come il tempo che 
impiega il riverbero per attenuarsi di 60 decibel (fig. 3.8). 
La risposta del riverbero è definita dai seguenti parametri: 
• l'energia di ognuna delle tre sezioni Direct, Reflections, Reverb a bassa 
frequenza; 
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• il ritardo di riflessione e il ritardo di riverbero; 
• il filtro diretto, filtro passo basso che ha effetto diretto sulle componenti 
riducendo l'energia delle alte frequenze; 
• il room filter, un filtro passo basso che interessa le fasi reflections e 
reverb, riducendo la loro energia ad alte frequenze; 
• il tempo di decadimento delle alte e basse frequenze; 
• la diffusione e la misura della stanza. 
 
 
Fig. 3.8 : Modello della risposta del riverbero 
 
Anche se l’attenuazione standard del suono diretto sorgente-ascoltatore, fornita da 
DirectSound, è in grado di fornire un’idea convincente della distanza della 
sorgente, per ottenere un maggior realismo EAX considera l’attenuazione anche 
del suono riflesso che, anche se meno percepibile, rappresenta una caratteristica 
importante. 
Per gestire automaticamente l’attenuazione dei suoni riflessi in funzione della 
distanza sorgente-ascoltatore, EAX fornisce  due metodi: 
• un primo metodo, che è quello di default, simula il rolloff (ovvero 
l’attenuazione) naturale del riverbero in una tipica stanza. È un metodo di 
riverbero statico dimostrato fisicamente, che consente di prevedere 
l’intensità e le caratteristiche tonali delle riflessioni, dei riverberi, in 
funzione della distanza tra sorgente e ascoltatore, della dimensione della 
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stanza, del tempo di discesa del riverbero e della direzionalità della 
sorgente. 
• un secondo metodo utilizza lo stesso sistema che il DirectSound applica 
nel calcolare l’attenuazione dei suoni diretti, utilizzando un Room Rolloff 
Factor, impostato di default a 0.0 (cioè nessuna attenuazione) e applicando 
l’attenuazione in funzione della lunghezza del cammino del suono riflesso.  
EAX fornisce un ulteriore parametro, Air Absorption HF, espresso in decibel, che 
viene usato per controllare l’attenuazione ad alte frequenze, causata dal mezzo di 
propagazione. In pratica, ad esempio, aumentando tale valore si simula un’umidità 
più alta nell’aria. 
La qualità del riverbero ambientale è definita in modo tale che si applichi a tutte le 
sorgenti sonore nell’ambiente. I soli parametri che possono essere variati 
automaticamente in EAX sono le intensità delle tre sezioni del riverbero di cui 
quelle di reverb e reflections sono definite relativamente al segnale della sorgente. 
Parametri usuali nel calcolo del riverbero artificiale sono anche l’environment 
diffusion, che controlla la densità dell’eco nella sezione reverb, e l’enviroment 
size, espresso in metri, che simula il degrado e l’intensità di reflection e reverb, 
così come il tempo di decadimento del riverbero. Il parametro room size in EAX 
lavora come parametro ad alto livello che permette di regolare diversi parametri a 
basso livello in modo da produrre un effetto fisico di incremento delle dimensioni 
della stanza . 
Il decadimento del riverbero è il risultato dell’assorbimento dell’energia acustica, 
che avviene ogni qualvolta un suono rimbalza su una superficie fino a quando il 
suono risulta non più percepibile. Le superfici vengono definite come 
acusticamente vive, se assorbono poca energia, in modo tale che i suoni riflessi 
diminuiscano poco a poco, o acusticamente morte, se assorbono molta energia e 
fanno scomparire il suono in pochi rimbalzi. Il decay time assegna le proprietà 
acustiche medie delle superfici della stanza in modo da portare il riverbero a 60 db 
nel numero di secondi specificato. 
Poiché le superfici riflettono meglio le basse frequenze rispetto a quelle alte, EAX 
differenzia i tempi di decadimento delle due. Più precisamente, viene assegnato il 
valore di decadimento delle basse frequenze e quello delle alte verrà ottenuto 
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applicandovi un fattore moltiplicativo, cosicché, aumentando il primo, aumenterà 
proporzionalmente anche il secondo. Per evitare un eccessivo incremento del 
tempo di decadimento delle alte frequenze, EAX imposta un valore controllato da 
Air Absorption HF (l’assorbimento dell’aria). 
Il modello di elaborazione di EAX include un’attenuazione e un filtro passo basso 
applicato indipendentemente ai suoni diretti e riflessi dell’ambiente. Tutte le 
proprietà delle sorgenti sonore hanno l’effetto di regolare i parametri di 
attenuazione e filtraggio dell’ambiente. 
I parametri ambientali, descritti nelle listener properties, rappresentano sorgenti 
sonore omnidirezionali ad una distanza minima, senza effetti di occlusione e 
ostruzione. 
Il sound-source property set definisce delle ulteriori modifiche che vengono 
apportate ai suoni provenienti dalle sorgenti sonore a partire dalle proprietà già 
impostate dell’ascoltatore, e sono il risultato di diversi effetti combinati: 
• effetti dipendenti dalla distanza (modello di riverbero statico, fattore di 
room rolloff, e air absorption); 
• effetti di occlusione e ostruzione; 
• rettifiche manuali dell’attenuazioni e filtri. 
 
Come precedentemente detto, DirectSound gestisce la direzionalità di una 
sorgente sonora usando il concetto di cono fonico; è possibile specificare un cono 
fonico interno, entro il quale il suono della sorgente ha la sua massima intensità ed 
un cono fonico esterno, al di fuori dal quale il suono della sorgente ha la sua 
minima intensità.. EAX permette di migliorare ulteriormente questo modello 
dando la possibilità di ridurre maggiormente il volume alle alte frequenze rispetto 
alle basse, facendo in modo che, ad un ascoltatore lontano dal principale asse di 
irradiazione della sorgente, il suono risulti non solo attenuato, ma anche filtrato, in 
modo da ottenere un maggior realismo per sorgenti direzionali. 
L’orientamento di una sorgente rispetto all’ascoltatore modifica la componente 
diretta del suono percepito, ma non ha influenza su quello riflesso. Inoltre una 
sorgente con un cono fonico più ampio, diffonde nella stanza un suono meno 
potente e EAX riproduce questo effetto naturale automaticamente. 
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L’occlusione e l’ostruzione, come già accennato, permettono di simulare in modo 
realistico il comportamento di suoni che, nel cammino dalla sorgente 
all’ascoltatore, sono costretti ad attraversare ostacoli, o a girarvi attorno, e servono 
a dare informazioni importanti sull’ambiente circostante e sulla posizione delle 
sorgenti sonore. I suoni trasmessi attraverso un materiale subiscono 
un’attenuazione dipendente dalla loro frequenza, generalmente con carattere 
passa-basso. Anche i suoni che viaggiano intorno all’ostacolo subiranno 
un’attenuazione passa-basso dovuto alla diffrazione. L’effetto dovuto ad un 
ostacolo dipenderà anche dalla sua dimensione rispetto alla lunghezza d’onda del 
suono: se è piccolo, anche l’effetto lo sarà.  In questo modo le basse frequenze 
tendono a viaggiare intorno o ad attraversare l’ostacolo senza subire attenuazioni 
come le alte frequenze. In generale la regola è che più è acuto l’angolo del 
cammino che il suono compie attorno all’ostacolo, maggiore è il valore di 
attenuazione per l’alta frequenza.  
EAX distingue due casi: 
• nell’ostruzione, dovuta alla presenza di un oggetto tra l’ascoltatore e la 
sorgente nello stesso ambiente, il percorso diretto del suono può passare 
attraverso l’oggetto, o diffrangersi e girarvi attorno. In entrambi i casi, il 
percorso subisce un’attenuazione, che non colpisce il suono riflesso, in 
quanto esso si forma nell’ambiente dell’ascoltatore, e che quindi, non 
subisce l’ostruzione (fig. 3.9). 
Spesso l’effetto di trasmissione è trascurabile, e l’effetto passa-basso 
dipende dalla posizione della sorgente e dell’ascoltatore e non dai 
materiali. Anche se, nel caso di ostacoli altamente trasmessivi (come ad 
esempio una tenda), i ruoli tra il suono trasmesso e quello che aggira 
l’ostacolo si invertono. 
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Sorgente sonora  Listener 
 
 
 
Fig. 3.9 : Il suono riflesso (in rosso) non subisce attenuazione perché prodotto 
nell’ambiente del listener e non risente dell’ostruzione. 
 
• Nell’occlusione l’ambiente in cui si trova l’ascoltatore e l’ambiente in cui 
si trova la sorgente sonora sono separati da una parete e il suono è 
costretto ad attraversarla o a passare dalla piccola eventuale apertura nella 
stessa. Prima che questi suoni raggiungano l’ambiente dell’ascoltatore 
subiscono l’effetto dovuto all’attraversamento della parete o alla 
diffrazione su di essa e quindi risultano attenuati. Inoltre la sorgente 
sonora identificata dall’ascoltatore non è percepita nella sua posizione 
reale, bensì nel punto in cui il suono entra nell’ambiente dell’ascoltatore, e 
quindi il riverbero risulta più attenuato, visto che la sorgente è più diretta 
rispetto alla sorgente originaria (fig. 3.10 ). 
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Sorgente sonora  Listener  Sorgente sonora fittizia 
 
 
 
Fig. 3.10 : Occlusione, viene identificata una sorgente sonora fittizia invece di 
quella reale. 
 
Gli effetti percepibili nelle due situazioni non sono molto diversi se non fosse per 
il fatto che il suono riflesso rimane inalterato nel caso dell’ostruzione. La 
programmazione di questi effetti risulterebbe poco conveniente in quanto 
richiederebbe sistematicamente l’aggiornamento di diversi parametri 
simultaneamente. EAX fornisce un’interfaccia più gerarchica per controllare gli 
effetti degli ostacoli: 
• innanzitutto  distingue tra ostruzione (dove solo il percorso diretto è 
attutito) e occlusione; 
• entrambi gli effetti sono controllati specificando l’attenuazione ad alte 
frequenze, alla frequenza di riferimento di 5 kHz, facoltativamente 
accompagnata dall’attenuazione a basse frequenze permettendo di 
controllare entrambi gli effetti con lo stesso comando (infatti il secondo è 
relativo al primo, tab 3.2). Nel caso dell’occlusione questi due effetti sono 
accompagnati dalla possibilità di regolare l’attenuazione del suono riflesso 
separatamente dal suono diretto. 
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Double window material preset 
EAX_MATERIAL_DOUBLEWINDOW (-5000) 
EAX_MATERIAL_DOUBLEWINDOWHF 0.40f 
  
Tab. 3.2 : Valori delle proprietà dei materiali.  
Per ogni materiale, primo valore indica il livello di attenuazione , il terzo indica il 
rapporto di attenuazione da applicare tra le alte e basse frequenze. 
 
Le proprietà dell’occlusione, che si usano quando una sorgente sonora è in un 
ambiente differente da quello dell’ascoltatore, potrebbero essere usate nel 
seguente scenario esemplificativo. Una sorgente sonora che si muove in una 
stanza ha una porta chiusa che dà su un corridoio. Se l’ascoltatore è nel corridoio 
fuori dalla stanza, la sorgente sonora potrebbe avere il suo Occlusion Property 
settato a -40 dB, che fa sì che il suono sembri provenire da dietro un muro spesso. 
Quando la sorgente passa davanti alla porta della stanza, il valore dell’Occlusion 
Property potrebbe essere modificato in -30 dB, che rende il suono leggermente 
più nitido in quanto la porta è più sottile del muro. Mentre la porta si apre, il 
valore può essere gradualmente cambiato in -8 dB e se la sorgente entra nella 
stanza il valore può essere portato a 0 dB cosicché il suono è completamente 
nitido. 
Sebbene tutto ciò possa essere fatto solo modificando il Main Occlusion Property, 
la simulazione può essere perfezionata assegnando un particolare material preset 
alla parete che provoca l’occlusione (che setta il Secondary Occlusion Property a 
valori differenti dai loro valori di default). 
L’Obstruction Property potrebbe essere usata nel seguente modo: se l’ascoltatore 
e la sorgente sonora sono nella stessa stanza e non c’è nulla tra di loro allora 
l’Obstruction Property per la sorgente sonora può essere settata a 0 dB. Se la 
sorgente sonora si muove dietro un grande oggetto ( ad es. un grande pilastro), 
l’Obstruction Property potrebbe essere assegnata al valore -25 dB. Quando la 
sorgente sonora si muove ulteriormente dietro l’ostacolo, il valore 
dell’Obstruction Property può essere progressivamente diminuito. Il valore 
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dell’Obstruction Property può essere messo in relazione all’angolo che il suono 
deve compiere per raggiungere l’ascoltatore (più è acuto, più il suono è attutito). 
Se la sorgente, mentre è dietro l’ostacolo, si muove in un’altra stanza, l’occlusione 
può essere usata contemporaneamente all’ostruzione. 
Capitolo 4: Un sistema per il rendering audio 3D 
84 
4. Un sistema per il rendering audio 3D 
 
Il sistema di sviluppo elaborato in questa tesi consente di modellare degli ambienti 
sonori virtuali dei quali successivamente sia possibile un opportuno rendering 
audio 3D posizionale con effetti ambientali all’interno di un’applicazione XVR. Il 
primo paragrafo di questo capitolo introduce il framework di sviluppo XVR, 
mentre a partire dal secondo verrà descritto il sistema di sviluppo dapprima nelle 
sue linee generali e successivamente nei dettagli implementativi. 
 
4.1 Il framework XVR 
Il framework XVR è un ambiente completamente integrato dedicato allo sviluppo 
di applicazioni di Realtà Virtuale, basato su un linguaggio di script VR-oriented  
molto simile a Java ma con costruzioni supplementari più specificamente dedicate 
alla grafica 3D, al suono 3D e a molti altri componenti tipici della Realtà Virtuale.  
 
XVR è diviso in due moduli principali: un modulo ActiveX, che ospita i 
componenti di base della tecnologia, come quello che effettua il controllo della 
versione e l’interfaccia plug-in per il browser Internet Explorer, e la Virtual 
Machine di XVR (VM), che contiene il nucleo della tecnologia, quale il motore 
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grafico 3D, il motore multimediale e tutti i moduli software che controllano le 
altre caratteristiche incorporate di XVR. È inoltre possibile caricare moduli 
supplementari che offrano funzionalità non direttamente disponibili.  
 
La Virtual Machine di XVR, come molte altre Virtual Machine, contiene un set di 
istruzioni bytecode, un set di registri, uno stack e un’area per la memorizzazione 
dei metodi. Il linguaggio di script di XVR (S3D) permette di specificare il 
comportamento delle applicazioni, fornendo le funzionalità di base di un 
linguaggio di programmazione, e metodi aggiuntivi riguardanti le tipiche 
funzionalità di un sistema di Realtà Virtuale, disponibili sotto forma di funzioni o 
classi. Lo script viene compilato in un bytecode che viene poi processato ed 
eseguito dalla Virtual Machine di XVR. 
 
 
Fig. 4.1: Diagramma di flusso XVR 
 
Quando si accede ad una pagina internet che ospita un’applicazione XVR, dopo 
averne controllato la versione dell’engine XVR, ed eventualmente dopo averla 
scaricata ed installata, viene scaricata l’applicazione con tutti i dati di cui fa uso, 
come i modelli 3D, le texture, i suoni ecc. Una volta presente nel computer locale 
vengono fatte le dovute inizializzazioni e l’applicazione viene eseguita. La 
modularità di XVR gli permette di essere facilmente adattabile sia per il web che 
per applicazioni autonome, secondo le esigenze specifiche.  
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Un programma XVR è generalmente basato su 6 funzioni fondamentali che 
costituiscono la base di tutto il progetto: 
 
- la funzione OnDownload() è utilizzata all'inizio dell’applicazione ed attiva il 
download, dal sistema centrale, dei file di dati di cui essa ha bisogno. 
 
- nella funzione OnInit() invece viene messo il codice che effettua 
l’inizializzazione dell’applicazione. Tutti i comandi sono eseguiti in sequenza. 
Tutte le altre funzioni non vengono attivate finché OnInit() non è terminata 
correttamente. 
 
- in OnFrame() vengono inserite funzioni e metodi che producono l’output 
grafico. Questa è l’unica funzione dove i comandi grafici forniscono un output. Al 
di fuori di questa funzione essi non producono alcun risultato. 
 
- in OnTimer(), eseguita indipendentemente da OnFrame(), vengono inseriti i 
comandi indipendenti dall’output grafico. È possibile richiamare la funzione 
anche 1000 volte al secondo.  
 
- la funzione OnEvent(), indipendente sia da OnTimer() che da OnFrame(), è 
chiamata ogni volta che l'applicazione riceve un evento. Un evento può essere 
esterno (come alcuni messaggi di Windows) o interno (cioè generato nel 
programma XVR). Gli eventi ed i messaggi sono supportati da XVR perché 
aggiungono flessibilità all'ambiente di programmazione per quelle operazioni 
dove i temporizzatori fissi non sono la migliore opzione. Se l'applicazione non ha 
bisogno di gestire gli eventi, questa funzione può essere ignorata. 
 
- la funzione OnExit() è chiamata quando l’applicazione termina o quando l’utente 
chiude la pagina dove questa si trova. 
 
Oltre alle funzioni di base, XVR offre un certo numero di classi predefinite, 
funzioni e strutture dati, dando anche la possibilità all'utente di definirne di nuove. 
L'insieme principale delle classi e delle funzioni è legato alla gestione della 
grafica 3D. Le funzioni Scene* e Camera* permettono rispettivamente di settare 
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la scena grafica e le proprietà del punto di vista. La classe VmLight fornisce le 
funzionalità relative all'illuminazione. I modelli 3D sono controllati dalla classe 
VmMesh, che gestisce le proprietà geometriche del modello e dalla classe 
VmObject, che si occupa dei sistemi di riferimento e delle trasformazioni 
geometriche. L'aspetto degli oggetti è controllato dalle classi VmMaterial, 
VmTexture e VmShader. Altre classi relative alla grafica sono VmBillboard, 
VmText e VmTerrain che si occupano di componenti più specifiche.  
 Il motore 3D integrato, permette di gestire l’output visivo non solo su una finestra 
grafica standard, ma anche su dispositivi più avanzati quali sistemi di proiezione 
stereoscopica9 o Head Mounted Displays10. Il motore usa lo stato dell’arte degli 
algoritmi di gestione e semplificazione della scena al fine di ottenere elevate 
prestazioni nel lavorare con modelli ad alta complessità in tempo reale. 
 
Una caratteristica molto interessante è che, anche se il linguaggio di script S3D 
offre funzionalità ad alto livello per gestire i contenuti 3D, permette anche di 
utilizzarle insieme a funzionalità a basso livello per realizzare effetti speciali non 
direttamente supportati dal linguaggio. Ciò è realizzato con l’importazione quasi 
completa delle funzioni di OpenGL che possono essere direttamente inserite in 
uno script S3D. Inoltre, XVR supporta funzionalità ancora più a basso livello 
permettendo l’inserimento di vertex e pixel shader, al fine di manipolare 
direttamente le pipeline grafiche programmabili,  direttamente nel codice degli 
script. Come in qualunque altro ambiente che permette di mescolare i differenti 
livelli di programmazione, particolare attenzione deve essere posta quando 
vengono utilizzate le funzionalità a basso livello, che possono modificare 
notevolmente lo stato dell’applicazione grafica e il suo flusso dati. 
 
Un altro insieme importante di classi è dedicato all’interazione ed alla 
comunicazione con l'utente. Fra le classi presenti, le più usate sono VmMouse e 
VmJoystick che, insieme ad un insieme di funzioni per la gestione della tastiera, 
                                                 
9
 Strumenti in grado di visualizzare in maniera immersiva immagini stereoscopiche, come ad 
esempio il Powerwall o il CAVE 
10
 Caschi muniti di piccoli display LCD rivolti verso l’utente 
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gestiscono l'interazione di base con l'applicazione. Un output grafico 
bidimensionale è fornito dalle funzioni console. La comunicazione in rete è gestita 
per mezzo di funzioni IP, che offrono funzionalità TCP o UDP, e funzioni dati 
HTML che permettono alla pagina web ospitante di comunicare con l’applicazione 
XVR così che possano reciprocamente interagire e modificare il loro stato. Ciò 
significa che i comandi possono essere trasmessi all'applicazione dalla pagina 
HTML, che può quindi costituire la primaria GUI per l'applicazione, ed i messaggi 
possono essere trasmessi dall'applicazione alla pagina HTML, che può cambiare il 
suo aspetto o eseguire delle operazioni, come l’apertura di una finestra pop-up.  
La figura 4.2 illustra il diagramma gerarchico di XVR. La classe VmAcoustic, 
rivista e ampliata con il supporto a nuove funzionalità, come parte del lavoro di 
questa tesi, è stata evidenziata in grassetto. Alcune delle classi di XVR sono 
native, altre incapsulano classi o librerie di più basso livello, come le VRlib. La 
classe CVMAcoustic è un ibrido, dal momento che implementa direttamente 
alcune funzionalità, e ne incapsula altre presenti nella libreria VRAlib. 
 
Fig. 4.2 : Diagramma della gerarchia XVR. 
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4.1.1 Elementi acustici: la classe VmAcoustic 
La classe VmAcoustic implementa le funzionalità sonore tridimensionali, dando la 
possibilità di generare dinamicamente le sorgenti sonore e posizionarle nello 
spazio 3D. Essa supporta anche server audio remoti permettendo l’uso di più 
sistemi planari di amplificatori al fine di realizzare un sistema di audio posizionale 
in grado di localizzare una sorgente acustica non solo lungo un’area attorno 
l’utente, ma piuttosto nello spazio intero che lo circonda aggiungendo una miglior 
percezione della direzionalità dei suoni provenienti dall’alto e dal basso 
I suoni prodotti dalle sorgenti sonore sono caricati da file in formato WAV e 
possono essere modulati in ampiezza e in frequenza. È possibile disabilitare le 
caratteristiche 3D; in questo caso l’effetto di un suono proveniente da sinistra o 
destra è realizzato attraverso la modulazione del bilanciamento tra i due canali. La 
velocità della sorgente sonora può essere specificata per simulare correttamente 
l’effetto doppler. È’ infine possibile specificare le proprietà spaziali del listener. 
4.2 Struttura del sistema 
Il sistema sviluppato in questa tesi si propone di fornire una serie di strumenti per 
la realizzazione di ambienti acustici tridimensionali da utilizzare all’interno di 
un’applicazione di realtà virtuale sviluppata con XVR: 
- un editor visuale per la modellazione degli ambienti acustici o, più propriamente, 
per l’associazione di proprietà acustiche a modelli geometrici già esistenti o in 
corso di realizzazione. 
- l’implementazione di funzionalità aggiuntive in XVR per la gestione di tali 
ambienti.  
L’editor visuale richiede l’utilizzo dell’applicazione 3D Studio MAX di Discreet 
(un software per la modellazione 3D di ambienti poligonali, fig 4.3) e 
l’esecuzione di alcuni script appositamente sviluppati in MaxScript (linguaggio di 
programmazione per la gestione di funzionalità personalizzate all’interno di 
3DMax). È stato scelto di utilizzare 3D Studio MAX perché è lo strumento 
attualmente usato in PERCRO per la modellazione di ambienti virtuali e, al 
contempo, uno dei più potenti e diffusi programmi d
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in via di sviluppo un porting di questo sistema di script anche per Blender, un 
analogo programma disponibile come Open Source. 
Le nuove funzionalità XVR, invece, hanno richiesto l’ampliamento delle VRAlib, 
una libreria C++ che permette di richiamare le funzioni che gestiscono il suono in 
modo immediato e senza dover specificare dettagli relativi alle librerie di basso 
livello, come OpenAl o DirectSound, e infine lo sviluppo del codice per 
l’incapsulamento delle funzioni della libreria C++ all’interno del linguaggio di 
script di XVR. Alcuni test sono poi stati sviluppati utilizzando XVR per verificare 
l’implementazione realizzata. 
 
Fig. 4.3 : Struttura a livelli di XVR. Le frecce in giallo evidenziano i punti in cui 
si innestano i moduli sviluppati in questa tesi. 
 
4.2.1 Editor di ambienti 
L’editor realizzato con 3D Studio MAX consente di esportare in uno o più file in 
formato testo (successivamente editabili anche manualmente) le informazioni 
relative alle proprietà audio assegnate agli oggetti e agli ambienti tridimensionali. 
Tali file costituiscono l’input per le funzioni che permettono di inizializzare 
l’ambiente in XVR e per gestirne le funzionalità. 
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Fig. 4.4 : 3D Studio Max 
 
All’interno di 3D Studio Max, dopo aver creato o caricato l’ambiente da voler 
utilizzare per la nostra esperienza virtuale, è possibile caricare lo script 
implementato per questa tesi, che fornisce un’interfaccia a finestre per attribuire 
e/o modificare le proprietà sonore di ogni oggetto presente sulla scena. 
Dopo aver caricato o creato la scena a cui si vogliono attribuire le proprietà audio, 
è sufficiente selezionare con il mouse un qualunque oggetto che la componga, e 
associargli le proprietà audio modellate, utilizzando una delle interfacce fornite 
dallo script, cliccando sul tasto apply della rispettiva interfaccia. 
La finestra creata dallo script raggruppa le proprietà in 5 categorie: 
- Material, che contiene le proprietà dei materiali per gli oggetti occludenti 
o ostruenti 
- Environment, che contiene le proprietà degli ambienti 
- EAX Source Property, che contiene le proprietà delle sorgenti sonore 
- Listener Propery, che contiene le proprietà del listener 
- EAX user property, che permette di esportare un file con tutte le 
associazioni tra oggetti e proprietà 
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È importante evidenziare, che non è strettamente necessario utilizzare lo script in 
3D Studio MAX per creare i file con le proprietà degli ambienti, dei materiali, 
delle sorgenti e del listener. Questo perché i file esportati da 3D Studio MAX e 
poi importati nell’applicazione che usa direttamente le VRALib o in 
un’applicazione XVR, sono in formato ASCII e con sintassi basata su tag in modo 
da rendere possibile una loro modifica manuale. Inoltre alcune delle funzioni 
sviluppate permettono di applicare direttamente da codice dei valori a tutte le 
proprietà audio senza doverli necessariamente caricare da un file esterno. 
 
4.2.1.1 Material 
Anche la finestra Material è divisa in più sezioni, consente innanzitutto di caricare 
uno degli 8 materiali predefiniti di EAX. Caricato il materiale è possibile 
applicarlo direttamente all’oggetto selezionato oppure memorizzarlo in uno degli 
8 slot disponibili per poterne modificare le tre proprietà: 
- Value: controlla l’intensità dell’ostruzione/occlusione; 
- ValueLF: è un valore compreso tra 0.0 e 1.0 che specifica l’attenuazione 
subita dalle basse frequenze rispetto a quella subita dalle alte frequenze; 
- Value Room Ratio: utilizzato solo per l’occlusione, specifica un valore di 
attenuazione supplementare da applicare sia alle riflessioni principali che 
al riverbero. 
Attraverso due pulsanti in fondo alla schermata possono essere salvati i materiali 
così creati o caricati dei materiali creati precedentemente. 
Quando si decide di esportare le proprietà, viene creato un file ASCII avente la 
seguente struttura: 
- Intestazione:  
o AUDIO_MATERIALS 
- Il tag “MaterialsCount:” seguito dal numero di ambienti presenti nel file, 
ad es.: 
o MaterialsCount: 16 
- L’elenco dei materiali con le loro proprietà, formulato nel seguente modo 
per ogni materiale: 
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o Un tag che identificare l’inizio della descrizione di un nuovo 
materiale seguito da un indice progressivo:  
Material# 1 
o Parentesi graffa aperta: indica l’inizio dell’elenco delle proprietà, 
che possono però anche mancare; in tal caso vengono assegnati dei 
valori di default; 
o L’elenco dei tag che rappresentano le proprietà, seguiti dai 
rispettivi valori, ad es.: 
name:   Single_window_material 
value:   -2800 
valueLF:  0.71 
valueRoomRatio: 0.43 
o Parentesi graffa chiusa: indica il termine della lista di proprietà del 
materiale. 
 
Fig. 4.5 : Interfaccia per l’editing dei materiali 
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Fig. 4.6 : Interfaccia per l’editing degli ambienti 
 
4.2.1.2 Environment 
Strutturata similmente alla finestra Material (fig. 4.6), la finestra Environment 
consente di caricare uno dei 26 ambienti predefiniti di EAX e di assegnarlo ad 
un’area del modello 3D o di assegnarlo ad uno degli slot disponibili per la 
modifica delle 13 proprietà disponibili, che servono anche a caratterizzare il 
riverbero (fig. 3.8): 
- Room: volume delle riflessioni. E’ il volume massimo che possono 
raggiungere riflessioni e riverbero nel mixaggio all’interno del primary 
buffer.  
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- RoomHF: modifica il suono riflesso attenuando le alte frequenze. 
Controlla un filtro passo-basso applicato globalmente alla riflessione 
sonora di tutte le sorgenti. 
- RoomRolloffFactor: questa proprietà è uno dei due metodi in EAX per 
attenuare il suono riflesso, inteso sia come prima riflessione che come 
riflessioni di ordine successivo (riverbero), in funzione della distanza tra 
ascoltatore e sorgente. È definito come il rolloff factor di DirectSound, ma 
opera sul suono riflesso anziché su quello diretto. Il valore 1.0 indica che il 
suono riflesso diminuisce di 6 dB ogni volta che raddoppia la distanza. 
- DecayTime: il tempo di totale decadimento del riverbero, ossia il tempo 
che impiega il riverbero a scomparire. 
- DecayHFRatio:  modifica il tempo di decadimento tra alte e basse 
frequenze,. Se il valore è 1.0, alte e basse frequenze avranno lo stesso 
tempo di decadimento, se è inferiore ad 1.0, il tempo di decadimento delle 
alte frequenze  aumenterà rispetto a quello delle basse frequenze. 
- Reflections: controlla il volume delle sole riflessioni iniziali, diversamente 
dalla proprietà Room che controlla sia quello delle riflessioni iniziali che 
quello del riverbero successivo. 
- ReflectionsDelay: controlla il ritardo di arrivo tra il suono diretto e il suono 
riflesso della sorgente. 
- Reverb: controlla il volume del riverbero, diversamente dalla proprietà 
Room che controlla sia quello delle riflessioni iniziali che quello del 
riverbero successivo. 
- ReverbDelay: definisce il tempo di ritardo di inizio del riverbero rispetto 
alle riflessioni iniziali; 
- Environment: definisce l’ambiente EAX predefinito da cui partire per lo 
sviluppo dell’ambiente custom; 
- EnvironmentSize: controlla la dimensione apparente della stanza espressa 
in metri. La modifica di questo parametro comporta la scalatura di tutte le 
dimensioni della stanza dello stesso fattore. 
- EnvironmentDiffusion: controlla la densità dell’eco durante il decadimento 
del riverbero. 
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- AirAborptionHF: controlla l’attenuazione del suono della sorgente 
dipendente dalla distanza delle alte frequenze in funzione del mezzo di 
propagazione. Viene applicato sia al suono diretto che a quello riflesso. 
Può essere usato per simulare situazioni di nebbia, alta umidità e altro. 
Anche in questo caso sarà possibile caricare degli ambienti creati 
precedentemente o salvare quelli correntemente editati. 
Il formato dei file esportato è il seguente: 
- Intestazione:  
o AUDIO_ENVIRONMENTS 
- Il tag “EnvCount:” seguito dal numero di ambienti presenti nel file, ad es.: 
o  EnvCount: 34 
- L’elenco degli ambienti con le loro proprietà, formulato nel seguente 
modo per ogni ambiente: 
o Un tag che identifica l’inizio della descrizione di un nuovo 
ambiente seguito da un indice progressivo:  
Env# 1 
o Parentesi graffa aperta: indica l’inizio dell’elenco delle proprietà: 
Qualora tali proprietà siano assenti, vengono assegnati dei valori di 
default; 
o L’elenco dei tag che rappresentano la proprietà seguiti dai loro 
valori, ad es.: 
name:   EAX_ENVIRONMENT_GENERIC 
room:   -1000 
roomHF:   -100 
roomRolloffFactor: 0.000000 
decayTime:  1.490000 
decayHFRatio:  0.830000 
reflections:  -2602 
reflectionsDelay:  0.007000 
reverb:   200 
reverbDelay:  0.011000 
environment:  0 
environmentSize:  7.500000 
environmentDiffusion: 1.000000 
airAbsorptionHF:  -5.000000 
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o Parentesi graffa chiusa: indica la fine dell’elenco delle proprietà 
dell’ambiente. 
 
4.2.1.3 EAX Source Property 
Con i comandi disponibili in  questa finestra è possibile specificare che un oggetto 
della scena è una sorgente sonora. La sezione che riguarda le proprietà della 
sorgente è divisa in 2 parti che distinguono i parametri DirectSound da quelli 
EAX. 
I parametri DirectSound sono: 
- Sound File: è il file sonoro, in formato WAV, che verrà diffuso dalla 
sorgente sonora; 
- Cone Orientation: definisce l’orientamento della sorgente sonora; 
- InsideConeAngle: definisce l’angolo di apertura del cono fonico interno; 
- OutsideConeAngle: definisce l’angolo di apertura del cono fonico esterno; 
- MaxDistance: definisce la distanza oltre la quale il suono della sorgente 
non subirà più attenuazione; 
- MinDistance: definisce la distanza entro la quale l’intensità del suono della 
sorgente non subirà incrementi; 
- ConeOutsideVolume, definisce l’intensità del volume mantenuto dal suono 
al di fuori del cono fonico esterno. 
I parametri specifici per EAX sono: 
- Direct: è una proprietà di basso livello che applica una correzione relativa 
all’intensità di percorso diretto della sorgente, ovvero il livello del suono 
dopo aver applicato tutte le attenuazioni per distanza, orientazione etc. Il 
valore di default è 0, ovvero nessuna correzione viene applicata. 
- DirectHF: simile alla proprietà Direct ma agisce sulle alte frequenze; 
- Room: definita come la proprietà Room della sezione Environment, ma 
agisce solo sulla sorgente sonora specificata. Controlla il volume di tutto il 
suono riflesso, sia sulla prima riflessione che sul riverbero. 
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- RoomHF: definita come la proprietà Room della sezione Environment, ma 
agisce solo sulla sorgente sonora specificata. Controlla il valore del filtro 
passo-basso applicato al suono riflesso. 
- RoomRollFactor, definita come la proprietà RoomRollFactor della sezione 
Environment ma agisce solo sulla sorgente sonora specificata. Consente di 
attenuare il suono riflesso, inteso sia come prima riflessione che come 
riverbero, in funzione della distanza tra ascoltatore e sorgente. È definito 
come il rolloff factor di DirectSound, ma opera sul suono riflesso anziché 
su quello diretto. Il valore 1.0, indica che il suono riflesso diminuisce di 6 
dB ogni volta che raddoppia la distanza. 
- Obstruction: controlla il valore che specifica l’intensità dell’ostruzione da 
applicare al suono diretto e riflesso della sorgente sonora. 
- ObstructionLFRatio: controlla un fattore compreso tra 0 e 1.0 che 
specifica l’attenuazione subita dalle basse frequenze rispetto a quella 
subita dalle alte frequenze. 
- Occlusion: controlla il valore che specifica l’intensità dell’occlusione da 
applicare al suono diretto e riflesso della sorgente sonora. 
- OcclusionLFRatio: controlla un fattore compreso tra 0 e 1.0 che specifica 
l’attenuazione subita dalle basse frequenze rispetto a quella subita dalle 
alte frequenze. 
- OcclusionRoomRatio: controlla un valore che specifica l’intensità di una 
ulteriore attenuazione da applicare sia al suono riflesso che al riverbero nel 
caso di occlusione. 
- OutsideVolumeHF: come l’OutsideVolume di DirectSound, ma aumenta 
l’attenuazione più per le alte frequenze che per le basse; 
- AirAbsorptionFactor: è un valore moltiplicatore dell’AirAbsorptionHF 
delle proprietà dell’Environment, ma viene applicato solo alla sorgente 
sonora. 
 
E’ possibile esportare un file ASCII contenente le proprietà così definite, sia per 
un loro caricamento successivo nell’editor, sia per l’uso all’interno di XVR. 
Il formato dei file esportato è il seguente: 
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- Intestazione:  
o AUDIO_SOURCES 
- Il tag “SourceCount:” seguito dal numero di sorgenti sonore presenti nel 
file, ad es.: 
o  SourceCount: 34 
- L’elenco delle sorgenti con le loro proprietà, formulato nel seguente modo 
per ogni sorgente: 
o Un tag che identifica l’inizio della descrizione di una nuova 
sorgente seguito da un indice progressivo:  
Source# 1 
o Parentesi graffa aperta: indica l’inizio dell’elenco delle proprietà: 
Qualora tali proprietà siano assenti, vengono assegnati dei valori di 
default; 
o L’elenco dei tag che rappresentano la proprietà seguiti dai loro 
valori, ad es.: 
nameObj:    box03 
sourceFile:   prova.wav 
DS_ConeOrientationX: 0.0 
DS_ConeOrientationY: 0.0 
DS_ConeOrientationZ: 0.0 
DS_insideConeAngle:  360 
DS_outsideConeAngle: 360 
DS_maxDistance:  1000 
DS_minDistance:  0 
DS_coneOutsideVolume: 0 
EAX_Direct:   0 
EAX_DirectHF:   0 
EAX_Room:    0 
EAX_RoomHF:   0 
EAX_RoomRolloffFactor: 0 
EAX_Obstruction:  0.0 
EAX_ObstructionLF:  0 
EAX_Occlusion:   0.25 
EAX_OcclusionLF:  0.5 
EAX_OcclusionRoom:  0 
EAX_OutsideVolumeHF: 1.0 
EAX_AirAbsorptionFactor: 0 
o Parentesi graffa chiusa: indica la fine dell’elenco delle proprietà 
della sorgente. 
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Fig. 4.7 : Interfaccia per l’editing delle sorgenti sonore 
 
4.2.1.4 Listener Property 
Attraverso alcuni slider permette di modificare le 3 proprietà del listener 
DirectSound: 
- DistanceFactor: rappresenta un fattore di scala (indica il numero di metri a 
cui corrisponde un’unità generica) 
- RolloffFactor: determina il valore di attenuazione al crescere della 
distanza. 
- DopplerFactor: un fattore moltiplicativo dell’ effetto Doppler. 
Come tute le proprietà anche queste possono essere salvate su, e caricate da file. 
In questo caso il formato del file è leggermente diverso dagli altri 3: 
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- intestazione: AUDIO_LISTENER; 
- Apertura di parentesi graffa, indicante l’inizio dell’elenco delle proprietà, 
del listener; 
- L’elenco dei tag che rappresentano la proprietà seguiti dai loro valori: 
distanceFactor: 1.0 
rolloffFactor:  0 
dopplerFactor : 0 
- Chiusura di parentesi, indicante la fine dell’elenco delle proprietà del 
listener. 
 
Fig. 4.7 : Interfaccia per l’editing del listener 
 
4.2.1.5 Export User Property 
Contiene solo un pulsante per esportare un file contenente le associazioni tra 
oggetti grafici e proprietà acustiche. Non c’è bisogno di una funzione specifica per 
importare esplicitamente queste associazioni, dal momento che ciò avverrà 
automaticamente in fase di importazione XVR dei file AAM, contenenti le 
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proprietà geometrico/visive dei modelli 3D esportate da 3D Studio Max tramite 
uno specifico plug-in di esportazione. 
Il formato del file prevede: 
- intestazione: USER_PROPERTY; 
- un tag che indichi che l’informazione successiva è il numero di 
associazioni presenti nel file, ad es:  
o Count: 4 
- L’elenco delle associazioni con le loro proprietà, formulato nel seguente 
modo per ogni associazione: 
o Un tag per identificare l’oggetto a cui corrisponde l’associazione: 
ObjName:  Box01 
o Apertura di parentesi graffa, indicante l’inizio dell’elenco delle 
proprietà; 
o L’elenco dei tag che rappresentano la proprietà seguiti dalla 
posizione che occupano nel rispettivo file delle proprietà: 
soundMaterial: 7 
soundEnvironment: 4 
o Chiusura di parentesi, indicante la fine delle proprietà per quella 
associazione. 
 
Fig. 4.8 : Interfaccia per l’esportazione di tutte le associazioni 
 
4.2.2 Libreria in c++ 
Nel lavoro implementativo svolto per questa tesi, è stata estesa la libreria C++ 
VRAlib con le funzionalità necessarie per offrire il supporto completo ad EAX 
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utilizzando DirectSound, con un supporto pianificato anche per 
l’implementazione OpenAL di EAX. 
 
La libreria software VRAlib è identificabile da un struttura a 2 livelli: nel primo 
livello si trova un wrapper, con le dichiarazioni e implementazioni delle funzioni 
“ufficiali” della libreria. Nel secondo livello è presente l’implementazione reale 
della libreria, disponibile sia nella versione DirectSound che OpenAL. 
La prima parte del lavoro di sviluppo di questa tesi ha comportato la creazione e 
l’aggiunta a VRAlib delle seguenti funzioni: 
 
- bool Is3D_F(int source); 
- int slSoundSystemEAXOn (int mode = FORCE_HW); 
- int slSetEnvironmentEAX(int source, DWORD envId); 
- int slSetOcclusionEAX(int source,  
long occlusionValue,  
float occlusionValueLF,  
float occlusionValueRoom); 
- int slSetObstructionEAX(int source,  
long obstructionValue,  
float obstructionValueLF); 
- int slSetEnvironmentFromFile(int source, int env); 
- int slSetEAXBufferFromFile(int source,  
int sourceP); 
- int slInitEnvironmentFromFile(char *nomefile); 
- int slInitMaterialFromFile(char *nomefile); 
- int slInitSourceFromFile(char *nomefile); 
- int slInitListenerFromFile(char *nomefile); 
- int slInitEMSLFromFile(char *env,  
char *mat,  
char *src, 
char *lis); 
- int slSetEAXBufferProperty(int source,  
char *property,  
float value); 
- int slSetEnvironmentProperty(int source,  
char *property,  
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float value); 
- int slSetObstructionEAXFromFile(int source,  
int index); 
- int slSetOcclusionEAXFromFile(int source,  
int index); 
- int slSetMiddleEnvironmentFromFile(int source,  
int env1,  
int env2); 
 
L’implementazione di tali funzioni tramite DirectSound si trova nel file 
DSoundVRAL.cpp, dove sono state definite le seguenti strutture aggiuntive di 
supporto: 
- static DWORD listEnvironment[26]=… 
- static char *textEnvironment[26]=… 
- static DWORD soundSourceProperty[12]=… 
- static char *soundSourcePropertyName[12]=… 
- static DWORD soundEnvProperty[13]=… 
- static char *soundEnvPropertyName[13]=… 
 
Ed i seguenti metodi: 
- bool DSIs3D_F(int source);    
- int DSslSoundSystemEAXOn  (int mode = FORCE_HW); 
- int DSslSetEnvironmentEAX(int source,  
DWORD envId); 
- int DSslSetOcclusionEAX(int source,  
long occlusionValue,  
float occlusionValueLF,  
float occlusionValueRoom); 
- int DSslSetObstructionEAX(int source,  
long obstructionValue,  
float obstructionValueLF); 
- int DSslSetEnvironmentFromFile(int source,  
int env); 
- int DSslSetEAXBufferFromFile(int source,  
int sourceP); 
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- int DSslInitEnvironmentFromFile(char *nomefile); 
- int DSslInitMaterialFromFile(char *nomefile); 
- int DSslInitSourceFromFile(char *nomefile); 
- int DSslInitListenerFromFile(char *nomefile); 
- int DSslInitEMSLFromFile(char *env,  
char *mat, 
char *src, 
char *lis); 
- int DSslSetEAXBufferProperty(int source,  
char *property,  
float value); 
- int DSslSetEnvironmentProperty(int source,  
char *property,  
float value); 
- int DSslSetObstructionEAXFromFile(int source,  
int index); 
- int DSslSetOcclusionEAXFromFile(int source,  
int index); 
- int DSslSetMiddleEnvironmentFromFile(int source,  
int env1,  
int env2); 
L’importazione dei file esportati da 3D studio viene effettuato dalla libreria 
importProperty, sviluppata nel corso di questa tesi. Questa effettua il parsing dei 
file di testo esportati da 3D Studio Max, provvedendo alla successiva gestione dei 
dati inseriti. 
 
4.2.3 Funzionalità aggiunte a VRALib 
Di seguito viene fornita una guida di riferimento alle funzioni aggiunte alla 
libreria VRAlib che implementano le funzionalità descritte nei parametri 
precedenti. 
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4.2.3.1 DSslSoundSystemEAXOn 
int DSslSoundSystemEAXOn  ( 
 
int mode = FORCE_HW 
); 
 
Parametri: 
[in] mode modalità di gestione del buffer 
 
Restituisce:  
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
si occupa dell’inizializzazione del supporto software sonoro che utilizza EAX. 
Simile alla funzione già presente nella libreria DSslSoundSystemON differisce per 
il fatto che la creazione dell’oggetto fondamentale per la gestione dei suoni 
avviene tramite l’interfaccia fornita da EAX invece che tramite quella fornita da 
DirectSound. Inoltre nella creazione del PrimaryBuffer, viene forzata la modalità 
di utilizzo di buffer audio hardware (facoltativa in DirectSound), altrimenti le 
funzionalità di EAX non possono essere utilizzate. 
 
4.2.3.2 DSslSetEnvironmentEAX 
int DSslSetEnvironmentEAX( 
 
int source,  
DWORD envId 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] envId identificatore univoco dell’ambiente EAX da applicare. 
Restituisce:  
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
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Note: 
applica l’ambiente preimpostato di EAX envId alla sorgente sonora source.  
Lavora sul DSPROPSETID_EAX_ListenerProperties agendo sulla proprietà 
DSPROPERTY_EAXLISTENER_ENVIRONMENT. 
 
4.2.3.3 DSslSetOcclusionEAX 
int DSslSetOcclusionEAX( 
 
int source,  
long occlusionValue,  
float occlusionValueLF,  
float occlusionValueRoom 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] occlusionValue intensità dell’effetto di occlusione; 
[in] occlusionValueLF bilanciamento dell’effetto tra le alte e le basse frequenze, 
compreso tra 0.0 ed 1.0, laddove il valore 0.0 indica che non ci sarà attenuazione 
per le basse frequenze, mentre il valore 1.0 indica che le basse frequenze avranno 
la stessa attenuazione delle alte frequenze 
[in] occlusionValueRoom intensità dell’ulteriore eventuale attenuazione da 
applicare al suono riflesso. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
applica l’effetto di occlusione ad una sorgente sonora. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulle proprietà: 
• DSPROPERTY_EAXBUFFER_OCCLUSION; 
• DSPROPERTY_EAXBUFFER_OCCLUSIONLFRATIO; 
• DSPROPERTY_EAXBUFFER_OCCLUSIONROOMRATIO. 
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4.2.3.4 DSslSetObstructionEAX  
int DSslSetObstructionEAX( 
 
int source,  
long obstructionValue,  
float obstructionValueLF 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] obstructionValue intensità dell’effetto di ostruzione; 
[in] obstructionValueLF bilanciamento dell’effetto tra le alte e le basse frequenze, 
compreso tra 0.0 ed 1.0, laddove il valore 0.0 indica che non ci sarà attenuazione 
per le basse frequenze, mentre il valore 1.0 indica che le basse frequenze avranno 
la stessa attenuazione delle alte frequenze 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
applica l’effetto di ostruzione ad una sorgente sonora. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulle proprietà: 
• DSPROPERTY_EAXBUFFER_OBSTRUCTION 
• DSPROPERTY_EAXBUFFER_OBSTRUCTIONRATIO 
 
4.2.3.5 DSslInitEnvironmentFromFile 
int DSslInitEnvironmentFromFile( 
 
char *nomefile 
); 
 
Parametri: 
[in] nomefile nome del file da importare. 
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Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
importa le proprietà degli ambienti definiti in un opportuno file di configurazione, 
in formato ASCII, che viene sottoposto ad un parsing preliminare. 
Sfrutta la classe fileEnvironment per l’importazione dei dati e la loro 
memorizzazione. 
 
4.2.3.6 DSslInitMaterialFromFile 
int DSslInitMaterialFromFile( 
 
char *nomefile 
); 
 
Parametri: 
[in] nomefile nome del file da importare. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
importa le proprietà dei materiali definiti in un opportuno file di configurazione, 
in formato ASCII, che viene sottoposto ad un parsing preliminare.  
Sfrutta la classe fileMaterial per l’importazione dei dati e la loro memorizzazione. 
 
4.2.3.7 DSslInitSourceFromFile 
int DSslInitSourceFromFile( 
 
char *nomefile 
); 
 
Parametri: 
[in] nomefile nome del file da importare. 
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Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
importa le proprietà delle sorgenti sonore definite in un opportuno file di 
configurazione, in formato ASCII, che viene sottoposto ad un parsing preliminare.  
Sfrutta la classe fileSource per l’importazione dei dati e la loro memorizzazione. 
 
4.2.3.8 DSslInitListenerFromFile 
int DSslInitListenerFromFile( 
 
char *nomefile 
); 
 
Parametri: 
[in] nomefile nome del file da importare. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
importa le proprietà del listener definite in un opportuno file di configurazione, in 
formato ASCII, che viene sottoposto ad un parsing preliminare.  
Sfrutta la classe fileListener per l’importazione dei dati e la loro memorizzazione. 
 
4.2.3.9 DSslInitEMSLFromFile  
int DSslInitEMSLFromFile( 
 
char *env,  
char *mat, 
char *src, 
char *lis 
); 
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Parametri: 
[in] env nome del file con le proprietà degli ambienti da importare; 
[in] mat nome del file con le proprietà dei materiali da importare; 
[in] src nome del file con le proprietà delle sorgenti da importare; 
[in] lis nome del file con le proprietà del listener importare. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
 
Note: 
importa allo stesso tempo le proprietà degli ambienti, dei materiali, delle sorgenti 
sonore e del listener.  
 
4.2.3.10 DSslSetEnvironmentFromFile 
int DSslSetEnvironmentFromFile( 
 
int source,  
int env 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] env identificativo univoco dell’ambiente da applicare tra quelli importati dal 
file di configurazione. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
applica uno degli ambienti importati ad una sorgente sonora. 
Lavora sul DSPROPSETID_EAX_ListenerProperties agendo sulla proprietà 
DSPROPERTY_EAXLISTENER_ENVIRONMENT. 
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4.2.3.11 DSslSetMiddleEnvironmentFromFile 
int DSslSetMiddleEnvironmentFromFile( 
 
int source,  
int env1,  
int env2 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] env1 identificativo univoco di un’ambiente quelli importati dal file di 
configurazione; 
[in] env2 identificativo univoco di un’ambiente quelli importati dal file di 
configurazione. 
Restituiesce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
calcola le proprietà di un ambiente intermedio tra i due ambienti indicati e lo 
applica ad una sorgente sonora. 
Lavora sul DSPROPSETID_EAX_ListenerProperties agendo sulla proprietà 
DSPROPERTY_EAXLISTENER_ENVIRONMENT. 
 
4.2.3.12 DSslSetEAXBufferFromFile 
int DSslSetEAXBufferFromFile( 
 
int source,  
int sourceP 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] sourceP identificativo univoco della sorgente sonora da applicare tra quelle 
importate dal file di configurazione. 
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Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
imposta le proprietà di una sorgente sonora utilizzando i valori importati dal file 
di configurazione. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulla proprietà 
DSPROPERTY_EAXBUFFER_ALLPARAMETERS. 
 
4.2.3.13 DSslSetEAXBufferProperty 
int DSslSetEAXBufferProperty( 
 
int source,  
char *property,  
float value 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] property nome della proprietà che si intende modificare; 
[in] value valore da assegnare alla proprietà. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
imposta una proprietà del buffer audio di una sorgente sonora. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulla proprietà 
designata. Le proprietà sono le stesse proprietà EAX descritte per le sorgenti 
sonore nel paragrafo 4.2.1.3. 
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4.2.3.14 DSslSetEnvironmentProperty  
int DSslSetEnvironmentProperty( 
 
int source,  
char *property,  
float value 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora dell’ambiente da 
modificare; 
[in] property nome della proprietà che si intende modificare; 
[in] value valore da assegnare alla proprietà. 
 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
imposta una proprietà del ambiente sonoro. 
Lavora sul DSPROPSETID_EAX_ListenerProperties agendo sulla proprietà 
designata. Le proprietà da modificare sono le stesse proprietà EAX descritte per 
gli ambienti nel paragrafo 4.2.1.2. 
 
4.2.3.15 DSslSetObstructionEAXFromFile 
int DSslSetObstructionEAXFromFile( 
 
int source,  
int index 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] index identificativo univoco del materiale tra quelli importati da cui prendere 
le proprietà dell’ostruzione. 
 
Capitolo 4: Un sistema per il rendering audio 3D 
115 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
applica l’effetto di ostruzione ad una sorgente sonora, utilizzando i parametri 
relativi alle proprietà di uno dei materiali importati dal file di configurazione. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulle proprietà: 
• DSPROPERTY_EAXBUFFER_OBSTRUCTION 
• DSPROPERTY_EAXBUFFER_OBSTRUCTIONRATIO 
 
 
4.2.3.16 DSslSetOcclusionEAXFromFile 
int DSslSetOcclusionEAXFromFile( 
 
int source,  
int index 
); 
 
Parametri: 
[in] source identificativo univoco della sorgente sonora da modificare; 
[in] index identificativo univoco del materiale tra quelli importati da cui prendere 
le proprietà dell’occlusione. 
Restituisce: 
un intero che indica se l’operazione è stata effettuata correttamente o la tipologia 
dell’eventuale errore. 
Note: 
applica l’effetto di occlusione ad una sorgente sonora, utilizzando i parametri 
relativi alle proprietà di uno dei materiali importati dal file di configurazione. 
Lavora sul DSPROPSETID_EAX_BufferProperties agendo sulle proprietà: 
• DSPROPERTY_EAXBUFFER_OCCLUSION; 
• DSPROPERTY_EAXBUFFER_OCCLUSIONLFRATIO; 
• DSPROPERTY_EAXBUFFER_OCCLUSIONROOMRATIO. 
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4.2.4 importProperty 
importProperty è una libreria, sviluppata nel corso del lavoro di questa tesi, che si 
occupa dell’importazione e della successiva gestione di tutte le informazioni 
relative agli ambienti, ai materiali, alle sorgenti sonore e alle proprietà del listener 
indicate e, successivamente, esportate da 3D Studio. 
Queste funzionalità vengono gestite mediante l’uso di 5 classi: 
- fileEnvironment, per la gestione delle proprietà degli ambienti; 
- fileMaterial, per la gestione delle proprietà dei materiali; 
- fileSource, per la gestione delle proprietà delle sorgenti sonore; 
- fileListener, per la gestione delle proprietà del listener; 
- objUserProp, per ricostruire l’associazione creata in 3D Studio, tra le 
proprietà e gli oggetti, in XVR.  
4.2.4.1 fileEnvironment 
fileEnvironment è una classe dedita a contenere una lista degli ambienti editati con 
3D Studio importata nell’applicazione XVR. 
class fileEnvironment 
{ 
private: 
  class EnvironmentProperty{ 
  public: 
  char name[50]; 
  int indexEnvironment; 
  long room; 
long roomHF; 
float roomRolloffFactor; 
         float decayTime; 
     float decayHFRatio; 
         long reflections; 
         float reflectionsDelay; 
         long reverb; 
         float reverbDelay; 
         unsigned long environment; 
         float environmentSize; 
         float environmentDiffusion; 
         float airAbsorptionHF; 
  }; 
public: 
  int length; 
  EnvironmentProperty EnvProp[34]; 
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  int fileEnvironment::getEnvironment( 
char *nomefile); 
}; 
 
Dove: 
• length, contiene il numero di ambienti presenti nella struttura; 
• EnvProp, è un array di elementi di tipo EnvironmentProperty, cioè un 
array che contiene gli ambienti importati. 
La classe EnvironmentProperty contiene gli stessi parametri dell’ambiente 
descritti nel paragrafo 4.2.1.2. 
Il metodo getEnvironment importa i dati dal file ricevuto come parametro di 
ingresso in tale struttura. 
 
4.2.4.2 fileMaterial 
fileMaterial è una classe dedita a contenere una lista dei materiali editati con 3D 
Studio importata nell’applicazione XVR. 
class fileMaterial 
{ 
private: 
 class MaterialProperty{ 
 public: 
  char name[50]; 
  long value;    
  float valueLF;       
        float valueRoomRatio;     
 }; 
 
public: 
 int length; 
 MaterialProperty MatProp[16]; 
 
 int fileMaterial::getMaterial(char *nomefile); 
}; 
 
Dove: 
• length, contiene il numero di ambienti presenti nella struttura; 
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• MatProp, è un array di elementi di tipo MaterialtProperty, cioè un array 
che contiene i materiali importati. 
La classe MaterialProperty contiene gli stessi parametri dei materiali descritti nel 
paragrafo 4.2.1.1. 
Il metodo getMaterial importa i dati dal file ricevuto come parametro di ingresso 
in tale struttura. 
 
4.2.4.3 fileSource 
fileSource è una classe dedita a contenere una lista delle sorgenti sonore editate 
con 3D Studio importata nell’applicazione XVR. 
class fileSource 
{ 
private: 
 class SourceProperty{ 
 public: 
  char nameObj[50]; 
  char sourceFile[50]; 
  float DS_ConeOrientationX; 
  float DS_ConeOrientationY; 
  float DS_ConeOrientationZ; 
  float DS_insideConeAngle; 
  float DS_outsideConeAngle; 
  float DS_maxDistance; 
  float DS_minDistance; 
  long DS_coneOutsideVolume; 
  long EAX_Direct; 
  long EAX_DirectHF; 
  long EAX_Room; 
  long EAX_RoomHF; 
  float EAX_RoomRolloffFactor; 
  long EAX_Obstruction; 
  float EAX_ObstructionLF; 
  long EAX_Occlusion; 
  float EAX_OcclusionLF; 
  float EAX_OcclusionRoom; 
  long EAX_OutsideVolumeHF; 
  float EAX_AirAbsorptionFactor; 
 }; 
 
public: 
 int length; 
 SourceProperty SourceProp[4]; 
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 int fileSource::getSource(char *nomefile); 
}; 
 
Dove: 
• length, contiene il numero di sorgenti sonore presenti; 
• SourceProp, è un array di elementi di tipo SourceProperty, cioè un array 
che contiene le sorgenti sonore importate. 
La classe SourceProperty contiene gli stessi parametri delle sorgenti sonore 
descritti nel paragrafo 4.2.1.3. 
Il metodo getSource importa i dati dal file ricevuto come parametro di ingresso in 
tale struttura. 
 
4.2.4.4 fileListener 
fileListener è una classe dedita a contenere le proprietà del listener editato con 3D 
Studio importato nell’applicazione XVR. 
class fileListener 
{ 
public: 
 float distanceFactor; 
 float rolloffFactor; 
 float dopplerFactor; 
 int fileListener::getListener(char *nomefile); 
}; 
 
contiene gli stessi parametri del listener descritti nel paragrafo 4.2.1.4. 
Il metodo getListener importa  i dati dal file ricevuto come parametro di ingresso 
in tale struttura. 
 
4.2.4.5 objUserProp 
objUserProp è una classe dedita a contenere le associazioni tra gli oggetti e le 
proprietà delle sorgenti sonore, dei materiali e degli ambienti create in 3D Studio 
e importate nell’applicazione XVR. 
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class objUserProp 
{ 
private: 
 class obj 
 { 
  public: 
  char name[20]; 
  int soundMaterial; 
  int source; 
  int soundEnvironment; 
 }; 
public: 
  int objCount; 
  obj *objs; 
 
  int objUserProp::getUserProp(char *nomefile); 
}; 
 
Dove: 
• objCount, il numero oggetti presenti nella struttura 
• objs, è un array di elementi di tipo obj, cioè un array che contiene le 
associazioni per ogni oggetto. 
Il metodo getUserProp importa i dati dal file ricevuto come parametro di ingresso 
in tale struttura. 
La classe obj contiene: 
• name, il nome dell’oggetto 3D Studio; 
• soundMaterial, identificatore univoco dell’eventuale materiale associato; 
• source, identificatore univoco dell’eventuale sorgente sonora associata; 
• soundEnvironment, l’identificatore univoco dell’eventuale ambiente 
associato. 
 
4.2.5 Metodi aggiunti allo Scene Graph di XVR 
La seconda parte di sviluppo ha riguardato l’espansione della classe 
CVmAcoustic, appartenente allo Scene Graph di XVR, con l’introduzione di una 
serie di metodi che mappano le funzionalità, precedentemente descritte, aggiunte a 
VRAlib. 
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4.2.5.1 EAXInitEMSLFromFile 
void EAXInitEMSLFromFile( 
 
string env,  
string mat,  
string src,  
string lis 
); 
 
Parametri:  
[in] env Il nome del file con le proprietà degli ambienti da caricare. 
[in] mat Il nome del file con le proprietà dei materiali da caricare. 
[in] src Il nome del file con le proprietà delle sorgenti sonore da caricare. 
[in] lis Il nome del file con le proprietà del listener da caricare. 
Restituisce:  
Nulla 
Note:  
Carica l’insieme di ambienti EAX, materiali, sorgenti sonore e le proprietà del 
listener dai file specificati. 
Incapsula la funzione VRALib slInitEMSLFromFile. 
Vedi anche:  
EAXInitListenerFromFile, EAXInitSourceFromFile, EAXInitMaterialFromFile, 
EAXInitEnvironmentFromFile  
 
4.2.5.2 EAXInitEnvironmentFromFile 
void EAXInitEnvironmentFromFile( 
 
string env 
); 
 
Parametri:  
[in] env nome del file da importare. 
Restituisce: 
Nulla 
Note:  
Carica un le proprietà di un insieme di ambienti dal file specificato. 
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Incapsula la funzione VRALib slInitEnvironmentFromFile 
Vedi anche:  
EAXSetEnvironmentFromFile, EAXInitEMSLFromFile 
 
4.2.5.3 EAXInitListenerFromFile 
void EAXInitListenerFromFile( 
 
string lis 
); 
 
Parametri:  
[in] env nome del file da importare. 
Restituisce:  
Nulla 
Note:  
Carica le proprietà del listener dal file specificato. 
Incapsula anche la funzione VRALib slInitListenerFromFile. 
Vedi anche:  
EAXInitEMLSFromFile 
 
4.2.5.4 EAXInitMaterialFromFile 
void EAXInitMaterialFromFile( 
 
string mat 
); 
 
Parametri:  
[in] mat nome del file da importare. 
Restituisce: 
Nulla . 
Note:  
Carica un le proprietà di un insieme di materiali dal file specificato. 
Incapsula la funzione VRALib slInitMaterialFromFile 
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Vedi anche:  
EAXInitEMSLFromFile. 
 
4.2.5.5 EAXInitSourceFromFile 
void EAXInitSourceFromFile( 
 
string src 
); 
 
Parametri:  
[in] src nome del file da importare. 
Restituisce: 
Nulla . 
Note:  
Carica un le proprietà di un insieme di sorgenti sonore dal file specificato. 
Incapsula la funzione VRALib slInitSourceFromFile 
 
Vedi anche:  
EAXInitEMSLFromFile. 
 
4.2.5.6 EAXIsActive 
bool EAXIsActive(); 
 
Parametri:  
Nessuno. 
Restituisce:  
True se EAX è attivo, false altrimenti. 
Note:  
Restituisce true se le funzionalità EAX sono attive. Se restituisce false, significa 
che la scheda sonora non supporta le funzionalità EAX, che il file eax.dll non è 
stato trovato o che la costante AUDIO_EAX non è stata settata. Per abilitare le 
funzionalità EAX se supportate dalla scheda sonora deve essere settata la costante 
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AUDIO_EAX (SET AUDIO_EAX=1) e il file eax.dll deve essere presente. Il file 
eax.dll può essere scaricato dal sito della Creative (developer.creative.com). 
 
4.2.5.7 EAXSetEnvironment 
void EAXSetEnvironment( 
 
int envID 
); 
 
Parametri:  
[in] envID L’ambiente che si desidera applicare. 
Restituisce:  
Nulla 
Note:  
Permette di settare uno degli ambienti predefiniti di EAX. 
Incapsula la funzione VRALib slSetEnvironment 
I valori che può assumere envID sono: 
EAX_ENVIRONMENT_GENERIC  
EAX_ENVIRONMENT_PADDEDCELL  
EAX_ENVIRONMENT_ROOM  
EAX_ENVIRONMENT_BATHROOM  
EAX_ENVIRONMENT_LIVINGROOM  
EAX_ENVIRONMENT_STONEROOM  
EAX_ENVIRONMENT_AUDITORIUM  
EAX_ENVIRONMENT_CONCERTHALL  
EAX_ENVIRONMENT_CAVE  
EAX_ENVIRONMENT_ARENA  
EAX_ENVIRONMENT_HANGAR  
EAX_ENVIRONMENT_CARPETEDHALLWAY  
EAX_ENVIRONMENT_HALLWAY  
EAX_ENVIRONMENT_STONECORRIDOR  
EAX_ENVIRONMENT_ALLEY  
EAX_ENVIRONMENT_FOREST  
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EAX_ENVIRONMENT_CITY  
EAX_ENVIRONMENT_MOUNTAINS  
EAX_ENVIRONMENT_QUARRY  
EAX_ENVIRONMENT_PLAIN  
EAX_ENVIRONMENT_PARKINGLOT  
EAX_ENVIRONMENT_SEWERPIPE  
EAX_ENVIRONMENT_UNDERWATER  
EAX_ENVIRONMENT_DRUGGED  
EAX_ENVIRONMENT_DIZZY  
EAX_ENVIRONMENT_PSYCHOTIC 
 
4.2.5.8 EAXSetEnvironmentFromFile 
void EAXSetEnvironmentFromFile( 
 
int envID 
); 
 
Parametri:  
[in] envID Identificatore univoco di uno degli ambienti importati dal file. 
 
Restituisce:  
Nulla. 
Note: 
Permette di settare le proprietà dell’ambiente  EAX prendendo i valori da uno 
degli ambienti caricati da file mediante EAXInitEnvironmentFromFile. 
Incapsula la funzione VRALib slSetEnvironmentFromFile. 
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4.2.5.9 EAXSetEnvironmentProperty 
void EAXSetEnvironmentProperty( 
 
string property,  
float value 
); 
 
Parametri:  
[in] property La proprietà da settare. 
[in] value Il valore da settare. 
 
Restituisce:  
Nulla. 
Note:  
Permette di settare il valore della proprietà specificata in property dell’attuale 
ambiente EAX. 
Incapsula la funzione VRALib slSetEnvironmentProperty. 
 Le proprietà modificabili sono: 
ROOM, ROOMHF, ROOMROLLOFFFACTOR, DECAYTIME,  
DECAYHFRATIO, REFLECTIONS, REFLECTIONSDELAY, REVERB, 
REVERBDELAY, ENVIRONMENT, ENVIRONMENTSIZE, 
ENVIRONMENTDIFFUSION, AIRABSORPTIONHF. 
Queste proprietà sono descritte nel paragrafo 4.2.1.2. 
 
4.2.5.10 EAXSetObstruction 
void EAXSetObstruction( 
 
int obstructionValue,  
float obstructionValueLF 
); 
 
Parametri:  
[in] obstructionValue Intensità dell’ostruzione. 
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[in] obstructionValueLF Valore di bilanciamento dell’ostruzione tra basse e alte 
frequenze. 
Restituisce:  
Nulla. 
Note:  
Permette di settare le proprietà dell’ostruzione per la sorgente sonora. 
Incapsula la funzione VRALib slSetObstruction. 
 
4.2.5.11 EAXSetOcclusion 
void EAXSetOcclusion( 
 
int occlusionValue,  
float occlusionValueLF,  
float occlusionValueRoom 
); 
 
Parametri:  
[in] occusionValue Intensità dell’ostruzione. 
[in] occusionValueLF Valore di bilanciamento dell’ostruzione tra basse e alte 
freuqenze. 
[in] occusionValueRoom Attenuazione da applicare al suono riflesso. 
Restituisce:  
Nulla. 
 
Note:  
Permette di settare le proprietà dell’occlusione per la sorgente sonora. 
Incapsula la funzione VRALib slSetOcclusion. 
 
4.2.5.12 EAXSetSourceFromFile 
void EAXSetSourceFromFile( 
 
int sourceId 
); 
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Parametri:  
[in] sourceId Identificatore univoco di una delle sorgenti sonore importate dal file. 
Restituisce:  
Nulla 
Note:  
Permette di settare tutte le proprietà di una sorgente sonora con quelle di una delle 
sorgenti sonore importate nella struttura dal file.  
Incapsula la funzione VRALib slSetSourceFromFile. 
 
4.2.5.13 EAXSetSourceProperty 
void EAXSetSourceProperty( 
 
string property,  
float value 
); 
 
Parametri:  
[in] property La proprietà da settare. 
[in] value Il valore da settare. 
Restituisce:  
Nulla. 
Note:  
Permette di settare il valore della proprietà specificata in property della sorgente 
sonora. 
Incapsula la funzione VRALib slSetSourceProperty. 
 Le proprietà modificabili sono: 
DIRECT,  DIRECTHF, ROOM,  ROOMHF, ROOMROLLOFFFACTOR,  
OBSTRUCTION, OBSTRUCTIONLFRATIO, OCCLUSION, 
OCCLUSIONLFRATIO, OCCLUSIONROOMRATIO, OUTSIDEVOLUMEHF, 
AIRABSORPTIONFACTOR. 
Queste proprietà sono descritte nel paragrafo 4.2.1.3. 
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5. Valutazione delle performance di un 
sistema che utilizzi EAX 
Per effettuare le valutazioni sulle performance di un sistema che utilizzi le EAX, 
si è cercato di dare una stima dell’impatto di tali librerie sulle prestazioni di un 
sistema di realtà virtuale in termini di framerate (il numero di fotogrammi 
visualizzati al secondo). Questo valore è stato ritenuto sufficientemente 
rappresentativo in quanto la maggior parte delle applicazioni di realtà virtuale 
presentano un evidente “collo di bottiglia” sul canale grafico, specie in presenza di 
ambienti virtuali ad elevato grado di complessità. 
Il principio di tale scelta è semplice: più operazioni vengono richieste per l’audio, 
maggiore è il carico sulla CPU: il risultato, quindi, è una diminuzione del 
framerate. Infatti, nonostante oggi la maggior parte delle elaborazioni grafiche 
vengono effettuate direttamente da processori grafici dedicati (GPU), in presenza 
di un forte carico computazionale sulla CPU una diminuzione del framerate è di 
fatto inevitabile.  
 
I test sono stati condotti con il seguente sistema: 
Processore:  Intel Pentium 4 2.7 GHz. 
Ram: 768 MB. 
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Scheda video: Ati Mobility Radeon 9000 con 64 MB di RAM 
Scheda audio: Creative Sound Blaster Audigy 2 NX. 
 
I test sono stati effettuati utilizzando un’applicazione XVR in cui viene importato 
un modello piano con 4 ambienti, uno dei quali circondato da pareti che 
producono occlusione, ed un ostacolo ostruente. Le sorgenti sonore si muovono 
intorno all’ascoltatore, spostandosi tra gli ostacoli, ostruenti o occludenti, e tra gli 
ambienti.  
Si consideri, inoltre, che l’applicazione XVR è stata settata in maniera da 
presentare un target framerate di 100 (il che vuol dire che l’applicazione cerca di 
produrre 100 frame al secondo). 
 
Fig. 5.1 : Player XVR 
 
Per dare una dimostrazione dell’entità del decadimento del framerate, in funzione 
della complessità di calcolo della scena, sono stati effettuati due test pilota che 
carico una scena grafica di complessità poligonale crescente, in cui sono presenti 
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ripetute istanze di un modello di 1060 poligoni nel primo caso e di 28163 nel 
secondo.  
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Fig. 5.2 : Framerate di una scena con complessità poligonale crescente: 
- con oggetti di 1060 poligoni (a) 
- con oggetti di circa 28163 poligoni (b) 
 
I parametri su cui si è agito per effettuare le varie prove sono stati: 
- presenza o meno dell’audio 3D; 
- presenza o meno del supporto EAX; 
- sorgente sonora silenziosa o in esecuzione; 
- gestione degli effetti di occlusione e ostruzione manuale o automatica, 
ossia se tali effetti vengono applicati alle sorgenti sonore dall’utente, 
mediante l’interfaccia dell’applicazione, o l’applicazione è resa automatica 
mediante un algoritmo di collision detection (viene tracciato un raggio 
dall’ascoltatore ad ogni sorgente sonora per verificare la presenza di 
ostacoli nel percorso). 
- gestione dell’applicazione degli effetti ambientali manuale o automatica, 
in maniera simile a quanto visto in precedenza (questa volta viene 
tracciato un raggio dall’ascoltatore verso il basso per determinare la zona 
di intersezione con il pavimento e, dunque, l’ambiente nel quale si trova).  
- numero di sorgenti sonore presenti; 
- applicazione o meno di effetti di ostruzione, occlusione, e ambientali. 
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5.1 Test 
5.1.1 Caso 1 
 Audio on, EAX off 
 Sorgente silenziosa 
 
N° Sorgenti  Framerate 
1 100 
2 100 
4 100 
8 100 
16 98,6666667 
32 91,3333333 
 
 
Caso 1
86
88
90
92
94
96
98
100
102
1 2 4 8 16 32
N° sorgenti
Fr
a
m
e
ra
te
 
Tab. 5.1 : Caso 1 Fig. 5.3 : Caso 1 
 
5.1.2 Caso 2 
 Audio on, EAX off 
 Sorgente in play 
 
N° Sorgenti  Framerate 
1 100 
2 100 
4 100 
8 98,6666667 
16 87 
32 58,6666667 
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Tab. 5.2 : Caso 2 Fig. 5.4 : Caso 2 
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5.1.3 Caso 3 
 Audio on, EAX on 
 Gestione effetti manuale 
 Sorgente silenziosa 
 
N° Sorgenti  Framerate 
1 100,666667 
2 100,666667 
4 100,666667 
8 100,666667 
16 94,6666667 
32 90 
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Tab. 5.3 : Caso 3 Fig. 5.5 : Caso 3 
 
5.1.4 Caso 4 
 Audio on, EAX on 
 Gestione effetti manuale 
 Sorgente in play 
 
N° Sorgenti  Framerate 
1 100 
2 100 
4 99,6666667 
8 97,6666667 
16 83,3333333 
32 53,6666667 
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Tab. 5.4 : Caso 4 Fig. 5.6 : Caso 4 
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5.1.5 Caso 5 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione automatica 
o ambienti manuale 
 Sorgente silenziosa 
 
N° Sorgenti Framerate 
1 93,3333333 
2 76,3333333 
4 50,3333333 
8 49,6666667 
16 39 
32 18 
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Tab. 5. 5 : Caso 5 Fig. 5.7 : Caso 5 
5.1.6 Caso 6 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione automatica 
o ambienti manuale 
 Sorgente in play 
 
N° Sorgenti  Framerate 
1 89,3333333 
2 74 
4 50 
8 47,6666667 
16 31 
32 14,3333333 
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Tab. 5. 6 : Caso 6 Fig. 5.8 : Caso 6 
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5.1.7 Caso 7 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione manuale 
o ambienti automatica 
 Sorgente silenziosa 
 
N° Sorgenti  Framerate 
1 99 
2 97 
4 95,6666667 
8 91,3333333 
16 87,3333333 
32 56,6666667 
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Tab. 5. 7 : Caso 7 Fig. 5.9 : Caso 7  
5.1.8 Caso 8 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione manuale 
o ambienti automatica 
 Sorgente in play 
 
 
N° Sorgenti  Framerate 
1 97,5 
2 96,6666667 
4 94,6666667 
8 90 
16 72,3333333 
32 50,3333333 
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Tab. 5. 8 : Caso 8 Fig 5.10 : Caso 8 
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5.1.9 Caso 9 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione automatica 
o ambienti automatica 
 Sorgente silenziosa 
 
 
N° Sorgenti  Framerate 
1 97,6666667 
2 55,3333333 
4 50 
8 49,6666667 
16 39 
32 24,6666667 
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Tab. 5. 9 : Caso 9 Fig 5.11 : Caso 9 
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5.1.10 Caso 10 
 Audio on, EAX on 
 Gestione: 
o ostruzione/occlusione automatica 
o ambienti automatica 
 Sorgente in play 
 
N° Sorgenti  Framerate 
1 84,6666667 
2 52 
4 50 
8 47,6666667 
16 28,6666667 
32 15 
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Tab. 5. 10 : Caso 10 Fig 5.12 : Caso 10 
 
5.2 Confronto dei risultati 
5.2.1 Sorgenti silenziose e sorgenti in riproduzione 
Una sorgente sonora, anche se correntemente non in riproduzione, richiede 
comunque delle risorse di cpu per il calcolo di alcune delle sue proprietà, come ad 
esempio la posizione, l’orientazione, etc. 
In questo paragrafo sono messe a confronto le performance ottenute negli 
esperimenti che differiscono solo per lo stato della sorgente sonora, ossia se 
questa è in esecuzione o meno.  
Nei seguenti grafici viene indicato con il tratto blu il caso in cui la sorgente sonora 
sia silenziosa, in viola il caso in cui sia in play. 
Dall’analisi dei dati si può affermare che lo stato della sorgente, a parte piccole 
oscillazioni (fig. 5.15, 5.16, 5.17), non influisce fortemente sulle prestazioni se 
non nei casi più semplici, ossia dove le funzioni EAX sono disinserite (fig. 5.13) o 
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dove sono inserite ma gli effetti sono applicati manualmente (fig. 5.14) e con un 
numero di sorgenti sonore superiore a 8. 
Caso 1 e caso 2
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Fig 5.13 : Confronto dei casi 1 e 2 
  
Caso 3 e caso 4
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Fig 5.14 : Confronto dei casi 3 e 4 
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Caso 5 e caso 6
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Fig 5.15 : Confronto dei casi 5 e 6 
 
Caso 7 e caso 8
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Fig 5.16 : Confronto dei casi 7 e 8 
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Caso 9 e caso 10
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Fig 5.17 : Confronto dei casi 9 e 10 
 
5.2.2 Gestione automatica ostruzione/occlusione 
In questo paragrafo sono messe a confronto le performance ottenute negli 
esperimenti che differiscono solo per lo stato della gestione degli effetti di 
ostruzione e occlusione, ossia se questi effetti sono applicati automaticamente, in 
base ad un algoritmo che calcoli la presenza di un ostacolo e la sua tipologia (se 
occludente o solo ostruente), o se questi vengono applicati manualmente 
dall’’utente attraverso l’interfaccia dell’applicazione XVR.. 
Nei seguenti grafici viene indicato con il tratto blu il caso in cui gli effetti 
vengano applicati manualmente dall’utente e in viola il caso in cui vengano gestiti 
automaticamente. 
Dall’analisi dei dati si può affermare che la gestione automatica dell’effetto di 
occlusione e ostruzione incide in maniera decisa sulle performance 
dell’applicazione abbassandone notevolmente le prestazioni. Ciò avviene perché 
la gestione automatica di questi effetti implica il calcolo dell’intersezione fra il 
raggio, avente come estremi sorgenti ed ascoltatore, con il modello della scena e 
tale operazione è computazionalmente onerosa, particolarmente in presenza di 
ambienti complessi. 
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Caso 3 e caso 5
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Fig 5.18 : Confronto dei casi 3 e 5 
 
Caso 4 e caso 6
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Fig 5.19 : Confronto dei casi 4 e 6 
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5.2.3 Gestione automatica degli ambienti 
In questo paragrafo sono messe a confronto le performance ottenute negli 
esperimenti che differiscono solo per lo stato della gestione degli ambienti, ossia 
se questi sono riconosciuti automaticamente, in base ad un algoritmo che calcoli 
in quale area del modello si trovi il listener, per applicare il relativo ambiente, o se 
l’ambiente da applicare venga scelto manualmente dall’’utente attraverso 
l’interfaccia dell’applicazione XVR.. 
Nei seguenti grafici viene indicato con il tratto blu il caso in cui la gestione degli 
ambienti sia manuale, in viola il caso in cui venga effettuata automaticamente. 
Dall’analisi dei dati si può affermare che la gestione automatica degli ambienti 
incida in maniera meno evidente sulle performance dell’applicazione 
abbassandone lievemente le prestazioni. Questo avviene perché diversamente 
dalla gestione automatica dell’ostruzione e occlusione, in cui il test di intersezione 
va effettuato per ogni sorgente, il riconoscimento dell’ambiente viene effettuato 
solo una volta calcolando l’intersezione tra un raggio partente dall’ascoltatore in 
direzione perpendicolare al piano, e il piano stesso. 
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Fig. 5.20 : Confronto dei casi 3 e 7 
 
Capitolo 5: Valutazione delle performance di un sistema che utilizzi EAX 
143 
Caso 4 e caso 8
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Fig. 5.21 : Confronto dei casi 4 e 8 
 
5.3 Test supplementari 
Ulteriori test sono  stati effettuati per valutare le performance dell’applicazione 
XVR durante l’uso degli effetti di ostruzione ed occlusione e durante l’utilizzo di 
diversi ambienti con caratteristiche che li distinguono nettamente l’uno dall’altro. 
Il test è stato effettuato sul numero massimo di sorgenti sonore momentaneamente 
supportato dalle VRALib (cioè 32) in modo tale che l’effetto sulle performance 
dell’applicazione di ambienti diversi, o degli effetti di ostruzione e occlusione, 
nell’applicazione XVR sia maggiormente evidente. 
5.3.1 Applicazione di ambienti differenti 
Un ulteriore test effettuato è il confronto sulle performance dell’applicazione 
applicando alle sorgenti sonore un ambiente diverso. 
Gli ambienti scelti per la prova sono 3 ambienti con caratteristiche di riverbero 
nettamente diverse tra di loro. Gli ambienti sono: 
- Generic, ambiente generico senza caratteristiche particolari 
- Bathroom, ambiente con pareti che assorbono l’energia del suono, 
riverbero quasi assente 
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- Psychotic, ambiente con grande riverbero ed effetti di distorsione 
Come previsto, Bathroom è l’ambiente con cui l’applicazione ha avuto 
performance più elevate e Psychotic quello con cui l’applicazione ha avuto 
performance più basse. Questo è dovuto al fatto il motore di EAX si è occupato di 
calcolare le innumerevoli riflessioni presenti nell’ambiente Psychotic richiedendo 
risorse di calcolo non necessarie nel caso dell’ambiente Bathroom in cui il 
riverbero è quasi inesistente. 
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Fig. 5.22 : Applicazione di ambienti differenti 
 
5.3.2 Applicazione degli effetti di ostruzione ed occlusione 
Questo test esamina le prestazioni dell’applicazione nel caso in cui non ci siano 
effetti di ostruzione o occlusione applicati, e nei casi in cui l’uno o l’altro vengano 
applicati. Il risultato è che a meno di piccole oscillazioni l’applicazione di questi 
effetti non comporta differenze sostanziali sulle prestazioni. Suppongo questo 
avvenga perché i parametri che regolano l’effetto di ostruzione e occlusione sono 
effetti semplici ottenuti attenuando il suono della sorgente sonora, delle riflessioni 
(calcolate indipendentemente da questi effetti) ed eventualmente un filtro per 
bilanciare l’effetto tra alte e basse frequenze. Inoltre i parametri dell’ostruzione e 
occlusione sono parametri della sorgente sonora che quando non sono settati 
dall’applicazione sono ugualmente elaborati con i loro valori di default. 
Capitolo 5: Valutazione delle performance di un sistema che utilizzi EAX 
145 
0
10
20
30
40
50
60
70
80
90
100
Effetti assenti
Solo
Ostruzione
Solo
Occlusione
 
Fig. 5.23 : Applicazione degli effetti di ostruzione e occlusione 
 
5.4 Risultati 
Dai test effettuati risulta che l’uso degli effetti ambientali forniti da EAX, pur 
migliorando la realisticità dell’ audio 3D in ambienti virtuali, ha un impatto 
relativamente contenuto sulle prestazioni delle applicazioni che le utilizzano 
(escludendo l’uso di ambienti particolarmente complessi come l’ambiente 
Psychotic). In realtà un degrado delle prestazioni più sostanziale è dovuto ai 
calcoli matematici che è necessario effettuare al fine di applicare tali effetti in 
maniera coerente con l’ambiente virtuale stesso.  (paragrafo 5.2.2, 5.2.3). 
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6. Conclusioni 
La ricerca dello stato dell’arte svolta nell’ambito della prima parte di questa tesi 
ha evidenziato come, nonostante l’evoluzione delle tecnologie per il rendering di 
ambienti virtuali abbia consentito negli ultimi tempi un notevole incremento della 
loro complessità e qualità percettiva, queste non si siano spinte equamente lungo 
tutti i canali sensoriali comunemente coinvolti. In particolare la tecnologia si è 
spinta principalmente verso il miglioramento della percezione visiva, sia dal punto 
di vista della complessità delle forme e geometrie coinvolte sia dal punto di vista 
del fotorealismo, o dell’interazione, mediante interfacce sempre più evolute e 
modelli fisici accurati, trascurando spesso altri aspetti fondamentali, come quelli 
legati ad un arricchimento della qualità della percezione uditiva. 
In particolare l’audio negli ambienti virtuali è solitamente limitato ad effetti 
posizionali, sfruttando i meccanismi delle HRTF pre-sintetizzate, trascurando 
abitualmente i meccanismi della propagazione del suono, come questo si propaghi 
in mezzi trasmessivi differenti, come reagisce trovando un ostacolo nel suo 
cammino, differenziando i suoni alle basse frequenze dai suoni ad alte frequenze e 
considerando non solo il suono prodotto da una sorgente ma anche tutte le 
eventuali riflessioni (capitolo 2). Sulla base di questi requisiti, è stata effettuata 
un’analisi delle librerie audio disponibili per simulare tali effetti e quindi ottenere 
un’elevata realisticità per un uso in ambito di  ambienti virtuali. Allo stato attuale 
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si è dovuto constatare che, sebbene esistano più librerie che forniscano le 
funzionalità di base per la gestione dell’audio 3D, come la gestione dei coni fonici 
(gestione semplificata che non tiene conto delle differenze tra alte e basse 
frequenze), audio posizionale, effetto doppler, ecc., esiste solo una libreria 
affermata e accessibile che fornisca la possibilità di applicare al suono effetti 
ambientali realistici (come ostruzione, occlusione, riverbero) che siano in grado di 
caratterizzare compiutamente un ambiente virtuale e il ruolo che esso occupa 
nell’interazione ascoltatore/sorgente sonora, e che distingua e tratti adeguatamente 
i suoni alle alte frequenze da quelli alle basse frequenze: le Creative EAX 
(capitolo 3). In passato altre librerie concorrenti ad EAX, come le A3D, hanno 
cercato di imporsi sul mercato, ma la ditta produttrice è stata acquisita da Creative 
che ha inglobato la loro libreria nelle EAX. Il risultato di tale monopolio di fatto è 
che tutte le case produttrici di hardware sonoro sono “costrette” a fornire 
compatibilità con le EAX se vogliono rimanere nel mercato, specie per 
applicazioni legate all’entertainment. 
La tesi è stata realizzata presso il laboratorio Percro della Scuola Superiore 
Sant’Anna, dove è stato sviluppato ed è correntemente in uso XVR, un framework 
per lo sviluppo di applicazioni di realtà virtuale in tutte le possibili configurazioni, 
dai sistemi immersivi al 3D per il Web. XVR fornisce le funzionalità di base per 
la gestione dell’audio 3D incorporando la VRALib, una libreria che implementa le 
funzionalità audio disponibili tramite librerie di più basso livello, quali 
DirectSound e OpenAl.  
Il lavoro implementativo di questa tesi è consistito nell’aggiungere funzionalità 
acustiche avanzate alle VRALib, per gestire direzionalità ed effetti ambientali 
quali ostruzione, occlusione, riverbero ecc., utilizzando le EAX. Per assistere il 
programmatore nella gestione di tali effetti, sono stati implementati anche degli 
script per il programma di modellazione 3D Studio Max, attualmente in uso al 
PERCRO per la modellazione grafica di ambienti virtuali, che permettono di 
associare ai modelli geometrici alcune proprietà sonore fondamentali per la resa 
acustica. I valori relativi a tali proprietà possono successivamente essere esportate 
su appositi file di configurazione che XVR può importare in fasi di 
Capitolo 6: Conclusioni 
148 
inizializzazione al fine di impostare in maniera predefinita le caratteristiche 
acustiche dell’ambiente. 
Dai test effettuati è risultato che la gestione degli effetti introdotti da EAX 
influisce relativamente poco sulle performance di un’applicazione a meno di casi 
particolari (paragrafo 5.3.1) in cui è presente un elevato numero di sorgenti sonore 
o ambienti particolarmente complessi dal punto di vista dei parametri di 
distorsione e riverbero. Un evidente degrado delle performance è invece relativo 
ai calcoli “a contorno” (tipicamente calcoli di intersezione raggio-geometria 
dell’ambiente) necessari per gestire in maniera automatica e consistente gli effetti 
di ostruzione e occlusione, o utili per l’applicazione degli effetti ambientali di 
riflessione e riverbero. 
6.1 Sviluppi futuri 
Il lavoro sviluppato in questa tesi ha degli sviluppi già pianificati, consistenti in: 
- un porting degli script sviluppati per l’editing delle proprietà acustiche in 
3d Studio Max per Blender, un analogo programma di modellazione 3D 
disponibile come Open Source; 
- l’implementazione di tutte le funzionalità audio avanzate, attualmente 
realizzata con l’implementazione di EAX realizzata come estensione di 
DirectSound, anche con l’implementazione realizzata come estensione di 
OpenAl; 
- ricerca e studio di algoritmi che permettano di identificare quando 
applicare gli effetti di ostruzione e occlusione con il minor carico di 
calcolo possibile.
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