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Abstract 
The Swiss Institute for Business Cycle Research regularly conducts business tendency 
surveys (BTS) amongst manufacturing firms. The information thus generated is available with a 
publication lead to the official Swiss sales, production, order and inventory statistics. It is shown 
that the survey data can be used to generate reasonably precise estimates of the reference 
series with leads of at least one quarter. Specifically, cross-correlations of quarterly series are 
computed to screen the data for pairs of highly correlated business tendency survey series and 
corresponding official statistics. All pairs are identified where the maximum correlation shows up 
simultaneously or with a lead of the survey based series and exceeds a given threshold. We 
then determine suitable subsets of indicator series with predetermined leads and compute their 
principal components. The resulting coincident as well as leading composite indicators for the 
reference series are closely correlated with the reference series from 1990–2000 and the 
correlations generally seem to hold for the out-of-sample period from 2001 to the present. 
Hence, apart from early availability, the survey data indeed comprises information on the Swiss 
economy's track in the near and medium term future. While the data refers to Switzerland, the 
methodology can readily be applied in other countries. 
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Résumé 
Le Centre de recherches conjoncturelles (KOF) en Suisse mène régulièrement des 
enquêtes de conjoncture auprès des entreprises manufacturières. Les informations qui en sont 
retirées sont disponibles avant la publication des statistiques officielles suisses des ventes, de 
la production, des commandes et des stocks. Les auteurs démontrent que les données issues 
des enquêtes autorisent des estimations raisonnablement précises des séries de référence 
permettant d'anticiper leurs fluctuations d'au moins un trimestre. A cet effet, ils calculent les 
corrélations croisées entre les séries trimestrielles afin de repérer les données appariées dans 
les séries issues des enquêtes de conjoncture et les statistiques officielles correspondantes. 
Toutes les paires où la corrélation atteint son niveau maximum et dépasse un seuil donné 
lorsque l'on considère les données relatives à la même date dans les deux séries ou celles 
concernant une période dans les séries officielles et une période antérieure dans la série 
dérivée des enquêtes sont ainsi mises en évidence. On détermine ensuite des sous-ensembles 
de séries d'indicateurs avec des horizons de prévision prédéterminés et on en calcule les 
principales composantes. Les indicateurs coincidents et les indicateurs composites avancés 
ainsi obtenus pour les séries de référence présentent une forte corrélation avec ces séries de 
référence pour la période 1990-2000, corrélation qui semble valoir également pour la période 
allant de 2001 à aujourd'hui. En bref, outre le fait qu'elles sont disponibles avant les séries 
officielles, les données tirées des enquêtes donnent de fait des renseignements sur la 
trajectoire économique de la Suisse dans l'avenir proche et à moyen terme. Si les données se 
rapportent à la Suisse, la méthodologie peut facilement être reprise en vue de mener des 
analyses comparables pour d'autres pays. 
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1 Introduction1
Industry sales, production, orders and inventories are key ingredients in assessing 
business conditions. Unfortunately, the usefulness of official data is usually hampered by a 
considerable compilation and publication lag. Hence, a fundamental issue for policy oriented 
research is to provide reasonably reliable coincident and – if possible – leading indicators. To 
this end, the Swiss Institute for Business Cycle Research (KOF)2 is regularly conducting 
business tendency surveys (BTS) amongst Swiss manufacturing firms. 
There is an obvious trade-off between early availability and precision of economic 
indicators. Specifically, business tendency surveys reveal first information as early as 
possible, whereas final official statistics are supposed to come as close as possible to the 
realisation of the economic process.3
Assuming that business tendency surveys and official statistics are the only two sources 
of information on a particular economic process, at any point t  in time an observer can refer 
to the following set of information: 
{ }BTS( ) , BTS( ) ,OS( ) ,t t t tI t t tλ µ= + −
where BTS( )t  refers to information from business tendency surveys on present 
conditions, BTS( )t λ+  to information from business tendency surveys on conditions with a 
lead of λ , and OS( )t µ−  to final official statistics on past conditions with lag  ( , 0)µ µλ > . The 
true, but ultimately unknown, realisation of economic conditions T can be represented by the 
elements of I as 
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where BTS( )ttε  and BTS( )tt λε −  are the estimation and forecast errors for tT  from coincident 
and leading business tendency survey indicators, and OS( )tt µε +  denotes the final error in the 
official data.  
                                              
1 We are indebted to Nils Bjorksten and to an anonymous referee for comments and suggestions. All 
remaining errors, of course, are ours, and the views expressed in this paper do not necessarily reflect 
those of the Reserve Bank of New Zealand or the Swiss Institute for Business Cycle Research. 
2 This acronym is derived from German "Konjunkturforschungsstelle". 
3  Of course, since the compilation of statistics is costly, there is an optimum level of ignorance, which 
implies that even final official statistics do not necessarily come as close to the real world as 
technically possible. Nonetheless, official statistics certainly rely on a larger set of information than 
business tendency surveys. 
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Now, if both business tendency surveys and official statistics refer to the same empirical 
representations, they should be statistically correlated. Given this, since the survey data are 
available before their corresponding official statistics, it is important to have an idea about the 
extent to which the official data can be derived as functions [ ]BTS( )f t  from coincident 
survey indicators or [ ]BTS( )g t λ+  from leading survey indicators, respectively.
Referring to this framework, our paper analyses how the information from the KOF 
business tendency surveys is related to the industrial statistics generated and published by 
the Swiss Federal Statistical Office (henceforth SFSO). Specifically, we outline a procedure to 
select a limited number of transformed series from the survey data to be combined into 
principal components that qualify as coincident or leading indicators of our five reference 
series – official data on sales, production, incoming orders, order backlog and inventories.4
Finally, we use the resulting indicator sets of the within-sample analyses of quarterly series 
from 1990:1 to 2000:4 and extend the estimations to simulated real-time estimations and 
forecasts for an out-of-sample period from 2001:1 to 2002:4. The out-of-sample performance 
is encouraging, and we conclude that the survey indicators are indeed a viable basis for the 
computation of coincident and leading indicators. Finally, note that while the data analysed in 
this paper refers to Switzerland, the suggested methodology can readily be implanted for 
comparable analyses in other countries. 
2 Data and Univariate Transformations
Our reference series are the final5 official Swiss index series on industrial sales, 
production, orders and inventories, published quarterly by the SFSO ("Der Geschäftsgang im 
sekundären Sektor: Die Produktions-, Auftrags-, Umsatz- und Lagerindizes"). 
These series are given for various levels of aggregation according to the NOGA 
classification (corresponding down to the 4-digit-level to the NACE, Rev. 1, of the EU), and in 
many cases, we were able to find a matching sub aggregate in the KOF survey data. An 
extensive screening of the data by means of some 10,000 cross correlations revealed, 
however, that – for whatever transformation of either series – the narrower the aggregate, the 
lower is the correlation between the official statistics and the survey data (Etter/Graff 2001). 
From this strong regularity, we infer that a considerable amount of the noise in the 2- and 3-
                                              
4 In an earlier paper (Etter/Graff 2003), we conducted single and multiple indicator regression analyses 
to estimate the growth rates of the production and incoming orders indices. The predictive accuracy of 
these estimations, however, is impaired by multicollinearity between the regressors. In this paper, 
multicollinearity is not affecting the estimations, since principal component analysis is by construction 
identifying the common variance of a set of variables. 
5 Before 2003, the official series were revised (sometimes substantially) up to four times. This year, the 
SFSO changed its publication policy and announced that from now on it will revise the last quarter 
only. Hence, compared to previous analyses (Etter/Graff 2001, 2003), we can now draw on 
comparatively long and up-to-date final official series. Given the fact that the provisional series now 
comprise only one additional quarter, we do no longer make an analytical distinction between 
provisional and final official series and analyse the final series only. 
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digit categories is cancelled out in the aggregate data. Therefore, we restrict this presentation 
to the aggregate level NOGA D (manufacturing industry), a subset of the secondary sector.6
Following their present definitions, SFSO data on the manufacturing industry have not 
been published before 1996. However, the last six years of the pre-1996 data have been 
recalculated within the statistical office and adapted to the current standards, so that there 
are now official index series going back as far as 1990:1. At the time of finishing this paper, 
the latest final official data (published at the end of June 2003) refer to 2002:4. Presently, we 
can thus refer to 13 years of industrial statistics, i.e. 52 quarterly observations. 
For our within sample analyses, we draw on the final SFSO index series from 1990:1 to 
2000:4, i.e. on 44 observations. Since in a growing economy, these series are non-stationary, 
and in addition to this, they are affected by seasonal factors, we refer to year-on-year growth 
rates (GR_), i.e. 43 transformed observations of the reference series (Y) only, where 
4GR _ ln lnt tY Y Y −= −
The five reference series and their variable names are given in Table 1. 
Table 1 The reference series (n = 43) 
Series Description 
GR_SALES Year-on-year growth rate of industrial sales index 
GR_PRODU Year-on-year growth rate of industrial production index 
GR_I_ORD Year-on-year growth rate of industrial incoming orders index 
GR_ORD_B Year-on-year growth rate of industrial order backlog index 
GR_INVEN Year-on-year growth rate of industrial inventories index 
Data Source:  Swiss Federal Statistical Office, Quarterly Industrial Statistics Indices, NOGA D, final values 
The out-of-sample domain of the reference series ranges from 2001:1 to 2002:4, i.e. it 
covers 8 observations, which is rather short for formal analyses of the predictive properties of 
our models. This notwithstanding, these two years were characterised by a high degree of 
uncertainty with respect to business conditions in Switzerland (and elsewhere), so that they 
do serve well for a more informal evaluation of simulated real-time predictions versus 
realisations in a situation, where early yet reliable information on economic activity is highly 
welcome. Moreover, given the restriction that no data are available for the reference series 
before 1990, we decided rather not to sacrifice too many observations of the within-sample-
                                              
6 From the larger total "secondary sector", NOGA D excludes extracting industries, construction as well 
as energy and water supply, which are known to follow different patterns of business activity than 
manufacturing. 
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domain (which should cover at least two cycles, i.e. certainly no less than ten years, to pick 
up any potential regularity in the data) in favour of the out-of-sample domain. 
Table 2 Questions of the KOF business tendency survey in the  
manufacturing industry 
Notation Question 
Monthly survey 
1a Incoming orders compared to previous month  
1b Incoming orders compared to the month of the previous year 
2a Order books compared to previous month 
2b Order books, judgement 
3a Production compared to previous month 
3b Production compared to the month of the previous year 
4a Stocks of intermediate products compared to previous month 
4b Stocks of intermediate products, judgement 
5a Stocks of finished products compared to previous month 
5b Stocks of finished products, judgement 
6a Expected incoming orders (next three months) 
6b Planned production (next three months) 
6c Planned purchase of intermediate products (next three months) 
7 Expected midterm development (beyond the next three months) 
BA* Business activities 
PL* Plans of firms 
Quarterly survey 
Q1a Employment compared to previous quarter 
Q1b Employment, judgement 
Q2a Technical capacities compared to previous quarter 
Q2b Technical capacities, judgement 
Q2c Degree of capacity utilisation, percentage 
Q4 Profit situation compared to previous quarter 
Q8b Expected prices for intermediate products 
* Aggregated index 
For potential indicators, we draw exclusively on the extensive KOF industrial business 
tendency survey data base, which is derived from monthly and quarterly surveys of the Swiss 
manufacturing industry. The items of the KOF questionnaires, which constitute the basis for 
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our indicator series, are given in Table 2.7 The latest data referred to in this study are from 
the surveys for April 2003 on a monthly, and for 2003:1 on a quarterly basis. 
There are three possible answers to the qualitative questions. The appraisals may be 
stated as "too high", "normal", "too low", and the changes as "up", "unchanged" and "down". 
The responses from the questionnaires are weighted8 and aggregated to form percentages of 
each response category of the total. Moreover, the difference between the positive and the 
negative shares (commonly called "balance"), is calculated to reduce the information into a 
single index number.9 Below, we do consider not only the balance indicator (which by 
construction ignores the information revealed by the shares of respondents ticking "normal" 
or "unchanged"), but also each of the original three response categories. Since this is hardly 
ever done in comparable analyses,10 we dispose of a larger set of potential coincident and 
leading indicators than most other studies. (The series derived from KOF data carry the 
following suffixes for identification of the quantification method: "+": too high/up, "=": 
normal/unchanged, "–": too low/down and "±": balance.) 
Before linking the monthly KOF series (X) to the reference series, they had to be 
aggregated into quarterly series, which was done by computing quarterly mean values A(X)
and, alternatively, by referring to their end values E(X), where 1 2 3A( ) ( ) / 3Q m m mX X X X= + +
and 3E( )Q mX X=  Moreover, given the pronounced seasonality in some of the survey data, 
the KOF series are referred to alternatively as unfiltered (u) and seasonally adjusted series 
(s: Census-X12, option X11). Finally, since what might matter for predictive purposes could 
be the levels as well as the changes of the survey based indicators (with changes potentially 
being better than levels to capture accelerations or decelerations of economic activity), we 
compute the first differences with respect to the preceding quarter 11 t tX X X −∆ = +  as well as 
the seasonal differences with respect to last year's corresponding quarter 44 t tX X X −∆ = + .
To summarise the transformations and their notation, for each item X in the monthly 
survey questionnaires, there are four alternative quantifications (suffixes: +, =, – or ±), two 
alternative aggregations into quarterly series (prefixes: A or E) as well as original and 
seasonally adjusted alternatives (suffixes: u or s). The number of potential indicator series is 
multiplied further by three, since all of these are evaluated alternatively in levels, differences 
(prefix: ¨1) and seasonal differences (prefix: ¨4). Accordingly, one single item in the 
questionnaire can result in a maximum of 48 (4 × 2 × 2 × 3) quantitative series. The notational 
syntax is (where applicable): difference operator – aggregation – question as in Table 2 (in 
brackets) – quantification – filter. 
                                              
7 For the questionnaires see http://www.kof.ethz.ch.
8 The weights on the micro-level are the firms' employment; weights on aggregate level are 
demographic data. 
9 This method of extracting relevant information is widely used. For a discussion of its properties, see 
Dasgupta/Lahiri (1992). 
10 For one of the rare exceptions, see Entorf (1993). 
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Last but not least, we have to be aware of potential boundary instability of our time 
series. While this affects neither the reference series – which are growth rates of final official 
numbers – nor the raw numbers of the indicator series – which are final from the beginning 
and hence not subject to revisions – the Census-X12, option X11, seasonal filter is 
asymmetric, so that at the boundary it may take some time until the latest entries converge to 
their final values. We deal with this issue in the following way: For the within-sample analyses 
we use the final data from 1990:1 to 2000:4. For the out-of-sample analyses, however, we 
follow a stepwise procedure and draw on the indicator series as they would have presented 
themselves at any given point in time, had they been referred to in order to derive the most 
up-to-date estimation or forecast of the reference series. In other words, we are strictly 
simulating real-time estimations and forecasts. 
3 Previous Empirical Work
The search for coincident and leading indicators of economic activity has long attracted 
the attention of applied economists. Traditionally this line of research concentrates on 
quantitative statistical indicators, but qualitative indicators have more recently been receiving 
a fair share of attention. In this section, we discuss some studies that relate closely to our 
work.
Moore et al. (1994) analyse the behaviour of the cumulated balance indicators of 
different surveys in the CIBCR Leading Index, which is a highly reliable indicator for 
detrended economic development in the United States. They find that qualitative survey 
indicators are less noisy than quantitative economic indicator series, but the lead of the 
former is shorter than that of the latter. Takala/Tsupari (2000) take a closer look at balance 
indicators from Finland in total manufacturing industry and in some important sectors and 
compare them with year-on-year growth rates of industrial production. They refer to cross-
correlations and Granger causality tests to identify leading indicators. Finally, cross-spectral 
analyses are conducted to find the optimal time lead. As those mentioned above, most 
studies consider only balance indicators of survey data in the search for coincident or leading 
indicators of economic reference series. An exception is Entorf (1993), who extends the 
search and includes – apart from the usual balance indicators – the positive, the negative as 
well as the "no change" shares of responses. In this study, the negative share of responses 
yield the best results, hence it makes sense not to confine the search for indicators from 
survey data to the balance indicators. Fritsche (1999) analyses German business tendency 
survey data. He starts with a graphical interpretation of the leading properties of expectation 
indicators at economic turning points. Cross-correlation and Granger causality tests are run to 
confirm the lead-lag structures. However, since a detrended reference series was used, it is 
difficult to assess the exact lead of the indicator series. 
The general picture that emerges from this literature is that a considerable number of 
potential leading indicators perform well on average over an extended time span, but that 
their prognostic power is severely reduced in the vicinity of turning points, where from a policy 
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perspective it is most important to have reliable signals of the state and the development of 
the economy. Therefore, Koskinen/Öller (2002) direct their attention to the performance of 
leading indicators at turning points. They refer to hidden Markov model probability forecasts 
of changes between two regimes for data from Sweden and the United States. However, this 
method cannot be applied for point estimates. 
De Mulder/Dresse's (2002) search for coincident and leading indicators of GDP on the 
basis of survey data for Belgium is in many respects comparable to our work. Their aim is not 
only to find indicators for the qualitative development of GDP and the corresponding turning 
points, but in addition to derive quantitative estimations and forecasts of the GDP growth rate. 
To this end, they isolate the common component of selected survey data. For the 
idiosyncratic component of GDP, an estimation of an ARIMA representation was fitted, 
however, this last step of their analyses did not prove successful. 
For Switzerland, an earlier attempt to derive numerical estimates of the Swiss official 
statistical production index by means of KOF survey data failed to find sufficiently close 
correlations. This was attributed – at least in part – to the dubious quality of the reference 
series, the BIGA production index11 from 1980:1–1989:3 (Stalder 1998). Since official data, 
which are adapted to the new SFSO production index, have not been calculated for the years 
before 1990, there is no direct way to address Stalder's assumption. If, however, the post-
1990 official statistics series are less plagued by data problems than the pre-1990 series, the 
correlation between OS data and quantifications of survey data may have improved, thereby 
providing a better basis for BTS → OS estimations. Marty's (1997) reference series was 
Swiss GDP, for which he analysed – among other series – the KOF survey indicators. After 
an initial selection process by cross-correlation analysis and graphical interpretation of 
turning points, the remaining indicators were combined into a principal component to 
aggregate them into a leading indicator. The resulting "KOF economic barometer" is now 
widely referred to in Switzerland as a reliable short and medium term indicator of turning 
points in GDP growth. However, this indicator focuses exclusively on GDP dynamics and 
turning points and does not make any reference to levels. Besides, Marty's study does not 
deal with industrial statistics, so that a new look at the data is in order. 
4 Empirical Analysis
The empirical analysis establishes a methodology for selecting coincident as well as 
leading indicators for the official Swiss industrial statistics reference series and combining 
them into composite indicators that are appropriate specifications of [ ]BTS( )f t  and 
[ ]BTS( )g t λ+ . This helps to equip analysts as well as policy makers with timely information 
on crucial trends of economic activity. Since this study is exclusively concerned with 
                                              
11 Recall that official industrial statistics in Switzerland underwent major changes in the 1990s. In this 
context, "BIGA production index" denotes the former series. 
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estimates BTS → OS, we refrain from the use of autoregressive forecasts within a given OS 
series as well as cross-references within different official series.12
4.1 Cross-Correlations
The first step of the analysis consisted in extensive data mining. To this end, we 
computed all possible pairwise permutations of cross-correlations to screen the data for 
highly correlated KOF and SFSO series. From these, we picked all pairs where the maximum 
correlation showed up simultaneously or with a lead of the KOF data. The selection threshold 
was set at 2r 0.7 r 0.5≥ ⇔ ≥ , which resulted in numerous hits for the reference series except 
for the inventory index. Now, aggregate data on inventories are notoriously prone to capturing 
statistical residual components rather than what they are meant to measure, which might 
explain the comparatively poor performance of the survey indicators with respect to this 
series. On the other hand, inventories play a prominent role in theoretical analyses of 
business cycles, so that we were reluctant to drop this reference series altogether. Therefore, 
we lowered the threshold for the inventory series to r 0.5≥  . 
Then, for the five reference series and all leads (λ) with 3 Ȝ 0≥ ≥ , the cross-
corellogrammes were listed in descending order by the absolute value of the closest 
correlation. Hence, after this initial step of analysis, we are equipped with a complete map of 
those coincident and leading indicator series, which would reproduce the largest shares of 
the reference series' variance in the within sample domain.13
For the next step of our study, the principal component analysis, we needed to have at 
least two qualifying indicator series for any pre-determined lag, given a specific reference 
series. This was the case for Ȝ 0=  and Ȝ 1=  with respect to all our reference series. 
However, for Ȝ 2=  referring to GR_PRODU and GR_I_ORD we failed to find at least two 
qualifying indicator series, and only GR_ORD_B allows further multivariate analyses for 
Ȝ 3= . For the purpose of this paper, we therefore restricted our further presentation to 
coincident indicators as well as leading indicators with Ȝ 1= .
Table 3 shows the correlations for the indicator series with the highest absolute within-
sample correlation. Since this is by definition equal to the R that would result from a 
regression of the corresponding reference series on the indicator series (coincident or lagged 
                                              
12 As the data generation process within the statistical office is (at least in part) a black box for outsiders, 
the last point is essential: As far as autoregressive techniques and cross reference are practised, 
outsiders can improve the precision of their estimates with respect to a reference series by same 
means, but the results would be partly tautological. Accordingly, this study does not aim at finding 
specifications of forecast models which reveal the best fit with respect to a given OS series – these 
would probably include autoregressive elements as well as cross references with the official data 
corpus –, but to aggregate a set of business tendency survey indicators into single indexes which can 
be used as coincident or leading indicators of the reference series. 
13 The detailed results are tabled in Etter/Graff (2001) and available from the authors upon request. 
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accordingly), the tabled correlations can serve as a first benchmark for the following multi-
indicator estimations. 
Table 3 Highest absolute correlations, 1 ≥ λ ≥ 0 
OS
series 
KOF BTS 
series 
|r|
max.
Lead BTS→OS
(in quarters) 
GR_SALES E(7)–s –.869 1 
A(1a)–s –.900 0 
GR_PRODU E(6b)±s .863 1 
A(1b)–u –.878 0 
GR_I_ORD E(6a)±s .851 1 
E(1b)±u .891 0 
GR_ORD_B E(1b)–u –.878 1 
A(3b)+u .822 0 
GR_INVEN E(4a)+s .636 1 
 A(4a)=u –.696 0 
For variable notation, see section 2; e.g. E(7)–s denotes quarterly end-value of item 7, minus-share, seasonally 
adjusted 
The highest correlations with a lead of one quarter to the reference series of sales, 
production and incoming orders were realised by the survey questions on expectations (for 
production: monthly question, third month of quarter taken as quarterly value, planned 
production, balance indicator, seasonally adjusted). The order books are led by the incoming 
orders. Changes of inventories of intermediate products lead the yearly changes of 
inventories of final products. For the coincident indicators, questions on past changes yielded 
the highest correlation with values between 0.8 and 0.9, except for inventories. Apart from 
delivering highly correlated series, these results are plausible and obviously identify 
meaningful rather than spurious correlations. 
4.2 Principal Component Extractions 
The selection of a single leading or coincident indicator is straightforward for any of our 
reference series: The indicators given in Table 3 show the best within-sample performance 
and the coefficient of determination that we would get from a bivariate regression of the 
reference series on any of the tabled indicators14 is already known from the correlation 
                                              
14 In a previous study (Etter/Graff 2001), we referred to multiple regressions, but – with the above 
mentioned problems in mind – we restricted the number of regressors to two, which certainly does not 
exploit all the relevant information from the survey data. 
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analyses. Hence, referring to these pairs, rather precise ex post-estimates of OS data are 
feasible through OLS-regressions of Y on just one coincident or – though to a lesser extent – 
leading series from the KOF business tendency surveys X:
0 1t t tY X λβ β ε−= + +
To improve the within-sample fit, we can include additional "second-best" survey based 
series as regressors, but multicollinearity will soon render the regression parameters too 
imprecise for sensible out-of-sample estimates, when the pattern of multicollinearity is 
random and specific to the within-sample domain. In this case, the resulting overfitting to an 
ultimately meaningless random pattern will impair the accuracy of the fitted values in the 
forecast period. 
On the other hand, for substantial as well as statistical reasons, it is unlikely that a single 
indicator series will bear sufficient information to secure informational efficiency in the 
process of estimating and forecasting a reference series. Moreover, our survey based 
indicators certainly comprise a considerable share of noise, so that at this stage of our 
analysis, we refer to a statistical method that is designed to identify and combine the common 
variance of a chosen set of indicator series into a new synthetic variable. The procedure 
chosen here is principal component (PC) analysis. If the variance of a given set of pre-
selected indicators, which are closely correlated to a given reference series with a pre-
determined lag, can reasonably well be represented by one principal component only,15 this 
first component will serve as the basis to derive our final indicator.16 Specifically, for any 
reference series and both Ȝ 0=  and Ȝ 1= , we proceed as follows: 
1. Find all series that pass our initial threshold criterion; if several transformations of one 
and the same item from the questionnaires are amongst the candidates, select only the 
ones that yield the closest correlation with the reference series; 
2. table the selected BTS based series in descending order to get a list of at least two and 
at most 23 (i.e. the number of items analysed) properly transformed indicator series; 
                                              
15 That is, if the correlations between the desired representations are high, but measurement errors and 
stochastic shocks in the data for the individual indicators have little common variance. Technically, we 
accept this condition as fulfilled, if no eigenvalue, except for the first component, exceeds unity. 
16 Note that this method, which in our set-up amounts to the identification of the co-variance of selected 
time series, captures some of the spirit of Burns/Mitchell's (1946) notion of the business cycle, which 
is the co-movement of a number of economic series; see also Stock/Watson (1989) and Forni et al. 
(2000). 
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3. run a series of principal component analyses starting with the first two indicator series, 
than add the third series, and so forth until all qualifying series from step 2 are included, 
where the estimation runs from 1985:1 to 2000:4;17
4. check that all principal component analyses result in one common factor only and save 
the factor values; 
5. regress the reference series on the properly lagged alternative factor values and order 
these regressions by their coefficients of determination R²; 
6. from step 5, select as the resulting combined indicator series the principal component 
with the number of indicators that yields the best within sample-fit. 
The resulting combined indicator series are presented in Table 4. The combined PC 
based regressions perform better than any of the corresponding bivariate regressions 
(column 3 displays the PC regression R, column 4 repeats the maximum |r| from the 
correlation benchmark estimator from Table 3). Accordingly, a restriction on one indicator 
series alone does not make efficient use of the information from the survey data.  
As reported in the table, the combined coincident indicators for sales and incoming 
orders are the ones that are most closely related to their reference series (R > 0.91). 
Nevertheless, the PC indicators for production and of order books are likewise performing 
reasonably well (R > 0.83) for either of the two pre-determined lead-lag structures. The 
poorest, yet not completely disappointing, performance (R = 0.72) is found for the inventory 
series. Moreover, as expected, the coincident indicators generally perform slightly better than 
the corresponding leading indicator series.  
Note that the survey based time series that our selection procedure identified as suitable 
indicators to be combined into the various principal components comprise 1. all four 
quantifications, 2. the two alternative aggregations to quarterly series, 3. original and 
seasonally adjusted series as well as 4. series that are transformed with either of the two 
difference operators. Accordingly, given this data, it makes sense not to rely on a single 
quantification (e.g. balance) and a restricted set of transformations, but rather to let a wider 
set of transformed series enter at the first stage.  
The time series plots (see Graphs 1 to 10 in the Appendix) visualise our combined 
indicators' ex-post within-sample fit as well as the resulting estimates for the prediction period 
from 2001:1 to the present. Note that there are two charts for each reference series, referring 
to the estimations based on their best combined coincident indicator (Ȝ 0)= , and on their 
best combined leading indicator (Ȝ 1)= , respectively. The vertical lines delimit the within-
sample-domains from the estimation periods. 
                                              
17 We go back to 1985 for the computation of the principal components, since these refer to 
intercorrelations of the survey data only and there is no reason to restrict the period of analysis to the 
availability of the reference series. Nota bene: as a by-product, this would allow to reconstruct the 
reference series back to 1985. 
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Table 4 Combined principal component indicator series, 1 ≥ λ ≥ 0 
OS
series 
Lead BTS→OS
(in quarters) 
number of  
BTS series 
 selected for PC 
R
|r|
max. from Table 3 
GR_SALES 1 7 .897 –.869 
0 2 .916 –.900 
GR_PRODU 1 3 .873 .863 
0 4 .888 –.878 
GR_I_ORD 1 3 .887 .851 
0 5 .913 .891 
GR_ORD_B 1 6 .898 –.878 
0 7 .834 .822 
GR_INVEN 1 none  .636 
 0 2 .722 –.696 
Reference series and BTS indicator series selected for PC extraction 
(BTS series ordered from highest to lowest correlation with reference series) 
GR_SALES, λ = 1: E(7)–s, E(6a)–s, E(6b)±s, E(2a)–s, E(6c)±s, ¨4A(3a)+s, ¨4A(1a)–s
GR_SALES, λ = 0: A(1a)–s, E(BA)±u 
GR_PRODU, λ = 1: E(6b)±s, E(6c)±s, E(6a)–s 
GR_PRODU, λ = 0: A(1b)–u, E(BA)±u, (Q4)±s, E(3b)–u 
GR_I_ORD,  λ = 1: E(6a)±s, ¨4A(6b)+u, ¨1A(BA)±u 
GR_I_ORD,  λ = 0: E(1b)±u, A(1a)–s, (Q4)±s, A(2a)±s, ¨4E(BA)±u
GR_ORD_B λ = 1: E(1b)–u, ¨4E(2b)±u, ¨4A(BA)±u, ¨4A(3b)+u, (Q4)±s, A(5b)±u 
GR_ORD_B λ = 0: A(3b)+u, A(BA)±u, (Q1a)±s, E(2b)–u, A(4b)=u, (Q1b)±u,  
          ¨4(Q2b)+u
GR_INVEN, λ = 1: only one qualifying series E(4a)+s, see Table 3 
GR_INVEN, λ = 0: ¨4A(4a)=u, ¨4E(4b)=u 
Looking at the within-sample-domains, it is obvious that our ex-post estimates are 
closely tracing their reference series, the only exception being the inventory series. As 
discussed above, the poor performance of the inventory estimations might be due to the 
dubious validity of the reference series, though in this study we cannot assess this conjecture 
directly. However, given this empirical finding, we can easily explain another finding, namely 
why the sales estimates are superior to those for the production index: Production is basically 
derived from sales by means of deflators of its sub-components, which introduces a potential 
source of noise as well as bias and can thereby easily fail to trace real production. Moreover, 
Coincident and Leading Indicators of Manufacturing Industry 123
Journal of Business Cycle Measurement and Analysis – Vol. 1, No. 1 – ISSN 1729-3618 – © OECD 2004 
recall that for every period, sales + change of inventories = production, so that through this 
identity any noise from the inventory series will affect the production series. 
Finally, let us look at the out-of-sample domains. At the time of writing, based on our 
coincident indicator series ( Ȝ 0= ) we can compute estimations up to the first quarter of 2003, 
and based on our leading indicator ( Ȝ 1= ) we arrive at predictions until 2003:2. Recall 
however that the reference series end with their last final values for 2002:4, so that we have 
only eight observations to assess the out-of-sample properties of our estimating procedure. 
To the right of the vertical lines, we plot the known out-of-sample realisations of the reference 
series together with their corresponding forecasts from 2001:1 to the last available data point. 
Note that we reproduce two slightly different forecasts in one and the same graph, based on 
the real-time values and, alternatively, on the ex-post final values of the underlying BTS 
indicator series. Though our BTS indicators are not subject to revisions so that the original 
series are final, a difference results from seasonal adjustment, which is not stable at the 
boundary. The only exception is the composite indicator for GR_INVEN ( Ȝ 0= ), which 
includes unadjusted data only, so that there is no distinction between final and real-time. 
From a visual inspection, it is probably fair to conclude that the correlations between the 
composite indicator series and their reference series do indeed persist beyond 2001; they 
appear weak after 2001 for the inventory series only, but for this series, it was hard to find 
any suitable indicator series for the within-sample domain in the first place. Moreover, a close 
inspection reveals that generally the ex-post indicator performs slightly better in tracing the 
out-of-sample movements of the reference series than the corresponding real-time series, 
though the differences are obviously not fundamental but rather minor. We are inclined to 
conclude that this finding adds further confidence to our analyses: Since the ex-post 
estimators refer to a larger set of information (precisely: to longer time series, which affects 
the seasonal adjustment of the series in question), a sensible methodology should produce 
better results with these as compared to results obtained with the real-time series. 
In Table 5, we present a first numerical assessment of the out-of-sample properties. The 
first column shows the correlations of the simulated real-time forecasts with the eight 
presently available values of their reference series. The second column enables to compare 
these with the ex-post estimates that we get if we draw on the whole set of information 
available now, i.e. with the seasonal filters calibrated with the series ending in 2003:1, and 
not at the time of simulation. The numerical analyses confirm that the real-time simulations 
are performing somewhat poorer than the ex-post estimation (the only, albeit hardly 
perceivable exception being GR_I_ORD, Ȝ 0= ). Though the differences are rather small, and 
moreover, the number of out-of-sample data points is too restricted to consider statistical 
tests of significance of the difference between the corresponding correlation coefficients, this 
stresses the fact that when performing out-of-sample simulations, one should be careful to 
refer to real-time data only. The third column repeats the within-sample correlations from 
Table 4. Unsurprisingly, the out-of-sample correlations are different from the corresponding 
within-sample correlations, but they do not generally appear less close than the within-
sample relationships, and there are no really remarkable differences, with the exception of 
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the notoriously problematic inventory index series for Ȝ 0= , where the out-of-sample 
correlation is insignificant.  
Table 5 Evaluation of out-of-sample estimates, n = 8, 1 ≥ λ ≥ 0 
OS
series 
R
real-time 
R
ex-post 
R
within-sample 
Lead BTS→OS
(in quarters) 
GR_SALES .729 .733 .897 1 
.774 .811 .916 0 
GR_PRODU .724 .740 .873 1 
.884 .889 .888 0 
GR_I_ORD .911 .908 .887 1 
.869 .880 .913 0 
GR_ORD_B .904 .918 .898 1 
.966 .975 .834 0 
GR_INVEN .806 .869 .636 1a
 .108 .108 .722 0b
a Single indicator regression (regressor: E(4a)+s). 
b Principal component regression, no seasonally adjusted regressors. 
5 Summary and Conclusion 
Extensive analyses of Swiss quarterly data on industrial activity were conducted. Using 
the official statistics as the reference series, a large set of business tendency survey based 
series are referred to as potential indicators, comprising not only the common balance 
indicator, but the percentage part of all three response categories. Several transformations of 
these survey data series were also considered. 
The official statistics were revised in 1996 and hence permit a new look at their 
interrelatedness with the survey data. Specifically, based on the within-sample-period from 
1990:1 to 2000:4, we found high correlations between survey data and corresponding official 
statistics with leads of the former of up to three quarters. Yet, the highest correlations were 
generally found for coincident indicators and leads of one quarter, so we restricted further 
analyses to these. The closest correlations with a lead to reference series of sales, 
production and orders were found to refer to series from survey questions on expectations 
rather than present conditions. For the coincident indicators, questions on past changes 
yielded the highest correlation, which is obviously in line with economic plausibility. 
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Then, a selection algorithm was developed to determine suitable subsets of indicator 
series with predetermined leads and compute their principal components. These are 
exclusively based on business tendency surveys. The coincident, and to a slightly lesser 
extent, the leading indicators, provide reasonably reliable estimators for Swiss manufacturing 
sales, production and orders in the industry. The results for inventories are somewhat poorer. 
Finally, we traced the performance of our coincident and leading indicator in the out-of-
sample domain (2001:1 to 2002:4). To get a correct picture, we used a step-by-step real time 
method and referred only to data that was available at the time of the simulated forecast. 
Given that we did not find clear evidence of within-sample-correlations breaking down, our 
results are reassuring and show that the proposed composite indicators are indeed useful for 
policy oriented analyses of present and future economic conditions.  
All analysed data refer to Switzerland. However, we emphasise that the methodology 
outlined in this paper can readily be used for comparable analyses in other countries. 
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Appendix 
Graph 1 GR_SALES, λ = 0 
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Graph 2 GR_SALES, λ = 1 
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Graph 3 GR_PRODU, λ = 0 
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Graph 4 GR_PRODU, λ = 1 
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Graph 5 GR_I_ORD, λ = 0 
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Graph 6  GR_I_ORD, λ = 1 
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Graph 7 GR_ORD_B, λ = 0 
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Graph 8 GR_ORD_B, λ = 1 
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Graph 9 GR_INVEN, λ = 0 
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Graph 10  GR_INVEN, λ = 1 
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