Abstract. The article considers the estimability of the deviations of actual output variable values from the forecast ones in the system for monitoring the process of external round grinding. The author proposes the method for determining the deviations and establishing their most probable values as well as for establishing the cause of such output variable value deviations and technological system changes. It is substantiated that the determination of the output variable deviations and the parameters of the technological system state is possible at the control of the output variable change rate as the interruption time intervals are different for different subsystems. The authors managed to determine the dependences of the deviations of actual values (t) from the estimated ones yр(t). To resolve the objective of identifying the causes of output value deviations from the forecast ones, the authors applied the method for determining the indirect measurement errors. The obtained dependences made the authors draw the conclusion that at the control of the change rate of output variable values one is able to find out the disturbance type and the type of the deviation of output variable actual values in the technical system. This provides for the opportunity to correct the control of the external round grinding process as well as to calculate the time intervals at which one needs to take into account some or other changes in the technological system.
Problem statement
The peculiarity of contemporary machinery manufacture causes the increase of the requirements to the quality and precision of treated items. The quality of ready products, in its turn, is determined by an industrial process which shall have a high reliability degree and guarantee the parameters of manufactured parts.
One of the areas of the part quality provision at external round grinding is the application of a system for monitoring the technological equipment and cutting.
Multiple methods for cutting diagnostics and control have been developed and put into operation. One of the first researchers to offer the system of diagnostics and adaptive control was B.S. Balakshin [1] . They were further developed in the research [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
However, existing diagnostics and control methods do not fully take into account the peculiarities of the industrial grinding process.
The grinding diagnostics methods applied at the production site are based on the following: 1) evaluation of the parameters of the technological system state involving complex diagnostic equipment during equipment installation;
2) analysis of the results of the quality parameters' measurement conducted for the treated surfaces and a range of cutting parameters (cutting forces, acoustic emission, etc.).
Both the first and the second options are hardly applicable in the automated production conditions as they do not allow one to identify the changed parameter of a technological system in an unambiguous way, let alone to forecast the system behaviour at the further operation.
In the process of cutting not only the treated part parameters change but also the ones of a technological system. The change in the subsystem parameters causes the change in output variables y(t), for example, the rate of material removal Δr and the surface roughness Ra by the value Δy.
The paper purpose -to resolve the problem of identifying the causes inducing the deviations of output variables from the forecast values within the system of monitoring which operates on the dynamics of output variable changes.
Materials and methods of research
In compliance with the functional monitoring system circuit developed in the paper [12] for external round grinding (Fig. 1) , the key tasks are the analysis of the dynamics of the output variable change and the parameters of the technological system state. At grinding, after the interruption, the technological system or its subsystem parameters are partially or fully restored (workpiece replacement, circle correction, tool/device replacement). As a result, output values y(t) (material removal rate after circle correction Δrв changes by the value Δ(Δrв at the next cycle), material roughness change by the value ΔRaв at the beginning of the next cycle.
The conducted analysis and the synthesis of grinding machine operation practice make the authors draw a conclusion that the control of output variables y(t) at the moment of time t does not allow for the determination of the technological system state parameters the measurement of which caused output value deviations. Such possibility arises at the control of the change rate of output variable values y (t) as the interruption time intervals Т for various subsystems significantly differ.
In the paper [13] the authors simulated the state space with the consideration of the possibility to restore system parameters for the grinding process. As a result, we obtained the following equations:
where z(t) -vector of the technological system state parameters; U(t) -command input vector; A(t), B(t), D(t) -matrices of corresponding factors; Aij -operator taking into account the restoring of the i-th system parameter after the execution of the (j -1)-th cycle (before the start of the j -th cycle); Azij -operator defining the change in the system parameter at the operation in the j -th cycle; τцк -time of the k -th cycle execution. In addition, the system is completed with the procedure for defining the speed range y1(t), y2(t),… ym(t) of one or another interruption period the output variable change rate included into: Considering the obtained dependences(1)…(4), one can make a conclusion that, in case the changed parameter of the technological system state is defined by the equation of the choice of the nearest values from the set (4), therefore, obtaining the information on the output variable value at any time moment, one can define the parameter value.
The evaluation of deviations of actual output variable values from the forecast ones includes two key stages: 1) identification of deviations and finding out their most probable values; 2) establishing the causes of deviations. We further consider the set of tasks to resolve these stages for the analyzed control process. Let the deviations of actual values y(t) from the estimated ones yр(t) be defined by the dependence
If the output variable measurement is frequently conducted within the limited time interval at ϕ(t)=1(t) and one does not register any significant changes of y(t) during this period, the presence of deviations can be defined with any confidence level by means of the methods of the sample observations' analysis. At the sampling average values comparison the authors made a null hypothesis on the equality of general average values. It is rejected in case 
For the considered process the subset of estimated values serves as the first sampling while the subset of output variable measured values serves as the second sampling. Accordingly, S1 and S2 are considered as the dispersions of forecast and actual values y. At the set conditions n1=n2 the inequality (6) takes the form n S S t t y t y (9) If the output variable is not permanent in time but does not have regular highfrequency deviations, within the limited time interval one can also use the dependences (8) and (9) with the preliminary approximation of experimental data (for example, with the help of the polynomial of the k-th degree) and the replacement of the left part in the equation (8) If the output variable has high-frequency regular modulations, the application of dependences (8) and (9) is impossible as the considered method does not stipulate for the division of deviations into regular and stochastic, and all of them are taken into account at the dispersion calculation. In this cases the analysis requires the application of a more complex mathematical apparatus of stochastic processes.
To simplify the analysis, we proceed to the centered variables decomposing y(t) into a constant component у <y(t)> and deviation x(t). In this case the dependence (5) has the form
In the equation (11) y(ti) and <y(t)> serve as deterministic functionals, x(t) defines a stochastic process. We present a stochastic process in the form of a stochastic function defined by the Langevin equation [14] .
where f(t) -white noise, ν -parameter not depending on the coordinate t.
The stochastic process x(t) is referred to as the Ornstein-Uhlenbeck process, or the OU process in brief. The key criteria of this process which are the most informative at the set problem resolution are the following: 1. Linear functional As x(t) -Gaussian process, the value Re, due to its linearity, also has the Gaussian property and it is sufficient to know the first two moments for its description: To design the distribution density ρ(J), one needs to perform the Laplace numerical procedure of reverse transformation. It is performed in the paper [15] .
Having the data on the statistical characteristics of a stochastic process x(t), we proceed with the corresponding process analysis ∆y(t). As the components y(t) and ) (t y serve as determinated functionals, then We shall evaluate the significance of deviations ∆y(t). To do this, we consider the stochastic value Y= ) (t y -y(t). The probability of the event P(Y>0) is defined by the distribution density
(28) The probability of the event P(Y<0) is correspondingly calculated
(29) Generalizing the dependences (28) and (29) and, denoting the probability of the correctness of the decision on the significance ∆y as DY, we finally obtain
The final solution of the set problem requires one to find the confidence level PD and compare it with the estimated value of the criterion DY.
At the comparison of dispersion values we shall do the same thing. The estimated dispersion is a determinated functional, it has a δ-shaped density of distribution, and the dispersion distribution density of a stochastic process is known (26). The probability of correct decision taking on the dispersion substantial difference will be defined as 
The first additive component of the dependence (33) is not stochastic, the statistics of the second one was previously studied, the analysis of the statistics presented for the third additive component is possible only at the specific regular function setting S(t). The generalized functionals used to conduct this analysis have the following form To resolve the objective of identifying the causes of output variable value deviations from the forecast ones, we apply the method for determining the indirect measurement errors. If the output variable y is functionally dependent on the output variables x1, x2, ..., xh with the known identification errors, the error ∆y is defined from the ratio
For the considered problem the following deviations ∆y are known, the unknown deviations are ∆x. The dependence (37) is also correct for any physical values available for observation. They may include not only the deviations ∆y and ∆x but also the derivatives, At the solving of the system of equations set in the matrix form (41) there are several options that are possible. The number of unknown components can be higher, equal or less in relation to a number of equations. All these options are considered in detail within the linear algebraic theory [16] . In case the number of unknown components is larger than a number of equations, the system is statically indeterminate, in case they are equal, there is only one solution for the system, if the number is less, the system may have or not have any solutions.
Conclusion
Therefore, the analysis of the set problems allows one to make the conclusion that, having the data on the dynamics of output variable change, it is always possible to identify the type of disturbance and change of the technical system and correct the treatment control as well as to calculate the time intervals after which one shall take into account some or other changes of the technological system.
