We present an estimator of average regression effect under a non-proportional hazards model, where the regression effect of the covariates on the log hazard ratio changes with time. In the absence of censoring, the new estimate coincides with the usual partial likelihood estimate, both estimates being consistent for a parameter having an interpretation as an average population regression effect. In the presence of an independent censorship, the new estimate is still consistent for this same population parameter, whereas the partial likelihood estimate will converge to a different quantity that depends on censoring. We give an approximation of the population average effect as β(t)d F(t). The new estimate is easy to compute, requiring only minor modifications to existing softwares. We illustrate the use of the average effect estimate on a breast cancer dataset from Institut Curie. The behavior of the estimator, its comparison with the partial likelihood estimate, as well as the approximation by β(t)d F(t) are studied via simulation.
INTRODUCTION
The semi-parametric proportional hazards model (Cox, 1972) has wide practical application, making the key assumption that the regression coefficients do not change with time. When this assumption is violated (Lancaster and Nickell, 1980; Gail et al., 1984; Struthers and Kalbfleisch, 1986; Bretagnolle and Huber-Carol, 1988; Pessione, 1989, 1991; Anderson and Fleming, 1995; Ford et al., 1995) , efforts have been made to improve the fit of the model. Time-dependent regression effects can sometimes be represented in an equivalent form in which the regression effects are constant but the covariates are transformed to be time-dependent. Such an approach however often imposes rather stringent assumptions on the functional form of the regression coefficients as functions of time, such as linearity, and interpretation requires care. For certain situations we can anticipate in advance encountering the phenomenon of * To whom correspondence should be addressed c Oxford University Press (2000) non-proportional hazards. The example which gave rise to our own interest in this question concerned 2174 breast cancer patients, followed over a period of 15 years at the Institut Curie in Paris, France. A number of prognostic factors were measured: (1) age at diagnosis, (2) histology grade, (3) stage, (4) progesterone receptor status, and (5) tumor size. From earlier studies, it is known that all five covariates exhibit non-proportional hazards behavior to a lesser or greater extent; in particular, the effects of variables such as histology grade have strong decaying trend. In the breast cancer literature the effects of grade on survival have been the subject of some controversy. It has been claimed by some to be a very important prognostic factor while others conclude that its importance is quite small. Often studies with short follow-up tend to indicate strong effects whereas those with longer follow-up indicate much weaker effects. These claims are not necessarily in opposition to one another, a conclusion that follows from our findings in this paper.
Here we consider the non-proportional hazards model:
where Z (t) is a possibly time-dependent covariate, λ is the conditional hazard function, λ 0 the baseline hazard and β(t) is the time-varying regression effect. For simplicity of notation we assume covariates of dimension one. Extensions to high dimensions are straightforward. To avoid problems of identifiability we assume that Z (t), if indeed time-dependent, has a clear interpretation such as the value of a prognostic factor measured over time, so that β(t) is precisely the regression effect of Z (t) on the log hazard ratio at time t. Model (1.1) is more flexible than the ordinary Cox model, imposing no model restrictions for the two-group case, or k groups coded using k − 1 binary indicator variables. Under model (1.1) we propose an estimate of average regression effect as a summary measure. For small data sets, relative to the number of studied covariates, it will often not be feasible to study the whole, possibly of infinite dimension, β(t). Also, estimation of an average effect can be used in a preliminary analysis of a data set with time-varying regression effects. For a given sample, a single average effect can be estimated more accurately (and more easily) than the whole β(t). Although not formalized as such, this already commonly takes place, where summary measures are given following analysis, based on the proportional hazards model when it is known or suspected that the data may exhibit non-proportional hazards behavior. In the particular case of interest here on the effects of certain prognostic factors in breast cancer, many published works have based analyses on the proportional hazards model. It is not surprising to observe differences among the findings: the average of an erosive effect is, of course, stronger over a shorter period than over a longer one. Additionally, the estimation of an average effect relates directly to the estimation of β(t) as a function of time, especially when we aim to approximate β(t) by piecewise constants. In this way we might be able to say, for example, that the average effect during the first 2 years is estimated to be 1.2, while for the next 3 years it becomes 0.5, etc.
In the next section we derive an estimateβ of an average regression effect β * , which leans on a theorem concerning the conditional distribution of the covariates. In Section 3 we give the interpretation of β * as a population average effect. It is approximated by β(t)d F(t) = E{β(T )} under certain conditions, where F is the marginal distribution function of the failure time random variable T . In Section 4 we carry out simulations to compareβ with the partial likelihood estimate, as well as to study the approximation by β(t)d F(t). The relative efficiency ofβ to the partial likelihood estimate under the proportional hazards model is studied in Section 5. Section 6 illustrates the use ofβ in practice using the breast cancer data and the last section contains further discussions.
AN ESTIMATE OF AVERAGE EFFECT
In the following we assume T i , C i and Z i (·), i = 1, . . . , n, to be a random sample from the distribution of T , C and Z (·) which satisfies model (1.1). Here T is the failure time random variable and Z (·) the covariate as described in Section 1, C is a censoring time random variable. The time-dependent covariate Z (·) is assumed to be a predictable process and, for notational simplicity, assumed to be of dimension one. For each subject i we observe X i = min(T i , C i ), and
We will first assume a (covariate) independent censorship where C is independent of T and Z (·). This assumption has been used under non-proportional hazards models by Cheng et al. (1995) and Ying et al. (1995) . Extensions to covariate-dependent censoring will be considered in Section 7.
Under model (1.1) and leaning on the proportional hazards model of which (1.1) is a generalization, heuristically an average regression effect may be obtained by replacing β(t) with a constant β and then fitting the data. This leads to the partial likelihood estimate (Cox, 1975) and it is well known to be inadequate when the proportional hazards model is misspecified. However, we will show that in the absence of censoring it nonetheless estimates an average regression effect under model (1.1). In the presence of censoring, this needs to be modified in order to be unaffected asymptotically by an independent censorship. To derive this estimate of average regression effect, it is important to understand the conditional distribution of the covariate given the failure time T . This conditional distribution enables us to view the score equation from the partial likelihood as an estimating equation for the average effect.
Conditional distribution of Z given T
Time plays two roles in model (1.1). First, Z (·) is a stochastic process with respect to time, so that Z (t) is a random variable at any fixed t and may have different distributions at different time points t. Secondly, the failure time variable T is a non-negative random variable denoting time. While it is immediate to understand the distribution of T given the covariates, at any fixed time t there are two different conditional distributions of Z (t) on T that are of interest to us. First, the conditional distribution of Z (t) given T ≥ t, which can be estimated by the empirical distribution of Z (t) in the risk set at time t under the independent censorship assumption. The other conditional distribution is that of Z (t) given that T = t, which can be interpreted as the distribution of Z (t) among individuals who fail at time t in the population. Under the assumption that T has a continuous distribution we usually observe only one failure at a time and it is difficult to estimate this latter conditional distribution. We can, however, obtain a consistent estimate by using model (1.1), as is described in Theorem 1.
Define
The product of the πs over the observed failure times gives the partial likelihood under a proportional hazards model. When β = 0, {π i (0, t)} i is the empirical distribution that assigns equal weight to each sample subject in the risk set. The following theorem (Xu, 1996; Xu and O'Quigley, 1999) states that {π i (β(t), t)} i provides a consistent estimate of the conditional distribution of Z (t) given T = t under (1.1).
THEOREM 1. Under model (1.1) and a covariate independent censorship, assuming β(t) known, the conditional distribution function of Z (t) given T = t is consistently estimated bŷ
Theorem 1 is mainly of theoretically interest here, as β(t) is not known in practice. In addition, if we assume a general form of the relative risk r (t; Z ) and define {π i } i through r (t; Z ) in place of exp(β Z ), the proof of Theorem 1 can be easily modified to show that the same result holds for general r (t; Z ). This is of interest in its own right and useful for the discussion of our estimator under other non-proportional hazards models in Section 7.
As noted by Andersen and Gill (1982) , E(β, t) is an expectation taken with respect to the (empirical) probability distribution {π i (β, t)} i , and, according to Theorem 1, E(β(t), t) converges in probability to E{Z (t)|T = t} under model (1.1).
An estimating equation
In the absence of censoring and for time-invariant covariates, the score equation from the partial likelihood can be written:
Dividing both sides of (2.3) by n, Z i /n then converges in probability to the marginal expectation of Z . The second term on the left-hand side, if we replace β by β(t), would be
is the empirical distribution function of T . This is a double (empirical) expectation, and, since E(β(t), t) consistently estimates E{Z |T = t} in this case, it again gives a consistent estimate of the marginal expectation of Z under model (1.1). Therefore (2.3) can be viewed as an estimating equation (Godambe and Kale, 1991) .
In the presence of censoring and for time-dependent covariates in general, we weight the summands in (2.3) (i.e. the Schoenfeld residuals) by the increments of a consistent estimate of the marginal failure time distribution F(t), such as the Kaplan and Meier (1958) estimate. Thus (2.3) is generalized to:
where
is the left continuous version of the Kaplan-Meier estimate of the marginal survivorship function S(t) = 1 − F(t).
Assuming no ties, it can be verified that W (X i ) is the jump of the Kaplan-Meier curve at an observed failure time X i . In practice, ties may be split randomly, or some other approaches can be adopted (Peto, 1972; Breslow, 1974) . We denote the solution to (2.4) asβ. Existing software for fitting Cox regression models only need to be modified slightly in order to calculatẽ β.
Using the quantities defined in the Appendix, it can be shown (Xu, 1996) that for an application of Theorem 3.2 in Lin (1991) we have the following theorem.
THEOREM 2. Under model (1.1) the estimatorβ converges in probability to a constant β * , where β * is the unique solution to the equation
Equation (2.5) is seen (as discussed in the Appendix) not to involve censoring, and thus neither does β * . As a contrast the maximum partial likelihood estimatorβ P L was shown by Struthers and Kalbfleisch (1986) to converge to the solution of the equation
In general this solution depends on the unknown censoring mechanism through the factor s (0) (β(t), t), thereby not having a useful interpretation under non-proportional hazards. The dependence ofβ P L on censoring is also clear from the simulation results of Section 4.
The proof of the theorem makes use of the central limit theorem of Stute (1995) for Kaplan-Meier integrals; all the details can be found in Xu (1996) . Following the proof the variance estimation is quite complicated, so in this paper we use bootstrap methods to estimate the variance ofβ. A variance estimator based on empirical influence function was later developed in a separate work by Xu and Harrington (1999) .
INTERPRETATION
The solution β * to equation (2.5) can be viewed as an average regression effect. In equation (2.5) s (1) (β(t) , t)/s (0) (β(t) , t) = E{Z (t)|T = t} from Theorem 1, and s (1) (β * , t)/s (0) (β * , t) results when β(t) is restricted to be a constant; the difference between these two is zero when integrated out with respect to the marginal distribution of failure time. Suppose, for instance, that β(t) decreases over time, then earlier on β(t) > β * and s (1) (β(t) 
Furthermore, since Andersen-Gill type conditions (see Appendix) are assumed here, we have v(β, t) = ∂/∂β{s (1) (β, t)/s (0) (β, t) }. Applying a first order Taylor series approximation to the integrand of (2.5), we have
is a weighted average of β(t) over time. According to (3.2) more weights are given to those β(t)s where the marginal distribution of T is concentrated, this point is discussed in more details below; and more weights are given to those β(t)s where the conditional distribution of Z (t) has larger variance. Approximation (3.2) has an interesting connection with Murphy and Sen (1991) on using a sieve procedure to estimate β(t), where they show that if we divide the time domain into disjoint intervals and estimate a constant β on each interval using the partial likelihood, in the limit as n → ∞ and the intervals become finer at a certain rate, the resultingβ(t) estimates β(t) consistently. In the large sample studies, they used a (deterministic) piecewise constant functionβ(t) as an intermediate step to approximate β(t), which is equivalent to (3.2) restricted to individual intervals. They showed thatβ(t) is the closest such function tô β(t), in the sense that the integrated squared difference {β(t) −β(t)} 2 dt → 0 in probability as n → ∞, at a faster rate than any other choice of piecewise constant functions. In (3.2) if v(t), the conditional variance of Z (t), changes relatively little with time apart from for large t, when the size of the risk sets becomes very small, we can make the approximation v(t) ≡ c and it follows that
3) Xu and Harrington (1999) showed that (3.3) holds exactly for two-group log-logistic (i.e. proportional odds) models with equal group memberships. In general when β(t) is close to zero, we know that the distribution of Z (t) does not change much over time because there is very little selective elimination from the risk set due to the covariate effect (Prentice, 1982) . The approximate constancy of this conditional variance is also used in the sample size calculation for two-group comparisons (Kim and Tsiatis, 1990) . In practice v(t) will often be approximately constant, an observation supported by our own practical experience as well as with simulated data sets. For a comparison of two groups, coded as 0 and 1, the conditional variance is of the form p(1 − p) for some 0 < p < 1, and this changes relatively little provided that, throughout the study, p and 1 − p are not too close to zero. In fact we only require the weaker condition that cov(v(T ), β(T )) = 0 to obtain (3.3), a constant v(t) being a special case of this. Finally, in practice when we have a finite maximum follow-up time τ , as in many large clinical trials, we change the time interval considered from [0, ∞) to [0, τ ] so that we are estimating an average effect on [0, τ ]. Equations (2.4) and (2.5) hold with the integrals from 0 to τ , and β(t)d F(t) should be replaced by
SIMULATIONS
We carried out simulations to compare the performance of the estimatorβ with the partial likelihood estimatorβ P L , as well as to study the approximation of β(t)d F(t). In the following we generate data from a simple two-step time-varying regression coefficients model with β(t) = β 1 when t < t 0 and β 2 otherwise. We will first use a point-censoring mechanism which demonstrates the difference betweenβ andβ P L in handling censoring, thereby emphasizing the importance of weighing the Schoenfeld residuals correctly if one is to estimate an average effect that is unaffected by an independent censorship. For illustrative purposes some of these are presented in Table 1 and a wide variety of other situations are available from the authors. In the table the data are simulated with baseline hazard λ 0 (t) = 1, and the covariate Z is distributed as Uniform(0,1). At time t 0 a certain percentage of subjects at risk are censored. Under this censoring mechanism equation (2.4) exactly recovers the weights that should be put on the t > t 0 part as if there were no censoring, whereas the partial likelihood score equation, in contrast, puts insufficient weights on this same part. We carried out 200 simulations with sample size 1600 for each set of the results.
From the table it is clear thatβ P L depends strongly on the censoring, the value to which it converges changing substantially as censoring increases. This underlines the difficulty in the interpretation of the partial likelihood estimate under non-proportional hazards, a fact that has been alluded to in the literature. The estimateβ, on the other hand, consistently estimates the population average β * regardless of the censoring. The bracketed figures in Table 1 give the standard errors of the estimates from the 200 simulations. An important observation is that betweenβ andβ P L , for the cases studied, any gains in efficiency of the partial likelihood estimate are very quickly lost to the potentially large biases caused by the censoring. Another observation from Table 1 is that β(t)d F(t) tends to be quite close to β * . For the sake of interest we examined the constancy of v(·, t) over t and we look at this for two simulations. In Figure 1 we plotted V (β, t) as a function of t for these two data sets. The first plot corresponds to the tabulated simulation results with β 1 = 1; the second, β 1 = 3. When the risk set tends to zero there is instability as we would expect, otherwise it appears fairly stable with time.
The above simulation used the large sample size n = 1600. Xu (1996) also studied the estimatesβ and β P L and their relationship to β(t)d F(t) for n = 100. Selected results are included in Table 2 for data generated under the same mechanism as that of Table 1 . Rather than comparing the estimates to β * , for small samples it is perhaps more instructive to compareβ andβ P L under censoring to the same estimates without censoring. We see the relative stability ofβ, and the impact of moderate censoring onβ P L . We also see some indication of the degree to whichβ agrees with β(t)d F(t) in a moderate sample.
Next we consider a uniform censoring mechanism that has often been considered an appropriate model for randomized clinical trials. Here censoring is uniform (0, τ ), and otherwise the data are generated under the same mechanism as in Table 1 . Because of the finite maximum follow-up time, τ , as discussed at the end of Section 3, both β * and the approximation Table 3 we see thatβ still consistently estimates β * , and β approx = τ 0 β(t)d F(t)/F(τ ) is still very close to the population parameter β * for all the cases studied. Although not as striking as in the previous simulations, the estimateβ P L continues to have substantial bias caused by the censoring. Therefore it is important to be aware of the behavior of the partial likelihood estimator in practice.
RELATIVE EFFICIENCY UNDER PROPORTIONAL HAZARDS
Under the proportional hazards model where β(t) ≡ β in (1.1), both estimateβ andβ P L are consistent for the 'true' β. Among the class of weighted score estimators, of whichβ is a special case, it is known Uniform (0, τ ) censoring, otherwise data are generated under the same mechanism as in Table 1 .
Sample size 1600 with 200 simulations each.
thatβ P L is the most efficient asymptotically. Nonetheless for the purpose of general use, we would like to know the performance ofβ under proportional hazards. Following Lin (1991) the asymptotic relative efficiency ofβ toβ P L can be written
The asymptotic relative efficiency can be calculated numerically if we assume, say, an exponential survival model with baseline hazard equal to 1, binary covariate with P(Z = 0) + P(Z = 1) = θ 1 + θ 2 = 1, and exponential censoring. In this case,
The numerical results are summarized in Table 4 ; in the brackets are the percentages of censoring for each case. It is seen that the asymptotic relative efficiency could be poor under certain heavy censoring mechanisms, in particular the fourth row of the table. Notice that the relative efficiency increases with the (absolute) value of β and approaches one as |β| → ∞. This is because as |β| → ∞ we have A(β, t) → 0, and e(β,β P L ) → 1. It is also known that the information of the Cox model goes to zero as |β| → ∞ (Oakes, 1977; Kalbfleisch and Prentice, 1980 , Ch 4.7). Table 4 . Asymptotic relative efficiency ofβ toβ P L under proportional hazards 
Censoring percentages are shown in parentheses. Table 5 . Finite sample relative efficiency ofβ toβ P L (n = 100) 
In Table 5 we study the finite sample relative efficiency ofβ toβ P L . The data are simulated from the same model as in Table 4 . We carried out 2000 simulations with a sample size of 100. The relative efficiency ofβ seems to improve with smaller sample size. The two entries in the table that are greater than one are due to sampling variation of the simulation. We also considered sample sizes 200, 500, 1000, and 2000. Efficiency decreases very slowly with increasing sample size, such that results for n = 2000 were closer to those for n = 100 than to the asymptotic results.
BREAST CANCER DATA
In this section we illustrate a few different uses of the average effect estimatorβ in practice, using the Institut Curie breast cancer data referred to in Section 1.
Preliminary checks based on a comparison of the censoring distributions among various subgroups supported the assumption of covariate independent censorship for this data set. We apply model (1.1) to the data and computeβ. The results are summarized in the first column of Table 6 , along with the estimated standard errors ofβ from 200 bootstraps. For comparison we also computedβ P L and its standard errors, and these are in the second column of the table. As expected,β P L has smaller standard errors thanβ. Non-proportional hazards together with censoring here manifest themselves in thatβ P L puts insufficient weights on the later failures. In the case of tumor size, this has produced a significant p-value of 0.01 if we useβ P L , whereas the p-value ofβ is > 0.05. To better understand how the covariate effects change with time, we may estimate the average effects over different time periods. It is beyond the scope of this paper to discuss the placement of change points in β(t) (for related work on this topic, see Adak and Xu, 1999) , so for illustrative purposes we divide the whole time axis into three intervals: the first 2 years, the next 3 years, and the rest. Note that 165 months is the maximum follow-up time. We estimate the average regression effects of each of the five covariates on these three intervals. The results are in the last three columns of Table 6 . The average effects of age and tumor size on survival remain non-significantly different from zero over all three time periods. The other three variables, grade, stage and progesterone receptor status at baseline, demonstrate strong decaying trends over time. For grade, although the average effects over the whole 15-year period (as well as over all three sub-intervals) is highly significant, it almost doubles when we restrict the time period to the first 2 years. This is consistent with the breast cancer literature as mentioned in the introduction where shorter studies often observe stronger effects of the grade on a patient's survival, while longer studies tend to conclude the opposite. In the case of stage and progesterone receptor status, the regression effects become non-significant after the first 5 years of follow-up. Plots of the three-piece estimate of β(t) (dotted lines) as well asβ (solid lines) are shown in Figure 2 . As compared toβ, the averages over the whole 15-year period, the effects of the three significant variables all nearly double when restricted to the first 2 years of follow-up.
Next, for the purposes of illustration, we divided the 2174 patients into two groups according to their stages: 1, 2 versus 3, 4. It is known that the prognosis for these two groups of breast cancer patients is very different. For the two-group comparison, model (1.1) always holds. For the two groups, the estimated average log hazard ratio isβ = 0.952, with estimated standard error 0.118. We also estimated the average log hazard ratio over the same three time intervals as above: [0, 24] , (24, 60] and (60, 165] ; and these are 1.48 (0.23), 1.10 (0.13) and 0.69 (0.21). In Figure 3 we plot the log hazard ratio estimated by the non-parametric kernel smoothing methods of Gray (1990) using a span size (half the window width for the kernel) of 20, together withβ (dotted line) and the three-step estimate of beta(t) (dashed lines). Gray's plot provides a relatively complete picture of β(t), except that in the right tail the kernel estimate is not very stable.
Finally we try to useβ and the three-step estimate of β(t) to predict the survival probabilities for each of the two groups, using a Breslow (1972 Breslow ( , 1974 )-type formula. These are compared to the non-parametric subgroup Kaplan-Meier estimates. The results are plotted in Figure 4 . It is seen that the survival estimates using the three-step estimate of β(t) appear to give very good agreement with the non-parametric subgroup Kaplan-Meier estimates; and even the curves using a single average effect estimateβ are not very far off, at least in these particular cases. 
FURTHER DISCUSSION
One question that arises concerns the stability of the proposed estimator. Among the class of weighted score estimators, the partial likelihood estimate is the most efficient because it puts equal weights on the residuals at all observed failure times. Our estimate, on the other hand, gives more weight to the later observations in the presence of censoring. The weighting function W (t) will become large when the censoring survivor function is small. Although this is unavoidable in order to overcome the bias due to censoring, it will nevertheless lead to larger variance, and thereby less stability, than the partial likelihood estimate. For practical situations, it has been our experience, as illustrated by the simulations and examples, that the bias can often be more severe than the loss of efficiency, the extent of both depending on the censorship and the amount of non-proportionality. The censorship in practice is most likely gradual, and often with a finite maximum follow-up time. This scenario was considered in the simulation with uniform censoring and in the example. The amount of non-proportionality, on the other hand, ultimately determines which estimator is better to use: the partial likelihood estimate is known to be optimal under proportional hazards, whereas the new estimator is suitable for use when there are departures from the proportionality assumption. We could add that, for the common type of analyses carried out based on hierarchical construction of models, we can be certain that most of the sub-models will exhibit non-proportional hazards behavior. The extent of non-proportionality would be a feature of any complete analysis but, whilst awaiting such deeper investigations, it can be argued that our estimator retains interpretability, and thereby its usefulness, regardless of how far away we actually are from the proportional hazards assumption. So far in this paper we have assumed covariate-independent censorship. Covariate-dependent (sometimes called conditionally independent) censoring is often assumed under the proportional hazards model, and sometimes under non-proportional hazards as well. Under this latter censorship assumption, T and C are independent given Z (·). It is easy to show that Theorem 1 can be modified to the following.
THEOREM 1 . Under model (1.1) and a covariate-dependent censorship, assuming β(t) known, the conditional distribution function of Z (t) given T = t and C > t is consistently estimated by: P(Z (t) ≤ z|T = t, C > t) = { j:Z j (t)≤z} π j (β(t), t).
Following Theorem 1 , the left-hand side of (2.4), with β replaced by the true β(·), is a weighted sum of the observed minus the expected Z (t)s, conditional on T = t and C > t at each failure time, therefore can still be viewed as an estimating function (Godambe and Kale, 1991) . Furthermore, instead of the Kaplan-Meier estimate, we require a consistent estimate of F(t) such as the weighted Kaplan-Meier estimate (Murray and Tsiatis, 1996) . The solution to (2.4) still converges in probability to β * as defined by (2.5), which may now involve censoring. However, the derivation of β(t)d F(t) is unchanged, and this approximation does not depend on censoring. So we anticipate the dependence of β * on the censoring to be fairly weak, if not absent. In the following we assume the censorship is such that there is enough information on F in the tails (Xu, 1996) , and that nW (t) converges in probability to a non-negative bounded function w(t) uniformly in t.
APPENDIX

In fact, w(t) = S(t)/s (0) (0, t).
The Andersen-Gill-type conditions used in this paper are the following:
A. (Finite interval). 
W (t)|Z i (t)|Y i (t)I {β(t)Z i (t) > −cnW (t)Z i (t)|}
P → 0.
