Abstract-In this paper, we investigate adaptive blind source separation and equalization for multiple-input/multiple-output (MIMO) systems. We first analyze the convergence of the constant modulus algorithm (CMA) used in MIMO systems (MIMO-CMA). Our analysis reveals that the MIMO-CMA equalizer is able to recover one of the input signals, remove the intersymbol interference (ISI), and suppress the other input signals. Furthermore, for the MIMO finite impulse response (FIR) systems satisfying certain conditions, the MIMO-CMA FIR equalizers are able to perfectly recover one of the system inputs regardless of the initial settings. We then propose a novel algorithm for blind source separation and equalization for MIMO systems. Our theoretical analysis proves that the new blind algorithm is able to recover all system inputs simultaneously regardless of the initial settings. Finally, computer simulation examples are presented to confirm our analysis and illustrate the effectiveness of blind source separation and equalization for MIMO systems.
I. INTRODUCTION
I N many systems, the received or observed signals are superpositions of several linearly distorted signals from different sources. The systems in these scenarios can be modeled as multiple-input multiple-output (MIMO) systems. Examples of MIMO systems include spatial division multiple access (SDMA) in wireless communications, speech processing, seismic exploration, and some of biological systems. One of the most crucial problems for MIMO systems is not only to separate these signals, but also to compensate for the system distortion. In this paper, we will investigate blind source separation and equalization for MIMO systems, which is especially useful when the parameters of MIMO systems are not available.
For single-input/single-output (SISO) systems, many blind identification algorithms [5] , [22] , [33] and equalization algorithms [3] , [8] , [25] , [26] , [29] , [30] , [39] have been proposed by exploiting statistics of the system output. The Godard algorithm (GA) [8] , also known as the constant modulus algorithm (CMA) [29] , [30] , is perhaps the best known and the simplest among various adaptive blind algorithms. It has been Manuscript received March 7, 1997 ; revised June 1, 1998 . This work was supported in part by the NSF under Grants MIP9309506 and MIP9457397. The material in this paper was presented in part at the ICC'96, Dallas, TX, June 1996.
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shown [6] , [26] that, for double infinite-length equalizers, the CMA will always converge to a global minimum regardless of initial settings. The local convergence properties of the CMA, when implemented with finite impulse response (FIR) equalizers, have been observed and analyzed in the literature, such as [4] , [13] , [28] and the references therein.
Single-input/multiple-output (SIMO) systems can be viewed as fractionally sampled communication systems or antenna arrays receiving multiple distorted versions of the same input signal. The fractionally spaced equalizer [7] , [36] was originally proposed to suppress the timing sensitivity of communication systems. The convergence performance of the fractionally spaced decision-feedback equalizer has been investigated in [19] . If the parameters of SIMO systems are unknown, then the Godard algorithm, or the CMA, can also be used for adaptive blind system equalization. The convergence of the fractionally spaced CMA (FS-CMA) adaptive blind equalizer has been studied in [11] and [14] . Recently, the fractionally spaced CMA adaptive blind equalizer under symbol timing offsets has also been considered in [34] .
The optimum MIMO equalization is studied in [24] and [42] when the parameters of MIMO systems are known. When the parameters of MIMO systems are not available, however, blind techniques have to be used to identify MIMO systems explicitly or implicitly in order to separate sources and equalize system distortion. Blind parameter estimation based on second-order statistics has been investigated in [1] , [2] , [15] , [17] , [18] , and [27] for FIR systems and in [9] and [27] for ARMA systems. Blind parameter estimation can also exploit higher order statistics [40] , [41] , [43] , or the finite-alphabet property of system inputs [32] , [38] , [37] .
The CMA blind equalizer can also be used in MIMO systems. The capture properties of the CMA algorithm for MIMO systems with constant modulus input signals have been investigated in [16] , [18] , [21] , [30] , [31] , and [35] . In [16] and [18] we also proposed a novel algorithm for simultaneous blind source separation and equalization. Recently, a CMA-based algorithm has been presented in [23] , however, its convergence properties are not clear.
In this paper, we will introduce our research results on adaptive blind source separation and equalization for MIMO systems, part of which has already been presented [16] , [18] . We first discuss the capture ability of the CMA blind equalizer for MIMO systems. Our analysis demonstrates that the MIMO-CMA blind equalizers are able to recover one of the input signals, while suppressing the other signals. Furthermore, under certain condition, the MIMO-CMA FIR 0018-9448/98$10.00 © 1998 IEEE equalizers, regardless of initial settings, can perfectly recover one of the input signals. Our analysis has extended the results in [21] , [30] , and [31] . Then, we develop a novel algorithm for adaptive blind equalization of MIMO systems. Theoretical analysis and computer simulation demonstrate that the new algorithm is able to recover all the input signals simultaneously while at the same time, removing ISI.
The remaining part of this paper is organized as follows. In Section II, we formulate the problem of blind source separation and equalization for MIMO systems and introduce a necessary and sufficient condition for an MIMO system to have a bounded-input and bounded-output (BIBO) stable equalizer that can achieve distortionless reception. Then in Section III, we analyze the convergence of the MIMO-CMA blind equalizer, and reveal many good convergence properties of the MIMO-CMA equalizers. Next, in Section IV, we develop a novel blind equalization algorithm to recover all input signals simultaneously, and then, we prove the global convergence of the new algorithm in Section V. Finally, we present computer simulations to confirm our analysis and illustrate the performance of the new algorithm in Section VI.
II. BLIND ADAPTIVE SOURCE SEPARATION AND EQUALIZATION FOR MIMO SYSTEMS An MIMO linear system is shown in Fig. 1 , where the additive noise has been ignored. The complex sequences are sent through different linear systems with impulse responses for and . The system input sequences here are assumed to satisfy (1) and (2) where (3) Equation (2) requires that the distributions of the system input sequences have small tails, which is true for subGaussian random variables [3] 
respectively, then, similar to SISO systems, the input-output relation for MIMO systems can be expressed as
where denotes the convolution of the matrix (or vector) sequences. For general matrix sequences and , their convolution is defined as (6) Equation (5) can also be written in -domain as (7) where , , and are the -transform of , , and , respectively. For MIMO FIR systems, is a polynomial matrix.
As in Fig. 1 , to recover the system input , a linear equalizer is applied to the system output to achieve distortionless reception. That is, the impulse response matrix sequence of the linear equalizer, , satisfies (8) or, in the -domain,
where is a identity matrix. is defined as
and is the -transform of . Initially, we may take the filters for equalization in Fig. 1 as being bounded-input and bounded-output (BIBO) stable, however, potentially noncausal (double infinite length) so as to deal with the MIMO systems with noncausal inverses.
In blind source separation and equalization, the original sequences 's for are unknown to the receivers except for their statistical properties. Usually, the statistics of the systems are the same. Thus the recovered signals from blind equalization will be subject to phase and permutation ambiguity. Therefore, a desirable property of MIMO blind equalizers should be (11) where is a permutation matrix and is a diagonal matrix defined as (12) where and is an integer for . The equalizers with satisfying (11) are called the distortionless reception equalizer for system . It is obvious that the distortionless reception equalizer for a given MIMO system is not necessarily unique because of the multiple choices of , , and in (11) and (12) . An MIMO system is said to satisfy the distortionless reception condition if there exists a BIBO stable distortionless reception equalizer for this system. Not all systems have a BIBO stable distortionless reception equalizer. It is well known that an SISO system satisfies the distortionless reception condition if and only if the -transform of the system impulse response has no zero on the unit circle. For MIMO systems, the following theorem gives a necessary and sufficient condition.
Theorem 1:
There exists a BIBO stable, linear, and distortionless reception equalizer for an MIMO system if and only if is nonsingular for all . Proof: If is nonsingular for all , then it is invertible and (13) is the Fourier transform of a BIBO stable equalizer satisfying (11). Conversely, if is singular for some , then
will not be of full-rank. If there is a satisfying (11), then (14) would be singular. This is a contradiction since is nonsingular from its definition. Therefore, there is no BIBO stable, linear, and distortionless equalizer in this case.
From Theorem 1, a necessary and sufficient condition for an MIMO system to have a distortionless reception equalizer is that is of full rank for all , and , that is, the number of system outputs is no less than the number of system inputs. In what follows, we will always assume that the discussed MIMO systems satisfy this condition.
III. CAPTURE PROPERTIES OF THE MIMO-CMA EQUALIZER
In this section, we will investigate convergence of the CMA equalizer used in MIMO systems. The MIMO-CMA blind equalizer discussed in this section is shown in Fig. 2 . After each system output, a linear BIBO stable filter is used. The filter coefficients are adjusted to minimize the Godard cost function [8] , [29] , [30] (15) where is the dispersion constant of the MIMO system inputs, defined as (16)
A. General Convergence of MIMO-CMA Blind Equalizer
From Fig. 2 , the equalizer output can be expressed as (17) where is the impulse response of the equalized system corresponding to the th input signal that is related to and by (18) With (17), the Godard cost function defined in (15) can be expressed, in terms of 's, as
If we denote (20) then the Godard cost function (19) is a functional of , which has a similar form to that of the CMA equalizer for SISO systems [6] , [13] . Hence, if the MIMO system satisfies the distortionless reception condition, and the length of the equalizer in Fig. 2 is double-infinite, following Foschini's arguments [6] , it can be easily shown that the only minimum points of the MIMO-CMA equalizer in Fig. 2 are for some integers and (21) where is defined as if and otherwise (22) This implies that the MIMO-CMA equalizer is able to recover one of the system inputs with a time delay and phase ambiguity and suppress the other input signals.
For the MIMO systems with constant modulus input signals, the above capture property has been proved in [21] , [30] , and [31] . Our discussion here indicates that this capture property is preserved for the MIMO systems with any inputs satisfying the assumed condition in Section II. Furthermore, the other convergence properties are also preserved. Before stating these properties, we first give some relevant definitions.
The attainable set for a given (finite or infinite) equalizer is defined as (23) In the above definition, the range of relies on the length of the equalizer. It is obvious that depends on the parameters of the MIMO systems.
The unique global minimum set cone is defined as for all or and (24) and the boundary of , , is defined as for some or and (25) With the above definitions, we can state the general convergence properties of the finite-length MIMO-CMA equalizers as follows.
Theorem 2:
Let be the attainable set of a given finitelength MIMO-CMA equalizer.
i) If the initial equalizer parameters settings are such that the initial equalized system impulse response vector and its output satisfies the kurtosis condition (26) then for a sufficiently small step size, the equalizer will cause to converge to a minimum point inside . In the above expression (27) where is the variance of and is the kurtosis of complex random variable satisfying . According to Theorem 2 i), if we want to use the MIMO-CMA equalizer to capture the th input signal, compensate for the system distortion, and suppress other sources, it is sufficient to select the initial setting of the equalizer such that for some and the initial system output satisfies the kurtosis condition, which is especially useful when we know a rough estimation of the system parameters. Theorem 2 ii) indicates the locations of the minima of the MIMO-CMA equalizers. Based on this part of the theorem, the initialization strategy discussed in [6] and [13] can also be used for the MIMO-CMA blind equalizers.
B. Global Convergence of MIMO-CMA FIR Equalizer
In practice, most of the MIMO systems can be approximated as FIR systems. Without loss of generality, we can assume that the FIR system impulse responses satisfy for or (28) for and where is the length of system impulse responses. The length of the impulse responses, 's, of the equalized system is if an MIMO-CMA FIR equalizer with length is used for an MIMO FIR system with length . Let the parameters of the FIR equalizer be for or (29) for . The relationship between the equalizer parameters and the impulse response of the equalized system can be expressed as (30) where
and (33) at the bottom of this page. The singularity of the generalized Sylvester matrix plays a crucial role in the convergence of the MIMO-CMA FIR equalizer. The relationship between the rank of and the reducibility of has been studied in the multivariable control literature, such as in [10] . Before introducing the relationship, we first give the definition of the irreducibility of a matrix polynomial.
Definition: An polynomial matrix is said to be irreducible [10] if there is no polynomial matrix with nonconstant , such that , where is an polynomial matrix. Using the results in [10] , the following lemma can be proved [1] , [2] , [35] .
Lemma 1: Let be of full column-rank, then is of full column-rank for all , if and only if is irreducible.
With the above lemma, we are able to prove the following global convergence theorem for the CMA FIR equalizers used in MIMO FIR systems.
Theorem 3:
For an MIMO FIR system of length , if is irreducible with being of full rank, then any MIMO-CMA FIR blind equalizer with length can achieve global convergence regardless of its initial setting.
Proof: Since is of full rank for all from Lemma 1, therefore, is invertible, and for any , there exists (34) such that . Hence, 's for and are in attainable set . From Theorem 2 ii) a), the only minimum set of the MIMO-CMA FIR equalizer in is , and there is no minimum on the boundary of . Since is empty for and or , the MIMO-CMA FIR equalizer has no other (local) minimum. Hence, all minima of the MIMO-CMA FIR equalizer in this case are global ones. Therefore, regardless of the initial setting, the equalizer will converge to one of its global minima.
The above theorem illustrates a very nice convergence property of the MIMO-CMA FIR equalizer. It indicates that the MIMO-CMA FIR equalizer can recover one of the system inputs, compensate for system distortion, and suppress the signals from the other sources if the MIMO-CMA FIR equalizer is long enough and the system satisfies the condition in Lemma 1.
IV. A NEW BLIND ALGORITHM
We have revealed the capture properties of the MIMO-CMA blind equalizer in the previous section. In this section, we will propose a new blind algorithm for MIMO systems, based on the CMA, to recover all system inputs and compensate for the system distortion. Without lost of generality, we will assume in this section. The algorithm developed in this section can be easily extended to systems.
A. New Cost Function
Consider the blind equalizer shown in Fig. 1 . If we adjust the equalizer parameters for each individual system to minimize the Godard cost function in (15) MIMO SYSTEMS be from one of the two sources. Note that and may be from the same or different sources, depending on the equalizer's initial settings. Hence, to develop a blind algorithm that can recover all systems inputs, we only need to modify the Godard cost function, such that the outputs of the MIMO equalizer are from different sources.
The proposed cost function for adaptive blind equalization of MIMO systems is given by (35) where , and is a functional of and for all defined as (36) with being the cumulant of the random complex variables and , defined as (37) for random variables satisfying for (38) It can be seen from Lemma 2 of Section V that if and only if the outputs of the equalizer are independent. Hence, in (35) makes the blind algorithm converge to distinct sources. However, the estimation of usually requires more data than that of , therefore, the convergence speed of blind equalizer will be reduced.
In [23] ( 39) has been proposed in the cost function of a blind algorithm. However, in that case, the convergence properties of the blind algorithm are unknown. The MIMO blind equalizer may have local minima besides the global ones.
Even though the cost function in (35) is valid only for , for the case, it can be extended to (40) and the global convergence and local convergence properties discussed in the next section can be similarly generalized.
B. Algorithm Development
Using the stochastic gradient method to search for minimum points of the new cost function, we can implement the new algorithm as (41) for and where is a small step size, is the th parameter of the th filter after the th iteration, and 's are given by
If the ensemble average in the above expressions is substituted with the empirical average as in [26] , the resulting algorithm can be expressed as in Table I . The above developed algorithm is based on the stochastic gradient approach to search for the minima of . It is possible to develop an algorithm using Newton's algorithm [20] to find the minima of , which will speed up the convergence, however, this will increase the computational complexity.
C. Compound Blind Algorithm
Based on the new blind algorithm, we can develop a compound algorithm to speed up the convergence. The compound algorithm contains the following three steps.
Step 1: Source Separation: Separating different sources using defined in (46) as a cost function.
Step 2: Rough Equalization: Equalizing systems and separating sources using defined in (35) as a cost function until the kurtosis condition (26) is satisfied for all equalizer outputs.
Step 3: Fine Equalization: Adjusting the parameters of equalizer by means of the Godard cost function (15) . At the very beginning, the equalizer outputs contain signal components from different sources; hence, in Step 1 is used for source separation. Once signal components from different sources are roughly separated, in
Step 2 is used to further separate sources and at the same time remove intersymbol interference, such that all outputs of the blind equalizer satisfy the kurtosis condition. From Theorem 2 i), when all equalizer outputs satisfy the kurtosis condition, the blind equalizer using the Godard cost function will converge to desired parameter sets. Hence, only the Godard cost function is used in Step 3 to speed up the convergence.
V. CONVERGENCE OF THE NEW ALGORITHM
In the previous section, a new adaptive blind algorithm has been derived for source separation and equalization of MIMO systems. In this section, we first prove the global convergence of the new algorithm if the MIMO system and equalizer satisfy some mild conditions. And then, through an example, we demonstrate the ill-convergence of the new algorithm if certain conditions are not satisfied.
A. Global Convergence
Let the impulse response of the equalized system corresponding to the th source and the th output of the equalizer be (44) Then, the equalizer output can be written as (45) for . From the direct calculation in Appendix A, we have the following lemma. However, in (39) attains its minimum, , if and only if the system outputs and are uncorrelated, rather than independent. This is one of the reasons that we have chosen in the cost function. Using Lemma 2 and (19), the new cost function for the blind equalizer can be expressed in terms of as (47) By means of the above expression, we are able to prove the global convergence of the new blind algorithm with the help of the following lemma that is proved in Appendix B. The global convergence of the new blind equalization algorithm can be stated as follows.
Theorem 4:
The MIMO blind equalizer using the cost function defined in (35) will converge to one of its global minimum points regardless of its initial setting, if the MIMO system and the equalizer satisfy one of the following two conditions. i) the MIMO system satisfies the distortionless reception condition and an infinite-length MIMO filter is used as the equalizer; or ii)
, the -transform of the impulse response of the MIMO FIR system with length , is an irreducible polynomial matrix with being nonsingular, and the length of the MIMO equalizer . Proof: i) Assume the MIMO system and equalizer satisfy condition i) in the theorem.
To find minimum of , set 
where is a nonnegative number, and is a set consisting of finite number integers. Following Foschini's perturbation argument [6] , at the minima of (54) for some integer . Since is symmetric on , the necessary condition for to attain its minima is or (57) for some integers and . When satisfies (56) or (57), both and reach their global minima, and also reaches its global minimum, therefore, attains its global minimum. Therefore, all minima of are global ones, which implies that the MIMO equalizer will converge to one of its global minima regardless of its initial setting.
ii) Assume the MIMO system and equalizer satisfy condition ii) in the theorem.
Define the equalizer parameter matrix as
and the MIMO equalized system parameter matrix as
Then (60) According to Lemma 1, for is of full column rank. Hence, for any , there is an MIMO equalizer matrix satisfying (60). Using similar arguments to the proof of the first part, we are able to obtain that the possible minima of the cost function on are
for and they are all global ones. Hence, the MIMO equalizer in this case will converge to one of the global minima regardless of its initial condition.
From Theorem 4, the new blind algorithm is able to recover all input signals simultaneously. Furthermore, the MIMO FIR system satisfying certain conditions can be perfectly equalized by MIMO FIR equalizers employing the new algorithm. Hence, the new blind algorithm is ideal for source separation and distortion compensation of MIMO systems.
B. Local Convergence
Similar to the CMA for SISO systems, the new MIMO blind algorithm also suffers from the local convergence problem if the MIMO system and equalizers does not satisfy either of the two conditions in Theorem 4.
To construct an example demonstrating such a problem, let us consider a 2-input/2-output AR system with the transfer functions and (62) Using Theorem 1, it is easy to check that satisfies the distortionless reception condition. If an MIMO FIR equalizer with length is used, then
can perfectly equalize this MIMO system. However, as discussed in [13] , there is a such that
is a local minimum of both and . Since in this case that is also a minimum point of . Therefore, the in (64) is a local minimum point of .
VI. COMPUTER SIMULATIONS
In order to confirm the analysis results and illustrate the effectiveness of the proposed algorithm, we present two computer simulation examples.
In our simulations, the system inputs 's are independent for different 's or 's, and they are uniformly distributed over . The system noise is complex white Gaussian with zero mean and variance determined by the signal-to-noise ratio (SNR) of systems.
A. Convergence of the MIMO-CMA Blind Equalizer
In this simulation example, the impulse response of a 2-input/3-output FIR system is given by and (65) and SNR 30 dB at the system outputs. An MIMO-CMA FIR equalizer is used for the MIMO FIR system. The length of the equalizer is with initial setting and the step-size . Fig. 3 is the impulse responses of the equalized system after 10 000 iterations (symbols). From this figure, the MIMO-CMA FIR equalizer is able to recover the second system input, mitigate the ISI, and suppress the first system input. Fig. 4 illustrates the variation of interference during iterations. The interference, IT, here includes intersymbol interference and interference from the other sources, and is defined as IT
The simulation results in these two figures confirm Theorem 3.
B. Convergence of the New MIMO Blind Equalizer
In this simulation example, the impulse responses of a 2-input/4-output FIR system is shown as in Table II , and SNR 30 dB.
The equalizer length used in our simulation is with initial settings . The other equalizer parameters are , and . Fig. 5 shows the impulse response of the equalized system after 20 000 iterations. Fig. 6 demonstrates the constellations of 1000 system outputs and 1000 equalizer outputs. Fig. 7 illustrates the interference of the equalizer outputs, 
VII. CONCLUSION
This paper investigates blind source separation and equalization of multiple-input/multiple-output systems. We have demonstrated that the MIMO-CMA equalizer is able to recover a signal from one source, compensate for system distortion, and suppress the signals from other sources. To recover signals from all sources simultaneously and compensate for system distortion, a novel blind equalization algorithm for MIMO systems is proposed. Its global convergence is illustrated theoretically and by computer simulations. The proposed al- gorithm can be applied not only in multiple signal separation in array processing, but also in diverse fields of engineering including speech processing, data communication, sonar array processing, and in the analysis of biological systems. 
