In this paper we give a tutorial overview of the field of digital image processing. Following a brief discussion of some basic concepts in this area, image processing algorithms are presented with emphasis on fundamental techniques which are broadly applicable to a number of applications. In addition to several real-world examples of such techniques, we also discuss the applicability of digital image processing to one particular field, that of medical radiography.
Introduction
The field of digital image processing has experienced dramatic growth in recent years. Motivated by applications in space exploration, military reconnaissance and weaponry, astronomy, meteorology, satellite resource monitoring, and medical technology, digital image processing has rapidly replaced most optical processing. Advantages of the digital approach include the flexibility provided by the computer, the accessibility of digitally stored data, and the rapidly decreasing cost of digital computation. For example, it was not photographs of Mars, Jupiter, and Saturn which were returned from spacecraft, but digital image data transmitted by radio.
In this paper we present an overview of the field of digital image processing. The discussion below is a condensation of the material presented at the one-day short course entitled "Digital Image Processing" given at the 1981 IEEE Nuclear Science Symposium. We will intentionally limit the discussion to the types of issues encountered in many different image processing applications. Relatively specialized topical areas in image processing, such as image coding, image restoration, tomography, unitary transforms, etc., will not be elaborated on in detail. Several good references contain detailed descriptions of these and other assorted image processing techniques, with the emphasis in many of them being based on the particular interests and experience of that author. For example, Prattl, Gonzalez and Wintz2, and Castleman3 have authored excellent texts covering, to various degrees, the general field of "Digital Image Processing," and each of those three books has that same title. The field of image restoration or deconvolution, which encompasses those techniques aimed at removing the degradations of an image resulting from its being imaged through a system with a transfer function, has been thoroughly treated by Andrews and Hunt4. Transform techniques sometimes useful in image processing applications are investigated in another text by Andrews5.
A major objective of this paper is to introduce the reader to useful, general-purpose image processing *Work performed under the auspices of the U. S.
Department of Energy by the Lawrence Livermore
National Laboratory under contract number W-7405-ENG-48. concepts in a concise manner. Central to the presentation are the examples of image processing which are drawn from a diverse set of applications. In addition, all the examples involve "real-world" applications, rather than contrived simulations, to try to give the reader a realistic sense of the utility of the techniques.
Basic Concepts
Before an image can be processed by a digital computer, that image must somehow be represented in a digital manner. For instance, if the scene of interest has been recorded on photographic film, that image is in an analog, or continuous, form in the sense that the image takes on any value of gray tone across the entire surface of the film. In preparation for computer processing, the image must be represented as a finite array of brightness values, each picture element (or "pixel") being quantized to a finite number of bits (generally 6 to 12).
One typical scenario for acquisition of a digital image is shown in Figure 1 . The scene being observed is recorded with a television camera. While the television signal is an analog one, the image is already discretized in the vertical dimension due to the fact that television pictures are composed of a discrete set of horizontal signals. Performing the indicated analog to digital (A/D) conversion yields the digital image--in this case a 512 x 512 array of integer numbers. The small shaded box within the image plane has been expanded in the center of Figure  1 to give an indication of the numerical representation of that small region in the image. The image acquisition scheme of Figure 1 An example of a general system configuration to perform such processing tasks is shown in Figure 2 .
The computer host may range from a small microprocessor to a supercomputer mainframe. Figure 3 . Figure 3a shows the original image, which in this case is a radiographic exposure of a material through which the projectile from a rail gun has passed. Figure 3b values--in this case, we are compressing the dynamic range to emphasize gray-level differences over a very small range of density values in the original image. The resultant contrast-enhanced output image is shown in Figure 3c . 
Neighborhood Operators
Many image processing operations involve computing each output pixel as a function of a small neighborhood of input pixels surrounding the corresponding input pixel. Such neighborhood, or local, operators include several powerful linear and nonlinear techniques. The implementations of these operations are usually straightforward because only a small number of input image rows need be stored inthe primary memory storage at one time. In addition, many special-purpose image processing systems provide the hardware to perform a number of such local operations on the entire image in real time (video rates) or near real time.
One of the simplest but most important of these local operators is the so-called nonrecursive filter. In two dimensions, this linear operator can be described by the equation
i.e., the output pixel at (m,n) is simply a weighted (by h) sum of the input pixels f.
The general nonrecursive filtering problem involves the design or choice of the appropriate filter coefficient array h(m,n). In many cases, certain ad hoc limited-extent masks are chosen because of their simplicity and ease of implementation. For instance, the low-pass filter operator h= 9 P9 -P.), with not only the preferential enhancement of vertical edges, but also the attendant sign variation as one passes from light to dark regions or vice versa. Figure 4c is the result using the maximum of absolute partials method.
(a) Figure 4 . Figure 4a shows a radiographic exposure of a metal casting. Figure 4b is the partial differentiation (in the x-direction, using (c ) Figure 5 . Median filtering example.
(a) original image (b) median filtered image (using 5x5 filter) (c) average filtered image (using 5x5 filter).
5--(sum of the 25 surrounding pixels in the input image). The mean filter image is shown in Figure 5c , with the objectionable blurring of both noise and where p(m,n) and a(m,n) are the mean and standard deviation respectively of the picture elements in a small neighborhood around point (m,n). Pd and ad are the desired mean and desired standard deviation of the output image g(m,n). In a practical sense this transformation might be too severe for some images. For instance, a standard deviation near zero (e.g., in a very smooth, almost noiseless region) would result in a multiplicative gain approaching infinity. Furthermore, forcing the local mean value to be the same over the entire image may cause the distinction between major regions of differing intensity to disappear. The transformation is, therefore, modified so that a limit is imposed on the maximum gain, and normalization of the mean is attenuated:
where a is a parameter in the range (0,1) which determines the degree to which the mean value is equalized (i.e., a = 0 implies the mean is unaffected). Gmax is a term which limits the maximum multiplicative gain which the filter may impose (by preventing a divide by zero). By collecting terms the transformation can be reformulated as: We now present an example of radiographic imaging which demonstrates the potential effectiveness of the contrast stretching algorithm. Shown in Figure 6a contrast stretching with a = 0.7 and Gmax = 50.
Note that the local contrast throughout the image has been dramatically increased, sharpening edges and significantly enhancing low-level signals that were originally not evident. In particular, at least two features are revealed in the processed image that are not apparent in the original. The first is a defect (possibly a crack) in the plastic. It appears in the enhanced image as a thin white line beginning at the bend in the groove. The second enhanced feature is the pattern of very thin, alternating horizontal lines which can be seen in the lower part of the cavity. These lines are grooves resulting from the machining of the cavity, and they are only partially viewable (see outside edges of cavity) in the original.
Gl obal Operators
A final group of image processing operations which can be characterized by the nature of the implementation is that of global operators. By global we will mean that the computation of an output pixel is dependent on a large part, if not all, of the input image. Conventional projection x-ray imaging involves the passage of x-rays through the patient, with recording on film. Some early applications of digital image processing in radiology involved the subsequent digitization of film radiographs prior to computer processing. A current area of intensive development and application in radiology involves the use of direct "digital radiographic" methods, in which projection images are created by direct recording of x-rays, employing solid-state detectors. The solid-state detectors may take the form of a two-dimensional array, in which case the process is called "digital fluoroscopy", or a patient may be linearly translated through a thin fan beam, with recording of x-rays by a linear array of detectors. This latter technique is referred to as line-scanned, or scanned projection, radiography. These techniques of direct digital radiography hold the promise for completing the process by which all radiographic images can be expected to be available in digital format within the foreseeable future.
In addition to the above established techniques, a number of promising techniques of radiographic imaging, including nuclear magnetic resonance (NMR) and positron-emission tomography (PET), currently being explored in research applications, also are employed to create images in digital format.
This wide variety of digital radiographic images presents many opportunities for digital processing techniques. Although any particular processing technique may be applied to any particular type of digital radiographic image, certain forms of processing have been most successfully applied to specific types of radiographic images. Attempts to "improve" or restore radiographic images by means of digital filtering or deconvolution techniques have been most successfully applied to isotopic scans.
While the reconstruction of images in various spatial planes has been performed to a variety of images, including isotopic scans and ultrasonograms, such reconstruction has proved particularly useful in CAT scanning of the head. Figure 7 . Figure 7a demonstrates an axial scan of the abdomen, with window level set appropriately for the liver, but with a relatively wide window width. In Figure 7b , the window width has been narrowed markedly, and to the evaluation of a chest x-ray, for example; the large number of images which must be interpreted in the screening process would make computer-diagnosis desirable.
