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ベイズモデリングによる合成得点の信頼性係数と 
最大信頼性の推定と確信区間の構成
秋 山 　　隆
Bayesian modeling for composite reliability and maximal reliability.
Takashi AKIYAMA
Abstract
 A reliability coefficient in psychometrics is used as an index of consistency. The α coefficient has been 
widely used as an estimate of reliability coefficient: however, in recent years, there has been an 
increasing interest in devising other methods of estimating reliability. I have made extensive revisions to 
enhance clarity and reduce redundancy. In addition to reporting the point estimate of the reliability 
coefficient, it is also recommended to report the results of interval estimation. Furthermore, psychological 
research using Bayesian modeling is gradually gaining popularity. In this paper, we introduce a Bayesian 
model for obtaining the point and interval estimation of maximal reliability and ω coefficient using a 
statistical analysis environment R and Stan that implements HMC sampling.
Keyword: reliability coefficient, composite reliability, maximal reliability, ω coefficient, Bayesian modeling
抄 録
　信頼性係数は心理尺度開発場面で、尺度の安定の度合いを示す指標として利用されている。信頼性係数
の代表的な指標として α 係数が広く利用されてきた。近年、α 係数の再検討が進み、その他の信頼性係数
の指標にも関心が高まっている。また、信頼性係数の報告も点推定値のみならず、区間推定を行った結果
を報告する事も意識されるようになっている。更に、ベイズモデリングを利用した心理学研究が増えつつ
ある。本稿では統計解析環境 R および HMC サンプリングを実装した Stan を用いて、ベイズモデリングに
よって最大信頼性および ω 係数の推定値と確信区間を構成する方法を紹介する。
キーワード：信頼性係数、合成得点の信頼性、最大信頼性、ω 係数、ベイズモデリング
信頼性
　信 頼 性（reliability）は、心 理・教 育 測 定（psychological measurement; educational 
measurement）において、観測対象のテストにおける値の一貫性の高さ、あるいは安定性
の程度を表す概念である。信頼性の高低を表現する指標として、信頼性係数（reliability 
coefficient）が広く用いられている。
　ここでは、表記を簡潔にするため、観測対象の添字を省略する。個人のテストに関する
資料
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観測値 について、個人の真の値（あるいは得点）tとの間に、古典的テスト理論（classical 
test theory）モデル
  ⑴
を仮定する。誤差 e に関して、その期待値が E[e]=0、真の得点 tとの間に E[te]=0という仮
定を置くことで、平均値に関して 、分散に関して が導かれる。
この下でテストの信頼性係数は
  ⑵
と定義される。ただし は未知であり、ρ を直接求めることはできないため、推定する必
要がある。
α 係数
　いま、テストが J 個の項目から構成されており、その合成得点を とする。合
成得点に関する信頼性係数の推定値として現在も広く用いられている α 係数（Cronbach, 
1951）は、
  ⑶
によって算出される。⑶式は項目が 2 値で表される場合の信頼性係数の推定公式である、
Kuder-Richardson の公式20（Kuder & Richardson, 1937）を項目得点が 3 値以上の場合に
一般化した指標である。α 係数は折半信頼性に基づいた指標であり、可能な全てのテスト
の折半方法で得られる折半信頼性係数の平均値でもある。αと ρ の間には ρ≥αという関係
があり、⑴式に関して、例えば測定機会 2 のテスト同士が本質的にタウ等価（essentially 
tau-equivalent）
1=t1-μ1+e1
2=t2-μ2+e2
である場合に等号が成立することが知られている（Novick & Lewis, 1967）。この性質を
もってしばしば α は信頼性係数の下限を与えると解釈されてきた。岡田（2015）は α 係数
は厳密には推定値の下限ではなく、下界の一つであることを紹介し、α 係数の意味につい
て詳しい説明を与えている。また、McNeish（2017）も α 係数の仮定と注意点を説明した
上で、代替となる各種の信頼性係数の推定方法を紹介している。
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ω 係数
　本質的にタウ等価測定の仮定が満たされない場合、α 係数の推定値にはバイアスが生じ
るが、その計算の簡便さから、長らく信頼性の推定量として様々な尺度開発研究で用いら
れてきた。しかし近年では、より仮定の緩い、現実のデータ生成状況に近いと思われる信
頼性の推定量である ω 係数への注目が我が国でも高まっている（例えば、清水（2007）、清
水（2010）、岡田（2011）、岡田（2015））。
　ω 係数（McDonald, 1978, 1999）は本質的にタウ等価測定の仮定よりも緩い同属（同族，
congeneric）テストの仮定の下で、α 係数よりも大きな推定値を与えることが知られてお
り（証明は McDonald, 1999, p.93に見ることができる）、その利用が広がっている。同属
テストの状況では各項目が同一の構成概念から影響を受ける
  ⑷
という因子分析モデルを仮定する。このとき、ω 係数は
  ⑸
によって算出される。λj は因子負荷量、 は独自性の分散である。本質的にタウ等価な状
況は、⑷式において λj=λであることを仮定しており、同属テストの状況では項目ごとに因
子負荷量や誤差分散が異なることを許容するモデルである。
　前述の通り、我が国における心理学の研究場面では信頼性係数の推定値として、より強
い仮定を置く α 係数が今も多く用いられており、高本・服部（2015）は2001年度から2013
年度までで、心理学領域の学術誌に掲載された尺度作成に関連した論文189報のうち、168
報が α 係数を、 3 報が ω 係数を信頼性の指標として用いていたことを報告している。岡田
（2011）は α 係数、ω 係数、構造方程式モデルに基づく信頼性係数の推定方法について、シ
ミュレーションによって各種推定値のバイアスの程度を比較し、真のモデル構造が自明で
はない場合は ω 係数（岡田（2011）では ωt と表記）の利用を推奨している。また、Raykov
（2019）は、ρ‒α=ϵとし、誤差間相関を伴わない同属テストの状況下では、サンプルサイズ
n の下で α 係数の推定量 α ̂ n が、
α ̂ n →
a.s.
 α=ρ‒ϵ<ρ,  （n→∞ のとき）
へと強収束（strong convergence）することを指摘している。ここで、 →
a.s.
 はほとんど確実
に（converge almost surely, つまり確率 1 で）収束することを表している。
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重み付けた場合の信頼性係数の推定
wj が既知の場合
　 j を重み付けによって再尺度化した yj=wj j に関して、w=（w1,...,wJ）'とするとき、⑵式に
対応する、重み付き合成得点 の信頼性は
と定義される（Mosier, 1943; Bentler, 2007）。合成得点を単純和（wj=1）とすると信頼性
係数は
と再表現される。ρj を要素得点 j の信頼性とし、 とすれば1
である。なお、項目 j の重みを wj とした重み付き合成得点 の信頼性に関する α 係
数は
によって算出される。
wj が未知の場合
　wj が未知の場合、wj の定め方として、素点の和（wj=1）、標準得点の合計、αc を最大に
する方法、合成得点の信頼性を最大にする方法などがある（池田，1973，pp.247-255）。こ
れらのうち、信頼性を最大とする重みは C-1C̃の最大固有値 d に対応した固有ベクトルを固
有値・固有ベクトル方程式
を解くことで求められる。Cは要素得点 j についての分散共分散行列、C̃は Cの対角成分を
各要素の信頼性係数に置き換えた行列である（Green, 1950; 池田，1973）。いま、Rを Cに
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対応した相関行列とし、R
~
を C
~
に対応した、その対角成分に各要素の信頼性係数を配した
相関行列とする。このとき
は最大信頼性（maximal reliability）と呼ばれる（Li, Rosenthal, & Rubin, 1996; Li, 1997）。
最大信頼性もまた、ω 係数と並び、近年関心を集めている（例えば Raykov, Marcoulides, 
& Gabler （2017））。実際場面ではR
~
の対角要素には信頼性の推定値が配されることになり、
Thissen & Wainer （2001）はこれに α 係数を用いた計算例を示している。
　最大の信頼性を達する、最適な重みを見出そうとする手法についての研究は、Mosier 
（1943）や Green （1950）にまで遡ることができる。Haertel （2006）は Lord & Novick 
（1968）に基づいて最大信頼性と重みを得る方法を紹介し、Li （1997）、Li et al. （1996）を
信号雑音比の観点から再母数化したものとして紹介している。また、Bentler （2007）は
Green （1950）や Bentler （1968）に基づいて最大信頼性を紹介したのち、「再発見された 
（rediscovered）」という言葉を用いて Li らの文献を紹介している。Thissen & Wainer 
（2001）は、最大の信頼性を達成する重みを得る方法に関する研究は1940年代から行われて
きたにも関わらず、かつてはその利用が広まらなかった一因に、固有値を求める計算の煩
雑さを指摘している。しかし現在では、この点に関しては PC の性能向上と、安価に利用
可能な、行列演算を行えるソフトウェアの発展によって解消されたものと言えるだろう。
また、次に紹介するように、確認的因子分析モデルの観点から最大信頼性を与える重みを
推定する方法を利用すれば、構造方程式モデリングのソフトウェアを用いて計算すること
も可能である。
構造方程式モデリングに基づいた最大信頼性の表現
　Raykov （2004）は構造方程式モデルを用いて、確認的因子分析モデルを仮定し、因子負
荷量の推定値を用いて、合成得点の重みと最大信頼性を推定する方法を提案した。また、
構造方程式モデルを記述・分析するためのプログラムである LISREL のコードを提供して
いる。また、Raykov （2006）は最大信頼性について区間推定を行う方法を論じている。
重み付き合成得点 に関して、最大信頼性は信号雑音比の観点から
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と表現される（Li, 1997; Raykov, 2004）。δ は母数として定義されているが、同属テストの場
合 δ=1となる（Li, 1997）。いま、合成変数の要素 に関して、⑷式の因子分析モデル j= 
aj+λj f+ej を仮定する。因子の分散について とし、 であることを考慮すると ρj は
と表される。上式を wj の ρj に代入することで、
  ⑹
を得る。また、真の値に関して wj で重み付けた結合和を とするとき、y の信
頼性係数はその定義から、
  ⑺
と表される。つまり、確認的因子分析モデルと、合成得点 を仮定し、
と制約することで、最大信頼性を得る重みを推定することができる。また、ρmax≥ω 
（Raykov, Gabler & Dimitrov, 2015, Appendix B）、ω≥α （McDonald, 1999, p.93 ）か ら、
α≤ω≤ρmaxである。つまり、最大信頼性も本質的にタウ等価の仮定が満たされない場合、
ρmax≥αとなる信頼性の推定値を与える。以降では、構造方程式モデルの下位モデルとして
の因子分析モデルによる表現に基づき、ベイズモデリングによって ω 係数と最大信頼性を
得る方法を紹介する。
ベイズモデリングと事後分布
　観測対象 i（=1...N）の項目 j（=1...J）に対する反応を縦に並べた J×1反応パタンベクトル xi=
（ ）' が因子分析モデル xi=a+Λfi+ei によって得られるものとする。aは J×1の切片ベ
クトル（a1,...,aJ）'、Λは J×1の因子負荷量を並べたベクトル（λ1,...,λJ）'、fi は観測対象 iの因子ス
コア、ei は観測対象 i の独自因子スコアベクトル（ei1,...,eiJ）' である。X=（x1,...,xi,...,xN）'とする
とき、反応パタンの尤度は
と表される。ここで、 とし、xi が J 次
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元の多変量正規分布 xi~MN（a+Λfi,Σe）に従うものとする。Σe は対角要素に独自因子の分散
を配した対角行列である。いま、a、Λ、Σe 間に
が成り立つとする。事前分布はそれぞれ、
とすると、事後分布は
と導かれる。
生成量
　T 個の事後分布からのサンプルを用い、⑹式に基づいて、生成量として合成得点
を定義する。上付きの（t）は連鎖内における t 番目のサンプルを表す。この
とき、因子負荷量および独自性の分散の逆数を用いることで、最大信頼性を得る重み
に関する生成量および事後分布の近似を得る。同様に、最大信頼性を⑺式
に基づき、
のように生成量として定義することで、その事後分布 g（ρy）の近似を得ることができる。
応用場面において、信頼性係数の指標はしばしばその値のみが報告されてきた。しかしな
がら、それは標本反応パタンデータから推定された点推定値に過ぎず、誤差を伴うため、
区間推定の結果を報告することも重要である。高本・服部（2015）は2000年代以降に、信
頼性係数を区間推定することの重要性を指摘した複数の文献を紹介している。また、Raykov 
（2006）は構造方程式モデリングの観点から表現した最大信頼性について、標準誤差を用い
て信頼区間を構成する方法を示している。Trinchera, Marie, & Marcoulides （2018）は α
係数の信頼区間の求め方の各手法を概観し、漸近分布に基づいた信頼区間の構成方法を提
案している。
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　一方で、ベイズモデリングによって、点推定値のみならず、推定値の区間を事後分布から
直接構成し、同時に考察の対象とすることができる。例えば、生成量の事後分布の近似と
して得た g（ρy）について、点推定値として EAP （expected a posterior, 事後期待値）推定
値や MAP （maximum a posteriori, 事後確率最大値）推定値を利用し、区間推定のために
は事後分布の95％確信区間や HDI （highest density  interval; 最高密度区間）を構成する。
　実際の応用場面では、事後分布からのサンプルを得るために、ハミルトニアンモンテカ
ルロ（Hamiltonian Monte Carlo; Hybrid Monte Carlo, HMC; Duane, Kennedy, Pendleton, 
& Roweth, 1987）法を利用することができる。HMC 法はベイズモデリング用のプログラ
ミング言語と HMC サンプリングを実装したソフトウェア Stan（Stan Development Team, 
2019）と、統計解析環境 R （R Core Team, 2019）および Stan の R 用インターフェースを
提供するパッケージ RStan （Stan Development Team, 2018）を用いて実行可能であり、
本稿付録において、事後分布からの HMC サンプルを要約することで最大信頼性の点推定
値と確信区間を得るコードを提供している。なお、本稿付録ではStanコード内のgenerated 
quantities ブロックではなく、R において生成量の要約を行なっている。
　前述のベイズモデリング（および付録の Stan コード）はあくまで同属テストモデルを表
現しているため、⑸式に基づき、因子負荷量 λj と独自因子の標準偏差 ψj の HMC サンプル
を用いて ω 係数の生成量
を定義することも可能である。本稿付録にて ω 係数生成のための R コードを提供する。
シミュレーション
　R 用パッケージsemTools（ver.0.5.1, Jorgensen, Pornprasertmanit, Schoemann, & Rosseel, 
2018）において提供されている maximalRelia 関数を用いて推定した最大信頼性と、付録に
示す Stan コード（Stan, ver.2.19）によって得た、事後分布からのサンプルを用いて構成
した最大信頼性の EAP 推定値との乖離の程度をシミュレーションを通じて確認した。
maximalRelia関数はLi （1997）の方法に基づいて最大信頼性と最適尺度の重みを推定する。
シミュレーションデータ　本稿では N=300, 項目数を 6 として、岡田（2011）の設定を参考
にし、表 1 の状況設定に基づいてシミュレーションのための100セット分の反応パタンデー
タを発生させた。なお岡田（2011）は比較可能性のために、Yang & Green （2010）の設
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定を踏襲している。なお、表 1 の第 3 列は真の最大信頼性を表しているわけではないこと
に注意してほしい。
事前分布および Stanの設定　複数連鎖間で因子負荷量の符号が反転する可能性があるた
め、シミュレーションにあたり、因子負荷量の範囲を正の値に制約することとした。また、
各連鎖の初期値として Λj=0を与えている。シミュレーション回数はサンプリングに必要な
時間とPCの性能を考慮し、100とした。HMCの連鎖数を 5 、各連鎖の更新回数を2000、う
ち最初の1000回をウォームアップ期間として破棄し、残りの5000個のサンプルを用いて事
後分布を構成することとした。
　g（aj|μa, σa）として、平均 μa=0、標準偏差 σa=100の正規分布を仮定した。g（λj|μλ, σλ）に
は平均 μλ、標準偏差 σλ の正規分布を仮定した。ただし μλ=0とし、σλ の超事前分布として
Stan による無情報的一様分布を仮定した。g（ψj）も同様に Stan による無情報的一様分布を
仮定した。また、因子スコアの事前分布として N（0,1）を仮定した。
結果
　全シミュレーションにおいて、収束判定指標である Rˆ （Gelman & Rubin, 1992; Gelman, 
Carlin, Stern, Dunson, Vehtari, & Rubin, 2014, p.285）は1.1を下回っていたため、連鎖
は収束しているものと見なし、得られたサンプルを用いて最大信頼性を算出した。s（=1,...,S）
回目のシミュレーションにおけるベイズモデリングに基づく最大信頼性の点推定値を 
ρ（mr.eap）s とし、R 関数 maximalRelia によって算出した点推定値を ρ（MR）s とする。シミュレー
ションにおける乖離の程度の平均
は、本質的にタウ等価モデルの下で－0.000108、同属テストモデルの下で－0.000252であ
り、点推定値ではパッケージによる推定結果と近しい値を得られる。また、α 係数との差
を比較したところ、100回の全てにおいて ρmr.eap>α であることが確認された。図 1 に最大信
表 1　シミュレーションデータ発生状況
モデル 因子負荷量 真の信頼性
本質的にタウ等価モデル 全て0.3 0.372
全て0.8 0.914
同属モデル 0.3から0.8 0.731
関西大学『社会学部紀要』第51巻第 1号
頼性のEAP推定値と、 maximalRelia関数による推定値の散布図を示した。図 1左は同属
モデルの状況を、右は本質的にタウ等価モデルの状況を表している。推定値間の相関係数
は同属モデルの場合で0.999、本質的にタウ等価モデルの場合で1.000であった。
図2はシミュレーションで発生させたデータセットに対して、最大信頼性のEAP推定値
とo係数のEAP推定値をプロットした散布固である。圏2左は同属テストの状況を、右
は本質的にタウ等価モデルの状況を表している。推定値間の相関係数は同属テストの場合
で0.742、本質的にタウ等価モデルの場合で0.995であった。本質的にタウ等価な場合には
同属モデルの場合と比較して、推定値の相違は小さい。ただし、 どちらの状況においても、
100回の推定において、最大信頼性がW係数よりも大きくなっている様子が観察された。最
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大信頼性の EAP 推定値の、ω 係数に対する差異の程度
の相加平均は同属モデルの場合で平均的に約9.9％（0.099）大きく、本質的にタウ等価モ
デルの場合で平均的に約0.2％（0.002）大きかった。
　最大信頼性は α 係数と同様に長い歴史を有しているが、α 係数に代わる信頼性の指標と
して再度注目が集まったのは近年であり、その性質に関して検討した研究は未だ十分とは
言えない。Aguirre-Urreta, Rönkkö, & McIntosh （2019）は有限標本下における最大信頼
性と合成得点の信頼性（ω 係数）の推定値の振る舞いについて、サンプルサイズ、変数の
数、因子負荷量の値の条件水準を組み合わせてシミュレーション研究を行なっている。そ
の結果、最大信頼性は母集団における最大信頼性の値に対して、有限標本下では推定値に
正のバイアスが生じ、サンプルサイズを増加させていくに従い、値が母集団の値へと近づ
いていく様子が報告されている。また、バイアスの程度は合成得点の信頼性と比較して、
相対的に大きいことも示されている。Aguirre-Urreta et al. （2019）は、サンプルサイズ条
件以外の条件水準変化時の総合的な結果から、実際の応用場面において、信頼性係数をモ
デルの質を評価する指標として使用する場合には合成得点の信頼性を利用することを推奨
している。最大信頼性に関して、バイアス修正の試みもなされており（Penev & Raykov, 
2010）、今後の更なる研究の発展が望まれる。
確信区間の構成
　例として、付録 2 で定義した sumres 関数を用いて、シミュレーションデータのうちの
1 つに関して、最大信頼性の生成量のサンプルを要約した結果を以下に示す。ここで rhomax
は最大信頼性の生成量についての、長さ5000のベクトルオブジェクトである。ω 係数に対
しても、同じ関数を利用して区間推定を行うことができる。
　HDIlow と HDIup はそれぞれ95％HDI の下限と上限を表している。この例では、95％確
信区間と HDI の間に大きな違いは見られなかった。MCMC サンプルを用いた信頼性係数
> round(sumres(rhomax),3) 
    EAP post.sd    2.5%     50%   97.5%  HDIlow   HDIup  
  0.814   0.020   0.774   0.815   0.851   0.775   0.852  
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の推定では、区間推定も事後分布の要約を通じて行うことができる。
　また、任意の信頼性係数の推定量についての、t 番目の生成量サンプルを とすると
き、あるテストの信頼性係数の推定値が閾値 cより大きくなる確率（豊田，2017）
を評価することもできる。例えば、上述のシミュレーションデータの場合、閾値を0.75、
0.80、0.85とした場合、それぞれの閾値に対して
となり、0.75より大きくなる確率は約99.9％、0.85よりも大きくなる確率は約2.6％である
と解釈できる。
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付録 1
　最大信頼性とω係数推定のために用いた Stan コードを以下に示す。
data{ 
    int N; //回答者数  
    int J; //項目数 
    matrix[N,J] Y; //データ行列  
} 
parameters{ 
    vector[J] a; //切片 
    vector[J] lam; //因子負荷量 
    real f[N]; //scores 
    real<lower=0> sig_lam; //負荷量SD 
    vector<lower=0>[J] psi; //独自因子SD 
} 
transformed parameters{ 
    matrix[N,J] mu; 
    vector[J] w; //重み 
    for(i in 1:N){ 
        for(j in 1:J){ 
            mu[i,j] = a[j] + lam[j] * f[i]; 
        } 
    } 
    for(j in 1:J) 
        w[j] = lam[j] * (1/pow(psi[j],2)); 
} 
model{ 
    for(j in 1:J){ 
        a[j] ~ normal(0,100); 
        lam[j] ~ normal(0,sig_lam); 
    } 
    for(i in 1:N) 
        f[i] ~ normal(0,1);  
    for(i in 1:N){ 
        for(j in 1:J){ 
            Y[i,j] ~ normal(mu[i,j], psi[j]); 
        } 
    } 
} 
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Y #Yには行に個体、列に変数を配したデータを付値する。 
# 例えば Y <- read.table("hogehoge.txt",header=F,sep="\t") 
J <- ncol(Y) #観測変数の数 
dat2 <- list(N=nrow(Y),J=ncol(Y),Y=Y) 
iter <- 4000 #サンプリング数 
warmup <- 2000 #ウォームアップ期間 
nchain <- 5 #連鎖の構成数 
chainsize <- (iter-warmup)*nchain 
initi <- "random" #初期値をランダムとする 
stanfit <- stan(file="maximalrel.stan",data=dat2,chains=nchain,iter=iter,warmup=warmup,init=initi,seed=123,thin=1) 
summary(stanfit,pars=c("a","lam","sig_lam")) 
traceplot(stanfit,pars=c("a","lam","sig_lam")) 
# 最適尺度重み 
y.weightedlist <- as.list(numeric(chainsize)) 
Y <- as.matrix(dat2$Y) 
w <- extract(stanfit)$w 
colMeans(w) 
head(w[1,] * Y) 
for(ite in 1:chainsize){ 
    y.weightedlist[[ite]] <- t(w[ite,] * t(Y)) 
} 
ycomlist <- lapply(y.weightedlist,rowSums) 
# 最大信頼性の生成量 
a <- extract(stanfit)$a 
lam <- extract(stanfit)$lam 
f <- extract(stanfit)$f 
t <- colSums(w*a) + colSums((w*lam))*f 
rhomax <- numeric(chainsize) 
for(ite in 1:chainsize){ 
    rhomax[ite] <- cor(t[ite,],ycomlist[[ite]])^ 2 # 最大信頼性EAP 
} 
# 生成量要約のための関数定義 
#install.packages("HDInterval") #パッケージHDIntervalを未インストールの場合のみ実行
sumres <- function(xvec,cm=0.95){ 
    result <- c( 
        mean(xvec),sd(xvec),quantile(xvec,prob=c(0.025,0.50,0.975)), 
        HDInterval::hdi(rhomax, credMass=cm)) 
    names(result) <- c("EAP","post.sd","2.5%","50%","97.5%","HDIlow","HDIup") 
    return(result) 
} 
round(sumres(rhomax),3) 
付録 2
　Stan によるサンプリング後、下記 R コードを用いて最大信頼性の EAP、95% 確信区間、
95%HDI を構成する。
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付録 3
　maximalRelia 関数で最大信頼性を推定するために用いた、lavaan による分析モデルを下
記に付す。
付録 4
　付録 2 で作成した stanfit オブジェクトを用いて、ω係数の生成量を作成するための R コ
ードを下記に示す。
analysisModel <- " 
f1 =~ y1 + y2 + y3 + y4 + y5 + y6; 
f1 ~~ 1*f1; 
y1 ~~ y1; y2 ~~ y2; y3 ~~ y3; 
y4 ~~ y4; y5 ~~ y5; y6 ~~ y6; 
y1~1; y2~1; y3~1; y4~1; y5~1; y6~1; 
" 
lam <- extract(stanfit)$lam 
psi <- extract(stanfit)$psi #標準偏差 
omegapost <- (rowSums(lam)^ 2 / (rowSums(lam)^ 2 + rowSums(psi^ 2)))#生成量 
# 付録2で定義したsumresを利用した要約 
sumres(omegapost) 

