

























































Este  proyecto  tiene  por  objetivo  la  implementación  y  validación  online  o  en  tiempo  real  de 
circuitos híbridos compuestos por neuronas vivas de sistemas biológicos y neuronas electrónicas 
implementadas  en  software.  En  estos  circuitos  híbridos  las  neuronas  vivas  y  las  neuronas 
artificiales interactúan bidireccionalmente a través de sinapsis artificiales.  
El desarrollo de estos circuitos híbridos es de gran  interés en el  contexto de  la  investigación en 
neurociencia ya que permiten caracterizar la dinámica de neuronas y redes neuronales biológicas. 
Además,  este  tipo  de  circuitos  facilitan  la  observación  de  aspectos  del  comportamiento  de  la 




potencial  de  membrana.  Durante  el  desarrollo  de  los  circuitos  híbridos,  se  tuvo  en  cuenta  las 
restricciones  temporales  impuestas  por  la  neurona  viva,  las  particularidades  del  registro  y 
escalado  de  la  conexión  bidireccional,  adaptando  de manera  general  el  funcionamiento  de  los 
modelos  para  que  fuera  posible  su  implementación  utilizando  distintas  plataformas  de 
simulación. 
La  comunicación  bidireccional  se  llevó  a  cabo  en  tiempo  real  estricto,  por  lo  que  se  utilizó  un 
sistema operativo linux con la extensión de RTAI, además del uso de las librerías de COMEDI, para  
gestionar  el  control  de  la  tarjeta  de  adquisición  de  datos  que  permitió  la  interacción  entre  el 
mundo biológico y el digital. 
Las  implementaciones de    los circuitos híbridos se validaron en el  circuito generador central de 









This  project  aims  at  the  implementation  and  online  or  real‐time  validation  of  hybrid  circuits 
composed  by  living  neurons  in  biological  systems  and  electronic  neurons  implemented  in 
software.  In  these  hybrid  circuits  living  neurons  and  artificial  neurons  interact  bidirectionally 
across an artificial synapse. 





To  validate  the  project,  neural  models  capable  of  producing  spiking‐bursting  activity  in  the 
variable  representing  the  membrane  potential  were  implemented  in  software.  During  the 
development of  the hybrid  circuits,  the  time constraints  imposed by  the  living neuron,  and  the 




used with  the RTAI  extension,  and  the use of  COMEDI  libraries,  to manage  thedata  acquisition 
that allowed the interaction between the biological and digital counterparts. 
The implementations of hybrid circuits were validated in a central pattern generator circuit of the 
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un  tiempo  de  un  segundo  en  tiempo  real.  Las  columnas  2  y  3  de  la  tabla  permiten 
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imagen  superior  contiene  la  representación  del  modelo  Hindmarsh‐Rose  con  paso  de 
integración fijo de 0,001 y muestreo cada 28 puntos de los valores generados. La imagen 
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En  este  capítulo  se  explica  la  motivación  por  la  cual  se  ha  decidido  desarrollar  el  tema  del 
proyecto,  los objetivos a alcanzar y la estructura usada en la memoria. El trabajo se desarrolla en 
el  contexto  del  estudio  de  modelos  de  neurociencia  computacional  susceptibles  de  ser 
implementados  online  o  en  tiempo  real  para  la  construcción  de  circuitos  híbridos,  los  cuales 
tienen una gran utilidad en el estudio de la dinámica de neuronas y redes biológicas.  
En  los  circuitos  híbridos  se  implementa  una    interacción  bidireccional  entre  neuronas  vivas  y 
neuronas artificiales,  teniendo en cuenta  las  restricciones  temporales  impuestas por  la neurona 
viva,  las  particularidades  del  registro  y  escalado  de  la  conexión;  permitiendo  observar  y 
caracterizar la dinámica de las neuronas y de las redes en las que están integradas, exponiendo de 
esta  forma  aspectos  de  sus  comportamientos  que  no  son  observables  en  experimentos  con 
técnicas  de  estimulación  tradicionales.  Estos  circuitos  también  pueden  contribuir  a  un  mejor 
control de la actividad irregular o patológica observada de sistemas neuronales.  
1.1. MOTIVACIÓN 
Este  proyecto  Fin  de  Carrera  tiene  como  motivación  el  estudio  de  modelos  neuronales  que 
permiten  simular  el  comportamiento  de  una  neurona  en  tiempo  real,  e  implementar  circuitos 
híbridos  con  neuronas  vivas  en  interacción  bidireccional.  En  particular,  se  llevará  a  cabo  la 
simulación de modelos que presentan comportamiento en ráfagas para su validación en circuitos 
generadores  centrales  de  patrones  compuestos  por  motoneuronas  que  producen  un  ritmo 
robusto para el control motor (Selverston et al., 2000).  
A partir de las contribuciones llevadas a cabo por Santiago Ramón y Cajal (Ramón y Cajal, 1909), 
con  su  detallada  descripción  de  la  estructura  de  las  neuronas,  su  independencia  del  tejido 
nervioso y el  flujo de  información que entre ellas se producía, utilizando  las técnicas de análisis 
morfológico y fisiológico hoy se describe a la neurona como una unidad fundamental del cerebro. 
Las neuronas se caracterizan principalmente por su capacidad para generar actividad eléctrica de 
una  forma robusta y  flexible, por  su procesamiento de  información no  lineal dependiente de  la 
















En este  trabajo se utilizarán  los circuitos generadores centrales de patrones  (CPGs) para validar 
varios modelos neuronales implementados en software en configuraciones híbridas en las que las 
neuronas artificiales están  conectadas bidireccionalmente a  las neuronas de estos  circuitos  con 
sinapsis  eléctricas.  Los  CPGs  se  han  utilizado  previamente  para  la  implementación  de  circuitos 
híbridos  con  neuronas  electrónicas  artificiales  implementadas  en  circuitos  analógicos.  La 
implementación  de  las  configuraciones  híbridas  en  CPGs  permite  estudiar  la  generación, 
coordinación y negociación de ritmos motores, y en particular la caracterización del balance entre 
la robustez y flexibilidad dinámica que presentan (Selverston et al., 2000). Además, el estudio de 
las características de  los CPGs del  sistema nervioso de seres  invertebrados ha permitido utilizar 
estos  modelos  en  implementaciones  de  sistemas  de  osciladores  neuronales  acoplados  para  el 
control de la locomoción de robots modulares (Herrero‐Carrón et al., 2011; Ijspeert, 2008). 
La  comunicación  bidireccional  con  una  neurona  viva  requiere  gestionar  la  adquisición  del 
potencial  de  membrana  de  estas  células,  su  conversión  en  una  señal  digital  que  puede  ser 
introducida como estímulo a un modelo de neurona artificial y la correspondiente generación de 
una  respuesta  online  o  en  tiempo  real  que  pueda  ser  enviada  a  la  neurona  viva  con  las 
restricciones  temporales  necesarias  para  simular  esta  interacción.  La  respuesta  proviene  de  la 
integración temporal del modelo en un tiempo adecuado, adaptándose a  la escala temporal y a 
las  restricciones  impuestas  por  la  neurona  viva,  produciendo  una  señal  a  la  velocidad  de 




Este  proyecto  tiene  por  objetivo  principal  reunir  en  un  documento  el  resultado  de  la 
implementación  y  validación  en  software  de  modelos  neuronales  que  presentan  un 











La  adquisición  de  las  señales  biológicas,  además  de  la  construcción  de  los  ciclos  cerrados 
estimulo‐respuesta necesarios para  la  implementación de  circuitos híbridos están  sujetos a una 
precisión temporal. Para llevar a cabo la comunicación en tiempo real será necesario la utilización 
de una Tarjeta de Adquisición de Datos (DAQ), en este proyecto se usará la tarjeta del laboratorio 













basa  y  se  desarrolla  el  proyecto,  tales  como  los  conceptos  básicos  sobre  el  sistema 
nervioso,  centrando  la  atención  en  la  descripción,  características  y  comunicación 









de  neuronas,  con  el  objetivo  de  elegir  aquellos  modelos  que  presenten  el 
comportamiento  deseado  para  realizar  las  pruebas.  Se  detallan  las  ecuaciones, 
parámetros  y  características  de  los  modelos,  se  realizan  distintas  simulaciones  y  se 
comparan los diferentes comportamientos y resultados obtenidos. 
 
 Pruebas  y  resultados:  A  partir  de  los  modelos  matemáticos  de  neuronas  elegidos  e 
implementados  en  software  se  lleva  a  cabo  las  pruebas  conectándolos  a  una  neurona 
electrónica,  como  primera  validación  del  cumplimiento  de  las  restricciones  temporales 
necesarias para la comunicación bidireccional. Obteniéndose resultados satisfactorios en 
el acoplamiento de ambas neuronas,  se pasa a la conexión de la neurona software con la 




 Conclusiones  y  trabajos  futuros:  Este  capítulo  contiene  las  conclusiones  generales  de 
todo  el  proyecto  habiéndose  cumplido  los  objetivos  marcados  en  su  inicio.  Además, 








En  este  capítulo  se  lleva  a  cabo  un  resumen  sobre  las    bases  en  las  que  se  fundamenta  este 
proyecto, las cuales son principalmente las características esenciales de la neurona biológica, los 
modelos  neuronales  susceptibles  de  implementarse  en  software  y  los  circuitos  híbridos,  con 
objeto de aportar la información necesaria al lector para la mejor comprensión de este estudio. 
Los experimentos llevados a cabo utilizan un control de ciclo cerrado con métodos como el de la 
fijación  de  voltaje  o  de  corriente,  ya  que  el  uso  de  un  circuito  abierto  en  sistemas  con 





Antes  de  que  Santiago  Ramón  y  Cajal  propusiera  a  la  neurona  como  la  unidad  funcional  del 
sistema nervioso (Ramón y Cajal, 1909), se pensaba que éste estaba constituido por un retículo 





logró demostrar que el  tejido nervioso está  formado por células. Su  teoría consideró al  sistema 
nervioso  como  un  conjunto  de  unidades  independientes,  entidades  discretas  que, 
intercomunicándose,  establecían  una  especie  de  red  mediante  conexiones  especializadas  o 
espacios (Grant, 2007; López‐Muñoz et al., 2006) 
Actualmente se conoce que el sistema nervioso está formado por dos tipos principales de células:  
 Las neuronas: Unidades estructurales y funcionales. 




Las  neuronas  son  células  especializadas  en  la  recepción  de  estímulos  y  en  la  conducción  del 
impulso  nervioso.  Las  neuronas  conforman  e  interconectan  los  tres  componentes  del  sistema 
nervioso:  el  sistema  sensorial,  el  sistema  nervioso  central  y  el  sistema  motor.  El  número  de 














árboles  dendríticos  que  consisten  en  proyecciones  citoplasmáticas  envueltas  por  una 






o Los  botones  terminales:  son  pequeños  engrosamientos  que  se  encuentran  en 
ramificaciones  finas  al  final  de  los  axones.  Secretan  unas  sustancias  químicas 
llamada  neurotransmisores,  los  cuales  excitan  o  inhiben  a  la  neurona  que  los 




Se comunican  las unas con  las otras mediante  la generación de  señales eléctricas denominadas 
impulsos  nerviosos  o  potenciales  de  acción,  los  cuales  producen  la  liberación  de  los 


















potencial  de  referencia  en  el  exterior.  En  este  caso,  la  mayoría  de  los  canales  activos  se 
encontrarán cerrados (Hille, 1978; Kandel et al., 2000; Paniagua et al., 2002). 
2.1.3.2. POTENCIAL DE ACCIÓN 
Se  conoce  como  potencial  de  membrana  al  generado  al  producirse  un  movimiento  de  cargas 
eléctricas a través de los canales de la membrana celular. 
Este potencial puede variar en determinadas circunstancias, produciendo una despolarización si 
aumenta,  o  una  hiperpolarización  en  el  caso  contrario.  Para  rangos  cercanos  al  potencial  de 




















Cuando  el  potencial  de  membrana  se  incrementa  de  manera  muy  rápida  en  un  intervalo  de 









se  alternan  periodos  de  gran  actividad  con  periodos  de  actividad  subumbral,  conocido  este 
comportamiento como actividad bursting (Kandel et al., 2000; Paniagua et al., 2002). 
2.1.3.3. SINAPSIS 






























La  expresión de  la  corriente de  la  sinapsis  eléctrica desde  la  neurona  software  (neurona 1) 
hacia la neurona electrónica o la neurona viva (neurona 2) en los circuitos híbridos que se han 




 Sinapsis  química:  Es  una  transmisión  entre  neuronas  producida  por  la  secreción  de 
neurotransmisores que se encuentran almacenados en  los botones terminales presinápticos 
en unos pequeños  sacos de membrana que  reciben el nombre de vesículas  sináptica. Estos 




esta  comunicación  a  diferencia  de  la  sinapsis  eléctrica,  las  neuronas  no  se  encuentran  en 
contacto  físico.  Los neurotransmisores  se unen a  los  receptores  transmembrana de  la  célula 
postsináptica. Gracias a la unión entre los receptores transmembrana de la célula postsináptica 
con los neurotransmisores, se abren los canales iónicos permitiendo el flujo de los iones hacia 
o  desde  el  interior,  lo  que  cambia  el  potencial  de  membrana  postsináptica.  Existen 
neurotransmisores  excitadores  e  inhibidores.  Las  corrientes  que  provocan  los  primeros 
despolarizan la neurona;  las que producen los inhibidores la hiperpolarizan. Que se produzca 
un caso u otro depende del tipo de iones canalizados y de los receptores y neurotransmisores 













corrientes eléctricas. A causa de  la  impermeabilidad que presentan  las bicapas a estos  iones, su 
recorrido a través de la membrana se lleva a cabo exclusivamente por canales iónicos específicos, 
teniendo  que  vencer  los  potenciales  de  Nernst  asociados  e  independientes  para  cada  uno  de 
ellos.  
Las observaciones experimentales, principalmente del axón gigante de calamar, llevaron a Cole y 
Curtis  (Cole  and  Curtis,  1939)  a  proponer  un  circuito  eléctrico  sencillo  para  representar  el 




























de  canales  iónicos  abiertos  en  la  membrana.  Su  conductancia  representa  la  capacidad  de  la 
membrana para oponerse al flujo de una corriente iónica y depende de la concentración iónica a 
uno y otro lado de la misma, además de la dependencia de las propiedades de la membrana. Por 
lo  tanto, estos  canales  iónicos  se  comportan como una  resistencia variable que  representa una 
conductancia específica. 
2.2. MODELOS NEURONALES 
Puede  tomarse  al movimiento de  iones de  la  sinapsis  como un desplazamiento de  carga,  así  la 
corriente iónica y la corriente electrónica pueden ser estudiadas bajo las mismas leyes de la física 
(Ley  de  Ohm,  Kirchhoff,  etc),  permitiendo  desarrollar  modelos  matemáticos  que  posibilitan  la 
descripción de  la dinámica del voltaje a través de  la membrana. En el contexto del proyecto, se 
han  escogido  modelos  que  presentan  un  comportamiento  en  ráfagas,  lo  que  permita  su 











entre dos electrodos que  formaban parte de un  circuito puente y balancearon el  circuito hasta 
obtener  una mínima  señal.  A  continuación  registraron  tanto  las  corrientes  como  el  cambio  en 
impedancia  de  la  membrana  durante  el  paso  del  potencial  de  acción,  al  estimular  uno  de  los 






Huxley  realizaran  una  serie  de  experimentos  con  el  axón  gigante  de  calamar,  midiendo  los 
potenciales  extracelulares  originados  por  el  paso  de  un  potencial  de  acción;  utilizando  la 
diferencia de potencial entre una región despolarizada y otra  intacta como potencial de reposo. 
Diseñaron  así  un  modelo  matemático  (véase  apartado  4.1.1),  base  de  los  modelos  realistas 
actuales, para explicar la dinámica del potencial de membrana de una neurona ante una corriente 
de iones inyectada (Hodgkin and Huxley, 1952). 
El modelo presentado por A. Hodgkin  y A. Huxley  contiene una ecuación diferencial  para  cada 
una de las variables de estado  (el potencial de membrana V,  y las variables de conductancia m, n 
y h). Posteriormente se propusieron conjuntos de ecuaciones con un número menor de variables 
de estado,  por  ejemplo de  tensión  y otra  variable  de estado,  que pueden  recrear una  serie de 
propiedades del modelo Hodgkin‐Huxley. Algunos de estos modelos simplificados son: 
 El modelo Fitzhugh Nagumo: En 1961 Richard FitzHugh propuso una simplificación de 2 
dimensiones  al  modelo  de  Hodgkin‐Huxley,  llamándolo  modelo  de  Bonhoeffer‐van  der 
Pol (Fitzhugh,  1961).  Dicho modelo  fue  implementado mediante  un  circuito  electrónico 
diseñado  por  el  ingeniero  japonés  Jin‐Ichi  Nagumo  (véase  apartado  4.1.3),  pasando  a 





una  reducción  del  modelo  cuatridimensional  de  Hodgkin‐Huxley.  Este  sistema  de 
ecuaciones describe de  forma  simplificada  la  relación entre  la  activación de  los  canales 
iónicos y el potencial de membrana: el potencial depende de  la actividad de  los canales 
iónicos, y la actividad de los canales de iones depende de la tensión.  





 El  modelo  Kepler:  este  modelo  se  presentó  como  un  esquema  para  la  reducción 
sistemática del número de ecuaciones diferenciales de los modelos neuronales realistas. 
Se basa en la reducción de la conductancia de los modelos neuronales. Como ejemplo  los 
autores  presentan  la  reducción  del  modelo  Hodgkin‐Huxley  y  el  modelo  A‐current  de 
Connor  (Connor et al., 1977; Kepler et al., 1992). 
Hindmarsh y Rose modificaron el modelo Fitzhugh Nagumo, reemplazando  la función  lineal por 
una  cuadrática  dotando  al  modelo  de  la  capacidad  de  describir  de  forma  más  realista  los 
potenciales  de  acción  en  cortos  intervalos  de  tiempo;  publicando  un  primer  modelo  en  1982 
(véase apartado 4.1.4, donde se describen en más detalle los modelos utilizados en este trabajo). 
En 1984 presentaron un modelo mejorado (Hindmarsh and Rose, 1984), en el que se incorporaba 
una  tercera  ecuación,  dando  lugar  a  un  sistema  de  ecuaciones  diferenciales  no  lineales 






neuronal    (Rulkov,  2002).  Este modelo  utiliza  una  señal  de  dinámica  rápida  y  otra  de  dinámica 
lenta para  imitar de manera aproximada el comportamiento eléctrico neuronal (véase apartado 
4.1.5). 
En  el  caso  de  los modelos  de  neuronas  cuadráticas  (Integrate &  fire)  que  presentan  una  gama 
amplia  de  comportamientos  realistas  sin  describir  el  detalle  de  la  producción  del  potencial  de 
acción, este es el  caso del modelo propuesto  Izhikevich  (Izhikevich, 2003;  Izhikevich y Edelman, 
2008). 






Puesto  que  los  sistemas  nerviosos  son  no  lineales  y  adaptativos,    y  procesan  información  en 
regímenes  transitorios,  tiene  sentido  estudiarlos  utilizando  estimulación  en  ciclo‐cerrado 
(Chamorro  et  al.,  2012).  Este  tipo  de  estimulación  contribuye  a  caracterizar  su  dinámica  e 
implementar el control de su actividad normal o patológica. 
En  estos  ciclos  cerrados  o  de  estimulación  dependiente  de  la  actividad  el método  de  Dynamic 




para  distintos  contextos  de  investigación  del  sistema  nervioso,  manteniéndose  el  principio  de 
ciclo  cerrado  de  estimulación  (van  Boxtel  and  Gruzelier,  2014;  Roth  et  al.,  2014).  Éstos  son 
utilizados  para  revelar  ritmos  o  dinámica  de  un  amplio  rango  de  procesos,  y  para    lograr  un 
control de estados  patológicos o naturales, permitiendo el estudio de aspectos de la dinámica de 
los  sistemas  biológicos  que  aparecen  ocultos  en  los  protocolos  tradicionales  de  estímulo‐ 
respuesta  en  ciclo  abierto. Además,  se  pueden utilizar  para  favorecer  el  aprendizaje  y  también 
















un  electrodo  se  utiliza  para  inyectar  corriente  en  la  célula.  Al  mismo  tiempo,  un  electrodo  de 
tensión  registra  el  potencial  de  membrana.  El  aparato  ajusta  la  corriente  inyectada 
continuamente para que sea justo  lo suficiente para contrarrestar  las desviaciones del potencial 
de  membrana  grabado  desde  el  valor  de  tensión  deseado.  Esto  asegura  que  la  membrana 




dynamic  clamp  o  pinzamiento  dinámico  (Prinz  et  al.,  2004;  Sharp  et  al.,  1993,  1996)  han 
permitiendo implementar modelos de simulación en tiempo real (Real Time), que aplicados a los 
circuitos  híbridos  en  los  que  neuronas  biológicas  interactúan  con  neuronas  electrónicas, 








mecanismos  por  los  cuales  las  oscilaciones  en  estas  neuronas  biológicas  provocan  oscilaciones 
sincronizadas en el potencial de membrana en un gran número de neuronas. También se puede 
observar los desarrollos de neuronas electrónicas analógicas con el fin de reproducir el patrón de 
descarga  de  las  neuronas  CPG  de  la  langosta  pilórica,  “Interacting  biological  and  electronic 
neurons  generate  realistic  oscillatory  rhythms”  (Szücs  et  al.,  2000).  La  conexión  bidireccional 
entre la neurona electrónica y la neurona biológica creando un circuito hibrido permitió estudiar 
que las oscilaciones en ráfagas periódicas generadas en esta conexión dependían de la fuerza y el 











hybrid  thalamic  circuits”  (Le  Masson  et  al.,  2002),  se  han  utilizado  modelos  de  neuronas  en 






que    la  combinación  del  control  de  ganancia  de  la  inhibición  de  la  retroalimentación  y  la 
modulación de  la excitabilidad de  la membrana permite que  circuitos  talámicos  se  coordinasen 
para la  transmisión desde los órganos de los sentidos a la corteza. 
En  artículos  como“Experimental  and  theoretical  analysis  of  neuron‐transistor  hybrid  electrical 
coupling:  The  relationships  between  the  electro‐anatomy  of  cultured  Aplysia  neurons  and  the 
recorded field potentials” (Cohen et al., 2006), se habla de la importancia de la comprensión de 
los mecanismos que generan los potenciales de campo (FPS) de las neuronas implementadas en 
chips  semiconductores  para  poner  en  funcionamiento  dispositivos  de  neuro‐electrónica.  El 
estudio  se  llevó  a  cabo  sobre  neuronas  de  la  Aplysia,  pequeño  molusco,  y  se  observó  que  el 
potencial  de  campo  generado  por  estas  neuronas  es  el  resultado  del  flujo  de  corriente 
longitudinal  entre  los  compartimentos  neuronales  eléctricamente  distantes.  Los  resultados 
obtenidos demuestran que la forma y la amplitud del potencial de campo están relacionadas con 
la  complejidad  morfológica  de  una  neurona  dada,  y  sus  propiedades  biofísicas  inherentes. 
Además,  el  estudio  de  circuitos  híbridos  ha  permitido  el  desarrollo  de  software  tal  como  el 
utilizado en  los experimentos de “Single electrode dynamic  clamp with StdpC”  (Nowotny et al., 
2006; Samu et al., 2012). El uso del software de fijación dinámica StdpC permite presentar nuevas 
características del generador de onda, observar sinapsis, además de permitir el desarrollo de un 
método de  compensación de electrodo activo  (AEC)  a partir  de  su uso.  El  software  StdpC es  el 
primer sistema  implementado para ser usado por usuarios no expertos, y ha permitido superar 




que  grabaciones  duales  de  este  tipo  son  difíciles  o  imposibles  de  lograr.  A  partir  de  varios 
ejemplos  se  ilustra  que  con  software  como  StdpC,  el  pinzamiento  dinámico  se  ha  desarrollado 
más  allá  de  la  mera  introducción  de  las  sinapsis  artificiales  o  conductancias  iónicas  en  las 
neuronas  y  ha  pasado  a  ser  una  herramienta  de  investigación  estándar  de  la  electrofisiología 
moderna. 
También  existen  experimentos  utilizando  una  sinapsis  artificial  comunicando muestras  vivas.  El 
uso  de  una  sinapsis  artificial  permitió  la  aplicación  de  acoplamientos  eficaces  variables, 
cambiando la magnitud y polaridad de la conductancia entre las neuronas, observándose que los 
procesos  subcelulares  lentos  podrían  ser  responsables  de  los  mecanismos  implicados  en  la 
sincronización  y  la  regularización  de  las  actividades  caóticas  individuales.  En  “Synchronous 
Behavior of Two Coupled Biological Neurons” (Pinto et al., 2000), se lleva a cabo el acoplamiento 
eléctrico  entre  dos  neuronas  PD  de  la  GPC  pilórica  del  STG  de  la  langosta,  presentándose  los 
resultados obtenidos de las simulaciones experimentales de los fenómenos de sincronización en 
un par de neuronas biológicas que interactúan a través de acoplamiento eléctrico. Estas neuronas 
de manera aislada muestran un  comportamiento  irregular, de hecho caótico, pero en  conexión 
con  otras  neuronas  pueden  coordinarse  de  forma  regularizada  con  el  fin  de  producir  ritmos 







de  pinzamiento  dinámico  de  corriente  (dynamic  current  clamp),  que  permite  estudiar  las 






las  neuronas  individuales.  Para  ello  se  llevó  a  cabo  la  sinapsis  eléctrica  artificial  entre  dos 
















En este proyecto  se ha  llevado a  cabo  la  implementación en  software de  tiempo  real de varios 
modelos de neuronas que presentan comportamientos en ráfagas. Ha sido necesario realizar las 
simulaciones  teniendo en cuenta  las restricciones de tiempo  impuestas por  la neurona viva y  la 
velocidad de adquisición de la tarjeta DAQ,  por lo que ha sido muy importante que los diseños de 
los  modelos  se  pudieran  ejecutar  sin  retraso  o  adelanto  en  distintos  equipos  y  que  siguiera 
cumpliendo con el comportamiento esperado. Como podrá observarse en siguientes capítulos, se 
han realizado varias pruebas de los modelos implementados sin  y con la comunicación con otra 



























La DAQ o  tarjeta  de  adquisición  es  la  interfaz  encargada  de  la  traducción  de  señales  eléctricas 
analógicas  a  muestras  digitales,  y  viceversa,  permitiendo  la  comunicación  entre  el  mundo 
analógico con el digital.  




Un  sistema  de  adquisición  se  compone  típicamente  de  una  serie  de  sensores  o  transductores, 
encargados de convertir fenómenos físicos en señales eléctricas que se puedan medir. Presentan 
funcionalidades como la capacidad de emisión de señales analógicas para automatizar/controlar 



























A continuación se describen algunas de  las características de  la  tarjeta de adquisición datos,  las 
















        Sourcing 
Rango de Tensión máxima:  ‐30 V ‐ 30 V 
 Salida digital: 
Tipo de salida:       Relay, Forma A 
Relay, Forma C 
Sinking 





Largo:         17,5 cm 
Anchura:       9.9 cm 
 
3.3. REAL TIME APLICATION INTERFACE (RTAI) 
Los  sistemas  operativos  en  tiempo  real  ofrecen  un  control  temporal  estricto  en  la  escala  de 
milisegundos  necesario  para  llevar  a  cabo  las  pruebas  del  proyecto,  ya  que  es  uno  de  los 
requerimientos  del mismo  para  llevar  a  cabo  la  comunicación  bidireccional  con  otros  sistemas 
como son la neurona electrónica o la neurona viva si se da el caso. 
Los  sistemas  operativos  de  propósito  general,  como Windows  o  Linux  a  pesar  de  ofrecer  una 
variedad  de  herramientas  y  recursos,  no  presentan  esta  característica  del  control  temporal  de 










soporte  para  la  mayoría  de  la  investigación  (Muñiz  et  al.,  2009).  A  través  del  Hardware 
Abstraction Layer, el RTAI controla los componentes hardware del PC utilizado, dando prioridad a 
la ejecución de  las  instrucciones que se encuentran en una posición prioritaria frente a tareas y 










Además,  la  instrucción  rt_task_make_periodic  hace  periódica  la  tarea  desde  un  origen.  La 
descripción  completa  de  las  funciones  utilizadas  en  este  proyecto  para  llevar  a  cabo  las 






que  se  desarrollan  controladores  para  tarjetas  de  adquisición  de  datos  (DAQ),  herramientas  y 
librerías para varias formas de adquisición, lectura y escritura analógica o  digital, generación de 
pulsos,  etc.  Por  tanto,  COMEDI  funciona  como  una  interfaz  entre  la  tarjeta  de  adquisición  y  el 














 COMEDILIB:  es  la  librería  en  espacio  usuario  que  contiene  el  API  de  funciones  para  la 
manipulación de  las  tarjetas. Establece un  interfaz para el desarrollo de aplicaciones en 
espacio  usuario  y  realiza  una  comunicación  con  los módulos  de  COMEDI  que  actúan  a 
espacio kernel y manipula y gobierna el hardware de sistema.   
 
 KCOMEDILIB: es  la  librería que realiza  la  función de  interfaz amigable para el desarrollo 
de  aplicaciones  sobre  tareas  de  tiempo  real  en  espacio  kernel  de  manera  similar  a  la 





utilizó  una  neurona  electrónica  (Pinto  et  al.,  2000;  Stiesberg  et  al.,  2007)  desarrollada  en  el 
laboratorio  de GNB,  ver  figura  3.2.  La  cual  implementa  el modelo Hindmarsh‐Rose  (Hindmarsh 
and Rose, 1984) (Véase capítulo 4 para observar el desarrollo completo del modelo). 
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en  ráfagas,  con  el  fin  de  implementar  circuitos  híbridos  llevando  a  cabo  una  interacción 
bidireccional  online  o  en  tiempo  real  entre  la  neurona  simulada  en  software  y  una  neurona 
implementada  en  hardware  (neurona  electrónica)  o  una  neurona  viva.  Estos  modelos  son 
necesarios para estudiar la generación y coordinación de ritmos motores en estos circuitos. 
Este capítulo está compuesto por dos partes principales. La primera parte contiene una pequeña 
introducción  de  cada  uno  de  los  modelos  neuronales  candidatos  a  ser  implementados  en 
software para llevar a cabo las pruebas de simulación. A demás, se presentan los dos métodos de 
integración numérica utilizados para la resolución de las ecuaciones diferenciales de los modelos. 
En  la  segunda  parte  se  explica  la  implementación  en  software  de  los  modelos  expuestos 
anteriormente y la descripción de su comportamiento. Las simulaciones iniciales se llevan a cabo 
en  dos  PC  diferentes  con  objeto  de  comprobar  que  se  han  implementado  los  modelos  de  tal 
manera  que  su  simulación  en  diferentes  equipos  no  afecta  significativamente  a  los  resultados 






parámetros  reales,  aunque  permiten  observar  algunos  comportamientos  como 
aprendizaje  con  plausibilidad  biológica,  oscilaciones  o  conectividad  realista  de  las 
unidades o redes neuronales.  
 
 Modelos  de  Integrate  and  Fire  (I&F):  en  los  que  se  simula  el  potencial  de membrana 
dependiente de estímulos recibidos hasta superar un umbral, a partir del cual se genera 
un disparo instantáneo, para posteriormente volver a un estado subumbral. Son modelos 
menos  complejos  que  los  sistemas  no  lineales,  y  más  adecuados  siempre  que  no  sea 
necesaria la simulación con detalle biofísico del potencial de acción.  
 
 Modelos dinámicos  simplificados:  como es  el  caso de  los modelos  I&F,  reducen  las  no 
linealidades  presentes  en  el  modelo  Hodgkin‐Huxley  disminuyendo  el  coste 












que  los  modelos  anteriores,  pero  permiten  representar  de  forma  más  exacta  el 
comportamiento de los potenciales de acción. 
En  este  trabajo  se  estudian  tres  modelos:  el  modelo  de  Hindmarsh‐Rose,  el  mapa  iterado  de 













El modelo Hodking Huxley, por  lo  tanto,  se basa en  las propiedades eléctricas de  la membrana 
semipermeable  de  la  neurona,  que  separa  el  interior  del  líquido  extracelular.  Las  propiedades 


















ܥ௠ ܸ݀݀ݐ ൌ 	 ܫ௘௫௧ െ ݃̅௅ሺܸ െ ௅ܸሻ െ ݃̅ே௔݉
ଷ ݄ሺܸ െ ேܸ௔ሻ െ ݃̅௄݊ସ ሺܸ െ ௄ܸሻ	 ሺ	4.1	ሻ		
݀݊




݀ݐ ൌ 	ߙ௠ሺܸሻሺ1 െ݉ሻ െ ߚ௠ሺܸሻ݉
ሺ	4.3	ሻ	
݄݀






una  asociada  con  las  propiedades  capacitivas  de  la membrana  y  la  otra  con  el  flujo  de 
tipos específicos de iones que circulan por los canales. Es decir, las corrientes iónicas de la 
membrana se pueden expresar como: 






 Aplicando  la  ley  de Ohm,  se  calculan  las  conductancias  iónicas  individuales  para  dichas 
corrientes.  
ܫ௄ ൌ 	݃௄ሺܸ െ ௞ܸሻ ሺ	4.6 ሻ
ܫே௔ ൌ 	݃ே௔ሺܸ െ ேܸ௔ሻ ሺ	4.7 ሻ
Siendo: 
o V  el  voltaje  transmembrana,  determinado  por  el  circuito  eléctrico  (fijación  de 
voltaje). 








de  los  resultados  de  los  experimentos  obtenidos  con  la  técnica  de  fijación  de  voltaje. 






















ߚ௛ሺܸሻ ൌ 	 1
݁ି௏ାଷ଴ଵ଴ ൅ 1
ሺ	4.13 ሻ
 Para ajustar  las ecuaciones a  los datos experimentales,  se expresaron  las conductancias 
como: 
	
	݃௄ ൌ ݃̅௄݊ସ	 ሺ	4.14 ሻ




















ܫ௠ ൌ ܥ௠ ܸ݀݀ݐ ൅ ܫ௄ ൅ ܫே௔ ൅ ܫ௅ ሺ	4.16 ሻ
Siendo: 
o ܫ௠	la corriente  transmembrana	








HH.   Está basado en la conductancia de las células de la  langosta (Panulirus  interruptus) pilórica 
lateral  (LP)  a  partir  de  técnicas  de  estimación  de  parámetros  llevando  a  cabo  el  bloqueo 
























de  fuga  ܫ௟௘௔௞,௔,  en  un  compartimiento  denotado  como  'soma';  y  las  corrientes  ܫே௔, ܫ௄ௗ, ܫெ  y  la 
corriente de  fuga    ܫ௟௘௔௞,௔,  en un  compartimiento denotado  como  'axón'.  La  corriente de  calcio, 
ܫ஼௔, está compuesta a su vez por otras dos corrientes, en particular, por la corriente transitoria de 
calcio,  ܫܥ௔்,  y  la  corriente  lenta  de  calcio,  ܫܥ௔ௌ  (Nowotny  et  al.,  2008).  La  descripción  en  dos 





permiten  obtener  los  valores  del  potencial  de  membrana  del  axón  y  del  soma  anteriormente 
presentados llevando a cabo el bloqueo seleccionado de las corrientes. 
Las corrientes ܫே௔, ܫ௄ௗ, ܫெ, ܫ௄஼௔,	ݕ	ܫ௛ están descritas por: 




݀ݐ ൌ ሺ݉ஶ௫ሺܸሻ െ ݉௫ሻ݇௠௫
ሺ	4.20 ሻ	
݄݀௫
݀ݐ ൌ ሺ݄ஶ௫ሺܸሻ െ ݄௫ሻ݇௛௫
ሺ	4.21 ሻ	
El control de las conductancias de las corrientes (ܫ஼௔், ܫ஼௔ௌ, ܫ௄஼௔,	ܫ஺, ܫ௛	ݕ	ܫெ) es llevado a cabo por 
las siguientes ecuaciones:  
݀݉
݀ݐ ൌ ܽ௠ሺ1 െ ݉ሻ െ ܾ௠݉
ሺ	4.22 ሻ	
݄݀







 ܫ௢௙௙௦௘௧ ൌ 2݊ܣ 
 ܫ௦௬௡ representa la corriente sináptica de entrada total 
 ܫ஽௖  toma valores variables 
ܫ௟௘௔௞ ൌ ݃௟௘௔௞ሺܸ െ ௟ܸ௘௔௞ሻ
			ሺ	4.24	ሻ	
ܫ௩௩ ൌ ݃௩௩ሺ ௦ܸ௢௠௔ െ ௔ܸ௫௢௡ሻ
			ሺ	4.25	ሻ	












																																		ௗሾ௖௔ሿௗ௧ ൌ െܥ௜௖௔ܫ஼௔ െ ܭ஼௔ሺሾܿܽሿ െ ሾܿܽሿ௢ሻ ሺ	4.27	ሻ	









Las  variables  como ݉ஶ௫ሺܸሻ	, ݄ஶ௫ሺܸሻ	además  de  ser  dependientes  del  voltaje,  representan  las 
tasas de cambio de  la cinética de  los distintos canales. Los valores de todos  los parámetros que 

























݀ݐ ൌ ݂൫ݑሺݐሻ൯ െ ݓሺݐሻ െ ܫሺݐሻ
ሺ	4.30	ሻ	
݀ݓሺݐሻ
݀ݐ ൌ ܽሺܾ ∗ ݑሺݐሻ ൅ ݀ െ ܿ ∗ ݓሺݐሻሻ
ሺ	4.31	ሻ	
Donde: 





 ܽ ൌ 0.08 
 ܾ ൌ 1 
 ܿ ൌ 0.8 
















݀ݐ ൌ ܽݕሺݐሻ ൅ ܾݔሺݐሻ
ଶ െ ܿݔሺݐሻଷ െ ݀ݖሺݐሻ ൅ ܫ ሺ	4.33 ሻ
݀ݕሺݐሻ
݀ݐ ൌ ݁ െ ݂ݔሺݐሻ
ଶ െ ݕሺݐሻ ሺ	4.34 ሻ
݀ݖሺݐሻ










 ܽ ൌ 1,	ܾ ൌ 3,	ܿ ൌ 1,	݀ ൌ 1,	݁ ൌ 1,	݂ ൌ 5,	݄ ൌ 1.6,	μ ൌ 0.0021,	S ൌ 4	
Dependiendo  del  valor  elegido  para  el  parámetro  I,  el  modelo  puede  presentar  un 
comportamiento en régimen regular (I=3.0) o un comportamiento en régimen no regular/caótico 
(I=3.281) (Rodriguez et al., 2001). 
En  conclusión,  el  modelo  Hindmarsh‐Rose  teniendo  una  estructura  más  sencilla  es  capaz  de 
demostrar  una  amplia  variedad  de  comportamientos  y  bifurcaciones  observadas  en  las 
neuronas(Szücs et al., 2000). 
4.1.5. MAPA DE RULKOV 
El  modelo  propuesto  por  Nikolai  F.  Rulkov  (Rulkov,  2002),  consiste  en  un  mapa  de  las  dos 











ݔ௡ାଵ ൌ ݂ሺݔ௡, ݕ௡ ൅ ݁ܫ௡ሻ	
ሺ	4.36 ሻ	
ݕ௡ାଵ ൌ ݕ௡	 െ ߤሺݔ௡ ൅ 1ሻ ൅ ߤߪ ൅ ߤߪ௘ ܫ௡
ሺ	4.37 ሻ	
݂	ሺݔ, ݕሻ ൌ ൞
ߙ
1 െ ݔ ൅ ݕ,												 ݔ ൑ 0
ߙ ൅ ݕ,																									0 ൑ ݔ ൏ ߙ ൅ 1















ଶ ൅ 5ݒ ൅ 140 െ ݑ ൅ ܫ ሺ	4.39 ሻ
݀ݑሺݐሻ















 ܽ, ܾ, ܿ	ݕ	݀	son dos parámetros del modelo: 
 






o ܿ   describe  el  valor  de  retorno  del  potencial  de  membrana  ݒሺݐሻ  después  del 
potencial de acción,  causado por  las conductancias de potasio  rápidas y de alto 
umbral. Es un parámetro con unidades mV. 
 
o ݀   describe el valor de retorno de  la variable de recuperación ݑሺݐሻ después del 
potencial de acción, causado por las conductancias de sodio y potasio, lentas y de 
alto umbral. Parámetro adimensional. 


























































Para  la  simulación  de  los modelos matemáticos  explicados  a  lo  largo  del  apartado  4.1  ha  sido 
necesario  utilizar  los  siguientes  métodos  numéricos  para  su  resolución  (Simmons,  2007;  Zill, 
2008),  pues  la  mayoría  de  los  modelos  descritos  anteriormente  corresponden  a  ecuaciones 
diferenciales  ordinarias  (EDOs)  acopladas,  a  excepción  del  mapa  iterado  de  Rulkov  cuya 
resolución es directa. 
Estos métodos matemáticos utilizan  integración numérica para  la resolución de  las EDOs, por  lo 
que es imprescindible elegir un paso de integración adecuado. Para el desarrollo de este proyecto 
se ha utilizado un paso fijo en lugar de uno variable, debido a las restricciones que presenta llevar 
a  cabo un muestreo de datos  en  tiempo  real,  de  forma que  la  neurona  software  sincronice  su 
comportamiento con el de la neurona viva. La elección de cada valor en un paso variable añadiría 
un tiempo de espera o retraso en la generación de las muestras. Por lo tanto, para la resolución 
de  las  EDOs  de  los  modelos  de  neuronas  implementados  en  este  proyecto  se  ha  utilizado  los 
métodos  de  Euler  y  Runge‐Kutta  de  cuarto  orden,  ambos  con  un  paso  de  integración  fijo.  En 
apartados  posteriores  se  puede  observar  la  comparación  de  los  resultados  de  las  simulaciones 
utilizando uno u otro método de resolución (véase apartado 4.3.2.2). 
4.2.1. MÉTODO DE EULER 












Se puede integrar de ݔ଴	ܽ	ݔଵ ൌ ݔ଴ ൅ ݄, obteniendo 




En  este  punto,  se  observa  que  la  función  desconocida  y  está  presente  en  el  integrando  de  la 
derecha ݂ሺݔ, ݕሻ,  por  lo  que  se  hace  necesario  un método  de  aproximación  de  la  integral,  es  a 
partir de esta técnica que se obtiene el método de Euler. 
Suponiendo  que  el  intervalo  [ݔ଴, ݔଵ]  no  varía  demasiado,  se  obtendrá  un  valor  pequeño  al 
sustituir ݂ሺݔ, ݕሻ por su valor en el punto extremo izquierdo. 




ൎ ݕሺݔ଴ሻ ൅ න ݂ሺݔ, ݕሻ݀ݔ
௫భ
௫బ
ൎ ݕሺݔ଴ሻ ൅ ݄݂ሺݔ଴, ݕ଴ሻ ሺ	4.45 ሻ	
Siendo h la longitud del intervalo ሾݔ௝ିଵ, ݔ௝ሿ 
Sobre la base de estos cálculos se define:  
ݕଵ ൌ ݕ଴ ൅ ݄ ⋅ ݂ሺݔ଴, ݕ଴ሻ ሺ	4.46 ሻ
Estableciendo: ݔଶ ൌ ݔଵ ൅ ݄, ݏe puede definir:  
ݕଶ ൌ ݕଵ ൅ ݄݂ሺݔଵ, ݕଵሻ ሺ	4.47 ሻ
De manera general, estableciendo   ݔ௝ ൌ ݔ௝ିଵ ൅ ݄, se define: 
ݕ௝ାଵ ൌ ݕ௝ ൅ ݄݂ሺݔ௝, ݕ௝ሻ ሺ	4.48 ሻ
Fijando h≠0, es posible obtener aproximaciones de la solución del problema de valores iniciales en 
los puntos ݔଵ, ݔଶ, … , ݔ௡ donde ݔ௜ ൌ ݔ௜ିଵ ൅ ݄, i=1,2,…, n, mediante el método recurrente: 










ሾ݂ሺݔ଴, ݕ଴ሻ ൅ ݂ሺݔଵ, ݕሺݔଵሻሻሿ/2 ሺ	4.50 ሻ
Se obtiene así  
ݕଵ ൌ ݕ଴ ൅ ݄2 ሾ݂ሺݔ଴, ݕ଴ሻ ൅ ݂ሺݔଵ, ݕሺݔଵሻሻሿ
ሺ	4.51 ሻ
Representando el nuevo valor por medio de ݖଵ ൌ ݕ଴ ൅ ݄ ⋅ ݂ሺݔ଴, ݕ଴ሻ la ecuación se convierte en: 




ݕ௝ାଵ ൌ ݕ௝ ൅ ݄2 ൣ݂൫ݔ௝, ݕ௝൯ ൅ ݂ሺݔ௝ାଵ, ݖ௝ାଵሻ൧
ሺ	4.53 ሻ
Siendo 
ݖ௝ାଵ ൌ ݕ௝ ൅ ݄ ⋅ ݂ሺݔ௝, ݕ௝ሻ,																			j	ൌ0, 1, 2… ሺ	4.54 ሻ
4.2.3. MÉTODO RUNGE‐KUTTA 
Los métodos de Runge‐Kutta (RK) son un conjunto de métodos iterativos (implícitos y explícitos) 
enfocados en  la  resolución de ecuaciones diferenciales ordinarias.  Fueron desarrollados por  los 
matemáticos Carl Runge y Martin Wilhelm Kutta, consiste en aproximar la integral sustituyendo el 
integrando por una parábola.   
Existen  variantes  del  método  de  Runge‐Kutta,  como  Runge‐Kutta  de  segundo,  tercer  y  cuarto 
orden,  se  dice  que  el  método  de  Euler  es un método  de  Runge  Kutta  de  primer  orden,  y  las 
parejas  de métodos  Runge‐Kutta  (o métodos  Runge‐Kutta‐Fehlberg).  Este  último  consiste  en  ir 









solución  del  problema  de  valores  iniciales  de  la  Ecuación  18  en  los  puntos ݔଵ, ݔଶ, … , ݔ௡	donde 
ݔ௜ ൌ ݔ௜ିଵ ൅ ݄,	i=1, 2,…, n, mediante el método recurrente:  
 
ݕ௜ ൌ ݕ௜ିଵ ൅ ଵ଺ ሺ݌௜ ൅ 2ݍ௜ ൅ 2ݎ௜ ൅ ݏ௜ሻ,											iൌ1,2,…,n ሺ	4.55	ሻ 
Donde: 
݌௜ ൌ ݂ሺݔ௜ିଵ, ݕ௜ିଵሻ݄	 ሺ	4.56	ሻ	




ݎ௜ ൌ ݂ ቀݔ௜ିଵ ൅ ଵଶ ݄, ݕ௜ିଵ ൅
ଵ
ଶ ݍ௜ቁh ሺ	4.58	ሻ	
ݏ௜ ൌ ݂ሺݔ௜ିଵ ൅ ݄, ݕ௜ିଵ ൅ ݎ௜ሻ݄ ሺ	4.59	ሻ	
4.3. DISEÑO INICIAL DE LOS MODELOS NEURONALES 




Para  cumplir  con  el  objetivo  de  este  proyecto  sólo  se  requiere  utilizar  aquellos  modelos  que 
presenten actividades en ráfagas, en las que se simula el potencial de membrana neuronal, pues 
se pretende que  la  implementación de estos modelos  sirva de base para  futuros desarrollos de 
circuitos híbridos en los que la comunicación entre la neurona biológica y la electrónica será más 
sencilla  si  se  lleva  a  cabo  mediante  transmisiones  de  potenciales  en  ráfagas.  También  es 
importante  que  las  distintas  implementaciones  aquí  desarrolladas  puedan  ser  simuladas  en 




En  este  proyecto  además  de  las  simulaciones  que  se  presentan  a  continuación,  también  se  ha 
llevado  a  cabo  la  implementación  de  los modelos  de Hindmarsh‐Rose  e  Izhikevich utilizando el 
sistema  RTAI,  COMEDI  y  la  Tarjeta  de  Adquisición.  Por  lo  tanto,  estos  nuevos  diseños  se  han 






Para  el  desarrollo  inicial  de  los  modelos  neuronales  se  ha  tenido  en  cuenta  las  posibles 
limitaciones  a  cumplir  con  el  objeto  de  posibilitar  el  diseño  de  futuros  circuitos  híbridos,  estas 
limitaciones son: 
 El uso de la DAQ (Tarjeta de Adquisición de datos), a partir de la cual todo el proceso de 
adquisición  de  señales  de  las  neuronas  vivas  y  el  envío  de  estímulos  presenta  una 
frecuencia de muestreo determinada. 
 
 Posibilidad  de  simulación  en  distintos  equipos  con  velocidades  de  procesamiento 
distintas. 
 
 Uso  de modelos  neuronales  cuyo  comportamiento  se  lleva  a  cabo  en  ráfagas  con  una 
duración en tiempo real que ha de ser entorno a un segundo. 
Teniendo  en  cuenta  los  puntos  anteriores,  la  implementación  de  los modelos  neuronales  debe 
realizarse  de  tal  manera  que  se  genere  una  ráfaga  de  potenciales  con  un  número  de  puntos 
determinado por la frecuencia de transmisión de la tarjeta de adquisición (DAQ) utilizada. En este 
proyecto  se  utilizará  la  tarjeta  de  adquisición  del  laboratorio  de  GNB,  la  cual  presenta  una 
frecuencia de 10kHz (véase apartado 3.2 para observar las características que presenta la tarjeta). 
Las  simulaciones  generarán  10.000  puntos  por  segundo,  los  cuales  contienen  el  valor  de 
potenciales de membrana. 
Es  importante  recordar que en este  capítulo  se  lleva a  cabo  la  implementación de  los modelos 
neuronales sin realizar  la  interacción bidireccional con  la neurona electrónica o  la neurona viva, 
las  simulaciones  generan  un  único  archivo  en  el  que  se  guardan  los  datos  de  salida 
correspondientes a los potenciales de membrana producidos por la neurona simulada. 
Para  que  se  puedan  realizar  las  simulaciones  en  distintos  equipos  se  impone  la  limitación  de 
tiempo de ejecución de una ráfaga en un tiempo aproximado a un segundo (tiempo real). Como 
podrá  observarse más  adelante,  los  modelos  neuronales  elegidos  se  ejecutan  de manera muy 
rápida, en tiempos  inferiores a un segundo, como es el caso del Mapa de Rulkov; o en tiempos 
muy  superiores  al  segundo  deseado,  en  este  caso  están  enmarcados  los  modelos  que  usan 
muchas  exponenciales  en  su  descripción,  lo  que  hace  que  sus  simulaciones  tomen  varios 




Teniendo  esto  en  cuenta,  se  plantean  dos  opciones  para  elegir  como  método  numérico  de 
resolución de los modelos: 















Teniendo  en  cuenta  las  limitaciones  planteadas  para  la  implementación  de  los  modelos,  el 




En  esta  etapa  se  ha  implementado  en  código  C  los  modelos  neuronales  de  Hodgkin‐Huxley, 
Nowotny et al., Fitzhugh‐ Nagumo, Eugene Izhikevich, Hindmarsh‐Rose y el Mapa de Rulkov y se 
han  representado  sólo  los  modelos  que  presentan  un  comportamiento  en  ráfaga  en  dicho 
potencial  en  un  tiempo  inferior  a  un  segundo  (modelos  rápidos),  siendo  los  adecuados  para 
implementar circuitos híbridos con neuronas que presentan actividad también en ráfagas.  




mismos  valores  que  en  éste  modelo.  Es  decir,  en  el  modelo  Hindmarsh‐Rose  se  consigue 
representar una ráfaga completa utilizando un paso de integración fijo de 0,001 (el paso mínimo 
considerado  adecuado  para  el  método  de  integración  de  Euler  en  este  modelo)  con  280.000 
valores por ráfaga (el número de puntos necesarios para representar una ráfaga es diferente para 
cada modelo).  El  tiempo  aproximado  de  ejecución  en  un  ordenador  con  un  procesador  Intel® 
Core™ i3‐4150 CPU @ 3.50GHz es de 0,2 segundos. Para permitir su comparación, la integración 
de  los  otros modelos  se muestran  en  la misma  escala  temporal  de  0,2  segundos,  utilizando  el 
método numérico de Euler y con el mismo paso de integración fijo. 




































































modelo de Hindmarsh‐Rose utilizando el método de Euler  con un paso de  integración  fijo de 0,001. En  la 
representación inferior se ha resuelto el modelo utilizando el método de Runge‐Kutta de cuarto orden con 





























producen  importantes  cambios  en  aspectos  temporales  de  las  simulaciones.  Se  ha  elegido  el 
método  de  Euler  por  las  características  que  presenta,  y  que  han  sido  expuestos  en  párrafos 







que  los modelos puedan cumplir  con  las  restricciones de  tiempo  real  impuestas por  la neurona 
viva.  En  las  siguientes  tablas,  se  observa  que  la  variación  del  paso  de  integración  aumenta  o 
disminuye el tiempo que tarda el modelo en calcular cada punto. 
































Tabla  4.6.  Se  representa  el  potencial  de membrana obtenido de  la  simulación del modelo  de Hindmarsh‐ 
Rose,  utilizando  el  método  de  Euler,  para  diferentes  valores  de  paso  de  integración  fijo  y  el  tiempo  de 
ejecución total en segundos, con el objetivo de elegir el valor de paso que mejor aproxime la simulación del 
modelo a un tiempo cercano pero  inferior de un segundo. Se representan un total de 280.000 puntos,  los 
cuales  para  el  modelo  de  Hindmarsh‐Rose  supone  la  simulación  de  una  ráfaga.    La  representación  (A.) 









































































































































































generados  en  cada  simulación  suceda  dentro  de  un  tiempo  determinado  para  que  se  pueda 
garantizar  su  correcta  ejecución  en  distintos  equipos  y  para  que  cumpla  las  restricciones  de 
tiempo real impuestas por la futura conexión con una neurona viva, siendo elegido el valor de un 
segundo aproximadamente. Por lo tanto, se ha recurrido a la función nanosleep () (véase ANEXO 
B)  para  realizar  las  paradas  entre  cada  punto  y  así  ajustar  el  tiempo  total.  A  su  vez,  se  han 
muestreado 10.000 puntos, valor determinado por la tarjeta de adquisición utilizada a 10kHz. 
Es importante destacar que para las implementaciones de los modelos utilizando RTAI y COMEDI, 







































En  el  caso  del  modelo  de  Hindmarsh‐Rose  su  simulación  utilizando  el  método  de  integración 
numérica de Euler, con un paso de integración de 0,001 genera 280.000 puntos, de los cuales son 






función que gestiona  las paradas del  sistema a  través del uso de  la  función nanosleep()  (véase 






Tabla  4.10.  Resultados  obtenidos  de  la  simulación,  utilizando  el  método  de  Euler,  de  los  modelos  de 
Hindmarsh‐Rose e  Izhikevich  con el método de parada 1, generándose 10000 puntos en un  tiempo de un 
segundo en tiempo real. Las columnas 2 y 3 de la tabla permiten comparar la diferencia de tiempos antes y 



























































pequeña  parada  en  cada  punto  según  su  tiempo  de  ocurrencia,  las  paradas  se  llevan  a  cabo 
solamente  con  los  puntos  seleccionados  en  el muestreo  para  ser  almacenados;  en  el  caso  del 
modelo de Hindmarsh‐Rose esto ocurre cada 28 valores, en Izhikevich ocurre cada 100 puntos. 
Por  lo  tanto, en  lugar de hacer paradas cada punto generado,  se obliga al  sistema que  sólo  los 











antes  y  después  de  aplicar  las  paradas  del  sistema.  La  imagen  superior  contiene  la  representación  del 
modelo Hindmarsh‐Rose  con paso de  integración  fijo  de  0,001  y muestreo  cada 28 puntos de  los  valores 








































































Después  de  demostrar  que  este  modelo  tiene  actividad  en  ráfagas,  es  necesario  resolver  el 
problema del  número de  puntos  que  se  necesitan  generar,  pues  es  necesario  que  los modelos 
cumplan con las restricciones impuestas por la neurona viva y por la frecuencia de 10 kHz a la que 
se ha decidido que trabaje la tarjeta de adquisición de datos. En la simulación de una ráfaga se ha 
podido  observar  que  se  generan  400  puntos,  y  no  existe  un  paso  de  integración  para  variar  y 























Después de aplicar  la  interpolación  lineal  se  comprueba que  se genera una  ráfaga completa de 












Con  el  objetivo  de  comprobar  que  las  implementaciones  de  los modelos  neuronales  funcionan 
efectivamente en distintos equipos, a continuación se muestran los resultados obtenidos para los 
dos PC cuyas características pueden observarse en el capítulo 3 Equipamiento. 
Las  simulaciones  iniciales  sin el ajuste de paradas de  tiempo para el PC de desarrollo  inicial del 
apartado 3.1.1 para el modelo de Hindmarsh‐Rose y el modelo de Izhikevich son:  
Tabla  4.13.  Representación  del  modelo  de  Hindmarsh‐Rose  y  el  modelo  de  Izhikevich  con  un  paso  de 























Tabla  4.14.  Representación  del  modelo  de  Hindmarsh‐Rose  y  el  modelo  de  Izhikevich  con  un  paso  de 
















Una de  las principales  restricciones planteadas en el desarrollo de  los modelos era  limitar  cada 
ejecución en un  tiempo determinado para que  se pudieran  llevar  a  cabo en diferentes equipos 























orden) con un paso de  integración fijo. Se puede observar  los resultados de  las simulaciones de 
los distintos modelos que ha permitido elegir sólo aquellos modelos neuronales que presentan un 




(10.000  puntos  en  tiempos  inferiores  a  un  segundo),    se  ha  recurrido  a  adaptar  el  tiempo  de 
ejecución de las simulaciones de los modelos mediante el uso de la función nanosleep(). 
En el  caso del Mapa de Rulkov,  ha  sido necesario utilizar  interpolación  lineal  para  aumentar  el 
número  de  puntos  generados  por  ráfaga.    Se  han  realizado  las  simulaciones  con  los  modelos 















de  Izhikevich y el Mapa de Rulkov, con el  fin de  llevar a cabo  la  interacción bidireccional con  la 
neurona electrónica en tiempo real o tiempo online. Para ello se hace necesario la adaptación del 
código al  sistema RTAI y el control de  la  tarjeta de adquisición, además de  la adaptación de  los 
parámetros propios de cada modelo, necesarios para conseguir el acoplamiento entre la neurona 
software y la neurona electrónica del laboratorio del GNB. 





A  continuación  se  procede  a  explicar  los  cambios  realizados  en  el  código  respecto  al  capítulo 
anterior,  la  adaptación  al  sistema  en  tiempo  real  y  al  uso  de  COMEDI,  y  la  configuración  final 







El  PC  del  laboratorio  del  GNB  tiene  instalado  el  sistema  RTAI  y  las  librerías  para  el  uso  de  los 
drivers de COMEDI, por  lo que  su  instalación y  configuración quedan  fuera del  alcance de este 
proyecto. 
En el apartado 3.4 del capítulo de Equipamiento se puede encontrar una descripción básica sobre 
COMEDI,  para  obtener  mayor  información  se  recomienda  acceder  al  siguiente  enlace: 
http://comedi.org/, donde se encontrarán varios ejemplos útiles para familiarizarse con su uso. En 
los modelos de Hindmarsh‐Rose e Izhikevich se ha añadido dos nuevas funciones, la primera, int 













 La  función  comedi_find_subdevice_by_type(comedi_t* device,  int type,  unsigned 
int start_subdevice)  intenta  localizar  un  subdispositivo  perteneciente  al  dispositivo 
Comedi, identificado en la función anterior como filename. La identificación comienza por 
































Otra modificación  añadida  afecta  a  la  función  inicial  que  contiene  el modelo matemático de  la 
neurona a simular. En este caso se añaden  las  llamadas de  inicialización y configuración para el 
uso del sistema RTAI, lo que permite llevar a cabo pruebas en tiempo real (véase apartado 3.3). 
Aprovechando  las  funcionalidades  aportadas  por  las  librerías  de  RTAI  y  COMEDI,  se  elimina  la 
función  encargada  de  llamar  a  la  función  nanosleep()  y  se  realiza  en  su  lugar  una  parada  del 
sistema  durante  0,0001ms  llamando  a  la  función  rt_task_wait_period()  cada  28  valores 
generados en el caso del modelo de Hindmarsh‐Rose, y cada 100 valores en el caso de Izhikevich; 
es  decir,  se  utiliza  la  idea  planteada  para  el  método  de  parada  2  explicada  en  el  apartado 
4.3.2.4.1.  En  este  caso  se  ha  comprobado  que  las  integraciones  se  producen  en  órdenes 
temporales de nanosegundos pues los modelos elegidos son rápidos. Por lo que se ha optado por 
utilizar un tiempo de parada del sistema constante, pero se podría volver a aplicar el método que 
se  ha  utilizado  en  las  simulaciones  del  capítulo  anterior  (antes  de  aplicar  RTAI  y  COMEDI), 
calculando  los  tiempos  en  los  que  se  generan  los  valores  y  deteniendo  el  sistema  el  tiempo 
restante hasta los 0,0001ms. 
Se sustituye el uso de la función gettimeofday() para medir el tiempo del sistema por la función 

















 Prueba  1:  Simulación  del  modelo  de  Hindmarsh‐Rose  sin  paradas  del  sistema.  Se 
transmite  a  la  tarjeta  de  adquisición  n  datos  que  permitan  representar  una  ráfaga 
completa en el modelo de Hindmarsh‐Rose. Para realizar una comparación con el modelo 
desarrollado  en  el  capítulo  anterior,  se  han  generado  280.000  valores  de  potencial  de 
membrana, ver figura 5.3.  
Los  resultados  obtenidos  permiten  comprobar  que  el  comportamiento  en  ráfaga  se mantiene. 
Comparando  la  representación obtenida en este  apartado  con  la obtenida  anteriormente en el 
apartado 4.4, en  la que  también se  llevaron a cabo  las  simulaciones del modelo de Hindmarsh‐ 
Rose en el PC del laboratorio del GNB, se observa que el uso de un sistema con RTAI disminuye los 














 Prueba  2:  Simulación  del  modelo  de  Hindmarsh‐Rose,  llevando  a  cabo  paradas  en  el 














anterior  ha  sido  modificado,  se  acaba  de  comprobar  que  el  comportamiento  de  dichas 




real  con una neurona externa  (neurona electrónica o neurona  viva).  También  se ha  validado el 





Uno  de  los  objetivos  del  proyecto  era  llevar  a  cabo  la  comunicación  entre  la  neurona 









Se  han  utilizado  las  prestaciones  que  aporta  el  uso  de  COMEDI  y  RTAI  para  la  simulación  en 
tiempo real de forma estricta; además de métodos de optimización, tanto en el código como con 
el uso de los parámetros. 













݀ݐ ൌ ݕଵሺݐሻ ൅ 3ݔଵ
ଶሺݐሻ െ ݔଵଷሺݐሻ െ ݖଵሺݐሻ ൅ ݁ଵ ൅ ࢍ૚૛ሺ࢞૛ሺ࢚ሻ െ ࢞૚ሺ࢚ሻሻ ሺ	5.1	ሻ	
݀ݕଵሺݐሻ
݀ݐ ൌ 1 െ 5ݔଵ
ଶሺݐሻ െ ݕଵሺݐሻ	 ሺ	5.2	ሻ	
݀ݖଵሺݐሻ
݀ݐ ൌ μሺെݖଵሺݐሻ ൅ ܵሺݔଵሺݐሻ ൅ 1.6ሻሻ
ሺ	5.3	ሻ	
 El índice 1 representa a la neurona software y el índice 2 a la neurona electrónica. 
 ݃ଵଶሺݔଶሺݐሻ െ	ݔଵሺݐሻሻ	representa  el  valor  total  de  la  corriente  que  llega  a  la  neurona 
software denotada por el índice 1. 
 ݃ଵଶ  representa  el  acoplamiento  eléctrico  entre  la  neurona  software  (1)  y  la  neurona 
electrónica (2). 





Para  llevar  a  cabo  la  comunicación  entre  las  dos  neuronas  se  transmite  hacia  la  neurona 
electrónica el valor ሺࢍ૛૚	ሺ࢞૚ሺ࢚ሻ െ	࢞૛ሺ࢚ሻ	ሻሻ , siendo ࢞૛ሺ࢚ሻ el valor que devuelve dicha neurona a 











Iniciada  la  comunicación  entre  ambas  neuronas,  la  neurona  electrónica  envía  el  valor  de  su 
potencial de membrana, el cual permite al código calcular el valor de corriente del acoplamiento 




para  realizar  la  comunicación  y  correcto  acoplamiento  entre  las  dos  neuronas  elegidas  en  el 
desarrollo de este proyecto: 








se  obtiene  de  la  necesidad  de  muestrear  sólo  10.000  valores,  impuesto  por  la 
frecuencia  elegida  para  utilizar  la  tarjeta  de  adquisición  (10kHz)  y  por  las 
restricciones  de  velocidad  de  la  neurona  electrónica,  por  lo  que  se  ha  elegido 
280.000  puntos  para  representar  una  ráfaga  en  el modelo  de  Hindmarsh‐Rose, 















	࢞૚ሺ࢚ሻሻ  ,  siendo    ࢍ૚૛  el  valor  de  acoplamiento  eléctrico  elegido,  ࢞૚ሺ࢚ሻ  el  valor  de 
potencial  de  membrana  de  la  neurona  software  y  ࢞૛ሺ࢚ሻ  el  valor  de  potencial  de 
membrana recibido desde la neurona electrónica. 
 










En  este  apartado  se  pueden  observar  los  resultados  obtenidos  en  el  proceso  de  comunicación 
entre la neurona software y la neurona electrónica, expuesto en el apartado anterior. 
Se  han  llevado  a  cabo  varias  pruebas  cambiando  el  valor  del  acoplamiento  electrónico.  Para 
obtener  buenos  resultados  y  poder  comparar  en  la  misma  escala  las  representaciones  de  los 





















eléctrica  entre  la  neurona  software  y  la  neurona  electrónica.  Ha  sido  necesario  realizar  varias 
simulaciones  con  distintos  valores  de  acoplamiento  g  para  obtener  el  valor  que  permite 
sincronizar ambas neuronas. 
En  las  siguientes  tablas  se  puede  observar  las  distintas  simulaciones  llevadas  a  cabo  con 
diferentes valores de acoplamiento.  La primera  fila corresponde al potencial de membrana que 
genera  la  neurona  electrónica,  la  segunda  fila  al  potencial  de  la  neurona  software,  a  ambas 
neuronas  se  les  está  aplicando  el  valor  de  una  corriente  con  el  objetivo  de  sincronizar  sus 
























































El  acoplamiento  se  ha  llevado  a  cabo de  la misma manera  que  en  el  caso  de Hindmarsh‐Rose, 
restando el valor de  la corriente  total al del potencial de membrana calculado; por  lo tanto,  las 
explicaciones del apartado 5.3.1 y del subapartado 5.3.1.1 también se aplican para este modelo, 
sólo  es  necesario  sustituir  las  ecuaciones  del  modelo  anterior  por  el  nuevo  a  simular.  A 













acoplamiento  eléctrico.  A  diferencia  del  modelo  de  Hindmarsh‐Rose  en  el  que  fue  necesario 
disminuir  4  veces  la  amplitud  de  la  corriente  enviada  a  la  neurona  eléctrica,  en  el  modelo 
Izhikevich se  reduce  la amplitud 6 veces y se desplazada hacia valores negativos, con objeto de 
poder  comparar  las  representaciones  de  los  potenciales  de  membrana  de  las  neuronas  que 
intervienen en la comunicación: ቀ௚ሺ௫ೞሺ௧ሻି௫ಶሺ௧ሻሻ࡭࢓࢖࢒࢏ ቁ െ ࢕ࢌࢌ࢙ࢋ࢚ 
Nuevamente,  las  siguientes  tablas  albergan  las  distintas  simulaciones  llevadas  a  cabo  con 
diferentes valores de acoplamiento en el circuito formado por la neurona software implementada 
con  el  modelo  de  Izhikevich,  y  la  neurona  electrónica.  Cada  imagen  muestra  los  valores 
superpuestos de los potenciales de membrana de ambas neuronas, en ellas se puede observar el 
cambio de comportamiento que se produce al variar el valor de la corriente utilizada. También se 
observa  el  valor  de  g  que  produce  una  mejor  sincronización.  Nuevamente,  se  ha  utilizado  el 
































Para  la  validación de  las  pruebas  de  comunicación bidireccional  entre  la  neurona  software  y  la 
neurona  electrónica  también  se  ha  adaptado  el  código  del  Mapa  de  Rulkov  (véase  apartado 
4.1.5): 
ݔ௡ାଵ ൌ ݂ሺݔ௡, ݕ௡ ൅ ݁ܫ௡ሻ ൅ ࢍ૚૛ሺ࢞૛ሺ࢚ሻ െ ࢞૚ሺ࢚ሻሻ ሺ	5.6	ሻ	
ݕ௡ାଵ ൌ ݕ௡ െ 	ߤሺݔ௡ ൅ 1ሻ ൅ ߤߪ ൅ ߤߪ௘ ܫ௡ ሺ	5.7	ሻ	
݂	ሺݔ, ݕሻ ൌ ൞
ߙ
1 െ ݔ ൅ ݕ, ݔ ൑ 0
ߙ ൅ ݕ,		 0 ൑ ݔ ൏ ߙ ൅ 1


































Tabla  5.4.  Representación  de  los  potenciales  de  membrana  de  la  implementación  del  Mapa  de  Rulkov 
(gráfica  roja)  y  la  neurona  electrónica  (gráfica  azul),  generados  en  el  circuito  establecido  mediante  la 
sinapsis  eléctrica  con  valor  de  acoplamiento  g=0,5.  La  imagen  de  la  izquierda  con ࢻ ൌ ૟  representa  el 
estado caótico del modelo. La de la derecha ࢻ ൌ ૝, representa el estado regular. 












funciones que hacen uso del  sistema RTAI, pero manteniendo  la  configuración de COMEDI que 
permite  el  uso  de  la  tarjeta  de  adquisición.  En  este  caso  no  se  puede  recurrir  a  las  funciones 
rt_task_wait_period()  y  rt_get_time(),  pues  pertenecen  a  las  librerías  de  RTAI,  por  lo  que  se 
vuelven  a  utilizar  las  funciones  nanosleep()  y  gettimeofday(),  tal  y  como  se  hizo  en  el  código 
implementado en el capítulo 4. 
En  el  apartado  4.4  se  comprobó  que  el  código  desarrollado  es  flexible,  y  se  puede  realizar  su 
simulación en equipos diferentes al utilizado para su desarrollo. En este apartado se comprueba 
que  las  implementaciones  siguen  funcionando  de  la manera  deseada,  aunque  no  se  utilice  un 
sistema en tiempo real como RTAI; permitiendo establecer la comunicación bidireccional con un 
buen  acoplamiento  entre  la  neurona  software  y  la  neurona  electrónica.  Para  llevar  a  cabo  las 





















el  uso de RTAI,  se  consigue  el  acoplamiento  en  la  comunicación  bidireccional  entre  la  neurona 
software y la neurona electrónica con una precisión temporal aceptable. Por lo que se deduce que 
en  el  caso  de  no  tener  acceso  al  uso  de  un  sistema  operativo  ampliado  con  RTAI  se  puede 
conseguir  la comunicación entre ambas neuronas en tiempo real, pues las implementaciones de 
los  modelos  se  han  llevado  a  cabo  de  manera  flexible,  se  ha  cumplido  con  las  restricciones 
impuestas por la neurona real utilizando un modelo de bajo coste computacional, imponiéndose 
la integración de 10.000 valores (se utiliza la tarjeta de adquisición de datos con una frecuencia de 














A  partir  del  código  desarrollado  a  lo  largo  de  todo  el  proyecto,  desde  las  primeras  pruebas 
implementadas en el PC personal hasta las modificaciones del código para su adaptación al uso de 
RTAI y COMEDI, se ha comprobado que se producen simulaciones en tiempo real, que se ejecuta 
una  ráfaga de 10.000 puntos  cada  segundo,  y que es posible el  acoplamiento entre  la neurona 
software a la neurona electrónica consiguiéndose sincronismo entre las mismas.  
En este apartado se validarán las pruebas de simulación de los circuitos híbridos implementados. 





dos  electrodos  que  conectan  a  la  neurona  viva  a  un  amplificador  de  señal.  Uno  de  estos 
electrodos  se encarga de  aplicar  la  corriente  a  la muestra  viva,  el  otro mide  los potenciales de 





caso  ha  sido  muy  importante  tener  en  cuenta  que  la  conexión  de  la  neurona  software  se  ha 
realizado hacia una neurona viva, por  lo que es un sistema cuyo comportamiento varía en cada 
simulación a causa de diferentes factores como puede ser la las propiedades del electrodo y de la 
preparación.  Cualquier  valor  de  corriente muy  alto  inyectado  a  la muestra  viva  puede  llevar  a 
perder su utilidad y provocar el fin de las pruebas con las muestras. 
Por  lo  tanto,  se  ha  utilizado  un  valor  de  acoplamiento  diferente  para  cada  neurona;  gVM 












݀ݐ ൌ ݕଵሺݐሻ ൅ 3ݔଵ
ଶሺݐሻ െ ݔଵଷሺݐሻ െ ݖଵሺݐሻ ൅ ݁ଵ െ ݃ଵଶሺሺݔଵሺݐሻ ൅ ࢕ࢌࢌ࢙ࢋ࢚ሻ െ ݔଶሺݐሻሻ	  ( 5.9 ) 
݀ݕଵሺݐሻ
݀ݐ ൌ 1 െ 5ݔଵ
ଶሺݐሻ െ ݕଵሺݐሻ  ( 5.10 ) 
݀ݖଵሺݐሻ













݀ݐ ൌ ݕଵሺݐሻ ൅ 3ݔଵ
ଶሺݐሻ െ ݔଵଷሺݐሻ െ ݖଵሺݐሻ ൅ ݁ଵ െ ݃ଵଶሺሺݔଵሺݐሻ ൅ ࢕ࢌࢌ࢙ࢋ࢚ሻ െ ݔଶሺݐሻሻ	 ( 5.12 ) 
݀ݕଵሺݐሻ
݀ݐ ൌ 1 െ 5ݔଵ





















datao=from_phys(gmv*(((v*ampli ) + offsetV)‐physical_value));   
   
 
El objetivo de estos cambios aplicados, es encontrar aquellos valores que mejor  sincronizan  los 
potenciales  de  membrana  que  ambas  neuronas  generan  al  estar  afectadas  por  una  corriente 
ࢍ૛૚ሺ࢞૚ሺ࢚ሻ െ	࢞૛ሺ࢚ሻሻ  en  el  sentido  desde  la  neurona  software  hacia  la  neurona  viva,  y  otra 
corriente de expresión ࢍ૚૛ሺ࢞૛ሺ࢚ሻ െ	࢞૚ሺ࢚ሻሻ en el sentido contrario. 
El uso de esta corriente (sinapsis eléctrica artificial) permite que la neurona software interfiera en 
el  comportamiento  de  la  neurona  viva  y  viceversa;  por  lo  tanto,  se  comprueba  que  existe  una 
comunicación  en  ambos  sentidos  entre  ambas  neuronas.  En  el  siguiente  apartado  se  puede 





























































































Tabla 5.8. En esta  comunicación  se utilizan dos electrodos  conectados a  la neurona viva. Un electrodo  se 



































































































misma  manera  que  en  el  apartado  anterior,  ajustando  los  parámetros  para  conseguir  el 
sincronismo entre ambas señales. 













azul  el  de  la  neurona  viva.  Las  imágenes  permiten  observar  el  cambio  de  comportamiento  de  ambas 























































































































llevado  a  cabo  la  comunicación  (sinapsis  eléctrica  artificial)  entre  ambas neuronas;  es  decir,  la 




variando  el  valor  de  los  ejes  de  representación  de  los  potenciales  de membrana,  aplicando  un 
cambio  de  amplitud  y/o  un  offset  al  valor  de  la  corriente,  y  los  parámetros  propios  de  cada 
modelo. 
En el caso de los circuitos  implementados con la neurona electrónica y  la neurona software,  los 
cambios  se  aplicaron  a  la  corriente  enviada  a  la  neurona  electrónica.  En  los  circuitos  híbridos 
(neurona software y neurona viva), los cambios se realizaron en la corriente que afecta al modelo 






Este  proyecto  ha  tenido  tres  objetivos  concretos.  El  primero    ha  sido  el  estudio  de  modelos 








1. Diseño:  Se  implementaron  varios  modelos  de  neuronas  propuestos  inicialmente, 
comparando los resultados de sus simulaciones, y eligiéndose sólo aquellos modelos que 







el  método  de  Euler  y  el  método  de  Runge‐Kutta  de  cuarto  orden.  Después  de 
comparar resultados se llegó a la conclusión de que ambos métodos presentaban 





 Elegir  el  paso de  integración más  adecuado.  En este  caso  se optó por  elegir  un 
paso  fijo para que  se  cumplieran  las  restricciones de  simulación en  tiempo  real 
marcadas por el comportamiento de  la neurona viva. Por  lo tanto, utilizando un 
paso  fijo  elegido  después  de  llevar  a  cabo  varias  pruebas,  los  modelos 
muestreaban  10.000  puntos  correspondientes  al  valor  de  su  potencial  de 
membrana, en un tiempo de 1 segundo, importante para las pruebas posteriores 
en las que se conectaría el modelo software al exterior utilizando una tarjeta de 
adquisición  de  datos  a  una  frecuencia  de  10kHz.  Además  se  impuso  que  los 
modelos  generaran  una  ráfaga  de  potenciales  de  acción  en  el  tiempo  de  1 
segundo,  la referencia temporal de  la preparación de neuronas vivas. En el caso 
del Mapa de Rulkov se generaban menos puntos de los deseados por ráfaga, por 









híbridos.  Los  modelos  de  neuronas  elegidos  presentaban  un  comportamiento 
rápido, muestreaban los 10000 puntos muy por debajo del segundo en el que se 
deseaba  que  sucediera.  Por  lo  tanto,  fue  necesario  implementar  un  sistema de 
retardo  para  que  cada  valor  se  generase  en  un  periodo  adecuado,  y  así    fuera 
posible la sincronización con la neurona viva. 
 
2. Desarrollo:    Elegidos  los modelos de neuronas  (Modelo de Hindmarsh‐Rose, Modelo de 
Izhikevich y el Mapa de Rulkov) que  iban a ser utilizados para  implementar  los circuitos 
híbridos  fue  necesario  adaptar  el  código  para  su  uso  con  la  neurona  electrónica  del 
laboratorio  del  GNB,  y  así  comprobar  que  el  muestreo  de  los  valores  se  realizaba  de 
manera correcta y que se podía conseguir sincronismo entre ambas neuronas, para ello se 
llevaron a cabo los siguientes pasos: 
 Se adaptó el  código desarrollado para  la  resolución de  los modelos neuronales, 
añadiendo las funciones necesarias para la conexión con la tarjeta de adquisición 
de datos del laboratorio del GNB, y para que su simulación se llevara a cabo sobre 





 Se  realizaron  varias  pruebas  transmitiendo únicamente  el  valor  de potencial  de 




 Se  añadió  un  valor  de  corriente  al  circuito,  por  lo  que  ambas  neuronas  se 





Por  lo  tanto,  desde  la  neurona  electrónica  se  recibía  un  valor  de  potencial  de 
membrana  y  a  partir  de  éste  se  calculaba  el  valor  de  corriente  utilizando  un 














3. Validación:    Comprobada  la  sincronización  entre  la  neurona  software  y  la  neurona 
electrónica y,  por lo tanto, la implementación de una sinapsis eléctrica artificial entre dos 
neuronas artificiales, se llevó a cabo la validación de los circuitos híbridos compuestos por 
una  neurona  artificial  (software)  y  una  neurona  viva,  comunicadas  a  través  de  una 
sinapsis eléctrica creada artificialmente. Para llevar a cabo la validación de estos circuitos 
se decidió utilizar el modelo de Hindmarsh‐Rose y el modelo de Izhikevich. 




un  Carcinus  Maenas  o  cangrejo  común,  conectando  la  muestra  viva  con 
electrodos  al  equipo  del  GNB  para  realizar  su  comunicación  con  la  neurona 
software a través de la tarjeta de adquisición de datos, tal y como se había hecho 








 Elegido el valor de corriente más adecuado,  se  llevó a cabo  la  interacción entre 
ambas  neuronas,  consiguiéndose  resultados  de  sincronismo muy  aceptables  en 
los  dos modelos  probados.  Se  validó  así  el  desarrollo  de  circuitos  híbridos  con 
neuronas  software  comunicados  bidireccionalmente  a  partir  del  uso  de  una 
sinapsis eléctrica artificial.   
 



















Para  continuar  con  el  desarrollo  de  este  proyecto  se  plantean  los  siguientes  trabajos 
complementarios: 





 Implementación  de  otros  modelos  neuronales  de  conductancias  más  realistas, 
principalmente de aquellos que presentan un comportamiento en ráfaga muy lento como 






























































































































































































































Para  observar  como  varia  el  comportamiento  del  modelo  de  Hodgkin‐Huxley  para  distintos 
valores dados a  la corriente externa  Iext se ha  llevado a cabo varias simulaciones, utilizando en 
todas  ellas  para  el  valor  de  las  variables  TIEMPO  =280  y  DT  (paso  de  integración)  =0,001  y  el 
método de Euler.   
TIEMPO  280  XK ‐77 mV area  1μcm2 
DT  0,001  xL ‐54,387 mV x ‐65,0 
Iext  Valor elegido (μA)  gNa 120 mS/cm2 m 0,053 
Cm  1 μF/cm2 gK 36 mS/cm2 h 0,6 
























TIEMPO  280  Iext  0,5 
DT  0,001  a  0,7 
v  1.606562  b  0,8 
w  0.038222  tao  12,5 









































    z=z1;       
  } 
 Valor de las variables utilizadas 
TIEMPO  280  S  4 
DT  0,001  x  ‐1.464213 
MU  0.0021  y  ‐9.771895 
e  3.0 (Regular)  z  2.795284 
El modelo HR presenta un comportamiento regular para e=3.0 y no regular en el caso en el que la 
variable e=3,281.  
En  algunas  representaciones  de  este  modelo,  la  variable  aquí  llamada  e  es  nombrada  con  el 
nombre I de corriente externa. 
Utilizando los datos de la tabla anterior, se  lleva a cabo dos simulaciones con TIEMPO=4000, en 













Tabla  10.2.  Resultados  obtenidos  de  la  simulación  del  modelo  de  Hindmarsh‐Rose.  La  imagen  superior 





















      x1=ALPHA/(1‐x)+y; 




      x1=ALPHA+y; 




      x1=‐1.; 
      y1=y‐MU*(x+1‐SIGMA); 
    }   
  } 
 Valor de las variables utilizadas 
TIEMPO  280  MU 0,001 x1 ‐1.958753 













      v=c; 









TIEMPO  280  u  0.346447  c  ‐50 
DT  0,001  a   0,02  d  2 





Así,  se  puede  representar  el  comportamiento  de  neuronas  corticales  excitatorias  y  neuronas 
corticales inhibitorias. Además, este modelo permite reproducir neuronas tálamo‐corticales, que 
proveen una gran parte de la entrada a las neuronas  de la corteza.  










































































































































En  el  desarrollo  del  código  para  cada  modelo  se  han  utilizado  las  siguientes  funciones 
gettimeofaday y nanosleep, correspondientes a las mediciones del tiempo y esperas. 
Para  describir  estas  funciones  se  ha  recurrido  a  la  información  literal,  obtenida  de  la  sección 
correspondiente del Manual del Programador de Linux (MAN). 
11.1.1. FUNCIÓN GETTIMEOFDAY( ) 




































































Retarda  la ejecución del  programa durante al menos el  tiempo especificado en*req.  La  función 
puede  regresar  antes  si  se  ha  mandado  una  señal  al  proceso.  En  este  caso,  devuelve  ‐1, 
pone errno a EINTR,  y  escribe  el  tiempo  restante  en  la  estructura  apuntada  por rem a menos 





































La  implementación actual  de nanosleep está basada en el mecanismo normal del  temporizador 
del núcleo, que tiene una resolución de 1/HZ s (i.e., 10 ms en Linux/i386 y 1 ms en Linux/Alpha). 





Como  algunas  aplicaciones  requieren  pausas  mucho  más  precisas  (p.  ej.,  para  controlar  algún 
hardware que requiere respuestas en tiempo real), nanosleep también es capaz de pausas cortas 
de  alta  precisión.  Si  el  proceso  se  planifica  bajo  una  política  de  tiempo  real 
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12.2. PLIEGO DE CONDICIONES 
Este  documento  contiene  las  condiciones  legales  que  guiarán  la  realización,  en  este  proyecto, 
Modelos de neuronas artificiales en software para su uso en preparaciones de electrofisiología. 
En  lo que sigue, se supondrá que el proyecto ha sido encargado por una empresa cliente a una 
empresa  consultora  con  la  finalidad  de  realizar  dicho  sistema.  Dicha  empresa  ha  debido 
desarrollar  una  línea  de  investigación  con  objeto  de  elaborar  el  proyecto.  Esta  línea  de 
investigación,  junto  con  el  posterior  desarrollo  de  los  programas  está  amparada  por  las 
condiciones particulares del siguiente pliego.  
Supuesto que  la utilización  industrial de  los métodos recogidos en el presente proyecto ha sido 
decidida  por  parte  de  la  empresa  cliente  o  de  otras,  la  obra  a  realizar  se  regulará  por  las 
siguientes: 
12.3. CONDICIONES GENERALES  

























de  base  para  la  contratación,  a  las modificaciones  autorizadas  por  la  superioridad  o  a  las 
órdenes  que  con  arreglo  a  sus  facultades  le  hayan  comunicado  por  escrito  al  Ingeniero 
Director de obras siempre que dicha obra se haya ajustado a los preceptos de los pliegos de 















estime  justa  y  si  la  Dirección  resolviera  aceptar  la  obra,  quedará  el  contratista  obligado  a 
conformarse con la rebaja acordada. 
 
10. Cuando  se  juzgue  necesario  emplear  materiales  o  ejecutar  obras  que  no  figuren  en  el 
presupuesto de  la contrata,  se evaluará su  importe a  los precios asignados a otras obras o 
materiales análogos si los hubiere y cuando no, se discutirán entre el Ingeniero Director y el 
contratista,  sometiéndolos  a  la  aprobación  de  la Dirección.  Los  nuevos  precios  convenidos 
por uno u otro procedimiento, se sujetarán siempre al establecido en el punto anterior.  
 
11. Cuando el  contratista,  con autorización del  Ingeniero Director de obras, emplee materiales 
de  calidad  más  elevada  o  de  mayores  dimensiones  de  lo  estipulado  en  el  proyecto,  o 
sustituya una clase de fabricación por otra que tenga asignado mayor precio o ejecute con 





12. Las  cantidades  calculadas  para  obras  accesorias,  aunque  figuren  por  partida  alzada  en  el 
presupuesto  final  (general),  no  serán abonadas  sino a  los precios de  la  contrata,  según  las 




como  a  los  Ingenieros  Técnicos,  el  importe  de  sus  respectivos  honorarios  facultativos  por 
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17. La fecha de comienzo de las obras será a partir de los 15 días naturales del replanteo oficial 
de  las mismas y  la definitiva, al año de haber ejecutado  la provisional, procediéndose si no 
existe reclamación alguna, a la reclamación de la fianza. 
 






















la administración el  importe de  los gastos de conservación de  la misma hasta su recepción 
definitiva  y  la  fianza  durante  el  tiempo  señalado  como  plazo  de  garantía.  La  recepción 
definitiva  se  hará  en  las  mismas  condiciones  que  la  provisional,  extendiéndose  el  acta 
correspondiente.  El  Director  Técnico  propondrá  a  la  Junta  Económica  la  devolución  de  la 
fianza al contratista de acuerdo con las condiciones económicas legales establecidas.  
 
23. Las  tarifas para  la determinación de honorarios,  reguladas por  orden de  la  Presidencia  del 









La  empresa  consultora,  que  ha  desarrollado  el  presente  proyecto,  lo  entregará  a  la  empresa 
cliente  bajo  las  condiciones  generales  ya  formuladas,  debiendo  añadirse  las  siguientes 
condiciones particulares:  
1. La  propiedad  intelectual  de  los  procesos  descritos  y  analizados  en  el  presente  trabajo, 








3. Cualquier  tipo de  reproducción aparte  de  las  reseñadas en  las  condiciones  generales,  bien 
sea para uso particular de  la empresa cliente, o para cualquier otra aplicación, contará con 









6. Si  el  proyecto  pasa  la  etapa  de  desarrollo,  cualquier modificación  que  se  realice  sobre  él, 






8. Si  la  modificación  no  es  aceptada,  por  el  contrario,  la  empresa  consultora  declinará  toda 
responsabilidad que se derive de la aplicación o influencia de la misma.  
 









auxiliares  que  fuese  necesario  desarrollar  para  dicha  aplicación  industrial,  siempre  que  no 
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haga  explícita  renuncia  a  este  hecho.  En  este  caso,  deberá  autorizar  expresamente  los 
proyectos presentados por otros.  
 
12. El  Ingeniero  Director  del  presente  proyecto,  será  el  responsable  de  la  dirección  de  la 
aplicación  industrial  siempre  que  la  empresa  consultora  lo  estime  oportuno.  En  caso 
contrario, la persona designada deberá contar con la autorización del mismo, quien delegará 
en él las responsabilidades que ostente. 
