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ABSTRACT 
We present a “local” analog of Lyapunov’s theorem which characterizes n by n 
matrices whose eigenvalues lie in the open left half plane. This allows the character- 
ization of pairs of stable matrices A, I3 such that the sum A + aB is stable for all real 
lY>o. 
0. INTRODUCTION 
Let a(A) denote the set of eigenvalues of A E M,(C), the n by n complex 
matrices, and define the class of “stable” n by n matrices by 
Also let 
L,-{AEM,(C):hEu(A)=+Re(A)<O}. 
E,={PEM,,(C):P’=P>O}. 
Then Lyapunov’s theorem [6] characterizes L, in the following way: 
AEL,, ifandonlyifthereisaPEZ,suchthat PA+A*P=-1. (1) 
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An alternative version [2] of Lyapunov’s theorem may be stated in terms of 
Hermitian quadratic forms: 
AEL,, if and only if there is a P E Z, such that Re( x’PAx) < 0 
for all OfrEC”. 
This second version says simply that the open convex cone 
lZ(A)r{PEZ,:O#xEC”= >Re(x*PAr)<O} 
(2) 
is nonempty. Thus Lyapunov’s theorem is global in that we are obligated to 
produce one positive definite Hermitian P which works for all Ofx E C”. In 
order to provide a characterization of pairs A, B EL, such that 
for all LY > 0, we give a local analog of (2) which is an alternative characteri- 
zation of L,. 
1. A LOCAL LYAPUNOV THEOREM 
DEFINITION For A E i’t4, (C), x E C”, let 
f,(A,x)={P*=P>O:Re(x*PAx)<O}. 
OBSERVATION. Each of the following properties is easily proven: 
(i) c(A,ax)= ~(A,x) for all 0#a~C, 
(ii) if A is nonsingular, 
!?(A-‘,x)= C(A,A-‘x), 
(iii) if S E M,(C) is nonsingular, 
l?(SAS -‘,x)= S*e(A,S -‘,)S. 
(iv) Either l? (A,x) = 0 or c (A,x) is a convex cone, open in Z,. 
LEMMA 0. Given A E M,(C), 0 # x E C”, we have 
;:i, 
I? (A, x) = Z, if and only if Ax = Ax and Re(A) < 0; 
l? (A, X) = 0 if and only if Ax = hx and Re(X) > 0; and 
(vii) for all O#X E C” which are not eigenvectors of A, and all P EC,, 
either PEC(A,X) orPE I??(-A,x),the closure of c(-A,%) in 
Z n* 
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Proof All of (v), (vi), ( vu are similar. To prove (v), for example, first “) 
suppose Ax= Xx and Re(h) < 0. Then for any P E Z,, 
Re(x*PAx)= Re(x*P(hx)) = Re(h)x*Px <O, so that Z, = e (A,x). On the 
other hand, suppose Ax#Xx for any complex number X. Then it suffices to 
note that for x and y (= Ax) linearly independent, a P E Z, may always be 
constructed so that Re(x*Py) > 0. To see this, pick S, nonsingular, so that 
sy= 1 and Sx= 
. - 
Xl 
x2 
0 
0 
_ - 
where x,#O. It is then straightforward to calculate an appropriate P, thus 
showing that C (A,x)#Z,. Thus (v) is proven, and (vi) and (vii) are similar. 
q 
It now follows from Lemma 0 that 
THEOREM 1. We have 
A E L,, if and only if fl(A, x) # 0 for all 0 # x E C”. (3) 
REMARK. Theorem 1 is the “local version” of Lyapunov’s theorem, and 
it is apparent that for A E M,(C) 
e(A)= l-J C(A,x). 
OZXEC” 
It is then a somewhat remarkable phenomenon that 
C(A,x)#(a for all O#xEC” 
if and only if C(A) # 0. 
2. STABILITY OF SUMS 
We shall make use of two lemmas. 
LEMMA 1. For all (Y > 0, all A E M,,(C), and all x E C”, 
I’+A,x)= C(A,x). 
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x*P(aA)x= cur*PAx. 
H 
LEMMA 2. For all A,B E M,,(C) and all x E C”, 
C(A,x)n C(B,x)cC(A+B,x)cC(A,x)u t(B,x). 
Proof. The first containment follows from the fact that if Re(x* PAX) < 0 
and Re(x*PBr) < 0, then Re(x*P(A + B)x) <O. The second reflects the fact 
that if Re(x*P(A+B)x)<O, th en at least one of Re(x*PAx) or Re(r* PBx) 
must be negative n 
THEOREM 2. Suppose A, B EL,. Then A+aBEL, for all a>0 if and 
only if c(A,x)n C(B,x)#0 for all O#xEC”. 
Proof. Suppose C (A, x) n C (B, x) # 0 for all 0 # x E C”. Given (Y > 0, for 
any O# XE C” we have, by Lemmas 1 and 2, that e (A + aB,x)#0. Thus, 
by Theorem 1, A+aBEL,. 
Conversely, suppose that A + aB EL,, for all cx >O, that O#x E C” is 
arbitrary and that P E c (A,x) and Q E c (B, x). Then there is some (pi > 0 
such that P E C (A + cwB, x) for 0 < (Y < (pi, and there is some (us > 0 such that 
Q E C (A + cwB,x) for (Y > oz. Now c (A + (YB, x) is a continuous, set valued 
function of cr > 0 and is nonempty for all (Y > 0 because of Theorem 1. Also, 
C(A + a~,~) c ?(A,~) u I 
for all LY > 0, and C (A,x) and C (B,x) are open sets. If it were true that 
c(A,x)n C(B,x)=0, then either 
(4 ~(A+~B,x)cC(A,X) for all (Y > 0, 
or 
(ii) C(A + cuB,x) c l?(B,x) for all (Y >O. 
However, these cases are both impossible, since 
C(A,x)n C(A+cuB,x)#0 forO<cr<a, 
and 
e(B,x)n C(A+aB,x)#0 for (Y > (~a. 
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We conclude that 
f$tx)n C(&~)#(ZI, 
which completes the proof. W 
REMARK. In the context of Theorem 2 it should be noted that none of 
the following three similarly attractive statements about A,B EL, is valid, 
since 2 by 2 counterexamples may be constructed in each case: 
(i) A+BEL, if andonlyif 
C(A)n f(B)Z0; 
(ii) A+crBEL,,forallcu>Oifandonlyif 
f@)n C(B)%; 
(iii) A+BEL,, if and only if 
EXAMPLE 1. Let 
and B=-[(: -:“I. 
Then A+aB= - 1+a - 10a 
10 1 1+a ’so that - Tr(A + aB) > 0 and det(A + 
aB) > 0 for all (Y > 0. Thus A + aB E L, for all (Y > 0. However, if 
P= f 
L 1 i , then PEC(A) implies b<&, while PE k?(B) implies b>25. 
Therefore C (A) n C (B) = 0, 
statements (i) and (ii) above. 
and this A and B provide a counterexample to 
EXAMPLE 2. Let 
A=--[:: io] and B=-[(: ;‘I. 
42 CHARLES R. JOHNSON 
Then A+BE&, but A+20B$Z&, so that c(A,x)n i?(B,x)=PI for some 
O# x E C2. This A and B thus provide a counterexample to statement (iii) 
above. 
We note two corollary facts of interest which are now clear. 
COROLLARY 1. Suppose A = ( uij), B = ( bii) satisfy - Re( a,,) > z 1 uiil and 
iti 
-Re(b,,)> x I$\, i=l,...,n. Then for each O#xEC”, there is a P*=P 
j#i 
>0 such that 
Re(x*PAx) <0 and Re(x*PBx) <O. 
Proof. By Gersgorin’s theorem, a(A + c&I) is contained in the open left 
half plane for all (Y >O, and therefore A + cuB EL, for all (Y > 0. Since 
A, B EL, it follows from Theorem 2 that l.? (A,x) n c (B,x)#Q for all 
0 # x E C”, and this is equivalent to the conclusion of the corollary. n 
COROLLARY 2. The sum A+BjjiL, if and only if there is a O#xEC” 
such that for each P E C (A, x) u I? (B, x), 
Re(x*PAx) > -Re(x*PBx). 
Proof. This follows from Theorem 1 and Lemma 2. n 
3. ADDITIONAL REMARKS 
We close by mentioning two special classes of stable matrices and a 
problem in the context of Theorem 1. 
If A EL, satisfies DA EL,, for all positive diagonal matrices D, then A is 
called D-stable [3]. If A further satisfies HA E L, for all H* = H > 0, then A 
is called H-stable [1,5]. Because of Theorem 1, it follows that 
(i) A is H-stable if and only if for each H* = H >0 and each O# x E C” 
there is a P* = P > 0 such that Re(x*PHAx) < 0, and 
(ii) A is D-stable if and only if for each positive diagonal matrix D and 
each 0 # x E C” there is a P* = P > 0 such that Re(x*PDAx) < 0. 
In [4] all B EL, with the property that C (B) = C(A) are characterized 
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for a given AEL,,. Analogously, suppose the f, (A,r) are known for all 
x*x = 1. To what extent do they characterize A? 
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