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Abstract
Pose and illumination variation in Face Recognition (FR) is a problem of fundamental importance in computer vision. We propose
to tackle this problem by using Chirp Z-Transform (CZT) and Goertzel algorithm as preprocessing, Block-based feature extraction
and Exponential Binary Particle Swarm Optimization (EBPSO) for feature selection. Every stage of the FR system is examined
and an attempt is made to improve each stage. The unique combination of CZT and Goertzel algorithm is used for illumination
normalization. The proposed feature extractor uses a unique technique of Block based Additive Fusion of the image. EBPSO is a
feature selection algorithm used to select the optimal feature subset. The proposed approach has been tested on four benchmark
face databases, viz., Color FERET, HP, Extended Yale B and CMU PIE datasets, and demonstrates better performance compared
to existing methods in the presence of pose and illumination variations.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication
Technologies (ICICT 2014).
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1. Introduction
Owing to increasing threats related to security, surveillance, identity veriﬁcation and other numerous medical ap-
plications, Face Recognition (FR) plays a crucial and mitigating role in today’s world. There are a number of methods
that presently exist for FR1. FR techniques can be mainly divided into three subdivisions, namely, preprocessing,
feature extraction and feature selection. Eﬃcient face recognition systems rely on good feature extraction and fea-
ture selection techniques. Feature extraction is a technique that helps remove the redundant data, retaining the data
that is necessary. Feature extraction can be mainly classiﬁed into Geometric based techniques and Statistical based
techniques. Statistical approaches such as such as Principle Component Analysis (PCA), Independent Component
Analysis (ICA) and Linear Discriminant Analysis (LDA) make use of algebraic methods whereas, the Geometric
based techniques deal with the face as structural entity by representing the face as as set of distances and angles be-
tween the characteristic face components. Transformation based extraction techniques like Discrete Cosine Transform
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(DCT), Discrete Fourier Transform (DFT) and Discrete Wavelet Transform (DWT) are gaining immense popularity
for their eﬃcient feature extraction2.
The rest of the paper is organized in the following manner. Descriptions about Contributions, Related works and
Preprocessing are given in Sections 2, 3 and 4 respectively. Section 5 explains the Proposed Methodologies. An
overview of the Euclidean classiﬁer is depicted in Section 6. Section 7 gives the Experimental results and ﬁnally
Conclusions in Section 8.
2. Proposed Contributions
1. Chirp Z-Transform (CZT) and Goertzel algorithm as Preprocessing: The proposed novel preprocessing
technique uses a combination of CZT and Goertzel algorithm applied to individual blocks of image. This
unique combination performs illumination normalization of the image.
2. Block Based Additive Fusion for Feature Extraction: The proposed additive block based technique involves
dividing the image into blocks of same size and superimposing (additive fusion) them together to form one
resultant block. This resultant block contains the important features of all the individual blocks, embedded into
the size of a single block and thus helps conﬁne the problem to dimensions of a single block.
3. Exponential Binary Particle Swarm Optimization (EBPSO) for Feature Selection: This paper proposes
EBPSO for selection of features. The sigmoidal function is changed to Exponential Integral function. This
signiﬁcantly reduces the number of features selected and gives improved performance as compared to normal
BPSO algorithm.
3. Related works
Transformation based feature extraction has evolved in recent times. Some of the most popular methods involve
the usage of DCT and DWT2. Various techniques have been employed to optimize the DWT based feature extraction.
One such technique is thresholding3. Modiﬁcations were also made to the DCT technique by dividing the image
into blocks and applying DCT to individual blocks4. Another feature extraction technique called Stationary Wavelet
Transform (SWT) was used to overcome the pose related problems5. Frequency spectrum can also be used for feature
extraction6. A method based on facial symmetry and DCT can also be used as a feature extractor7. Innovative prepro-
cessing techniques were also employed to improve the FR system. Background removal based on entropy is a good
preprocessing technique5. Background removal using K-means clustering can also be employed as a preprocessing
technique8. Another eﬃcient preprocessing method was to use a LaplacianGradient masking process9. To combat
illumination variations, only the dark portion of the image was selectively enhanced, keeping the brighter regions
untouched. This is called selective enhanced illumination technique3. DWT, Singular Value Decompostion (SVD)
and CZT was used for watermarking10. This algorithm ﬁrst converts the time domain image into frequency subbands
using DWT, then these sub-bands are converted to Z domain by using CZT and ﬁnally watermarked by SVD. CZT
can be applied to process MRI data11.
a b c d e
Fig. 1 Preprocessing steps applied to a Color FERET image. (a) original image resized to 64×96 pixels; (b) Result of GIC on (a); (c) Result of Blur
on (b); (d) Result of Decorrelation Stretching on (c); (e) Result of AHE on (d).
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4. Image Preprocessing
In the real world, often problems are encountered where images of the same person may not appear the same due
to inadequate illumination, diﬀerent poses, expression and other variations. Diﬀerent backgrounds in various images
can aﬀect the recognition signiﬁcantly. Image preprocessing is performed to eliminate illumination, pose and other
variations and thus helps to improve the Average Recognition Rate (ARR). It usually involves steps like histogram
equalization, background removal, illumination normalization etc. There are various preprocessing steps that are used
in face recognition algorithms12,13. There are various methods to reduce the problem of inadequate illumination, some
of which are gamma correction, log transform, histogram equalization etc. Gamma Intensity Correction (GIC) and
Log Transformation (Log) perform similar tasks of brightening an image14.
Another important concern in real time face recognition is that most images are corrupted by noise. An eﬀective
noise reduction technique called Gaussain Blurring (Blur) can be used for ﬁltering the noise. By blurring the image
using a low pass Gaussian ﬁlter, the amount of noise is signiﬁcantly reduced. The advantage of using Gaussian ﬁlter
is that it has a smooth and natural transition. This ﬁltering has a two-fold advantage as it performs eﬀective noise
reduction as well as it preserves the edges of the image.
Contrast variation in images makes it diﬃcult for the face recognition system to perform eﬃciently. Some images
are dark, others are bright, some have a lot of detail in small range of intensity levels, i.e., the image intensity levels
are not uniformly distributed. To overcome this, many contrast adjustment techniques such asHistogram Equalization
(HE) and Adaptive Histogram Equalization (AHE) can be used. HE is a technique which distributes or spreads out
the intensity of the image bringing uniformity in it’s intensity distribution thereby making it uniform. AHE is another
contrast improvisation technique in which many histograms are plotted for various regions of the image. This is
suitable for improving local contrast of the image.
Decorrelation Stretching (DCS) is a linear pixel wise operation in which the output parameters depend on values
of the actual and target image statistics. It aims at removing the correlation among the various bands in an image. To
achieve this, ﬁrst the linear transformation that results in removal of correlation amongst the vectors in the transformed
space is obtained by rotating the co-ordinate system of original vector space. Within the rotated or eigen space each
component is rescaled by normalizing the variances of the vectors. Then it is rotated back to the original co-ordinate
system.
The algorithm can be written in terms of an equation as in Eq. 115. The vector α contains the value of given pixel
in each subband of input image. This is transformed to β corresponding to the output image.
β = μtarget + σtargetVSV ′inv(σ) ∗ (α − μ) (1)
where,
μ : actual mean, μtarget : target mean σtarget : target standard deviation,
V : orthogonal matrix that transforms eigen decomposed correlation matrix to eigen value matrix
S : Stretch factor which is the inverse of square root of eigen value, V ′ : Inverse of V matrix.
Table 2 illustrates the experimental results for various combinations of preprocessing techniques used for Color
FERET, HP, CMU PIE illumination and Extended Yale B databases. It is evident from the Table 2a that the maximum
ARR for Color FERET database is obtained for the combination as depicted in Fig. 1. This combination was used
throughout for Color FERET database. Similarly, whichever combination gave maximum ARR is chosen for all
databases.
5. Proposed Methodologies
5.1. CZT and Goertzel algorithm as preprocessing
CZT computes the Z transform at M points in a Z-plane. The Goertzel algorithm is most useful when an N point
DFT is to be computed using less number of coeﬃcients. The CZT algorithm transforms the image into Z domain.
When Goertzel algorithm is applied to this transformed image, acts as a reconstruction algorithm to the image. The
reconstruction produces an image that is inverted with respect to its original.
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Fig. 2 The eﬀect of CZT and Goertzel algorithm on
an image taken from the Color FERET database.
The image is rotated to get an upright image after
Goertzel algorithm is applied on it.
Fig. 3 Stage I Image Preprocessing,; Stage II & III - Block diagram of proposed
feature extraction method; Stage IV Proposed BPSO.
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Fig. 4 Pose invariant characteristics exhibited by additive block-
based feature extractor where the stem plot is almost similar for
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Fig. 5 Illumination invariant characteristics exhibited by additive
block-based feature extractor where the stem plot is almost similar
for diﬀerent illumination conditions.
The combination of CZT and Goertzel algorithm performs illumination normalization of image. The normalized
image, as shown in Fig. 2, is obtained after the reconstruction.
5.2. Additive Block Based Feature Extraction method
In this novel feature extraction method, the image is divided into blocks of same size and then added as illustrated
in Fig. 3. The number of blocks and the size of each block is dependant on the number of rows of the preprocessed
image. For an image of size m×n the number of blocks can be arbitrarily chosen to be multiples of m keeping the
size of each block same. In case the number of blocks is not an exact multiple of the number of rows, additional rows
with zero values can be added to obtain the exact multiple. The idea is also to keep an optimum number of features
that need to be extracted. In this paper, three ways of dividing the image is employed, i.e., division into 4, 8 and 16
blocks. The proposed method of preprocessing, feature extraction and feature selection is as illustrated in Fig. 3.
The input image is ﬁrst divided into speciﬁc number of blocks of same size. CZT is then applied individually to
these blocks. This is followed with application of Goertzel algorithm on each block. This combination is used as
preprocessing technique to enhance the image.
These blocks are then superimposed to give a single block fromwhich the features are selected. Since the individual
blocks are all added ﬁnally the eﬀect of padding zeros does not to contribute to any anomaly in the feature extraction
process.
Images with pose variance have less correlation among their blocks. Therefore, to overcome the pose variance
problem, images have to be divided into 16 blocks. Results show that for pose variant databases, the maximum ARR
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is obtained for 16 blocks. This is due to the fact that 16 blocks has combined most of the features present individually
in each of the blocks.
On the other hand, the illumination variant images have high correlation among the blocks since there is no variation
in pose. Therefore, dividing these images into 4 blocks proved to be suﬃcient. In this case, dividing the image into
16 blocks proved to have lower ARR as compared to division of image into 4 blocks.
The correlation among the blocks of the image is lost when the columns of the image are divided. Therefore, to
preserve symmetry of the face only rows are divided. The eﬀect of proposed additive block-based method on pose
and illumination variant images are as shown in Fig. 4 and Fig. 5.
As can be seen from the ﬁgures, the stem plots of the images after application of block based method which are
almost similar, underlines the fact that Additive Block Based method can be used as feature extraction technique for
recognition in both pose variant and illumination variant images.
Fig. 6 shows how the image is divided into 8 blocks and each block is processed individually. These are then
added to obtain the resultant block. This resultant block is then passed to the feature selector for feature selection. The
advantages include selecting only optimum number of features which greatly reduces complexity and computational
time. Memory requirement for this exercise is less because only necessary features are extracted.
The more the number of blocks, lesser the number of features extracted because the size of each block and hence
the resultant block reduces. However it is also necessary to maintain an optimum number of features and not increase
the number of blocks randomly. This would ﬁnally fail to produce good recognition. The features that are extracted in
the above process are subjected to Feature Selection technique by Exponential Binary Particle Swarm Optimization
(EBPSO) which helps in further reduction of features.
5.3. Exponential Binary Particle Swarm Optimization (EBPSO) for feature selection
Particle Swarm Optimization is a computational technique proposed by Eberhart and Kennedy16, which aims at
optimizing a problem by improving a candidate solution with respect to the measure of quality, usually known as
ﬁtness function, iteratively. Originally intended for collaborative or collective behaviour simulation, this was later
used in computer science ﬁeld as an optimizer.
This algorithm basically involves a set of possible solutions, called “particles”. These particles are made to search
the solution space for optimum solution based on the conditions, described by the ﬁtness function. Each particle is
identiﬁed by its position and is associated with a velocity. It can be used as feature selector2. With each iteration,
each particle is subjected to ﬁtness function evaluation. The outcome of the evaluation is then compared with the
best previous outcome of the particle and the best outcome of the entire set of particles, called the swarm. From
this computation two parameters, i.e., personal best and global best emerge. Personal best is the best outcome of the
corresponding particle and global best is the best outcome of the entire swarm. The particles then evolve by updating
their position and velocity according to the following equations, Eq. 2 and Eq. 316.
Vt+1i = ω ∗ Vti + c1 ∗ rand1 ∗ (pbest − Xti ) + c2 ∗ rand2 ∗ (gbest − Xti ) (2)
Xt+1i = X
t
i + V
t+1
i (3)
where, Xt+1i : Predicted position of particle,
Xti : Current position of particle,
Vt+1i : Estimate of velocity calculated from Eq. 2,
pbest is the particle best solution, gbest is the best solution of the swarm or the global best solution and ω is the inertia
weight. This procedure is continued till the termination condition is reached.
In the binary version of the above algorithm17, the trajectories are deﬁned as changes in the probability that a
co-ordinate will take either a 0 or 1 value. The change in velocity remains same as in Eq. 2 but the position updates
according to Eq.417. If
rand3 <
1
1 + e−Vt+1i
(4)
then Xt+1i = 1, else X
t+1
i = 0
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Fig. 6 Proposed method (a) Diagram illustrating the division of an image into blocks and processing of each block. (b) Illustration of addition of
individual blocks to get resultant block.
Fig. 7 Graph showing the features selected in original BPSO and EBPSO for (a) 4 blocks, (b) 8 blocks, (c)16 blocks division of image.
The aim of a feature selection algorithm is to select from the extracted feature set, the feature subset that bears the
closest resemblance to the most important features required to represent a face. A bit value of 1 in Xi implies that this
feature is selected and a value of 0 indicates that this feature is not selected.
In the proposed Exponential BPSO, the position update is based on the Eq. 5. This reduces the features by
approximately 1/4 th as compared to original BPSO standards.
rand3 <
1
1 + g(Vt+1i )
where, g(Vt+1i ) =
∞∫
x
e−t
t
dt (5)
The improved performance of the proposed feature selection method is depicted in the graph shown in Fig. 7.
The ﬁtness function, evaluating the particles, is a measure of class separation. The evaluation is based on the ability
of the particles to obtain maximum class separation. The computation is based on the following equation Eq. 62.
F =
√√ L∑
i=1
(Mi − Mo)t(Mi − Mo) (6)
where, Mi is the mean of subject i and Mo is the global mean. This function is evaluated for all the subjects from 1 to
L.
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Fig. 8 Sample images of various databases (a) Color FERET, (b)
HP, (c) CMU PIE, (d) Extended Yale B.
Table 1 Best Results of databases used.
Database Number ARR Avg. Features Testing Time
of blocks (%) Selected (×10−3s)
Extended Yale B 4 96.25 277 65.00
CMU PIE 4 95.97 1135 67.05
Color FERET 16 88.29 91 142.36
HP 16 97.36 96 56.49
6. Euclidean Classiﬁer
To measure the extent of matching between the train and the test images, Euclidean distance formula is used.
Euclidean distance between two points is deﬁned as the straight line distance between the points, given by Eq. 7.
D =
√√ N∑
i=1
(pi − qi)2 (7)
where pi and qi are co-ordinates of points p and q in N dimensional space of train and test images respectively. The
image which has the smallest distance with the image under test is considered the best match.
7. Experimental Results and Discussions
Two experiments were conducted for each of the databases, whose sample images are as shown in the Fig. 8. The
maximum average recognition rate (ARR) and the corresponding block sizes is summarized as in Table 1.
The ﬁrst experiment was conducted with varying preprocessing steps. For each combination the average recogni-
tion rate, number of features selected and the testing time was noted down. These results were tabulated in Table 2.
The preprocessing steps involved varies with each database.
In the second experiment, the feature extraction technique was tested on diﬀerent block sizes (i.e., number of
blocks). This experiment was conducted for various train : test image ratio. The results were as shown in Table 3.
Pose and illumination databases show maximum results for diﬀerent block sizes.
7.1. Color FERET database
The color FERET database consists of 11,388 images in the category “smaller” of size 256 × 384 pixels18. In
the customized database, 35 subjects and 20 images per subject were chosen. Each subject had images with varying
poses. The images were scaled down to 64 × 96 pixels.
The results of the ﬁrst experiment are shown in Table 2a. Since this database contains color images, DCS technique
works as a good preprocessing technique. The gaussian blur is used to remove noise components. The best result was
found for the preprocessing combination of GIC, Blur, DCS and ﬁnally AHE, as shown in Fig. 1.
In the second experiment the image is divided into blocks of size 16×96 pixels (4 Blocks), 8×96 pixels (8 Blocks),
and 4×96 pixels (16 Blocks). The Average Recognition Rate (ARR) for various train : test ratio and various block
sizes is shown in Table 3a. Dividing these images into 16 blocks was proven to be the optimum for this database
giving maximum ARR of 88.29% for the ratio 8:12.
7.2. HP database
The head pose database contains 2790 images of 15 persons with varying pan and tilt angles (from -90◦to +90◦).
Each image is of the size 384×288 pixels19. The customized database was chosen to have 30 images of 15 diﬀerent
subjects. These images were resized to 96×72 pixels.
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Table 2 Experimental observations of preprocessing methods for various databases.
(a) Color FERET Database (8:12 ratio).
Preprocess steps Avg. Features ARR Testing time
Selected (%) (×10−3s)
Blur 90 85.42 69.69
GIC + Blur 95 86 45.53
GIC + Blur + AHE 91 85.28 57.61
DCS + AHE 92 86.38 72.08
AHE 88 84.59 133.85
GIC + Blur + DCS 98 86.33 93.86
GIC + Blur + DCS + AHE 91 88.29 142.36
(b) HP Database (6:24 ratio).
Preprocess steps Avg. Features ARR Testing time
Selected (%) (×10−3s)
Blur 96 95.61 28.61
GIC + Blur 99 96.31 29.40
GIC + Blur + AHE 99 95.97 42.80
DCS + AHE 101 97.08 45.47
AHE 100 94.13 90.37
GIC + Blur + DCS 97 97.72 41.40
GIC + Blur + DCS + AHE 96 97.36 56.49
(c) Extended Yale B Database (3:16 ratio).
Preprocess steps Avg. Features ARR Testing time
Selected (%) (×10−3s)
Blur 282 91.81 62.60
GIC + Blur 282 93.47 54.10
GIC + Blur + AHE 277 96.25 65.00
DCS + AHE 288 93.60 43.10
AHE 287 94.38 100.20
GIC + Blur + DCS 281 91.72 33.90
GIC + Blur + DCS + AHE 287 95.87 51.50
(d) CMU PIE Database (4:17 ratio).
Preprocess steps Avg. Features ARR Testing time
Selected (%) (×10−3s)
Blur 1114 74.85 79.49
GIC + Blur 1114 77.26 91.30
GIC + Blur + AHE 1130 90.20 152.10
DCS + AHE 1112 95.73 124.82
AHE 1121 87.29 97.68
GIC + Blur + DCS 1148 95.09 57.59
GIC + Blur + DCS + AHE 1135 95.97 67.05
Table 3 Experimental results of ARR vs various train : test ratio for various databases.
(a) Color FERET Database.
Ratio 4 blocks 8 blocks 16 blocks
Avg. Features ARR Avg. Features ARR Avg. Features ARR
Selected (%) Selected (%) Selected (%)
2:18 307 51.00 161 57.30 84 57.81
4:16 306 68.02 157 74.45 83 75.09
6:14 300 76.10 160 83.47 81 84.43
8:12 304 80.10 155 86.67 82 88.29
10:10 306 84.14 156 89.29 81 90.51
12:8 311 87.07 164 91.11 85 93.25
(b) HP Database.
Ratio 4 blocks 8 blocks 16 blocks
Avg. Features ARR Avg. Features ARR Avg. Features ARR
Selected (%) Selected (%) Selected (%)
2:28 402 85.56 197 88.33 95 89.83
4:26 389 90.67 196 93.74 98 96.46
6:24 386 95.72 192 96.92 98 97.36
8:22 399 96.30 194 97.70 93 98.36
10:20 391 98.00 198 98.17 99 99.30
12:18 386 98.15 194 99.37 98 99.48
(c) Extended Yale B Database.
Ratio 4 blocks 8 blocks 16 blocks
Avg. Features ARR Avg. Features ARR Features ARR
Selected (%) Selected (%) Selected (%)
1:18 285 88.79 143 80.58 74 71.00
2:17 286 94.29 140 91.70 74 80.61
3:16 290 96.25 142 94.22 73 88.66
4:15 288 97.21 145 96.14 75 91.90
5:14 288 97.91 144 97.04 75 93.44
6:13 283 98.38 145 97.88 76 94.45
(d) CMU PIE Database.
Ratio 4 blocks 8 blocks 16 blocks
Avg. Features ARR Avg. Features ARR Avg. Features ARR
Selected (%) Selected (%) Selected (%)
3:18 1107 94.00 566 95.50 286 91.89
4:17 1128 95.97 569 95.71 277 93.74
5:16 1127 96.88 1523 96.22 280 95.19
6:15 1132 96.43 1530 96.13 275 95.20
7:14 1145 96.93 1522 96.75 275 95.89
8:13 1139 96.81 1521 96.58 270 95.88
Experimenting with 7 diﬀerent combinations of various preprocessing steps, the results of the ﬁrst experiment are
tabulated in Table 2b. The table shows that for this database, the combination of GIC, Blur, DCS and AHE records
the highest ARR.
In the second experiment, the images were divided into 4 blocks each of size 24×72 pixels, 8 blocks each of size
12×72 pixels and 16 blocks each of size 6×72 pixels. The results of this experiment are as shown in the Table 3b. As
seen from the table, the maximum ARR was obtained when the image was divided into 16 blocks (97.36% for the
ratio 6:24) .
7.3. Extended Yale B database
The Extended Yale Face Database B contains 16,128 images of 28 human subjects under 9 poses and 64 illumina-
tion conditions20. In the customized database 28 subjects with 19 images per subject were chosen from the subset 5.
The size of the image is 640×480 pixels. These images were resized to 80×60 pixels.
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Table 4 Color FERET and HP database.
FR Technique for Color FERET ARR (%)
Spectrum Based Feature Extraction6 80.23
Threshold Based DWT + Selective Illumination3 85.41
K-means clustering + DWT feature extraction8 86.14
DDFFE and ThBPSO22 86.81
Proposed method 88.29
FR Technique for HP database ARR (%)
DDFFE and ThBPSO22 86.51
Proposed method 97.36
Table 5 Extended Yale B database.
FR Technique ARR (%)
Fisherfaces23 10.35
Eigenfaces23 27.54
SQI24 81.61
V-SpPCA23 82.98
LWT24 90.54
LTV24 90.97
Proposed method 96.25
In the ﬁrst experiment, various preprocessing methods were tested. Since this is an illumination database, the
inclusion of intensity adjustment and adaptive histogram equalization proves to be helpful by increasing the ARR up
by atleast 5%. However for this database, the DCS technique doesn’t any eﬀect on recognition process as shown in
the Table 2c and hence was not used in further experimentation. So the combination of GIC, Blur and AHE is made
use of.
Next experiment involved dividing the images into 4 blocks each of size 20×60 pixels, 8 blocks each of size 10×60
pixels and 16 blocks each of size 5×60 pixels. The recognition rate for various train : test ratio block sizes is shown
in the Table 3c. The best ARR (96.25%) was obtained when the image was divided into 4 blocks of size 20×60 and
for the ratio 3:16.
7.4. CMU PIE illumination database
The CMU PIE database consists of 41,368 images of 68 people, with 13 diﬀerent poses, 43 diﬀerent illumination
conditions and 4 diﬀerent expressions21. For the experimentation purpose, only illumination variation images are
chosen. The database is customized to have 20 subjects with 21 images, of size 640×486 pixels, under various
illumination conditions, per subject. These images were resized to 160×120 pixels.
For the ﬁrst experiment, 7 diﬀerent combinations of preprocessing steps were chosen, and the results of the exper-
iment were tabulated, as shown in Table 2d. Because of the illumination variation, adaptive histogram equalization
and intensity adjustment together help improve the ARR by about 50%. These preprocessing steps are considered to
be important for this database. Since this is a color image database, the decorrelation stretching technique improves
the result further by about 4%. Therefore, the best combination for this database is GIC, followed by Blur and DCS
and ﬁnally, AHE.
The second experiment was conducted by dividing the image into 4 blocks each of size 40×120, 8 blocks each of
size 20×120 and 16 blocks each of size 10×120. Dividing the images into 4 blocks provided best ARR (95.97% for
the ratio 4:17) for this database. These results are tabulated in Table 3d.
7.5. Comparison with other FR Systems
The results of the proposed method were compared with various other state of the art FR systems. The comparisons
for Color FERET and HP databases are given in Table 4, and Table 5 gives comparison for Extended Yale B database.
8. Conclusions
A unique method of image preprocessing has been proposed in this paper along with a block based additive feature
extraction, exponential-BPSO based feature selection and Euclidean classiﬁer, and implemented using MATLAB, to
achieve enhanced face recognition. As can be observed from Table 3, a reduced size of feature subset and an optimum
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recognition rate have been obtained, utilizing only the most important features which contributes towards recognition.
The robustness of the system is gauged by the results obtained by applying the proposed FR system on four facial
databases, which have variations in pose (Color FERET, HP) and illumination (Extended Yale B, CMU PIE). The
experimental results indicate that the proposed method has yielded good results under severe illumination variations
with an Average Recognition Rate (ARR) of 96.43% for CMU PIE with training-to-testing ratio of 6:15. It is also
successful in tackling the most challenging task of pose variance in FR, with ARR of 93.25% for Color FERET
database with training-to-testing ratio of 12:8 (considering all 13 poses) and with each image being divided into 16
blocks. The experimentation done is not without some constraints. The testing images are selected from the same
database as the training set. Apart from the Euclidean classiﬁer used in this paper, other classiﬁers such as SVM,
Random forest etc. can also be used to enhance the performance of the system. Also, by applying diﬀerent image
preprocessing techniques like background removal, geometric normalization etc., the results are expected to improve
further.
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