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Abstract
Ant colony optimization (ACO) is one of the most successful metaheuristic methods
for solving optimization problems. Either for the combinatorial optimization or for the
continuous optimization, any eective metaheuristic method has to achieve an appro-
priate balance between the exploitation and the exploration. In order to gain this objec-
tive, for the combinatorial optimization, firstly, the multi-state ant colony optimization
is proposed, in which the ant colony deposits dierent kinds of pheromone trail at dif-
ferent states. The balance between the exploration and exploitation is achieved through
managing the pheromone trail. Then, the ACO with memory is proposed. It is another
try that focuses on the solution construction not the pheromone trail to achieve the
searching balance. In conclusion, we make some improvements both on the solution
construction stage and the pheromone updating stage for the combinatorial optimiza-
tion. As for the continuous optimization, the crossover operation is introduced into the
ACO. The crossover operation assists the ant colony to update pheromone trails. The
crossover operation can enhance the pheromone information in the promising space
and control the balance between the exploration and exploitation.
The thesis is organized as follows: in chapter 1, the definition, the classification and
the complexity of the optimization problems are introduced. Then the brief history and
the characteristics of the ACO are addressed. Finally the objective and the content are
presented.
In chapter 2, the aect and the importance of the pheromone trail in the ACO is dis-
cussed. Based on the analysis, the concept of the multi-state ACO is firstly proposed.
Along with the proposing of the multi-state ACO, the way the ants deposit pheromone
trail is presented, the architecture of the searching process is constructed, and the opti-
mization problems that are suitable to be solved by the proposed multi-state ACO are
described. Then, the proposed method is verified on the bipartite subgraph problem,
ii
in which the algorithm is implemented with a two-state ACO. The simulation results
show excellent performance of the multi-state ACO.
In chapter 3, the multi-state ant colony optimization is extended to solve other
combinatorial optimization problems, such as the maximum cut problem, the graph
planarization problem, and the crossbar switching problem. For each optimization
problem, we provide the formation of the optimization problem, then we apply the
proposed multi-state optimization to the problem. Finally we discuss the results and
compared with other methods. Through constructing the algorithms for the combina-
torial optimization problems and analyzing the results, the proposed multi-state ACO
demonstrates a very good performance compared with other existing methods.
Chapter 4 proposes another method to improve the ability of the ACO, which is
called ant colony optimization with memory. In the ACO with memory, the concept of
memory is introduced into ACO. Each ant possesses a memory besides the pheromone
trail of the ant colony. Ants search for the solution not only according to the pheromone
and heuristic information but also based on the memory, which is from the solution of
the last iteration. Then, we applied it to the traveling salesman problem. The perfor-
mance of the proposed method is compared with the classic ACO based methods and
other methods.
Chapter 5 introduces a novel ant colony optimization for the continuous domain.
The proposed algorithm includes two phases: in the first phase, the ants search the
solutions based on the probability density functions (PDFs), and in the second phase,
an operation similar to the crossover in the genetic algorithm is performed on the
PDFs to cooperate the updating of the PDF set. As for the crossover operations, two
kinds of crossover operations were adopted to implement the proposed method. One is
similar to the unimodal normal distribution crossover (UNDX) in the genetic algorithm
(GA), and the other is the crossover operation with Laplace distribution following a
few promising descent directions (FPDD-LX), which is proposed by us. As a result,
the proposed algorithm can provide a mechanism of avoiding falling into the local
minima and a condition of exploiting the correlation information among the design
variables. The proposed algorithm is evaluated on a number of benchmark functions.
The simulation results show that the proposed algorithm outperforms other algorithms.
Chapter 6 summarizes the main achievements of the research and outlines some
interesting directions and points for future researches.
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Chapter 1
Introduction
1.1 Optimization Problems
In mathematics and computer science, an optimization problem is the problem of find-
ing the best solution from all feasible solutions. An optimization problem is either
a maximization or a minimization problem which is associated with the problem in-
stances [1]. The instance problem refers to the general question to be answered, usually
having several parameters or variables with unspecified values. An optimization prob-
lem can be modeled as: optimization problem (S; f ;
), where S is the set of candidate
solutions, which means the feasible region and usually specified implicitly, f is the
objective function, which assigns an objective function value f (s) to each candidate
solution s in set S, and 
 is a set of constraints.
Optimization problems can be divided into two categories depending on whether
the variables are continuous or discrete [2] [3]. An optimization problem with discrete
variables is known as a combinatorial optimization problem. In a combinatorial opti-
mization problem, we are looking for an object such as an integer, permutation or graph
from a finite (or possibly countable infinite) set. In the real-world, there are many com-
binatorial optimization problems, for example finding a minimum cost plan to deliver
goods to customers, an optimal assignment of employees to tasks to be performed, a
best routing scheme for data packets in the Internet, an optimal sequence of jobs which
are to be processed in a production line, an allocation of flight crews to airplanes, and
so on. On the other hand, an optimization problem with continuous variables is known
as a continuous optimization [4], for example the portfolio optimization, the designing
1.1 Optimization Problems 2
of the device size, the data fitting, and so on.
An amazing variety of practical problems involving decision making (or system
design, analysis, and operation) can be cast in the form of one optimization problem,
or some variation such as a multi-criterion optimization problem. Indeed, optimization
algorithm has become an important tool in many areas. It is widely used in engineer-
ing, in electronic design automation, automatic control systems, and optimal design
problems arising in civil, chemical, mechanical, finance, and aerospace engineering.
Optimization is used for problems arising in network design and operation, finance,
supply chain management, scheduling, and many other areas. The list of applica-
tions is still steadily expanding. For most of these applications optimization algorithm
is used as an aid to a human decision maker, system designer, or system operator,
who supervises the process, checks the results, modifies the problem(or the solution
approach) when necessary, predicts the tendency. This human decision maker also
carries out any actions suggested by the optimization problem, e.g., buying or selling
assets to achieve the optimal portfolio, tuning on or o the switches to get lower cost.
Optimization allows you to find the maximum or minimum of any problem. This
process requires the use of calculus and may be dicult at times. Optimization prob-
lems are intriguing because they are often easy to state but very dicult to solve [4].
Many of the problems arising in applications are NP-hard [6]. According to NP-
completeness theory it is strongly believed that they cannot be solved to optimality
within polynomially bounded computation time.
Two classical of algorithms are available for the solution of optimization prob-
lems: exact and approximate algorithms [7]. Exact algorithms are guaranteed to find
the optimal solution and to prove its optimality for every finite size instance of a com-
binatorial optimization problem within an instance-dependent run time. In the case
of NP-hard problems, exact algorithms need, in the worst case, exponential time to
find the optimum. In addition to the exponential worst-case complexity, the applica-
tion of exact algorithms to NP-hard problems in practice also suers from a strong
rise in computation time when the problem size increases, and often their use quickly
becomes infeasible. Although for some specific problems exact algorithms have been
improved significantly in recent years, obtaining impressive results. Among the exact
methods are branch-and-bound, dynamic programming, Lagrangian relaxation based
methods, and linear and integer programming based methods, such as branch-and-cut,
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branch-and-price, and branch-and-cut-and-price.
If optimal solutions cannot be eciently obtained in practice, the only possibility
is to trade optimality for eciency. In other words, the guarantee of finding optimal
solutions can be sacrificed for the sake of getting very good solutions in polynomial
time. Hence, to practically solve large instances one often has to use approximate
methods which return near-optimal solutions in a relatively short time. Approximate
algorithms, often also loosely called heuristic methods or simply heuristics, seek to ob-
tain good, that is, near-optimal solutions at relatively low computational cost without
being able to guarantee the optimality of solutions. A heuristic is a set of algorith-
mic concepts that can be used to define heuristic methods applicable to a wide set
of dierent problems. In other words, a heuristic can be seen as a general-purpose
heuristic method designed to guide an underlying problem-specific heuristic (e.g., a
local search algorithm or a construction heuristic) toward promising regions of the
search space containing high-quality solutions. A heuristic is therefore a general al-
gorithmic framework which can be applied to dierent optimization problems with
relatively few modifications to make them adapted to a specific problem. Heuristic
methods include, among others, simulated annealing [8], tabu search [9], iterated local
search [10], variable neighborhood search [11], and various population-based models
such as evolutionary algorithms [12], scatter search [13], memetic algorithms [14], and
various estimation of distribution algorithms [15].
Recently, many researchers have focused their attention on a new class of algo-
rithms, called metaheuristics. The use of metaheuristics has significantly increased
the ability of finding very high quality solutions to hard, practically relevant optimiza-
tion problems in a reasonable time. A particularly successful metaheuristic is inspired
by the behavior of real ants. Starting with Ant System, a number of algorithmic ap-
proaches based on the very same ideas were developed and applied with considerable
success to a variety of optimization problems from academic as well as from real-world
applications. The ant colony optimization (ACO) metaheuristic has been proposed as a
common framework for the existing applications and algorithmic variants of a variety
of ant algorithms [16]. Algorithms that fit into the ACO metaheuristic framework will
be called in the following ACO algorithms.
Ant colony optimization algorithms are part of swarm intelligence, that is, the
research field that studies algorithms inspired by the observation of the behavior of
1.2 A Brief History of ACO 4
swarms. Swarm intelligence algorithms are made up of simple individuals that coop-
erate through self-organization, that is, without any form of central control over the
swarm members. We can observe a variety of interesting behaviors of plants and ani-
mals. In last decades many attempts were made to exploit these products of evolution
that are in fact soldiers in the natural optimization war. They are vehicles for carrying
and reproduction of genes and they are equipped with a bulk of abilities to solve every-
day problems of the environment they populate. One group of animals is very special
among others in the way they live together with other individuals of the same species.
Its a social insect such as ants. These small and relatively simple insect lives are so
successful in the fight for survival that the total weight of all these millimeter-sized
creatures in the world is estimated to be same as the weight of all living humans. They
build armies and form specialized castes with various body structures and scope of
work, some species actually cultivate sponges and breed aphides and that can be seen
as elemental agriculture. All of them do not use a complex brain like people. Their
secret lies in the form of their global chemical way of communication which enables
complicated behavior of colonies super organisms formed by thousands of individuals.
The solution of dicult problems is distributed across a part of population and solution
which is impossible to find by one ant emerges from the colony behavior.
1.2 A Brief History of ACO
In the 1990s, ant algorithms were first proposed by Dorigo and colleagues [16, 17]
as a multi-agent approach to dicult combinatorial optimization problems like the
traveling salesman problem (TSP) and the quadratic assignment problem (QAP). Ant
Colony Optimization was introduced as a novel nature-inspired method for the solution
of hard combinatorial optimization problems. The inspiring source of ACO is the
foraging behavior of real ants. One particularly brilliant experiment was designed and
run by Deneubourg and colleagues [18], who used a double bridge connecting a nest
of ants of the ant species and a food source. When searching for food, ants initially
explore the area surrounding their nest in a random manner. As soon as an ant finds a
food source, it evaluates it and carries some food back to the nest. During the return
trip, the ant deposits a pheromone trail on the ground. The pheromone deposited, the
amount of which may depend on the quantity and quality of the food, guides other
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ants to the food source. As it has been shown, indirect communication among ants
via pheromone trails enables them to find shortest paths between their nest and food
sources. This capability of real ant colonies has inspired the definition of artificial
ant colonies that can find approximate solutions to hard combinatorial optimization
problems.
However, the relative performance of ant system (AS) proposed by Dorigo when
compared to other metaheuristics tends to decrease dramatically as the size of the
test-instance increases [16]. Therefore, a substantial amount of research on ACO has
focused on how to improve AS, and several extensions and improvements of the orig-
inal AS algorithm were introduced over the years. A first improvement on the initial
AS, called the elitist strategy for Ant System (EAS) [19], was introduced in 1992. The
idea is to provide strong additional reinforcement to the arcs belonging to the best tour
found since the start of the algorithm. Another improvement over AS is the rank-based
version of AS (AS rank), proposed by Bullnheimer in 1999 [20]. In AS rank, each ant de-
posits an amount of pheromone that decreases with its rank. Additionally, as in EAS,
the best-so-far ant always deposits the largest amount of pheromone in each iteration.
To this aim the ants are sorted by tour length, and the quantity of pheromone an ant
may deposit is weighted according to the rank r of the ant. Only the (!   1) best ants
of each iteration are allowed to deposit pheromone. The global best solution, which
gives the strongest feedback, is given weight !. The rth best ant of the current iteration
contributes to pheromone updating with a weight given by max f0; !   rg. The Max-
Min AS [21] is a direct improvement over AS. The main modifications introduced by
Max-Min AS with respect to AS are the following. First, to exploit the best solution
found, after iteration only the best ant which can be either the iteration-best or the best-
so-far is allowed to add pheromone. Second, to avoid search stagnation, the allowed
range of the pheromone trail strengths is limited to the interval [min; max]. Last, the
pheromone trails are initialized to the upper trail limit, which causes a higher explo-
ration at the start of the algorithm. Additionally, other ACO algorithms that, although
strongly inspired by AS, achieve performance improvements through the introduction
of new mechanisms based on ideas not included in the original AS. ACS [22] has
been introduced to improve the performance of AS in 1997. ACS diers from AS
in three main points. First, it exploits the search experience accumulated by the ants
more strongly than AS does through the use of a more aggressive action choice rule.
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Second, pheromone evaporation and pheromone deposit take place only on the arcs be-
longing to the best-so-far tour. Third, each time an ant uses an arc (i; j) to move from
city i to city j, it removes some pheromone from the arc to increase the exploration
of alternative paths. The vast literature on metaheuristics tells us that a promising ap-
proach to obtaining high-quality solutions is to couple a local search algorithm with a
mechanism to generate initial solutions.
Table 1.1: Current applications of ACO algorithms
Problem type Problem name
Routing Traveling salesman, Vehicle routing, Sequential ordering
Assignment Quadratic assignment, Graph coloring,
Generalized assignment,Frequency assignment,
University course timetabling
Scheduling Job shop, Open shop, Flow shop,
Total tardiness, Total weighted tardiness,
Project scheduling, Group shop
Subset Multiple knapsack, Max independent set,
Redundancy allocation, Set covering,
Weight constrained graph tree partition,
Arc-weighted l-cardinality tree, Maximum clique
Machine learning Classification rules, Bayesian networks, Fuzzy systems
Network routing Connection-oriented network routing,
connectionless network routing, Optical network routing
For the ant colony optimization, it is only after experimental work has shown the
practical interest of a novel improvement that researchers try to deepen their under-
standing of the algorithm’s functioning not only through more and more sophisticated
experiments but also by means of an eort to build a theory. The theory concerning
the convergence of the ant colony optimization has been built [23]. It is important
to note that, when considering a stochastic optimization algorithm, there are at least
two possible types of convergence: convergence in value and convergence in solution.
The convergence property of the ant colony optimization has been discussed. Unfor-
1.3 The Characteristics of the ACO 7
tunately, no results are currently available on the speed of convergence of any ACO
algorithm. Therefore, although we can prove convergence, we currently have no other
way to measure algorithmic performance than to run extensive experimental tests.
Nowadays numerous successful implementations of the ACO metaheuristic are
available and they have been applied to many dierent combinatorial optimization
problems. These applications [24] are summarized in Table 1.1 For each problem,
according to the type of the problem, we should consider the construction graph
(which can be called the model of the problem), how constraints are handled, the way
pheromone trails and heuristic information are defined, how solutions are constructed,
the pheromone trail update procedure, and the computational results achieved.
Since the emergence of ACO as a combinatorial optimization tool, attempts have
been made to use it for tackling continuous optimization problems. When an algo-
rithm designed for combinatorial optimization is used to tackle a continuous problem,
the simplest approach would be to divide the domain of each variable into a set of in-
tervals. However, when the domain of the variables is large and the required accuracy
is high, this approach is not viable. For this reason, ACO algorithms have been devel-
oped, which are specifically designed for continuous and mixed continuous-discrete
variables [25], [26]. Research in this direction is currently ongoing. However, at first,
applying the ACO metaheuristic to continuous domains was not straightforward, and
the methods proposed often took inspiration from ACO, but did not follow it exactly.
Recently, an extension of the ant colony optimization (ACO) to continuous domains
without any major conceptual change is proposed by Socha in 2004 [25], which is
called ACOR. ACOR demonstrates a very good performance. It is worth mentioning
that ACOR, due to its closeness to the original formulation of ACO, provides an ad-
ditional advantage-the possibility of tackling mixed discrete-continuous optimization
problems. In other words, with ACOR it should now be possible to consider problems
where some variables are discrete and others are continuous.
1.3 The Characteristics of the ACO
In view of the success of the ant colony optimization, there are a lot of desirable char-
acteristics.
It is a population based approach
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As real ant colonies, ant algorithms are composed of a population, or colony, of
concurrent and asynchronous entities globally cooperating to find a good “solution”
to the task under consideration. Although the complexity of each artificial ant is such
that it can build a feasible solution (as a real ant can find somehow a path between
the nest and the food), high quality solutions are the result of the cooperation among
the individuals of the whole colony. Ants cooperate by means of the information they
concurrently read/write on the problems states they visit, as explained in the next item.
Ant colonies, and more generally social insect societies, are distributed systems that,
in spite of the simplicity of their individuals, present a highly structured social orga-
nization. As a result of this organization, ant colonies can accomplish complex tasks
that in some cases far exceed the individual capabilities of a single ant. In the ant
colony optimization, at each iteration the ant colony manipulates a population of so-
lutions. It uses a population (colony) of ants which construct solutions exploiting a
form of indirect memory called artificial pheromones [27], which will be introduce in
the following chapters. Especially, on the larger instances, the usefulness of having a
population of ants became more apparent.
It is a self-organizing stigmergy system
The main idea is that the self-organizing principles which allow the highly coor-
dinated behavior of real ants can be exploited to coordinate populations of artificial
agents that collaborate to solve computational problems. Several dierent aspects of
the behavior of ant colonies have inspired dierent kinds of ant algorithms. Exam-
ples are foraging, division of labor, brood sorting, and cooperative transport. In all
these examples, ants coordinate their activities via stigmergy, a form of indirect com-
munication mediated by modifications of the environment. For example, a foraging
ant deposits a chemical on the ground which increases the probability that other ants
will follow the same path. Biologists have shown that many colony-level behaviors
observed in social insects can be explained via rather simple models in which only
stigmergic communication is present. In other words, biologists have shown that it is
often sucient to consider stigmergic, indirect communication to explain how social
insects can achieve self-organization. The idea behind ant algorithms is then to use
a form of artificial stigmergy to coordinate societies of artificial agents. As a result,
relatively simple behavior of ants is strongly influenced by stigmergy. The two main
characteristics of stigmergy that dierentiate it from other means of communication
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are:(1) the physical, nonsymbolic nature of the information released by the communi-
cating insects, which corresponds to a modification of physical environmental states
visited by the insects; and (2) the local nature of the released information, which can
only be accessed by those insects that visit the place where it was released (or its
immediate neighborhood).
While real ants deposit on the worlds state they visit a chemical substance, the
pheromone, artificial ants change some numeric information locally stored in the prob-
lems state they visit. This information takes into account the ants current / history
performance and can be read / written by any ant accessing the state. By analogy, we
call this numeric information artificial pheromone trail, pheromone trail for short in
the following. In ACO algorithms local pheromone trails are the only communication
channels among the ants. This stigmergetic form of communication plays a major role
in the utilization of collective knowledge. Its main eect is to change the way the en-
vironment (the problem landscape) is locally perceived by the ants as a function of all
the past history of the whole ant colony. Therefore, pheromone information is the key
of the ant colony optimization. It will be discussed in the following chapters.
It is a naturally parallelized system
As mentioned above, the ACO is a population based algorithm, and therefore, it
makes the system amenable to parallel implementations. Thanks to ants operating in
an independent and asynchronous way, there are two dierent ways of implementing
the construction process: parallel and sequential solution construction. ACO algo-
rithms lend themselves to be parallelized in the data or population domains. In par-
ticular, any parallel models used in other population-based algorithms can be easily
adapted to ACO. Even when using metaheuristics, the solution of real-world optimiza-
tion problems may require long computation times. Under that situation, the complex
problems are solved by many individuals in parallel. Parallel implementations of ACO
algorithms, for running on distributed (parallel) computing hardware, are therefore
desirable. ACO is inherently a distributed methodology which makes use of many
individual and local procedures, so it is particularly suited to parallelization.
Two main strategies have been followed. In fine-grained parallelization, very few
individuals are assigned to single processors and information exchange among the
processors is frequent. In coarse-grained approaches, on the contrary, larger subpopu-
lations are assigned to single processors and information exchange is rather rare. Re-
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search on parallel ACO algorithms has quickly shown that fine-grained parallelization
results in a very significant communication overhead. Therefore, the focus has mostly
turned to coarse grained parallelization schemes, where p colonies run parallel on p
processors [28]-[32].
It is a dynamic system
ACO algorithms can be used to solve both static and dynamic combinatorial op-
timization problems. Dynamic problems are defined as a function of some quantities
whose value is set by the dynamics of an underlying system. The problem instance
changes therefore at run time and the optimization algorithm must be capable of adapt-
ing online to the changing environment. A paradigmatic example is routing in telecom-
munication networks, an application problem already discussed in the previous section.
For this problem, ACO algorithms belong to the state-of-the-art techniques [33], [34].
ACO algorithms have also been applied to dynamic versions of the TSP, where either
the distance between some pairs of cities changes [35], [36], or cities are dynamically
added or removed from the set of cities to be visited. More recently, an ACS algo-
rithm has also been applied to dynamic vehicle routing problems [37], showing good
behavior on randomly generated as well as real-world instances.
Because of the step-by-step decision policy in the searching procedure of the ACO,
it is convenient to add some operations to solve the dynamic problems. The interesting
point of using population-based ACO for dynamic problems is that, because all the
information necessary to generate the pheromone matrix is maintained in the popu-
lation, in case the problem instance dynamically changes, it is easy to apply a repair
operator to the solutions in the population and then to regenerate the pheromone matrix
using the repaired solutions. It is foreseeable that future research on ACO will focus
more strongly on rich optimization problems that include stochasticity, dynamic data
modifications, and multiple objectives.
1.4 The objective and the content of the research
Ant colony optimization is very successful metaheuristic method. The ant colony is
a system possessing many properties as mentioned above. However, for the meta-
heuristic methods, there is a very critical problem how to balance the exploration and
exploitation (or intensification and diversification). Intensification strategies are in-
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tended to explore more carefully promising regions of the search space either by re-
covering elite solutions (i.e., the best solutions obtained so far) or attributes of these
solutions. Diversification refers to the exploration of new search space regions through
the introduction of new attribute combinations. Any eective metaheuristic algorithm
has to achieve an appropriate balance between the exploitation of the search experience
gathered so far and the exploration of unvisited or relatively unexplored search space
regions. If the balance could be achieved in a reasonable way, the performance of the
metaheuristic method would be improved substantially. It will avoid the stagnation
situations to a certain extent, and it will make the searching process more ecient.
In ACO, several ways exist of achieving such a balance between the exploration
and exploitation, typically through the management of the pheromone trails. As men-
tioned above, ACO is self- organizing stigmergy system. The indirect communication
among the ants is implemented by the pheromone trail.
In this paper, to balance the exploration and exploitation more eectively so as to
achieve a good performance, we firstly proposed a multi-state ant colony optimization.
Then, we verified the proposed multi-state ant colony optimization on some combina-
torial optimization problems. We also do another try to achieve a good performance
besides management of the pheromone trails. An ant colony optimization with mem-
ory is proposed, and it is tested on the traveling salesman problem. As for the ant
colony optimization for the continuous domain, we introduced the crossover operation
into the ACO to deposit more eective pheromone trail. The paper is organized as
follows.
After the back ground of the ACO presented in the introduction, we propose a
multi-state ant colony optimization in the chapter 2. In chapter 2, the importance of
the pheromone trail is addressed, and the multi-state ant colony optimization is firstly
proposed. Along with the proposing of the multi-state ant colony optimization, the
way the ants deposit pheromone trail is presented, the architecture of the searching
process is constructed, and the optimization problems that are suitable to be solved by
the proposed multi-state ant colony optimization are described. Then, the proposed
method is verified on the bipartite subgraph problem.
In chapter 3, the multi-state ant colony optimization is extended to solve other
combinatorial optimization problems, such as the maximum cut problem, the graph
planarization problem, and the crossbar switching problem. By our survey, the ant
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colony optimization has not been used to solve the above optimization problems be-
fore our research. For each optimization problem, we provide the formation of the op-
timization problem, then we apply the proposed multi-state optimization to the prob-
lem, and finally we discuss the results and compared with other methods. Through
constructing the algorithms for the combinatorial optimization problems and analyz-
ing the results, the proposed multi-state ant colony optimization demonstrates a very
good performance comparing other existing methods
Chapter 4 proposes another method to improve the ability of the ACO, which is
called ant colony optimization with memory. It is a try to achieve balance between
the intensification and diversification besides the management of the pheromone trail.
In the ACO with memory, the concept of memory is introduced into ACO. Each ant
possesses a memory besides the pheromone trail of the ant colony. The ant searches
for the solution not only according to the pheromone and heuristic information but
also based on the memory, which is from the solution of the last iteration. Then, we
applied it to the traveling salesman problem. The performance of the proposed method
is compared with the classic ACO based methods (AS , ACS , AS rank, and so on) and
other methods.
Chapter 5 introduces a novel ant colony optimization for the continuous domain.
The proposed algorithm includes two phases, in the first phase, the ants search the
solutions based on the probability density functions (PDFs), and in the second phase,
an operation similar to the crossover in the genetic algorithm is performed on the
PDFs to cooperate the updating of the PDF set. The introducing of the operation
performed on the PDFs can enhance the pheromone information in the promising space
and control the balance between the diversification and intensification. As for the
crossover operations, two kinds of crossover operations were adopted to implement
the proposed method. One is similar to the unimodal normal distribution crossover
(UNDX) in the genetic algorithm (GA), and the other is the crossover operation with
Laplace distribution following a few promising descent directions (FPDD-LX), which
is proposed by us. As a result, the proposed algorithm can provide a mechanism of
avoiding falling into the local minima and a condition of exploiting the correlation
information among the design variables. The proposed algorithm is evaluated on a
number of benchmark functions and the simulation results are compared with other
algorithms. The results show that the proposed algorithm performs quite well and
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outperforms other algorithms.
Chapter 6 summarizes the main achievements of the research and outlines some
interesting directions and points for future researches.
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Chapter 2
Multi-state Ant Colony Optimization
2.1 Introduction
The inspiring source of ACO algorithms are real ant colonies. More specifically, ACO
is inspired by the ants foraging behavior. At the core of this behavior is the indirect
communication between the ants by means of chemical pheromone trails, which en-
ables them to find short paths between their nest and food sources. This characteristic
of real ant colonies is exploited in ACO algorithms, in order to solve, for example,
discrete optimization problems [1-5].
The ACO algorithm uses pheromone as an indirect communication medium among
the individuals of a colony of ants, and the procedure of converging to the global op-
timum is a dynamic positive feedback of pheromone. In ACO, several ways exist
of trying to achieve a balance between the intensification and diversification so as
to improve the performance of the ACO, typically through the management of the
pheromone trails. A lot of ACO methods [6-9], which were introduced in the intro-
duction, such as EAS , AS rank, Max   Min AS , ACS , improve the Ant System (AS)
trough changing the update method of the pheromone trial. In fact, the pheromone
trails induce a probability distribution over the search space and determine which parts
of the search space are eectively sampled, that is, in which part of the search space
the constructed solutions are located with higher frequency. Note that, depending on
the distribution of the pheromone trails, the sampling distribution can vary from a uni-
form distribution to a degenerate distribution which assigns probability 1 to a solution
and 0 probability to all the others.
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In the existing ACO algorithms [6-9], despite the ants may locate on dierent states
in the searching process, at any state only one kind of pheromone is deposit. How-
ever, for some combinatorial optimization problems, for example, the bipartite sub-
graph problem, maximum cut problem, graph planarization problem, crossbar switch-
ing problem. It is not ecient to show the quality of solution using only one kind
of pheromone. In this paper we firstly proposed a multi-state ant colony optimiza-
tion (multi-state ACO) to solve the optimization problem eciently. According to the
property of the optimization problem to be solved, the ants locate many states. For
example, for the bipartite subgraph problem, at the same vertex, the ant can locate
two dierent states (in subgraph one or subgraph two) during the searching process. It
inspires us that the ants can deposit dierent kinds of pheromone when locating dier-
ent states. For example, for the bipartite subgraph problem, two kinds of pheromone
and two kinds of heuristic information are introduced to reinforce the search ability
according to the two-state ant colony optimization.
Firstly, the original AS is introduced briefly. The definition of the pheromone in
AS for the traveling salesman problem (TSP) is presented, and the algorithmic skele-
ton for ACO algorithm applied to combinatorial optimization problems is addressed.
Then, the multi-state ant colony optimization is proposed originally. After that, a two-
state ant colony optimization, which is a typical case of the multi-state ant colony
optimization, is applied to the bipartite subgraph problem to show the ability of the
proposed multi-state ant colony optimization. The proposed algorithm is tested on
a large number of instances and compared with other algorithms. The experimental
results show that the proposed algorithm is superior to its competitors.
2.2 Ant Colony Optimization
The first ACO algorithm, called ant system (AS) was firstly applied to the traveling
salesman problem (TSP). We call di j the length of the path between towns i and j, and
let i j, which called pheromone be the intensity of trail on edge (i; j) which connects
i and j at time t. Each of m ants decides independently on the city to be visited next
based on the intensity of pheromone trail i j and a heuristic value i j , until the tour is
completed. Each ant is placed on a random start city, and builds a solution going from
city to city, until it has visited all of them. The probability by which an ant k in a city i
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chooses to go to a city j next is given by:
pki j =
8>>>><>>>>:
i j(t)i jP
l2Jki
il(t)il
if j 2 Jki
0; otherwise
(2.1)
Where the heuristic value i j , the parameters  and  determine the relative influ-
ence of pheromone and heuristic, and Jki is the set of cities that remain to be visited by
ant k positioned on city i. Once all ants have built a tour, ants perform the following
pheromone update rule:
i j(t + 1) = (1   )  i j(t) +
nX
k=1
ki j(t) (2.2)
Eq. 2.2 consists of two parts. The left part makes the pheromone on all edges
decay. The speed of this decay is defined by , the evaporation parameter. The right
part, where ki j(t) is defined by Eq. 2.3 below, in which Q is a positive constant,
increases the pheromone on all the edges that are visited by ants. The amount of
pheromone an ant k deposits on an arc (i; j) is defined by Lk(t), the length of the tour
created by that ant at iteration t.
ki j(t) =
8>><>>: QLk(t) if edge (i; j) is used by ant k0; otherwise (2.3)
In this way, the increase of pheromone for an edge depends on the number of ants
that use this edge, and on the quality of the solutions found by those ants.
Afterwards, several extensions and improvements of the original AS algorithm
which mentioned above were introduced over the years. One of the typical extensions
is the Rank-based AS [7]. In Rank-based AS, always the global-best tour is used to up-
date the pheromone trails. Additionally, a number of best ants of the current iteration
are allowed to add pheromone. To this aim the ants are sorted by tour length, and the
quantity of pheromone an ant may deposit is weighted according to the rank r of the
ant. Only the (!   1) best ants of the iteration are allowed to deposit pheromone. The
rth best ant of the current iteration contributes to pheromone updating with a weight
given by maxf0; !   rg. Thus the improved update rule is:
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i j(t + 1) = (1   )  i j(t) +
! 1X
r=1
(!   r)ri j(t)
+!
gb
i j (t) (2.4)
Where ri j(t) = Q=Lr(t) and gbi j (t) = Q=Lgb(t).
2.3 Multi-state Ant Colony Optimization
Ant colony optimization is a metaheuristic in which a colony of artificial ants cooper-
ates in finding good solutions to dicult discrete optimization problems. Cooperation
is a key design component of ACO algorithms: The choice is to allocate the compu-
tational resources to a set of relatively simple agents (artificial ants) that communicate
indirectly by stigmergy, that is, by indirect communication mediated by the environ-
ment. Good solutions are an emergent property of the agent’s cooperative interac-
tion. An artificial ant in ACO is a stochastic constructive procedure that incrementally
builds a solution by adding opportunely defined solution components to a partial so-
lution under construction. Therefore, the ACO metaheuristic can be applied to any
combinatorial optimization problem for which a constructive heuristic can be defined.
Although this means that the ACO metaheuristic can be applied to any interest-
ing combinatorial optimization problems, the real issue is how to map the considered
problem to a representation that can be used by the artificial ants to build solutions.
Therefore, firstly, we should build a model of the combinatorial optimization problem,
which can be called construction graph. For each combinatorial optimization prob-
lem, we should describe the construction graph, how constraints are handled, the way
pheromone trails and heuristic information are defined, how solutions are constructed,
the pheromone trail update procedure. In all of the above procedures, the pheromone
trail update procedure is the most important.
The combinatorial optimization problem (S; f ;
), where S is the set of candidate
solutions, which means the feasible region and usually specified implicitly, f is the
objective function, and ! is a set of constraints, is mapped on a problem that can be
characterized by the following list of items:
A finite set C = (c1; c2;    ; cNc) of components is given, where NC is the number of
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components.
The states of the problem are defined in terms of sequences x = (ci; c j;    ; ch;    )
of finite length over the elements of C. The set of all possible states is denoted by
X . The length of a sequence x, that is, the number of components in the sequence, is
expressed by jxj. The maximum length of a sequence is bounded by a positive constant
n < +1.
The set of (candidate) solutions S satisfying the constraints ! is a subset ofX .
A cost or objective function f (s; t) is associated with each candidate solution s in S at
iteration t.
Given this formulation, artificial ants build solutions by performing randomized
walks on the completely connected graph Gc = (C; L) whose nodes are the components
C, and the set L fully connects the components C. The graph GC is called construction
graph and elements of L are called connections. The construct graph is identical to the
combinatorial optimization problem.
After the construct graph was built, the ACO is used to solve it. Informally, an
ACO algorithm can be imagined as the interplay of two main procedures: Construc-
tAntsSolutions and UpdatePheromones, which is shown in the Figure 2.1.
 
 
Procedure ACO  
Set parameters, initialize pheromone trails 
while (termination condition not met) do 
ConstrutAntsSolutions 
UpdatePheromones 
end 
end 
Figure 2.1: The skeleton of the ACO algorithms
ConstructAntsSolutions manages a colony of ants that concurrently and asyn-
chronously visit adjacent states of the considered problem by moving through neighbor
nodes of the problem’s construction graph GC. They move by applying a stochastic lo-
cal decision policy that makes use of pheromone trails and heuristic information. In
this way, ants incrementally build solutions to the optimization problem. Once an
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ant has built a solution, the ant evaluates the solution that will be used by the Up-
datePheromones procedure to decide how much pheromone to deposit.
UpdatePheromones is the process by which the pheromone trails are modified.
The trails value can either increase, as ants deposit pheromone on the components
or connections they use From a practical point of view, the deposit of pheromone
increases the probability that those components/connections that were either used by
many ants or that were used by at least one ant and which produced a very good
solution will be used again by future ants.
In the procedure of the ACO, as mentioned above, the pheromone trail is the key of
the ACO. The decisions about when the ants should release pheromone on the “envi-
ronment” and how much pheromone should be deposited depend on the characteristics
of the problem and on the design of the implementation. Ants can release pheromone
while building the solution (online step-by-step), or after a solution has been built,
moving back to all the visited states (online delayed), or both. As we said, autocatal-
ysis plays an important role in ACO algorithms functioning: the more ants choose a
move, the more the move is rewarded (by adding pheromone) and the more interest-
ing it becomes for the next ants. In general, the amount of pheromone deposited is
made proportional to the goodness of the solution an ant has built (or is building). In
this way, if a move contributed to generate a high-quality solution its goodness will be
increased proportionally to its contribution.
Sine the depositing of the pheromone tail depends on the characteristics of the
problem, for dierent problems, the implementations of the pheromone trail are dif-
ferent. For example, to apply the ACO metaheuristic to assignment problems, a first
step is to map the problem on a construction graph GC = (C; L), where C is the set
of components, and L is the set of connections that fully connects the graph. For the
practical application of the ACO metaheuristic to assignment problems, it is conve-
nient to distinguish between two types of decision. The first refers to the assignment
order of the items, that is, the order in which the dierent items are assigned to re-
sources. The second decision refers to the actual assignment, that is, the choice of
the resource to which an item is assigned. Pheromone trails and heuristic information
may be associated with both decisions. In the first case, pheromone trails and heuristic
information can be used to decide on an appropriate assignment order. In the second
case, the pheromone trail and the heuristic information associated with the choice of
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the resource to which an item is assigned. All ACO algorithms for assignment prob-
lems have to take these two decisions into account. In all the applications of ACO
to assignment problems that we are aware of, pheromone trails are used only for one
of these two decisions. Typically, the pheromone trails refer to the second one, the
assignment step. For the first step, deciding about the assignment order, most of the
algorithms either use some heuristically derived order or a random order. And for the
subset problems, when compared to the applications presented so far, the subset prob-
lems are not particularly interested in an ordering of the components. Therefore, in
subset problems pheromone trails are typically associated with components and not
with connections.
According to the characteristic of the combinatorial optimization problem, the con-
struction graph is built. In the construction graph, the ants locate many states. Inspiring
the multi-sate the ant locates, a multi-state ant colony optimization is originally pro-
posed. In the multi-sate ant colony optimization, at dierent state, the ants deposit
dierent kinds of pheromone to guide the ant colony. Therefore, the kernel of the
multi-state colony optimization is the multi-kind of pheromone trail. It is very suit-
able to solve the subset problems. In subset problems, a solution to the problem under
consideration is represented as a subset of the set of available items (components) sub-
ject to problem-specific constraints. Therefore, for each component, it may be in this
subset, or in another subset, the state of the component is uncertain and multiple. Obvi-
ously, many problems, which are not considered as a subset problem in general, could
be interpreted as subset problems. For example, in the TSP a solution may be seen as
consisting of a subset of the set of available arcs. However, these problems are often
represented, more conveniently, using other representations, such as a permutation of
the graph nodes, cities, in the TSP case.
An initial, very important choice when applying ACO is the definition of the in-
tended meaning of the pheromone trails. As mentioned above, it is also the kernel
of the proposed multi-state ant colony. Let us explain this issue with an example. In
order to contrast with the ACO based method before, the TSP is selected. When ap-
plying ACO to the TSP, the standard interpretation of a pheromone trail i j, used in all
published ACO applications to the TSP, is that it refers to the desirability of visiting
city j directly after a city i. That is, it provides some information on the desirability
of the relative positioning of city i and j. in other words, the pheromone is deposit
2.3 Multi-state Ant Colony Optimization 25
Table 2.1: The pheromone trail in original ACO based algorithms.
1 2 3 4 5
1 11 12 13 14 15
2 21 22 23 24 25
3 31 32 33 34 35
4 41 42 43 44 45
5 51 52 53 54 55
Table 2.2: The pheromone trail in the proposed multi-sate ACO.
1 2 3 4 5
A 1A 2A 3A 4A 5A
B 1B 2B 3B 
4
C 
5
D
C 1C 2C 3C 4C 5C
D 1D 2D 3D 
4
D 
5
D
E 1E 2E 3E 
4
E 
5
E
on the edge of the construction graph. Yet, another possibility, not working so well
in practice, would be to interpret  ji as the desirability of visiting city i as the j   th
city in a tour, that is, the desirability of the city’s absolute positioning. The pheromone
trail is associated with the components of the construction graph. For a city i, there
are N (N is the number of cities) states it may locate, so the possibility that the order
the city is assigned is decided by the pheromone trail associated with the states of the
components. Therefore, corresponding to dierently possible order, N kinds of the
pheromone trails are deposited on each city. However, In the TSP, permutations are
cyclic, that is, only the relative order of the solution components is important and a
permutation (1 2    n) has the same tour length as the permutation (n 1 2    n   1) -
it represents the same tour. In some subset problems, the relative order of the solution
components is not important, the absolution states of the components are important.
The definition of the pheromone trails is crucial and a poor choice at this stage of
the algorithm design will result in poor performance. Therefore, for the problem in
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which the relative order of the solution components is not important, the multi-state
colony optimization is very ecient. It owns to the multi-kind of pheromone trails
which is associated to the multi-state. The ability of the proposed multi-state colony
optimization is demonstrated in the following simulation result of the paper.
To see how to deposit pheromone trail in the proposed multi-state colony optimiza-
tion clearly. The pheromone table of the multi-state colony optimization is described
on the TSP with five cities, in comparison to the intuitive formation of the pheromone
trails in the original ACO based algorithms, which are shown in Table 2.1 and Ta-
ble 2.2. In the Table 2.1, the cities of the TSP are marked with (1; 2; 3; 4; 5). The
pheromone trail i j is associated with connections between the city i and city j, which
refers to desirability of visiting city j after i. However, in the multi-state ant colony
optimization, the cities of the TSP are marked with (A; B;C; D; E), and (1; 2; 3; 4; 5)
presents the order of the cities to visit. The pheromone  ji (i = (A; B;C; D; E); j =
(1; 2; 3; 4; 5)) refers the desirability of locating the city i in which ordinal position j.
For each city, there are N (the number of the city in the TSP) kinds of pheromone trails
to refer the desirability of choosing which ordinal position.
 
 
Procedure solution construction in original ACO 
while (the solution is not built up) do 
Update the probabilities associated to the pheromone trails and 
heuristic information. 
Choose the desirable component under roulette according to 
the probabilities. 
Assign the selected component in the solution. 
end  
Figure 2.2: The procedure of the solution construction in the original ACO.
As mentioned above, the absolute-positions of the components are not important,
and the relative order of the components is crucial. Therefore, the multi-state ant
colony optimization may be not suitable to the TSP. However, for the subset problems,
compared to the applications presented so far, the main particularities involved with
ACO applications to subset problems. In subset problems one is not particularly in-
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Procedure solution construction in multi-state ACO 
while (the solution is not built up) do 
Update the probability associated to the pheromone trail and 
heuristic information at state 1 
Chose the desirable component under roulette at state 1 
Assign the selected component to state 1 in the solution. 
Update the probability associated to the pheromone trail and 
heuristic information at state 2 
Chose the desirable component under roulette at state 2 
Assign the selected component to state 2 in the solution. 
. 
. 
. 
Update the probability associated to the pheromone trail and 
heuristic information at state N 
Chose the desirable component under roulette at state N 
Assign the selected component to state N in the solution. 
end  
Figure 2.3: The procedure of the solution construction the multi-sate ACO, in which
N is the number of the states.
terested in an ordering of the components. Therefore, the most recently incorporated
item need not be necessarily considered when selecting the next item to be added to
the solution under construction. As a result, in subset problems pheromone trails are
typically associated with components and not with connections. Therefore, it can be
assumed that the multi-state ant colony optimization could solve the subset problems
ecient, and it is verified in the following chapters.
After the construction of the pheromone trail in the multi-state ant colony optimiza-
tion was defined, it will be used in the solution construction process. The pheromone
trail is related to the decision rule of the ant colony optimization. In the decision rule,
the choice is made according to the pheromone trail and heuristic information of the ant
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colony. The procedures of the solution construction in the original ACO and the multi-
sate ant colony optimization are shown in Figure 2.2 and Figure 2.3. In the multi-state
ant colony (with out of generality, there are N states), the decision is related to the N
kinds of pheromone trails, at each states, and the action of decision is performed. The
pheromone trails induce a probability distribution over the search space and determine
which parts of the search space are eectively sampled, that is, in which part of the
search space the constructed solutions are located with higher frequency. The multi-
state ant colony optimization abounds in the pheromone trail, and the pheromone trails
induce the ant colony to construct the solution more ecient in the search space. The
balance between the exploitation and the exploration is adjusted better in the multi-
state ant colony optimization, in comparison to the ant system (which is proposed by
Dorigo in 1992).
2.4 Experiment Evaluation
In order to evaluate the proposed multi-state ACO, it is firstly used to solve the bipartite
subgraph problem.
2.4.1 Review of the Bipartite Subgraph Problem
The bipartite subgraph problem [10] is an important problem from combinatorial opti-
mization. It has many important applications in modeling matching problem, modern
coding theory, and communication network, printed circuit board, and computer sci-
ence [11]. It was proved to be a NP-complete problem [12] [13]. It is well known
that there is no tractable algorithm to solve NP-complete problem, which motivates
to find better algorithms that yield better approximate solutions. Many approximate
algorithms have been proposed for bipartite subgraph problem. An algorithm for solv-
ing the largest bipartite subgraphs in triangle-free graph with maximum degree three
has been proposed [14]. Grotschel and Pulleyblank [15] defined a class of weakly
bipartite graphs such that the convex hull of incidence vectors of bipartite subgraphs
is defined by odd cycle inequalities. Barahona [16] characterized another class of
weakly bipartite graphs. Based on the Hopfield neural network [17], Lee et al. [18]
proposed a maximum neural algorithm for the bipartite subgraph problem. Unfor-
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tunately, the maximum neural network that is based on the steepest descent method
sometimes causes the excessive fixation of the state of the neural network and easily
converges to the oscillation state of local minimum because of the limitation of its abil-
ity [19]. Wang et al. [20] proposed a parallel algorithm using gradient ascent learning
algorithm of the Hopfield network, the result of which is superior to that of Lee et al.
Global search methods such as simulated annealing can also be applied to the problem,
but they are generally very slow [21] [22].
2.4.2 Problem Formulation
Given an undirected graph G = (V; E), where V is a set of vertices and E is a set of
edges. If the vertex set V of graph G can be partitioned into 2-disjoint subsets V1, V2,
where V = V1 + V2 , and no edge exists between two vertices in the same subset, the
graph G is called a bipartite graph. The goal of the bipartite subgraph problem is to
remove the minimum number of edges from a given graph so that the remained graph
is a bipartite graph. Figure 2.4(a) presents a simple undirected graph composed of five
vertices and seven edges. The graph becomes bipartite as long as one edge is removed.
Figure 2.4(b) shows one of bipartite sub graphs of the graph Figure 2.4(a).
Figure 2.4: (a) Graph Is Not Bipartite. (b) Graph Is Bipartite
This problem can be formulated as follows: For a given graph with N vertices and
M edges, the binary string ~x = fxi 2 f0; 1g ; i = 1; :::; Ng is used as the representation of
a solution. A value of 1 for xi implies that ith vertex is partitioned into subset V1, and
a value of 0 denotes that it is partitioned into subet V2. Thus, the bipartite subgraph
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problem can be mathematically transformed into the following optimization problem:
Maximize : C =
NX
i=1
NX
j=1
jxi   x jj  di j (2.5)
where di j is equal to 1 if edge (i, j) exists in the given graph, 0 otherwise.
2.4.3 Two-state ACO for the Bipartite Subgraph Problem
As mentioned above, the vertex in the graph can be partitioned into tow subsets. In
other words, the ant at the vertex has two possible states. One is in subgraph V1, and
the other is in subgraph V2. Therefore, two-state ant colony optimization is constructed
to solve the subgraph problem. In the proposed ACO algorithm, each ant has two states
in which the ant deposits two kinds of pheromone (1and 0) on vertex. Pheromone 1
and 0 indicate the learned desirability of partitioning the vertex into subset V1 and V2
respectively. Besides, two kinds of heuristic information 1 and 0 are also associated
to a vertex to indicate the heuristic desirability of partitioning the vertex into subset V1
and V2 respectively. In the proposed algorithm, ant selects a vertex with high associated
pheromone trail 1 and heuristic value 1 for subset V1, and then selects a vertex for
subset V2 using 0, 0 in each iteration. In iteration t an ant k selects ]i vertex for subset
V1 and V2 with probabilities P1k(i), P0k(i) respectively.
P1k(i) =
8>>><>>>:
[1i (t)]r1 [1i (t)]r2P
j2Jk [1j (t)]r1 [1j (t)]r2
; if i 2 Jk
0; otherwise
(2.6)
P0k(i) =
8>>><>>>:
[0i (t)]r1 [0i (t)]r2P
j2Jk [0j (t)]r1 [0j (t)]r2
; if i 2 Jk
0; otherwise
(2.7)
where 1i , 0i are pheromone trails and 1j , 0j are heuristic information in vertex ]i. Jk
is the set of vertices that remain to be set by ant k, the parameters r1 and r2 determine
the relative influence of pheromone and heuristic information.
In the iteration, pheromone trails are updated. We use C (shown in Eq. (2.5))
to characterize the pheromone update process. The pheromone trails of the global-
best ant and several other random ants in current iteration are captured with certain
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weight to update the pheromone. For example, if the number of random ants is Nr, the
pheromone update is as follows:
1i (t + 1) = (1   )  1i (t) + Nr  1;gbi (t) + r=randomNo:1;ri (t) (2.8)
0i (t + 1) = (1   )  0i (t) + Nr  0;gbi (t) + r=randomNo:0;ri (t) (2.9)
where  is a coecient represents the evaporation of trail between time t and
t+1, 1;gbi (t);0;gbi (t) represent the pheromone update of the global-best ant, and
1;ri (t);0;ri (t) represent pheromone update of the random ants.
The amount of pheromone an ant k deposits on vertex ]i is defined by:
1;ki (t) =
8>><>>: CkEdegeNum Ck ; if vertex ]i 2 V10; otherwise (2.10)
0;ki (t) =
8>><>>: CkEdegeNum Ck ; if vertex ]i 2 V20; otherwise (2.11)
where Ck is defined in Eq. (2.5), EdgeNum is the number of edges in graph G = (V; E).
The heuristic information can play a significant role in the performance of ACO
algorithms. Original ACO algorithm uses static heuristic information, in which the
heuristic information can be computed only once, when initializing the algorithm.
Then it remains the same throughout the whole run of the algorithm. In the proposed
method, we use dynamic heuristic information. The dynamic heuristic information de-
pends on the partial solution constructed and it is computed at each construction step
of each ant. Once a vertex is partitioned according to the probabilities (shown in Eq.
(2.6) and Eq. (2.7)), the heuristics information is updated by executing awards and
penalties. Awards and penalties is the foundation in the proposed two-state ant colony
optimization, and how to execute the awards and penalties is very important.
In the proposed method for the bipartite subgraph problem, the heuristic informa-
tion is defined as followings:
1i =
(EdgetoV2)i
(EdgetoV1)i (2.12)
0i =
(EdgetoV1)i
(EdgetoV2)i (2.13)
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where (EdgetoV1)i is the edge number which the ]i vertex connects to the vertex in
group V1, (EdgetoV2)i is the edge number which the ]i vertex connects to the vertex
in group V2. The method to execute the awards and penalties is as follows. For the ]r
vertex (dir = 1) which has been partitioned just now, if the value of xr is changed from
1 (in V1) to 0 (in V2) according the probabilities, then add 1 to (EdgetoV2)i as awards,
and subtract 2 from (EdgetoV1)i as penalties, otherwise subtract 2 from (EdgetoV2)i,
add 1 to (EdgetoV1)i. We call 1 award parameter and 2 penalty parameter. Thus,
we have:
(EdgetoV1)i =
8>><>>: (EdgetoV1)i + 1; if xr(0 ! 1)(EdgetoV1)i   2; if xr(1 ! 0) (2.14)
(EdgetoV2)i =
8>><>>: (EdgetoV2)i + 1; if xr(1 ! 0)(EdgetoV2)i   2; if xr(0 ! 1) (2.15)
The awards and penalties are executed after each vertex is partitioned in the current
iteration, and then update the heuristic information according to Eq. (2.12) and Eq.
(2.13) for the next iteration.
2.4.4 Algorithms
The following search procedure describes the proposed two-state ant colony optimiza-
tion for solving the bipartite subgraph problem:
1. Set parameters.
2. Randomly generate initial solutions and initialize the pheromone 1 and 0.
3. Update the pheromone trails 1 and 0 according to Eq.(2.8) and Eq.(2.9).
4. Update probabilities using Eq.(2.6) and Eq.(2.7), and partition a vertex to V1 or
V2 according to the probabilities
5. Awards and penalties are executed and heuristic information is updated for all
vertexes according to Eq.(2.12) and Eq.(2.13).
6. If all vertexes are partitioned, go to next step, else go to step 4.
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7. Calculate the solution quality using Eq.(2.5).
8. If termination condition is satisfied, terminate this procedure. Otherwise, go to
the step 3. The termination condition is as follow:
(Bestsolution   Averagesolution) 6 2 (2.16)
2.4.5 Simulation Results
In order to verify the proposed approach, we have tested the algorithm with a large
number of randomly generated graphs [23] defined in terms of two parameters, n and
p. The parameter n specifies the number of vertices in the graph; the parameter p,
0 < p < 1, specifies the probability that any given pair of vertices constitutes an
edge. In preliminary experiments we tried to find reasonable parameter settings for
the proposed ant colony algorithm. The award and penalty parameters 1, 2 are very
important for the proposed algorithm. A set of dierent values was used for the algo-
rithm to verify which group is better. From our preliminary simulations, we find that
1 = 6:00, 2 = 5:00 can result good results. The other parameters setting used in sim-
ulations is as follows: ants number is 100, the parameters (r1; r2) = (1; 6) which decide
whether pheromone or heuristic is important, the evaporation parameters  = 0:5. To
evaluate our results, we compared our results with the other existing algorithm includ-
ing Marks et al.s heuristic algorithm [24], Lee et al.’s neural network algorithm [18]
and Wang et al.’s Hopfield neural network learning algorithm [20].
Information on the test graphs as well as all results is shown in Table 2.3. From
Table 2.3 we can know that the proposed approach outperformed the other compared
algorithms for the bipartite subgraph problem. Besides, because the simulated anneal-
ing (SA) is a well known search method and has good local search ability, we also
compared the proposed algorithm with SA. For SA, we used the scheme proposed by
Johnson et al [23], because the problem discussed by Johnson et al. is similar to the
bipartite subgraph problem and very good solution was reported in their work. In the
bipartite subgraph problem, the neighbors of a solution can be obtained from by mod-
ifying the partition of a single vertex. Simulation results are also shown in Table 2.3.
From the Table 2.3, we can know that the performance of the proposed algorithm is
also better than SA.
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Table 2.3: The Comparisons of Simulation Results Produced by Dierent Algorithms.
V. Pro. E. Marks Lee.et.al Wang. SA This work
50 0.05 61 53 52 53 53 53
50 0.15 183 136 133 136 136 136
50 0.25 305 205 203 205 205 205
80 0.05 158 134 127 134 134 134
80 0.15 474 330 325 330 330 330
80 0.25 790 513 504 513 513 513
100 0.05 247 207 196 206 207 207
100 0.15 742 501 492 501 502 502
100 0.25 1235 778 761 779 779 779
150 0.05 558 423 402 421 419 423
150 0.15 1676 1077 1062 1074 1069 1077
150 0.25 2790 1692 1645 1693 1674 1699
200 0.05 995 722 685 713 714 722
200 0.15 2985 1871 1838 1864 1586 1874
200 0.25 4975 2954 2886 2941 2948 2955
250 0.05 1556 1104 1060 1100 1094 1107
250 0.15 4668 2859 2809 2856 2849 2872
250 0.25 7778 4516 4435 4510 4526 4534
300 0.05 2242 1530 1486 1524 1522 1540
300 0.15 6727 4062 3987 4059 4061 4073
300 0.25 11212 6440 6393 6435 6441 6458
2.5 Conclusions
In order to solve the discrete optimization problem, we proposed a multi-sate colony
optimization. Because the characteristics are dierent for dierent combinatorial op-
timization problem, the ways the pheromone trail to be deposit are dierent. The
concept of multi-state ACO has been proposed. How to deposit pheromone trails in
the proposed multi-state ACO has been presented. The procedure of the solution con-
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struction has been addressed. The proposed algorithm has been evaluated by solving
the subgraph bipartite problem. The simulations have been carried on a large number
of instances. The simulation results show that the proposed algorithm works remark-
ably well and is superior to its competitors to solve the bipartite subgraph problem.
The encouragement results inspire us to apply the multi-state ACO to other problems.
In the following chapters, the proposed multi-state ACO will be evaluated on other
combinatorial problem further.
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Chapter 3
Solving Combinatorial Problems
Using Multi-state Ant Colony
Optimization
The multi-state ant colony optimization was proposed in chapter 2. According to the
property of the multi-sate ACO, the multi-state ant colony optimization is extended to
solve other combinatorial optimization problems, such as the the graph planarization
problem, maximum cut problem, and the crossbar switching problem in this paper.
3.1 Graph Planarization Problem
3.1.1 Review of the Graph Planarization Problem
The graph planarization problem has important applications in many areas, including
graph drawing ( such as CASE tools [1], automated graphical display systems ) and
numerous layout problems (such as circuit layout, layout of industrial facilities [2]),
as well as molecular biology [3]. A survey of some of these applications is given in
Mutzel [4]. A graph is said to be planar, or embeddable in the plane, if it can be drawn
on a plane, such that no two edges intersect except at their end vertices. Given a non-
planar graph G = (V; E), (jV j = n, jEj = m), the graph planarization problem is to
find a spanning planar subgraph G0 = (V; F) with a maximum number of edges, which
is known as the maximum planar subgraph problem(MPSP) [5]. However, the graph
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planarization problem is NP-complete for general graphs [6]. Therefore, no tractable
algorithm is known for solving it, which is the motivation for finding fast algorithms
that yield approximate solutions.
In general, there are two types of graph planarization problem. The first is that
the order of the vertices is untunable in the graph, in other words, the vertex order is
fixed. The second is that the order of the vertices can be adjusted. Because in many
applications, the vertex order is fixed, the first type has been widely studied and many
algorithms for the problem with fixed vertex order have been published in the literature.
Based on the PQ-tree technique, Jayakumar et al. [7] proposed a O(n2) near-maximal
planarity testing algorithm. Kant [8] presented a corrected and more generalized ver-
sion of Jayakumers algorithm later. Cai et al.[9] developed an O(mlogn) algorithm
for the problem based on the Hopcroft-Tarjan planarity testing algorithm [10]. An-
other algorithm with the same complexity can also be derived from the incremental
planarity testing algorithm of Di Battista and Tamassia [11]. Using an approach sim-
ilar to Di Battista and tamassia, Westbrook [12] described an algorithm that works in
O(nlogn + ma(m; n)) worst case time plus an additional O(n) excepted time (where
a(m; n) is the functional inverse of Ackermann function). La Poutre [13] gave an in-
cremental planarity testing algorithm that takes O(a(m; n)) amortized time per opera-
tion. Which can transformed into an O(n + ma(m; n)) time algorithm for the problem.
Goldschmidt and Takvorian [14] presented a two-phase graph planarization heuristic.
Further Junger and Mutzel [15] reported a branch and cut algorithm for finding maxi-
mum planar subgraph. Resende and Ribeiro [16] gave a greedy randomized adaptive
search procedure (GRASP), a meta-heuristic for graph planarization problem. Using
the neural network techniques [17], Takefuji and Lee [18, 19] presented a parallel pla-
narization algorithm for generating a near-maximal planar subgraph within O(1) time.
Wang et al. proposed a Hopfield network learning algorithm for the problem [20]. Be-
sides, genetic algorithm (GA) based algorithm [21] was also proposed to solving the
problem and very good results were reported. Also there are some other algorithms
for solving the second type of MPSP, in reference[22] a multi-layered immune system
was used to solve the problem.
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3.1.2 Problem Formulation
The graph planarization problem is to find a maximum planar subgraph from a general
non-planar graph. For a given n-vertex m-edge graph G = (V; E), a planar sub-graph
G0 of G such that adding to G0 any edge of E(G)   E(G0i results in a non-planar graph
is called a maximal planar sub-graph of G [5]. the graph planarization problem is
to find a maximum planar sub-graph from a general non-planar graph. Consider the
simple undirected graph composed of four verties and six edges as shown in Figure
3.1(a). The graph is planar as long as two edges, (1, 3) and (2, 4), do not intersect each
other. Figure 3.1(b) shows a planar graph. In the single-row routing representation,
connection is established by routing an upper edge or a lower edge. Figure 3.1(c)
shows a possible planar graph based on the single-row routing representation. The
two-edge-intersection violation condition can be easily determined from the single-
row representation used. The existence of intersect between two edges (i, j) and (k, l)
is determined by the following conditions as shown in Figure 3.1(d): if i < k < j < l
or k < i < l < j (i, j, k, l are the vertices and both edges are on upper or lower).
For solving this problem with ant colony algorithm, we need encode the problem.
For an m-edge graph, we can use a list (x1, x2,. . . , xm) to represent the solution of
graph planarization problem. Each element (xi) in the list corresponds to an edge of
the graph and has the value -1, 0 or 1 according to whether, for this solution the edge
is a lower edge, is not considered or is an upper edge. For example the graph shown in
Figure 3.1(c) can be represented by a list (1, 1, 1, -1, 1, -1), which is one solution of
ant colony algorithm. Thus the problem can be mathematically transformed into the
following optimization problem:
Optimization Description:
Maximize :
mX
i=1
jxij (3.1)
Constraint condition : 1
2
mX
i=1
mX
j=i+1
jxi + x jj  xi  x j  di j = 0 (3.2)
where m is the number of edges, di j = 1 if two edges i and j intersect; otherwise, it
equals 0. The existence of a crossing between two upper edges (or two lower edges) is
easy to determine by using the determination conditions mentioned before.
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(c) A possible planar graph
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(d) Violation condition in the single-
row routing representation.
Figure 3.1: The graphs of the planarization problem.
Eq.(3.1) is used to maximize the number of edges, and Eq.(3.2) is used to ensure
that the solution is a planar subgraph. In the ant colony algorithm, the string ~x =
(x1; x2; : : : ; xm) can be chosen as the solution of the ant. The ant colony algorithm can
find a good solution gradually. At the start the solutions are a collection of possible
solutions generated at random. The solution is optimized iteration by iteration. So
the evaluation function of the solution is very important to the ant colony algorithm.
It is a critical factor to improve the solution of ant colony. According to the problem
description in Eq.(3.1) and Eq.(3.2), in this algorithm we can evaluate the quality of
3.1 Graph Planarization Problem 43
the solution by the following equation:
f (~x) = A 
Pm
i=1 jxij
1 + B2
Pm
j=i+1 jxi + x jj  xi  x j  di j
(3.3)
where A and B are parameters. We can adjust A, B to get the appropriate evaluation
function for the ant colony algorithm.
3.1.3 The Two-state ACO for the Graph Planarization Problem
Artificial ants in ACO algorithms can be seen as probabilistic construction heuristics
that generate solutions iteratively by taking into account accumulated past search ex-
perience: pheromone trails and heuristic information on the instance under solution. In
the existing ACO algorithms, the pheromone consists of only one element. However
for some combinatorial optimization problems, for example, the graph planarization
problem, it is not ecient to show the quality of solution using only one element
pheromone. In the proposed algorithm we present a new ant colony algorithm called
two-state ant colony algorithm for the graph planarization problem.
In this section, we propose a two-state ant colony algorithm to solve the graph pla-
narization problem. According to the characteristic of the graph planarization problem
which the edges in the planar subgraph can be embedded one upper side or lower side
(as described in section 3.1.2, the two-state ant colony deposit more pheromone to
search the solution, the optimal solution can be found very quickly. In the proposed
ACO algorithm, each ant has two states in which the ant deposits two elements of
pheromone (1 and  1) on the edge. Pheromone 1 and  1 indicate the learned de-
sirability of partitioning the edge into the upper group and lower group respectively as
shown in section 3.1.2. Each ant starts with an empty solution and constructs a com-
plete solution by iteratively partitioning edges until all edges are partitioned. For the
graph planarization problem, we can select an edge which is waiting to be set accord-
ing to the probabilities. The probabilities are decided by the pheromone and heuristic
in the iteration. In iteration t an ant k selects ]i edge for upper group and under group
with probability P1k(i) and P 1k (i), respectively.
P1k(i) =
8>>><>>>:
[1i (t)]r1 [i(t)]r2P
j2Jk [1j (t)]r1 [ j(t)]r2
; if i 2 Jk
0; otherwise
(3.4)
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P 1k (i) =
8>>><>>>:
[ 1i (t)]r1 [i(t)]r2P
j2Jk [ 1j (t)]r1 [ j(t)]r2
; if i 2 Jk
0; otherwise
(3.5)
where 1i ,  1i are pheromone trails and  j is heuristic information in edge ]i. Jk is
the set of edges that remain to be set by ant k, the parameters r1 and r2 determine the
relative influence of pheromone and heuristic information.
After the characteristics of a given n-vertex m-edge graph G = (V; E) are consid-
ered, the heuristic for the proposed ACO algorithm is proposed. Assuming all the
edges is set upper side, and no one edges is unconsidered, in other words xi = 1
(i = 1; 2; : : : ;m), so the heuristic for edge ]i is related to the number of edges in graph
G which intersect with edge ]i. The larger the intersecting number is the smaller the
heuristic for edge ]i is. As a result, the heuristic for the novel ACO algorithm is as
following:
i =
n
 +
Pm
j=1 xi  x j  di j
(3.6)
where n is the number vertex in graph G,  is a parameter which avoids denominator
becoming 0, here we set  to 1, but it is can be adjust, and the definition of di j is
introduced in section 3.1.2.
Once solutions are constructed, the pheromone trails are updated. In the proposed
method, an ant has two dierent states that correspond to depositing two elements
of pheromone on the edge. The ant deposits pheromone 1 on all edge partitioned
into upper group and  1 on those partitioned into lower group. The amount of the
pheromone is based on the quality of the solution. The amount of pheromone an ant k
deposits on edge ]i is defined by:
1;ki =
1
m
 f (~x)k Gi;1k (3.7)
 1;ki =
1
m
 f (~x)k Gi; 1k (3.8)
where m is the number of edges in graph G, f (~x)k is the evaluation function of the
solution which have been searched by ant k, and for the solution of ant k, if xi = 1,
Gi;1k = 1, if xi =  1, Gi; 1k = 1. In this way, the increase of the pheromone on edge ]i
by ant k depends on the quality of the solution found by the ant.
In the proposed algorithm, at the pheromone update stage, the pheromone update
rule in AS rank is used, but there are some improvements in the proposed algorithm.
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Besides the global best solution and the (!   1) best ants of each iteration are allowed
to deposit pheromone, a number of random ants are selected for pheromone update to
increase the diversity of the algorithm. It can avoid the local convergence problem. As
a result, the balance between diversity and intensity is achieved.
1i (t + 1) = (1   )  1i (t) +
! 1X
k=1
(!   k)  1;ki (t) (3.9)
+!  1;gbi (t) +
X
k=Rd
1;ki (t)
 1i (t + 1) = (1   )   1i (t) +
! 1X
k=1
(!   k)   1;ki (t) (3.10)
+!   1;gbi (t) +
X
k=Rd
 1;ki (t)
where  is the pheromone decay coecient from t to t + 1. Not only the global best
solution and the (!   1) best ants are allowed to deposit pheromone for updating,
some of ants are picked randomly to deposit pheromone, and Rd is the number of ants
randomly picked.
The search procedure of the proposed two-state ant colony algorithm for solving
the planarization problem is described as follows:
1. Set the values of the parameters for the algorithm.
2. Randomly generate the initial solutions for the ant colony, calculate the value of
the heuristic, and initialize the pheromone 1 and  1.
3. Update the pheromone 1 and  1 according to the Eq.(3.9) and Eq.(3.10).
4. Update probability to upper group according to Eq.(3.4), select an edge xi using
roulette according to the above probability, if there is no intersecting among the
set edges, set xi to upper group, then, go to step 5, if there is another edge in
subgraph G0 which interest with the selected edge xi, then, set xi to lower group,
and if intersecting still exists, xi is set to unconsidered group.
5. If all edges are set, go to step 8, else go to step 6.
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6. Update probability to lower group according to Eq.(3.5). select an edge x j using
roulette according to the above probability, if there is no intersecting among the
set edges, set x j to lower group, then, go to step 7, if there is another edge in
subgraph G0 which interest with the selected edge x j, then, set x j to upper group,
and if intersecting still exists, x j is set to unconsidered group.
7. If all the edges are set, go to step 8, else go to step 4.
8. Evaluate the solutions of the ant colony.
9. If the algorithm becomes convergent, terminate this procedure, and otherwise go
to step 3.
3.1.4 Simulation Results
In order to widely verify the proposed method, we tested the proposed algorithm on a
total of 19 benchmark graphs, which are used in the literature [18], [20],[21] on a PC
Station. The benchmark graphs dier in size of vertices and density of edge. In the
simulation, the size of ant colony was set to 100.
In the preliminary experiments we tried to find reasonable parameter settings for
the proposed two-state ant colony algorithm. This was done by considering a set of
parameters and then modifying one, while keeping the others fixed. Based on the
above preliminary experiments, we found that when (A; B) = (4; 4), (r1; r2) = (1; 1),
and  = 0:1, the solution of the proposed algorithm is very good. Besides, we found
that for ! = 4, Rd = 4, the proposed algorithm performs very well.
In the proposed algorithm, the main improvement is constructing a two-state
ant colony for the graph planarization problem. And additionally, a new type of
pheromone update rule is adopted. At the pheromone update stage, not only the global
best solution and the (!   1) best ants are allowed to deposit pheromone for updat-
ing, some of ants are picked randomly to deposit pheromone. To see the eect of the
improved pheromone updating method, the algorithm is performed under two types
of pheromone update rule on G14, the first type of pheromone include the pheromone
deposited by randomly selected ants which is addressed in Eq.(3.9) and Eq.(3.10),
and the pheromone of the random ants is not included in the second type. Figure 3.2
shows the variation of the best solution during the searching process while the above
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pheromone updating methods are used. We can see that, when the random ants are not
used, the algorithm converges too quickly so that it could not find a good solution. On
the other hand, when the pheromone deposited by randomly selected ants are adopted,
the algorithm converges relatively slower, and the randomly selected ants contribute to
the potential of finding a better solution.
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Figure 3.2: The searching process of the solution on G14 under dierent pheromone
updating rules.
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Figure 3.3: Variation in the best, worst and average solutions during the evolution
procedure of the solution on graph G14.
As described in section 3.1.3, the two-state ant colony deposit more pheromone to
search the solution in the proposed algorithm, the best solution can be found easily,
and the convergence property of the algorithm is very good. To see the search ability
of the proposed algorithm, a large number of simulations have been done. Without loss
of generality, we present the variation of the solution on the graph G14 with 50 vertices
and 491 edges in Figure 3.3. It shows the variation in the best, worst and average
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Figure 3.4: The numbers of iterations to find the best solutions in every run.
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Figure 3.5: The convergence property along with the graph size.
solutions during the evolution procedure of the solution. From Figure 3.3, we can see
that the solution converges quickly. The optimal solution is found within hundreds of
iterations. To study the convergence property of the proposed algorithm further, 100
simulations have been done. The numbers of iterations to find the best solution in
every run are shown in Figure 3.4. From Figure 3.4, we can see that in every run the
best solution was found in hundreds of iterations. From the above simulations, it can
be concluded that the two-state ant colony algorithm has a very good performance in
convergence property and solution quality.
Besides, we also performed 100 simulations on all graphs. The average numbers
of iterations to find the best solutions on graphs (G1  G19) in 100 runs are shown
in Figure 3.5. We can find that for all the graphs, the best solution can be found
within hundreds of iterations, comparing with other ACO algorithms which always use
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Table 3.1: The simulation results.
Graph Vertices Edges T-L [18] HNL [20] IGA [21] The proposed
algorithm
G1 10 22 20 20 20 20
G2 45 85 80 80 80 80
G3 10 24 21 22 22 22
G4 10 25 22 22 22 22
G5 10 26 22 22 22 22
G6 10 27 22 22 22 22
G7 10 34 23 23 23 23
G8 25 69 58 61 61 61
G9 25 70 59 61 61 61
G10 25 71 58 61 61 61
G11 25 72 60 61 61 61
G12 25 90 61 63 63 63
G13 50 367 70 82 84 84
G14 50 491 100 109 114 116
G15 50 582 101 115 119 119
G16 100 451 92 100 101 103
G17 100 742 116 126 127 134
G18 100 922 115 135 138 145
G19 150 1064 127 138 145 152
several thousand search iterations to finding a solution. The reason why the proposed
algorithm can find a good solution within small search iterations is that in the proposed
algorithm, the ants have two states, and deposit two kinds of pheromone in the search
process.
To evaluate the proposed algorithm further, we compare our results with those
found by neural network [18], Hopfield network learning method (HNL) [20] and
genetic algorithm based algorithm [21]. The reason why we select these methods for
comparing is that all these methods proposed to solve the graph planarization problem
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with fixed vertex order. Thus we think that these comparisons are suitable. Information
on the test graphs and the simulation results found by dierent algorithms are shown
in Table 3.1. We can see from Table 3.1 that for small graphs (G1  G13), both the
proposed algorithm and other algorithms can obtain the same solutions. On the other
hand, for the larger graphs (G14  G19), the proposed algorithm works remarkably well
and superiorly to other algorithms.
3.2 Maximum Cut Problem
3.2.1 Review of the Maximum Cut Problem
One of the best known and most important combinatorial optimization graph problem
is the maximum cut problem [23]. Many optimization problems can be formulated in
terms of finding the maximum cut in a network or a graph. In this problem, we have a
weighted, undirected graph G = (V; E), where V is the set of vertices and E is the set
of edges, and we look for a partition of vertices of graph G into two disjoint sets S and
(V   S ), such that the total weight of the edges that go from one to the other is as large
as possible. Besides its theoretical importance, the maximum cut problem has appli-
cations in the design of VLSI circuits, the design of communication networks, circuit
layout design and statistical physics [24-26]. This problem is one of Karp’s original
NP-complete problems [23], and has long been known to be NP-complete even if the
problem is unweighted [27]. For planar graphs this problem has been shown to be
polynomial solvable [28]. However, in general the weighted graph may not be planar.
Because of its theoretical and practical importance and because ecient algorithms for
NP-complete combinatorial optimization problems are unlikely to exist, some polyno-
mial time approximation algorithms have been proposed to solve it. In 1976, Sahni
and Gonzales [29] presented an approximation algorithm for the maximum cut prob-
lem. Their algorithm iterates through the vertices and decides whether or not to assign
]i vertex to S based on which placement maximizes the weight of the cut of vertices
1 to i. This algorithm is essentially equivalent to the randomized algorithm that flips
an unbiased coin for each vertex to decide which vertices are assigned to the set S .
Since then, a number of researchers have presented approximation algorithms for the
maximum cut problem. Hsu [30] developed a greedy algorithm to approximate the so-
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lution to the maximum cut problem on general graphs with arbitrarily weighted edges.
Using semidefinite programming [31], Goemans and Williamson [32] presented a ran-
domized approximation algorithm for the maximum cut problem. Their algorithm has
a very good worst case performance but it can handle eciently only graphs of small
size, while it becomes very slow for larger instances (vertices > 200). Besides, be-
cause of its complex design it cannot easily be implemented on dedicated circuits.
For these reasons, Bertoni et al. [33] presented a simple algorithm, called LORENA,
which is inspired by Goemans and Williamson’s idea. In [33] Bertoni et al. showed
that the LORENA behaves better than Goemans and Williamson’s algorithm. Using
the neural network, Alberti et al. [34] presented a Hopfield neural algorithm for maxi-
mum cut problem. Unfortunately, its performance is not as good as other local search
based algorithms such as LORENA [33] because satisfying constraints is as dicult as
searching for good solutions using the Hopfield neural network. Wang et al.[35] pro-
posed a parallel algorithm for the maximum cut problem using gradient ascent learning
algorithm of the Hopfield network which can avoid some local minima. By introduc-
ing stochastic dynamics into Hopfield network, Wang et al. [36] proposed an optimal
competitive Hopfield network with stochastic dynamics for maximum cut problem.
3.2.2 Problem Formulation
Let G = (V; E) be an edge-weighted undirected graph, where V is the set of vertices
and E is the set of edges. The edge from vertex i to vertex j is represented by "i j 2 E
. di j = d ji defines weights on edges whose endpoints are vertex i and vertex j. Figure
3.6 (a) shows an example of undirected 5-vertices graph with weighted edges. The
maximum cut problem is to find a partition of V into two nonempty, disjoin sets A and
B, such that A [ B = V , A \ B =  and Pi2A; j2B di j is maximum.
This problem can be formulated as follows: For a given graph with N vertices and
M edges, its vertices set can be represented using vector ~X = (x1; x2; :::; xN), where
xi(i = 1; 2; :::N) expresses ]i vertex is partitioned into the subset A or B. The value
of 1 for the xi implies that ]i vertex is partitioned into subset A, and the value of 0
denotes that it is partitioned into subset B. Thus, the maximum cut problem can be
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Figure 3.6: (a) 5 vertices graph (b) solution of (a).
mathematically transformed into the following optimization problem:
Maximize C =
X
i j
jxi   x jj  di j (3.11)
where C is the total weight of the edges that go from A to B, and di j is the weights on
edges whose endpoints are vertex i and vertex j.
3.2.3 The Two-state ACO for the Maximum Cut Problem
For the case of the maximum cut problem, however, within our survey, no attempt has
been made. Artificial ants in ACO algorithms can be seen as probabilistic construc-
tion heuristics that generates solution iteratively by taking into account accumulated
past search experience: pheromone trails and heuristic information on the instance un-
der solution. In the existing ACO algorithms, only one kind of pheromone is used.
However for some combinatorial optimization problems, for example, the maximum
cut problem, it is not ecient to show the quality of solution using only one kind of
3.2 Maximum Cut Problem 53
pheromone.
In the proposed ACO algorithm for the maximum cut problem, each ant has
two states in which the ant deposits two kinds of pheromone (A and B) on vertex.
Pheromone A and B indicate the learned desirability of partitioning the vertices into
subset A and B respectively. Besides, we also introduce two kinds of heuristic infor-
mation which( A and B) are associated to a vertex to indicate the heuristic desirability
of partitioning the vertices into subset A and B respectively. Each ant starts with an
empty solution and constructs a complete solution by iteratively selecting a vertex and
then partitioning it into subset A or B by using probability until all vertices are parti-
tioned. In iteration t, an ant k selects ]i vertex from the set of vertices that remain to
be partitioned and then partite it into subset A or B with probability pAk (i) and pBk (i)
respectively.
pAk (i) =
8>>><>>>:
[Ai (t)][Ai ]P
j2Jk [Aj (t)][Aj ]
i f j 2 Jk
0 otherwise
(3.12)
pBk (i) =
8>>><>>>:
[Bi (t)][Bi ]P
j2Jk [Bj (t)][Bj ]
i f j 2 Jk
0 otherwise
(3.13)
where Ai , Bi are pheromone trail and Ai , Bi are heuristic information in ]i vertex. Jk
is the set of vertices that remain to be partitioned by ant k, and the parameters  and 
determine the relative influence of pheromone and heuristic information.
The heuristic information can play a significant role in the performance of ACO
algorithm. Many existing ACO algorithms use static heuristic information, in which
the heuristic information can be computed only once, when initializing the algorithm.
Then it remains the same throughout the whole run of the algorithm. In the proposed
method, we use dynamic heuristic information. The dynamic heuristic information
depend on the partial solution constructed and it is computed at each construction step
of each ant. The use of dynamic heuristic information results in higher accuracy of
the computed heuristic values. We now explain the heuristic information considered
in our study. Let PS Ak and PS Bk be the set of vertices which have been partitioned into
subset A and B in the current partial solution constructed by ant k, and di j the weights
on edges whose endpoints are vertex i and vertex j. Hence, the total weights on edges
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connecting the un-partitioned vertex ]i and the partitioned vertices in subset A and B
are:
W iAk =
X
j2PS Ak
di j; W iBk =
X
j2PS Bk
di j (3.14)
Because W iAk and W iBk relate to current information of the graph to be partitioned, they
can be used to define the heuristic information. According to the goal of the maximum
cut problem described in section 3.2.2, the heuristic information A may be in propor-
tion to W iBk and inversely proportion to W iAk , and B may be in proportion to W iAk and
inverse proportion to W iBk . In this work, we define following three types of heuristic
information:
Type 1: This type uses all W iAk and W iBk to define the heuristic information.
Ai =
W iBk
W iAk
; Bi =
W iAk
W iBk
(3.15)
Type 2: This type uses only the proportional part to define the heuristic information as
follows:
Ai = W iBk ; 
B
i = W iAk (3.16)
Type 3: Dierent to the type2, the type 3 uses only the inversely proportional part to
define the heuristic information.
Ai =
1
W iAk
; Bi =
1
W iBk
(3.17)
Besides the heuristic information, the pheromone trails also play a significant role
in the performance of ACO algorithm. Dierent to other existing ACO algorithms, in
the proposed method, an ant has two dierent states corresponding to depositing two
kinds of pheromone on vertex. Ant deposits pheromone A on all vertices partitioned
into subset A and B on those partitioned into subset B. The amount of pheromone an
ant k deposits on vertex ]i is defined by:
A;ki =
8>><>>: Q Ck i f vertex ]i ispartitioned into A0 otherwise (3.18)
B;ki =
8>><>>: Q Ck i f vertex ]i ispartitioned into B0 otherwise (3.19)
3.2 Maximum Cut Problem 55
where Q is constant and Ck is defined by Eq.(3.11) which denotes the quality of so-
lution found by ant k. In this way, the increase of pheromone on vertex ]i by ant k
depends on the quality of the solution found by the ant. The pheromone update rule in
ASrank is used in the proposed method.
Ai (t + 1) =   Ai (t) +
w 1X
k=1
(w   k)  A;ki (t) + w  A;gbi (t) (3.20)
Bi (t + 1) =   Bi (t) +
w 1X
k=1
(w   k)  B;ki (t) + w  B;gbi (t) (3.21)
where  is the pheromone decay coecient. Note that only the global best solution
and the (w   1) best ants of each iteration are allowed to deposit pheromone.
The following search procedure describes the proposed ACO algorithm for the
maximum cut problem of N-vertices graph.
1. Set initial pheromone A = 0:0 and B = 0:0 for all ants.
2. Randomly generate initial solution for every ant. Note that in the initial solution,
vertices are partitioned to subset A and B equally.
3. Update pheromone trails using Eq.(3.18) - Eq.(3.21).
4. Calculate the heuristic information for all vertices that remain to be partitioned.
Note that three types of heuristic information is used in simulations and their
performances will be shown in the next subsection.
5. Select a vertex and partitioned it into subset A or B using roulette-wheel [37]
with its circumference proportionate to the Eq.(3.12) and Eq.(3.13).
6. If all vertices are partitioned, go to next step, else go to step 5.
7. Calculate the solution quality using Eq.(3.11).
8. If the (Best solution   Average solution < 2) or the iteration reached 1000 times,
terminate this procedure.
9. Go to step 4.
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3.2.4 Simulation Results
We performed an experimental analysis of the proposed ACO algorithm. We ran the
proposed ACO algorithm together with each of the three dierent types of obtaining
heuristic information. The algorithm was implemented in C++ and was carried out
over some randomly generated instances on a PC Station. The instances dier in size
of vertices and density of edge. In simulations, the number of ants is set at 100.
In preliminary experiments we tried to find reasonable parameter settings for
the proposed two-state ant colony algorithm. This was done by considering a set
of parameters and then modifying one, while keeping the others fixed. The pa-
rameters tested include ;  2 f1; 3; 5; 10; 15; 20; 25; 30; 35g,  2 f0:2; 0:5; 0:8g, and
w 2 f1; 2; 3; 4; 5; 6; 7; 8; 9; 10g. We found that for  = 1,  = 5,  = 0:5, and w = 3
the algorithm with each of the three dierent types of heuristic information performed
best. In addition, we found that the reasonable value of Q in Eq.(3.18) and (3.19) is
dierent by size of problem. We set Q according to the following equation and found
that the algorithm performed best.
Q = 1=N (3.22)
where, N is the total number of edges in a problem. Based on the above preliminary
experiments, we set  = 1;  = 5;  = 0:5; w = 3 and Q according to Eq.(3.22) in our
next simulations.
To study the influence of the heuristic information, we ran the proposed ACO al-
gorithm with the three dierent types of heuristic information on a random graph with
100 vertices 1235 edges. Figure 3.7 plots the variation in the best, worst and aver-
age solutions over the iteration times. It can be observed that Type 3 yields the best
performance. On the other hand, Type 1 shows quite poor performance. This is be-
cause for the Type 1, the heuristic information in the case that W iAk and W iBk are large
together is near to that in the other case that W iAk and W iBk are small together, and thus
the heuristic information will not be much helpful in searching a solution. The perfor-
mance of Type 2 is between those of Type 1 and Type 3. Besides, it is worth noting
that although the Type 3 has best performance, we still cannot confirm if the solution
found is an optimal solution because it is impossible to perform exhaustive search to
this graph on the full searching space. Because our goal is to search for good solution
of a problem, we use heuristic information Type 3 in our following simulations.
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Figure 3.7: The variation in the best, worst and average solutions over the iteration
times found by the proposed ACO algorithm with three dierent types of heuristic
information.
In order to widely verify the proposed approach, we have tested the algorithm with
a large number of randomly generated graphs [38] defined in terms of two parameters,
n and p. The parameter n specifies the number of vertices in the graph; the parameter
p, 0 < p < 1, specifies the probability that any given pair of vertices constitutes an
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Table 3.2: Computational results.
No. Pro. No. LORENA SA Wang Wang This
Vertex Edges et al:[35] et al:[36] work
20 0.05 10 23 24 24 24 24
20 0.15 30 63 64 64 64 64
20 0.25 50 97 98 98 98 98
50 0.05 61 130 132 132 131 132
50 0.15 183 320 323 323 323 323
50 0.25 305 491 499 499 499 499
80 0.05 158 316 317 317 317 317
80 0.15 474 768 770 772 772 772
80 0.25 790 1196 1200 1201 1201 1201
100 0.05 247 483 482 484 488 488
100 0.15 742 1172 1175 1178 1184 1184
100 0.25 1235 1798 1802 1802 1808 1808
150 0.05 558 987 992 992 1000 1000
150 0.15 1676 2489 2491 2496 2506 2506
150 0.25 2790 3888 3891 3898 3924 3924
200 0.05 995 1675 1679 1680 1687 1690
200 0.15 2985 4284 4285 4296 4320 4320
200 0.25 4975 6748 6736 6755 6755 6755
250 0.05 1556 2499 2506 2506 2560 2564
250 0.15 4668 6534 6532 6541 6626 6630
250 0.25 7780 10223 10215 10231 10290 10290
300 0.05 2242 3562 3523 3530 3589 3591
300 0.15 6727 9147 9143 9165 9256 9258
300 0.25 11212 14491 14497 14516 14609 14609
edge. Integer numbers were given randomly on edges as weight. The range for weight
was from -1 to 5. In the experiments, up to 300-vertices graphs with dierent prob-
ability were used to evaluate the proposed algorithm. The LORENA [33], simulated
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Table 3.3: Average solutions.
No. Pro. No. LORENA SA Wang Wang This
Vertex Edges et al:[35] et al:[36] work
20 0.05 10 21.2 23.76 24 24 24
20 0.15 30 61.5 63.35 64 64 64
20 0.25 50 95.1 96.96 96.6 98 98
50 0.05 61 128.5 130.13 131 130.5 131
50 0.15 183 312.6 314.27 319.8 320.5 321.3
50 0.25 305 486.3 495.51 497.3 492.8 497.5
80 0.05 158 311.6 314.15 315.2 316.2 316.1
80 0.15 474 766.4 760.82 769.4 761.3 765.9
80 0.25 790 1192.5 1190.39 1198.7 1198.5 1196.2
100 0.05 247 479.2 479.84 483.1 483.6 485.7
100 0.15 742 1163.9 1162.08 1175.4 1181.9 1180.3
100 0.25 1235 1789.6 1783.98 1800.9 1802.3 1802.9
150 0.05 558 982.5 979.56 989.1 991.5 995.6
150 0.15 1676 2480.8 2468.40 2493.7 2499.3 2498.1
150 0.25 2790 3887 3854.71 3895 3911.3 3916.7
200 0.05 995 1669.4 1655.60 1675.9 1683.2 1680.2
200 0.15 2985 4278.8 4255.20 4294.5 4306.3 4311.9
200 0.25 4975 6745.2 6686.20 6752 6750.2 6751.5
250 0.05 1556 2493.5 2481.50 2502.8 2538.9 2643.1
250 0.15 4668 6527.6 6447.70 6539.5 6618.3 6612.3
250 0.25 7780 10217.7 10160.4 10228.1 10274.4 10275.6
300 0.05 2242 3612.4 3492.88 3526.7 3576.7 3579.8
300 0.15 6727 9138.5 9105.91 9162 9248.0 9249.3
300 0.25 11212 14465.6 14440.3 14512.6 14598.2 14599.8
annealing (SA) based algorithm given by Johnson et al. [37], Wang et al. [35] and
Wang et al. [36] were also executed for comparison. For each of graphs and algo-
rithms, 100 simulation runs were performed. Information on the test graphs as well
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as all results are shown in Table 3.2. The results that we recorded for each graph are
the best solutions produced by all algorithms. From Table 3.2 we can know that the
proposed algorithm has powerful ability of searching the near-optimum solutions for
the maximum cut problem and can provide better solutions than many other algorithms
for most tested graphs.
To evaluate the solution stability, we also observed the average solution in 100 runs
using each algorithm. Table 3.3 shows the average solutions in 100 runs. As shown in
the Table 3.3, the average solutions obtained by the proposed algorithm are better than
those obtained by other algorithms for almost all instances. Therefore, we can say that
the proposed algorithm is superior to other compared algorithms in item of solution
stability, too. Besides, in our simulations, we also found that for all instance our
algorithm converges within 300 iterations. On the other hand, general ACO algorithms
always perform several thousand search iterations for finding a solution. The reasons
why the proposed algorithm can find good solution within small search iteration is
that in the proposed algorithm, two kinds of pheromone and two kinds of heuristic
information is used as instructions for the each search iteration.
3.3 Crossbar Switching Problem
3.3.1 Review of the Crossbar Switching Problem
The ability of multiprocessors and multicomputers to achieve high performance is de-
pendent on interconnection networks that provide high-bandwidth low-latency inter-
processor communication. The key components of interconnection networks are small
n  n switches [39]. In the communication systems, crossbar switches route trac
from the input to output where a message packet is transmitted from the source to the
destination. A typical communication switch consists of input ports, output ports, an
n  n crossbar, and some buer memory. Depending on the trac patterns there may
be conflicting demands for these resources. If two packets destined to the same output
port arrive at the input ports of the switch simultaneously, they can not both be for-
warded. The randomly incoming trac must be controlled and scheduled to eliminate
conflict at the crossbar switch. Arbiters that resolve the conflicts of the crossbar switch
architecture and provide ecient and fair scheduling of these resources are critical for
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achieving the maximum possible performance from a given network. In 1979 Inukai at
COMSAT lab proposed the O(n) sequential algorithm for nn crossbar switch problem
[40]. In 1989 Rose at AT & T Bell lab presented the O(n) parallel algorithm based on
a cellular automaton where n2 processing elements are used for solving an n n trac
matrix problem [41]. Chen, Mavor, Denyer, and Renshaw proposed the O(n2) sequen-
tial algorithm of trac routing problems for multiprocessor system. They proved that
the problem is NP-complete [42]. In 1989 Marrakchi and Troudet at Bellcore proposed
the n  n neural network algorithm based on Hopfield network model [43]. However
with Hopfield neural network, the state of the system is forced to converge to the local
minimum. In other words, the solution quality drastically degrades with the problem
size.
3.3.2 Problem Formulation
In the communication systems, crossbar packet switches route from the input to output
where a message packet is transmitted from the source to the destination [44]. The
goal of the crossbar switching problem (CSP) is to maximize the throughput of packets
through a crossbar switch [45]. In the packet-switched telecommunication networks,
switches are located at nodes, routing randomly arriving packets so that they may be
transmitted from the source to the destination, and the basic switch is the nn crossbar
switch. It consists of a grid of n input lines by n output lines with a switch at each of
the cross points as shown in Figure 3.8. Thus, the crossbar switch can route a packet
arriving at any input line to any output line. Multiple packets, however, can arrive
simultaneously at dierent input lines destined for the same output line and cannot be
routed to the same output line at the same time without collision. In such a case, one
packet is sent, and others must be blocked and queued at each input line for the next
transmission time period. These are based on the asynchronous transfer mode (ATM)
protocol. Thus, at most one packet can be transmitted from each input line and to each
output line. This is a physical constraint of crossbar switches [46].
To show the request for the packet transmission, the n  n crossbar switches can
be represented by an n  n binary request matrix R = (ri j). Rows and columns of the
matrix R are associated with inputs and outputs, respectively, of the crossbar switch.
A matrix element ri j = 1 indicates that there is a request for switching at least one
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Figure 3.8: The n  n crossbar switch architecture.It consists of a grid of n input lines
by n output lines with a switch at each of the cross-points. Packets, each of which is
destined for one of the output lines, arrive at the input lines randomly and are queued
at each input line for the next transmission time period.
packet from input line i to output line j of the switch; otherwise ri j = 0. If we consider
the crossbar switch for point-to-point connections, then at most one cross-point may be
closed on any row or column of the switch during the packet transmission. The state of
the switch can be represented by an n n binary configuration matrix C = (ci j), where
ci j = 1 indicates that input line i is connected to output line j by the “closed” cross-
point (i j). ci j = 0 indicates that cross-point (i j) is “open”. For proper operation of the
switch, there should be at most one closed cross-point in each row and each column.
The throughput of the switch is optimal when the matrix C, which is a subset of the
matrix R (i.e., ci j  ri j for every (i; j)), contains at most a “1” in each row/column.
In other words, we call the throughput maximum if C has a maximum overlap with
R, and Pi P j ri jci j is the maximum. Thus, crossbar packet switching is basically a
combinatorial optimization problem, which finds the configuration matrix C having a
maximum overlap with R. Figure 3.9 shows eight configuration matrices for the same
transmission request. Each row and each column represent an input line and an output
line from the switch, respectively. Both a white circle and a black circle indicate the
presence of a transmission request, that is, ri j = 1, and a black circle indicates also the
packet transmission, that is, ci j = 1. For example, c13 = 1 indicates that the packet
r13 = 1 can be transmitted from input line 1 to output line 3. The configuration matrix
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Figure 3.9: An instance of crossbar switching problem.
(a) shows maximum throughput, (b), (c) and (d) do not have maximum throughput,
and (e), (f), (g) and (h) are infeasible configurations because they violate the physical
constraints of the switch mentioned above.
Thus the crossbar switching problem can be mathematically transformed into the
following optimization problem:
Maximize :
Max: =
nX
i=1
nX
j=1
ci j  ri j (3.23)
Constraint condition :
cons:(C) =
nX
i=1
(
nX
j=1
ci j   1)2
+
nX
j=1
(
nX
i=1
ci j   1)2 = 0 (3.24)
Eq. (3.23) is used to maximize the throughput of packets through a crossbar switch,
and Eq. (3.24) demonstrates the physical constraints of the crossbar switch.
3.3.3 The n-state ACO for the Crossbar Switching Problem
There are many successful implementations of ACO applied to a number of dierent
combinatorial optimization problems. By our survey, there is no ACO based method
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proposed to solve the general crossbar switching problem. In this section, we firstly
give an ACO model for the crossbar switching problem, and then we propose an n-state
ant colony algorithm to solve the crossbar switching problem eciently.
A. ACO for the CSP
In this subsection, we proposed an ACO based algorithm for the crossbar switching
problem without any conceptual change to the original ACO. To solve the combinato-
rial problem, an individual ant constructs candidate solutions by starting with an empty
solution and then iteratively adding solution components until a complete candidate
solution is generated.
For the crossbar switching problem, the states of the crossbar switches are the
components of the solution. The ant constructs the solution for crossbar switching
problem by closing the switches which the ant has been visited. For the n  n crossbar
switch architecture presented before, there are nn switches which may be closed. The
solution construction of the ant is guided by artificial pheromone trails and the priori-
available heuristic information. At each construction step, ant k applies a probabilistic
action choice rule. The probability by which an ant k chooses the switch # s (on the
cross-point (i j), s = 1; 2;    ; n  n) to be closed is given by:
psk =
8>>><>>>:
s(t)sP
l2Jk l(t)l
if s 2 Jk
0 otherwise
(3.25)
Where s is the pheromone information on the switch # s, s is the heuristic informa-
tion on the switch # s, Jk is the set of switches that remain to be set by ant k, and the
definitions of  and  are the same as Eq.(2.1).
We can see that the solution construction of the ant colony is guided by pheromone
trails and problem-dependent heuristic information. After the characteristics of the
crossbar switching problem are considered, the heuristic information is proposed. The
heuristic desirability of closing the switch # s (on the cross-point (i j)) is related to the
number of switches which come from the same input line or destine to the same output
line with the switch # s. As a result the heuristic information is set as following:
s(i j) =
1Pn
k=1 rik +
Pn
l=1 rl j
(3.26)
Where rik; rl j are the packet requests which are from the nn binary request matrix
R = (ri j).
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After all ants have constructed their tours, the pheromone trails are updated. Some
pheromone information is deposited on switches. The amount of pheromone an ant
k puts on the switches it has visited is related to the quality of the solution. How to
evaluate the solution is very important. In the section 3.3.2, the crossbar switching
problem has been outlined, and after taking all factors of the crossbar switch into
consideration, the evaluation function of the proposed algorithm is shown as following:
F(C) =
Pn
i=1
Pn
j=1 ci j  ri j
1 + cons:(C) (3.27)
And the amount of the pheromone an ant k deposits on the switch # s (on the
cross-point (i j)) at the iteration t is defined as follows:
ks =
8>><>>: F(Ck) if sk = 1;0; otherwise (3.28)
Where F(Ck) is the evaluation function of the ant k, and sk = 1 means that in the
solution of ant k the switch # s is closed.
The construction process of the solution is exactly following the traditional ACO.
The ant visits the switches according to the desirability of closing the switch. The
switches are visited one by one according to the probabilities addressed in Eq.(3.25),
and then close the visited switches. For n  n crossbar switch architecture, the max-
imum throughput is that n packets has been successfully transmitted simultaneously
without conflicts, so after n switches were closed, the ant stop visiting. The algorith-
mic skeleton for ACO algorithm applied to the crossbar switching problem is shown
in Figure 3.10.
In the searching process, the ant selects a switch from n  n switches by certain
probability as the first switches to visited, and then selects the next switch from other
(n  n   1) switches. The ant stop visiting until the nth switch is selected from (n 
n   n + 1) switches. We can see that the number of the candidate switches is large. It
is very dicult to select switches using a probabilistic action choice rule from a large
switch set, and even if n switches has been selected, the conflicts may still exist in
the crossbar switch architecture, especially for large size crossbar switching problem.
To solve the crossbar switching problem eciently, an n-state ant colony algorithm
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Procedure ACO algorithms for CSP 
Initialize: 
Set parameters, initialize pheromone trails, compute heuristic information 
While (termination condition not met) do 
     Construct solutions as follows: 
        While (n switches were closed) do 
{ 
   The probabilities are update according to the pheromone and heuristic; 
          Select a switch to visit according to probabilistic action choice rule; 
          Close the switch the ant just visited. 
} 
     Update trails 
End 
End the algorithm 
Figure 3.10: The algorithmic skeleton for ACO algorithm applied to CSP
is proposed. According to the n-state ant colony algorithm, the pheromone trail and
heuristic information is set to n kinds along with the new searching mechanism.
B. An n-state ACO for the CSP
According to the characteristic of the crossbar switch which was mentioned in the
section 3.3.2, for the n  n crossbar switch architecture, if we consider the crossbar
switch as point-to-point connections, then, at most one cross-point may be closed on
any row or column of the switch during the packet transmission. In other words, for
each column, every cross-point of that column which can be from any row has chance
to be closed. For example, for jth column, every cross-point (ci j; i = 1; 2;    ; n) in
the jth column may be closed according to a certain probability. In view of the above
characteristic of the crossbar switch problem, a so-called n-state ant colony algorithm
is proposed. In the proposed ACO algorithm, each ant has n states in which the ant
deposits n kinds of pheromone (1; 2;    n) on the cross-point. For one row of the
crossbar switch architecture, the pheromone 1; 2;    , and n indicate the learned
desirability of closing the cross-point from which column. Besides, n kinds of heuristic
information are also associated to a row to indicate the heuristic desirability of closing
the cross-point from each column respectively. Each ant starts with an empty solution
and constructs a complete solution by iteratively selecting a cross-point to be closed
until all the cross-points are set. In the iteration t an ant k selects the cross-point (i j) in
the # i row to be closed for the # j column with the probability p jk(i) in the probability
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set of p1k(i), p2k(i),    , p jk(i),    , pnk(i).
p jk(i) =
8>>>>>><>>>>>>:
( ji (t))( ji )P
l2Jk; j 
j
l (t)( jl )
if i 2 Jk; j
j = 1; 2;    ; n
0 otherwise
(3.29)
Where 1i (t), 2i (t) ,    , and ni (t) are the pheromone trail in iteration t and 1i (t) , 2i (t)
,    , and ni (t) are the heuristic information for the cross-points # i1,# i2,    , and #
in. Jk;1 , Jk;2 ,    , and Jk;n are the sets of the cross-points that remain to be set in
the columns # 1, # 2,    , and # n by the ant k. The parameters  and  are used to
determine the relative influence of pheromone and heuristic information.
For the n-state ant colony algorithm, the corresponding heuristic information is
proposed. In a column or in a row, there may be more conflicts if there are more packets
waiting to be transmitted. In other words, the transmission desirability of the packet
(i j) is influenced by the number of packets in the row # i or column # j. For example, if
there is only one packet in the row # i or in the column # j, the transmission probability
of that packet is very large. As a result the heuristic for the proposed algorithm is as
follows. The heuristic is a priori-available value, and the heuristic information and
pheromone trails of the ant colony are two important factors of probabilities addressed
above.

j
i =
1Pn
k=1 rik +
Pn
l=1 rl j
j = 1; 2;    ; n (3.30)
Where  ji is the heuristic for the cross-point (i j). rik, rl j are the packet requests, which
are from the n  n binary request matrix R = (ri j) in the section 3.3.2.
After the searching iteration, the some ants deposit some pheromone information
on the cross-points to help the next searching iteration. In the proposed algorithm,
an ant has n dierent states that correspond to depositing n kinds of pheromone on
the cross-points. The ant deposits pheromone 1 on all cross-points which in column
# 1, 2 on those in column # 2,    , and n on those in column # n. The amount of
pheromone an ant k deposits on the cross-point (i j) which in the row # i and the column
# j is defined by:

j;k
i =
8>>><>>>:
P
i
P
j cki jri j
1+cons:(Ck) if c
k
i j = 1
0; otherwise
(3.31)
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Where  j;ki is the pheromone which the ant k deposits on the cross-point (i j) for the
column # j. cki j is the state of the switch on the cross-point (i j) in the solution of the
ant k. ri j is introduced in the section 3.3.2.
After the pheromone and heuristic information for the proposed algorithm were
presented, the pheromone update rule is introduced. In the section 2.2, the pheromone
update rule in the AS rank has been presented. But for the proposed algorithm, search
stagnation happens easily in the process of solving the crossbar switching problem. To
balance the intensification and diversification of the propose algorithm, on the basis
of AS rank, a novel update rule is proposed for the n-state ant colony algorithm. The
pheromone information deposited by some other ants is added to the AS rank pheromone
update process. The improved update rule is as follows:

j
i (t + 1) = (1   )   ji (t) +
! 1X
k=1
(!   k) j;ki (t)
+!
j;gb
i (t) +
X
k=Rd

j;k
i (t) (3.32)
Where  is the pheromone decay coecient from iteration t to iteration t + 1, and not
only the global best solution and the (! 1) best ants are allowed to deposit pheromone
for updating, some of ants are picked randomly to deposit pheromone. Rd is the num-
ber of ants randomly picked.
In the proposed algorithm, n kinds of pheromone and n kinds of heuristic infor-
mation are proposed to reinforce the search ability as hereinbefore introduced, and the
searching mechanism is constructed according to the particularity of the n-state ant
colony algorithm. At first, an initialization phase takes place during which ants are
randomly positioned on dierent columns, and the first position of each ant is set to
be the starting column, for example for ant # k, which is put on the column # start   k
at first. After that every ant chooses the switches to be closed in the columns with a
probability (see in Eq. (3.29)) of two desirability measures (heuristic and pheromone).
Thereafter every ant moves from the start column orderly until all the columns have
been searched. From the searching process, we can see that for every construction
step, the largest size of candidate switch set is n, and it is very ecient to select the
switch with using a probabilistic action choice rule.Formally the searching procedure
of one ant is shown in Figure 3.11.
After the searching procedure of one ant is constructed, the procedure of the n-state
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Searching procedure (the probability, the n×n binary request matrix R=(rij), the n×n matrix 
C=(cij) which shows the states of the switches ) 
Initialize: 
     Reset the probability; 
     The start column is randomly selected; 
For all the n columns:  
{ 
 The probabilities are update according to the pheromone and heuristic; 
        In column #j, the ant visits the switch from a row according to the probabilities, for 
example from the row #i. 
Update all the states of the switches in the row #i  
} 
Figure 3.11: The searching procedure of the ant
ant colony algorithm is proposed as follows:
1. Initialize all the parameters for the algorithm.
2. Calculate the heuristic information for the algorithm.
3. Initialize the pheromone information for the algorithm.
4. All the ants search the solutions according to the procedure process of one ant
which was addressed above.
5. Evaluate the solutions of the ant colony.
6. If the termination condition has not been satisfied, update the pheromone infor-
mation according to the above solutions, go to the step 4, and otherwise termi-
nate the searching process.
3.3.4 Simulation Results
In order to assess the eectiveness of the proposed n-state ant colony algorithm, ex-
tensive simulations were carried out over some randomly generated instances on a
PC Station. We used the proposed algorithm for some randomly generated problems
and a large number of real crossbar switch problems up to 2000  2000 switches. In
simulations, the number of ants is set at 50.
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Table 3.4: The results using dierent setting of(; )
The value of Convergence Quickest Slowest Average
(; ) rates steps steps steps
(3,1) 97 4 60 10.88
(1,1) 100 3 33 10.02
(1,5) 100 1 3 1.9
Table 3.5: The result for three types of pheromone update rules respectively
The type of Convergence Quickest Slowest Average
the update rule rates steps steps steps
Type I 82 2 56 15.37
Type II 100 1 11 5.23
Type III 100 1 3 1.9
In preliminary experiments we tried to find reasonable parameter settings for the
proposed n-state ant colony algorithm. This was done by considering a set of pa-
rameters and then modifying one, while keeping the others fixed.  and  are most
important parameters in ACO algorithm. Without loss of generality, we present the
results for the 500  500 crossbar switch architecture using dierent settings of  and
 . The average, quickest and slowest number of iteration steps required for the conver-
gence and the convergence rates in the 100 simulations for 500500 crossbar switches
are shown in the Table 3.4. In our simulation we found that if  is larger compared
with , the algorithm tends to show stagnation behavior and it is dicult to find good
solution, and we found that when  < , a good result can be obtained. As a result, the
(; ) is set to (1; 5). From other ACO algorithms, we also found that if  is too small,
the pheromone evaporates immediately and the algorithm can not exploit the positive
feedback, and if it is near 1, there is the danger of early convergence of the algorithm.
We found that for =0:5, the algorithm performs best. As for the pheromone update,
! is set to 3, and Rd is set to 2.
A novel pheromone update rule is proposed in this algorithm. To see the eec-
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Figure 3.12: The evolution procedure of the solution using three types of pheromone
update rules respectively
tiveness of the new update rule, a lot of simulations have been done. As mentioned
before, besides the AS rank pheromone update process, some ants are picked randomly
to be allowed to deposit pheromone information on the cross-point of the crossbar
switch architecture. For the 500  500 crossbar switches, the proposed algorithm was
executed in the situations of which three types of pheromone update rule are used re-
spectively. The first update rule (type I) is the ASrank update rule, the second one (type
II) is that some ants are picked randomly to deposit pheromone information, and the
third one (type III) which was adopted in the proposed algorithm is the combination
of the two above (it was presented in the section 3.3.3 B). Table 3.5 shows the aver-
age, quickest and slowest number of iteration steps required for the convergence and
the convergence rates in the 100 simulations for 500  500 crossbar switches based
on three types of update rule respectively. To see dierences among three types of
update rule in detail, the convergence processes for three types are shown in Figure
3.12. From the result, we can see that it is very easy to enter in local stagnation state
in which type I is used, and the convergence speed becomes slower although the opti-
mum solution can be found in which type II was used. Type III is very eective, and
the optimum solution can be found very quickly with 100 percent probability in 100
simulations.
To see the proposed algorithm how to solve the crossbar switching problem eec-
tively in detail, the searching process is presented when we apply the algorithm to the
4  4 crossbar switching problem shown in Figure 3.9. The ant colony searches the
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Figure 3.13: The variation of the pheromone trail when the proposed algorithm solves
the 4  4 crossbar switching problem
solution according to the pheromone trails and heuristic information, the pheromone
trail is very important, and the variation of the pheromone trail along with the iteration
is given in Figure 3.13. The initial pheromone trail at iteration t = 0 is represented by
PH0 = (i j(t = 0)), and the final pheromone trail at iteration t = 1 is represented by
PH1 = (i j(t = 1)). We can see that according to the pheromone trails presented in
the figure, under the novel searching mechanism of the n-state ACO, it is very easily
to find the solution, and at last, the optimal solution is found.
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Using the same condition, the original ACO, which was presented in the section
4.1, was also executed for comparison. The simulation results are shown in Table 3.6.
In Table 3.6, the column labeled “optimal” is the global convergence times among 100
simulations, and the column labeled “steps” is the average number of iteration steps
required for the convergence in the 100 simulations. The simulation results show that
the architecture of the n-state ant colony algorithm could find optimum solution to
all crossbar switch problems within short computation times; while the original Hop-
field neural network could hardly find any optimum solution to the crossbar switching,
especially for large size problems.
We also compared our results with other existing algorithms, and one of the typical
algorithms is the neural network. According to the literatures, Table 3.6 shows the
results by the four dierent networks: the original Hopfield neural network (NN) [47],
Troudet network [43], [48], maximum neural network (Maximum NN) [49, 50] and
the Hopfield neural network with positive self-feedback (NN with S-F) [51], where
the convergence rates and the average number of iteration steps required for the con-
vergence are summarized. In the proposed algorithm n kinds of pheromone and n kinds
of heuristic information are introduced to reinforce the search ability, and as a result,
it is very eective for the crossbar switching problem. From the Table 3.6, we can
see that the proposed algorithm was better than the other algorithms in terms of the
convergence steps and the solution quality for crossbar switching problem. Further,
the number of iteration steps of the proposed algorithm was almost independent on the
problem size, while other algorithms are somehow problem size-dependent, and could
hardly reach optimum solution to the large size crossbar switching. Thus, we can say
that the proposed algorithm performs remarkably well and outperforms its competitors
in terms of the solution quality and convergence process.
3.4 Conclusions
For the graph planarization problem with fixed vertex order, ants have two states and
in dierent states, ants deposit dierent pheromone information. The proposed algo-
rithm has been evaluated by simulating a large number of instances and compared with
some other algorithms. The simulation results show that the proposed algorithm works
remarkably well and superiorly to its competitors. Besides, it is worth noting that the
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proposed two-state ant colony algorithm can be expanded to multi-state ant colony
algorithm according to the property of the optimization problem.
For the maximum cut problem, two kinds of pheromone and two kinds of heuristic
information is used as instructions for the search iteration. A number of instances have
been simulated to verify the proposed algorithm. The simulation results show that the
proposed algorithm has powerful ability of searching the near-optimum solutions for
the maximum cut problem and can provide better solutions than many other algorithms
for all tested graphs. In this paper the proposed algorithm is tested on random graphs,
to apply the proposed algorithm on real world problems should be an issue in the future
works.
An n-state ant colony algorithm has been proposed for the crossbar switching prob-
lem. By introducing n kinds of pheromone and n kinds of heuristic information into the
ACO algorithm, the search ability of the ant colony has been reinforced, and we suc-
cessfully designed an n-state ant colony algorithm for solving the crossbar switching
problem. For the proposed algorithm, the searching mechanism has been constructed,
and a novel type of pheromone update rule has been proposed. The eectiveness of
the proposed algorithm has been verified by a large number of simulation experiments.
In order to verify the performance of the proposed architecture, we have tested the ar-
chitectures with a large number of randomly generated examples and crossbar switch
problems up to 2000  2000 switches. The simulation results show that the proposed
algorithm works remarkably well and is superior to its competitors to solve the cross-
bar switching problem. Introducing the conception of the n-state ant colony into the
ACO algorithm makes the algorithm more eective.
References
[1] R. Tomassla and G. DIbattista, Automatic graph drawing and readability of dia-
grams, IEEE Trans.Sys., Ma, and Cyber vol.18, pp.61-79, 1988.
[2] M. Hassan and G. Hogg, a review of graph theory applications to facilities layout
problem, OMEGA International J. of Management vol.15, pp.291-300, 1987.
[3] Y. Takefuji, Neural network parallel computing, Kluwer Academic Publishers,
Boston, 1992.
[4] P. Mutzel, The maximum planar subgraph problem, PhD thesis, universitat zu
koln, 1994.
[5] T. Nishizeki and N. Chiba, Planar Graphs: Theory and Algorithm, North Holland,
1988.
[6] P.C. Liu and R.C. Geldmacher, On the deletion of non-planar edges of a graph,
Proc. 10th South-East Conference on Combinatorics, Graph Theory, and Com-
puting, Boca Raton, FL, USA, pp.727-738, 1977.
[7] R. Jayakumar, K. Thulasiraman, and M.N.S. Swamy, O(n2) algorithms for
graph planarization, IEEE Trans.Comput.-Aided Des.Integr.Circuits Syst. Vol.8,
pp.257-267, 1989.
[8] G. Kant, An O(n2) maximal planarization algorithm based on PQ-tree, Technical
Report RUU-CS-92-03, Dept. of Computer Science, Utrecht University, Utrecht,
the Netherlands, 1992.
[9] J. Cai, X. Han, and R.E. Tarjan, An O(mlogn) time algorithm for the maximal
planar subgraph, SIAMJ.Comput. vol.22, pp.1142-1162, 1993.
REFERENCES 77
[10] J. Hopcroft and R.E. Tarjan, Ecient planarity testing, J.ACM, vol.21, pp.549-
568, 1974.
[11] G.Di. Battista and R. Tamassia, Incremental planarity testing, Proc. IEEE
Symp.on Found.of Comp.sci. pp.436-441, 1989.
[12] J. Westbrook, Fast incremental planarity testing, Proc.Int. Col.on Automata, Lan-
guages, and Programming, pp.342-353, 1992.
[13] J.A. La Poutre, Alpha-algorithms for incremental planarity testing, Proc. Ann.
ACM Symp. on Theory of Comput. pp.706-715, 1994.
[14] O. Goldschmidt and A. Takvorian, An ecient graph planarization two-phase
heuristic, Networks vol.24, pp.69-73, 1994.
[15] M. Junger and P. Mutzel, Maximum planar subgraphs and nice embeddings:
Practical layout tools, Algorithmica vol.16, pp.33-59, 1996.
[16] M.G.C. Resende and C.C. Ribeiro, A GRASP for graph planarization, Networks
vol.29, pp.173-189, 1997.
[17] J.J. Hopfield and D.W. Tank, ‘neural computation of decisions in optimization
problems, Biol. Cybern. vol.52, pp.141-152, 1985.
[18] Y. Takefuji and K.C. Lee, A near-optimum parallel planarization algorithm, Sci-
ence vol.245, pp.1221-1223, 1989.
[19] Y. Takefuji, K.C. Lee, and Y.B. Cho, Comments on O(n2) algorithm for graph
planarization, IEEE Trans. Comput.-Aided Des.Integer.Circuits Syst. vol.10
pp.1582-1583, 1991.
[20] R.L. Wang, Z. Tang, and Q.P. Cao, An ecient parallel algorithm for planariza-
tion problem, IEEE Trans.Circuit Syst. vol.49, pp.397-101, 2002.
[21] R.L. Wang and K. Okazaki, Solving the Graph Planarization problem Using
an Improved Genetic Algorithm, IEICE Trans.fundamentals E89-A 5, pp.1507-
1512, 2006.
REFERENCES 78
[22] S.C. Gao, R.L. Wang, H. Tamura and Z. Tang, A Multi-Layered Immune Sys-
tem for Graph Planarization Problem, IEICE Transactions on Information and
Systems, E92.D 12, pp.2498-2507, 2009.
[23] R.M. Karp, Reducibility among combinatorial problems, Complexity of Com-
puter Computations. pp.85-103, 1972.
[24] K.Chang and D. Du, Ecient algorithm for the layer assignment problem, IEEE
Trans. CAD vol.6, pp.67-78, 1987.
[25] F. Barahona, M. Grotschel, M. Junger, and G. Reinelt, An application of combi-
natorial optimization to statistical physics and circuit layout design, Operations
Research, vol.36, pp.493-513, 1988.
[26] R. Pinter. Optimal layer assignment for interconnect, Proc. Int. Symp. Circuit
Syst. pp.398-401, 1982.
[27] M.R. Garey, D.S. Johnson, and L.J. Stockmeyer, Some simplified NP-complete
graph problem, Theor. Comput. Sci. Vol.1, pp.237-267, 1976.
[28] F. Hadlock, Finding a maximum cut of a planar graph in polynomial time, SIAM
Journal on Computing, vol.4, no.3 pp.221-225, 1975.
[29] S. Sahni and T. Gonzalez, P-complete approximation problems, Journal of the
ACM, vol.23, pp.555-565, 1976.
[30] C.-P. Hsu, Minimum-via topological routing, IEEE Trans. CAD, vol.2, pp.235-
246, Oct, 1983.
[31] F. Alizadeh, Interior point method in semidefinite programming with applications
to combinatorial optimization, SIAM Journal on Optimization, vol.5, pp.13-51,
1995.
[32] M. X. Goemans and D. P. Williamson, Improved approximation algorithms for
the maximum cut and satisfiability problems using semidefinite programming,
Journal of the ACM, vol.42, pp.1115-1145, 1995.
REFERENCES 79
[33] A. Bertoni, P. Campadelli and G. Grossi, An Approximation Algorithm for the
Maximum Cut Problem and its Experimental Analysis, Proceedings of algo-
rithms and experiments, Ternto, Italy, Feb 9-11, pp.137-143, 1998.
[34] M. A. Alberti et al., A neural algorithm for MAX-2SAT: Performance analysis
and circuit implementation, Neural Networks, vol.10, no.3, pp.555-560, 1997.
[35] R. L. Wang, Z. Tang and Q. P. Cao, A parallel algorithm for maximum cut prob-
lem using gradient ascent learning of Hopfield neural networks, IEEJ Trans. EIS,
Vol.122, No.11, pp.1986-1994, 2002.
[36] J.Wang Z. Tang, Q. Cao and R. Wang, Optimal competitive Hopfield network
with stochastic dynamics for maximum cut problem, International Journal of
Neural Systems, Vol. 14, No.4, pp.257-265, 2004.
[37] M. Mitchell, An Introduction to Genetic Algorithms. MIT Press, 1996.
[38] D. S. Johnson, C. R. Aragon, L. A. McGeoch and C. Schevon, Optimization
by simulated annealing: An experimental evaluation; Part 1, graph partitioning,
Operations Research, vol.37, no.6, pp.865-892, 1989.
[39] Y. Tamir, H.C. Chi, Symmetric crossbar arbiters for VLSI communication
switches, IEEE Trans. on parallel and distributed systems, Vol.4, No.1, 1993.
[40] T. Inukai, An ecient SS/TDM time slot assignment algorithm, IEEE Trans. on
Communication, 27, 1449-1455, 1979.
[41] C. Rose, Rapid optimal scheduling for time-multiplex switches using a cellular
automaton, IEEE Trans. on Commun., 37, 500-509, 1989.
[42] W. Chen, J. Mavor , P.B. Denyer, D. Renshaw, Trac routing algorithm for serial
superchip system customisation. IEE Proc., Vol.137, No.1, pp.65-73, 1990.
[43] A. Marrakchi and T. Troudet, A neural net arbitrator for large crossbar packet-
switches, IEEE Trans. Circuit Syst., vol. 36, pp. 1039-1041, Jul. 1989.
[44] V.N. Nitnaware and S.S. Limaye, Folded architecture of scheduler for area opti-
mization in an on-chip switch fabric, International Journal of Hybrid Information
Technology Vol. 4, No. 1, January, 2011.
REFERENCES 80
[45] Y.L. Zhou, J.H. Wang, and J. Yin, Design and Analysis of Positively Self-
Feedbacked Hopfield Neural Network for Crossbar Switching, IJCSNS Interna-
tional Journal of Computer Science and Network Security, VOL.7 No.5, May
2007.
[46] S. Matsuda, Theoretical Limitations of a Hopfield Network for Crossbar Switch-
ing, IEEE Trans. on neural networks, vol.12, no.3, May 2001.
[47] Y. Takefuji, K.C. Lee, An hysteresis binary neuron: a model suppressing the
oscillatory behaviors of neural dynamics, Biological Cybernetics, 64, 353-356,
1991.
[48] T.P. Troudet and S.M. Walters, Neural network architecture for crossbar switch
control, IEEE Trans. Circuits Syst., vol. 38, pp. 42-56, Jan. 1991.
[49] Y. Takenaka, K.C. Lee, and H. Aiso, An artificial maximum neural network: A
winner-take-all neuron model forcing the state of the system in a solution domain,
Biol. Cybern., vol. 67, pp. 243-251, 1992.
[50] Y. Takenaka, N. Funabiki, and S. Nishikawa, Maximum neural network algo-
rithms for N-Queens problem, J. IPSJ, vol. 37, no. 10, pp.1781-1788, 1996.
[51] Y. Li, Z. Tang, G.P. Xia, and R.L. Wang, A Positively Self-Feedbacked Hopfield
Neural Network Architecture for Crossbar Switching, ‘IEEE Trans. Circuit Syst.,
vol 52, no.1, pp.200-206, 2005.
Chapter 4
Ant Colony Optimization with
Memory
4.1 Introduction
Recent researches on the search space characteristics of some combinatorial optimiza-
tion problems have shown that during the searching process it is very dicult to control
the balance between intensification and diversification [4]. In order to improve the ant
colony optimization, it is essential to balance the intensification and diversification. In
the chapters before, we introduced the multi-state ant colony optimization. It is mainly
to manage the pheromone in formation of the ant colony optimization. In this section,
the ant colony optimization algorithm with memory is proposed, which focus on the
solution construction process. It seems reasonable to assume that the concentration of
the search around the solutions found in last iteration is the key aspect that leads to the
improved performance. In the proposed algorithm, the ant searches for the solution
not only according to the pheromone and heuristic information but also based on the
memory, which is from the solution of the last iteration. Typically, these improved
algorithms have been tested again on the TSP [1], [2], [3]. To evaluate the perfor-
mance of the proposed algorithm, we simulated some TSPLIB benchmark problems.
The simulation results show that the proposed algorithm produces better results over
the other existing ACO algorithms [5].
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procedure ACO algorithms for TSP 
  set parameters, initialize pheromone trails 
  while (termination condition not met) do 
    construct solutions as follows: 
      1) randomly select the initial component 
      2) decide the next component according  
to probability, which is based on the 
pheromone and heuristic information 
    update trails 
  end-while 
end-procedure 
Figure 4.1: Algorithmic skeleton for ACO algorithm.
4.2 Ant Colony Optimization with Memory
As mentioned above, the first ACO algorithm, called ant system, was applied to the
traveling salesman problem (TSP), which was addressed in section 2.2. In general,
the ACO algorithms for the TSP follow the scheme in Figure 4.1. It gave encouraging
results, yet its performance was not competitive with state-of-the-art algorithms for the
TSP. Therefore, one important focus of research on ACO algorithms is the introduction
of algorithmic improvements to achieve a much better performance [8, 9]. Typically,
these improved algorithms are tested again on the TSP. While they dier mainly in
specific aspects of search control, all these ACO algorithms are based on a stronger
exploitation of the pheromone and heuristic trails.
As mentioned in the chapter 2, ACO algorithm can be imagined as the interplay
of two main procedures: ConstructAntsSolutions and UpdatePheromones. In order to
improve the performance of the ACO, ant colony optimization with memory is another
try that focus on the solution construction not the pheromone trail.
The ACO algorithms make use of ant agents which iteratively construct candi-
date solutions to a combinatorial optimization. The solution of each ant is constructed
according to the pheromone trails deposited before and problem-dependent heuristic
information. According to the combinatorial optimization, a lot of pheromone and
heuristic modes are proposed. However, the searching mechanism has not been im-
proved. In this paper an algorithm called ant colony optimization with memory is
proposed. In the proposed algorithm, a novel searching mechanism is proposed to
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procedure ACO with memory 
  set parameters, initialize pheromone trails 
  while (termination condition not met) do 
    construct solutions as follows: 
       1) Randomly select the initial component 
      2) Phase I:  
      decide the next component according to  
probability, which is based on pheromone 
and heuristic information 
        Phase II:  
       compare the solution with the memory     
solution and adjust the components. 
    update trails 
  end-while 
end-procedure 
 
Figure 4.2: Algorithmic skeleton for the proposed algorithm.
enhance the searching ability.
To solve the combinatorial problem, an individual ant constructs candidate solu-
tions by starting with an empty solution and then iteratively adding solution compo-
nents until a complete candidate solution is generated. The ants’ solution construction
is guided by pheromone trails and problem-dependent heuristic information. In this
paper, the ant-cycle version of AS (ant system) is adopted, in which, the pheromone
update is only done after all the ants had constructed the solutions and the amount of
pheromone deposited by each ant was set to be a function of the solution quality. After
the solution construction is completed, the ants give feedback on the solutions they
have constructed by depositing pheromone on solution components which they have
used in their solution. Typically, solution components, which are part of better solu-
tions or are used by many ants receive a higher amount of pheromone, and hence, will
more likely be used by the ants in future iterations of the algorithm. To avoid the search
getting stuck, typically before the pheromone trails get reinforced, all pheromone trails
are decreased by a factor . We call each point, at which an ant has to decide which so-
lution component to add to its current partial solution, a choice point. In the AS, at the
choice point, an ant decides the next component according to certain probability which
is based on the pheromone and heuristic information. In the proposed algorithm, each
ant searches the solution not only according to the pheromone and heuristic informa-
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tion but also based on the memory which is from the solution of the last iteration. The
algorithmic scheme of the proposed algorithm is outlined in Figure 4.2.
4.3 Ant Colony Optimization with Memory for TSP
4.3.1 The Traveling Salesman Problem
In order to verify the eectiveness of the ACO with memory, we applied it to the classi-
cal traveling salesman problem. The traveling salesman problem is arguably the most
famous problem in combinatorial optimization. The popularity of the TSP derives
partly from the contrast between the simplicity of its statement and its computational
complexity [6]. The TSP also plays an important role in ant colony optimization since
the first ACO algorithm, called Ant System, as well as many of the subsequently pro-
posed ACO algorithms, was initially applied to the TSP. The TSP was chosen for many
reasons: (1) it is a problem to which ACO algorithms are easily applied, (2) it is an
NP-hard optimization problem [7], (3) it is a standard test-bed for new algorithmic
ideas and a good performance on the TSP is often taken as a proof of their usefulness,
and (4) it is easily understandable, so that the algorithm behavior is not obscured by
too many technicalities.
Intuitively, the TSP is the problem that a salesman who wants to find, starting from
his home town, the shortest possible trip through a given set of customer cities and to
return to its home town. The TSP can be represented by a complete graph G = (N; A)
with N being the set of nodes, also called cities, and A being the set of arcs fully
connecting the nodes. Each arc (i; j) 2 A is assigned a value di j which represents
the distance between cities i and j. The TSP then is the problem of finding a short-
est closed tour visiting each of the N nodes of G exactly once (Such a tour is called
Hamiltonian.). For symmetric TSP, the distances between the cities are independent
of the direction of traversing the arcs, that is, di j = d ji for every pair of nodes. In the
asymmetric TSP (ATSP) at least for one pair of nodes i, j we have di j , d ji. In this pa-
per the symmetric TSP is adopted. All the TSP instances used in the empirical studies
presented in this paper are taken from the TSPLIB benchmark library. These instances
have been used in many other studies and partly stem from practical applications of
the TSP.
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procedure Proposed decision rule 
  randomly decide p1 in TOURPS 
  for i=1 to n do 
    find ox==pi in TOURMS 
    decide pi+1 by AS decision rule 
 find oy ==pi+1 in TOURMS 
 if ox+1!=oy then 
   swap ox+1 and oy to get TOURTS 
   if LTS <LMS then 
     TOUR←TOURTS 
     terminate 
   else 
     TOURMS←TOURTS 
   end-if 
 end-if 
end-for 
end-procedure 
 
Figure 4.3: Tour construction of the proposed algorithm.
4.3.2 ACO with Memory for TSP
When applying the proposed algorithm to the TSP, arcs between two cities are used as
solution components, which was mentioned in section 4.3. A pheromone trail i j(t),
where t is the iteration counter, is associated with each arc (i; j). These pheromone
trails are modified during the run of the algorithm through the pheromone trail evapo-
ration and the pheromone trail reinforcement by the ant colony. When it is applied to
symmetric TSP instances, pheromone trails are also symmetric.
The tour construction is the most important part of the TSP. To describe the tour
construction of the proposed method, we introduced TOURMS (o1; o2;    ; on; o1) as
the memory solution, TOURPS (p1; p2;    ; pn; p1) as the tour that is being constructed
right now and TOURTS as a temporary solution in the searching procedure, in which
oi, pi 2 N in G(N; A) are the city number of the TSP. The tour construction process
of the proposed algorithm is outlined in Figure 4.3. Initially m ants are placed on
m randomly chosen cities, and the p1 in TOURPS of every ant is decided. In each
construction step, two phases are performed. In the first phase, each ant moves based
on a probabilistic decision to a city it has not yet visited. This probabilistic choice is
biased by the pheromone trail i j(t) and a locally available heuristic information i j.
The function about the pheromone trail and the heuristic information was addressed
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in section 2.2. As a result, the ants prefer cities which are close and connected by
arcs with a high probability which was presented as Eq. (2.1). After every ant selects
a city as its p2 according to probability, the memory of every ant will be used in the
following phase. In the second phase, the ant colony adjusts the solution component
based on the memory which is from the solution of the last iteration. For each ant, the
next city p2 is decided according to the probability in the first phase, and then every
ant compare its arc (p1; p2) with its memory solution respectively. As for the result
of comparison, for the ant k, two kinds of situation will happen. The first situation is
that the arc (p1; p2) of present solution is the same to that of the memory solution. For
example (p1 = 5; p2 = 3) in the present solution, and the arc (oi = 5; oi+1 = 3) appeared
in the memory solution. In that situation, the ant make the next decision at choice city
p2, and in other words the next construction step begins from p2 according two-phase
selection formula to searching the next city p3. The other situation is that the arc
(p1; p2) of present solution could not be found in the memory solution. For example,
(p1 = 5; p2 = 3) in the present solution, but in memory solution of ant k, there is an
arc (oi = 5; oi+1 , 3). For the second situation, we can find ox = oi = 5(pi) and
oy , oi+1 = 3(pi+1) in the memory tour TOURMS , and exchange the values of ox+1 and
oy of the memory solution to get a temporary solution TOURTS . If the tour length of
the temporary solution (LTS ) is shorter than that of the memory solution (LMS ), the tour
construction process is terminated and the temporary solution becomes the solution of
the present iteration. On the other hand, if LTS is not shorter than LMS , TOURMS is
replaced with TOURTS , and the next construction step begin from p2 according to
two-phase selection formula to search the next city p3. Then, in the second phase of
the construction step from city p3 to find the next city p4, we first find ox again in
TOURMS , and then compare ox with oi+2 in the memory solution. According to the
above construction step, an individual ant constructs a candidate solution by starting
with an empty solution and then iteratively adding solution component until a complete
candidate solution is generated.
To show the searching process of the proposed algorithm in detail, an instance
is given out. Here we maked a small-sized TSP with seven cities and adopted it to
demonstrate the searching process, which is shown in Figure 4.4. From Figure 4.4, we
can see that for every searching step, the ant selects one city according to the probabil-
ities firstly, then compares with the memory solution, adjusts the solution according to
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move on to get TOURPS(p3) according to phase I. 
TOURPS=(154), 
 while TOURMS turns to be (154). 
start from a random city TOURPS (p1=1) 
select next city according to phase I. 
TOURPS=(15) whileTOURMS=(13). 
TOURMS (o4=5o1=3)  
TOURTS= (15473621) 
(LTS=32)> (LMS=28) 
TOURMS (o5=6o3=7)  
TOURTS= (15463721) 
(LTS=22)< (LMS=28) 
Move on according to phase I. 
TOURPS=(1546) 
 
TOURPS←TOURTS 
TOURMS(o1, o2, …, o7, o1) 
=(34756213) (LMS=28) 
 
TOURPS(p1, p2, …, p7, p1) ←TOURTS 
=(15463721) 
Figure 4.4: An instance of the proposed algorithm for TSP.
dierent situation, and finally finds a better solution.
It is worth noting that although the proposed method has the similar exchanging
operations with 2-opt algorithm, the exchanging mechanisms are essentially dierent.
2-opt considers only exchanging arcs to try to acquire the better solution, while our
method considers exchanging nodes, and the decision of the nodes is based on the
memory solution. In addition, the proposed exchanging mechanism is performed in
the procedure of building each solution element based on the memory solution. As a
result, the proposed method concentrates the search around solutions found in the last
iteration to enhance intensification.
As described above,all the ants can construct their own tour solutions as the can-
didate solutions by using the proposed tour construction procedure, and then update
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Figure 4.5: Variation of the solution during the evolution procedure.
their pheromone trails. In this paper, the method of pheromone updating is the same
as AS mentioned above. The pheromone trails are updating according to Eq. (2.2) and
Eq. (2.3).
So far the algorithm of ant colony optimization with memory has been founded.
The following search procedure describes the proposed ant colony algorithm for the
TSP.
1. Set parameters.
2. Initialize the pheromone trails and compute the heuristic information.
3. All the ants construct candidate solutions according to Figure 4.3.
4. Evaluate the candidate solutions and judge whether to terminate the procedure.
5. Update the pheromone trails and then go to the next iteration of tour construc-
tion.
4.4 Simulation Results
In order to assess the eectiveness of the proposed ACO algorithm, extensive sim-
ulations were carried out over TSPLIB benchmark problems on a PC station(Intel,
2.66GHz). The parameters setting used in the proposed algorithm is that suggested in
Rank-based AS [2], which are ( = 1;  = 5;  = 0:5; Q = 100). The ant colony size is
set to 100 in this paper.
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Figure 4.6: The change of average solution using dierent algorithm
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Figure 4.7: The change of average solution in detail
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Figure 4.8: Variation of the solution during the evolution procedure.
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Table 4.2: Average deviation from optimal value.
Problem kroA100 kroB100 kroC100 kroD100 kroE100
Tabu search 0.26% 0.37% 0.42% 0.15% 0.45%
The proposed algorithm 0.01% 0.11% 0 % 0.03% 0.08%
Our first simulation is performed on Eil50 (50-city) to see the eect of the memory
mechanism. We recorded the variation of the best, worst and average solutions during
the evolution procedure of the solution, and illustrated it in Figure 4.5. From this
figure, we can find that our algorithm converges very fast. Furthermore, to see how
eciently the memory mechanism aects the performance, we also applied AS (Ant
system) [8] to the Eil50 (50-city) for comparison. Note that the setting of parameters
is the same as the proposed algorithm. Figure 4.6 shows the variation of the average
solution of AS and the proposed algorithm during the evolution procedure of solution.
We can see that at the beginning, the eect of the memory is not obvious, but from the
150th iteration, the memory plays an important role, and the advantage of the algorithm
with memory comes out. Figure 4.7 shows the dierence in detail. Figure 4.7 shows
that the proposed algorithm converges quickly and can find a better solution. By this
simulation, we can confirm the eection of the memory mechanism in the searching
process.
To further evaluate the proposed algorithm, in the next simulations some other
TSPLIB benchmark problems are selected and some best exsited ACO based algorithm
such as Rank-based AS (AS rank) [2], ACS [10] are used for comparison. Besides, some
other softcomputing algorithms such as genetic algorithm (GA) [11, 12], evolutionary
programming (EP) [13], simulated annealing (SA) [14] are also used for comparison.
Note that for each instances, 100 simulation runs were performed. We give the results
in Table 4.1, where the best integer tour length, the best real tour length (in parentheses)
and the number of iteration required to find the best integer tour length (in square
brackets) are recorded. The dierence between integer and real tour length is that
in the first case distance between cities are measured by integer numbers, while in
the second case by floating point approximations of real numbers. Note that result
of Rank-based AS is from [4], and those of GA, EP and SA are from [1]. From
the Table 4.1, it is clear that the proposed algorithm outperforms other algorithms in
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the solution quality. From the table we can also know that the proposed algorithm
converges in hundreds of iterations comparing with other ACO algorithms and GA
algorithm always performs several thousand search iterations for finding a solution.
The reason why the proposed algorithm can find a good solution within small searching
iterations can be considered that in the proposed algorithm, the memory of the ants
present the better balanced intensification and diversification in searching process. In
addition, in order to evaluate the proposed method from the aspect of the calculation
cost, we compared the proposed method with ACS on real calculation time, where
KroA100 is used. Figure 8 shows the result of the simulations. As shown in this figure,
the proposed method can converge to a good solution within less time comparing with
the other algorithm.
To evaluate the performance of the proposed algorithm comparing with other tech-
niques, we also performed extended comparison with tabu search algorithm [15] on
some 100-city problems. The simulation results are shown in Table 4.2, where the av-
erage deviations from the optimal value are listed. From this table, we can see that the
performance of our proposed method is quite good and seems suitable for obtaining
good solutions to the TSP problems.
4.5 Conclusions
An improved ACO algorithm with memory for eciently solving combinatorial opti-
mization problems have been proposed in this section. In the proposed ACO algorithm,
each ant searches the solution not only according to the pheromone and heuristic infor-
mation but also based on the memory which is from the solution of the last iteration.
The proposed algorithm was applied to the TSP, and to verify the eect of the mem-
ory, several TSP benchmark problems were simulated. From the simulation results, we
find that the improved ACO algorithm has very high performance in searching solution
comparing with other compared algorithms.
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Chapter 5
Ant Colony Optimization With
Crossover Operation for the
Continuous Domains
5.1 Introduction
Many real-world application problems in engineering, science and technology can be
formulated as optimization problems of parameters with variables in continuous do-
mains (continuous optimization problems (CnOPs)) [1, 2]. For the continuous opti-
mization problems, it requires choosing values for the continuous variables to achieve
global optimization. A model for the continuous optimization problem could be stated
as: Q = (S;
; f ), where S is defined as the search space of a set of continuous vari-
ables,
 is defined as a set of the constraints among the variables, and f is the objective
function. Since, a maximization problem can always be converted into a minimization
problem, without loss of generality we can talk about minimization problems only.
Given a search space S: a set of continuous variables xi, i = 1;    ; n; with values
vi 2 R. A solution s 2 S is constructed by assigning a value to each variable (xi  vi).
A solution s 2 S is called a global optimum if and only if: f (s  f (s)) for all s 2 S.
Solving a CnOP requires finding at least one s.
The continuous optimization problems always have local as well as global optima.
Mostly, the user is interested in determining the global minima. However, it is more
dicult to determine the global minima rather than local minima. For this kind of
5.1 Introduction 96
problems, a number of methods have been proposed in the literature. They include
some ant related methods [3, 4, 5], as well as a more generic swarm inspired method
such as particle swarm optimization [6]. The ant related algorithms are based on or
inspired by the ant colony optimization (ACO) [7] metaheuristic. One of the first at-
tempts to apply an ant-related algorithm to the CnOPs is continuous ACO (CACO)
[3]. In the CACO, the notion of the nest is introduced, but the CACO does not per-
form an incremental construction of solutions, which is one of the main characteristic
of the ACO metaheuristic. Another ant-related approach to the CnOPs is the API al-
gorithm [4], in which the ants perform their search independently, but starting from
the same nest. The third ant-based approach to the CnOPs is continuous interacting
ant colony (CIAC) [5]. Recently, an extension of the ant colony optimization (ACO)
[8] to continuous domains without any major conceptual change is proposed, which is
called ACOR [1, 13, 14]. However, ACOR concentrates mainly on the small-scale con-
tinuous optimization problems, and for the larger CnOPs or multi-modal CnOPs, the
results obtained by ACOR are far from being competitive with the results obtained by
the other algorithm. Additionally, there are also other methods to solve the CnOPs, for
example evolutionary algorithms. Evolutionary algorithms mainly comprise of three
population based heuristic methodologies: genetic algorithms (GA) [9], evolutionary
programming, and evolutionary strategies. To solve the CnOPs, the Real-coded ge-
netic algorithms are proposed, and a lot of eort has been put into the development
of sophisticated real coded crossover operators to improve the performances of real
coded GAs for the CnOPs [2, 10, 11, 12].
As mentioned above, it is more dicult to determine the global minima rather than
local minima. However, for a lot of multimodal problems, the number of the local
minima is large. As a result, most algorithms are very easy to be trapped in the local
minima. Besides, for some non separable benchmark problems, in view of the corre-
lations information among the variables, the algorithms can not converge to the global
optimum, especially when the scale of the problem becomes larger. In this paper, to
solve the CnOPs eciently, an ant colony optimization (ACOR) based algorithm with
crossover operations is proposed, which is called COACOR. In order to avoid the local
stagnation, a proper trade-o mechanism between diversification and intensification
is necessary. In the proposed algorithm, the operation similar to the crossover in the
GA is introduced to balance the diversification and intensification. We can control the
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diversification and intensification by adjusting the degree of the crossover operation.
The procedure of the proposed algorithm consists of two phases: the solution search-
ing and the update of the PDF set (the pheromone information of the ant colony for
the CnOP). For the update of the PDF set, the crossover operation is performed to gen-
erate some new PDFs in the promising space. The new generated PDFs enhance the
diversification of the algorithm. As a result, the pheromone information is enhanced
in the promising space, and the global optima can be found eciently. Additionally,
the crossover operation helps the ant colony exploit the correlation information among
the design variables. As for the crossover operations, two kinds of crossover opera-
tions were adopted to implement the proposed method. One is similar to the unimodal
normal distribution crossover (UNDX) in the genetic algorithm (GA), and the other is
the crossover operation with Laplace distribution following a few promising descent
directions (FPDD-LX). The proposed COACOR is evaluated by a large number of test
functions. We compare the results with other continuous optimization methods in the
literature. The results show that the proposed algorithm performs better than the com-
pared algorithms.
5.2 Ant Colony Optimization for Continuous Domains
The ant colony optimization was extended to the continuous domains by Socha in 2004
[13], which is called ACOR. The fundamental idea underlying ACO for the continuous
domains is the shift from using a discrete probability distribution to using a continuous
one, that is, a probability density function (PDF). In the ACO for the continuous do-
mains instead of choosing a component according to Eq. (2.1), an ant samples a PDF.
The PDF refers to the pheromone representation in the ACO continuous domains.
In ACO for combinatorial optimization, pheromone information is stored as a ta-
ble. At each iteration, when choosing a component to be added to the current partial
solution (according to Eq. (2.1)), an ant uses some of the values from that table as a
discrete probability distribution. In the case of continuous optimization, the choice
an ant makes is not restricted to a finite set. Hence, it is impossible to represent
the pheromone in the form of a table. A dierent approach has to be adopted. the
pheromone representation is implemented by generating a PDF set from an solution
archive. In ACO for continuous domain, we keep track of a number of solutions, called
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a solution archive T . For each solution sl to an n-dimensional problem, ACO stores
in T the values of its n variables and the value of the objective function f (sl). The ith
variable of lth solution is hereby denoted by sil. The structure of the solution archive T
is presented in Figure 5.1. The solution archive is used to create a set of probability
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Figure 5.1: The archive of solutions kept by ACOR. The solutions are ordered in the
archive according to their quality-i.e., for a minimization problem: f (s1) 6 f (s2) 6
   6 f (sl) 6    6 f (sk). Each solution has an associated weight ! proportion to the
solution quality. Therefore, !1 > !2 >    > !l >    > !k. The PDF Gi is constructed
using the ith coordinates of all k solutions from the archive.
density functions (PDFs), which represents the algorithm’s pheromone information,
over the search space. The initialize and update of the pheromone is accomplished by
the operating on solution archive. Initially, the solution archive is filled with randomly
generated solutions, and in other word, at first, the PDF set consists of random Gaus-
sian functions. The algorithm iteratively refines the PDF set by rebuilding the solution
archive.
The core of the solution construction procedure is the probability density function.
The mechanism to do that in ACOR is based on a Gaussian kernel. In order to accom-
plish this, a method for generating a PDF based on a set of memorized solutions is
defined Gaussian kernel PDF Gi is parametrized by three vectors !, i, and i(each
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of cardinality k). The solutions in the archive are used to calculate the values of these
parameters, and hence shape the Gaussian kernel PDF used to guide the ants in their
search process. The Gaussian kernel for coordinate i is:
Gi(x) =
kX
l=1
!lg
i
l(x) =
kX
l=1
!l
1
il
p
2
e
  (x 
i
l)
2
2il
2 (5.1)
where l 2 1;    ; k; i 2 1;    ; D, with D being the problem dimensionality, and !l is a
weight associated with the ranking of solution l in the solution archive, !l = (k  l)=k.
 
 
Algorithm: 
input: the CnOP Q = (S, Ω, f), the parameters (k, m, D, ξ); 
  Initialize and evaluate k solutions 
//Sort solutions and store them in the solution archive 
T = Sort (s1, K  , sk) 
while (termination criterion is not satisfied) do 
//Generate m new solutions 
for a = 1 to m do 
  //construction solution 
  for i = 1 to D do 
  Select the Gaussian PDF according to weights 
  Sampling the selected Gaussian PDF 
end for 
Store and evaluate newly generated solution 
  end for 
//Sort solutions and select the best k solutions  
Update solution archive T = Best (Sort (s1, K , sk + m), k) 
end while 
Figure 5.2: The outline of the ACOR.
During the solution generation process, firstly, one of the Gaussian PDFs that com-
pose the Gaussian kernel is chosen with a probability proportional to its weight. The
probabilities pl of choosing the lth Gaussian PDF is given by:
pl =
!lPk
r=1 !r
(5.2)
Then, the chosen Gaussian function is sampled to generate the solution. For the coor-
dinate i, the algorithm samples around sil using Gaussian PDF with il = sil, and il is
given by:
il = 
kX
r=1
jsir   silj
k   1 (5.3)
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Figure 5.3: The updating procedure of the PDF set in ACOR.
which is the average distance between the ith variable of the solution sl and the ith vari-
able of the other solutions in the archive, multiplied by a parameter . The parameter
 > 0, which is the same for all the dimensions, has an eect similar to that of the
pheromone evaporation rate in ACO. The outline of the ACOR is given in Figure 5.2.
From the process of the ACOR in Figure 5.2, we can conclude that the PDF set
is updated through rebuilding the solution archive. The ant constructs the solution
independently according to a probability density function, which is chosen probabilis-
tically from the PDF set. The convergence procedure is a positive feedback cycle,
which is shown in Figure 5.3. The locations of the PDFs are decided directly by the
solutions last iteration. The distribution space of the PDFs is concerned with the dis-
persion the solution archive. Then, the solutions are constructed based on the PDF set.
Although the localization and dispersion features of the best solutions are reserved,
the search space is too centralized around the best solutions, and the search of the ants
could not even reach the intervals among the best solutions. It is very easy to enter
local stagnation. In addition, the ant colony constructs the solutions by interactively
adding solution components (the coordinates of the solution) to an initially empty so-
lution, and a step by step decision policy is applied. As a result, the correlations among
coordinates of the solution could not be maintained suciently.
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5.3 Theory Analysis
Our aim is the balance between exploration and exploitation (or intensification and
diversification) in the search process. To explain the exploration and the exploitation
clearly, we give an example of a two-dimension continuous optimization problem. The
size of the ant colony is set as 3 for convenience. For one variable xi in[ai; bi], we con-
sidered it in linear (shown in Figure 5.4), and for two variables x1 and x2, we considered
it in geometric way (shown in Figure 5.5). In the figures, the exploration space and the
exploitation space are marked, where s1, s2, and s3 are the solutions found before. A
solution to a problem then corresponds to one corner of the n-dimensional hyper-cube,
where n is the number of decision variables. The ant with a solution representing a
corner of the hyper-cube will deposit a pheromone with a Gaussian probability density
distribution to exploit the solution more deeply. In this way, the ant colony imple-
ments a depth search or exploitation. This policy, intuitively very natural, makes the
ant colony converge to values within the hypercube defined by the solutions found at
the early stage, producing a rapid decrease in the population diversity which could
end up in a premature convergence to a non-optimal solution. In order to balance
the exploration and the exploitation, we should consider the breadth search or explo-
ration more. Some operations which could generate distribution in the exploration
zone are suggested to introduce into the ant colony optimization for the continuous
domain. Some crossover operator could establish an adequate balance between explo-
ration (or interpolation) and exploitation (or extrapolation), and generate distribution
in the exploration and exploitation zones in the correct proportion. For this reason,
the crossover is introduced in to the ant colony optimization. Establishing a balance
between exploration and exploitation is important, but it is also important that such
a balance is self-adaptive. For this reason, we introduce the crossover operation into
ACO not to generate solution directly but to assist the ant colony in the pheromone
updating. By updating the pheromone more eectively, the balance between the ex-
ploration and exploitation can be achieved in a self-adaptive way.
The original ACOR preserves the mean value and the covariance value of a few
best distributions before. The solution generation is too dependent to the solution last
iteration. If at the early stage the ants do not distribute on any promising areas, while
exploring the search space is required. In this case, there are some areas where the ant
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Figure 5.4: The search space in the linear situation
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Figure 5.5: The search space in the geometric situation (where the blank space are the
exploration space, the shadow space are the exploitation space)
colony cannot be searched, and the situation often happens when the number of pa-
rameters to be optimized is large. As a result, the premature convergence happens, and
good results could not be achieved. After the crossover operation was introduced, the
PDFs distribute on some promising areas, especially on valleys that are not parallel to
the coordinate axes. Such valleys are caused by epistasis among parameters. This case
often happens in the middle search phases or later. In this case, the crossover operation
can eciently search in the promising search space. More and more promising search
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Figure 5.6: The updating procedure of the PDF set in COACOR.
space could be explored. The main goal of introducing the crossover operation is to
balance the exploration and exploitation so as to avoid the premature convergence,
and at the same time, favors the speed of convergence of the algorithm. These two
goals are, at first, conflicting; their adequate balance is controlled by the type of the
crossover operation and the degree of the crossover operation.
5.4 The Scheme of the COACOR Algorithm
Note that the ant colony searches the solutions based on the pheromone of the ant
colony, in the COACOR, which is represented by the PDF set. We can improve
the search ability of the ant colony by enhancing the pheromone distribution in the
promising searching space and strengthen the relation among the PDFs. In the pro-
posed algorithm, the crossover operation is introduced to achieve good search ability.
The crossover operation is performed among the PDFs. Besides the PDFs which are
generated in the original way of ACOR, some PDFs are generated by the crossover op-
eration to enhance the diversification of the PDF set reasonably and at the same time
strengthen the relations of the PDFs, which is shown in Figure 5.6. In the proposed
algorithm, a parameter nco, which is the number of the crossover operations, denotes
the degree of the crossover operation. The balance of the diversification and intensifi-
cation is achieved through adjusting the composition of the PDF set with the parameter
nco. As a result, the set of the PDFs become more diversiform and eective, and the
ants could find the good solutions eciently under the improved PDF set. As for
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Algorithm: 
input: the CnOP Q = (S, Ω, f), the parameters (k, m, D, ξ, nco K ); 
//Initialize PDFs  
Generate Gk = (g1, K  ,gk) randomly 
while (termination criterion is not satisfied) do 
//Generate m new solutions 
for a = 1 to m do 
  //construction solution 
  for i = 1 to D do 
  Select the Gaussian PDF according to weights 
  Sampling the selected Gaussian PDF 
end for 
Store and evaluate newly generated solution 
  end for 
//Generate new PDFs with the best k solutions. 
Generate Gk = (g1, K  ,gk) 
//Generate new PDFs using crossovers 
  for co = 1to co = nco do 
   Crossovers are performed among selected PDFs 
  end for 
//update PDF set 
Update Gk=(g1, K  ,gk) 
end while 
Figure 5.7: The outline of the COACOR.
the procedure of the COACOR, initially, the PDF set of the ant colony is filled with
randomly generated Gaussian functions. The algorithm iteratively updates the PDF
set. The iteration includes two phases, in the first phase, the solutions are constructed
according to the PDFs, and in the second phase, the PDF set is updated. Note that the
PDF set G consists of k PDF vectors (g1;    ; gk). For the CnOP with D dimensional-
ity, the PDF vector is represented by the gl = (g1l ; g2l ;    ; gDl ) which is associated to
the solution sl, and gil(; ) is the simple Gaussian function.
In the proposed algorithm, the PDF set consists of not only the PDFs generated
by the solutions but also the PDFs generated by the crossover operation. Firstly, m
new solutions are built based on the PDF set by each ant independently. Secondly, k
PDF vectors are generated by the best k solutions directly. Meanwhile, new 2nco PDF
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vectors are generated by the crossover operations on the newly generated PDFs. After
both the two kinds of PDFs were built, the updating of the PDF set is accomplished
by adding the new 2nco PDF vectors to the PDF set and removing the same number of
worst PDF vectors. The outline of the proposed algorithm is shown in Figure 5.7.
5.5 The Implementation of the COACOR with UNDX
crossover
5.5.1 The Implementation of the COACOR
As mentioned above, the COACOR includes two phases. Note that the phase of the
solution searching is the same as the original ACOR. The pheromone distribution
is the key factor of the proposed algorithm. Thus, we focus on the second phase,
which is the pheromone update. In the COACOR, the PDF set, which consists of a
lot of Gaussian functions, can be regarded as the pheromone information of the ant
colony. Firstly, we introduce the initialization of the pheromone distribution, and then
the updating process of pheromone is presented. In view of that the Gaussian kernel
PDF is determined by three factors, the means of the Gaussian functions, the deviations
of the Gaussian functions, and the relative weight of the Gaussian functions, the update
process is to decide the values of the three variables.
At the initialization stage, for the Gaussian kernel at coordinate i, the standard
deviations, means, and weights are initialized over the search domain (a; b) as follows:
Gi(x) =
kX
l=1
!lg
i
l(x; ; )
=
kX
l=1
1
k  g
i
l(x; a + (2l   1)
b   a
2k ;
b   a
2k ) (5.4)
where k is the number of the PDF vectors, !l is the weight of the lth PDF vector,  is
the mean value of the Gaussian function, and  is the deviation value of the Gaussian
function.
At the update stage, the updating methods of the weight !l, the mean value ,
and the deviation value  of the Gaussian function are introduced respectively. The
weight of the lth PDF vector in the PDF set is associated to the rank l of the solution
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sl, !l = (k   l)=k, where the better the solution is the lower the rank is and the stronger
the weight is. As a result, the weights are updated iteratively and associated with the
quality of the solutions.
As for the means of the PDFs, to strengthen the relations among the PDFs, the
means of the PDFs for all the coordinates of one solution can make up a vector. For
example, the means (1l ; 2l ;    ; Dl ) of the Gaussian functions associated with solution
sl can be considered as a mean vector ~Ul. In the proposed COACOR, the PDF set
include two groups. The proportion of the two groups can be adjusted by the number
of the crossover operations (nco). The main group includes those which are generated
by the k best solutions directly in the way of the original ACOR. For the second
group, the PDFs are generated by the crossovers among the PDF vectors. Because
the crossovers are performed among the mean vectors, the relations of the PDFs along
with the correlations of the variable are constructed.
The crossover process is implemented by two steps. In the step one, three mean
vectors are selected probabilistically, and the selective probabilities are associated to
the weights of PDF vectors. In the step two, the crossover operation is performed
among three selected mean vectors. For example, ~U1, ~U2 and ~U3 are selected. The
crossover operation is similar to the UNDX crossover operator in the real-code GA
[11]. The crossover operation generates two new mean vectors, ~Ucol and ~Uco2, by
using normal distribution based on three selected mean vectors. The new vectors are
generated around the line segment connecting the vectors, ~U1 and ~U2. One of the
standard deviation values of the normal distribution which corresponds to the axis
connecting ~U1 and ~U2 is proportional to the distance between ~U1 and ~U2, which is
called DS 1. The others are proportional to the distance from the third vector ~U3 to the
line ~U1 ~U2, which is called DS 2. For the CnOP with D-dimensionality, the new mean
vectors, ~Ucol and ~Uco2, are generated as follows:
~Uco1 =
~U1 + ~U2
2
+ e1~1 +
DX
i=2
ei~i (5.5)
~Uco2 =
~U1 + ~U2
2
  e1~1  
DX
i=2
ei~i (5.6)
where e1 = N(0; 21); ek ! N(0; 22); (i = 2;    ; D); 1 =   DS 1; 2 =  
DS 2=
p
D; DS 1 = j ~U1   ~U2j; ~1 = ( ~U1   ~U2)=DS 1, vectors ~2;    ; ~D are orthogo-
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nal basis vectors spanning the subspace perpendicular to vector ~1, and  and  are
parameters.
The standard deviations of the PDFs are related to the other PDFs in the PDF set,
which can be calculated with Eq. (5.3). After the 2nco new PDF vectors were generated
by the crossover operation, the 2nco worst PDF vectors in the PDF set are replaced by
the 2nco new generated PDF vectors the PDFs.
5.5.2 The Characteristic of the COACOR with UNDX crossover
Since the core of the ant colony is the distribution of the pheromone information. In
the proposed algorithm, the quality of the pheromone information is improved by gen-
erating some new PDFs with crossover operations. To see the eect of the crossover
operation on the COACOR, we studied the constitution of the Gaussian kernel in com-
parison with the original ACOR. The ant colony constructs the solutions according
to the Gaussian kernel. The shape of the Gaussian kernel is decided by the PDF set.
In the original ACOR, from the updating procedure of the PDF set, which is shown
in Figure 5.3, the ants search the solutions by sampling the PDFs, the new PDFs are
derived from the solutions directly, so the new PDFs are distributed around the PDFs
before. Once the ant colony fall into the local minima, it is very dicult to get out of
the local stagnation. The constitution of the Gaussian kernel in the ACOR is shown in
Figure 5.8 (a).
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Figure 5.8: The Gaussian functions and their resulting Gaussian kernel
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(a) ACOR I (b) COACOR I
(c) ACOR II (d) COACOR II
(e) ACOR III (f) COACOR III
Figure 5.9: The evolution process of the PDFs
In the proposed COACOR algorithm, some PDFs are generated by the crossovers.
The crossovers are performed among some mean value vectors derived from the PDFs
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to generate means for the new PDFs. The mean value determine the location of the
Gaussian PDF. After the crossover operation, firstly, some new PDFs are generated at
some new promising locations dierent from before, and some PDFs at the unpromis-
ing locations are discarded. Secondly, the crossovers happen among the mean vectors,
and in other words, the location of the PDF is generated as a vector which is relative to
the solution vector. It provides the condition of exploiting the correlation information
among the variables. The crossover operation and the step by step decision policy play
complementary parts in the ant colony optimization. After introducing the crossover
operators, the shape of the Gaussian kernel, in comparison with the individual Gaus-
sian functions, is shown in Figure 5.8 (b). From the figure, comparing to the Figure
5.8(a), we can know that the crossover operations provide a more increased variation
in the possible shape of the Gaussian kernel, and the search towards promising space
is increased reasonably. As a result, the diversification of the PDF set is enhanced
eectively, and the balance of the diversification and intensification can be controlled
by the number of crossover operations.
In order to explain the eectiveness of the crossover operation, a simple exam-
ple with two-dimensional vector is given. For example, three PDFs are distributed at
~U1 = (1; 3), ~U2 = (6; 5), and ~U3 = (4; 1), which are generated by three best solutions.
We can assume that the three PDFs (at ~U1, ~U2, and ~U3) are distributed around three
local minima separately. In view of the searching process of the ACOR, only a little
translation happens on the PDF around the best solutions. As a result, the searching is
concentrated around the limited space separately, and it is very dicult to escape from
the local minima. The evolution process of the PDFs in the original ACOR is shown
in Figure 5.9 (a) (c) (e). However, in the proposed COACOR, the crossover operation
among the theree PDFs generates a new PDF in the promising space, which is related
to the three best solutions but not limited by the three best solutions. The location of
the new PDF can be deduced by Eq. (5.5) and Eq. (5.6). For example, the new PDF
is located at ~Uco1 = (3:34; 3:37). The new PDF generated by the crossover operation is
not located at the local minimum. The new generated PDF provides a chance to escape
from the local minima. As a result, the PDF set may guide the ant colony to the global
optimum. The evolution process of the PDFs in the COACOR is shown in Figure 5.9
(b) (d) (f).
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5.5.3 Simulation Results
In this section, we present the experimental setup for evaluating the performance of
the proposed algorithm and the results obtained. In order to verify the eectiveness
of the proposed algorithm, we use the benchmark test functions that have been used
in the literature. Then, the parameters of the proposed algorithm are analyzed, and
the performances of the proposed algorithm on some typical benchmark functions are
shown. Finally, we compared the results with other ant-related approaches, real-coded
genetic algorithm, and other evolution algorithms.
It is important to emphasize that unlike combinatorial optimization (COP), the
comparison of algorithms for continuous optimization problem (CnOP) is usually not
done based on CPU time. In general, the comparison of algorithms for continuous
optimization problem is usually based on the following criterion to evaluate the al-
gorithms: the number of the function evaluations (FEs) to achieve a certain solution
quality [3, 4, 15].
A. Test Bed
The benchmark functions used in this paper include 21 traditional benchmark func-
tions ( f1  f21) used in the literature [2,12,19]. Besides the 21 traditional benchmark
functions, some other benchmark functions used by other ant-related algorithms in the
literature [1,3,4,5] are used to compare with the ant-related algorithms. However, the
experiments are mainly setup on the 21 traditional benchmark functions. Among the
21 traditional benchmark functions, functions f1  f10 are unimodal (there are some
recent evidence that f4 is a multimodal for D > 3 [16]), and the correlation between the
variables of Rosenbrock function f4 is very strong. Functions f11  f21 are multimodal
with the number of local minima increasing exponentially with the problem dimension
[17], and especially the function f21 is a strong multi-apex function.
The dimensionality is set to 30 for the functions f1  f21. For all the 21 test
functions, we performed 25 independent runs. The stopping criterions are as follows:
j f (s)   f (s)j < 10 7 (s is the global optimal solution), and the maximum number of
function evaluations (MaxFEs) is set to 4E+5. It means that if the error accuracy does
not reach 10 7 within 4E + 5 FEs, the simulation run is considered to an unsuccessful
run. The benchmark functions are reported as follows:
1. Sphere function ( f1)
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min
x
f (x) =
nP
i=1
x2i ,
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
2. Ellipsoid function( f2)
min
x
f (x) =
nP
i=1
(1000i 1=n 1xi)2,
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
3. k-tablet function( f3)
min
x
f (x) =
kP
i=1
x2i +
nP
i=k+1
(100xi)2,
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
4. Rosenbrock function ( f4)
min
x
f (x) =
n 1P
i=1
(100(xi+1   x2i )2 + (1   xi)2),
 2:048  xi  2:048; x = (1; 1; :::; 1); f (x) = 0.
5. Schewefel problem 3 ( f5)
min
x
f (x) =
nP
i=1
jxij +
nQ
i=1
jxij,
 10  xi  10; x = (0; 0; :::; 0); f (x) = 0.
6. Schewefel problem 4 ( f6)
min
x
f (x) = max
x
fjxij; 1  i  ng,
 100  xi  100; x = (0; 0; :::; 0); f (x) = 0.
7. Axis parallel hyper ellipsoid ( f7)
min
x
f (x) =
nP
i=1
ix2i ,
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
8. Zakharov’s function( f8)
min
x
f (x) =
nP
i=1
x2i + (
nP
i=1
i
2 xi)2 + (
nP
i=1
i
2 xi)4,
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
9. Exponential problem ( f9)
min
x
f (x) =   exp (0:5 nP
i=1
x2i ),
 1  xi  1; x = (0; 0; :::; 0); f (x) =  1.
10. Ellipsoidal function ( f10)
min
x
f (x) =
nP
i=1
(xi   i)2,
 n  xi  n; x = (1; 2; :::; n); f (x) = 0.
11. Ackley’s problem( f11)
min
x
f (x) =  20 exp( 0:2
r
1
n
nP
i=1
x2i )
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  exp(1
n
nP
i=1
cos(2xi)) + 20 + e,
 30  xi  30; x = (0; 0; :::; 0); f (x) = 0.
12. Cosine mixture problem ( f12)
min
x
f (x) =
nP
i=1
x2i   0:1
nP
i=1
cos(5xi),
 1  xi  1; x = (0; 0; :::; 0); f (x) =  0:1n.
13. Griewank problem ( f13)
min
x
f (x) = 1 + 14000
nP
i=1
x2i  
nQ
i=1
cos( xip
i
),
 600  xi  600; x = (0; 0; :::; 0); f (x) = 0.
14. Levy and Montalvo problem 1 ( f14)
min
x
f (x) = 
n
(10 sin2(y1) +
n 1P
i=1
(yi   1)2[1 + 10 sin2(yi+1)] + (yn   1)2),
where yi = 1 + 14 (xi + 1),
 10  xi  10; x = ( 1; 1; :::; 1); f (x) = 0.
15. Levy and Montalvo problem 2 ( f15)
min
x
f (x) = 0:1(sin2(3x1)
+
n 1P
i=1
(xi   1)2[1 + sin2(3xi+1)] + (xn   1)2[1 + sin2(2xn)]),
 10  xi  10; x = (1; 1; :::; 1); f (x) = 0.
16. Schwefel problem ( f16)
min
x
f (x) = 418:9829  n   nP
i=1
xi sin(
pjxij),
 500  xi  500; x = (420:97; 420:97; :::; 420:97),
f (x) = 0.
17. Generalized penalized function 1 ( f17)
min
x
f (x) = 
n
(10 sin2(y1)
+
n 1P
i=1
(yi   1)2[1 + 10 sin2(yi+1)] + (yn   1)2) +
nP
i=1
u(xi; 10; 100; 4),
where yi = 1 + 14 (xi + 1),
 10  xi  10; x = ( 1; 1; :::; 1); f (x) = 0.
18. Generalized penalized function 2 ( f18)
min
x
f (x) = 0:1(sin2(3x1)
+
n 1P
i=1
(xi   1)2[1 + sin2(3xi+1)] +
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(xn   1)2[1 + sin2(2xn)]) +
nP
i=1
u(xi; 10; 100; 4),
 5  xi  5; x = (1; 1; :::; 1); f (x) = 0.
In the problem 17 and 18, the penalty function is given by the following expression:
u(x; a; k;m) =
8>>>>>>>><>>>>>>>>:
k  pow((x   a);m) if r > a;
 k  pow((x   a);m) if r <  a;
0 otherwise
19. Bohachevsky function ( f19)
min
x
f (x) =
n 1P
i=1
(x2i + 2x2i+1)  
n 1P
i=1
(0:3 cos(3xi)   0:4 cos(4xi+1 + 0:7)),
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
20. Schaer function ( f20)
min
x
f (x) =
n 1P
i=1
[(x2i + x2i+1)(sin2(50(x2i + x2i+1)0:1) + 1:0)],
 100  xi  100; x = (0; 0; :::; 0); f (x) = 0.
21. Original Rastrigin function ( f21)
min
x
f (x) = 10n +
nP
i=1
(x2i   10 cos(2xi)),
 5:12  xi  5:12; x = (0; 0; :::; 0); f (x) = 0.
22. Function is the same as f4 (a1)
Rosenbroch function (R2) with D = 2,  5  xi  10.
23. Function is the same as f1 (a2)
Sphere function with D=10,  3  xi  7.
24. Function is the same as f13 (a3)
Griewank problem (GR10) with D=10,  5:12  xi  5:12.
25. Goldstein and Price (GP) D=2 (a4)
min
x
f (x) = (1 + (x1 + x2 + 1)2(19   14x1 +
3x21   14x2 + 6x1x2 + 3x22))  (30 + (2x1   3x2)2
(18   32x1 + 12x21 + 48x2   36x1x2 + 27x22))
 2  xi  2; x = (0; 1); f (x) = 3.
26. Martin and Gaddy (MG) D=2 (a5)
min
x
f (x) = (x1   x2)2 + ( x1+x2 103 )2
 20  xi  20; x = (5; 5); f (x) = 0.
27. B2 function D=2 (a6)
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min
x
f (x) = x21 + 2x22   310cos(3x1)   25cos(4x2) + 710
 100  xi  100; x = (0; 0); f (x) = 0.
28. Shekel(S 4;5) D=4 (a7)
min
x
f (x) =   5P
i=1
((~x   ~ai)T (~x   ~ai) + ci) 1
ai j =
0BBBBBBBBBBBBBBBBBBBBBBBBBB@
4:0 4:0 4:0 4:0
1:0 1:0 1:0 1:0
8:0 8:0 8:0 8:0
6:0 6:0 6:0 6:0
3:0 7:0 3:0 7:0
1CCCCCCCCCCCCCCCCCCCCCCCCCCA
; ci =
0BBBBBBBBBBBBBBBBBBBBBBBBBB@
0:1
0:2
0:2
0:4
0:4
1CCCCCCCCCCCCCCCCCCCCCCCCCCA
0  xi  10; f (x) =  10:1532.
B. Parameter Analysis
Finding the most appropriate combination of the parameters used in the algorithm
is called as parameter tuning. It is very dicult to find the best combination of the
parameters for all the problems because of the multimodality and nonlinearity of dif-
ferent kinds of objective functions. As a result, the robustness of the parameter is very
important, and it is a challenge to suggest common fixed values of the parameters. We
carried out extensive experiments for the proposed COACOR algorithm to analyze the
parameters. The parameters used in the COACOR are as follows: the number of ants
m, the size of PDF set k, the number of the crossover operations nco, the evaporation
rate of the pheromone , and the parameter  and  when performing the crossovers.
Here, we focus on analyzing the aect of the parameter k, m, nco and . The parameter
and are given as follows:  = 0:5 and  = 0:3.
Besides the number FEs, in view of the situation that some algorithms could not
converge successfully, the success rate (SR) [12] is also used to evaluate the algorithm.
The SR is defined as follows:
S R = Nsr
Nr
(5.7)
where Nsr expresses the number of successful runs, and Nr is the total number of runs.
One unimodal function ( f8) and one multimodal function ( f18) are selected to an-
alyze parameters m, k, and nco. Table 5.1 and Table 5.2 record the mean number of
function evaluations (FEs) and the success rate (SR) to achieve the fixed accuracy 10 7
in 25 independent runs under dierent parameter combinations. Note that if the pa-
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Table 5.1: The results of the unimodal function f8 under dierent parameter combina-
tions
nco=0 nco=2 nco=5 nco=10
m k
FEs S R FEs S R FEs S R FEs S R
30 1.24E+5 1.0 4.74E+4 1.0 4.29E+4 1.0 4.91E+4 1.0
40 40 1.28E+5 1.0 5.43E+4 1.0 4.80E+4 1.0 4.97E+4 1.0
60 2.36E+5 1.0 8.19E+4 1.0 6.13E+4 1.0 5.39E+4 1.0
100 — 0.0 1.17E+5 1.0 8.95E+4 1.0 7.22E+4 1.0
30 1.18E+5 1.0 4.88E+4 1.0 4.27E+4 1.0 4.60E+4 1.0
60 40 1.39E+5 1.0 5.94E+4 1.0 4.55E+4 1.0 4.48E+4 1.0
60 2.04E+5 1.0 8.76E+4 1.0 6.42E+4 1.0 5.26E+4 1.0
100 — 0.0 1.40E+5 1.0 9.69E+4 1.0 7.42E+4 1.0
30 1.10E+5 1.0 5.05E+4 1.0 4.14E+4 1.0 4.45E+4 1.0
100 40 1.32E+5 1.0 7.44E+4 1.0 5.15E+4 1.0 4.64E+4 1.0
60 2.54E+5 1.0 1.03E+5 1.0 7.79E+4 1.0 6.27E+4 1.0
100 — 0.0 1.70E+5 1.0 1.21E+5 1.0 9.24E+4 1.0
200 100 3.75E+6 0.5 2.09E+6 1.0 1.39E+5 1.0 1.06E+5 1.0
rameter nco equals 0 in the COACOR, the algorithm degenerates to the simple ACOR
algorithm. For the unimodal function f8, we can see that, the parameters m and k is
robust when m and k is smaller than 100, and the larger the number of the crossover
operations is the better the results are. For the multimodal function f18, all the param-
eters are robust, and excellent results are achieved for every parameter combination
even when the parameter m and k become very large.
The evaporation rate of the pheromone  can aect the algorithm seriously. To
study the aect of the evaporation rate , without loss of generality, the Cosine mix-
ture problem f12 is selected. The parameters (m; k; nco) are set to (60; 40; 2). The
evaporation rate  changes from 0:4 to 2 with step length 0:05. The mean numbers of
the FEs under dierent  are recorded and shown in Figure 5.10. We can see that better
results are achieved when the  is between 0:55 and 0:9. It is a relative wide range, and
from the Table 5.3, we can also see that the range is also suitable for all the other test
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Table 5.2: The results of the multimodal function f18 under dierent parameter com-
binations
nco=0 nco=2 nco=5 nco=10
m k
FEs S R FEs S R FEs S R FEs S R
30 1.59E+4 1.0 7.19E+3 1.0 7.13E+3 1.0 8.10E+3 1.0
40 40 1.35E+4 1.0 8.44E+3 1.0 7.60E+3 1.0 7.98E+3 1.0
60 1.83E+4 1.0 1.10E+4 1.0 9.09E+3 1.0 9.05E+3 1.0
100 3.02E+4 1.0 1.67E+4 1.0 1.27E+4 1.0 1.19E+4 1.0
30 1.20E+4 1.0 8.07E+3 1.0 7.55E+3 1.0 8.03E+3 1.0
60 40 1.31E+4 1.0 9.27E+3 1.0 8.21E+3 1.0 8.37E+3 1.0
60 1.87E+4 1.0 1.23E+4 1.0 1.01E+4 1.0 9.43E+3 1.0
100 3.11E+4 1.0 1.91E+4 1.0 1.42E+4 1.0 1.24E+4 1.0
30 1.17E+4 1.0 9.03E+3 1.0 8.33E+3 1.0 8.50E+3 1.0
100 40 1.41E+4 1.0 1.12E+4 1.0 9.19E+3 1.0 9.12E+3 1.0
60 1.95E+4 1.0 1.46E+4 1.0 1.19E+4 1.0 1.06E+4 1.0
100 3.18E+4 1.0 2.19E+4 1.0 1.65E+4 1.0 1.40E+4 1.0
200 100 3.39E+4 1.0 2.70E+4 1.0 2.18E+4 1.0 1.76E+4 1.0
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Figure 5.10: The result variations along with the evaporation rate .
functions.
A lot of preliminary experiments have been carried out to tune the combination of
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Table 5.3: Parameter Settings for the COACOR
Function  m k nco
f1; f5; f12; f21; f7  f10; f14  f17 0.75 60 40 5
f2; f3 0.85 60 40 0
f4 0.76 30 180 5
f6; f17; f19 0.76 60 40 3
f20 0.65 80 80 2
f11; f18 0.75 40 30 5
f13 0.75 80 50 3
a2; a5 0.76 15 15 2
a1 0.85 25 35 2
a3 0.76 20 20 3
a4 0.65 20 20 2
a6 0.75 20 20 2
a7 0.9 16 16 1
parameters. Based on the experiment results, the summary of the parameters we used
for COACOR is presented in Table 5.3.
C. The Performance of the COACOR
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Figure 5.11: The B2 function near the global optimum
In order to show the search ability of the proposed COACOR, we have applied it on
the B2 function (function a6). The global optimum of B2 function is B2 = 0 at (0; 0).
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Figure 5.12: The variations of the solution during the evolution procedure
The B2 function near the global optimum is shown in Figure 5.11. We use a search
interval of [ 100; 100]. To make the figure more readable, we use only 5 ants, and all
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the other parameters values are those described in Table 5.3. We illustrate the behavior
of the proposed COACOR, in comparison with the original ACOR. The variations
of the solution during the evolution procedure of the solution in the ACOR and the
proposed COACOR are shown in Figure 5.12 (a) and (b). The solution distributions
at the start, after 45 FEs 145 FEs and 225 FEs are demonstrated. Note that, in the
proposed COACOR the FEs consumed by the crossover operation have been included.
To see the search behavior more clearly, the solution distributions after certain FEs in
the proposed COACOR are shown in Figure 5.12 (c), (d), (e), and (f), in comparison
with the original ACOR. A very good solution has been achieved by the COACOR after
225 FEs, while in ACOR, it takes 635 FEs to reach comparable accuracy with COACOR
from the Figure 5.12 (f). Although the crossover operation needs the cost of FEs, the
pheromone information of the ant colony become more ecient and it guides the ant
colony to achieve better solution, which can be proved by the optimizing procedure
shown in the figures. As a result, the proposed COACOR can find the global optimum
in fewer FEs.
To see the performance of the proposed COACOr further, some other functions
with D = 30 are selected to evaluate the algorithm. We have made a previous study
of the functions, and we found that there are two important features separability and
multimodality to characterize the functions. A function is multimodal if it has two or
more local optima. A function of D variables is separable if it can be rewritten as a
sum of D functions of just one variable. To investigate the performance of the pro-
posed COACOR, the convergence properties of the COACOR on some typical func-
tions ( f1; f4; f11; f21) are analyzed, in comparison with the original ACOR. Figure 5.13
 5.16 show the convergence processes of median solutions on four test functions,
respectively. The typical functions include the basic function, the non separable func-
tion which have correlation among the design variables, and the multimodal functions
which have a large number of local minima. The parameters of the ACOR is set the
same to the proposed COACOR except the nco (nco = 0 in ACOR), because there is no
crossover operation in COACOR.
Sphere function f1 is the basic function to evaluate the algorithm [22]. As men-
tioned above, some pheromone PDFs in the unpromising space are replaced by the
new PDFs generated by the crossovers. From the Figure 5.13, we can know that the
proposed algorithm can find the global optimum faster than the ACOR.
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Figure 5.13: The convergence process on the sphere function f1
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Figure 5.14: The convergence process on the Rosenbrock function f4
For the non separable function we choose the Rosenbrock function [23]. In the
Rosenbrock function f4, the variables are correlated and interact between two adjacent
variables, and the global minimum is inside a long, narrow, parabolic shaped flat val-
ley. As a result, it is very dicult to converge to the global minimum, especially the
dimensionality become larger. However, in the real world, the user is more interested
in the larger dimensionality. In the proposed algorithm, some PDFs are generated by
crossover among some PDF vectors. It provides a condition of exploiting the correla-
tion information among the design variables. As a result the proposed algorithm could
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Figure 5.15: The convergence process on the Ackley’s problem f11
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Figure 5.16: The convergence process on the Original Rastrigin function f21
find the global optimum successfully while the ACOR could not converge to the global
optimum for the larger dimensionality, which is shown in Figure 5.14.
For the multimodal functions, the Ackley function [24] and the Rastrigin function
[18] are chosen. Ackley function has an exponential term that covers its surface with
numerous local minima. If the algorithm can not cross the valley filled with local op-
tima, it is very dicult to achieve the global optima. In order to obtain good results
for this function, the search strategy must balance the intensification and diversifica-
tion. Rastrigin function is made up of a large number of local minima whose value
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increases with the distance to the global minimum. The number of the local minima
is so huge that the ant is trapped in the local minima easily. As mentioned before, the
new PDFs, which are generated by the crossover operation, enhance the diversity of
the pheromone, and it could help the ants escape from the local minima and achieve the
global minimum more eciently. From the Figure 5.15 and Figure 5.16, we can see
that for the Ackley function the proposed algorithm is faster to reach the required accu-
racy than the ACOR, and for the Rastrigin function the proposed algorithm could find
the global optimum very easily while the ACOR could not find the global optimum.
D. Comparison of Dierent Algorithms
In order to have an overview of the performance of the proposed algorithm in com-
parison with other algorithms for the continuous optimization problem, more exten-
sive experiment is carried out. Firstly, we compare the COACOR with the ant-related
methods (methods that claim to draw inspiration for the behavior of ants) on some
benchmark functions (a1  a7) used by the ant-related algorithm in the literature. Sec-
ondly, evolutionary algorithms and the original ACOR are employed to compare with
the COACOR on 21 benchmark functions ( f1  f21). For ant-related methods, con-
Table 5.4: Comparing with ant-related methods on functions a1  a7
This Work ACOR CACO API CIAC
Fun.
FEs S R. FEs S R FEs S R FEs S R FEs S R
a1 634 1.0 820 1.0 6806 1.0 9840 1.0 11480 1.0
a2 526 1.0 781 1.0 21868 1.0 10153 1.0 49984 1.0
a3 715 1.0 1390 0.61 50040 1.0 – 0.0 50040 0.52
a4 288 1.0 384 1.0 5376 1.0 – 0.0 23424 0.56
a5 176 1.0 345 1.0 1725 1.0 – 0.0 11730 0.20
a6 343 1.0 544 1.0 – 0.0 – 0.0 11968 1.0
a7 688 1.0 787 0.57 – 0.0 – 0.0 39350 0.05
tinuous ACO (CACO) [3], API algorithm [4], the original (ACOR) [1] and continuous
interacting ant colony (CIAC) [5] are employed to compare with the proposed algo-
rithm. To compare fairly, we followed the original experimental setup in terms of
the initialization interval, dimensionality and required accuracy on the test functions
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Figure 5.17: The relative performances of the COACOR and the ACOR
used by the other algorithm in the literature. We performed 100 independent runs,
using the stopping criterions (as used by the other algorithm in this comparison) as
follows:j f (s)   f (s)j < 1 f (s) + 2, where 1 = 2 = 10 4. The number of the FEs
and the success rate of the ant-related method are recorded in the Table 5.4. Besides,
the relative performances of the COACOR and the ACOR are shown in Figure 5.17.
From the result, we can see that the proposed COACOR outperform other ant-related
algorithms in view of that all other algorithm in this category require many more FEs
in order to reach the required accuracy.
For the evolutionary algorithms, the MGG+UNDX [11], the rc-CGA+FPDD-LX
[12] and the dierential evolution (DE) [20,21] are employed to compare. In addition,
the original ACOR is also used to compare. The MGG+UNDX is a real-code genetic
algorithm, in which a well-known crossover operator UNDX and a commonly-used
steady-state model are adopted. The rc-CGA+FPDD-LX is a real-code genetic algo-
rithm, in which a new framework called CGA and an FPDD-LX crossover operator
are adopted. The DE is the state-of-the-art algorithm that is useful for the real world
application, and we select the classical DE approach called DE/rabd/1 to compare with
the proposed algorithm. The parameter settings and results of other algorithm is based
on the literatures [12,21,22] . The parameter setting of the ACOR is the same as the
COACOR except the parameter nco, in ACOR, nco = 0. The mean numbers of the FEs
and the success rates (SR) for the above algorithm are recorded in Table 5.5. From the
result, we can see that the number of the FEs of the proposed algorithm is far fewer
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Table 5.5: Comparing with other algorithms on 21 benchmark functions, D = 30
This Work rc-CGA+ ACOR MMG DE
FPDD-LX +UNDX
F.
FEs S R. FEs S R FEs S R FEs S R FEs S R
f1 6:96E + 3 1.0 1.26E+4 1.0 8.95E+3 1.0 8.03E+4 1.0 4.39E+4 1.0
f2 2:46E + 4 1.0 3.75E+4 1.0 2:46E + 4 1.0 – 0.0 – 0.0
f3 2:27E + 4 1.0 4.18E+4 1.0 2:27E + 4 1.0 – 0.0 – 0.0
f4 3:15E + 5 0.80 3.40E+5 0.84 – 0.0 – 0.0 – 0.0
f5 1:76E + 4 1.0 4.86E+4 1.0 3.07E+4 1.0 – 0.0 7.39E+4 1.0
f6 1:17E + 5 1.0 2.50E+5 1.0 – 0.0 1.32E+6 1.0 3.75E+5 1.0
f7 1:14E + 4 1.0 1.99E+4 1.0 1.66E+4 1.0 3.09E+5 1.0 1.13E+5 0.96
f8 4:78E + 4 1.0 1.47E+5 1.0 1.23E+5 1.0 2.56E+5 1.0 – 0.0
f9 6:91E + 3 1.0 1.08E+4 1.0 1.08E+4 1.0 6.11E+4 1.0 3.54E+4 1.0
f10 1:61E + 4 1.0 2.52E+4 1.0 2.36E+4 1.0 1.12E+5 1.0 – 0.0
f11 2:25E + 4 1.0 7.46E+4 1.0 3.38E+4 1.0 3.63E+5 1.0 8.40E+4 1.0
f12 8:54E + 3 1.0 2.35E+4 1.0 1.44E+4 1.0 1.58E+5 1.0 4.18E+4 1.0
f13 1:53E + 4 1.0 4.34E+4 0.6 2.23E+4 1.0 1.04E+6 1.0 5.32E+4 1.0
f14 7.66E+3 1.0 1:08E + 3 1.0 1.15E+4 1.0 4.45E+5 1.0 3.24E+4 1.0
f15 9:37E + 3 1.0 2.54E+4 1.0 1.42E+4 1.0 3.58E+5 1.0 4.48E+4 1.0
f16 1:31E + 4 1.0 7.43E+5 0.88 – 0.0 – 0.0 5.0E+5 0.88
f17 7:57E + 3 1.0 1.92E+4 1.0 1.20E+4 1.0 9.84E+4 1.0 4.40E+4 1.0
f18 8:84E + 3 1.0 7.67E+4 1.0 1.29E+4 1.0 1.95E+5 1.0 4.50E+4 1.0
f19 1:27E + 4 1.0 3.97E+4 1.0 1.89E+4 1.0 2.41E+6 1.0 4.93E+4 1.0
f20 1:12E + 5 1.0 5.90E+5 1.0 1.91E+5 1.0 – 0.0 1.93E+5 1.0
f21 1:23E + 4 1.0 2.40E+5 1.0 – 0.0 4.23E+6 0.84 8.43E+4 1.0
than those of other algorithm on almost all the test functions.
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5.6 The Implementation of the COACOR with FPDD-
LX crossover
5.6.1 Crossover with Laplace Distribution Following Promising
Descent Direction (FPDD-LX)
As mentioned above, the crossover operations are performed on the solution archive.
In this section a crossover operation with Laplace distribution following promising
descent direction (FPDD-LX) is proposed for the ant colony optimization. A proper
trade-o between exploration and exploitation is necessary for the ecient and ef-
fective operation of a population-based stochastic search technique like ant colony
optimization. An ecient search technique always hopes that it is enabled to be
guided quickly to search the attracted space and then exploit the space. The following
crossover operation can balance the exploration and exploitation eciently.
In the FPDD-LX crossover operator, the new solution is created following some
promising descent directions. The promising descent direction is defined as follows:
given a solution si = ~xi, an attracted position ~xp, ~xp  ~xi represents a promising descent
direction. Evidently, the best solution in the solution archive is one of the attracted po-
sitions. However, if the new solutions are generated following the same best position,
the algorithm converges towards the same point. As a result, the probability of con-
verging local optimal solution increases. Thus, some other good solutions must also be
considered as attracted positions to provide more promising descent directions. Based
on the above idea, we design a new crossover operator as follows: for an old solution
for a solution si = ~xi, in the solution archive, the new solutions are created with equal
probability following the promising descent direction (~xp; j   ~xi), where j = 1; 2; :::; pd
express pd promising points. The concept graph of the pd promising descent direc-
tions is illustrated by Figure 5.18. The pd attracted points are found using a simple
pd-means algorithm. The simple pd-means algorithm is as follows:
Step1: Choose pd initial cluster centers ~x1; ~x2; :::; ~xpd randomly from solution
archive T fs1 = ~x1; s2 = ~x2; :::; sk = ~xkg.
Step2: Assign the solution sn = ~xn, (n = 1; :::; k) in the solution archive T to cluster
C j, j 2 (1; 2; :::; pd), if and only if j~xn   ~x jj < j~xn   ~xqj, q = 1; 2; :::; k and j , q, where
j~xn   ~x jj is the distance between ~xn and ~x j.
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Figure 5.18: The concept graph of the pd promising descent direction.
Step 3: Find the champions (~xp;1; ~xp;2; :::; ~xp;pd) of the clusters C j, j = 1; 2; :::; pd,
and used as pd attracted points, respectively.
Given two solution s1 = ~x1 and s2 = ~x2, the proposed crossover operator generate
two new solutions (sco1 = ~y1 and sco2 = ~y2) as follows:
~y1 = ~x1 + diag(!t1; !t2; :::; !tn)(~xp   ~x1)   ~j~x1   ~x2j (5.8)
~y2 = ~x2 + diag(!t1; !t2; :::; !tn)(~xp   ~x2) + ~j~x1   ~x2j (5.9)
!ti  u(0; t) (5.10)
~ =
8>><>>:  b loge(r) if r  0:5b loge(r) if r > 0:5 (5.11)
where ~xp represents an attracted point and is selected with equal probability (1=pd)
from the pd promising exploring positions xp 2 f~xp;1; ~xp;2; :::; ~xp;pdg ; !ti 2 [0; t] and
r 2 [0; 1] are random number uniformly distributed; t decides the movement towards
the promising direction ~xp   ~xi; ~ is a random generated number using Laplace(0,b)
distribution with following probability density function:
f (x) = 1
2b exp( 
jxj
b ) (5.12)
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Figure 5.19: A concept graph of the solution distribution on a function with local
minima and global minimum
where b > 0, is a scale parameter. In Eq. (5.8) and Eq. (5.9), the first and second items
decide the exploring field, the third item strengthens the exploitation of the field. From
Eq. (5.8) and Eq. (5.9), it is clear that solutions are created following the promising
descent direction ~xp; j   ~xi. For smaller values of b, solutions are likely to be generated
near the axis of ~xp; j ~xi and for larger values of b solutions are expected to be generated
far from the axis. The proposed crossover create ospring using Laplace distribution
following promising descent direction, thus it is called as FPDD-LX crossover.
5.6.2 The Characteristic of the FPDD-LX crossover
In order to explain the proposed crossover operator clearly, we use a two dimension
concept graph ( Figure 5.19) of a function with local minima (A and C) and global
minimum B. The solution distribution is shown in the figure. Among the 11 solutions,
the solution 2 is the global best solution. In the original ant colony optimization with-
out the FPDD-LX, the ant colony is guided to the direction of solution 2, and it is very
easy to be trapped into the local minimum A. However, in the ant colony optimization
with FPDD-LX, the solution is created following k promising directions. For example,
solution 2, solution 6 and solution 10 are the promising point. The space around global
minimum B could also be exploited, although the solution 6 is not the best solution.
As a result, the FPDD-LX makes the ant colony optimization more ecient.
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5.6.3 Simulation Results
By combining the ant colony optimization for the continuous domain and the crossover
operator FPDD-LX, we have defined an ant colony optimization based method called
ACO+FPDD-LX. In order to verify the eectiveness of the proposed method, simula-
tions are carried out on some benchmark functions.
Some benchmark functions used in the literatures [3, 11] are adopted in this paper
to evaluate the ability of the proposed method for the real parameter optimization. The
test functions include the basic test function (sphere function f1), the ill-scalable func-
tion (ellipsoid function f2, k-tablet function f3), the non-separable function (Rosen-
brock function f4), and some multimodal functions (Ackley’s problem f5, Schwefel
problem f6, original Rastrigin function f7). The dimensionality D of the above func-
tion is set as 30. For each the test function, we performed 25 independent runs. The
stopping criteria are as follows: j f (s)  f (s)j < 10 7 (s is the global optimal solution).
In the preliminary experiments, we tried to find the appropriate combination of the
parameters used in the proposed algorithm on the test functions. The parameters used
in the ACO+FPDD-LX are as follows: the number of ants m, the size of the solution
archive k, the number of the crossover operations FPDD-LX nco, the evaporation rate
of the pheromone , the number of promising exploring positions pd, and the param-
eter t and b in the FPDD-LX crossover operation. First, for all the test functions the
parameter , b and t are given as follows:  = 0:75, b = 0:1 and t = 3. The other
parameters used for tacking each test function are presented in Table 5.1.
Table 5.6: Parameter settings for the ACO+FPDD-LX method
Function pd m k nco
sphere function f1 1 40 40 2
ill-scalable function f2; f3 1 40 20 2
Rosenbrock function f4 1 40 40 5
Ackley’s problem f5 4 40 40 5
Schwefel problem f6 3 40 40 5
original Rastrigin function f7 6 40 40 5
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Table 5.7: Comparing with other existing methods
Functions rc-CGA+ MMG+ MMG+ DE This work
FPDD-LX UNDX SPX
sphere Fun. f1 1.26E+4 8.03E+4 6.81E+5 4.39E+4 8:67E + 3
ellipsoid Fun. f2 3.75E+4 – 1.94E+6 – 1:89E + 4
k-tablet Fun. f3 4.18E+4 – 1.95E+6 – 1:82E + 4
Rosenbrock Fun. f4 3.40E+5 – – – 1:10E + 5
Ackley’s Pro. f5 7.46E+4 3.63E+5 1.54E+6 8.40E+4 3:75E + 4
Schwefel Pro. f6 7.43E+5 – – 5.00E+5 1:40E + 4
Rastrigin Fun. f7 2.40E+5 4.23E+6 3.56E+6 8.43E+4 2:80E + 4
To see the performance of the proposed method for the real parameter optimiza-
tion, some existing algorithms in the literatures, such as the MMG+UNDX [11], the
rc-CGA+FPDD-LX [12], the dierential evolution (DE) [20, 21], and the MMG+SPX
[25] are employed to compare. The MMG+UNDX and MMG+SPX are real-code
GAs, in which a well-known crossover operator UNDX or SPX and a commonly-used
steady-state model are adopted. The rc-CGA+FPDD-LX is a real-code GA, in which
a new framework called CGA and an FPDD-LX crossover operator are adopted. The
DE is the state-of-the-art algorithm. The mean numbers of the function evaluations
(FEs) during the 25 independent runs are recorded in Table 5.2. From the results, we
can know that the number of the FEs of the proposed algorithm is far fewer than those
of other algorithms for all the test functions, especially for the Rosenbrock function
and the Rastrigin function. After the crossover operation was introduced into the ant
colony, the pheromone become more ecient, and as a result, the ant colony can find
the global minimum more quickly. We can conclude that the proposed method outper-
forms other existing algorithms.
5.7 Discussion of the Two Crossove Operations
In this chapter, we have been proposed the ant colony optimization with crossover op-
erations for the continuous domain COACOR. Two kinds of crossover operations were
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Table 5.8: Comparison between the crossover operations on 21 benchmark functions,
D = 30
COACOR (UNDX) COACOR (FPDD-LX)
Fun.
FEs S R. FEs S R
f1 6:96E + 3 1.0 8.67E+3 1.0
f2 2.46E+4 1.0 1:89E + 4 1.0
f3 2.27E+4 1.0 1:82E + 4 1.0
f4 3.15E+5 0.80 1:10E + 5 1.0
f5 1:76E + 4 1.0 1.96E+4 1.0
f6 1:17E + 5 1.0 4.69E+5 1.0
f7 1:14E + 4 1.0 1.28E+4 1.0
f8 4:78E + 4 1.0 7.53E+4 1.0
f9 6:91E + 3 1.0 7.41E+3 1.0
f10 1:61E + 4 1.0 1.71E+4 1.0
f11 2:25E + 4 1.0 3.75E+4 1.0
f12 8:54E + 3 1.0 1.25E+4 1.0
f13 1:53E + 4 1.0 2.73E+4 0.76
f14 7:66E + 3 1.0 8.52E+3 1.0
f15 9:37E + 3 1.0 1.14E+4 1.0
f16 1:31E + 4 1.0 1.40E+4 1.0
f17 7:57E + 3 1.0 7.73E+3 1.0
f18 8:84E + 3 1.0 1.28E+4 1.0
f19 1:27E + 4 1.0 2.06E+4 1.0
f20 1:12E + 5 1.0 1.68E+5 1.0
f21 1:23E + 4 1.0 2.80E+4 1.0
adopted to implement the proposed method. One is similar to the unimodal normal dis-
tribution crossover (UNDX) in the genetic algorithm, and the other is the crossover op-
eration with Laplace distribution following a few promising descent directions (FPDD-
LX), which is proposed by us. The implementation process and characteristic of each
crossover operation have been presented. To see the eect of the crossover operation
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further, we carried the proposed method with the above two crossover operations on
the 21 benchmark functions respectively. The results are recorded in Table 5.8.
From the results, for most functions the crossover which is similar to the UNDX
performs better. However, for the f2 f4, the crossover operation FPDD-LX performs
better. Function f2 and f3 are the ill-scaled functions. In the ill-scaled function, some
variables are significantly sensitive to the fitness function than others, or have strong
correlations. This is problematic for the methods. The results show that the crossover
operation FPDD-LX is more suitable for the ill-scaled functions. f4 is a strong non
separable function, so it is very dicult to find the optimum solution. We found that
the crossover could find the optimum solution in fewer FEs. On the other hand, the
crossover operation which is similar to the UNDX in GA is more eective when it
is used to solve the multimodal functions, for example the Ackey’s function f11, the
Rastrigin function, and so on.
In the future works, we can take all the characteristics of the two crossover oper-
ations into consideration, and then propose a novel crossover operation to solve the
continuous optimization problem more eciently.
5.8 Conclusions
In this section, we have proposed an ant colony optimization with crossover operations
for continuous domains, called COACOR. The scheme of the proposed algorithm has
been presented, and the implementation of the proposed algorithm has been given. The
characteristic of the proposed algorithm has been discussed in comparison with the
original ACOR. To evaluate the proposed algorithm, we have carried out a lot of sim-
ulations on a large number of benchmark problems. We have analyzed the parameters
of the proposed algorithm, and investigated the performance of the proposed algorithm
on some typical functions. The results show the excellent performance of the proposed
algorithm, especially for the non separable functions and multimodal functions. The
proposed algorithm has been compared with other ant-related algorithms and some
evolutionary algorithms. From the results, we can see that the proposed algorithm out-
performs the other algorithms, and the global optimum can be achieved within fewer
FEs for almost all the test functions.
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Chapter 6
Conclusions
A lot of practical problems involving decision making, system design and analysis can
be cast in the form of an optimization problem. Many optimization problems are NP-
hard problems. For those problems, the approximate algorithm is a good selection. In
view of the good characteristics of the ant colony optimization (ACO), such as popula-
tion based, self-organizing, naturally parallelized, and dynamic, the ACO become very
successful in solving the optimization problems. Therefore, a lot of researchers devote
themselves to research the ACO algorithm. The improvements include changing the
way of pheromone update, implementing the ACO in parallelized way, hybridizing the
ACO with other evolutionary algorithms.
At first, the ACO is used to solve the combinatorial optimization problem. In this
paper, we also begin the research from the combinatorial optimization problem. We
have analyzed the property of the pheromone trail, the aect of the pheromone trail
in chapter 2. We also analyzed the characteristics of the combinatorial optimization
problems. Based on the analysis, a general concept of multi-state amt colony opti-
mization has been proposed, originally. The way the pheromone trail deposit has been
presented, in comparison with the traditional ACO on the classical optimization prob-
lem TSP. We have constructed the searching procedure for the multi-state ACO. The
multi-state ant colony optimization possesses abundant pheromone trail. Then, the ant
colony is guided eectively. The balance of the intensification and diversification can
be achieved by the abundant pheromone trail. A good solution can be found, and at
the same time, promoting the convergence speed. After the general concept of multi-
sate ACO was proposed, firstly, we evaluated the algorithm on the bipartite subgraph
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problem. The simulation results show that the proposed two-state ACO outperforms
the other existing algorithm. The inspiring results verify the eectiveness of the multi-
state ACO.
In view of the promising of the proposed multi-sate ACO, it have been used to
solve other combinatorial optimization problems, such as the maximum cut problem,
graph planarization problem, crossbar switching problem in chapter 3. For dierent
problems, some small adjustments have been perfumed in some aspects, such as the
number of the state and heuristic information, the evaluation of the solution, all of
which are drew from the optimization problems themselves. There is no change in the
framework of the multi-state algorithm. The superior performances have been shown
from the simulation results and analysis.
To achieve a balance between the intensification and the diversification of the ACO,
besides management of the pheromone trail, an improved ACO algorithm with mem-
ory for eciently solving combinatorial optimization problems have been proposed in
chapter 4. The improvement is mainly on the solution construction of the ant without
any major changes on other parts of the traditional ACO. Each ant searches the solu-
tion not only according to the pheromone and heuristic information but also based on
the memory which is from the solution of the last iteration. The TSP has been to used
for evaluating the proposed algorithm. The simulation results show that the ACO with
memory performed better than other algorithms.
Since the multi-state ant colony optimization is verified very eective. In the future
works, we will apply it to more and more other combinatorial optimization problems.
In the future process of using the algorithm, some supplement such as theory analysis,
improvements and applicability will be further completed. The multi-state ACO are
rich of pheromone trails, it leads to a large computation cost in one iteration. The
next research should be done is dealing with the pheromone trail more eciently.
Additionally, the multi-state ACO is proposed based on the subset problems. When
the algorithm is extended to the optimization problem with order, some adjustments
should be do. The ACO with memory is another try to improve the ACO, which
focus on the solution construction part. Note that the multi-state ACO is focus on the
pheromone trail, it is possible to integrate the two proposed algorithms without any
influence to the concept of the proposed algorithms.
In view of the success of the ant colony optimization for the combinatorial opti-
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mization problem, the ant colony optimization was developed to the continuous do-
main in the chapter 5. The limitation of the original ACO for the continuous domain
has been discussed. We have analyzed the exploration and the exploitation in the con-
tinuous domain. In order to solve the multimodal function and the non separable func-
tion optimization eciently, the crossover operation which is similar to the crossover
in the genetic algorithm has been introduced into the ACO. The crossover operation
cooperates with the ant colony in the process of updating pheromone. To implement
the crossover operation, two kinds of crossover operations have been adopted. One is
the unimodal normal distribution crossover (UNDX), and the other is the crossover op-
eration Laplace distribution following a few promising descent directions. The charac-
teristics of the proposed algorithms are analyzed when using the above two crossover
operation, in comparison to the original ACO for the continuous domain. A lot of
benchmark functions have been tested to evaluation the proposed algorithm. The con-
vergence properties on some typical functions have been discussed. We also have
compared the results with that of other existing methods. From the simulation results,
after the crossover operation was introduced, the ACO becomes more eective, espe-
cially for the multimodal functions.
Although it is very eective when introducing the crossover operation into the
ACO, the crossover operation is inspired from the genetic algorithm. In the future
works, we will develop some new crossover operations which are more suitable to the
ACO. At the same time, based on the theory analysis, the solution construction pro-
cess should be improved further. Additionally, the correlation between the variable
should be considered further. The research of the ACO for the continuous domain just
began, so how to develop the concept of the discreet ACO to the continuous domain
more complete is very important, for example the models like ACS, Max-Min AS.
It is worth mentioning that, due to the closeness of the original ACO for combina-
torial optimization problem and for continuous optimization problem, it provides an
additional advantagethe possibility of tackling mixed discretecontinuous optimization
problems. In other words, it is possible to use the ant colony optimization to consider
problems where some variables are discrete and others are continuous. This possibility
is however not explored in this paper-it is the subject of ongoing research in future.
