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ZEOBUILDER: A GUI Toolkit for the Construction of Complex Molecular Structures
on the Nanoscale with Building Blocks
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In this paper, a new graphical toolkit, ZEOBUILDER, is presented for the construction of the most complex
zeolite structures based on building blocks. Molecular simulations starting from these model structures give
novel insights in the synthesis mechanisms of micro- and mesoporous materials. ZEOBUILDER is presented
as an open-source code with easy plug-in facilities. This architecture offers an ideal platform for further
development of new features. Another specific aspect in the architecture of ZEOBUILDER is the data structure
with multiple reference frames in which molecules and molecular building blocks are placed and which are
hierarchically ordered. The main properties of ZEOBUILDER are the feasibility for constructing complex
structures, extensibility, and transferability. The application field of ZEOBUILDER is not limited to zeolite
science but easily extended to the construction of other complex (bio)molecular systems. ZEOBUILDER is
a unique user-friendly GUI toolkit with advanced plug-ins allowing the construction of the most complex
molecular structures, which can be used as input for all ab initio and molecular mechanics program packages.
1. INTRODUCTION
Specialized graphical computer programs are indispensable
for the construction of atomic models in computational
chemistry research. The advances in the development of
nanoscale materials and the modeling of increasingly com-
plex biological systems imply new demands on the software
toolkits that are used to construct and manipulate the
molecular models in these challenging research fields.
Computational chemistry is playing an increasingly important
role in all aspects of zeolite science.
There is large demand for graphical tools that build large
frameworks with different compositions and topologies. All
existing commercial (Cerius2,1 Materials Studio,2 Crystal-
Maker,3 Diamond,4 etc.) software packages are of high
quality and are indispensable in most molecular modeling
applications using well-validated techniques. A survey of all
available open-source tools (Gamgi,5 PyMol,6 JMol,7
Avogadro,8 AGM,9 ect.) reveals that these GUIs have rather
limited features and are not widely used due to a lack of
applicability, feasibility, or transferability. We could consider
the extension of existing graphical toolkits, but even the most
adequate package poses serious problems when implementing
new features such as the growth of a zeolite framework
starting from elementary building blocks. An essential
ingredient for a molecular building toolkit is a suitable data
structure with multiple reference frames in which molecules
and molecular building blocks are placed and are hierarchi-
cally ordered. A powerful plug-in framework for the exten-
sion of a GUI toolkit with new features is equally important
and unfortunately not present in many existing codes.
Inorganic crystals such as zeolites are conventionally
classified on the basis of subunits in their framework
structure.10 The basic building unit for a zeolite structure is
the tetrahedron formed by a central T atom and four oxygen
atoms at the corners, where the T atom is typically silicon
or aluminum. All zeolite frameworks can be constructed from
a small set of larger secondary building units (SBUs),
although the list of SBUs has been extended over the years
when new zeolite frameworks were developed.10 It is
common practice to describe the structure of a zeolite in
terms of even larger composite building units (CBUs) such
as the sodalite cage, the double six ring, and so on.11 At an
even larger scale, one recognizes periodic building units
(PerBU’s), for example, chains or channels formed by an
infinite series of SBUs and CBUs. An overview of the
standard secondary, composite, and periodic building units
for zeolites is given in the Atlas of Zeolite Framework
types.12 The concept of building units is a recurring theme
in many fields: for example, proteins are built from peptides;
metal-organic frameworks consist of metal centers and
ligands in between them, and so on. From this point of view,
a graphical molecular editor must fully embrace the concept
of molecular building blocks.
Next to the graphical toolkits, a distinct category of
nongraphical software tools is used for the manipulation and
study of inorganic structures. Zebedde13,14 is a powerful
computational tool focusing on the design of suitable
template molecules for a given pore structure but does not
address the construction of the framework itself. There are
also many popular structure refinement and predicition tools,
for example, DLS-76,15 GRINSP,16 SHELX,17 and so on.
We are convinced that a graphical toolkit should not duplicate
all of the features in the existing nongraphical software.
Instead, a GUI toolkit must be able to interoperate with these
programs through open standards for file formats and
communication protocols.18
Taking into account all of these considerations, the authors
preferred to build a new GUI toolkitscalled “ZEOBUILD-
ER”sfrom scratch, which involves all of the ingredients
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required for the construction of complex hierarchical zeolite
models and which offers an ideal platform for the further
development of new features in an open-source facility.
The two key-advantages of ZEOBUILDER can be sum-
marized as follows:
(i) ZEOBUILDER has a user-friendly graphical interface
that presents all its features in a toolkit fashion. With an
appropriate choice of well-selected features and creativity,
the user should be able to manage the most complex tasks.
(ii) Additionally, the program is also developer-friendly.
The toolkit approach guarantees that a minimum of coding
effort results in maximal functionality. Further, it will be
distributed as an open-source cross-platform tool, and new
features are easily implemented as plug-ins.
The plug-in architecture is the main technical advantage
of ZEOBUILDER, when compared to the open-source
alternatives. To encourage new developers, a ZEOBUILDER
plug-in is a simple self-contained text file: it is cross-platform
by definition, and no compilation is required. The program
is written in the popular and highly portable Python
programming language. ZEOBUILDER as presented in this
paper is not restricted to building large zeolite structures but
is easily extended to the construction of other complex
(bio)molecular systems. ZEOBUILDER has all of the
features needed to act as a generic molecular editor that is
also capable of manipulating organic species, for example,
ligand-substrate coordination, internal rotations, pseudoro-
tations, and so forth. Transferability is a key property of the
new toolkit.
The structure of the paper is as follows: Section 2 outlines
the main features implemented in ZEOBUILDER that make
it a unique tool from the viewpoint of the user. It offers the
reader a first impression of the wealth of possibilities
embedded in the code when building and manipulating the
most complex molecular systems. Section 3 is devoted to
the methodology of some key operations like condensation
reactions of zeolite blocks. The next section shows how user-
friendly ZEOBUILDER is. With the help of three examples
the reader gets started with a list of step-by-step instructions.
Finally, in section 5, some practical instructions are given
on how to obtain the latest version of ZEOBUILDER and
how to get support.
2. MAIN FEATURES
A screenshot of the user interface of ZEOBUILDER is
displayed in Figure 1. The large display window in the
bottom right gives a 3D visualization of the molecular
system. At the left, a tree structure is displayed with a list
of all objects constituting the molecular model. The menu
bar on top of the display gives access to all noninteractive
tools to modify the displayed molecular model. The interac-
tive tools that operate directly on the 3D view are configured
with the help of the four toolbar buttons in the top left of
the window. Each toolbar button associates an interactive
tool with a combination of modifier keys (shift and ctrl) on
the keyboard. For example, when the user drags with the
mouse button while holding the shift key pressed, (a part
of) the model is translated. The default settings are as follows:
when no keys are pressed, the selection tool is active. When
the shift key is pressed, one performs translations in the 3D
view. Similarly, the ctrl key is associated with interactive
rotations. When both the shift and the ctrl key are pressed,
one translates the global rotation center, or one changes the
scale of the 3D display by zooming in or out. These
interactive functions are not fixed. Other interactive tools,
such as a measurement tool and a sketch tool, are configured
by clicking on one of the four toolbar buttons.
ZEOBUILDER can be started up without any prepro-
grammed input file. Molecules can be built on a free basis.
If desirable, any XYZ file can be used as input facilitating
the construction of complex molecular structures. However,
the default file format is ZML, which is an internal format
based on the XML standard. It is flexible toward future
extensions, and it is capable of storing all aspects of a
ZEOBUILDER model. Other formats such as PDB and XYZ
are also supported, but these formats cannot include all
aspects of a molecular structure constructed with ZEO-
BUILDER. In addition to loading and saving models with
different file formats, one can also import a file into the
current model or one can export a part of the current model
into a file. For the user’s convenience, a library is added
containing all preprogrammed ZML files of unit cells for
all commonly used zeolite frameworks (IZA database12). At
any time, molecules or parts of molecular systems can be
saved in the desired format (XYZ, PDB, or ZML).
The molecular structure is visualized by balls with their
size and color adapted to commonly used conventions. An
algorithm is built in to optionally display bonds between
atoms. The procedure on how to carry out this operation is
outlined in section 4. Sometimes, it can be useful to use a
less-cluttered representation omitting the oxygens, and
straight lines are drawn connecting the tetrahedral atoms.
An illustration is given in Figure 2, where a sodalite cage
unit is displayed in an FAU framework.
Figure 1. The graphical user interface of ZEOBUILDER consists of four major parts: a menu bar, an interactive toolbar, a tree view of the
model, and a 3D visualization of the molecular system.
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One of the essential concepts of ZEOBUILDER is the
novel data structure that represents the molecular model. The
user can define a hierarchical structure of reference frames
in which molecules or molecular building blocks are placed.
This feature is especially useful for constructing models
based on building blocks. On the top of the hierarchy stands
a space-fixed reference frame. Molecules and other body-
fixed reference frames can be inserted freely. They have
subhierarchical character. The number of hierarchical levels
of the reference frames is unlimited. They all can again serve
as containers of molecular structures. When one body-fixed
reference frame is submitted to a geometrical transformation
(rotation, translation, and inversion), all of the objects
contained in the frame will undergo the same transformation.
The hierarchical structure of the reference frames is also
practical for other complex models like ligand-receptor
systems and coordination complexes. This tranferability is
one of the main advantages associated with ZEOBUILDER.
For the convenience of the user, a series of features that
are common to usual editor tools has been implemented (be
it a word processor or drawing software). Each operation in
ZEOBUILDER can be undone, redone, and repeated without
limitations. One can cut, copy, and paste parts of molecules
or any other group of objects. Additionally, all of the
attributes of each object or group of objects can be inspected
and modified.
ZEOBUILDER also incorporates some special basic
features allowing complex transformations not present in
current graphical toolkits. Unique is the ability to insert
arbitrary points, vectors, planes, and so forth at any place in
space and to associate a specific function to it. A point in
space can be regarded as a rotation center or an inverse
center, a vector as a rotation axis, a plane for a reflection
operation, and so forth. One selects the object (it can be part
of the molecular system), and all geometrical operations can
be executed. To illustrate with an example, we demonstrate
an internal rotation of part of a molecule about an axis. First,
that part of the molecule is selected and stored in a separate
frame. Next, the rotation axis is determined by a vector
defined by two selected atoms. By means of the right
interactive tools, the rotation is easily performed.
The most extended and most innovative feature of ZEO-
BUILDER, which makes it unique and different from other
available graphical GUIs, is the multiple builder tools built
into the code. Two zeolite building blocks can merge to one
larger system with the help of condensation reactions. The
mechanism is illustrated in Figure 3. The building blocks
are assumed to be rigid structures, and a connection between
two building blocks is obtained by rotating and translating
one of the two blocks in an attempt to search for a possible
set of oxygen pairs that fulfill requirements for a successful
condensation process. Terminating hydrogens are hidden in
order to make the figure more transparent. The selected
oxygen pairs are then connected with a spring, as shown in
Figure 3. Introducing springs in a structure always precedes
some optimization procedure. In this condensation reaction,
the rigid body optimization brings together the two merging
blocks until a situation is obtained with partially overlapping
oxygens (those connected with a spring). The algorithm
applied to perform this condensation will be described in
the next section. Finally, each pair of partially overlapping
oxygens is replaced by one bridging oxygen atom that
connects the two building blocks. In this way, one of the
multiple conformations is constructed by merging the two
Figure 2. The sodalite cage unit in the FAU framework. Oxygen
atoms are omitted, and straight lines are drawn connecting the
tetrahedral (T) atoms.
Figure 3. Illustration of how the condensation takes place after choosing manually some pairs of merging oxygens in the two building
blocks.
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zeolite blocks. The manual search for possible pairs of
oxygens appropriate for condensation can be very time-
consuming. So, an automatic scanner of all plausible
condensation reactions is built in and leads to a series of
conformations ordered following a quality factor, which
depends on a series of parameters mostly related to steric
hindrance and other geometry effects resulting from the
merging process. This quality factor reflects the plausibility
of formation of the particular conformation.
As an example, in Figure 4, we show four plausible
compositions (conformations) resulting from a scan of
condensation reactions between two MFI precursors.19–21
This procedure can be repeated without any limitation and
opens perspectives to construct new zeotype materials with
different microporosities and topologies of the framework.
Obviously, the applicability of this building ability can be
easily extended to all types of inorganic nanosized building
blocks.
The concept of springs, as introduced in the building
process of molecular blocks, can be extended to other
applications. A spring can be added to keep a particular
(organic) molecule or cations localized in a channel or cage
of a zeolite framework, after which an optimization can be
performed. There are also other applications outside the realm
of zeolite science: for example, in building complexes of
molecules where some geometrical constraints are imposed
pushing the complex in a well-directed local minimum of
the PES, the concept of springs can be very useful. In
addition, these tools are very helpful in creating input files
for molecular modeling program packages such as Gaussian
03,22 ADF,23,24 CPMD,26 CP2K,27,28 GULP,29 CHARMM,30
GROMACS,31 GROMOS,32 LAMMPS,33 NAMD,34 and so
on. During the past few decades, many force-field models
have been developed that are applicable to zeolite systems.
In particular, the Catlow library35 and the parameters derived
by Sauer et al.36,37 are widely used.
In addition to these advanced model manipulations,
ZEOBUILDER also contains a series of suitable tools to
incorporate elements such as B, Ge, Zn, P, and transition
elements into the framework creating different molecular
sieves. Additionally, ZEOBUILDER also supports one-,
two-, and three-dimensional periodic systems and the tools
to transform a periodic system into a cluster, to create super
cells, or to wrap a cluster model into a periodic box.
All of the features above focus on model manipulation;
that is, given one or more input structures, one can modify
and compose these structures into any reasonable model that
serves as input for computational chemistry packages.
ZEOBUILDER also contains tools to extract (nontrivial)
geometrical or topology-related information from a molecular
model. With one of the menu options, one can also make
some statistical analysis on bond lengths, bending, dihedral
angles, and so forth in a molecule or parts of a molecule.
One can take into account all internal coordinates in such
an analysis, or one can impose a specific subset of internal
coordinates. Another interesting plug-in module is the counter
tool. To illustrate with an example: in a complex zeolite
structure, an interesting piece of information could be the
number of TO4 tetrahedra in the model. Due to the finite
size of zeolite models, the T-centra are not all connected
with four bridging oxygens, and different silicon environ-
ments are present. It is not obvious to extract the distribution
of the various Q1, Q2, Q3, and Q4 centers.
A plug-in is also implemented in ZEOBUILDER to count
the number of rings in the framework, which is not a trivial
task especially in large structures. Pore sizes are also easily
measured.
Figure 4. Four plausible conformations after a condensation scan of two zeolite building blocks (MFI precursors19–21).
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3. CONCEPTS AND ALGORITHMS
3.1. Hierarchical StructuresMultiple Reference Frames.
The internal data structure, employed by ZEOBUILDER to
represent the molecular model, is based on a hierarchical
concept and enables the development of diverse builder
algorithms in the program.
In most builder programs, the standard approach is to
define all atom coordinates with respect to one space-fixed
reference frame. ZEOBUILDER abandons this concept by
introducing multiple body-fixed reference frames to be
defined in a hierarchical structure. Each frame contains a
building block or an aggregation of building blocks. The
builder algorithms in ZEOBUILDER will manipulate these
reference frames instead of the individual atoms. A schematic
example is given in Figure 5. In this example, the space-
fixed frame contains two body-fixed frames (A1 and A2),
and A1 is again composed of three other body-fixed reference
frames (B1, B2, and B3).
Each frame contains a list of objects such as points,
subframes, and so on. Within the terminology of ZEO-
BUILDER, these objects are called children as elements of
the frame (the parent). Each object has a coordinate, t, with
respect to the parent frame. Body-fixed reference frames also
store a rotation matrix, R, that describes the orientation
relative to the parent frame. The absolute position of an atom
C1 in reference frame B2 is then given by tC1, abs )
RA1(RB2tC1 + tB2) + tA1. The notation and the implementa-
tion of this concept is largely facilitated by merging the
rotation matrix and translation vector of each reference frame
into a single transformation matrix, U, with the following
structure:
UA1 ) [RA1 tA10 1 ] (1)
This reduces the expression for the absolute position of an
atom C1 in reference frame B2 to
[tC1,abs1 ])UA1UB2 [tC11 ] (2)
Similarly, one can express the position of atom C1 relative
to the reference frame A2:
[tC1,A21 ])UA2-1UA1UB2 [tC11 ] (3)
This data structure also has a major technical advantage; that
is, the accelerated graphics hardware that is responsible for
the 3D visualization of the model can efficiently process a
ZEOBUILDER data structure because the hardware imple-
mentation is also based on algebra of four-dimensional
vectors and a hierarchical structure of reference frames.
3.2. Condensation Algorithm. One of the main opera-
tions in building nanosized zeolite structures is the polycon-
densation reaction of two zeolite blocks. The mechanism is
shown in Figure 6. Two or more terminating oxygen atoms
are selected in both blocks A and B. By rotating and
translating the rigid body B, one can find a situation where
sets of oxygen pairs fulfill all requirements for a successful
condensation process. The two blocks are connected by the
newly formed oxygen bridges (see Figure 6a). The algorithm
consists of fine-tuning the position of the bridging oxygen
atoms so that they are exactly coinciding. Condensation takes
place with a release of water molecules. Hydrogens are
hidden in order to make the visualization of the process more
transparent. In the case of a condensation reaction with only
two oxygens, a degree of freedom is left (rotation of block
B about the O-O axis). For three or more coinciding
oxygens, the position of block B is definitely determined.
Due to the fact that the building blocks are handled as rigid
structures, the overlap will only be approximate. An algo-
rithm is developed that minimizes the cost function J defined
as the sum of the squared O-O distances that are expected
to coincide. An example of two building units with two
oxygen pairs logically connected is illustrated in Figure 6b.
The algorithm as implemented in ZEOBUILDER joins the
two blocks by minimizing the cost function J. At the end of
the operation, a minimum value of J remains. This minimum
value is displayed, and the user is free to decide whether
the condensation reaction is accepted. Next, a fine-tuning
mechanism is put into operation in order to induce exact
overlap of the siloxane bridges. This condensation mecha-
nism creates a new conformation consisting of the two
originally separate building blocks.
We have illustrated the condensation algorithm in a
specific polycondensation reaction of zeolite blocks, but it
should be stressed that the built-in algorithm can be applied
to any kind of elimination reaction.
3.3. Multiple Scan of Various Conformations. The
manual selection of possible condensation reactions can be
of some utility but is not of practical use when multiple
condensation reactions belong to the possibilities. The search
for all possible conformations formed by merging two blocks
A and B is automated in ZEOBUILDER. A conformation
scanner has been built in that finds out all possible sets of
oxygen pairs cik (k ) 1, K) that fulfill requirements for a
successful condensation process (label i defines the specific
conformation under study). It is not the intention of the
authors to go into detail how the algorithm is set up, but the
main strategy is based on the search for equivalent or nearly
equivalent triangles formed by three oxygen atoms in both
blocks A and B. The triangles should overlap with each other
within a fixed threshold value (cost function J represents a
highly suitable measurement instrument). Other constraints
are also built in to avoid unphysical constructions. For
example, the merging of triangles formed by oxygens at large
distances from each other generates spurious situations with
tetrahedra in an unrealistic spatial ordering in most of the
cases. All of these spurious constructions should be removed,
and ZEOBUILDER only retains N suitable conformations,
completely determined by the set of three or more oxygen
pairs cik (k ) 1, K). Each conformation is stored by means
of the transformation matrix belonging to the rotation and
translation of block B to form the actual conformation (see
subsection 3.1). A search is performed to remove all
duplicates leading to similar conformations. A course quality
Figure 5. A schematic example of a hierarchical structure of
reference frames.
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factor is calculated for each conformation, and the results
are sorted by this quality factor.
This procedure can be repeated with a third block, C,
merging with one of the retained conformations [AB]i. In
this way, ZEOBUILDER is able to build nanoscale zeolite
structures.
4. HOW TO WORK WITH ZEOBUILDER
4.1. Example 1: A Model for Zeotiles. In the first
example, we focus on zeotiles, which are crystalline silica
materials with two levels of porosity and structural order,
and which are built from nanoslabs of uniform size with the
Silicalite-1 zeolite framework generated by the TPA tem-
plate.38 Different tiling patterns have been imaged by high-
resolution electron microscopy,39 and they form a suitable
and advanced application of ZEOBUILDER in an attempt
to model the observed tiling patterns. The initial building
block of an MFI nanoslab is the MFI precursor described in
the work of Kirschhock et al.19–21 In these papers, the
mechanism of formation of the nanoslabs from the precursor
is discussed.
First, we demonstrate how the MFI precursor as a building
block is derived from the silicalite-1 unit cell. Next, nanoslabs
are built from these building blocks. Finally, nanoslabs are
tiled into the characteristic hexagonal pattern of Zeotile-1.39
Construction of the MFI Precursor. With the menu
function “File” > “Open”, one loads the Silicalite-1 unit cell
from the IZA library12 (see Figure 7). The space-fixed
reference frame is represented by a right-hand coordinate
system in the lower-left corner of the unit cell. By conven-
tion, the x axis is colored red, the y axis green, and the z
axis blue. As this unit cell is rectangular, the x, y, and z axes
coincide with the crystal directions a, b, and c. In the initial
3D view on the structure, the z axis lies perpendicular to the
screen. In the tree display, all atoms of the unit cell are
labeled. The next step is the transformation of the unit cell
Figure 6. A schematic illustration of the condensation reaction.
Figure 7. The unit cell of silicalite-1 (MFI).
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into a cluster that is large enough to contain at least the
desired MFI precursor, as suggested by Kirschhock et al.21,40
From this cluster model, one can remove the redundant atoms
with the interactive selection tool. For the transformation of
a periodic model into a cluster, one must specify the
fractional coordinates of the region in the unit cell that should
be retained. In order to estimate this region, it is instructive
to rotate the unit cell in all directions with the interactive
rotation tool and to examine in particular the crystal views
along the three crystal directions. One proceeds as follows:
1. Select the global reference frame, that is, the top item
in the tree structure.
2. Click “Object” > “Unit cell” > “To cluster”.
3. A dialogue box appears, prompting the user to specify
the cutoff values in fractional coordinates in the three crystal
directions (see Figure 8). Click OK.
4. A transformation of the space-fixed frame to the center
of mass is desirable for further operations, and this is carried
out by selecting the frame and clicking “Object” > “Trans-
form” > “Center of mass frame”. This menu option keeps
the crystal axes in the original directions.
5. The redundant atoms can now be removed with the
interactive selection tool. Use the left mouse button to select
a part of the model. All objects in the drawn rectangle
become selected. Alternatively, one can also point and click
at objects. Additionally, one can also use the middle mouse
button to extend the current selection. Similarly, the right
mouse button can be used to remove parts from the selected
region. The function “Edit” > “Delete” will remove the
selected objects from the model. Once the MFI precursor is
constructed, it can be saved for further applications.
Construction of an MFI Nanoslab. Following the lines
given in refs 19–21 for the construction of a half-nanoslab,
we start with joining three building blocks (MFI precursors)
along the c direction of the MFI structure. This is achieved
with the following steps:
1. It is desirable to arrange the MFI precursor in a separate
body-fixed reference frame. This is extremely useful when
introducing multiple precursors in a building process. They
can each individually be submitted to all geometrical
manipulations. To carry out this operation, first select the
global reference frame. Then, choose the menu option
“Select” > “Children” followed by “Object” > “Arrange”
> “Frame”.
2. Then, this frame (and its contents) is duplicated. Select
the body-fixed reference frame, and click “Edit” > “Dupli-
cate”.
3. Select the duplicated frame, and click “Object” >
“Transform” > “Translate”. A dialogue box prompts the user
to specify the desired translation. Enter the 001 cell vector
(t.x ) 0 Å, t.y ) 0 Å, and t.z ) 13.42 Å), and click OK.
4. A third duplicate of the precursor is created in a similar
way, but now the duplicate is translated in the opposite
direction. With a translation over the exact periodicity in
the c direction, a situation is created with physically distinct
but completely overlapping oxygens. It is obvious that one
oxygen atom should be removed from each duo, but we will
postpone this operation until the end of this example.
If necessary, the scale of the 3D view can be modified
with the interactive zoom function, that is, keep the Ctrl and
the Shift keys pressed while dragging with the left mouse
button in the 3D view.
In a second step, this row of three precursors is again
arranged in a separate reference frame, and this new frame
is duplicated. The duplicate is reflected with respect to a
plane orthogonal to the b direction. Carry out following
operations:
1. Select the three precursor frames, and activate the menu
function “Object” > “Arrange” > “Frame”.
2. Place the view of the three-precursor ensemble orthogo-
nal to the b axis. In this position, the atoms at both the left
and right edges are aligned.
3. Select all of the atoms in one of the two edges, and
click “Object” > “Add” > “Plane”. The reflection plane is
created and is visualized on the display.
4. Select the frame that contains the three MFI precursors.
5. Duplicate this frame with “Edit” > “Duplicate”.
6. Select the duplicated frame, and add one of the two
reflection planes to the selection.
7. Perform the reflection by choosing “Object” > “Trans-
form” > “Reflection”. A dialogue window with the reflection
parameters pops up. The numbers are filled in automatically,
on the basis of the selected reflection plane. Click OK.
8. Select the reflection planes, and delete them with “Edit”
> “Delete”.
9. Select both the original and the reflected reference
frame, and click “Object” > “Arrange” > “Frame”. As
indicated above and shown in Figure 9, there are two possible
reflection planes, and both options result in different (pure
MFI) geometries for the half-nanoslab.
Construction of Zeotile-1. Following the description as given
in the work of Kremer et al.,39 two half-nanoslabs are now
joined into face-sharing double units, measuring 2.6 nm × 2.0
nm × 4.0 nm. As we succeeded in building two types of half-
nanoslabs, the construction of a double unit is not unique, even
when this double unit must exhibit a proper MFI topology. In
Figure 8. The Sodalite-1 unit cell viewed along the 100 direction.
The selected interval along the 010 direction is indicated by vertical
lines.
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this example, we restrict ourselves to a double unit constructed
by identical half-nanoslabs. In this configuration, the two dense
edges of both half-nanoslabssedges orthogonal to the a
direction of the MFI structuresare shared. This can be
performed by the following steps:
1. One chooses and creates a reflection plane containing
all terminating oxygens at the dense side of the half-nanoslab.
2. Duplicate the whole construction. Carry out a reflection
of the duplicated frame with respect to the reflection plane.
3. Eliminate the reflection planes.
4. The final structure is stored in a separate reference
frame. Finally, in order to create a hexagonal pattern based
on the double units, some more advanced techniques are
required. First, two duplicates of the double unit are rotated
+120° and -120°, respectively, along the long direction (c
axis) of the double unit. The rotation of one double unit is
carried out with the following steps:
1. One first defines the rotation axis parallel to the c
direction of the MFI structure by connecting two atoms with
a vector. On the basis of the structure of the MFI precursor,
a pair of atoms that defines the correct rotation axis can be
easily selected.
2. In order to rotate a double unit, one first selects the
reference frame that contains the double unit, and then one
adds the rotation vector from the previous step to the
selection. The menu function “Rotate about axis” first shows
a popup dialogue that contains all of the rotation parameters
(rotation axis, rotation center, and rotation angle). One only
needs to give an input value for the rotation angle since the
other parameters are filled in automatically. The rotation axis
is completely determined by the selected vector. After
clicking the “OK” button, the double unit is rotated.
3. A similar operation is carried out with the third double
unit, but now a rotation over -120° is performed. The three
double units can now be moved into a triangle in such a
way that only at the corners are oxygen atoms overlapping.
This is illustrated in Figure 10. A condensation reaction then
makes a new structure. The conformation shown in the figure
is not the unique one. There are probably others, but we gave
preference to a regular triangle structure with an edge of
approximately 2.0 nm.
The next operation is a periodic extension of the triangle
of three double units to create the ultime hexagonal/triangular
pattern of Zeotile-1. One can simply define the new unit cell
vectors by drawing them in the model. Two half-unit cell
vectors can be obtained by connecting the centers of the
double units with a vector (see Figure 10). The lengths of
these vectors can be doubled. The third unit cell vector is
orthogonal to the first two, that is, parallel to the c direction
in the MFI structure or the rotation axis defined above. It
can by obtained by drawing a vector from the origin of the
reference frame of one MFI precursor to the origin of the
reference frame of a second MFI precursor that is translated
along the c direction with respect to the first one. To finalize
the model, one takes the following steps:
1. Select the three vectors that define the unit cell, and
click “Object” > “Unit cell” > “Define unit cell vector(s)”.
They are indicated as “Arrow” in the tree display.
2. The initial building blocks (MFI precursors) are still
stored in a hierarchy of separate reference frames, which is
impractical for further computational applications. By choos-
ing the menu option “Object” > “Arrange” > “Unframe”
for all of these reference frames, all of the atoms are directly
positioned in the global reference frame.
3. The overlapping oxygen atoms that connect the building
blocks are merged with the menu option “Merge overlapping
atoms”.
Figure 9. The two possible mirror planes for duplicating the frame with three precursors.
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4. The final structure still contains many dangling oxygens.
One can turn the model into a hydroxyl-terminated structure
with the function “Saturate with hydrogens”. In this way, a
zeotile model has been built, and the result is seen in Figure
11.
4.2. Example 2: Aligning a Guest Molecule in a
Zeolite Channel. This example will demonstrate how one
can add a pentane molecule exactly in the center of the
straight channel in a silicalite-1 model, with the pentane
molecule aligned along the axis of the straight channel. One
Figure 10. Two visualizations of the triangular structure, which is the basis for the zeotile unit cell. The cell vectors are shown as blue
arrows.
Figure 11. 3D view of Zeotile-1 constructed in example 1.
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first loads the unit cell of Silicalite-1 (MFI) as in the
preceding example. As shown in Figure 7, the straight
channels of the MFI topology are located at the edges of
the periodic box. It is instructive to carry out a translation
of the reference frame to another frame with the origin at
the center of one of the two straight channels in the
Silicalite-1 unit cell.
1. Select the global reference frame.
2. Add a new point to the model with “Object” > “Add”
> “Point”. The point is automatically selected.
3. Modify the coordinates of the new point to (10 Å, 10
Å, 0 Å) with “Object” > “Properties”. A dialogue box opens;
choose the tab page Translation, and enter the translation
coordinates. These coordinates approximately correspond
with the origin of the new desired reference frame.
4. Apply the menu option “Object” > “Transform” >
“Define origin”. The display of the unit cell is now adapted
to the new reference frame. The advantage of introducing a
new origin of the reference frame is manifest. With the
rotation tool, one easily rotates the model until the view
coincides with the ac crystal plane. The 10T ring in the
straight channel is clearly seen (see Figure 12).
The second step is to import the pentane molecule into
the model with the menu function “File” > “Import”. The
molecule is loaded into a separate reference frame. This
frame can be manually placed and oriented at a position
where we want to embed the pentane molecule. This can be
carried out using the interactive rotation and translation tools.
The second step makes use of the spring tool, as already
outlined: the two ending C atoms of the pentane molecule
are connected with oxygen atoms in the wall of the straight
channel with springs, as shown in Figure 12a. One can easily
introduce springs with the interactive sketch tool. Finally,
one optimizes the springs with preset rest lengths. The
location of the pentane molecule in the channels of the
framework is not unique: one can connect the ending C atoms
of the pentane molecule with different oxygen atoms in the
zeolite channel, or one can specify different rest lengths, as
shown in Figure 12b. All of these settings yield suitable
geometrical structures that can be used as input for geometry
optimizations in a variety of ab initio packages. This exercise
leads to the quantitative description of the adsorption of
pentane in the channels of a silica zeolite with MFI topology.
One can also use these models as the initial geometry for a
molecular dynamics simulation to study the diffusion of
pentane in Silicate-1.
4.3. Example 3: Manipulating Organic Structures. The
third example demonstrates how ZEOBUILDER can be
applied in building molecular constructions beyond zeolite
science. We have chosen an application that many compu-
tational chemists are confronted with when studying chemical
kinetics. The search for the true transition state can be a time-
consuming process, not only from the computational view-
point. Also, the preparation of suitable input files with trial
geometrical structures for the near transition state is a difficult
task. In chemical reactions with complex reactants, the
current graphical tools are not always appropriate for drawing
starting geometries. The example below is an aldol-like
reaction from the heterocyclic organic chemistry. More
specifically, we build a near-transition-state structure of the
reactionsdisplayed in Figure 13swherein the carbon atom
bonded to the nitrogen in a tosyl imine performs an
electrophilic attack on the carbon atom next to the chlorine
in a lithiated 3-chloro-1-aza-allylic anion. Once this model
has been constructed, it can be used as the input geometry
for a transition-state optimization in various quantum chem-
istry programs. The three active species are illustrated in
Figure 14. The Li atom can coordinate with a lot of atoms
from the two reactants. In principle, all combinations should
be tried out. In this example, we take into consideration the
situation where the Li atom is coordinated by one oxygen
atom of the tosyl imine and by the nitrogen and chlorine
Figure 12. Embedding a pentane molecule in the MFI framework.
Figure 13. Schematic structure of the reaction wherein the carbon
atom bonded to the nitrogen in a tosyl imine conducts an
electrophilic attack on the carbon atom next to the chlorine in a
lithiated 3-chloro-1-aza-allylic anion
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atoms in the aza-allylic anion. As input, we load the
optimized structures for the lithiated 3-chloro-1-aza-allylic
anion and the tosyl imine. It is essential that both molecules
reside in their respective frames, so that they can be
submitted to independent rotations/translationsseach mol-
ecule keeping its internal structure. Good initial guesses for
interatomic distances are 2 Å for the Li-O distances and 4
Å for the CsC distance of the forming bond. With the help
of the interactive toolbar buttons, the two molecules are
transformed in an acceptable position taking into account
the estimates of coordination distances. But if too many
constraints are imposed, it is more convenient to make use
of the spring tools of ZEOBUILDER to facilitate the
construction of a proper initial geometry. This is illustrated
by the following steps:
1. Using the proper interactive tools, we bring the tosyl
imine molecule into position with one of the two oxygens
of the imine approximately at a coordination distance with
the Li atom.
2. Then, we select the imine frame and consequently add
the Li atom to the selection. This selection preserves the
Li-O distance during an interactive rotation in the 3D view.
3. During the rotation of the imine frame, we bring the
carbon atoms of the forming bonds closer to each other, but
we prevent the overlap of the imine molecule with the aza-
allylic anion. One gets a structure as displayed in Figure 15a.
4. We now fine-tune the relative orientation of the reacting
species. First, we connect the atoms with the prescribed
interatomic distances by springs. With the function “Object”
> “Properties”, we can configure the rest lengths of these
springs and carry out a rigid body optimization. This
procedure can be repeated until a satisfactory structure is
obtained.
5. Other geometrical manipulations can be carried out,
keeping all coordination distances unaltered and preventing
many reoptimizations, by rotating about an axis formed by
the coordinated oxygen and the C atom of the imine
(displayed in Figure 15b). This is achieved by introducing
an arrow between the two atoms. By rotating the imine about
this axis, we can also fine-tune the relative orientation while
the lengths of the springs remain constant. In this way, a
near transition state is constructed that can serve as an input
file in any ab initio molecular modeling package in search
of the true transition state.
The case can even become more complex when taking
into account solvent molecules. With ZEOBUILDER, the
most complex configurations can be handled in an easy way.
We first arrange the two reacting species into one new frame.
This assures that their relative orientation will not change
by further spring optimizations. Then, we import a THF
molecule and connect the oxygen and the Li atom by a
spring. We set the rest length of this spring to 2 Å, and we
optimize the spring. The THF molecule can now be oriented
with the interactive rotation tool, using the oxygen or the Li
atom as a rotation center.
5. PROGRAM AVAILABILITY
Zeobuilder is distributed as open-source software under
the conditions of the GNU General Public License, version
3. The software can be downloaded from the code Web site
of the Center for Molecular Modeling: http://molmod.ug-
ent.be/code. Documentation, tutorials, example files, instal-
lation instructions, and technical support are also available
on this Web site.
6. SUMMARY AND OUTLOOK
The continuous advances in computational chemistry and
zeolite modeling in particular have increased the demand
for a molecular builder toolkit that fulfills all criteria of
modern software. ZEOBUILDER is a strong answer to this
real need for molecular editors that are used for the
preparationofabinitioandmolecularmechanicssimulations.43,44
It is a common practice to describe complex molecular
structures, for example, zeolite frameworks, in terms of
polyatomic building units. ZEOBUILDER’s hierarchical data
structure of reference frames largely facilitates the construc-
tion and manipulation of complex models based on building
blocks.
ZEOBUILDER is also an extensible framework for the
development of novel and highly specialized builder
algorithms. The spring optimization and the connection
scanner, which have been thoroughly demonstrated in this
paper, are two practical examples of builder tools that have
been developed in the ZEOBUILDER framework. Despite
our interest in theoretical zeolite modeling, we have
carefully designed this framework with a broad range of
applications in mind: no assumptions have been made that
Figure 14. The three active species playing a role in the reaction
under study. From left to right: the aza-allylic anion, the thosyl
imine, and tetrahydrofuran (THF).
Figure 15. Two intermediate phases in the construction of the input
geometry for a transition state optimization. The initial structure
(a) is obtained through the interactive functions in ZEOBUILDER.
The fine-tuning (b) is based on the spring optimization and a rotation
that does not alter the lengths of the springs.
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could limit the transferability and the feasibility of
ZEOBUILDER.
ZEOBUILDER, as presented in this paper, is only a
snapshot from a dynamic development process. We plan
diverse updates and extensions to ZEOBUILDER that will
address some of the remaining challenges in the construction
of sophisticated molecular models. A true geometry opti-
mization, even at a low level of theory (e.g., UFF41 or
PM342), would relieve the current limitation of purely rigid
building units. For example, the spring optimization and the
scanner assume that the building units are approximately
rigid. This rigid-body assumption is adequate for the
preparation of most molecular simulations, but it will give
an incomplete picture of a synthesis process based on
(partially) flexible building blocks. A next generation of
scanning algorithms is in preparation to surmount these
additional difficulties. Another attractive feature would be
the stacking of secondary building units into zeolite crystals,
optionally including stacking faults.11,12 Other items on our
schedule include an improved interoperability with external
simulation codes and support for more file formats via
OpenBabel.18
Since ZEOBUILDER is released as an open-source
platform for the development of molecular builder algo-
rithms, the authors look forward to collaborations with
external researchers and developers in this area.
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In this paper, we present MD-TRACKS, an advanced statistical analysis toolkit for Molecular Dynamics
and Monte Carlo simulations. The program is compatible with different molecular simulation codes, and
the analysis results can be loaded into spreadsheet software and plotting tools. The analysis is performed
with commands that operate on a binary trajectory database. These commands process not only plain trajectory
data but also the output of other MD-TRACKS commands, which enables complex analysis work flows
that are easily programmed in shell scripts. The applicability, capabilities, and ease of use of MD-TRACKS
are illustrated by means of examples, that is, the construction of vibrational spectra and radial distribution
functions from a molecular dynamics run is discussed in the case of tetrahydrofuran. These properties are
compared with the experimental data available in the literature. MD-TRACKS is open-source software
distributed at http://molmod.ugent.be/code/.
1. INTRODUCTION
Molecular dynamics (MD) and Monte Carlo (MC) simula-
tions are well-established modeling techniques in diverse
research fields, ranging from catalysis over biochemistry to
solid-state physics.1-5 Historically, most MD/MC simulation
software relied on molecular mechanics models to cope with
the cost of computing the potential energy and the interatomic
forces.6 However, during the past decade, the development
of specialized algorithms and continuously progressing
computer technology have made ab initio molecular
dynamics7-11 a viable and attractive alternative to the
conventional molecular mechanics methods. Despite the ever-
increasing computing power, molecular mechanics remains
relevant for its scalability toward large systems, longer time
scales, and the applications in hybrid QM/MM methods.12
Today, a myriad of MD/MC simulation software is available
(CPMD,7,13 CP2K,8,14 LAMMPS,15,16 DL_POLY,17 CH-
ARMM,18 NAMD,19 GULP,20 GROMACS,21 GROMOS,22
CERIUS2,23...) that enables one to generate a vast amount
of trajectory data by integrating the equations of motion of
the system under study. The trajectory data does not only
contain the time-dependent atomic coordinates, but also many
other quantities as a function of time, for example, atomic
velocities, forces, cell parameters, pressure, temperature,
partial charges, dipole moments, polarizability, different types
of energies, orbitals, and so on. To translate the raw trajectory
data into relevant scientific results, a proper statistical analysis
is indispensable.
Several trajectory analysis solutions are readily available,
for example, Visual Molecular Dynamics24 (VMD), GRO-
MACS,21 PTRAJ,25 SIRIUS,26 and SMILYS.27 They are
certainly of high quality, and some of them offer impressive
visualization functions for molecular dynamics simulations.
Despite the presence of these valuable analysis tools, we felt
the need for a more generic software program that enables
complex analysis that goes beyond the standard functions
present in the current tools. Ideally, a trajectory analysis
program should also be flexible enough to be adapted for
many different applications. In this paper, we present MD-
TRACKS, a versatile, user-friendly, and freely available
toolkit that addresses this challenge. We have tested the
existing analysis software and prototypes of MD-TRACKS
in foregoing studies28-30 which has strongly influenced the
software design. MD-TRACKS has some distinctive char-
acteristics that make it suitable for a wide range of applica-
tions:
(1) MD-TRACKS is compatible with multiple MD/MC
simulation codes. Prior to the actual analysis, the trajectory
data is converted into a simple, manageable, fast, and cross-
platform binary database. The current version of MD-
TRACKS (0.003) has an interface to CP2K,14 CPMD,13
LAMMPS,15,16 DL_POLY,17 and CERIUS2,23 and our
software is easily extended to process trajectory data from
other simulation codes.
(2) An analysis task is solved with a series of consecutive
MD-TRACKS commands in a solution work flow. Each
command loads only the actively used parts of the database
in memory to analyze huge amounts of data without memory
limitations.
(3) MD-TRACKS commands are orthogonal, that is, the
output of each command is written to the database and can
be used as input for any other command. MD-TRACKS has
a built-in plotting function, but it is also possible to convert
the analysis results from the binary database into plain text
format that is supported by most spreadsheet applications
and plotting tools.
(4) An MD-TRACKS programming library is provided
to create custom Python scripts that can access the binary
database. Once parts of the database are loaded in memory,
efficient numerical operations are possible through NumPy.31
If one can perform a very specific analysis task only partially
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with the current MD-TRACKS commands, one can easily
implement the remainder of the analysis in a specialized
script using the MD-TRACKS programming library.
This paper describes both the implementation and the
usage of MD-TRACKS. It is assumed that the reader has a
basic knowledge of UNIX systems. The following section
discusses the database format, the structure of a typical MD-
TRACKS command, and an overview of the commands in
the current MD-TRACKS version (0.003). In the third
section, we give an impression of the capabilities of MD-
TRACKS by showing how different types of vibrational
spectra and radial distribution functions are easily computed
from conventional trajectory data. In section four, we
describe how MD-TRACKS can be obtained.
2. IMPLEMENTATION
2.1. MD-TRACKS Database Format. The MD-TRACKS
toolkit stores all trajectory data and analysis output in a
subdirectory tracks of the working directory where the
molecular dynamics or Monte Carlo simulation software has
written its output files. The commands that start with tr-
from- convert the simulation output into binary files in the
tracks directory. For example, tr-from-cpmd-traj
converts a CPMD13 trajectory file into binary data.
Each file in the directory tracks corresponds to a single
time-dependent scalar, for example, tracks/atom.pos.
0000000.y contains the values of the Y coordinate of the
first atom for all iterations of the MD/MC simulation. This
approach has the advantage that the database can be managed
with simple UNIX commands like ls, cp, rm, and mv.
A single file in the database is called a track. Each track
file consists of a fixed length header, followed by a binary
data stream. The header contains a unique fingerprint and a
format description of the binary data stream. The information
in the header makes it possible to interpret the binary stream
correctly on all computer architectures. The binary format
has two major advantages, compared to conventional text
files: (i) binary data is more efficient, both in terms of disk
space and input/output performance, and (ii) binary data
support random access, that is, one can read and write in
track files at arbitrary positions without any overhead, while
text files have to be read or written line by line.
MD-TRACKS follows these database-related conventions
that facilitate the analysis process:
• All values in the MD-TRACKS database are stored in
atomic units. The output files from MD/MC simulations are
converted into atomic units by the tr-from-* scripts. Each
MD-TRACKS command that produces human readable
output, will present numerical data in the units specified by
the user. All unit conversions are based on the CODATA
basic constants and conversion factors.32
• Filenames in the MD-TRACKS database are reserved
for a specific purpose. The most important reserved names
are given below.
o tracks/time: This track contains the time axis, that
is, the time in the simulated molecular system at each
iteration step. In most cases, this is the integration time step
multiplied by the step counter.
o tracks/potential_energy: This track stores the
potential energies felt by the nuclei. It includes all interatomic
interactions, that is, it is not limited to the Coulomb repulsion
between the positively charged nuclei. In a molecular
mechanics simulation, this also includes the valence interac-
tions, Van Der Waals interactions, and so on. In the case of
an ab initio simulation, this file contains the sum of the
nuclei-nuclei, nuclei-electron and electron-electron interac-
tions.
o tracks/kinetic_energy: This track contains the
kinetic energy of the nuclei.
o tracks/atom.pos.${index}.${c}: These tracks
hold the atomic positions, where ${index}identifies the
atom by an integer of seven characters and ${c} is x, y,
or z.
o tracks/atom.vel.${index}.${c}: These tracks
contain the atom velocities, using the same conventions as
in the previous item.
The proposed filename conventions are not strictly im-
posed but are strongly recommended when working with
MD-TRACKS.
2.2. MD-TRACKS Commands. An overview of the MD-
TRACKS commands (in version 0.003) is given in the
Appendix. To execute a command, one enters its name at
the UNIX command line shell, followed by options and
arguments. The names of the commands are chosen to
interact well with the tab-completion function in most popular
UNIX shells. When the command line option --help is
given as an argument to an MD-TRACKS command, the
documentation for that command is printed on screen.
The MD-TRACKS commands are not meant to be entered
manually, unless one explores new types of simulations or
analysis techniques. In all other cases, it is much more
efficient to collect a series of MD-TRACKS commands in a
shell script that can be reused for the analysis of many MD/
MC trajectories. This script-based approach automates the
analysis process, but one still has the possibility to tune all
parameters in this automated procedure.
Each command in the MD-TRACKS toolkit is based on
the MD-TRACKS programming library which is a Python
package that can be reused to write new MD-TRACKS
commands for specialized applications. The most relevant
modules in the MD-TRACKS programming library are listed
in Table 1.
Table 1. Overview of the Most Important Modules in the MD-TRACKS Programming Library
module functionality
tracks.core low-level classes and auxiliary functions that efficiently read from
or write to the binary MD-TRACKS database
tracks.convert routines that convert the output of molecular dynamics and Monte
Carlo programs into the binary format
tracks.parse a set of functions that facilitate the interpretation of command line
arguments
tracks.vector tracks.cell tools for the manipulation of a collection of track files that represent
time-dependent three-dimensional vectors or matrices
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3. EXAMPLE APPLICATION: VIBRATIONAL AND
STRUCTURAL PROPERTIES OF TETRAHYDROFURAN
In this section, we present a selection of the various
possibilities of MD-TRACKS by demonstrating how the
vibrational and structural properties of tetrahydrofuran (THF)
can be derived from a molecular dynamics simulation. This
gives an idea of the usage pattern and the advantages of the
MD-TRACKS software design. The typical MD-TRACKS
workflow is illustrated in Figure 1. THF was chosen as a
case study in view of its important role as structural unit in
carbohydrates and biological systems and in the context of
a general interest in the conformations and the ring-puckering
of small-membered rings.33,34
A general consensus about the minimum energy structure
of THF has not been achieved yet.35,33 It is not the intention
of this paper to resolve the question of the equilibrium
geometry. Therefore, we will use a recently developed
molecular mechanics force field for linear and cyclic ethers.36
All conformational energies, vibrational frequencies and other
analysis results mentioned below are obtained with this force
field. The potential energy surface of THF in this molecular
mechanics model has two local minima, corresponding to
the twisted and envelope (or bended) conformer,37,38 il-
lustrated in Figure 2. The envelope conformer is 2.5 kJ mol-1
lower in energy. The vibrational frequencies of both con-
formers based on the harmonic oscillator approximation are
listed in Table 2.
3.1. Vibrational Spectra of THF in the Gas Phase. In
this example, we will apply MD-TRACKS to compute the
infrared and inelastic neutron scattering (INS) spectrum of
THF. In addition, we analyze the parts of the spectrum that
are inherent to the pseudorotation motion, which is present
in many puckered cyclic organic molecules.39,40 The concept
of pseudorotation was originally proposed by Kilpatrick et
al. to explain the exceptionally high entropy of cyclopen-
tane.41 The IUPAC definition defines a psueodortation as a
conformational change resulting in a structure that appears
to have been produced by rotation of the entire initial
molecule and is superimposable on the initial one, unless
different positions are distinguished by substitution or
isotopic labeling. No angular momentum is generated by this
motion; this is the reason for the term. In the case of ring
molecules, the conformational changes consist of puckering
modes. The pseudorotation of tetrahydrofuran (THF) has
been extensively investigated during the past decades, both
in experimental and theoretical stud-
ies.33,34,35,37,42,43
We performed an NVE molecular dynamics simulation
of a single THF molecule at an average temperature of 300
Kelvin in the gas phase. The simulation time is 1 ns, and
the integration time step is 1 fs. The simulation has been
carried out with CP2K.14 In the following paragraphs, we
give step-by-step instructions for the analysis of the molec-
ular dynamics simulation. As the analysis progresses, we
unravel the relation between the harmonic frequencies of the
two conformers, the vibrational density of states from the
molecular dynamics simulation and the experimentally
measured infrared spectrum.
The remainder of the text contains a transcript from the
command line terminal and can be used by a potential user
to reproduce this specific example. The output of the
commands is hidden or reduced for reasons of clarity. All
commands are preceded by a “” sign and are printed in
bold. The screen output generated by the MD-TRACKS
commands is printed using a normal font weight. Long
Figure 1. Workflow of an MD-TRACKS application.
Figure 2. Two stable conformers of the THF molecule. On the
basis of the molecular mechanics model for linear and cyclic ethers
of Vorobyov et al.,36 the twisted conformer is 2.5 kJ mol-1 lower
in energy than the envelope conformer. The pseudorotation phase
(as defined by Cremer and Pople51), is (90° for the twisted and 0°
or 180° for the envelope conformer.
Table 2. Vibrational Frequencies of the two THF Conformers (in
cm-1) Based on the Harmonic Oscillator Approximation Applied to
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commands are split over multiple lines because of the limited
column width, but in practice, they should be entered without
line breaks.
3.1.1. Setup of the MD-TRACKS Database. The output
of the molecular dynamics simulation, as generated by CP2K
(development version of June 27, 2008), is distributed over
several files. The file md-1.ener contains the elementary
energy terms as a function of time. The files md-pos-
1.xyz and md-vel-1.xyz contain the atomic coordinates
and velocities at each integration time step. The file md-
MM_DIPOLE-1.data contains the time derivative of the
dipole moment. The general output file md.out will not be
used in this example. We load the relevant files in the binary
MD-TRACKS database with the commands tr-from-
cp2k-ener, tr-from-xyz, and tr-from-txt. If an
MD-TRACKS database does not yet exist, it is automatically
created. The conversion is done as follows. (The CP2K input








 tr-from-xyz md-pos-1.xyz pos


















The command tr-from-xyz has two mandatory argu-
ments: the XYZ trajectory filename and a suffix (e.g., pos
or vel) that is used to generate the filenames in the binary
tracks database. By default tr-from-xyz assumes that the
text based XYZ file contains atom coordinates in angstroms.
When the velocity file is converted, the option -u au is
used to indicate that the XYZ file contains data in atomic
units.
In the remainder of this example, we also need the time
derivative of the dipole moment generated by the THF
molecule. The conversion of the file md-MM_DIPOLE-
1.data demonstrates how the generic tr-from-txt
command converts ASCII data to the binary format when a
specific tr-from-* command is not available. The records
of interest in the file md-MM_DIPOLE-1.data have the
following format (one line):
MM DIPOLE [NON-PERIODIC] DERIVATIVE
(A.U.)| 0.000226 0.000289 0.00070
The three numbers correspond to the x-, y-, and z-
components of the time derivative of the dipole moment in
atomic units. The file contains such a record for each time
step. We can use the ubiquitous UNIX tools grep and cut
to filter out the data of interest:








The grep command prints only the records from the file
md-MM_DIPOLE-1.data that contain the word DERIVA-
TIVE. The pipe symbol, |, prevents that the output of grep
is printed on screen. Instead, the filtered records are redirected
as input to the cut command, which discards the first 50
characters from each line. The command tr-from-txt
reads text data formatted in columns from the standard input
and writes this information into the binary database. We can
use a second pipe symbol to redirect the output of the cut
command to tr-from-txt.
 grep DERIVATIVE md-MM_DIPOLE-1.data |










So far, all given MD-TRACKS commands were specific
for CP2K. From now on, the analysis is completely generic.
One can replace the setup of the tracks database by specific
commands for another molecular dynamics program and then
continue with the instructions below to perform a similar
analysis.
3.1.2. Standard Spectral Analysis. The infrared adsorption
spectrum can be derived from a molecular dynamics simula-
tion based on linear response theory. The classical ap-











dt exp(-iνt)dµjdt |2 (1)
where ν is the frequency and µj are the Cartesian
components of the dipole moment. This expression
represents the power spectrum of the time derivative of
the dipole moment. The command tr-spectrum is a
generic tool to compute power spectra based on the
numerical FFT algorithm.46 When the time derivative of
the dipole moment is given as input, the infrared spectrum
is generated. When the atomic velocities are given as
input, the inelastic neutron scattering (INS) spectrum or
velocity power spectrum is computed. One could also
compute the power spectrum of the time derivative of the
polarizability, which leads to the Raman spectrum. The
velocity power spectrum can be used as a classical
approximation47-49 of the vibrational density of states.50
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Note that formula 1 is entirely equivalent to the Fourier
transform of the autocorrelation function of the time-
derivative of the dipole moment. The following MD-




















In the first command line, the three components of the
time derivative of the dipole moment are given as input. The
time axis is used to create a proper frequency and wave-
number axis. The output is written to files that start with
tracks/spectrum.ir.
The option --blocks250 instructs the tr-spec-
trum command to divide the input data in 250 blocks of
the same size. The spectrum is computed for each block and
finally the average over all spectra is computed. A higher
number of blocks improves the statistical accuracy of the
final spectrum, but reduces the resolution on the wavenumber
axis. For the infrared spectrum, the resolution on the
wavenumber scale (X-axis) is 8 cm-1, and the relative
statistical error on the infrared adsorption (Y-axis) is 8%.
The INS spectrum is obtained in a similar way. The latter is
obtained with a resolution of 1.5 cm-1 and a relative
statistical error of 9%. The INS spectrum is less sensitive to
statistical noise because it is based on more input data: for
each atom, there are three Cartesian velocity components,
while the dipole moment has only three components in total.
The output files tracks/spectrum.ir.frequen-
cies or tracks/spectrum.ir.wavenumbers can be
used as the X-axis when plotting the spectrum. The corre-
sponding amplitudes of the spectrum are stored in tracks/
spectrum.ir.amplitudes.
In Figure 3, the INS spectrum is compared with the
frequencies obtained within the harmonic oscillator ap-
proximation. A strict one-to-one correspondence between
harmonic frequencies and peaks in the INS spectrum cannot
be made. The main reason is that the molecular dynamics
simulation takes into account finite temperature effects, while
the harmonic oscillator approximation is only valid close to
zero Kelvin. In the remainder of the text, we will show that
at room temperature the THF molecule does not oscillate
very long in one of the local minima of the potential energy
surface. Instead THF continuously alters from the twisted
to the envelope state and visits all intermediate structures. It
is therefore impossible to assign peaks in the vibrational
spectra to one of the conformers. It is clear however that
clusters of harmonic frequencies correlate with clusters of
peaks in the spectrum. The correlation fails visibly in two
cases:
(1) In the region below 150 cm-1, a band in the INS
spectrum appears, which is completely absent in the harmonic
oscillator approximation. This band represents a genuine
vibration of the THF molecule and can not be attributed to
coupling with rotational degrees of freedom. (The angular
momentum is set to zero at the beginning of the molecular
dynamics simulation and remains negligible.)
(2) The peaks around 3000 cm-1 are blue-shifted in the
velocity power spectrum when compared to the harmonic
frequencies. Figure 4 compares the simulated infrared
spectrum with the experimental result. The molecular
mechanics model approximates the experimental peak posi-
tions, but it fails to predict the infrared activity. In the
remainder of this section, we will study the origin of
adsorption band below 150 cm-1.
3.1.3. Transitions between the THF Conformers. The
distinct conformers of the THF molecule are well character-
ized by the ring puckering coordinates that can be computed
Figure 3. Vibrational frequencies in the THF molecule. The
harmonic frequencies of the envelope (purple) and twisted (red)
conformer are plotted as vertical lines. The vibrational density of
states based on the molecular dynamics simulation is plotted in
blue.
Figure 4. Infrared spectrum. The blue line represents the simulated
spectrum. The green58 and red34 curves are experimental spectra
from the literature.
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with tr-ic-puckering. Our implementation relies on
the general definition of puckering coordinates by Cremer
and Pople.51 In the case of a five-membered ring structure,
there are two puckering coordinates: the puckering amplitude,
q, which expresses the deviation from the planar ring
structure and the pseudorotation phase, φ, which discrimi-
nates between all possible envelope and twisted geometries
(see Figure 5a).
The time evolution of the ring puckering coordinates are












The first argument (5) stands for the number of atoms in
the ring structure. The following five arguments are file
prefixes that correspond to the five ring atoms (in consecutive
order). The last argument is a filename prefix for the output
files. The number of ring puckering coordinates is N-3 where
N is the number of atoms in the ring. Conventionally, these
coordinates are labeled with an integer index that starts from










During the molecular dynamics simulation, the THF
molecule passes through all possible envelope and twisted
conformers. This is demonstrated in Figure 5b where the
time-dependent puckering coordinates during the first 10 ps
are plotted as a solid line. The coordinates of the stable
conformers are drawn as crosses. From this picture, it is clear
the ring puckering motion can not be considered as a
harmonic oscillation around a minimum on the potential
energy surface. This suggests that the vibrational spectra from
the MD simulation will exhibit features that are not present
in the frequencies from the harmonic oscillator approxima-
tion. In other words, the band below 150 cm-1 is most likely
related with the pseudorotation of the THF molecule. In the
next part of this example application, this correspondence
is unambiguously demonstrated.
3.1.4. Peak Assignment in Simulated Vibrational
Spectra. For a proper understanding of the relation between
the pseudorotation phase and the vibrational spectra, we
should compute the contribution of the pseudorotation to the
spectrum. A straightforward power spectrum of the time
derivative of the pseudorotation phase can be misleading.
The unit of the amplitude of this spectrum differs from the
original INS spectrum, which disturbs a strict comparison.
Alternatively, one can project the Cartesian velocity vector
on the tangent of the internal coordinate of interest at each
time step. The spectrum of these projected velocities only
includes contributions of the motion along the selected
internal coordinate and has the same unit as the original INS
spectrum. The projected velocities are always smaller than
or equal to the original velocities. The total spectrum will
therefore be an (approximate) upper limit for the spectrum
of the original velocities. When a peak in the projected
spectrum coincides with its counterpart in the total spectrum,
one can assume that there is no motion along other
(orthogonal) coordinates that contributes to this peak. Such
a peak is then completely resolved.
The following command will compute the ring puckering
coordinates of the THF molecule, their time derivatives, and
the projection of the Cartesian velocity vector on the tangent











Figure 5. (a) Illustration of the pseudorotation phase, based on Figure 3 in the work of Altona and Sundaralingam.59 (b) A polar plot of
the puckering coordinates during the first 10 ps of the MD simulation. The radius is the puckering amplitude; the angle corresponds to the
pseudorotation phase. The coordinates of the stable THF conformers are indicated with crosses.
































Figure 6 gives an overview of the results. The black
curve represents the total velocity power spectrum of the
five ring atoms. The blue curve is the spectrum of the
velocity vector projected on the tangent of the puckering
amplitude coordinate, and the green curve corresponds to
the pseudorotation phase. The contribution of the hydrogen
atoms is not included in this figure because the ring
puckering coordinates are not influenced by the hydrogen
positions. The plot clearly reveals the origin of the lowest
frequency band (from 20 to 150 cm-1). It is entirely the
result of the pseudorotation motion. The second-lowest
band (from 150 to 280 cm-1) is mainly caused by the
puckering amplitude vibration. Apparently the projected
velocities also correlate with bond stretch and bending
angle modes at higher frequencies, mainly, because the
tangents of the bond stretch, bending angle, and puckering
coordinates are not orthogonal.
3.1.5. Final Remarks. This example stresses an important
technical advantage of MD-TRACKS. The orthogonal design
of the MD-TRACKS commands does not impose a pre-
defined work flow during the analysis. In this case, the output
of the command tr-ic-puckering is used as input for
the command tr-spectrum. The puckering coordinates
could have been used as an input for other commands, such
as tr-hist or tr-blav. As demonstrated above, tr-
spectrum also processes the output of many commands,
for example, tr-from-xyz, tr-from-txt, tr-ic-*,
etc. More advanced analysis tasks are carried out by a whole
series of MD-TRACKS commands, grouped in a shell script.
Each line in such a script processes the results from the
previous commands. The final analysis results are converted
to ASCII format with tr-to-txt, or they can be directly
plotted with tr-plot.
3.2. Structural Properties of Liquid THF. In this
section, we study radial distribution functions (RDF’s) or
pair distribution functions52 of THF in the liquid phase. We
consider both the center-of-mass RDF and the atom-atom
RDF, which can be compared to neutron diffraction experi-
ments.53 The comparison between an experimental and a
simulated RDF is a stringent test for the validity of the
nonbonding interactions in the molecular dynamics simula-
tion.
All radial distribution functions below are derived from
an NVT molecular dynamics simulations of 64 THF mol-
ecules in a cubic box of 20.5 Å, using periodic boundary
conditions. A Nose´-Hoover thermostat54 with a relaxation
time of 0.1 ps was applied to control the temperature of the
system. The integration time step is 1 fs, and the total
simulation time is 1 ns. The simulation has been carried out
with CP2K.14 The following subsections are organized in
the same style as in the previous example.
3.2.1. Setup of the MD-TRACKS Database. This part is
very similar to the previous example. We extract the time

















Figure 6. Analysis of the low-frequency bands in the velocity
power spectrum of THF. The black line is the total velocity po-
wer spectrum of the five ring atoms. The blue curve represents
the power spectrum of the velocity vector projected on the
tangent of the puckering amplitude coordinate. The green curve
is a similar spectrum that corresponds to the pseudorotation
phase.
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The option --slice::1000 instructs the script tr-
from-xyz to read a frame from the trajectory file md-
pos-1.xyz every 1000 time steps. The file init.psf
is a CHARMM18 topology file that will be used below to
determine which atoms belong to the same molecule or to
identify the chemical environment of an atom.
3.2.2. Center-of-Mass Radial Distribution Function. A
center-of-mass RDF expresses the probability of finding two
THF molecules at a certain distance apart in the liquid,
relative to the probability of finding a pair of molecules that
are homogeneously distributed at the same density. We will
first derive the centers of mass of each molecule:









The arguments of tr-split-com are interpreted as
follows: (i) the prefix for the track files that contain the atom
coordinates, (ii) a tag for the output files, and (iii) the
CHARMM topology file to identify the individual molecules.
Consequently, we run the command that computes the radial
distribution function based on these centers of mass:












The first command tr-select lists molecules or atoms
based on a filter expression. The first argument is the
CHARMM topology file for the system under study. The
second argument can be at or mol to indicate which objects
one would like to select (atoms or molecules). The last
argument is a filter expression that must evaluate to true for
the atoms or molecules of interest. When True is literally
given as filter expression, all atoms, or in this case molecules,
are listed. The option --prefixtracks/com.pos de-
termines the format in which the list is printed. The
construction all_mol_prefixes$(...) assigns the
output of the command tr-select to the variable all-
_mol_prefixes. The command echo $all_mol_pre-
fixes prints the contents of this variable on screen. The
command tr-rdf computes the actual radial distribution
function for a list of time-dependent Cartesian coordinates.
In this example, the centers of mass are used to compute
the radial distribution function. The second argument speci-
fies the box dimension so that the periodicity is properly
taken into account when computing pair distances. The third
argument is the maximum distance for which the RDF is
computed. The fourth argument defines the number of bins
in the histogram and the last argument is a prefix used for
the output files. In this example, the file tracks/com-
.rdf.hist contains the y-values of the radial distribution
function.
The results are depicted in Figure 7, together with the
experimental center-of-mass RDF by Bowron et al.53 The
overall correspondence is satisfactory, except for the maxi-
mum of the first peak, which is slightly overestimated in
the simulated distribution. The area under the first peak of
the simulated pair distribution reveals that (on average) there
are 12.9 ( 0.5 molecules in the first shell that surrounds a
given THF molecule. This compares very well to the
experimental value of 12.6 ( 0.3.53
3.2.3. Atom-Atom Radial Distribution Functions. A more
fine-grained picture of the relative position and orientation
of THF molecules in the liquid phase is given by the
atom-atom RDF, which expresses the probability of finding
an atom of type A and B at a certain distance in the liquid,
relative to the probability of finding these atoms at the same
distance when they are homogeneously distributed. Analo-
gously to the center-of-mass RDF, we first select the atoms
for which we want to compute the RDF. In a second step,
the actual RDF’s are computed:
 O_prefixes$(tr-select init.psf at
’a.symbolO’ --prefixtracks/atom.pos)
 C1_prefixes$(tr-select init.psf at
’a.symbolC and a.nsymbolsO,C,H_2
--prefixtracks/atom.pos)






 tr-rdf $O_prefixes 25*A, 15*A 100
tracks/O.rdf
 tr-rdf $O_prefixes - $C1_prefixes 25*A,
15*A 100 tracks/OC1.rdf
 tr-rdf $O_prefixes - $C2_prefixes 25*A,
Figure 7. Center-of-mass radial distribution function of liquid THF
at room temperature. The solid line represents the histogram derived
from the molecular dynamics simulation. The dashed line is the
experimentally observed radial distribution function by Bowron
et al.53












In the first three lines in the transcript above, three groups
of atoms are defined with the command tr-select: the
oxygen atoms (O), the carbon atoms that are directly bonded
to an oxygen atom (group C1), and the carbons atoms that
are not directly bonded to an oxygen atom (group C2). For
a detailed description of the filter expressions, we refer to
the documentation of tr-select, which can by consulted
with the command tr-select --help. Consequently,
the RDF’s are computed with tr-rdf. The first example
is based on distances between atoms in a single set, in this
example, the set of oxygen atoms. The latter two RDF’s
consider the distances between the atoms in set A and B but
not the distances within each set A or B. In this case, A is
the set of oxygen atoms, and B is the set of C1 or C2 atoms.
The three radial distribution functions are plotted in Figure
8. The simulated distributions do not match perfectly with
the experimental data. Mainly at short distances, the experi-
mental RDF’s show sharp peaks that are not present in their
simulated counterparts. The experimental data suggest that
our simulations underestimate the liguid structure in terms
of relative orientation of neighboring THF molecules.
4. PROGRAM AVAILABILITY
The MD-TRACKS toolkit is distributed as open source
software under the conditions of the GNU General Public
License, version 3. The software can be downloaded from
the Code Web site of the Center for Molecular Modeling:
http://molmod.ugent.be/code/. Documentation, installation
instructions, and technical support are also available on this
web site. In addition, there is a web-interface to the revision
control systems that logs all changes in the source code. MD-
TRACKS is released together with ZEOBUILDER,55 which
is a highly suitable GUI toolkit for the construction of initial
molecular geometries for molecular dynamics simulations.
5. CONCLUSIONS
MD-TRACKS is a powerful and free molecular trajectory
analysis toolkit. The MD-TRACKS toolkit consists of many
commands that operate on an efficient and cross-platform
binary trajectory database. There are three levels at which
the MD-TRACKS toolkit can be used: one enters the
individual MD-TRACKS commands at a UNIX command
line shell, or one collects these commands in specialized shell
scripts that automate the analysis work, or one creates new
MD-TRACKS commands based on the MD-TRACKS
programming library. Currently, the MD-TRACKS program
has an interface CP2K,14 CPMD13 LAMMPS,15,16
DL_POLY,17 and Cerius2.23
The analysis of a molecular dynamics simulation of
tetrahydrofuran with MD-TRACKS gives nontrivial insights
in the vibrational and structural properties of this solvent.
The transition of THF between the two (symmetric) twisted
conformers is an anharmonic oscillation. It results in a broad
band in the vibrational spectra between 20 and 150 cm-1.
The molecular mechanics model of Vorobyov et al.36 leads
in general to analysis results that correlate well with
experimental observations. It should be clear that these
examples merely cover a small part of the functionality of
the MD-TRACKS toolkit. Even a full listing of the current
MD-TRACKS commands does not reflect the continuous
development of new features and improvements.
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APPENDIX
The algorithms implemented in the commands below are
discussed in standard text books on molecular dynamics and
Monte Carlo simulations.52,56
Figure 8. Atom-atom radial distribution functions for the pairs
O-O, O-C1, and O-C2. C1 is the set of carbon atoms directly
bonded to oxygen, and the C2 set contains to the remaining carbon
atoms. The simulated RDF is plotted as a solid line, while the
experimental curves are plotted as dashed lines.
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• tr-ac: Computes the autocorrelation function.
• tr-ac-error: Computes the error on an autocorre-
lation function.
• tr-angular-momentum: Determines the angular
momenta of one or more molecules.
• tr-blav: Applies the block-average method.
• tr-calc: Evaluates arbitrary mathematical functions
on the data in track files
• tr-corr: Computes correlation coefficients
• tr-cwt: Computes the continuous wavelet transform.
• tr-derive: Numerically differentiates a function.
• tr-fit-peaks: Fits peaks in a spectrum.
• tr-fluct: Computes fluctuations.
• tr-from-atrj: Converts Cerius2 trajectory files (into
the binary track files).
• tr-from-cp2k-cell: Converts CP2K unit cell data.
• tr-from-cp2k-ener: Converts CP2K energy files.
• tr-from-cp2k-stress: Converts CP2K stress ten-
sor files.
• tr-from-cpmd-ener: Converts CPMD energy files.
• tr-from-cpmd-traj: Converts CPMD atom trajec-
tory files.
• tr-from-dlpoly hist: Converts DL_POLY his-
tory files.
• tr-from-dlpoly output: Converts DL_POLY
output files.
• tr-from-lammps-dump: Converts LAMMPS dump
files.
• tr-from-txt: Reads data from a column-based plain
text file and writes the data to binary track files.
• tr-from-xyz: Converts XYZ trajectory files.
• tr-hist: Computes histograms.
• tr-ic-bend: Computes a (time-dependent) bending
angle.
• tr-ic-dihed: Computes a dihedral angle.
• tr-ic-dist: Computes an interatomic distance.
• tr-ic-dtl: Computes a distance to a line.
• tr-ic-oop: Computes an out-of-plane distance.
• tr-ic-psf: Enumerates and computes (a subset of)
the internal coordinates based on the molecular topology.
• tr-ic-puckering: Computes the generalized puck-
ering coordinates for an n-membered ring.
• tr-integrate: Numerically integrates a function.
• tr-irfft: Computes the inverse real Fourier transform.
• tr-length: Prints the length of a track file.
• tr-mean-std: Computes the (time-dependent) mean
and the standard deviation.
• tr-msd: Derives the mean square displacement of a
set of coordinates as a function of the time interval.
• tr-msd-fit: Derives the diffusion coefficient from the
data obtained with tr-msd.
• tr-norm: Computes the time-dependent norm of a
vector.
• tr-pca: Applies the principal component analysis
method.
• tr-plot: Generates charts directly from data in the
binary MD-TRACKS database.
• tr-qh-entropy: Computes the vibrational entropy,
using the quasi-harmonic approximation.
• tr-rdf: Computes different types of radial distribution
functions:
• tr-reduce: Reduces a data set with block averages.
• tr-rfft: Computes the forward real Fourier transform.
• tr-select: Prints atom or molecule indexes that
fulfill a given filter expression.
• tr-select-rings: Prints atom indexes that belong
to n-membered strong rings.57
• tr-shortest-distance: Computes the (time-de-
pendent) shortest distance between two sets of atoms.
• tr-slice: Reduces a data set with subsampling.
• tr-spectrum: Computes various types vibrational
spectra.
• tr-split-com: Computes the time dependent centers
of mass of the molecules in the trajectory.
• tr-to-txt: Reads data from the binary database and
convert it into plain text format.
• tr-to-xyz: Converts the trajectory data in the data-
base to the XYZ format.
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Abstract: A novel force-field development strategy is proposed that tackles the well-known
difficulty of parameter correlations arising in a conventional least-squares optimization. In the
first step of the new gradient curves method (GCM), continuity criteria are imposed to transform
the raw multidimensional ab initio training data to distinct sets of one-dimensional data, each
associated with an individual energy term. In the second step, the transformed data suggest
suitable analytical expressions, and the parameters in these expressions are fitted to the
transformed data; that is, one does not have to postulate a priori analytical expressions for the
force-field energy terms. This approach facilitates the derivation of valence terms. Benchmarks
have been performed on a set of small molecules. The results show that the new method yields
physically acceptable energy terms exactly when a conventional parametrization would suffer
from parameter correlations, that is, when an increasing number of redundant internal coordinates
is used in the force-field model. The generic treatment of parameter correlations in the proposed
method facilitates an intuitive physical interpretation of the individual terms in the force-field
expression, which is a prerequisite for the transferability of force-field models.
1. Introduction
The development of a molecular mechanics force field based
on an ab initio parametrization is a tedious task plagued by
model selection and parameter correlations, especially when
one wants to extend its applicability to a broad range of
molecular systems. The final goal of this study lies in the
construction of an accurate all-atom zeolite-guest force field
that is applicable both to unconstrained bulk zeolite structures
and to unconstrained interfaces between zeolite nanoparticles
and their environment. It is highly ambitious to assert that
such a broad domain of applications can be covered by a
single force-field model. Most of the force fields proposed
in the literature can be used only for a subset of the
applications mentioned above.1-7 There are two reasons for
the limited applicability of existing force fields. On the one
hand, molecular mechanics models are limited, in general,
to a specific domain of application due to the reduction of
the full ab initio description of a molecule into a set of
parametrized analytical energy terms. This failure is inherent
to the nature of force-field models. On the other hand, the
determination of reliable and transferable parameters for the
analytical expressions in a force field is a nontrivial task.
The main focus of this paper is the development of a reliable
parametrization technique.
Parameter correlations, which are inherent to least-squares
parametrization in general, represent the major difficulty in
the development of force fields based on ab initio data. In
the naive approach of an accurate force-field model, a large
number of parameters should be introduced to describe all
possible types of interactions. The optimization then usually
leads to many degenerate solutions; that is, many disparate
parameter sets have nearly the same goodness of fit. Only a
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very small number of these “good” fits are physically
acceptable and transferable to molecules not belonging to
the training set. In an attempt to fulfill these requirements,
several techniques have been proposed in literature that select
a physically meaningful and potentially transferable set of
parameters yielding an acceptable goodness of fit.
(i) An intuitive procedure first parametrizes a coarse force
field that only contains the most important energy terms,
using a traditional least-squares method. Second, the residual
error is further reduced by including corrective energy terms
whose parameters are optimized without modifying the
original coarse force field.10 This approach keeps the
contribution of the corrective energy terms small compared
to the coarse force field, but the optimal goodness of fit is
not reached. Moreover, only the correlations between
parameters in the coarse force field and the corrective energy
terms are treated. More generally, a global optimization is
divided in smaller piecewise optimizations, to make the
parametrization more tractable. A piecewise optimization
only considers a subset of variable parameters, for example,
the parameters associated with all bond-stretch terms. The
global optimum is then approximated with a limited number
of iterations in which each subset of parameters is optimized
or reoptimized as to give an optimal fit with respect to the
training data and the other subsets of parameters that are
kept fixed.8,9
(ii) Another procedure avoids degeneracies in the first-
order energy terms (i.e., correlations between first-order force
constants and reference coordinates) by imposing constraints
on their coefficients,2 but degeneracies in higher-order terms
are neglected.
(iii) The most systematic approach adds quadratic penalty
functions to the ø2 cost function.11 With each parameter, a
penalty function is associated that restrains this parameter
to a physically acceptable value. This regularization tech-
nique is similar to restrained electrostatic potential fitting.12
Unfortunately, one must choose the weight for each penalty
function to be small enough so that the penalty functions
only make small contributions to the total cost function but
large enough so that the parameters are forced to retain a
physically reasonable value. This “weight determination
problem” is also ill-conditioned. Essentially, one has just
replaced one ill-conditioned problem (parameter fitting) with
another one (weight determination).
(iv) Parameter correlations can also be avoided by reducing
the number of parameters in a force-field model.1 One has
to select carefully the energy terms that can be omitted and
the analytical form of the retained terms. The disadvantage
of this approach is that the absence of some molecular
interaction terms in the force field will be compensated by
biased parameters in the retained terms. Consequently, it is
a common practice to exclude the atomic charges from the
optimization procedure and to assign formal charges to these
atoms instead; this prevents unphysical atomic charges.
(v) The most extreme approach in this comparative
overview is represented by the rule-based force fields that
do not contain fitted parameters.13-15 All parameters are
directly derived from semiempirical rules or are estimated
on the basis of common sense. Such force fields sacrifice
accuracy to achieve transferability.
Except for the second method, all the techniques men-
tioned above require additional subjective choices to tackle
the problem of parameter correlations: the separation of
coarse- and fine-grained components, a vast amount of
weight factors, and so forth. Only the third method is truly
systematic since it treats all parameter correlations, but it
depends on a series of manually tuned weight factors.
This work aims to present a new force-field parametriza-
tion proceduresthe gradient curves method (GCM)swhich
is innovative in its concept and which addresses the main
concerns raised above. First, the method does not rely on
subjective choices, for example, predefined analytical ex-
pressions for the energy terms, manually tuned parameters,
repetitive parametrizations where at each iteration some
parameters are included or excluded, and so forth. Second,
the new method treats the problem of parameter correlations
in a rigorous way. The only input is a set of ab initio training
data and a list of the internal coordinates that will be used
in the force-field model.
The gradient curves method is designed to extract the
maximum amount of information from the ab initio training
data set. A two-step procedure is used to achieve this
objective. The first step encompasses a transformation of the
raw multidimensional ab initio data into distinct one-
dimensional data sets, each associated with a single energy
term. During this transformation, a consistent treatment of
parameter correlations guarantees a unique and physically
acceptable series of transformed data sets. In this context,
“physically acceptable” indicates that it is possible to give
an intuitive physical interpretation to the individual trans-
formed data sets. The analytical expressions enter the
procedure only in the second step, where they can be easily
estimated from the transformed data sets and may be modeled
with nonlinear parameters without major difficulties.
For several reasons, the present version of the gradient
curves method is less appropriate to parametrize long-range
interactions. These interactions (i.e., the classical electrostatic
and the dispersion interactions) obey well-known physical
laws. Therefore, it would be highly inefficient to derive these
long-range interactions without relying on their asymptotic
behavior during the first step of the new method. Specific
parametrization techniques for chemically accurate electro-
static models have already been actively studied during the
past decades.12,16-18 Due to the enormous computational cost
of post-Hartree-Fock ab initio calculations that describe
dispersion interactions properly,19 it is more efficient to use
such calculations specifically for the parametrization of
dispersion interactions.20,21
Most of the ingredients of the gradient curves method are
new, but the idea to express a multivariate function in terms
of functions depending on a smaller number of variables is
frequently applied. We refer to the high dimensional model
representation25 (HDMR) which has been applied in several
fields, ranging from molecular modeling26 to global atmo-
spheric models.27 This technique guarantees a unique mul-
tivariate expansion; that is, it treats parameter correlations,
by imposing orthogonality constraints between all the
The Gradient Curves Method J. Chem. Theory Comput., Vol. 3, No. 4, 2007 1421
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components in the expansion. HDMR is very efficient when
the primary concern is only to reproduce a given set of
training data. The end result is an efficient and reliable
input-output model. At this point, our focus is different;
that is, we would like to ensure that all the distinct energy
terms are physically intuitive instead of orthogonal. Less
popular black-box approaches where the expansion consists
solely of one-dimensional functions28,29 are based on Kol-
mogorov’s solution30 to Hilbert’s 13th problem31 and rely
on nonsmooth component functions.
The applications in this paper are limited to a set of small
molecules such as H2O, NH3, and CH4. For the short-range
aspects of interest, this is sufficient to illustrate and
benchmark the new method. The aim of these examples is
not to obtain transferable force-field parameters for these
three molecules but rather to show how the prerequisites for
transferability can be met. Additionally, it is not the intention
to derive definitive force-field parameters for these three
molecules that can be directly tested against experimental
data, but we focus on the aspect of how well a reasonable
force-field model can simulate a given set of ab initio
calculations. We have intentionally generated ab initio
training data for these molecules that include a significant
portion of the anharmonic part of the potential energy surface,
in order to test to what extent the gradient curves method is
capable of parametrizing force fields that also reproduce the
nonharmonic part of the potential energy surface of the three
benchmark molecules. Work is in progress to extend the
applicability of the gradient curves method to larger systems,
taking into account long-range interactions.
The remainder of this article is organized as follows. In
section 2, the new procedure is derived. The benchmark
protocol that evaluates the merits of this new procedure is
presented in section 3. Section 4 discusses the results
obtained by the benchmarks. Finally, conclusions are given
in section 5.
2. Gradient Curves Method
2.1. Outline. For the sake of simplicity, we limit ourselves
to force fields of the class-I form:
where K > 3N - 6 and N ) the number of atoms. The force-
field energy EFF of a molecular geometry is expressed as a
sum over functions Ek of only one internal coordinate qk,
where the qk’s are not restricted to the (3N - 6) molecular
degrees of freedom and may stand for a redundant set of
internal coordinates. The redundancy originates from the
observation that even a coarse valence force field13,14 includes
terms for all bond lengths, all bending angles, and some
dihedral angles. Force fields that are accurate in the predic-
tion of both structural and vibrational properties have to
include cross terms Ek1,k2(qk1,qk2) in the force-field expres-
sion.22 In class-II force fields,23 this is resolved by adding
functions that depend on products of internal coordinates,
that is, qk1qk2. We prefer to label products and other
constructions of internal coordinates as new internal
coordinates, which allows us to work with the class-I form
in eq 1. This implies that for accurate force fields K .
3N - 6.
As a consequence of the redundancy, a direct fit of
parametrized expressions for the Ek to a set of ab initio
training data contains severe parameter correlations even
when an abundant amount of training data is available. By
selecting one arbitrary set of parameters that minimizes the
residual errors, the resulting force field contains energy terms
with an unphysical behavior and consequently lacks transfer-
ability.2,11 Similar considerations about redundant internal
coordinates in the theory of molecular vibrations have led
to the canonical force-field concept, which is useful for the
analysis of vibrational spectra.24
The detailed mathematical derivation of the gradient curves
method will be presented in the next subsection. We now
continue with a general outline of the method. The training
data used in the gradient curves method are the ab initio
calculated gradients for M different geometries of a given
molecule
where m ) 1...M and x(m) is the vector that contains all the
Cartesian coordinates of the atoms in geometry m. For an
energy surface of the class-I form in eq 1, one factorizes the
Cartesian gradient for geometry m according to
where the matrices in expression 3 are defined as
The convention for matrix notation in this article uses upper
indexes to indicate different matrices and lower indexes to
identify the matrix elements; for example, G(m) and g(m) are
column matrices of dimension 3N and K, respectively,
whereas J(m) is a rectangular matrix of dimensions 3N × K.
Since we want to find a suitable class-I representation of
the true (ab initio) energy surface EAI sampled in M
geometries, we first identify the Cartesian gradient of the
force-field energy in expression 1 with the ab initio training
data
and try to solve the linear system
for the “ab initio gradient in internal coordinates”, y(m). Due
to the redundancy of the coordinates qk, this equation has
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vector from the null space of J(m). Step I of the gradient
curves method determines which vector from the null space
must be taken for each geometry by an optimization
procedure. In other words, the first step defines how the ab
initio training data are transformed into one-dimensional data







≡ (dEk/dqk)qk)qk(m), step II of
the gradient curves method consists of proposing a functional
form for the derivative of each energy term, (dEk/dqk), based
on its corresponding transformed data set, Dk, and the
expected asymptotic behavior. Finally, each functional form
can be fitted to its corresponding data set with conventional
fitting procedures.
The purpose of the transformation in step I of the gradient
curves method is to make step II as successful as possible.
This means thatsfor each geometrysthe vector from the
null space will be taken so as to optimize the continuity
conditions of the data sets Dk. In practice, this is achieved
by selecting the solutions of eq 6 for all geometries that
minimize a cost function, Z, which is a measure for the
continuity of the data sets Dk. In this work, continuity is
measured by the goodness of fit of a generic high-order
polynomial to a set of data points.
Unfortunately, this continuity requirement alone will in
general not result in a uniquely defined transformation. In
other words, the cost function, Z, as a function of the
solutions of eq 6, can have a degenerate minimum. It will
be shown in the next subsection that the transformation will
always be ill-defined when the number of energy terms, K,
is much larger than the number of independent internal
degrees of freedom, 3N - 6. To guarantee a unique
minimum, we must introduce additional but subordinate
criteria that will select from all the possible transformations
to continuous data sets the one solution that corresponds
optimally to what we expect from physical intuition. In this
work “physical intuition” is interpreted as “having minimal
forces along the internal coordinates”. This prescription can
be implemented as a least-norm criterion on the y values of
the data sets Dk, in addition to the continuity criterion.
Formally, such a least-norm criterion is implemented as an
extra term in the cost function Z* ) Z + ǫL, where ǫ is a
very small positive number and L is the contribution from
the least-norm criterion. For small values of ǫ, the minimum
of the new cost function approximately also minimizes the
original cost function. This least-norm criterion is also known
as zeroth-order regularization, andsas shown in the next
subsectionsit ensures that the transformation is always
uniquely defined.
In order to understand the remainder of this paper, it is
not strictly required to read the next subsection which
describes the detailed mathematical derivation of the gradient
curves method. Nevertheless, it is highly recommended for
a deeper understanding, and mandatory when one is inter-
ested in implementing or extending the method.
2.2. Detailed Procedure. Since step II is a standard fitting
procedure, we now concentrate on the details of step I. The
general solution of the linear system (6) is given by
where p(m) is a particular solution, N (m) is a matrix with
orthogonal columns spanning the null space of the Jacobian
J(m), and the vector s(m) contains arbitrary coefficients that
determine which vector from the null space is added to the
particular solution. One can derive the particular solution
and the null space of a given linear system through the
singular value decomposition algorithm.32
The coefficients s(m) are fixed by imposing continuity
criteria: we select the s(m)’s that minimize the sum of squared
residual errors, obtained in a linear fit of a set of generic
auxiliary functions, fn(qk) (e.g., polynomials), to the “ab initio
gradient in internal coordinates”, yk
(m)
,
The sum of the squared residual errors in the fit to the data
set Dk is given by the expression
In this equation, and in the following analysis, we find it
convenient to switch to a notation where the different matrix
quantities are labeled by the index of the internal coordinates
under scrutiny, k, for example,
In the revised notation, the sum of squared residuals (using
standard manipulations) is
Minimizing this expression with respect to the expansion
coefficients, an
(k)
, allows one to discern how well the
gradient information can be represented by a continuous
function. The least-squares expansion coefficients from eq
8 are given by the expression
and the residual error is
which is indicative of the continuity of the data set Dk. Note
that C(k) projects on the complement of the range of F(k). In
analogy to eq 10, we can introduce relabeled matrix
quantities
in terms of which eq 7 can be rewritten as
This allows a compact expression for the desired cost
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of all the data sets Dk
For the practical applicability of the gradient curves method,
the weight factors wk
2
which convert the Rk
2
’s to the dimen-
sion of an energy squared should be easy to obtain. A simple
physical interpretation of wkRk is illustrated in Figure 1. Rk
is the RMS error obtained by fitting the auxiliary functions
fn(qk) to the optimized data set Dk. One obtains a tentative
energy term by integrating the fitted function ∑n an(k) fn(qk)
over the physically relevant interval [qk(min),qk(max)]. The error
accumulated during this integration is equal to (qk(max) -
qk
(min))Rk. It always has the dimension of an energy, and it is
a quality measure for the energy terms obtained by fitting
functional forms for (dEk/dqk) to the data sets Dk. Therefore,
it is both practical and acceptable to identify the conversion
factor wk with the width of the physically relevant interval
of qk. One can intuitively estimate wk, or alternatively one
can obtain these widths from the geometries in the training
set if this training set is generated by a well-behaving and
extensive sampling procedure. We have observed that the
gradient curves method is insensitive to any reasonable
changes in the values wk, and that it is sufficient to estimate
the correct order of magnitude.
The s˜(opt) that minimizes expression Z can be substituted
back into expression 7, after reordering this solution into
vectors s(opt)
(m)
. This yields the sets of data points Dk that are
optimally continuous and thus slightly scattered around a
continuous curve. The minimization of Z makes sure that
this scattering is minimal. The selection of a suitable
functional form for each Ek is easily accomplished by
inspecting the scatter plots of the transformed data sets Dk.
Unfortunately, the solution s˜(opt) is in general not unique.
Since Z is a quadratic expression, only one global minimum
exists, although that minimum can still be degenerate. In the
case of a degenerate minimum, there is a subspace S that
contains all the arguments of Z that yield the minimum value.
The dimension of S is equal to the dimension of the null
space of the matrix
This matrix is a projection of the singular matrix C on a
lower-dimensional space. Note that the matrix N˜ T is a
nonsquare full-rank matrix by construction. Therefore, a
unique solution s˜(opt) will only be available if the intersec-
tion of the range of N˜ T and the null space of C is empty.
Since
with N ) the number of atoms and K > 3N - 6, one should
expect H to be singular when K . 3N - 6, because then N˜
is almost a square matrix. As stated in the introduction, an
accurate force field always uses many more internal coor-
dinates than independent coordinates. Consequently, for
practical applications, a unique solution s˜(opt) will not be
available, no matter how much training data are used. This
is a reformulation of the parameter correlations that occur
when conventional least-squares fitting is used to parametrize
force-field models.
The degeneracy of the cost function gives us the op-
portunity to select a solution s˜(opt) that both minimizes Z and
that will also result in a physically intuitive model. In this
work, the physically intuitive character of a data set will be
measured by a least-norm criterion: ∑wk2||y˜(k)||2. The lower
this value, the smaller the forces along the internal coordi-
nates in the resulting force-field model, and the more
plausible the model. In general, H is much too large to store
in any reasonable computer memory. It is therefore not
feasible to perform a singular value decomposition of H in
order to find the least-norm solution in S. Instead, a standard
modification to the matrices Ck assures that Z has a unique
solution that approximates the least-norm solution:
where ǫ is a positive constant that is small compared to one.
This approximation (of the least-norm solution) becomes
exact in the limit of ǫ toward zero, but for numerical
applications, the optimal value of ǫ depends on the floating
point accuracy. The minimization of Z* can now be
accomplished by a conjugate gradient method and a sparse
notation for all the matrices in expression 19.
For reasons of transparency, no restrictions on the func-
tional dependencies of the different internal coordinates have
been imposed in the above derivation, and we only consid-
ered geometries of a single molecule. When creating realistic
force fields, the method is complicated by two practical
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Figure 1. Schematic overview of how the weight factor wk
can be identified with the physically relevant interval of qk.
The fit of the auxiliary functions to the data set Dk is plotted,
together with the RMS error on the fitted curve. The error on
the integrated curve is approximated by wkRk.
N˜ ∈ R
KM×[K-(3N-6)]M (18)






(p˜(k) + N˜ (k)s˜)Twk2(C(k) + ǫI)(p˜(k) + N˜ (k)s˜) (19)
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dependence of equivalent internal coordinates with the same
expression Ek. Second, for a good parametrization, one would
sample geometries of different molecules. Because both
extensions merely introduce more indexes in the derivation,
the same method applies.
3. Benchmark Protocol
The comparison of our novel procedure with conventional
force-field parametrizations follows a strict protocol that will
be applied on three small benchmark molecules: H2O, NH3,
and CH4. The protocol consists of six steps: (i) the generation
of training data by a sampling procedure that performs ab
initio calculations on a set of different geometries of the given
molecule, in addition to the generation of test data by a
similar sampling procedure that covers a larger part of the
potential energy surface, (ii) the selection of the internal
coordinates that are used in the force-field model and the
sets of equivalent internal coordinates qk that are modeled
with the same functional dependence, (iii) the gradient curves
method presented in this paper, (iv) conventional force-field
constructions, using the analytical expressions generated in
the former step as input, and (v) the individual validation of
each force-field model based on training and test data, and
the comparison of all the force-field models.
3.1. Sampling Procedure. The sampling procedure starts
with a geometry optimization of the given molecule. The
optimized geometry is chosen as the origin of an equidistant
(3N - 6)-dimensional grid. The training set is then extended
iteratively, by selecting the neighboring grid point of the
already calculated geometries that has the lowest estimated
ab initio energy. For each benchmark molecule, 200 training
samples and 200 test samples have been generated. The
samples in the training data set span an energy range from
0 to 60 kJ mol-1 with respect to the optimized geometry
(the origin), while the test samples have a higher upper limit
of 100 kJ mol-1. This sampling procedure is only appropriate
for small molecules. For larger systems, Monte Carlo
sampling should be used. Since our main aim is to test the
gradient curves method (while the resulting parameters
are of minor importance), a rather low level of theory
(DFT/B3LYP) and a small basis set (3-21G*) were used.
All ab initio calculations were performed with the MPQC
program.33
3.2. Selection of Internal Coordinates. When developing
a force field, one has to select sets of equivalent internal
coordinates on which the force-field energy depends. For
the gradient curves method, this is the only information that
must be given in advance. In this work, nine benchmark force
fields are extensively studied, using the different choices of
coordinates described in Table 1. The default models for the
three molecules use all the interatomic distances and all the
cosines of the bending angles, as illustrated in Figure 2. These
internal coordinates correspond to those in the well-known
Urey-Bradley-type force field, but in this work, no quadratic
functional dependencies are imposed. Additionally, two
extended force fields are studied for each molecule. The
products of internal coordinates in the extended models only
contain products of different internal coordinates, and it is
always assured that only products of related internal coor-
dinates are considered; for example, a product of two bond
Table 1. Overview of the a Priori Information Used by the Force-Field Modelsa
benchmark
model sets of equivalent internal coordinates
number of
elements
Water_default OH bond lengths 2
HOH bending angles 1
HOH span 1
Water_ext1 in addition to the internal coordinates of Water_default
(HOH bending cosine) × (OH bond lengths) 2
(HOH span) × (OH bond lengths) 2
Water_ext2 in addition to the internal coordinates of Water_ext1
(OH1 bond length) × (OH2 bond length) 1
Ammonia_default NH bond lengths 3
HNH bending angles 3
HNH spans 3
Ammonia_ext1 in addition to the internal coordinates of Ammonia_default
N(HHH) distance 1
(N(HHH) distance) × (NH bond lengths) 3
Ammonia_ext2 in addition to the internal coordinates of Ammonia_ext1
(HNH bending cosines) × (NH bond lengths) 6
(HNH spans) × (NH bond lengths) 6
Methane_default CH bond lengths 4
HCH bending angles 6
HCH spans 6
Methane_ext1 in addition to the internal coordinates of Methane_default
(HCH bending cosines) × (CH bond lengths) 12
(HCH spans) × (CH bond lengths) 12
Methane_ext2 in addition to the internal coordinates of Methane_ext1
(CH bond lengths) × (CH bond lengths) 6
aAll internal coordinates that belong to the same set are modeled with the same function Ek(qk) (see eq 1).
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lengths will only be considered if the two bonds share exactly
one atom. A detailed listing of which products have been
used is given in the first section of the Supporting Informa-
tion. Notice that the term “XYZ span” is defined as “the
distance between the atoms X and Z that are both connected
to the same atom Y”, and the “A(BCD) distance” is defined
as “the distance between an atom A and the plane that is
defined by the atoms B, C, and D”. The “XYZ span” is an
internal coordinate initially introduced by Urey and Bradley34
in their attempt to derive force fields for small molecules
that show an improved reproduction of experimental vibra-
tional frequencies. In their work, it is assumed that the
corresponding energy term should be repulsive. We do not
make this assumption a priori.
3.3. The Gradient Curves Method. For the auxiliary set
of functions fn(qk) in eq 8, polynomials up to the 11th order
have been used. Two variants of the new gradient curves
method are applied: GCI is the ill-conditioned variant of
the new method, that is, without the least-norm criterion;
GCL is the variant in which the least-norm correction is
applied with ǫ ) 10-6.
3.4. The Conventional Methods. In addition to the
gradient curves method presented in this work, a series of
conventional force-field parametrizations has been per-
formed. They are conventional in the sense that the param-
eters have been obtained by directly minimizing a well-
defined least-squares cost function, although in the literature,
additional techniques are used to deal with parameter
correlations. The different types of cost functions are listed
below. Optionally, a constraint has been applied that compels
the force field to reproduce the ab initio Hessian and the
zero gradient for the ab initio optimized geometry.
CEU is an unconstrained minimization of the residual error
on the energies35
where the sum over m contains all the molecules in the
training set and corrections due to the difference in reference
energies of the ab initio and the force-field model have been
taken into account.
CEC is a minimization of the residual error on the energies
constrained so that the ab initio Hessian and zero gradient
are reproduced at the ab initio equilibrium geometry: ZCEC
) ZCEU.
CGU is an unconstrained minimization of the residual
error on the gradients36
where i iterates over the Cartesian coordinates.
CGC is a minimization of the residual error on the
gradients constrained such that the ab initio Hessian and zero
gradient are reproduced at the ab initio equilibrium geom-
etry: ZCGC ) ZCGU.
CCU is an unconstrained minimization of the residual
error on the energies and gradients of all the training
geometries, as well as the Hessian of the optimized molecule
where (i,j) iterates over all the pairs of the Cartesian
coordinates. The three contributions to the cost function have
been weighted to ensure that they have a proportional
influence on the obtained parameters. Alternative cost
functions that combine ab initio energies, gradients, and/or
Hessians have also been reported in the literature for the
optimization of force-field parameters.1,10,11
The conventional parametrizations will serve as a reference
for the results of the gradient curves method. To guarantee
a fair comparison, the analytical expressions used in the
conventional methods where obtained with GCL and these
expressions only contain linear parameters.
3.5. Validation and Comparison. The generated force-
field models are validated with three different criteria. (i)
The standard deviation on EFF - EAI for all geometries,
defined as 〈[(EFF - EAI) - 〈EFF - EAI〉]2〉(1/2), should be small.
The standard deviation is not sensitive to the reference
energies of both ab initio and force-field models, in contrast
to the root mean square of EFF - EAI, given by 〈(EFF -
EAI)2〉(1/2). (ii) The root mean square of |∇EFF - ∇EAI| should
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be small where ∇ indicates the Cartesian gradient. (iii) At
the ab initio optimized geometry, the ratios of the eigenvalues
for matching eigenvectors of the force field and of the ab
initio Hessian should be near unity.
The third quality criterion is calculated as follows. First,
the ab initio Hessian and the force-field Hessian are
calculated at the ab initio optimized geometry. The eigen-
modes corresponding to the external degrees of freedom are
removed by projecting both Hessians on the same basis of
3N - 6 independent internal coordinates. Then, both
projected matrices are diagonalized. The overlap matrix of
the corresponding sets of eigenvectors shows clearly which
two eigenvectors of the ab initio Hessian and the force-field
Hessian correspond with each other. Significant mismatches
have not been observed. Finally, the ratios of the eigenvalues
associated with the corresponding eigenvectors are calculated.
The quality of the force fields will be compared by the
three criteria defined above. In order to assess the robustness
of the parametrization, validations i and ii are in addition
applied to the set of test data. Finally, we have examined
the possibility of giving a physical interpretation to the force-
field expressions Ek obtained in the different models.
4. Results and Discussions
To illustrate the usage of the new procedure, we first discuss
the three gradient curves generated by GCL applied to
Water_default. For each geometry m, the Jacobian, J(m) (see
eq 3) is a N × K matrix or 9 × 4 matrix of rank 3N - 6 )
3. The matrix N (m) describing the null space of such a
Jacobian has the dimension N × K - (3N - 6) or 9 × 1.
Consequently, given the 200 geometries in the training set,
200 unknown coefficients must be obtained by minimizing
the cost function, Z*. Although there are four distinct internal
coordinates in this specific force-field model, the two
transformed data sets corresponding to the OH-bond length
have been merged into one; that is, their continuity is
measured as a whole. Consequently, the data set associated
with the bond length consists of 400 data points, while the
two others contain 200 data points each. The continuity of
each data set is measured by the goodness of fit of an
auxiliary 11th-order polynomial. We used generic high-order
polynomials to prevent any assumptions about the resulting
energy terms being imposed by the continuity criterion; that
is, these polynomials will not enforce specific features in
the final energy terms. The results are depicted in Figure 3.
The data sets Dk obtained by substituting s(opt) into eq 7 are
plotted as black crosses. The minimization of Z* guarantees
that these data points lie on continuous curves. The (opti-
mized) auxiliary polynomials that are used to measure the
continuity are plotted as dashed lines. Their unphysical
asymptotic behavior and the oscillations at the boundaries
clarify that the auxiliary polynomials can only be regarded
as a measure for the continuity and that they cannot be used
as functional forms for the force-field model. In a next step,
the analytical form of the derivative of Ek is estimated, on
the basis of the data sets. For the energy curve of the OH
stretch, a sixth-order polynomial in 1/rOH gives an accurate
fit, and the resulting expression has the expected asymptotic
behavior. The energy curves of the cosine of the bending
angle and the interatomic HH distance are estimated to be
quadratic and cubic, respectively. Finally, the parameters in
the functional forms are optimized using one-dimensional
least-squares optimization to the data sets Dk. The resulting
curves, dEk/dqk, are plotted as solid lines in Figure 3, and
the optimized parameters are given in Table 2. The GCL
parameters for all nine benchmark models are included in
the second section of the Supporting Information.
An overview of the quality criteria for each parametrization
is given in Figure 4. The x axis shows the force-field models,
and for each force-field model, the different parametrization
methods (GCI, GCL, CEU, and so forth) are indicated with
different colors. On the y axes, the quality criteria are plotted
on a logarithmic scale. Figure 4a and b display respectively
the standard deviation on (EFF - EAI) and the root mean
square of |∇EFF - ∇EAI| for both training geometries (filled
circles) and test geometries (open circles). Figure 4c gives
an overview of the validation with the third criterion,
represented by the ratios of corresponding Hessian eigen-
values (force-field over ab initio estimates) at the ab initio
optimized geometry. It is clear that the overall quality of
Figure 3. Gradient curves dEk/dqk (solid line) obtained for
the Water_default model with the GCL method. The black
crosses represent the transformed one-dimensional data (see
text). The dashed curves are the fitted auxiliary functions for
evaluating the continuity criterion.
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the force fields constructed with GCL is comparable to that
obtained by the conventional methods. Nevertheless, some
interesting discrepancies appear, which will be discussed
below.
The ammonia molecule serves as a good example of how
to obtain relevant sets of internal coordinates. Initially, the
new method was applied on the Ammonia_default model,
which only contains the basic internal coordinates: bond
lengths, interatomic distances, and bending angles. As shown
in Figure 4c, the constructed force field predicts one
eigenvalue of the Hessian that deviates significantly from
the ab initio value. This eigenvalue corresponds to the
inversion of the ammonia molecule. At the transition state
of this umbrella inversion, the NH bond length increases due
to the alteration from sp3 to sp2 hybridization. To describe
the inversion more accurately, the extended ammonia model
contains two extra sets of internal coordinates: the out-of-
plane distance and the products of the out-of-plane distance
with the bond lengths. It is striking to observe that the
parametrization of the extended ammonia model results in a
seriously improved reproduction of the eigenvalues. An
attempt was made to avoid the inclusion of more internal
coordinates, by constraining the parameters in order to
reproduce the ab initio Hessian. This failed drastically for
ammonia and methane, since these constraints led to unac-
ceptable errors on the energies and gradients for both training
and test data. The corresponding quality criteria falls out of
the scope of Figure 4a and b. The performance of CCU in
the parametrization of the Ammonia_default model mani-
festly suffers from the attempt to use information of the ab
initio Hessian in the optimization.
The parametrization of ammonia demonstrates that, in
some cases, the inclusion of additional redundant
internal coordinates in a force-field model is indispen-
sable. This is in agreement with previous studies where it
was shown that a pure Urey-Bradley force field, that is,
the default model in this work, is not sufficient for an
adequate description of the ammonia molecule.37,38
Unfortunately, the parametrization of a force field with a
high number of internal coordinates (K . 3N - 6) is
sensitive to parameter correlations, and a good treat-
ment of these correlations is required to obtain a useful force
field.
In the remainder of this section, we discuss the effect of
increasing model complexity. The main effect of the exten-
sions to the force-field models is visible in Figure 4. An
improved reproduction of the energies, gradients, and the
Hessian is obtained for all methods except the GCI method.
This general trend is understandable: the more parameters
a model contains, the further a cost function can be
optimized. The poor performance of the GCI method for the
extended models needs some explanation. Both GCI and
GCL yield the same transformed data sets Dk for the default
models. For these models, the cost function Z (see eq 16)
has a unique solution, even without applying the least-norm
correction. This is no longer true for the extended models.
In these cases, the minimum of the cost function, Z, becomes
highly degenerate, and GCI selects from this minimum an
essentially random solution, in the sense that a small change
in the training data would imply a very large change in the
transformed data sets Dk. On average, such a random solution
consists of transformed data sets Dk with very high ranges.
This is unacceptable because the absolute errors from fitting
energy terms to the transformed data sets (step II of the
gradient curves method) scale with the range of Dk. Conse-
quently, the absolute errors shown in Figure 4 are much
higher for GCI when applied to the most extended models.
We conclude that, of the new methods, GCL is to be
preferred over GCI. Both are equivalent for a small number
of internal coordinates, but GCL produces superior fits for
the more extended models.
The most important trend noticed by increasing the
complexity of the model is the behavior of the functions Ek,
which is different for GCL as compared to all other methods
(i.e., the conventional methods and GCI). Figures 5-7
display all the energy terms Ek, obtained with CCU and GCL,
for the water, ammonia, and methane molecules, respectively.
In these figures, CCU could have been replaced by any other
method except GCL without generating significant differ-
ences in the global trends. Each row in these figures contains
the plots of the energy terms that belong to a specific force-
field parametrization, while every column corresponds to a
specific set of equivalent internal coordinates. In what
follows, we will first discuss the global trends in these
figures, and consequently some more specific aspects will
be discussed that are not applicable to all the results.
Figures 5a, 6a, and 7a show that CCU yields energy terms
Ek with increasing amplitudes, when the force-field model
is extended with extra internal coordinates. The conventional
methods use the extra degrees of freedom to improve the
accuracy, but this improvement is the result of a nonrobust
cancellation of high-energy contributions. We have tested
an implementation of the conventional methods that applies
a singular value decomposition to the design matrix,32,39 but
a singular value cutoff that gives a good balance between
accuracy and reasonable behavior of the functions Ek is not
available. The reason is that a least-norm solution in the
parameter space is not meaningful since the parameters have
different units. A weighted least-norm solution, where the
norm of dimensionless weighted parameters is minimal,
would be more correct, but then one has to determine a
weight value for each parameter as in the work of Ewig et
al.11 It is highly remarkable that, as depicted in Figures 5b,
Table 2. The Parameters for the Water Default Model
Obtained with GCLa
OH bond length r HOH bending cosine c HOH span d
terms coefficients terms coefficients terms coefficients
r-1 -4.608e-01 c 1.931e-01 d 9.898e-03
r-2 5.210e-02 c2 1.228e-01 d2 2.933e-02




a The functional form of each energy term, Ek(qk) ) Σt)1Tk ctFt(qk),
is a linear combination of terms listed in the first column of each table.
The corresponding coefficients in this linear combination are given
in the second column. All parameters are given in atomic units.
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6b, and 7b, GCL shows exactly the opposite trend from
CCU: the ranges of the functions Ek are reduced in the
extended force-field models, and for the ext2 models, it is
even possible to give a physical interpretation to the
important energy dependencies. For example, the minima
of Ek correspond approximately to the internal coordinates
of the ab initio optimized geometry. For the terms EOH, ENH,
and ECH, even a Morse-like behavior (i.e., the left side of
the curve is steeper than the right side) is reproduced. It
should be remarked that GCL does not depend on constraints,
model selection, or ad hoc interventions to obtain physical
force-field terms. When the gradient curves method will be
applied on larger systems, we expect that the absence of
cancellation effects will yield transferable and accurate force
fields.
In addition to the global trends discussed above, some
interesting specific features show up in the results. The most
remarkable outcome is that the energy terms for the Am-
monia_default model obtained with CCU are very reasonable,
and at first instance, this appears to contradict the previous
Figure 4. Overview of the force-field validations. Upper figure (a): Standard deviation of the energy differences. Middle figure
(b): Root mean square of the gradient differences. Lower figure (c): Ratios of corresponding Hessian eigenvalues (force field
over ab initio values), at the ab initio optimized geometry (see text). In parts a and b, the errors for the constrained methods
applied on ammonia and methane are too large to fit in the scale of both plots.
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paragraph where we stated that reasonable models could only
be obtained with GCL. The explanation is that the Ammo-
nia_default model with CCU parameters is indeed reasonable
but less accurate compared to other parametrizations of
Ammonia_default (see Figure 4a and b). The energy terms
for the Ammonia_default model obtained with CGU (see
Figure 6c) reveal that the incorporation of the ab initio
Hessian of the optimized ammonia geometry in the CCU
cost function forces the energy terms of the Ammonia_de-
fault model to behave reasonably.
A more subtle result is that the first row of Figure 5a
contains virtually the same energy terms as the first row in
Figure 5b. Similarly, the first row of both parts a and b of
Figure 7 are virtually equal. This situation can be summarized
as follows: CCU, a method that does not handle parameter
correlations, yields the same energy terms as GCL, a method
that does treat parameter correlations. The reason is that none
of the parametrization methods in this paper suffer from
parameter correlation problems in case of the default models.
In the case of the Water_default or the Methane_default
model, all the uniquely defined minima of the cost functions
of CCU, CEU, CGU, GCL, and GCI even result in the same
energy terms. As already discussed above, the different cost
functions in the case of Ammonia_default have differents
but each of them uniquely definedsoptimal parameters. The
absence of parameter correlations does however not imply
reasonable energy terms. Actually, the sets of equivalent
internal coordinates in the default models are too limited for
an accurate reproduction of all the training data with
reasonable energy terms. The OH-stretch term represents a
repulsive interaction, whereas the energy terms for the HH
distance and HOH cosine are both attractive interactions.
Correct behavior is obtained only when the three energy
terms are combined. For reasons of clarity, we note that the
GCL curves in the default models are not supposed to
coincide perfectly with the quadratic energy terms in a
standard Urey-Bradley parametrization, which are fitted so
as to reproduce experimental frequencies.40-42 In the present
case, the curves are fitted not only to molecular configura-
tions near equilibrium but to higher-energy configurations
as well. In fact, when the curves in the first row of Figures
5b and 7b are quadratically expanded around the equilibrium
values, a fair correlation with the quadratic force constants
and the minima in the work of Kuchitsu and Bartell40,41 is
observed.
At this point, we have shown how the gradient curves
method is able to reconcile the accuracy and the physical
interpretation of a force-field model. However, one could
wonder how the energy terms, as shown in Figures 5b, 6b,
and 7b, evolve when the force-field model is extended with
even more additional sets of equivalent internal coordinates
(higher-order products, cubic terms, etc.). In the HDMR
approach,25 orthogonality criteria are introduced to assert that
the addition of higher-order terms does not have any
Figure 5. Energy terms Ek for the three different water models, generated (a) by CCU, a conventional parametrization method,
and (b) by GCL, the gradient curves method with the least-norm correction. The values of the internal coordinates at the ab
initio equilibrium geometry are marked by vertical lines.
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influence on the lower-order terms in the model. The gradient
curves method never relies on such orthogonality criteria;
for example, this is the reason why the energy terms for the
bond length of the three models in Figure 5b are different.
There is no “theoretical guarantee” that modifications will
not occur when the water model is extended with even more
sets of equivalent internal coordinates. Additional energy
terms make the continuity criterion extremely degenerate,
and in such cases, the least-norm criterion might become an
overly naive representation of our physical intuition. Figure
8 demonstrates the behavior of the energy terms for a series
of additional extended water models. Similar plots for
ammonia and methane are included in the third section of
the Supporting Information. Except for the highest-order
terms in the two most extended models for the water
molecule, the modifications in the energy terms seem to
converge once the model is extended enough to show a
physically intuitive behavior. The inclusion of second-order
derivatives of the ab initio energy in the training data and
more sophisticated criteria for our physical intuition are
viable candidates to cure the situation for the two most
extended water models and are the subject of our current
active research. Nevertheless, one should realize that also
these additional measures would suffer from the same defects
for the very hypothetical case of even more extended models.
5. Conclusions
This work shows how the gradient curves method can
surmount several difficulties that are associated with the
development of force fields using least-squares parametriza-
tion. Technically, the new method is a two-step procedure:
in the first step, continuity criteria and subordinate least-
norm criteria are imposed to transform the multidimensional
training data into a series of separate one-dimensional data
sets, each associated with an energy term of the proposed
force field. In this work, the training data are the gradients
of the ab initio energy for different molecular geometries.
Figure 6. Energy terms Ek for the three different ammonia models, generated (a) by CCU, a conventional parametrization
method, (b) by GCL, the gradient curves method with the least-norm correction, and (c) by CGU, a conventional parametrization
method that only uses ab initio gradient training data. For part c, only the default model is shown. The values of the internal
coordinates at the ab initio equilibrium geometry are marked by vertical lines.
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During the second step, the derivative of each energy term
in the force field is fitted to the corresponding transformed
data set.
The gradient curves method has several advantages. Only
the internal coordinates have to be defined in advance, instead
of a complete analytical ansatz of the force-field model. The
Figure 7. Energy terms Ek for the three different methane models, generated (a) by CCU, a conventional parametrization
method, and (b) by GCL, the gradient curves method with the least-norm correction. The values of the internal coordinates at
the ab initio equilibrium geometry are marked by vertical lines.
Figure 8. Overview of the energy terms for additional extended water models parametrized with GCL.
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problem of parameter correlations that troubles the conven-
tional force-field development is tackled during the trans-
formation from the multidimensional training data to separate
one-dimensional data sets. The continuity and least-norm
criteria that are imposed do not only guarantee that the
transformed data sets are unique but they also facilitate the
physical interpretation of the energy terms fitted to these data
sets. In fact, the least-norm criteria express the argument that
a plausible force-field model should not contain large
derivatives in the energy terms to acquire a marginal increase
of accuracy. This prescription fixes all the parameter
correlations that originate from the redundancy of the internal
coordinates in the force-field model. Once the first step is
completed, suitable analytical expressions for the energy
terms can be easily proposed after analysis of the transformed
data sets and taking into account the expected asymptotic
behavior of these energy terms. Because the ability of
interpreting the individual force-field terms is known to be
a prerequisite for transferable force fields,2,11 we expect this
method to be very helpful when developing accurate and
robust force-field models for larger systems.
The current research mainly focuses on an extended
variation of the gradient curves method which is also capable
of efficiently deriving the nonbonding interactions from ab
initio training data. The primary application on a large system
will be the construction of an accurate all-atom zeolite-guest
force field. Other active areas include the extension of the
gradient curves method to include the ab initio energy and
Hessian in the training data, and a more sophisticated
formalism for the intuitive character of the energy terms that
will eventually supersede the least-norm criterion. We also
expect a generalization of the gradient curves method
(beyond the scope of force fields) to be useful whenever
data parametrization is complicated by parameter correlations
and the absence of theoretically supported analytical
models.
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An extensive benchmark of the Electronegativity Equalization Method (EEM) and the Split Charge 
Equilibration (SQE) model on a very diverse set of organic molecules is presented. These models 
efficiently compute atomic partial charges, and are used in the development of polarizable force 
fields. The predicted partial charges depend on empirical parameters are calibrated to reproduce 
results from quantum mechanical calculations. Recently, SQE is presented as an extension of the 
EEM  to  obtain  the  correct  size-dependence  of  the  molecular  polarizability.  In  this  work,  12 
parameterization protocols are applied to each model and the optimal parameters are benchmarked 
systematically.  The  training  data  for  the  empirical  parameters  comprises  MP2/Aug-CC-pVDZ 
calculations on 500 organic molecules containing the elements H, C, N, O, F, S, Cl and Br. These 
molecules have been selected by an ingenious and autonomous protocol from an initial set of almost 
500000  small  organic  molecules.  It  is  clear  that  the  SQE model  outperforms  the  EEM in  all 
benchmark  assessments.  When  using  Hirshfeld-I  charges  for  the  calibration,  the  SQE  model 
optimally  reproduces  the  molecular  electrostatic  potential  from  the  ab  initio  calculations. 
Applications on chain molecules, i.e. alkanes, alkenes and alpha alanine helices, confirm that the 
EEM gives  rise  to  a divergent  behavior  for the polarizability,  while  the SQE model  shows the 
correct trends. We conclude that the SQE model is an essential component of a polarizable force 




Molecular simulation is a very powerful toolbox in modern molecular modeling, and enables us to 
follow and understand structure  and dynamics  with  extreme detail   literally  on  scales  where 
motion of individual atoms can be tracked. The applications of computational chemistry are steadily 
growing towards larger molecular systems, reaching dimensions of several orders of the nanoscale. 
This evolution is not only due to steady advances in computer power, but also due to the continuous 
development of numerical and theoretical algorithms. Biomolecules are typical examples of systems 
containing a massive number of atoms (>10000). Molecular modeling of new materials is a second 
class of applications with vast system sizes.1,2 The study of such large systems is only feasible with 
classical molecular mechanics using force fields (FF). These are analytical functions of the energy 
in terms of the atomic coordinates and depend on a set of parameters which are invariant during the 
course  of  the  simulations.  Particularly  the  non-bonding  part  of  the  force  field  is  difficult  to 
determine. Electrostatic fields dominate the long-range interactions between atoms, and hence play 
a crucial role in many biological processes such as protein folding, ligand docking, transport of ions 
across membranes, and so on.3
a) Corresponding author. E-mail: Veronique.VanSpeybroeck@UGent.be
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The calculation of electrostatic interaction energies is often determined by “fixed” (invariant) atom-
centered monopoles. The invariant nature of this representation prevents the response to an external 
electrostatic  field,  that  is  electronic  polarization.4 Polarization  effects  are  known  to  yield  an 
additional attractive intermolecular force. The error in the intermolecular interactions due to the 
absence  of  polarization  effects  can  be  compensated  with  an  overestimate  of  the  dispersion 
interaction  and  atomic  partial  charges,  which  must  be  fitted  to  experimental  data.  This 
compensation of errors is one of the reasons why non-bonding parameters for non-polarizable force 
fields obtained from high-level ab initio calculations on dimers in the gas phase are not simply 
transferable to condensed phase systems.5-7 An explicit treatment of polarizability is indispensable 
for the transferability of force field parameters from the ab initio gas-phase reference data to large-
scale biochemical simulations. The importance of this research field was highlighted in a special 
issue of the Journal of Chemical Theory and Computation in 2007,8 discussing the current status of 
polarizable force fields.9,10
The  oldest  models  to  describe  molecular  polarization  treat  atoms  as  inducible  dipoles.11,12 The 
theoretical foundations to model interatomic charge transfer were first established by Mortier  et 
al.,13-16who developed the Electronegativity Equalization Method (EEM) to predict the molecular 
charge  distribution  efficiently.  The  low  computational  cost  of  the  EEM  was  the  onset  for  the 
inclusion in molecular mechanics models to obtain a more accurate prediction of the electrostatic 
interactions.17,18 In  the  late  nineties,  both  concepts  of  inducible  atomic  dipoles  and  interatomic 
charge transfer were combined to model the linear response properties of small molecules.5,19 A 
myriad of variations on the original EEM have been proposed during the past two decades under 
different names, including Charge Equilibration (QEq)17, Chemical Potential Equalization (CPE or 
µEq)20, Fluctuating Charges (FQ)5,21. Polarization energy terms in popular biochemical force fields 
such as CHARMM22-24, AMBER25,26 and OPLS27,28 are currently under active development.
Although  excellent  parametrizations  have  been  proposed  in  literature5,19,23,24,26,28-40,  the 
transferability towards larger systems is limited. Chelli et al.41-43 have shown that several models 
based  on  the  EEM  predict  an  incorrect  dependence  of  the  polarizability  as  a  function  of  the 
molecular size, i.e. an exaggerated overestimation of the polarizability for large molecules. Ab initio 
calculations and experimental results for n-alkanes show that the molecular polarizability should 
increase linearly with molecular size, while EEM predicts a cubic dependence.44 An ad hoc remedy 
is the implementation of the EEM using the Constrained Charge Approximation (CCA)45,  which 
consists  of a  partitioning of the molecule into multiple  subsystems (ensembles of atoms of the 
molecule) where net charge is constrained to a fixed value and charge transfer among subsystems is 
not allowed. In reference  43 Chelli et al. show that the CCA method can solve the polarizability 
catastrophe only in some cases. For aldehyde, nitro- and carboxylic acid series the problem remains 
unsolved.
Another solution to the polarizability problem is the Atom-Atom Charge Transfer (AACT) model 
proposed by Chelli et al.41 The total energy in the AACT model is a second order expansion in terms 
of charges transfered between atoms. The total net charge of an atom is the sum of the charges 
transfered to that atom. Direct interatomic charge transfer can be limited to atom pairs that are 
covalently bonded, but also other atom pairs may be included. However, it is mandatory that charge 
transfer between very distant atoms is only possible as a superposition of local charge transfers. 
Recently  Nistor  and  co-workers  have  introduced  the  Split  Charge  Equilibration  (SQE),  a 
generalization  of  the  charge  equilibration  method  for  non-metallic  materials.46 The  term "split 
charge" is a synonym for "atom atom charge transfer". The SQE model essentially combines the 
EEM and AACT model into one consistent scheme. As a consequence, the SQE model can describe 
polarization effects both in the metallic limit (EEM) and the dielectric limit (AACT). Warren and 
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coworkers  have  recently  discussed  the  origin  and  control  of  the  superlinear  scaling  of  the 
polarizability in the EEM, and also benchmark all solutions in the literature on an abstract chain 
molecule.44
In this study parameters are estimated for the original EEM and the SQE model, which are 
applicable to a wide range of molecules. Twelve parameter calibration protocols are tested on each 
model and the performance of the optimal parameters is compared systematically.
The training data consists of MP2/Aug-CC-pVDZ calculations on a set of 500 organic molecules 
comprising the following elements: H, C, N, O, F, S, Cl and Br. The selection of the 500 molecules 
in  the  training  set  is  carried  out  with  an  ingenious  autonomous  algorithm  that  constructs  a 
representative subset of 431980 small  molecules taken from the PubChem database.47 Ab initio 
reference data is not only computed for the electronic ground states, but we also take into account 
the perturbation by point charges randomly positioned in the vicinity of the molecule. The latter is 
essential  to  obtain  parameters  that  properly  describe  the  linear  response  to  an  electrostatic 
perturbation.5
Reference  values  for  the  atomic  partial  charges  are  required  for  the  parameterization.  We 
benchmarked  three  population  schemes:  Mulliken  charges48,  Natural  charges49 and  Hirshfeld-I 
charges50.  ESP (Electrostatic  Potential)  fitted charges are not included in this  work due to their 
inherent  statistical  inaccuracy.51 Several  performance measures are used to compare the optimal 
parameters  from different  calibrations.  Both the  equilibrium partial  charges  and the changes  in 
atomic charges due to a perturbation are compared with the ab initio data. We have also evaluated 
the ab initio equilibrium electrostatic potential and the changes in the potential due to a perturbation 
on a molecular grid, to assess the performance of each model when used for the computation of 
electrostatic  interactions.  Finally  the  change  in  ab  initio  energy  due  to  a  perturbation  is  also 
compared with the value predicted by the empirical models.
The  major  limitation  of  the  charge  transfer  models  in  this  work  is  their  inability  to  describe 
polarization orthogonal to a chemical bond or polarization orthogonal to a planar molecule. One can 
introduce an inducible point dipole on each atom to surmount this limitation.5,19 An extension of the 
models with inducible atomic dipoles is not considered in this paper to reduce the complexity of the 
parametrization procedure.
The remainder of this paper is structured as follows. In the next section we discuss briefly 
the EEM and SQE models, followed by a detailed account on the selection of molecules for the 
training set, and the parameterization and validation protocols used in this work. The third section 
discusses the quality of the different parameterizations with a variety of benchmarks. We end the 






The original Electronegativity Equalization Method (EEM)14 is a second order expansion of the 
molecular energy in terms of partial charges:
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The  variables   are  the  atomic  partial  charges,   and   are  empirical  parameters  and   
represents the Coulomb interaction between two atoms   and   with unit  charge.  The last  term 
represents the interaction energy due to an external electrostatic field. In this work, the external field 
is  always  generated  by  a  single  point  charge,  while  atoms  are  treated  as  Gaussian  charge 
distributions. The charge density of atom i is given by
where  is the width of the distribution and  is the Cartesian coordinate of atom . In this case, 
the electrostatic interaction becomes
and
,
whe  is the position of the probe charge and  is its amplitude. Gaussian charge distributions 
offer two advantages over conventional point charges: a Gaussian distribution is a more realistic 
model of an atom than a point charge, and the finite self-interaction energy of a Gaussian charge 
distribution facilitates the derivation of empirical parameters. (vide infra)
Recently,  Nistor  and  coworkers  have  developed  the  Split  Charge  Equilibration  scheme 
(SQE), which is an extension of the EEM method with additional energy terms that lead to a correct 
size dependence of the electronic polarizability for linear alkanes.44,46 In addition to the traditional 
concept  of  partial  charges,  the  SQE method  also  introduces  so-called  split  charges,  or  charge 
transfers . They stand for the charge transferred from atom  to atom  and obey the following 
conditions:
where  is the total charge of the molecule and  is the number of atoms. In the present paper, 
direct charge transfer is only allowed between covalently bonded atoms. All other   values are 
assumed to be zero. Charge transfer between more distant atoms must be a superposition of local 
charge transfers. Direct charge transfer through a hydrogen bond is not considered, because this is 
only a minor effect. The transformation from charge transfer variables to partial charges is trivial, 
but  the inverse transformation is  not always uniquely defined.  In this  work,  the Moore-Penrose 
pseudo-inverse is used, in analogy with the work of Chen et al.52,53 The following variant of the SQE 
scheme is used:
The  sum only  considers  atoms  i  and  j  that  are  connected  by  a  covalent  bond.  The  first  term 
associates a quadratic energy term with each charge transfer variable,  where the bond hardness 
parameter   represents the resistance against charge transfer through a chemical bond. It is an 
empirical parameter that depends on the type of the bond between atoms  and , and on the types 
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of atom   and  . The second term introduces an perturbative bond-correction,  which takes into 
account the effect of the direct chemical environment on the atomic electronegativity parameter. 
This correction parameter is antisymmetric:  and is zero when atoms  and  are of 
the same type. Nistor and coworkers proposed a more general set of perturbative corrections without 
imposing symmetry conditions, both for the atomic hardness and electronegativity parameter.46 In 
this work only the antisymmetric electronegativity correction is present to reduce the number of 
empirical parameters. We expect that this correction is the most relevant: charge population schemes 
differ systematically in the way charge density between covalently bonded atoms is divided between 
the two atoms.48 In this work population charges are used as reference data and the corrective term is 
introduced to capture the specific behavior of the different population schemes.
In order to stress the importance of the bond hardness term, we will illustrate its effect with a 
schematic example. Consider a linear chain of N identical atoms subject to an electrostatic field 
parallel to the chain. Figure  1 depicts two representations of the charge distribution in this linear 
molecule: (a) the atomic charge representation where the two most distant atoms carry an opposite 
charge due to an electrostatic field and (b) the charge transfer representation of the same molecule 
with the same charge distribution. In the limit of long chains, the Coulomb interaction between the 
two end points becomes negligible and we only have to consider the remaining energy terms. The 
linear energy terms can also be omitted since all atoms in the chain are of the same type. The 
antisymmetric corrections are zero and the atomic electronegativity parameter only affects the final 
equalized electronegativity, but not the charge distribution. Only the remaining quadratic energy 
terms, that are the atomic hardness and bond hardness terms, are relevant for this example. In the 
case of the original EEM formalism, the energy required to transfer one electron between the two 
endpoints does not depend on the chain length, which corresponds to the behavior of a metal. This 
approach  is  not  suitable  to  describe  molecular  systems  that  behave  like  a  dielectric  (organic 
molecules, ceramic materials, ...), and the polarizability will be seriously overestimated in the limit 
of long chains. In the SQE formalism, one can only transfer a charge between the two end-points if 
there  is  an  equal  charge  transfer  on  each  bond.  Each bond acts  as  an  inducible  dipole,  which 
corresponds  to  the  classical  description  of  a  dielectric.  It  is  therefore  expected  that  the  SQE 
formalism will give a more reasonable picture of the polarizability, also for systems that mainly 
contain covalent bonds.
The hardness kernel, , is an important concept in both models.19 In this context the hardness 




FIG. 1.  A comparison of the schematic representation of a polarized molecule in terms atomic partial charges and in 
terms of charge transfer between bonded atoms.
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A set of empirical parameters is unphysical when it leads to negative eigenvalues in the hardness 
kernel for a certain molecule. When such a molecule can exchange electrons with a soft charge bath, 
the energy minimum is not bound. This issue must be taken into account in the parametrization 
procedure and will be discussed in detail below. A second important quantity is the polarizability 
tensor, . It describes the linear relation between a uniform external electrostatic field, , and the 
induced molecular dipole moment, :
.
An expression for the polarizability tensor can be derived from the hardness kernel. A detailed 
derivation is given in the work of York et al.19 

The empirical parameters in the EEM and SQE models are associated with atoms (  and  ) or 
bonds (  and  ). We assign different parameters to each atom type or bond type. For large 
scale applications, it is crucial that atom types and bond types can be identified without a significant 
computational cost. In this work we propose two categories of atom and bond types.
The first approach to assign atom types is trivial: each element in the periodic system is considered 
as an atom type, disregarding the electronic behavior of the atom in its molecular environment. Each 
bond type is identified by the atom types of the two bonded atoms. We will refer to this scheme in 
the remainder of the text as "trivial atom types". There are in total 8 trivial atom types (H, C, N, O, 
F, S, Cl and Br) and 19 trivial bond types, listed in part I of the Supporting Information. Only the 
most relevant bond types, i.e.  not all  the theoretically possible combinations of atom types,  are 
considered. The actual selection of bond types is determined by the molecules in the training set. 
(vide  infra)  This  simple  approach has  an  obvious  disadvantage.  It  fails  to  distinguish  between 
bonds,  -bonds or  conjugated  systems,  while  the  nature  of  bonds has  a  large impact  on  the 
molecular polarizability. For example, charge can displaced more easily in systems with delocalized 
orbitals.41
Ideally one should first compute the bond order of each covalent bond to assign proper bond 
types. This becomes a computationally demanding task for large molecular systems (>10000 atoms), 
which is in contrast to the final purpose of our work: the development of fast polarizable force field 
models. Therefore we propose a second scheme to assign atomic types and that can be regarded as a 
compromise between efficiency and accuracy. Each atom type consists of the atom symbol and its 
valence, that is the number of covalent bonds with neighboring atoms. Each bond type is again 
identified by the two atom types it connects. This approach will be referred to as "force-field atom 
types". There are 15 force-field atom types (H, C4, C3, C2, N4, N3, N2, N1, O2, O1, F, S2, S1, Cl, 
Br) and 56 force-field bond types, see part I of the supporting information. An sp3 carbon has atom 
type 'C4' and a sigma bond between two sp3 carbons is labeled with 'C4-C4'. Although this method 
will not always make a proper distinction between all hybridization and oxidation states, it works 
well  for  neutral  carbon atoms and should therefore be a  good compromise to  describe  organic 
molecules.

In order to calibrate all the empirical parameters, one needs a training data set of molecules for 
which the atomic partial charges are known from first principles following some properly selected 
population schemes. The selection of molecules depends on the type of modeling applications. For 
6/31
E+ &	I
this work, we focus on a broad range of organic molecules to make a thorough comparison of the 
feasibility  and performance of  both the  EEM and SQE model  in  biochemical  applications.  An 
overview of the entire parameterization and validation flow chart is given in figure 2.
Our first  objective is  the inception of  an  algorithm that  generates  a  training set  of  500 
random molecules that  are  representative for a  broad range of organic systems.  This  algorithm 
should be automatic, efficient, transparent, unbiased and should eventually take into account some 
specific constraints. We first download from the PubChem47 database all molecules with no more 
than 12 non-hydrogen atoms and at least one hydrogen and one carbon atom. This selection leads to 
a  data set  of 1329823 unique molecular  graphs  stored in an SQLite54 database.  Histograms are 
constructed displaying the occurrence of each force-field atom and bond type. We then reduce the 
database by selecting only those molecules containing the 15 most prevalent force-field atom types 
and the 56 most prevalent force-field bond types (listed in part I of the Supporting Information). A 
further reduction is achieved by keeping only molecules that fulfill the following conditions: 
(i)  at  least three non-hydrogen atoms, (ii)  at  least  60% of the atoms in the molecule should be 
hydrogen  or  carbon  atoms,  (iii)  no  more  than  two  halogens  (limited  to  fluorine,  chlorine  and 
bromine), (iv) no more than two sulfurs, (v) at most three nitrogens, (vi) at most four oxygens, (vii) 
the  number  of  electrons  should  be  even with  a  maximum of  80,  and  (viii)  no  more  than  one 
positively and/or negatively charged functional group. 
These constraints are a good compromise between feasibility and representability, but still lead to 
431980 molecules. It is not feasible, nor useful to perform ab initio calculations on all of them. We 
therefore developed an iterative algorithm to finally select a training set of 500 molecules from the 
large data set of 431980 molecules. 
At each iteration, a new molecule is chosen randomly from the large set and is only added to the 
training set if it fulfills the conditions discussed below. These conditions guarantee the diversity of 
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FIG. 2.  Flowchart of the complete parametrization protocol, including the generation of training data and the validation 
of the models.
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the training set and are based on the number occurrences of each force-field atom and bond type in 
the training set. The first goal is to obtain 20 occurrences of each atom and bond type. Therefore a 
new molecule is only accepted when it increases the counters of the atom and bond types that are 
below 20. Once all atom and bond types occur at least twenty times in the training set, the new 
molecule is only accepted if the Shannon entropy of the histograms with atom types and bond types 
increases. This procedure is repeated until 500 molecules have been selected. 
The  algorithm is  then  continued  applying  the  same rules  but  now a  random molecule  is  first 
removed before the new molecule is taken up. After two million iterations, this procedure results 
into  a  diverse  and  representative  training  set  of  organic  molecules,  covering  a  wide  range  of 
functional groups. Each atom and bond type will occur at least twenty times, which guarantees a 
sufficient amount of reference data for each parameter in the model.  Figure  3 depicts  the final 
histogram with atom and bond types. The list of molecules is given in part II of the Supporting 
Information.
Equilibrium geometries are determined for all 500 molecules with a cascade of geometry 
optimizations,  starting  with  a  graph-based  geometry  optimization55,56,  followed  by  a  geometry 
optimization with a force field, then by a geometry optimization at the HF/3-21G level, and fine-
tuned  with  a  geometry  optimization  at  the  MP2/CC-pVDZ level.57-59 The  quantum mechanical 
calculations were carried out with Gaussian03.60
For each geometry, multiple single point calculations were carried out at the MP2/Aug-CC-pVDZ 
level.  The  first  calculation  is  performed  on  the  reference  state,  which  is  sometimes  an  ion, 
depending on  the  functional  groups  present  in  the  molecule.  For  example,  when the  molecule 
contains  a  reduced carboxyl  group, the total  charge of  the reference state  is  -1 e.  Afterwards a 
computation is carried out with one additional electron and with one electron less, which allows us 
to compute the Mulliken electronegativity and hardness. Finally, additional single point calculations 
are performed with distinct external electrostatic fields to probe the linear response function. For a 
given molecule with N atoms, N+1 perturbations are considered, each time generated by a point 
charge placed randomly at two times the Van Der Waals distance of the closest atom. The probe 
charge is limited to +0.5 e or -0.5 e,  to reduce hyperpolarization effects. Calculations with very 
similar positions of the probe charges were avoided, by selecting the probe coordinates from a larger 
set with the Kennard-Stone algorithm.61
For each single point calculation, several population schemes were used to obtain atomic 
partial charges: Mulliken charges48, Natural charges49 and Hirshfeld-I charges50. We do not rely on 
charges that are fitted to reproduce the electrostatic potential  around the molecule because they 
generally suffer from statistical inaccuracies.51 This does not mean that the electrostatic potential 
around the molecule is an irrelevant quantity. For the development of a force-field model, one is in 
principle only interested in the reproduction of the electrostatic potential generated by the ab initio 
density. Only the latter will lead to correct electrostatic interactions. We evaluated, for each single 
point  calculation,  the  ab  initio  electrostatic  potential  on  a  molecular  grid  to  benchmark  the 
performance of each parameterization. A two-dimensional schematic picture of the grid is given in 
figure 4. It is constructed as follows. First, 30 concentric spheres are placed around each atom. The 
minimum sphere radius is 1.5 times the radius of the noble gas core of the corresponding atom, the 
maximum radius is 30 times the cusp radius. The radii of intermediate spheres are equidistant on a 
logarithmic scale. On each sphere, we used randomly rotated 50-point Lebedev-Laikov grids.62 (The 
random rotation avoids arbitrary preferred directions.)  For this  study,  we only retained the grid 




FIG. 3.  Histogram of the force-field atom and bond types in the training set with 500 molecules. Bars corresponding to 
atom and bond types are in dark and light gray, respectively.
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The empirical parameters in the EEM and SQE models must be calibrated to reproduce the training 
data. In practice, one defines an objective function or cost function that expresses the overall error 
between the charges from the empirical model and the ab initio training data for a given set of 
parameters.  Consequently,  a  multidimensional  minimization  algorithm  is  applied  to  find  the 
parameters that minimize the objective function. In this work, a conjugate gradient algorithm was 
used, with analytically computed gradients. Two types of cost functions have been examined. The 
first one is often used in foregoing studies:34-36,46
The first sum runs over all molecules in the training set and the second sum runs over each atom in 
molecule m. The constant  stands for a population charge of atom i in molecule m, as derived 
from the ab initio calculation on the reference state of molecule m. (This does not include charges 
from ab initio calculations with an external electrostatic field.)  Similarly  ,  stands for the 
charge  of  the  corresponding  atom  in  an  empirical  model.  The  factor   is  a  constant  that 
determines the contribution of atom  in molecule m to the total cost. This is a generic description 
of  the  cost  function  and  there  are  in  practice  12  distinct  ways  to  use  it:  each  combination  of 
population scheme (Mulliken, Natural or Hirshfeld-I), empirical model (EEM or SQE) and choice 
of atom and bond types (trivial or force-field) leads to a different parametrization.
There are several approaches to the weight constants in the cost function. When all weights   are 
set to one, each atomic charge has an equal contribution to the cost function. Although this seems to 
be a democratic choice, the empirical parameters that minimize the cost function will be ill-defined. 
There are much more atoms with force-field type C4 compared to N4. In case of equal weights, the 
cost function will become relatively insensitive to errors in the charges of N4 atoms. We tested 
weights that are inversely proportional to the prevalence of the corresponding atom types, but this 
always leads to models that perform poor on the most prevalent atom types. Therefore we decided to 
use a compromise and set each weight to the inverse of the square root of the prevalence of the 
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FIG.  4.   Schematic  representation  of  the  grid  points  for  a  diatomic  molecule  used  for  the  electrostatic  potential 
benchmark. Grid points are constructed atom-centered spheres using Lebedev-Laikov grids.66 Each spherical grid is 
rotated randomly to avoid arbitrary preferred directions in the benchmark. Grid points in the region where the density is 
larger than 10-5 atomic units, are excluded.
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corresponding atom type. This is the geometric mean of the two possibilities. An arithmetic mean 
would be of little use since most weights would then approximate 0.5.
The second cost function also includes data from the ab initio calculations with an external 
electrostatic field. It is a linear combination of the static cost function and a new term:
The first sum runs over all molecules in the training set, the second runs over each calculation on 
molecule  m with  a  different  external  electrostatic  field,  and  the  third  runs  over  each  atom in 
molecule m. The constant   stands for the difference in the population charge of atom i in 
molecule m between the reference and the perturbed state.  is the same quantity predicted 
by the empirical model.  Note that the response cost function measures the quality of the linear 
electrostatic response properties of a molecule in an empirical model. This part of the total cost 
function is only determined by parameters in the second order terms of the EEM or SQE model. 
The positive coefficient  determines the relative importance of the static and the response part of 
the cost function. We propose to following procedure to determine this auxiliary parameter. At first 
instance  is set to zero and we only optimize the parameters associated with second order terms. 
Consequently we perform an optimization of all parameters with the full cost function, with a non-
zero value for lambda. The latter is tuned in such a way that the contribution of the response cost 
only increases by one percent, compared to the case where   is zero. This approach has several 
advantages: (i)   is obtained in a reproducible way, (ii) all the parameters calibrated with global 
final optimization instead of a piecewise optimization and (iii) the linear response cost is still very 
close to its minimum while the second order parameters are still allowed to vary. In analogy to the 
static cost function,  we apply this full  cost function in twelve different ways by considering all 
combinations of population schemes, atom types and empirical models.
If the parameters are optimized with the foregoing cost functions, there is no guarantee that 
the hardness kernel of the EEM or SQE model is positive definite for all molecules in the training 
set and all other molecules on which these models will applied. It is simply impossible to test the 
eigenvalues of all possible molecules and we must put forward general rules to avoid unphysical 
parameters.  We experienced  that  it  was  not  sufficient  to  test  only  the  hardness  kernels  of  the 
molecules in the training set. Test applications on proteins (> 6000 atoms) revealed in some cases an 
unbound minimum of the total energy.
One can define generic constraints for the parameters in the second order terms that guarentee a 
positive definite hardness kernel in all cases. We will first define constraints for the EEM case, and 
then extend them for the SQE model. Because the self-interaction energy of any charge distribution 
is always positive, we require that the diagonal elements of the hardness kernel are at least equal to 
the self-interaction of the corresponding Gaussian charge distributions:
When the hardness parameters, , are equal to their lower limits, the second order term of the EEM 
model  expresses  the  electrostatic  self  energy  of  the  sum  of  gaussian  charge  distributions 
representing the atoms. Higher values for the parameters   only make the hardness kernel more 
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positive  definite.  In  the  SQE model,  the  same condition  is  applied  to  all  the  atomic  hardness 
parameters, and additionally all bond hardness parameters have to be positive. The latter guarantees 
that the quadratic bond hardness term is also positive definite. The constraints were imposed with a 
standard technique in the field of convex programming.64 We added a logarithmic penalty term to 
the cost function for each constrained parameter  with minimum value :
.
The logarithmic term imposes the lower bound for   and the linear term prevents constrained 
parameters from drifting to infinity during the optimization. First an optimization with a relatively 
high  value is carried out. This is followed by several iterations in which the strength  is divided 
by two and the parameters are optimized again. The latter is repeated until the contribution from the 
logarithmic penalties to the total cost function becomes negligible.
A proper choice for the atomic radii must take into account several different considerations. 
In principle, these radii should correspond to realistic data such as covalent radii or Van Der Waals 
radii.  However,  when  the  radii  are  very  small,  the  minimum  value  for  the  atomic  hardness 
parameters becomes too high and it is impossible to find reasonable empirical parameters. When the 
atomic radii become too large, the Coulomb interaction between nearby atoms is underestimated 
which leads to a poor performance of the empirical model. Ideally these radii are also considered as 
free parameters during the optimization procedure, but for this work we prefer to use fixed values 
that  lead  to  a  reasonable  compromise  between  all  the  considerations  discussed  above.  Recent 
covalent radii based on XRD data63 are used as a starting point. For the hydrogen atom, three times 
the covalent bond radius was used, while the other covalent radii are multiplied by 1.5.
After each optimization, the Hessian of the cost function is computed in terms of all the 
empirical parameters, based on finite differentiation of analytically computed gradients. This matrix 
would be proportional to the covariance matrix of the parameters if each population charge had a 
statistical  error  inverse proportional  to  the  square  root  of  the corresponding weight  in  the cost 
function. Unfortunately, there is no measurement error in our reference data and we can not compute 
a true covariance matrix. The condition number of the Hessian is a measure for the stability of the 
parameters. Relatively low eigenmodes of the Hessian represent directions in the parameter hyper 
space along which the cost function is almost constant. The exact position of the optimal parameters 
along these directions is ill-defined. A high condition number reveals the presence of relatively low 
eigenvalues. Very small negative eigenvalues correspond to nearly zero eigenvalues plus an error 
due to the finite differences used to compute the Hessian. In such cases, the actual condition number 
is nearly singular.
Finally, we propose an alternative solution to fix the reference value for the electronegativity 
parameters. Usually, this is solved by arbitrarily fixing the electronegativity parameter of hydrogen 
(or any other atom type) to zero.34-36 Nevertheless, we prefer to follow a different approach that 
introduces a physical absolute reference value for the atomic electronegativity parameters.
For the evaluation of the static cost function, we don't apply a strict charge constraint, but introduce 
an extended Lagrange multiplier instead:
The physical interpretation is that we allow the molecule to exchange charge with a surrounding 
bath with electronegativity  and hardness . For each molecule, the electronegativity of the 
charge bath is set to the Mulliken electronegativity derived from the ab initio calculations. The 
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empirical parameters must lead to the correct molecular electronegativity, otherwise the molecule 
exchanges charge with the bath. The static cost function will penalize an incorrect total charge, and 
hence reasonable absolute values of the electronegativity parameters are enforced.
The  hardness  parameter  of  the  bath  controls  the  relative  importance  of  this  effect  during  the 
optimization procedure. In the limit of the bath hardness towards infinity, the extended Lagrange 
multiplier behaves like a conventional constraint, which results in a poor estimate of the absolute 
value  of  the  atomic  electronegativity  parameters.  When  the  bath  hardness  is  set  to  zero,  the 
empirical  parameters  will  be  biased  to  reproduce  the  Mulliken  electronegativities  of  the  500 
molecules in the training set at the cost of a good reproduction of atomic partial charges. As a 
compromise, the hardness of the bath term was set to 5 V e-1.

We benchmarked the performance of 24 parametrizations by comparing different aspects of the 
empirical models with the original ab initio data. Each parameterization has a unique label as given 
in table I, which will be used for further reference. The benchmarks are performed on all molecules 
in the training set, and also on two test sets. The first test set contains all naturally occurring amino 
acids and the five nucleobases. The second test set consists of linear alkanes (up to eight carbon 
atoms) and linear conjugated alkenes (up to ten carbon atoms). Ab initio calculations for all the 
molecules in the test sets were carried out with the same protocol that was used for the training set.
We compared  the  reproduction  of  atomic  partial  charges,  the  electrostatic  potential  around the 
molecule and the change in partial charges, electrostatic potential and molecular energy due to the 
presence of an external  electrostatic  field.  We also tested how well  the charges from the three 
population schemes could reproduce the full ab initio electrostatic potential.
The performance of a model in the reproduction of property   is evaluated with the following 
standard performance measures:
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TABLE I.  The 24 acronyms that uniquely identify each parameterization in this work. Each acronynom consist of four 
capitals. The first one refers to the charge population scheme. The second stands for the empirical model. The third 
character is used for the atom type. The fourth one refers to the cost function.
Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static METS NETS HETS
EEM Trivial Full METF NETF HETF
EEM Force Field Static MEFS NEFS HEFS
EEM Force Field Full MEFF NEFF HEFF
SQE Trivial Static MSTS NSTS HSTS
SQE Trivial Full MSTF NSTF HSTF
SQE Force Field Static MSFS NSFS HSFS
SQE Force Field Full MSFF NSFF HSFF
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In these expressions, the first sum always runs over the molecules in the training or test set, while 
the second sum iterates over all indexes specific to property   in molecule  . Table  II lists all 
properties that were benchmarked and also specifies the index used in the second summation of the 
performance measures.
In  addition  to  the  performance  measures  discussed  above,  we  also  conducted  a  cross 
validation test on one of the parameterizations. 100 representative subsets of the training set were 
constructed, each containing 400 molecules. Each subset is constrained to be representative, and 
comprises at least 16 occurrences of each atom or bond type. Parameters are estimated based on 
each subset and the performance measures are computed each time on the 100 remaining molecules. 
Finally the averages of each performance measure is computed over the 100 cross-validation runs. 
These cross-validation averages estimate the performance of the parameters on similar molecules 
that are not included in the training set.
 
This entire benchmark study extensively relies on QFit, a computer program that has been especially 
developed  for  this  work.  QFit  can  easily  handle  all  kinds  of  parameterization  protocols  and 
tremendously facilitates the comparison of different empirical models. The EEM and SQE forms are 
only  two  specific  cases  of  the  vast  amount  of  possible  models,46 and  all  these  variations  are 
supported  by  QFit.  The  program  is  written  in  Python65,66,  and  uses  NumPy67 for  efficient 
computations  and  Matplotlib68 for  the  visualization  of  the  output.  QFit  also  makes  use  of  the 
MolMod library, a component of ZEOBUILDER.69,70 The MolMod library provides data structures 
and  algorithms  to  work  with  molecular  graphs  and  geometries,  to  post-process  Gaussian60 
calculations, to assign atom types, to construct initial geometries, to optimize empirical parameters, 
and so on. The software design of QFit is based on the object oriented formalism to guarantee the 
extensibility of the program. An extension for the parameterization of inducible atomic dipoles is 
foreseen in the near future. QFit is not available yet, but will be released jointly with MMFit, a 
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TABLE II.  Overview of the performance measures used. The first column is a label for each performance, used for later 
reference. The second column is the specific property considered. The third column lists the corresponding summation 
index(es) used in the RMSD expressions.
Property Summation index(es)
PA Atomic partial charges in absence of an external electrostatic 
field
i: the atoms of molecule m
PB The change in atomic partial charges due to the external 
electrostatic field
p: the perturbed states, and
i: the atoms of molecule m
PC Electrostatic potential in absence of an external electrostatic 
field
g: the grid points of molecule m
PD The change in the electrostatic potential generated by the 
molecule due to the external electrostatic field
p: the perturbed states, and
g: the grid points of molecule m
PE The change in molecular energy due the external electrostatic 
field
p: the perturbed states
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computer  program  that  implements  the  Gradient  Curves  Method.71 The  purpose  of  these  two 
programs is the derivation of a complete force-field model from ab initio training data.
The  computation  of  Hirshfeld-I  charges  and  the  construction  of  the  molecular  ESP  grids  is 
performed with HiPart, a computer program also developed in the context of this study. The source 
code of HiPart will be released in the near future. Just like QFit, HiPart is also written in Python65 




In total 24 parameterizations (summarized in Table I) have been carried out and submitted to an in-
depth  investigation.  For  clarity  each  set  of  parameters  is  listed  in  part  III  of  the  Supporting 
Information. Before we discuss the benefits and the drawbacks of each case,  it  is interesting to 
discuss the robustness of the parameters in terms of the condition number of the Hessian of the cost 
function. A higher condition number is an indicator for less robust parameters, i.e. parameters that 
are more sensitive to irrelevant details in the training data. Table III lists the condition number of the 
Hessian and the number of parameters for each of the 24 parametrizations. When the condition 
number is nearly singular, the number of zero eigenvalues is given between parenthesis instead of 
the condition number.
There are two factors that have a major impact on the condition number: the number of parameters 
and the type of cost function. A higher number of parameters always implies an increased condition 
number (for the same training data and the same type of cost function). This corresponds to the 
intuitive observation that a higher number of parameters reduces the statistical  accuracy on the 
parameters.  The  condition  number  also  correlates  with  the  cost  function  used  to  calibrate  the 
parameters. In all cases, the full cost function yields a lower condition number, and hence more 
robust parameters, than the static cost function. This means that there is extra information contained 
in the linear response term of the full cost function that is not present in the static term.
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TABLE III. Overview of the eight models and the stability of the corresponding parameters. The number of empirical 
parameters depends only on the model and the atom types, not on the cost function. Optimizations with the static cost 
function often leads to negative eigenvalues in the Hessian of the cost function. The number of negative eigenvalues is 
given between brackets. The optimizations with the full cost function always results in positive definite Hessians.





EEM Trivial Static 16 (1) (3) (3)
EEM Trivial Full 16 1.19E+3 8.09E+2 3.86E+2
EEM Force Field Static 30 (1) (1) (1)
EEM Force Field Full 30 1.88E+3 5.15E+3 2.01E+4
SQE Trivial Static 50 2.20E+5 (3) (5)
SQE Trivial Full 50 3.15E+4 7.13E+3 3.62E+4
SQE Force Field Static 135 1.44E+7 8.05E+6 (4)
SQE Force Field Full 135 1.10E+5 2.09E+5 9.17E+4
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In principle, absolute values of the condition number have no straightforward interpretation. At first 
sight all the condition numbers in Table  III are relatively high and it is therefore not possible to 
interpret individual parameters. However, even a parametrization with a high condition number still 
has predictive power when applied in practical applications. This will be demonstrated with the 
cross-validation test below.
!
All the results in this section are based on the 500 molecules in the training set. Before we discuss 
the performance of each model, it is instructive to test how well the three population schemes can 
reproduce  the  electrostatic  potential  generated  by  the  full  wave  function.  In  table  IV both 
performance measures PC and PD are computed, using population charges as input instead of charges 
generated  by  an  empirical  model.  The  results  for  PC show that  the  Hirshfeld-I  scheme  yields 
population charges that reproduce the electrostatic potential with the smallest RMSD error. Natural 
charges yield a double error, while Mulliken charges show an RMSD error that is about five times 
as large. This result is in agreement with previous work of Van Damme et al.72 The changes in the 
electrostatic  potential  generated  by  the  wave  function  due  to  an  external  perturbation  (PD)  is 
predicted with nearly the same accuracy by all three population schemes, although Hirshfeld-I is 
again  the  most  reliable  of  the  three  schemes.  This  corresponds to  the  general  observation  that 
changes in partial charges are less dependent on a particular population scheme.73
The aim of this work is to contribute to the development of reliable polarizable force fields. One can 
only  compute  correct  intermolecular  interactions  with  a  force-field  model  when  the  molecular 
electrostatic potential is reproduced. It is therefore appealing to rely on the Hirshfeld-I scheme to 
perform the parametrization. Hirshfeld-I has the additional advantage that it is easily extended to 
compute a complete multipole expansion of the charge density of each atom. In this work we only 
use atomic monopoles. One could argue that charges fitted to reproduce the electrostatic potential 
easily outperform Hirshfeld-I in this comparison. This is correct, but ESP-fitted partial charges are 
statistically ill-defined.51 This would imply a noise on our training data, which would be reflected by 
noise on the empirical parameters.
Table  V gives  an  overview  of  performance  measure  PA,  which  corresponds  to  the 
reproduction of atomic partial charges by the empirical models. The general trend in table V is that 
Mulliken charges are harder to reproduce with any of the empirical models, compared to natural and 
Hirshfeld-I  charges.  The Mulliken population scheme has  known unphysical  artifacts  such as  a 
strong basis set dependence.49 It is not surprising that the empirical models can not reproduce all 
these effects.  Natural  charges  are  reproduced slightly  more  accurately than Hirshfeld-I  charges, 
although the difference is marginal. The static cost function results in parameters that are superior in 
the reproduction of the charges in absence of an external field, because the static cost function is 
very similar to performance measure PA, while the full cost function also imposes other goodness-
of-fit  criteria.  It  is remarkable that this  effect is  much less pronounced in the case of the SQE 
model.  The SQE model  is  designed to  describe  both  linear  response  effects  (polarization)  and 
equilibrium charges  at  the  same time.  In  the  case  of  EEM, imposing  a  proper  linear  response 
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TABLE IV.  Performance in the reproduction of the electrostatic potential of the three population schemes.
RMSD [kJ/mol] Mulliken Natural Hirshfeld-I
PC 23.3 9.4 4.8
PD 2.6 2.7 2.2
D9+ &	I
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TABLE V.  Performance measure PA: the reproduction of atomic partial charges in absence of an electrostatic field.
RMSD [e] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static   
EEM Trivial Full  	 	
EEM Force Field Static 	
  
EEM Force Field Full 	  
SQE Trivial Static 	  
SQE Trivial Full 	  
SQE Force Field Static 
  

SQE Force Field Full   
Relative RMSD [%] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 68 22 31
EEM Trivial Full 69 50 57
EEM Force Field Static 57 20 21
EEM Force Field Full 60 46 54
SQE Trivial Static 58 19 30
SQE Trivial Full 63 25 38
SQE Force Field Static 34 10 13
SQE Force Field Full 42 15 17
TABLE VI.  Performance measure PB: the reproduction of changes in atomic partial charges due to a perturbation with 
an external electrostatic potential.
RMSD [e] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 		  	
EEM Trivial Full 	  
EEM Force Field Static 		 
 
EEM Force Field Full 	  
SQE Trivial Static 		 	 	
SQE Trivial Full   
SQE Force Field Static 	  
SQE Force Field Full   
Relative RMSD [%] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 89 119 107
EEM Trivial Full 82 59 60
EEM Force Field Static 90 113 101
EEM Force Field Full 82 54 54
SQE Trivial Static 91 92 104
SQE Trivial Full 78 50 49
SQE Force Field Static 94 62 58
SQE Force Field Full 75 26 29
&	I D9.
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TABLE VII.  Performance measure PC: the reproduction of the electrostatic potential generated by the wavefunction in 
the absence of an external field.
RMSD [kJ/mol] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 	 
 		
EEM Trivial Full 	
 	 	
EEM Force Field Static 	 
 

EEM Force Field Full 	 	 

SQE Trivial Static 	  
SQE Trivial Full 	
 
 	
SQE Force Field Static 	
 	 
SQE Force Field Full 		 	 
Relative RMSD [%] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 34 19 15
EEM Trivial Full 34 35 20
EEM Force Field Static 31 19 13
EEM Force Field Full 31 33 21
SQE Trivial Static 29 16 13
SQE Trivial Full 26 17 15
SQE Force Field Static 28 12 11
SQE Force Field Full 24 15 12
TABLE  VIII.  Performance measure PD:  the reproduction of changes in the electrostatic potential generated by the 
wavefunction due to a perturbation with an external electrostatic field.
RMSD [kJ/mol] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 	 	 
EEM Trivial Full 	
 	 	
EEM Force Field Static 	 	 
EEM Force Field Full 	
 	 	
SQE Trivial Static  	 	
SQE Trivial Full 	 	
 	
SQE Force Field Static  	 	
SQE Force Field Full 	
 	 		
Relative RMSD [%] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 56 63 74
EEM Trivial Full 54 56 55
EEM Force Field Static 55 61 72
EEM Force Field Full 54 58 57
SQE Trivial Static 78 50 61
SQE Trivial Full 49 55 45
SQE Force Field Static 81 61 45
SQE Force Field Full 53 57 47
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behavior will ruin the reproduction of equilibrium charges. The introduction of force field atom 
types only gives a marginal improvement in case of the EEM model, which is also observed by 
Bultinck and coworkers.36 The gains are significant in the case of the SQE model. This is in line 
with the motivation for the force field atom types discussed in the previous section. It is also clear 
that the SQE model outperforms EEM in the reproduction of equilibrium charges. Although SQE is 
designed to  show the  proper  linear  response  behavior  in  the  limit  of  large molecules,  also  the 
reproduction of static charges improves. This is partially due to the perturbative electronegativity 
corrections in the SQE model, but even when the perturbations are disabled, the SQE model is more 
accurate than the EEM model. 
Table VI lists the result of performance measure PB, i.e. the quality of the reproduction of changes in 
atomic partial charges due to an electrostatic perturbation. In general, table  VI offers insights that 
are  analogous to  the previous  discussion.  The change in  partial  charges  due to  an electrostatic 
perturbation  is  harder  to  predict  in  case  of  Mulliken  charges,  when  compared  to  natural  and 
Hirshfeld-I charges. Changes in natural charges are again reproduced slightly more accurately than 
changes  in  Hirshfeld-I  charges.  The  full  cost  function  results  in  parameters  that  reproduce  the 
induced charges more accurately than the static cost function, due the linear response criteria that 
are only present in the full cost function. The introduction of force field atom types is only useful for 
the SQE models, in analogy with the results in table V. Again the SQE model outperforms the EEM 
model, which is expected because the extra term in the SQE model is introduced to improve the 
description of linear response properties.
Based on the results in table  V and VI, one could conclude that the combination  NSFF gives the 
best  overall  agreement.  From  the  perspective  of  force-field  parameterization,  however,  partial 
charges  are  not  the  property  of  interest.  They  are  just  a  tool  to  obtain  a  correct  molecular 
electrostatic potential (ESP). Table VII and VIII compare the reproduction of the molecular ESP in 
absence of an external field and changes in the ESP due to a perturbation, respectively. These tables 
are the ESP counterparts of table V and VI. As can be expected from table IV, the parameters based 
on Hirshfeld-I charges are now most favorable. There are a few minor anomalies in table  VIII. In 
two  cases  the  SQE  model  with  parameters  based  on  the  static  cost  function  give  a  better 
reproduction of the linear response than the parameters optimized with the full cost function. The 
two cases are  NSTS versus  NSTF and HSFS versus HSFF. Because the differences are small and 
these are exceptional cases, we expect that these anomalies are caused by a compensation of errors. 
Table  IV shows clearly  that  an  exact  reproduction  of  induced Hirhsfeld-I  charges  results  in  an 
RMSD of 2.2 kJ/mol for peformance measure PD. Fundamental improvements beyond this limit are 
only possible with atomic inducible dipoles. HSFS goes below this limit and has an RSMD of 2.1 
kJ/mol for performance measure PD.  This is only possible by making errors with respect to the 
Hirshfeld-I charges. We conclude that the best overall performance is obtained with the combination 
HSFF.
Table  IX compares the performance in terms of the reproduction of the change of the ab 
initio  molecular energy due to an external perturbation.  This  table  is  mainly of interest  for the 
development of molecular mechanics models, since it directly compares ab initio energy differences 
with empirical values. The trends in this table are completely analogous to table  VII: the lowest 
RMSD error is obtained with the combination  HSFS (7.7 kJ/mol), but it is closely followed by 
HSFF (8.8 kJ/mol). We prefer parameters obtained with the full cost function (HSFF) as to make 
sure that the model is also suitable for systems where polarization becomes more important.
Finally we analyze the polarizability tensors for the 500 molecules in the training set. The 
polarizability tensor characterizes the most important linear response effect: the change in dipole 
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moment due to a uniform electrostatic field. Note that the molecular monopole does not change due 
to the total charge constraint.  For each molecule of the training set the three eigenvalues of the 
polarizability tensor resulting from the empirical models  HEFF and  HSFF are plotted against the 
equivalent eigenvalues resulting from the ab initio calculations in in figure  5a and in figure  5b, 
respectively. The only difference between both parameterizations is that the first one uses the EEM 
model, while the latter is based on the SQE approach. Both models have the intrinsic limitation that 
the polarizability orthogonal to a planar molecule is zero, which can be recognized in both plots: the 
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FIG. 5.  Comparison of empirical versus ab initio eigenvalues of the polarizability tensor for the 500 molecules in the 
training  set.  Plot  (a)  contains  the  results  of  the  HEFF parameterization  and  plot  (b)  the  results  for  the  HSFF 
parameterization. The lowest eigenvalue for each molecule is plotted in green, the second in red and the largest in blue.
TABLE IX.  Performance measure PE: the reproduction of changes in the molecular energy due to a perturbation with 
an external electrostatic field.
RMSD [kJ/mol] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 			 	
 
EEM Trivial Full 		 		
 
EEM Force Field Static 	
 	 
EEM Force Field Full 	 		 
SQE Trivial Static   
SQE Trivial Full  	 
SQE Force Field Static   
SQE Force Field Full   
Relative RMSD [%] Model Atom types Cost fn. Mulliken Natural Hirshfeld-I
EEM Trivial Static 37 21 17
EEM Trivial Full 37 37 22
EEM Force Field Static 34 20 14
EEM Force Field Full 34 35 22
SQE Trivial Static 32 17 16
SQE Trivial Full 29 20 18
SQE Force Field Static 31 15 13
SQE Force Field Full 27 18 15
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lowest eigenvalue of the polarizability tensor of several molecules (green dots) is predicted to be 
zero, while the ab initio value is nonzero. This clearly points out that a complete empirical model 
for  the  molecular  polarizability  must  include  inducible  atomic  dipoles.  The  EEM  model 
overestimates the largest polarizability eigenvalues. This issue is fixed with the SQE model, which 
exhibits the correct scaling in terms of molecular size. Figure  5b also reveals that SQE slightly 
underestimates all polarizability eigenvalues. This is again an indication that a contribution to the 
polarizability is missing, which can be cured by introducing inducible atomic dipoles in the model. 
The SQE model is a good starting point for such an extension, while EEM is clearly not. It is also 
important  to  realize  that  a  large  part  of  the  polarizibility  tensor  is  already  captured  by  charge 
transfer alone. The contribution from inducible atomic dipoles should be relatively small. This issue 
will be subject of future research.

The most suitable parameterization, HSFF, has a similar performance on molecules not included in 
the training set. The first test set, labeled "bio", contains the 20 standard amino acids and the 5 
nucleobases. The second test set, "chain", contains linear alkanes and linear conjugated alkenes up 
to 10 carbon atoms. Table X summarizes the five performance measures for the two test sets and the 
training set. In general both test sets have an even lower RMSD error in all cases except one: the 
changes in partial charges in the chain molecules induced by an external perturbation are reproduced 
less well compared to the training set. The general trend is mainly caused by the extreme variety of 
functional groups in the training set, while the test sets are modest in this perspective. The difficulty 
with the chain molecules is that they do not contain any polar functional groups and all atoms are 
close to neutral. Their electrostatic behavior in the ab initio reference data is largely determined by 
atomic dipoles. For the same reason, also the relative errors in the test set with chain molecules are 
large.  For  a  proper  description  of  pure  alkanes  and  alkenes,  an  extension  of  the  model  with 
inducible  dipoles  is  compulsory.  However,  the  HSFF parameterization is  readily  transferable  to 
more general organic molecules that do contain functional groups.
"
A cross-validation is performed on the HSFF parameterization to assess the transferability of the 
parameters  to  similar  molecules  that  are  not  included  in  training  set.  The  averages  of  the 
performance measures obtained from the cross-validation are summarized in table  XI. Also the 
performance  measures  on  the  original  HSFF parameterization  are  included  to  facilitate  the 
comparison. All cross-validation results are nearly identical to the corresponding values from the 
21/31
TABLE X.  Performance of the HSFF model on two test sets ("bio" and "chain", see text for details) and on the training 
set. PA to PE are performance measures discussed in the text and in table II.
label RMSD relative RMSD [%]
bio chain train unit bio chain train
PA  
 
    
PB   

  	 

 	
PC      
 	
PD  	 		    
PE 
    		  
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original HSFF parameterization. The differences are irrelevant in magnitude and largely caused by 
the statistical error on the average computed over the 100 cross-validation parameterizations. This 
practically means that the  HSFF parameterization is transferable to molecules similar to the ones 
included in the training set. Since the training set is very diverse in terms of functional groups, a 
wide  range of  organic  molecules  can  be  modeled  with  the  HSFF parameterization.  Additional 
validation is required to asses the transferability of the model to systems that are substantially larger 
than the molecules in the training set.
!#
In this subsection we discuss some specific examples that show the differences between the EEM 
and SQE model in practical applications with extended systems, consisting of a larger number of 
atoms  than  the  molecules  in  the  training  data  (up  to  24  atoms).  In  the  first  application  the 
polarizability is computed for three different chain molecules, which can be systematically extended 
in  size:  a  linear  alkane,  a  linear  conjugated  alkene  and  a  polyalanine  alpha  helix.  Three 
parameterizations are used for comparison: HETS, HEFF and HSFF. In the second application, we 
analyze the dipole moment of the alpha helix as function of the chain length, using the HETS and 
HSFF parameterizations.
The  geometries  of  the  chain  molecules  are  based  on  the  Z-matrix  of  a  single  monomer.  All 
monomer  Z-matrices  are  listed  in  part  IV  of  the  supporting  information.  In  contrast  to  a 
conventional  Z-matrix,  the  references  to  previous  atoms  are  relative  and  all  the  geometric 
parameters in the first three lines are fully defined. They refer to distances and angles with respect 
to the previous monomer. A straightforward concatenation of multiple Z-matrices results in the Z-
matrix of a polymer. After the concatenation procedure, a few lines must be added to terminate the 
structure properly, e.g. for the alkane a hydrogen atom must be added to each terminal methyl group. 
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Table XI.  Cross validation results for the HSFF parameterization. The performance measures of the cross validation are 
averages over 100 individual parameterizations. PA to PE are performance measures discussed in the text and in table II.
label RMSD Relative RMSD [%]
cross val. train unit cross val. train
PA 
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The main purpose of the first application is to illustrate the different trends in polarizability 
between the EEM and SQE model. The polarizability per monomer is computed as a function of the 
chain length up to 200 monomers. The results are depicted in figure 7. The systematic error of the 
EEM model (HETS and HEFF) in the prediction of the polarizability as function of the chain length 
is manifest. In the macroscopic limit we expect that the polarizability of a dielectric material is an 
additive property. This means that for long chains each additional monomer should contribute a 
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FIG.  6. (a) Ball and stick representation and (b) cartoon representation of the deca-alanine alpha helix.
FIG.  7.  The polarizability per monomer as a function of the chain length. Three chain molecules are considered: a 
linear conjugated alkene (green), a polyalanine alpha helix (red) and a linear alkene (blue). The polarizability along the 
axis of the chain molecule is computed with three different models: HETS (thin solid line), HEFF (thin dashed line) and 
HSFF (thick solid line).
&	I DDG
constant  amount  to  the  polarizability.  This  behavior  is  only  reproduced  with  the  SQE  model 
(HSFF).  The EEM model  predicts  a  divergent  polarizability  per  monomer  in  the  limit  of  long 
chains, which is manifestly unphysical. This error is inherent to the EEM model and can not be 
fixed by including linear response data in the cost function. (See HEFF results.) These observations 
are in line with results in the literature.41-44 We show that the SQE model is a feasible solution, even 
for complicated systems with many different atom and bond types such as an alpha helix.
In  the  second  application  we  also  compute  the  dipole  moment  per  monomer  for  two 
variations of the alpha helix: a normal alpha helix (with a charged C- and N-terminus) and one with 
charge compensating Na+ and Cl- ion at distance of about 5 angstrom from the end points of the 
helix. The ions are treated as points with fixed charges of +1e and -1e respectively. They represent a 
realistic electrostatic perturbation. The dipole moment is projected on the axis of the alpha chain 
and  the  contribution  from  the  ions  is  not  included.  The  results  for  the  HETS and  HSFF 
parameterization are plotted in figure 8a.
The two parameterizations HETS and HSFF behave differently but they show also some similarities. 
Both predict  the  same dipole  moment  for  the  single  alanine  molecule  in  the  absence  of  a 
perturbation,  which is in line with the performance of both parameterizations in table  VII. The 
perturbation by the two ions increases the dipole moment in the two cases. There are however three 
important differences caused by the erroneous description of linear response in the EEM model. 
The first difference is trivial: the induced dipole due to the ions, is larger in the EEM model. Two 
other discrepancies are due to a combination of effects that will be discussed in detail below: (i) the 
SQE model  predicts  that  the  dipole  moment per  monomer increases  again as  soon as  the first 
intramolecular hydrogen bonds are formed, while the EEM model predicts a further decrease, and 
(ii) in the limit towards very long chains, the dipole moment per monomer converges to a fixed 
value in the SQE case, while the EEM model shows very different values depending on the presence 
of charge compensating ions.
One gains more insight with a decomposition of the dipole moment into a contribution from the net 
charge on each residue and a contribution of the dipole moments of each residue. Since residues 
have a net charge different from zero,  we have systematically taken the center of mass of each 
residue as the reference point to compute the corresponding dipole moment. The contribution from 
the residue dipoles is given in figure 8b and the contribution from the residue charges is given in 
figure 8c. In both plots, we recognize two regimes. The first regime is in the range of a few residues, 
when  no  hydrogen  bonds  are  formed.  The  charge  and  dipole  moment  of  each  residue  in  a 
representative short peptide (4 monomers) are plotted and figure 9a and 9b, respectively. These plots 
contain the results of both the  HETS and  HSFF parameterization. The second regime covers the 
longer chains. Similar plots for a representative chain (30 monomers) are given in figure 9c and 9d.
The trend in the contribution from the residue dipoles is similar for all models. The dipole moment 
per monomer decreases when the first monomers are added because the terminal residues have the 
largest  contribution,  while  the  remaining  residues  only  lower  the  average  dipole  moment  per 
monomer. As soon as hydrogen bonds are formed, each pair of alanine residues connected by a 
hydrogen bond exerts a mutual polarization, resulting in an additional induced dipole moment along 
the direction  of  the  alpha chain.  This  results  in  an increase of  the average dipole moment  per 
monomer.
The contribution from the net charge on the residues to the dipole moment per monomer is very 
different when comparing the SQE and the EEM model. In the limit of short chains, the dipole 
moment per monomer increases in all  cases. The total charge of the terminal residues does not 




FIG. 8.  The dipole moment per monomer of a polyalanine alpha helix as function of the chain length. The results are 
computed with two different parameterizations: HSFF (thick solid line) and HETS (thin dashed line). The results for a 
conventional helix are plotted in blue. We also considered a helix where the charged termini are compensated by Na+ 
and Cl- ions. Only the dipole moment of the chains is plotted; the contribution from the ions is not included. Plot (a) 
shows the total dipole moment. Plot (b) and (c) contain the contribution from the dipoles and the net charges of the 
individual residues, respectively.
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is proportional to  and the dipole moment per monomer is proportional to . The results of 
the SQE model follow this trend faithfully. In case of the EEM model, the charges on the termini 
and the dipole moment of each residue induce a charge transfer between the two ends of the alpha 
helix. Figure  9c shows that the transfered charges accumulate in the residues next to the termini. 
This metallic type of induced charge transfer tries to cancel the static dipole moment. In the alpha 
helix without ions the dipole moment caused by the residue charges cancels to the dipole moment 
due to the residue dipoles in the limit of long chains. Figure 9c also shows that this metallic type of 
charge transfer is very sensitive to the perturbation of the ions: the total amount of charge in the 
"bumps" next to the termini changes sensitively due to the presence of the ions. The outcome of the 
EEM is rather unrealistic: the total dipole moment of an organic molecule should not depend on the 
presence of relatively small perturbations.
The  atomic  partial  charges  in  a  single  residue  obtained  from  the  HETS and  HSFF 
parameterizations are very similar. The differences between the EEM and SQE model only become 
apparent when the charge sum is taken over a molecular fragment such as an amino acid, e.g. the 
charges shown in figure 9c. Table XII compares the partial charges on residue number 3 of the alpha 
helix containing 30 residues. The numbering of the atoms is depicted in figure  10. The relative 
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FIG.  9.  The charge and dipole of each residue in a polyalanine alpha helix containing 4 and 30 monomers. (a): 4  
monomers, charge of each residue. (b): 4 monomers, dipole of each residue. (c): 30 monomers, charge of each residue. 
(d): 30 monomers, dipole of each residue.
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differences  are  small  compared  to  the  absolute  values  of  the  charges.  However,  the  relative 
difference between the total charges is large and significant for long range interactions. For example 
when two fragments are 5 8 apart from each other, the repulsive energy due to a net charge of 0.23 
e on both fragments is about 15 kJ/mol.
The two applications show that the EEM overestimates the polarizability, also for complex 
organic systems such as an alpha helix. This is even relevant for simulations where the polarizability 
itself is not the quantity of interest. The dipole moment of an alpha helix in absence of an external 
perturbation  is  predicted  incorrectly  by  the  EEM  model  due  to  an  overestimate  of  internal 
polarization effects. This problem is solved entirely with the SQE model. The latter model leads to 
the correct behavior in the limit of large system sizes.
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Table XII.  Side-by-side comparison of partial charges in residue 3 of the alpha helix with 30 residues.
Index Atom type HESF charge [e] HSFF charge [e]
1 N3 -0.77 -0.66
2 C4 0.10 0.02
3 C3 0.80 0.81
4 O1 -0.67 -0.60
5 C4 -0.54 -0.49
6 H 0.11 0.12
7 H 0.28 0.32
8 H 0.14 0.17
9 H 0.16 0.17
10 H 0.16 0.14
Sum -0.23 0.00
FIG. 10.  The numbering of the atoms in the third residue of the alanine helix. The surrounding atoms of the alpha helix 





This papers presents an extensive comparison of the Electronegativity Equalization Method (EEM) 
and  the  Split  Charge  Equilibration  (SQE)  model  for  the  empirical  prediction  of  atomic  partial 
charges of a broad range of organic molecules. Both models postulate a quadratic expansion of the 
molecular electronic energy as function of the atomic partial charges. One obtains the ground state 
charge distribution by minimizing this energy under a total charge constraint. The models can be 
extended with an energy term that takes into account an external electrostatic perturbation, and 
hence one can also describe polarization due to interatomic charge transfer. An essential defect of 
the EEM model, and many analogous approaches in the literature, is the incorrect size-dependence 
of the electronic polarizability. EEM predicts that the polarizability of chain molecules is a cubic 
function of the chain length,  while  both experimental  and ab initio  calculations  reveal  a  linear 
dependence.44 In the macroscopic limit one expects that polarizability is an additive property. This 
implies that the polarizability increases with a constant value when a monomer is added to the 
chain. The SQE model can be regarded as an extension of the EEM with an additional energy term 
that fixes this deficiency. In the EEM model,  an electrostatic perturbation can cause significant 
charge transfer over an arbitrary distance,  while the SQE energy is  explicitly dependent  on the 
length of the path - the number of bonds - along which charge is transfered.
The  training  data  used  for  the  parameter  calibration  consists  of  MP2/Aug-CC-vPDZ 
calculations on a set of 500 very distinct organic molecules. An autonomous algorithm has selected 
these molecules from a larger set of 431980 substances taken from the PubChem database.47 The 
500  molecules  exhibit  a  wide  variety  of  organic  functional  groups  and  contain  the  following 
elements: H, C, N, O, F, S, Cl and Br. The selection algorithm maximizes the diversity of the 500 
molecules  and  guarantees  that  sufficient  information  is  present  in  the  training  data  for  each 
parameter in the most extensive model in this work. Atomic partial charges were derived with three 
charge population schemes: Mulliken charges48, Natural charges49 and Iterative Hirshfeld charges50. 
Also the ab initio electrostatic potential is computed on a molecular grid for validation purposes. In 
line with the work of Van Damme et al, Hirshfeld-I charges reproduce the electrostatic potential 
with  the highest  accuracy.72 For  each molecule,  also  the  linear  response to  the perturbation by 
randomly  placed  point  charges  is  computed  and  this  information  is  used  for  both  parameter 
optimization and validation purposes.
Our benchmarks compare in total 24 parameterizations, based on three populations schemes 
to derive ab initio atomic reference charges, two ways to define atom types, two cost functions to 
optimize the parameters and two empirical models (EEM and SQE). The SQE model is not only 
superior  in  the  reproduction  of  linear  response  data,  but  also  reduces  the  RMSD error  in  the 
reproduction of  atomic charges with a  factor  2.  Although both Natural  charges  and Hirshfeld-I 
charges can be reproduced accurately with the SQE model, the latter definition of atomic charges is 
preferred because it  leads  to  a  better  reproduction  of  the  molecular  electrostatic  potential.  One 
obtains more robust parameters when linear response data is incorporated into the cost function and 
in  case  of  the  SQE  model  it  is  possible  to  have  a  good  reproduction  of  both  the  molecular 
polarizibility  and  atomic  partial  charges.  For  the  SQE  model  it  is  advantageous  to  introduce 
different  parameters  for  the  same  atom  in  different  chemical  states,  e.g.  different  hardness 
parameters for sp, sp2 and sp3 carbons. This is practically achieved with the definition of force-field 
atom types.
Applications on chain molecules illustrate the unphysical overestimation of the polarizability 
in the EEM model for increased chain lengths, while the SQE model shows the correct behavior. 
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The practical consequences of an overestimated polarizability are demonstrated with an analysis of 
the dipole moment of an alpha helix with both models. In large systems, the EEM reduces the 
dipole moment due to excessive internal polarization effects. Although individual atomic charges 
still seem reasonable in the EEM model, the total charge on molecular fragments, such as residues 
in the helix, reveal an unphysical long range charge transfer.
It is of utmost importance for the development of polarizable force fields that the empirical 
models  are  transferable  from small  molecules,  typically  used  for  the  parameterization,  to  large 
molecular systems in state-of-the-art molecular dynamics simulations. This work shows that the 
SQE model is an essential component of such a polarizable force field. Interatomic charge transfer 
explains the larger part of the electronic polarizability and the SQE model is the only transferable 
model that describes this phenomenon effectively on massive molecular systems, both in terms of 
physical behavior and in terms of computational cost. The SQE model has the additional advantage 
that atomic partial charges are predicted twice as accurately as with the original EEM. The main 
difficulty  of  these  models  is  a  reliable  parameterization,  for  which  we  offer  the  necessary 
methodology in this paper. A straightforward extension of the SQE model with inducible atomic 
dipoles will further refine the accuracy.
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Assessment of polarizability extent for protein-ligand binding through an 
Extended Electronegativity Equalization model  
Toon Verstraelen, Ewald Pauwels, Michel Waroquier, Veronique Van Speybroeck* et authors ALGC 
The functions of many proteins involved in signal transduction, 
transport, and catalysis rely upon the specific recognition of small 
ligands.  These proteins must differentiate between the molecule of 
physiological interest and a myriad of other similar species.[1]  
Various properties of candidate molecules contribute to ligand 
recognition such as the shape, charge and polarity.  Even though the 
capacities of computational chemistry are considerably expanded, 
the calculation of electronic polarization of biomolecules is still a 
challenging task, as several models show an exaggerated 
overestimation of this property in terms of the molecular size.[2-5] In 
this communication, we present an extended charge equilibration 
model which is able to predict polarizabilities of biomolecules.  The 
proof of the concept is shown by calculating polarizabilities for a 
range of pharmaceutically relevant protein binding sites.  This work 
serves as a step-stone for developing polarizable molecular 
mechanics force fields.  
 Molecular modelling of biomolecules has become within 
reach the last years due the steady increase of computational power 
but also due to the ongoing improvement of force fields.[6] These 
functions describe the interaction energy potential of the molecular 
system in terms of the atomic coordinates.[7] To describe however 
subtle effects such as docking of competing drugs or inhibitors in 
the recognition site of a protein, the force fields need to describe 
correctly polarization, i.e. the response of the molecule to an 
external field.[8-10] One promising solution is the use of variable 
atom-centred charges instead of fixed ones.[11-14] 
 
The charge equilibration methods (CE) or electronegativity 
equalization method (EEM) provide a means for introducing such 
variable charges as they redistribute the charge within a molecule 
upon response to conformational and environmental changes.[15-17] 
However the up scaling and transferability towards massively large 
systems, found in biochemistry, has been prevented by a serious 
caveat of EEM methods, as super linear polarizability scaling was 
detected.[18,3-4] The underlying reason for this behaviour relies on the 
fact that EEM methods treat molecules more as conductors rather 
than insulators, which causes charge to flow freely among the entire 
molecular system as response to an external perturbation.  Various 
methods have been proposed to cure the problem as explained in 
detail in reference.[3] The extended EEM method used in this 
communication is very similar to the method introduced by Nistor 
and co-workers, and relies on the introduction of split charges.[19-20] 
The effective charge on an atom is expressed as the sum of charge 
flows of the given atom with its neighbours.  For details on the 
implementation of our method we refer to a forthcoming 
publication.[21] 
Before shifting to the pharmaceutically relevant biomolecules, the 
scaling behaviour of the polarizability is investigated for a simple 
model system i.e. an α-helical alanine polypeptide consisting of an 
increasing number of L-alanine residues.  The largest value of the 
polarizability tensor, which in this case points along the long axis of 
the helix, is plotted in terms of the number of alanine residues in 



















Figure 1. Scaling for the largest value of the polarizibility tensor 
along alanine helix axis for the original EEM model and our model 
(SQE).   
  As earlier found the molecular polarizability scales cubically in 
terms of the number of monomers for the standard EEM method.  
The extended version predicts a asymptotic saturation of the per 
monomer polarizability, which is in line with the behaviour of real 
conjugated polymers and molecular chains as predicted by ab 
initio results.[5,22-24] 
At this point, we can assess the importance of polarizability in 
drug-ligand interactions.  For this purpose we have selected 5 
&	: D:D
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proteins which can be categorized into 3 superfamilies.  In an effort 
to explore the landscape of diverse protein binding sites, the 
selection of proteins was based on a divergent and functionally 
distinct set of protein superfamilies.   The selected proteins belong 
to the following classes with varying functional activity: the nuclear 
hormone receptors, serine proteases and aspartyl proteases as 
tabulated in Table 1.   
Table 1. Studie proteins from the Protein Data Bank (PDB)  
PDB Protein Ligand/substrate Reference 
1I37 Androgen 
Receptor 





2BPV HIV-1 protease L-738, 317 Munshi, 
1998 
1HSG HIV-1 protease L-735, 524 Chen, 1994 
1HRN Renin BILA 980 Tong 1995 
 
The polarizability tensor is a molecular property but the binding 
capacity of a ligand in a protein is expected to be governed by the 
local properties of the constituent amino acids of the binding site.  
Here we evaluate the polarization energy of the binding site as 
follows.  An external perturbation is introduced by placing a 
gaussian charge distribution with a net total charge +1 at the center 
of mass of the ligand. As a response all atomic charges are 
influenced and induced charges are superimposed on the equilibrium 
charge distribution.  The polarization energy is defined as the 
electrostatic binding energy between the induced charges and the 
gaussian probe minus the energy required to generate the induced 
charges.This property is plotted in Figure 2 in terms of the width of 
the Gaussian distribution function.  It is found that the ranking of the 
polarization capacities of the binding sites is unaltered for widths 
larger than four Angstrom.   
Figure 2  Polarization energies in terms of the with of the probe 
charge for the five selected proteins.   
Before shifting to an in depth interpretation of the results, the 
electrostatic potential and polarization energy is visualized on the 
cartoon representation of the protein both in the original EEM model 
and our model for the HIV-1 protease (1HSG). These properties are 
obtained similarly as before but the width of the probe 
charge was set to 4 angstrom to obtain local effects at the scale of 
individual amino acids. The surfaces are shown in Figure 3.  Within 
the EEM model the electrostatic potential doesn’t show substantial 
variations, the values are all concentrated in a very small region 
around 240 kJ/mol. This is typical for the EEM model, since it 
strives for equalization of the electrostatic potential.  In the SQE 
model the electrostatic potential varies substantially in terms of the 
various regions of the protein (with values ranging from 160 to 430 
kJ/mol). The potential is more positive around the ligand docking 
site, whereas it is less positive at the outside of the protein.  The 
values are always positive since in this case the protein has a global 
positive charge.   
The polarization energy within the EEM model is seriously 
overestimated giving values up to 110 kJ/mol whereas in the SQE 
model the maximum lies around 60 kJ/mol.  Moreover the protein is 
about as polarizable in all regions of space.  Within the SQE model 
the polarization energy reaches maximum values in the vicinity of 
the protein where the ligand binds.  These results clearly show the 
incapability of the EEM model to predict a qualitative correct 
picture on polarization.  The whole system behaves as a conductor 


































Figure 2  Electrostatic potential and polarization energy visualized on 
the cartoon of the HIV-1 protease in the original EEM model and our 
model (SQE).   
At this point, we are able to discuss the importance of polarization 
on the binding of the ligand for the various proteins.  As mentioned 
earlier, ligand recognition relies on various factors.  The proposed 
D:- &	:
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method enables to elucidate on the importance of polarization.  Our 
method gives a means for evaluating the importance of polarization 
very quickly.   
The most polarizable binding site is found for the androgen receptor 
1I37.  In general nuclear hormone receptors bind to  fairly 
unpolarizable hydrophobic ligands.  The origin of the high 
polarization energy must be traced back to the nature amino acids in 
the binding site.  There are an abnormally high number of 
methionines, several phenylalanines and an extremely large number 
of leucines which are characterized by polarizabilities of 
respectively 14.51; 17.95 and 13.38.  The magnitude of these values 
must be evaluated taking into account the overall range of amino 
acids polarizabilities from 6.37 for glycine to 22.04 for Tryptophan. 
These values were calculated at the MP2/CC-pVDZ level of theory.  
Thus not only amino acids with aromatic groups or delocalized 
electrons contribute to the polarizability of the binding site.   
The least polarizable site is a serine protease, 1CVW, because it is 
composed of fairly non or medium polarizable amino acids such as 
aspartic acids (10.82), serine(8.78) glutamide (13.36), glycine (6.37) 
and valine (11.67).  In this case the ligand is covalently bound to 
glutamide and is charged.  Moreover the ligand is positioned at the 
outside (border) of the protein.  The results on the polarization point 
out that the ligand docking is not particularly governed by 
polarization effects.   
All aspartyl proteases (2BPV, 1HSG, 1HRN) are characterized by 
slightly higher polarizibilities because they also have a fairly large 
amount of isoleucines and leucines not present in the serine 
proteases.  In particular 2BPV has a large amount of isoleucines 
(13.41) and other low polarizable amino acids such as proline 
(10.96), aspartic acid (10.82)   and a large amount of glycines (6.37).  
2BPV contains a non-polarizing ligand and is itself only medium 
polarizable.  We expect a small contribution of polarizability to the 
ligand binding.   
At first sight 1HSG and 1HRN are very similar, belonging to the 
same class with similar-sized binding sites. Although their 
polarizability is fairly different.  From our results, it is expected that 
polarization is more important in the case of 1HRN than in 1HSG.   
 
Summarizing our findings, we have proposed an extended 
electronegativity equalization method based on a versatile and broad 
training set, which accounts for correct charge flows in large 
systems.  Our results show primarily that the proposed method 
shows the correct scaling in terms of the molecular size and 
secondly that it shows the correct qualitative behavior of 
electrostatic potential and polarization in biomolecules.  The last 
statement is based on the fact that both previous mentioned 
properties show distinct variations among the ligand binding site, 
which is not the case in the standard EEM model.  The proposed 
method enables to evaluate very quickly the impact of polarization 
on ligand-protein recognition.   
Computational Section 
All psf-files were generated using the psfgen subroutine in VMD.[25] 
Optimizations were performed with the aid of the CP2K software[26] 
using the CHARMM22 all-hydrogen force field for proteins 
(without CMAP corrections), version c35b1.[27-28] 
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MFI Fingerprint: How Pentasil-Induced IR Bands Shift during Zeolite Nanogrowth
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Silicalite-1 zeolite exhibits a characteristic pentasil framework vibration around 540-550 cm-1. In the initial
stages of zeolite synthesis, however, this band is observed at much higher wavenumbers: literature shows
this vibration to depend on particle size and to shift over 100 cm-1 with increasing condensation. In this
work, the pentasil vibration frequency was derived from theoretical molecular dynamics simulations to obtain
the correct IR band assignments for important nanoparticles. The IR spectroscopic fingerprint of oligomeric
five-ring containing precursors proposed in the literature was computed and compared with experimental
data. Our theoretical results show that, while isolated five-membered rings show characteristic vibrational
bands around 650 cm-1, the combination of five-membered rings in the full MFI-type structure readily generates
the bathochromic shift to the typical pentasil vibration around 550 cm-1. As opposed to what was previously
believed, the IR band does not shift gradually as nanoparticle size increases, but it is highly dependent on the
specific way structural units are added. The most important feature is the appearance of an additional band
when double five-membered rings are included, which allows for a clear distinction between the key stages
of early zeolite nucleation. Furthermore, the combination of the simulated spectra with the experimental
observation of this spectral feature in nanoparticles extracted from silicalite-1 clear solutions supports their
structured nature. The theoretical insights on the dependency of pentasil vibrations with the degree of
condensation offer valuable support toward future investigations on the genesis of a zeolite crystal.
Introduction
The literature of IR studies on the early stages of zeolite
synthesis is exclusively experimental and severely fragmented.
We will, therefore, first give a structured overview of the
existing literature before addressing the specific issues that arise.
Zeolites are nanoporous aluminosilicate materials, often used
in industrial applications for their unique properties in both
catalysis and molecular separation.1 The development of various
new synthesis procedures in the past 2 decades has made it
possible to design a wide variety of microporous, mesoporous,
and hierarchical materials, with varying pore sizes and channel
structures. As the number of new materials increases, the field
is expanding to all kinds of new applications, e.g., controlled
release, sensors, optics, and electronic components.2 In parallel
with the expansion of the nanoporous materials family, funda-
mental understanding of the molecular and supramolecular
mechanisms of the polymerization of specific porous silicate
materials is also steadily improving. However, even though
significant advances have been made in understanding the role
of template molecules, there is still a glaring lack of insight
into the details of elementary steps in silica organization. The
process of new material discovery and upscaling of syntheses
would benefit greatly from submicroscopic insight into the
discrete steps, from initial nucleation to full crystal growth.
A landmark discovery in zeolite synthesis was the clear-
solution technique of silicalite-1,3,4 which has the MFI topology
and is the full silica version of the industrially important
aluminosilicate ZSM-5.5 The clear-solution mixture is composed
of tetrapropylammonium hydroxide ((TPA)OH), water, and
tetraethyl orthosilicate (TEOS) at a rather low concentration.
When this solution is heated for a few hours, it forms
sub-micrometer-sized high-quality crystals of silicalite-1, with
its channel intersections occupied by the TPA cations. Even
though other synthesis procedures for silicalite-1 exist, the clear-
solution technique provides a major advantage for experimental
researchers, as silicate particles can be readily extracted and
freeze-dried. Furthermore, the clear-solution technique allows
for the use of all kinds of in situ diagnostics that require optically
transparent and dilute media, such as, for example, dynamic
light scattering (DLS). Because the clear-solution synthesis
technique is also highly reproducible, it makes analysis of the
initial synthesis steps much more amenable for fundamental
research in zeolite nucleation and crystal growth.
During the clear-solution synthesis of silicalite-1, a stable
suspension of nanometer-sized silica particles has been un-
equivocally observed, prior to the observation of zeolite crystals
characterized by Bragg scattering of X-rays.6,7 However, the
precise structure and role of these nanoparticles during the first
steps has been highly debated ever since. Various nanosized
structure models have been proposed, ranging from amorphous
silicate particles to highly defined framework fragments resem-
bling Lego building blocks.8 The growth process along which
these nanoparticles assemble is also widely debated: do struc-
tured silicate nanoparticles self-assemble piece-by-piece in a
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multicluster aggregation process?8–10 Or does zeolite growth
occur more in analogy to an Ostwald ripening process, where
small nanoparticles sacrifice monomers to feed steadily growing
larger particles?11,12 To add further complexity to this issue, it
has even been suggested that one mechanism may dominate
the earlier stages, while the other takes over later on.13
The major problem in identification of these first stages is
that, even with the clear-solution technique, experimental
characterization of these embryonic nanoparticles remains
difficult.14 Zeolite nucleation and growth occurs at length scales
just above the NMR window but also just below the diffraction
regime.11,15 Furthermore, the template (TPA)OH and the co-
solvent EtOH give a very high Raman yield with the conse-
quence that the comparably weak Raman signals of the silicate
are unobservable. Because of a lack of other suitable tools,
Fourier transform infrared spectroscopy (FTIR) has been one
of the key methods used to investigate the solid samples.16,17
The most important fingerprint in these studies has always been
the observed band at approximately 540-550 cm-1, which
demonstrates the presence of condensed five-membered struc-
tures.9,18,19 This band is considered to be the spectroscopic
signature of MFI-type zeolite,20,21 but it is also a typical feature
of similar structures built from five-membered rings, like the
MOR and FER frameworks. Most importantly, this absorbance
band is completely absent for amorphous silica particles, which
makes its presence highly sensitive to the locally structured
nature of the material. In combination with a neighboring band
around 450 cm-1, the ratio of band intensities is often used as
an approximate assessment of the degree of crystallinity of the
observed material.
A handful of papers have pointed out a special evolution of
this signature band: as MFI-structured nanoparticles grow, the
band red-shifts from initially higher values to the frequency
associated with fully crystalline MFI structures.22–24 In-situ IR
spectra of (TPA)OH-TEOS-H2O mixtures initially display IR
absorption around 650 cm-1, shifting and broadening to 600
cm-1 with time, as shown in Figure 1A.22 Kirschhock et al.22
managed to isolate two different populations of particles and
to record their IR absorption spectra ex situ. The smaller species
was named the “precursor”, containing between 33 and 36 Si
atoms. The larger species was called the silicalite “nanoslab”
and is built from the aggregation of 12 precursor species,
containing at least 400 Si atoms. Comparison of the IR spectra
of the precursor, the nanoslab, and crystalline silicalite-1
revealed an aggregation-induced red shift. More specifically,
for the precursor sample, Kirschhock et al. observed an
absorption band around 590 cm-1, while for the sample of
nanoslabs this band was red-shifted over 20 cm-1. An additional
shiftwasobservedaftertheseslabscondensedintoBragg-crystalline
silicalite-1 structure, where the band was located around the
expected 550 cm-1, illustrated in Figure 1B. Other researchers
have observed similar results but have not gone so far as
identifying the nanoparticles. Hsu et al.24 found that young
precursor-type species show a broad band at 570 cm-1, and as
the aging time increased, the band red-shifted toward 550 cm-1
and became narrower and more intense. In a similar study
Serrano and van Grieken observed a broad vibration band around
560 cm-1 in extracted subcolloidal particles from clear-solution
synthesis.23 Titanium-substituted specimens have been shown
to exhibit similar spectroscopic changes depending on particle
size.25
Even though it has been only occasionally exploited to date,
this IR shift seems to be a powerful tool toward identification
of intermediates in the synthesis stage. However, as several
important questions still need to be answered, measuring the
shift is not yet as widespread as measuring the intensity of the
MFI fingerprint IR band in final materials. Can such a shift really
be assigned to nanoparticle assembly? At what stage or stages
does a shift occur and why?
In this paper, we use modeling techniques to calculate the
IR shifts for pentasil-induced bands from the initial stages of
self-organization through to nanosized silicalite-1 crystals. By
identifying a detailed link between IR band and crystallinity,
this contribution aims to aid experimental scientists in this field.
However, as this is a static approach on extracted solids, it does
not elucidate the dynamics along which the nanoparticles are
formed. The IR shift alone cannot, therefore, distinguish between
precursor self-assembly or an Ostwald ripening process in which
the zeolite crystal grows at the expense of other nanoparticles.
However, since the insights provided in this paper will simplify
the identification of intermediate structures and intermediate
stages, these results will strongly assist future experimental
studies on this issue.
Theoretical Basis. In this paper we make use of an in-house-
developed force field for zeolites GCMFFSiOH (version 0.2). This
force field was calibrated at the post-Hartree-Fock MP2/6-
311+g(d,p) level of theory, with the gradient curves method
Figure 1. (A) In situ IR spectra of (TPA)OH-TEOS mixture after
time intervals of (a) 1, (b) 10, (c) 20, and (d) 46 min, respectively, and
(e) TEOS and (f) (TPA)OH. (B) IR spectra of extracted solids: (a)
precursor, (b) nanoslab, and (c) micrometer size silicalite-1. Reproduced
with permission from ref 22. Copyright 1999 American Chemical
Society.
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(GCM).26,27 This is a novel technique that facilitates the
development of transferable force-field models. It makes
extensive use of regularization techniques28 and of generic
energy terms based on series expansions to obtain an optimal
bias-variance tradeoff during the fitting procedure. The force-
field parameters can be found in the Supporting Information.
The IR spectrum was derived from molecular dynamics simula-
tions based on this force field. During an initialization run of 2
ps, the molecular geometries were brought into equilibrium with
a thermostat at 300 K, using a velocity-scaling algorithm. The
equilibrated geometry was then used as the starting point for
10 consecutive NVT molecular dynamics simulations of 100
ps at a temperature of 300 K, using the Nose´-Hoover-chains
method. At the beginning of each of the 10 simulations, the
velocities were randomly sampled from the Maxwell distribu-
tion. The trajectories were divided into five intervals of 20 ps
each, and the average IR spectrum was calculated from these
50 individual intervals.
Scaling of the theoretical results needs to be considered since,
as was demonstrated by Scott and Radom,29 the MP2 level of
theory severely underestimates low-frequency vibrations. For
full ab initio calculations, MP2 frequency scaling factors have
been obtained, ranging from 1.01 to 1.05, depending on the basis
set used.29 As no such scaling factor has yet been obtained for
the MP2-based classical force field, we suggest the use of 1.04,
which is the ratio between the experimental band at 650 cm-1
and our simulated result for small oligomers. It is reassuring to
note that, even though just the initial stage was fitted to
experimental data, the exact same scaling factor would inde-
pendently be derived by fitting the final stages. For complete-
ness, both the scaled and unscaled values are reported in Table
1. Figure 3 depicts the unscaled IR spectra, while in Figure 4
and in the remainder of this text we will always refer to the
scaled values.









In these expressions, kB is the Boltzmann constant, c is the
speed of light, n is the refractive index of the medium, p is the
reduced Planck constant, and 〈µj(0) µj(t)〉 is the time autocorre-
lation function of the dipole moment. Using standard manipula-
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where µ(t) is the time-dependent dipole moment from the
molecular dynamics simulation. When the velocity and the
charge of the atom i are given by Vi(t) and qi, respectively, the





where N is the number of atoms.
Results and Discussion
In this section, we have grouped the results and discussion
into several subsections corresponding to key synthesis stages.
Within each subsection we will discuss the theoretical results,
followed immediately by an interpretation of the implications
for that particular stage. Figure 2 gives an overview of the
structures used (some of which are key components of the MFI
structure and some of which might just be formed during the
TABLE 1: MFI Fingerprint Peak Position of Simulated IR
Spectra for Complete Range of Structuresa
theoretical band scaled × 1.04
small oligomers 5R 624 649
8T (2 × 5) 625 650
11T (3 × 5) 628 653
7T (2 × 5) 603 627
8T (4 × 5) 595 619
12T (4 × 5) 578 601
10T (2 × 5) 625 650
578 601
precursors 22T 595 619
553 575
36T 548 570
growth along a-axis 2a 549 571
2a′ 545 567
3a 549 571






growth along c-axis 2c 538 560
3c 536 557
4c 536 557
half-slab 2b3c 531 552
2b′3c 532 553
slab 4b3c 534 555
4b′3c 534 555
block 2a2b2c 533 554
2a2b′2c 533 554
a For combining two precursors along the a- or the b-direction,
two different connections are possible: a and a′ or b and b′,
respectively. The frequency scaling factor of 1.04 has been applied
to correct for the underestimation of the MP2-based force field.
Figure 2. Nomenclature for the structures used in the simulations,
ranging from small oligomers to an almost full MFI crystal. The figures
were constructed with the in-house-developed Zeobuilder program.27
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early stages), accompanied by the nomenclature used in this
paper. In Figure 3 several key IR spectra are shown, while the
fingerprint IR bands for all structures are summarized in Table
1. Figure 4 presents a summarizing timeline (chronological order
from right to left) in which each structure is linked to the
position of the corresponding IR band.
Pentasil Ring and Small Oligomeric Units. The elementary
building block in this study is the five-membered ring (5T),
also called the pentasil ring, as shown in Figure 2. Combinations
of this ring are deemed responsible for the typical IR-active
vibrations observed at 540-550 cm-1.31 Our simulations of an
isolated five-membered ring show a much higher theoretical
band at 650 cm-1 (illustrated in Figure 3 and Table 1), matched
to experimental observations.22 The value obtained is too high
to correspond with the MFI fingerprint around 540-550 cm-1,
which means that, during crystal growth, this value undergoes
a significant red shift of almost 100 cm-1.
By connecting pentasil rings, slightly larger building blocks
can be constructed. One possible first step is the construction
of two and three sideways annealed five-membered rings (called
8T (2 × 5) and 11T (3 × 5), respectively) by successively
adding three T-atoms (as shown in Figure 2 and Figure 4). The
resulting vibrational frequencies do not differ substantially from
the single five-membered ring though and show a similar IR
peak around 650 cm-1 (Table 1). The mere connection of five-
membered rings, sharing just two silicon sites, has no major
influence on the frequency of the IR band. This situation changes
if, instead, a double five-membered ring is constructed in such
a way that two adjacent sides are communal; i.e., three T-atoms
are shared by the five-membered rings, forming an additional
six-membered ring, referred to as the 7T (2 × 5) species in
Figure 2. A sudden shift of approximately 20 cm-1 is observed
(as shown in Table 1). An even more condensed structure is
the silica octamer, referred to as 8T (4 × 5), in which four
five-membered rings form a tiny cagelike structure. Here,
opposing T-atoms in annealed double five-membered rings are
connected by an extra bond, resulting in a highly symmetric
species containing four identical Q3 and four identical Q2 Si
atoms This extremely condensed structure shows an even more
significant shift in the infrared peak to a value of approximately
620 cm-1.
Increasing the number of five-membered rings can thus have
two different effects on the frequency of the typical band
assigned to pentasil vibrations: if the structures remain only
loosely connected, sharing at most two silicon atoms between
separate five-membered rings, the typical IR band around 650
cm-1 remains stationary and there is no observable shift. It
would, therefore, be impossible to distinguish between these
small oligomeric units from IR bands alone. However, when a
similar number of five-membered rings are interconnected to
form building blocks with a higher degree of condensation, a
significant red shift over 20-50 cm-1 occurs. This effect is an
important step toward interpretation of the experimentally
observed red shift during early oligomeric stages of MFI
synthesis,22 but it is only part of the full story. The simulated
IR bands are still too far away from the characteristic MFI bands
observed for larger precursor MFI structures and fully crystalline
silicalite-1.
This picture undergoes a major change if the double five-
membered ring units suggested by Jacobs et al.20 are simulated.
This species is referred to as 10T (2 × 5) in Figure 2. As the
five-membered rings themselves do not share any oxygen
bridges, the typical band around 650 cm-1 remains present.
However, a second band appears at 600 cm-1. Even though the
five-membered rings do not share any adjacent sides, the
appearance of a new peak provides an instant jump of ap-
proximately 50 cm-1. This trend is also obvious for the silica
dodecamer structure 12T (4 × 5), which was proposed as one
early building unit in silicalite-1 precursor formation.32 This
caplike species shows just a single strongly red-shifted band
around 600 cm-1.
MFI Precursors. The role of multiple IR bands becomes
even more pronounced if several such units combine to form
the small cages that are typically encountered in MFI. In this
study we have focused on an MFI-structured 22T precursor,
which forms a crucial part of the firm 10-ring channel walls.
The simulations demonstrate how the multiple IR bands show
up in our region of interest upon increasing degree of 5R
condensation. As clearly shown in Figure 3 and Figure 4, the
primary peak is observed at 620 cm-1, after which it loses
intensity and is joined by a new rising secondary band around
575 cm-1. In a next step, the 22T precursor is extended to form
the typical 10-membered ring (36T precursor). These essential
features will finally lead to the straight and sinusoidal channels
that are typical for the materials that have the MFI topology.
Furthermore, the 36T structure is the actual precursor on which
the aggregation model for zeolite synthesis, proposed by
Kirschhock et al.,8 was based. The original peak around 620
cm-1 loses even more intensity and becomes difficult to
distinguish. The new peak increases in intensity and undergoes
an additional small red shift toward 570 cm-1. However, as is
shown in Figure 3, the IR spectrum of the 36T precursor could
just as well be perceived as a single broad band around 600
cm-1.
From our results, this seems to be the crucial stage in both
the observed IR bands and the synthesis of silicalite-1. In the
previous stages the IR band red-shifted gradually, depending
on the way the five-membered rings were connected. However,
these types of structures can still be expected to be found in
amorphous silica particles as well as in many other zeolite
structures. A major jump of 50 cm-1 occurs only once
substantial characteristics of the true MFI framework topology
are defined in the double five-membered rings that are present
in nanosize precursors. This jump does not correspond to the
typical gradual shift that seems to accompany nanogrowth but
Figure 3. Several key simulated IR spectra, ranging from the isolated
five-membered ring (5T), through the quadruple five-membered ring
(8T), the pentacyclic dodecamer (12T), the 22T MFI-structured unit
(22T), and the 36T MFI precursor (36T), to the 3 × 4 silicalite nanoslab
(slab), and 2 × 2 × 2 nanoblock (block).
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arises from the increased intensity of a new band smothering
the higher-lying band. The presence of these two bands thus
fully explains why Hsu et al.24 observed a broad band around
570 cm-1 for young precursor-type particles. Kragten et al. also
observed a broad weak-to-medium band at 565 cm-1 for
nanoparticles, which they believed to be similar to an extremely
weak and very broad band for amorphous silica in the same
region.18 Ravishankar et al., however, succeeded in the observa-
tion of a split band, reporting a doublet of 555 and 570 cm-1
for crystalline nanosized silicalite-1 as compared to a single
band at 550 cm-1 for micrometer-sized silicalite-1.33
The theoretically simulated IR results thus not only cor-
respond with earlier experimental work but also provide new
insights into the fundamental nature of nanoparticle growth. As
shown in Figure 4, the synthesis of small MFI precursors marks
the boundary area between which two different IR bands are
observed. Smaller particles will exhibit the vibrations typical
for isolated five-membered rings, while larger more condensed
structures in nanoparticles will show the MFI fingerprint even
in the absence of Bragg crystallinity.
One-Dimensional Growth along Crystal Axes. Our simula-
tions show that, once several of these precursors are attached
to each other, the higher-lying band disappears completely,
resulting in a single, much narrower band, in accordance with
the observation of Hsu et al.24 Furthermore, the 570 cm-1 band
exhibits a further bathochromic shift. Quite remarkably, this shift
is slightly dependent on the direction along which growth occurs
(Table 1). Along the a-axis, the direction of the sinusoidal
channels, only four connections are necessary for linking this
type of precursor and hardly any shift occurs. For the growth
along the b- and c-axes, six bonds are formed, which results in
significant shifts of -10 cm-1 to 560 cm-1. The shift appears
to be slightly more pronounced for growth along the c-axis,
which results in a very condensed network between two
precursors. The number of connections and the resulting degree
of condensation along the b-axis (i.e., direction of straight
channels), on the other hand, is lower because of the presence
of the channel crossings with the sinusoidal channels in the
a-direction. When looking at linear growth by adding the
precursors one-by-one, it is clear that the main shift already
occurs when just two precursors are attached along the b- or
c-axis. The effect of nanogrowth on the IR band diminishes
rapidly if more building blocks are successively attached in the
same direction.
Two-Dimensional and Three-Dimensional Growth to Full
Crystal. When growth is considered in two dimensions, to create
the nanoslabs as proposed by Kirschhock et al.,8 the IR band
will shift to even lower values. Already for half a nanoslab
(containing two 36T precursor units in the b-direction and three
36T precursor units along the c-axis), the IR band is located
near 555 cm-1. Enlargement to a full nanoslab does not
fundamentally alter the vibrational frequencies, and the value
hovers around 555 cm-1. Theoretically, a combination of 36T
building blocks into three-dimensional blocks gives the maximal
constraints on the lattice, yet, compared to the two-dimensional
nanoslabs, no further shift is observed. The IR band shift of
the MFI nanoblock remains at 555 cm-1, close to the value
observed in the fully periodic MFI lattice. From these results it
seems that, from slabs and blocks onward, the silicalite-1 crystal
is well-defined in terms of pentasil vibrations and the MFI
fingerprint is observable at full strength.
On the basis of the available IR spectra of the silicalite-1
crystallization intermediate,22,33 there is some discrepancy
between computed and experimentally determined FTIR sig-
natures in the 540-600 cm-1 region. Extracted precursors and
nanoslabs show IR absorption mainly around 590 cm-1 and 570
cm-1,22 respectively, while theoretically the absorption should
already be almost entirely red-shifted to 555 cm-1. Even 18-100
nm sized silicalite-1 nanophase material still shows a splitting
of the pentasil vibration into 555 and 570 cm-1 wavenumbers.33
This discrepancy can have several causes, both from the
experimental and from the computational points of view. The
samples might still contain a fraction of smaller entities leading
to overlapped signals, or the precursor and larger units may
not yet assume the ideal connectivity and degree of condensation
assumed in the present computation. Computed values, on the
other hand, should mainly be treated as a guide for a qualitative
trend. Further investigation is needed to clarify these issues and
better exploit the IR tool.
Conclusions
Because experimental characterization of silica nanoparticles
is particularly difficult, shifts in IR bands of freeze-dried samples
from clear solution have been used to define certain stages in
the synthesis procedure of silicalite-1. In this paper, we have
used molecular modeling techniques to verify whether such a
shift should indeed be expected and to identify the position of
the IR peaks for a complete range of structures. We have
provided a strong foundation from a modeling viewpoint for
the experimental observation of a red-shifting band, which starts
out broad but narrows as the structure becomes more defined
and condensed. This is not a continuous process as nanoparticle
size increases, but it is highly dependent on the specific way
monomers have been added. Since we have included simulation
of the smallest possible five-membered rings, this shift spans a
range of 100 cm-1. However, the narrow MFI fingerprint peak
around 550 cm-1 becomes strongly present only once the true
MFI structure is defined in nanoslabs and nanoblocks. The
strongest red shift occurs in the broad transition area, where
small precursor-type particles exhibit both the typical five-ring
vibrations and the MFI fingerprint band, caused by the vibrations
Figure 4. Different regions in silicalite-1 nanogrowth with their corresponding shift in IR band.
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of a double five-membered ring as proposed by Jacobs et al.20
Our simulations clearly reveal that pentasil rings at the particle
boundary vibrate at higher wavenumbers than more embedded
ones. Therefore, it can be expected that the IR spectrum will
be sensitive to both particle size and morphology.
From these results it is clear that FTIR is a powerful tool in
the characterization of silica nanoparticles. In combination with
other techniques to determine size and shape, FTIR should be
able to give a more defined picture of the initial stages in zeolite
synthesis.
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Abstract
In this paper, the performance of the one-dimensional hindered rotor approach (1D-HR) is evaluated for n-alkanes with hetero-ele-
ments O or S. The internal rotations in these molecules show a behavior distinct from those in n-alkanes, for which 1D-HR is a cost-
efficient method to describe the thermochemical features (entropy and heat capacity). It turns out that also for ethers, alcohols, sulfides
and thiols this approach gives a satisfactory experimental agreement. This work confirms earlier results, and consolidates the assumption
that the 1D-HR model is highly suitable for reproducing thermodynamic properties of single chain molecules, and that multi-dimen-
sional coupled hindered rotor approaches (nD-HR) are not necessarily required for attaining high accuracy. Moreover, it seems that
the 1D-HR results are almost independent of the details of the level of theory.
 2006 Elsevier B.V. All rights reserved.
Keywords: Hindered rotor; Entropy; Heat capacity
1. Introduction
The microscopic evaluation of thermodynamic proper-
ties of stable species and kinetic data for chemical reactions
has now found widespread use in physical chemistry. For
molecules containing various single bonds, the one-dimen-
sional hindered rotor (1D-HR) treatment has become an
essential tool for an accurate ab initio evaluation of chem-
ical properties. Various works in the literature have shown
that the standard harmonic oscillator approach (HO) is
inadequate for the treatment of large amplitude vibrations
and a correct description of microscopic partition functions
and deduced thermochemical and kinetic quantities, and
should be corrected with a hindered rotor treatment of
the internal rotations. There are different ways to imple-
ment the HR concept:
(i) the simplest corrections can be obtained from the tab-
ulated values proposed by Pitzer in the early days [1],
(ii) later interpolating formulae between harmonic oscil-
lator (HO) and free rotor (FR) treatments were pro-
posed by Truhlar and co-workers [2],
(iii) and more recently, a variety of ‘full’ treatments are
proposed by various groups [3–8] in which calculated
potentials are used and moments of inertia are calcu-
lated from the optimized geometries.
In a previous paper of the authors [7], it was found that
the one-dimensional model (1D-HR) was able to reproduce
the thermodynamic features – more specifically, third law
entropy and heat capacity – of n-alkanes quite well (within
the level of theory B3LYP/6-311g**).
This hindered rotor study was further elaborated in a
more recent paper, where the origin of this good behavior
of the 1D model was unravelled [9]. Implementation of the
more advanced, coupled 2D-HR method on pentane and the
3D-HRmethod on hexane, did not result in an improvement
0301-0104/$ - see front matter  2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.chemphys.2006.07.006
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of the predictions of entropy, but confirmed the results
obtained with the 1D-HR approach. It turned out that
the effects of two approximative ingredients inherent to
the 1D-HR model – construction of the 1D rotational
potential energy and the use of a constant reduced moment
of inertia – are systematically cancelled. The conclusions
made on n-alkanes may not a priori be extended to other
single chain molecules.
The goal of this study is a verification whether the excel-
lent performance of the 1D-HR for n-alkanes holds for
compounds such as ethers and alcohols or sulfides and thi-
ols where a CH2 fragment is substituted by the hetero-ele-
ments O or S. Sufficient experimental data are available to
validate the various approximative schemes to handle inter-
nal rotors. As already suggested by East and Radom [3] it is
not excluded that the standard procedure coinciding with
1D-HR does no longer achieve the desired accuracy for
some of these molecules, especially since a conformational
study showed that these molecules have a distinct behavior
from n-alkanes for internal rotations close to the hetero ele-
ment [10]. We therefore focus on those specific rotations.
The first step in any ab initio study is the selection of an
appropriate level of theory. Since there are not always
experimental data to benchmark the theoretical data, one
has to rely on general studies of similar molecules. This does
not give any guaranties. It is therefore important to validate
the sensitivity of the HR-corrections to the description of
the potential energy. From Ref. [10] one learns that within
the B3LYP method, the basis sets 6-31+g* (B1) and 6-
311g** (B2) select different geometries as most stable con-
former, with only small potential energy differences. Exper-
imental verification suggests that the B1 basis produces the
correct results for ethers and alcohols. However, for sulfides
and thiols no definite conclusion may be drawn.
Use of the correlation consistent Dunning basis sets (cc-
pVDZ and aug-cc-pVDZ) [11] on dipropylether learns that
the inclusion of diffuse functions is the crucial ingredient in
discriminating between the two types of results on confor-
mational energies obtained by the two basis sets B1 and B2.
We will calculate the entropy and heat capacity of ethers
and alcohols with both B3LYP/B1 and B3LYP/B2 levels of
theory in the 1D-HR and 2D-HR approaches, in order to
draw some conclusions about the sensitivity of the HR
approach to these differences.
2. Theory
For the evaluation of thermodynamic properties such as
entropy and heat capacity directly from the molecular prop-
erties, the molecular partition function is needed. In the
present case, we use a mixed Harmonic Oscillator/Hindered
Rotor model in which all internal motions, except for the
internal rotations, are approximated as independent har-
monic oscillators, without any additional scaling factors.
The partition function belonging to the internal rota-
tions depends critically upon the way both potential and
kinetic energy contributions of the system are calculated.
In the one-dimensional approach (1D-HR) the usual
approximation for the potential energy is used: for each
internal rotation a one-dimensional potential energy curve
(1D-PES) is calculated, and the total multi-dimensional
potential energy surface (mD-PES) is assumed to be the
sum of these one-dimensional contributions:
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In the 2D-HR method, multiple two-dimensional potential
energy surfaces (2D-PES) are constructed and the final po-
tential energy is obtained by subtracting all 1D-PES which
are counted twice [12]:
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The calculation of the moments of inertia is also performed
according to well-established methods described in previ-
ous papers of the authors [6,7,9,12]: fixed reduced moments
of inertia for each single internal rotation for the 1D-HR
scheme, in contrast to variable moments of inertia of both
global and internal rotations for the 2D-HR model. The
calculation of the kinetic energy matrix A(/1, . . ., /m) is
needed for the latter method [13,9,14].
3. Labelling convention for conformers
In order to unambiguously describe the different (refer-
ence) conformers, a consistent labelling system must be
introduced. This was already done in a previous study on
alcohols, thiols, ethers and sulfides [10], and a short over-
view is outlined in this paragraph.
Individual conformations about an internal rotation are
defined as t, g and g+, corresponding to a trans or a
gauche  orientation. When multiple internal rotations
within a molecule are considered, the individual conforma-
tion of each rotation has to be assigned. The appropriate
labelling convention for a sequence of internal rotations is
illustrated in Fig. 1. For alcohols and thiols (Fig. 1a), the
first internal rotation (with dihedral angle /l1) is about
the CX bond (X = O or S). The other rotations are labelled
as /lx where x indicates the position of the CC rotation axis
in reference to the CX bond. Also the position of the hydro-
xyl top is written explicitly. For example, the HOg+tgt
X
H
l6l5l4l3l2l1f f f f f f





Fig. 1. Labels used to identify specific internal rotations (with their
dihedral angles) in: (a) primary alcohols (X = O) and thiols (X = S) and
(b) in ethers (X = O) and sulfides (X = S).
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conformer of 1-pentanol (or HSg+tgt for 1-pentane thiol)
stands for /l1 = g+, /l2 = t, /l3 = g, and /l4 = g, where
l4 indicates the ethyl torsion, l3 the propyl torsion, etc.
For ethers and sulfides, the same convention applies, but
one has to distinguish between the two alkyl fragments
(Fig. 1b). The ‘l’ subscript indicates that the rotation is sit-
uated in the longest alkyl top on the hetero-element, and
the ‘s’ refers to the shortest alkyl branch. We refer to a con-
former by specifying the individual conformations in the
order /smax . . . /s1X/l1 . . . /lmax, with X = O or S. For
example, in ethyl propyl ether tOgg+ stands for /s1 = t,
/l1 = g, and /l2 = g+, while the same configuration in
ethyl propyl sulfide is referred to as tSgg+.
4. Potential energy profiles
Because the hetero compounds under study in this work
exhibit several (very) low energy conformers [10], one could
expect multi-dimensional potential energy surfaces to be
different than those obtained in pure n-alkanes [9,12]. We
calculate some two-dimensional energy surfaces (2D-PES)
that can serve as examples for a whole series of compounds.
For alcohols and thiols, 1-hexanol and 1-hexanethiol are
selected, and all 2D-surfaces are calculated. These plots
are displayed in Fig. 2. While the –OH and –SH rotations
exhibit a very specific behavior, the other surfaces are only
slightly different than corresponding plots in n-alkanes.
Note that for increasing /lx the gg+ double minimum
becomes more pronounced. Less subtle differences are
found in ethers and sulfides, for which we studied the
/s1/l1 and /l1/l2 surfaces, illustrated in methyl propyl ether
(MPE) and sulfide (MPS), di-ethyl ether (DEE) and sulfide
(DES), and finally di-propyl ether (DPE) and sulfide (DPS).
The /l1/l2 potential energy surfaces (in MPE, DPE,
MPS and DPS: Fig. 3) show, compared to a typical n-
alkane 2D-PES, mainly one deviating coupling effect: in
ethers the typical alkane double minima around the
gg+ geometry is completely destroyed (compare with
e.g. the /l4/l5 surfaces of hexanol and hexanethiol). The
/s1/l1 potential energy surfaces (Fig. 4) are very instruc-
tive, and show very distinct features for ethers and sulfides.
Not only is the behavior around the gg+ geometry differ-
ent (again), but there are also more minima on the sulfide
surfaces. These numerous minima are connected by broad,
low energy valleys. Even the energy barriers are substan-
tially lower than in ethers (note the different scale of the
contour plots in Fig. 4). The influence of the level of theory
on the 2D-profiles is not very pronounced. We display the
2D-PES obtained with the two basis sets B1 and B2 and we
scarcely notice any discrepancy on the qualitative level.
Still, both levels of theory exhibit a different global mini-
mum, which will result in different one-dimensional paths
to be used in the 1D-HR approach.
In particular, the largest deviations are noticed in DPE
and to illustrate the variations of the potential energy sur-
face we give the various conformational energies of DPE
for the two basis sets B1 and B2 in Table 1. We also include
the predictions for two correlation consistent Dunning
basis sets [11]. The similarity between the values obtained
within the two basis sets involving diffuse functions
[6-31+g* (B1) and aug-cc-pVDZ] is striking, and we may con-
clude that the deviations noticed between the B1 and B2
results are directly linked to the presence or not of diffuse
functions in the basis set under consideration. The one-
dimensional cuts starting from the global minimum confor-
mation will clearly be different in the two types of bases,
giving rise to a completely different 1D-HR description,
and causing strongly deviating results.
Both in 1D-HR and 2D-HR, the methyl top rotations
are described one-dimensionally. Their energy profiles are
determined unambiguously by the barrier height. For n-
alkanes this barrier converges about the value of 12.1 kJ/
mol for long enough chains [7]. In n-alkanes with substitu-
tion of a CH2 fragment by an hetero element O or S, the



















































































Fig. 2. Two-dimensional potential energy profiles of 1-hexanol (B3LYP/
B1) and 1-hexane thiol (B3LYP/B2). The dihedral variation is relative to
the all-trans conformer: HOttttt and HSttttt.
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element in the chain with respect to the ending methyl top.
The largest variations take place in the smallest molecules:
C2H6O may represent ethanol as well as dimethyl ether
(DME) but the barrier varies from 11 kJ/mol (in DME)
to 15.5 kJ/mol (ethanol) (Fig. 5). The variation of the bar-
riers decreases for longer hetero substituted alkanes and
converges to the pure n-alkane value of 12.1 kJ/mol. The
lowest barrier is noticed in molecules, where the methyl
top is nearest to the hetero element and its magnitude lar-
gely depends on the nature of the hetero element: 6 kJ/mol
for methyl tops close to S, which may be the result of the
(very) long bond length of S–C.
The methyl barrier heights are almost independent of
the choice of basis, with differences less than 0.2 kJ/mol.
5. Thermodynamic properties
5.1. Oxygen compounds
Table 2 gives a summary of the results obtained in the
considered set of alcohols and ethers1. The entropy and heat
capacity values are calculated at different levels of theory:
B3LYP/6-31+g*(B1) and B3LYP/6-311g**(B2), and also
with different calculation schemes: the harmonic oscillator
model (HO), and the two hindered rotor schemes 1D-HR
and 2D-HR. For transparency, we also report the results
from the works fromGuthrie [16] and Chen [17] when avail-
able. The reference values are taken from Ref. [15].
The entropy values are given at 298.15 K. All HO pre-
dictions systematically underestimate the experimental
data. The discrepancies are of the order of 10% of the total
magnitude. The full ab initio corrections arising from tak-




























































Fig. 4. Two-dimensional potential energy profiles of the /s1/l1 energy
surfaces in di-ethyl ether (DEE), di-propyl ether (DPE) and di-ethyl sulfide
(DES), di-propyl sulfide (DPS): (a) DEE on the B3LYP/B2 level of theory,
(b) DES on the B3LYP/B2 level of theory, (c) DPS on the B3LYP/B2 level
of theory, (d) DPS on the B3LYP/B1 level of theory and (e) DPE on the





a MPE (B3LYP/B1) b MPS (B3LYP/B1)






































Fig. 3. Two-dimensional potential energy profiles (relative to the all-trans
conformer: Ott and Stt) of the /l1/l2 energy surfaces in: (a) methyl propyl
ether (MPE), (b) methyl propyl sulfide (MPS), (c) di-propyl ether (DPE)
and (d) di-propyl sulfide (DPS) on the B3LYP/B1 level of theory.
Table 1
Influence of the basis set on the relative energy of some conformers of di-
propyl ether, and on the entropy and heat capacity calculated in the HO
approximation
kJ/mol 6-31+g(d) (B1) 6-311g(d,p) (B2) cc-pVDZ aug-cc-pVDZ
ttOtt 0.00 2.51 3.36 0.24
ttOtg 0.22 1.28 1.66 0.11
ttOgt 6.24 8.60 8.69 6.24
tgOgt 11.69 13.36 12.93 11.99
gtOtg 0.54 0.00 0.00 0.00
J/mol K 6-31+g(d) (B1) 6-311g(d, p) (B2) cc-pVDZ aug-cc-pVDZ
S 394.03 388.58 389.17 392.06
C 144.38 143.96 144.46 145.29
1 Supplementary material can be found, online on ScienceDirect at
doi:10.1016/j.chemphys.2006.07.006 (http://www.sciencedirect.com).
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predictions to values which are very close to the experimen-
tal estimates (within a few J/mol K) independent of the
level of theory B1 or B2. In some ethers, the agreement is
even spectacular, especially on the B3LYP/6-311g**(B2)
level of theory. The 2D-HR entropy values are somewhat
higher than the 1D-HR results, and the discrepancy with
the experimental values increases.
This excellent quality of the 1D-HR results was also
noted for n-alkanes [7]. Further research revealed that,
for those molecules, a cancellation of errors (potential ver-
sus kinetic energy) in the construction of 1D-HR partition
function [9] lies at the origin of its success.
For some selected molecules the 2D-HR procedure has
also been applied. It turns out that the agreement with
experiment is not improving. In most of the cases, the
2D-HR model overestimates the entropy. To illustrate with
an example: in dipropyl ether (DPE) the 2D-HR correction
with respect to the HO estimate amounts to 40.5 J/mol K,
compared to 35.7 J/mol K in the 1D-HR model. They both
overestimate the experimental value with, respectively, 12.1
and 7.2 J/mol K. This result is rather surprising as it does
not happen frequently that a more elaborated method
turns out to be less adequate than the more simplified
one. It is probably due to some hazardous cancellation of
errors as already emphasized in previous works (Refs.
[9,14]). In addition the calculated value of the entropy for
dipropyl ether strongly depends on the basis set chosen

































Fig. 5. Methyl top barrier height in function of chain length and position
of the hetero element in the chain, calculated at the B3LYP/B2 level of
theory. Note that for n-alkanes the barrier amounts to about 12.1 kJ/mol.
Table 2
Entropy and heat capacity of alcohols and ethers at 298.15 K
Basis S (298.15 K) C (298.15 K)
Ethanol
Ref. values [15] 282.59 66.17
HO B1 269.68 64.65
B2 268.78 64.63
1D-HR B1 278.11 64.88
B2 282.33 65.38
Dimethyl ether
Ref. values [15] 266.69 66.03
HO B1 264.47 62.43
B2 264.48 62.68
1D-HR B1 267.28 65.04
B2 269.15 65.26
1-Propanol
Ref. values [15] 324.72 93,48
HO B1 301.81 85.03
B2 298.93 84.47
1D-HR B1 324.25 86.60
B2 322.05 86.84
Methyl ethyl ether
Ref. values [15] 310.62 92.04
HO B1 302.05 82.99
B2 302.26 83.32
1D-HR B1 309.88 92.94
B2 311.89 92.77
Chen [17] 312.63 92.47
1-Butanol
Ref. values [15] 362.75 111.91
HO B1 333.82 105.22
B2 331.28 104.78




Ref. values [15] 349.13 112.38
HO B1 334.60 103.34
B2 332.56 103.29
1D-HR B1 351.13 114.22
B2 349.71 112.75
2D-HR B1 352.71 114.12
Guthrie [16] 352.21
Diethyl ether
Ref. values [15] 341.00 118.26
HO B1 327.74 103.53
B2 328.56 103.99
1D-HR B1 341.96 120.64
B2 341.61 119.80
2D-HR B2 347.90 119.66
Guthrie [16] 345.97
1-Pentanol
Ref. values [15] 402.50 133.70
HO B1 364.55 125.32
B2 362.57 125.10




Ref. values [15] 390.10
HO B1 366.80 123.57
B2 364.74 123.70
(continued on next page)
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and can differ substantially (approximately 9 J/mol K). It
has already been observed that the presence of diffuse func-
tions in the basis set lies on the origin of these discrepan-
cies. This is confirmed by the estimates made in the more
advanced cc-pVDZ and aug-cc-pVDZ basis sets (see Table
1) within the full HO approximation. The two basis sets B1
and B2 predict HO estimates differing by 5.5 J/mol K (cal-
culated with respect to the reference conformers ttOtt and
gtOtg, respectively). This suggests that the vibrational
modes strongly depend on the structure, and assuming
their harmonic description fixed for other geometries than
the reference conformer may generate large errors. In a
recent paper, we have shown that even minor changes in
the vibrational modes can lead to different predictions of
thermodynamic quantities [14]. In this work, a more elab-
orated ‘extended hindered rotor’ (EHR) model has been
developed and could be regarded as the ‘exact’ reference
model instead of the 2D-HR approach. However, EHR
needs the calculation of the complete mD-PES, and is
therefore not the most appropriate method for e.g. dipro-
pyl ether (n = 4).
The reproduction of the heat capacity is of the same
order of accuracy as observed in n-alkanes, and almost
independent of the specific HR scheme (1D or 2D). The
calculated values are somewhat too high for lower temper-
atures as a result of the classical implementation of our hin-
dered rotor treatments [7]. On the other hand for medium
and higher temperatures we achieve a very satisfactory
agreement. In Fig. 6a, the temperature behavior of the heat
capacity in ethyl butyl ether is plotted. It confirms our
conclusions.
5.2. Sulfur compounds
Entropy and heat capacity values for the selected set of
thiols and sulfides are presented in Table 32. The reference
values are taken from Ref. [15]. When available, the results
of Guthrie’s work [16] are also reported.
The agreement of the calculated entropy values with
experiment is satisfactory but not of the same level as for
alcohols and ethers. While the HO results still underesti-
mate the experimental values significantly, the 1D-HR pre-
dictions are close to experiment, except for some smaller
sulfides. For dimethyl sulfide, methyl ethyl sulfide and
diethyl sulfide the HO values are already reproducing the
entropy quite well, and the 1D-HR and 2D-HR predictions
now exceed the experimental data. Both models predict
Table 2 (continued)
Basis S (298.15 K) C (298.15 K)
1D-HR B1 389.05 139.87
B2 389.46 138.61
Ethyl propyl ether
Ref. values [15] 388.10 134.49
HO B1 366.56 123.94
B2 365.01 123.99
1D-HR B1 384.83 141.82
B2 386.91 139.85
1-Hexanol
Ref. values [15] 441.50 156.97
HO B1 398.31 145.84
B2 395.26 145.57
1D-HR B1 442.06 163.17
B2 445.57 161.02




HO B1 398.95 143.89
B2 397.28 144.11
1D-HR B1 421.17 165.18
B2 417.12 163.74
Ethyl butyl ether
Ref. values [15] 429.00 157.75
HO B1 398.70 144.12
B2 396.45 144.32
1D-HR B1 424.12 167.46
B2 427.72 165.93
Dipropyl ether
Ref. values [15] 422.50 153.41
HO B1 394.03 144.38
B2 388.58 143.96
1D-HR B1 429.74 163.08
B2 420.92 160.23
2D-HR B1 434.57 163.49
Guthrie [16] 428.53




















































Fig. 6. Heat capacity in J/(mol.K) of: (a) ethyl butyl ether and (b) ethyl
butyl sulfide.
2 Supplementary material can be found online on ScienceDirect at
doi:10.1016/j.chemphys.2006.07.006 (http://www.sciencedirect.com).
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almost the same entropy values, the differences are small
compared with the corrections obtained in alcohols and
ethers. Anyway, as before, the best overall agreement is
given by the 1D-HR approach.
The analysis of the heat capacities reveals some interest-
ing features. For higher temperatures, the HO approxima-
tion will normally provide an upper limit for the heat
capacities, as the contribution for each activated mode will
be R, while for the HR modes it will tend to R/2. This rule
indicates that the HO models are expected to overestimate
the heat capacity at high temperatures. This rule is not sys-
tematically respected in Table 3. For the larger molecules
(such as 1-butanethiol) the experimental heat capacities
are larger than those predicted in the HO approximation!
As the HR model lowers the heat capacity values by R/2
(at high temperatures) for each internal rotation present,
the 1D and 2D-HR predictions will be worse than the
HO values. This situation is shown in Fig. 6b. This failure
in reproducing the correct behavior of the heat capacity in
sulfides lies in the presence of low vibrational modes. Con-
trary to ethers and n-alkanes, there are low temperature
bending modes resulting from the heavy S atom and the
long CS bonds. They are responsible for higher moments




Þ1=2; with V00 the second-order derivative of the
potential energy along the bending mode). As the vibra-
tional temperatures originating from these bending modes
are of the same magnitude of the vibrational temperatures
of internal rotations, they are heavily mixed. This is con-
firmed by visual inspection of the normal modes.
Low and medium vibrational modes contribute strongly
to the heat capacity value. Therefore, their frequency
should be determined very accurately. This requires a high
level of theory.
6. Summary
In this work the thermodynamic properties – entropy
and heat capacity – of alcohols/thiols and ethers/sulfides
have been the subject of a thorough investigation. In these
molecules, several internal rotations are present. These
rotations have a tendency to generate multiple conformers
with similar energies, and may exhibit, depending on the
level of theory, a global potential energy minimum at a
conformation different from the all-trans geometry. Both
properties are different from n-alkanes in which there is a
distinct energy minimum at the all-trans conformation. It
was therefore difficult to predict if the 1D-HR approach
would be able to reproduce the experimental data on
entropy and heat capacity with the same kind of accuracy
as for n-alkanes.
The 1D-HR method is indeed capable of reproducing
entropy values close to experiment. The 2D-HR method,
although theoretically more evolved, seems to slightly over-
estimate the entropy.
The prediction of the heat capacity on the other hand is
more problematic: the reproduction of heat capacities in
Table 3
Entropy and heat capacity of thiols and sulfides at 298.15 K
Basis S (298.15 K) C (298.15 K)
Ethanethiol
Ref. values [15] 296.02 74.37
HO B2 284.63 70.94
1D-HR B2 293.45 72.54
Dimethyl sulfide
Ref. values [15] 285.85 75.22
HO B2 284.56 72.18
1D-HR B2 292.79 73.18
1-Propanethiol
Ref. values [15] 336.50 96.86
HO B2 317.39 91.63
1D-HR B2 335.34 95.92
Methyl ethyl sulfide
Ref. values [15] 333.15 95.04
HO B2 323.62 92.44
1D-HR B2 341.42 93.91
1-Butanethiol
Ref. values [15] 375.20 120.58
HO B2 348.69 111.84
1D-HR B2 373.17 120.79
Methyl propyl sulfide
Ref. values [15] 371.68 117.29
HO B1 355.85 112.15
B2 353.75 113.10
1D-HR B1 375.44 117.21
B2 374.91 117.76
2D-HR B1 376.67 117.09
B2 376.21 116.84
Diethyl sulfide
Ref. values [15] 368.00 120.11
HO B2 351.59 112.75
1D-HR B2 378.55 114.49
2D-HR B2 378.29 114.56
1-Pentanethiol
Ref. values [15] 415.39 141.78
HO B2 380.35 132.16
1D-HR B2 417.48 146.06
Methyl butyl sulfide
Ref. values [15] 411.90 140.67
HO B2 385.95 133.43
1D-HR B2 414.98 142.99
Guthrie [16] 414.47
Ethyl propyl sulfide
Ref. values [15] 414.12 139.02
HO B2 387.43 133.34
1D-HR B2 415.95 139.00
Guthrie [16] 405.76
1-Hexanethiol
Ref. values [15] 454.70 167.69
HO B2 411.60 152.51
1D-HR B2 457.18 170.88
2D-HR B2 460.64 168.85
Guthrie [16] 457.73
Methyl pentyl sulfide
Ref. values [15] 451.18 163.50
HO B2 418.80 153.85
1D-HR B2 450.18 168.29
Guthrie [16] 453.67
(continued on next page)
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alcohols and ethers is satisfactory, but the hindered rotor
and harmonic oscillator models fail to predict reliable val-
ues in thiols and sulfides.
The general conclusion is that the 1D-HR approach is a
very satisfactory model to describe the entropy of the pre-
sented single chain molecules: primary alcohols and thiols,
and ethers and sulfides. The calculated values are rather
insensitive to the details of the description: both B3LYP/
6-31+g* and B3LYP/6-311g** perform very well, although
the basis set B3LYP/6-31+g* including diffuse functions
(and in analogy the basis set aug-cc-pVDZ) should be the
appropriate level of theory to describe the energy differ-
ences between the conformers.
This is a very useful property of 1D-HR, since the time-
consuming step of the level of theory study can be reduced
considerably.
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Vibrational modes in partially optimized molecular systems
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In this paper the authors develop a method to accurately calculate localized vibrational modes for
partially optimized molecular structures or for structures containing link atoms. The method avoids
artificially introduced imaginary frequencies and keeps track of the invariance under global
translations and rotations. Only a subblock of the Hessian matrix has to be constructed and
diagonalized, leading to a serious reduction of the computational time for the frequency analysis.
The mobile block Hessian approach MBH proposed in this work can be regarded as an extension
of the partial Hessian vibrational analysis approach proposed by Head Int. J. Quantum Chem. 65,
827 1997. Instead of giving the nonoptimized region of the system an infinite mass, it is allowed
to move as a rigid body with respect to the optimized region of the system. The MBH approach is
then extended to the case where several parts of the molecule can move as independent multiple
rigid blocks in combination with single atoms. The merits of both models are extensively tested on
ethanol and di-n-octyl-ether. © 2007 American Institute of Physics.
DOI: 10.1063/1.2737444
I. INTRODUCTION
The applications of molecular modeling nowadays focus
more and more on extended systems, in which numerous
atoms are involved. Examples are polymer chains, supramo-
lecular assemblies, systems embedded in a solvent, or mac-
romolecules adsorbed within porous materials. For the de-
scription of the electronic part of the system, one usually
resorts to a hybrid model, in which the chemically active part
where bonds may be formed or broken is described at a
quantum mechanical level, whereas the outer region is de-
scribed at a lower molecular mechanics level. The previous
models are often referred to as quantum mechanical/
molecular mechanical methods.1–4 The basic idea originated
from the observation that normally only a portion of the
atoms in a reaction is directly involved in bond breaking and
forming or in changing of bond order. These methods can be
used either in a cluster or a periodic based approach.
In many cases, only part of the system is optimized to
restrict the computational cost or to prevent unphysical de-
formations of the border of periodic systems. Good examples
are reactions occurring in porous materials, where the border
of the system is kept fixed during the geometry optimization
to prevent unphysical deformations due to the neglect of the
whole periodic structure. Another example is the simulation
of defects embedded in a crystal lattice. In such cases, it is
common practice to cut out a cluster around the defect and to
keep the cluster border atoms fixed during the geometry
optimization.5 After such a constrained geometry optimiza-
tion, residual forces remain on the fixed border atoms and the
partially optimized structure corresponds to a nonequilibrium
state. The usual normal mode analysis NMA equations can
be applied to this nonequilibrium configuration using the full
Hessian of all atoms in the structure, i.e., the matrix of sec-
ond derivatives of the potential energy surface with respect
to all nuclear coordinates. Such a procedure, however, has
some serious defects. The Hessian will have only three ei-
genvalues equal to zero instead of six, implying that the ro-
tational invariance of the potential surface is not manifest. In
addition, spurious imaginary normal frequencies appear, sug-
gesting that the partially optimized system resides in a tran-
sition state, even when this is obviously not the case.
Whereas for the determination of the energy the parti-
tioning into chemically active and passive areas is common
practice, it is far less applied for the determination of the
Hessian of such extended systems. The calculation of the
Hessian is one of the most expensive steps in the calculation
of free energies, so a partitioning scheme for the Hessian
would also seriously reduce the computational cost.
Within this respect, the work of Head and co-workers is
especially interesting.6,7 They introduced a strategy by which
only the frequencies of part of a chemical system are com-
puted. In 2002, Li and Jensen introduced the name partial
Hessian vibrational analysis PHVA and extended the
method for the calculation of vibrational enthalpy and en-
tropy changes for chemical reactions.8 Recently, Besley and
Metcalf applied the partial Hessian approximation to calcu-
late the amide I band of polypeptides and proteins.9 Within
this methodology, however, the normal modes are calculated
for the system with the fixed atoms frozen at their reference
positions as if they were given an infinite mass and only the
relaxed atoms can participate in the small amplitude vibra-
tions. Head and co-workers have also developed a more so-
phisticated partial Hessian method,10–12 where frequencies
are corrected in lowest order perturbation theory for the cou-
aAuthor to whom correspondence should be addressed. Electronic mail:
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pling between PHVA modes and modes in the fixed part.
This method has been very useful for the calculation of lo-
calized vibrations of adsorbates on surfaces.
In this paper we propose an extended version of the
PHVA method, in which the atoms that were kept fixed dur-
ing the optimization can participate in small amplitude vibra-
tions of the system, with the restriction that only coherent
movements as a single block are allowed. The block of the
fixed atoms can rotate and translate as a rigid body, while the
internal geometry of the block is kept fixed. This model is
referred hereafter to as the mobile block Hessian MBH
approach. A schematic representation of the basic idea be-
hind the MBH method is given in Fig. 1.
It can be expected that both methods would give similar
results in those cases where the nonoptimized part of the
system is quite rigid. The example of a defect in a crystal
lattice is a case in point. For systems in which the molecular
environment is more flexible, such as reactions occurring in
solvents or polymer chains, the motions of the surroundings
cannot a priori be neglected. It needs to be investigated to
what extent the two methods coincide for such applications
and whether such a partial optimization can give an accurate
description of the localized modes in the optimized region.
Localized modes are characterized by the fact that during the
small amplitude vibrations, changes in the geometry only
occur in a restricted region of the molecular system. In order
to investigate this question, one should be able to construct
the normal modes and frequencies of the partially optimized
system in a rigorous way and compare them with frequencies
of the fully optimized system.
The computational cost of the PHVA and MBH methods
is similar, and the NMA equations can be rephrased in terms
of a Hessian of reduced dimension in both cases. This leads
to a significantly reduced load compared to a full Hessian
frequency calculation. Related with a less expensive treat-
ment of the Hessian is the work of Lin et al.13 They have
proposed efficient methods for calculating the Hessian in the
optimization procedure of the multiconfigurational molecular
mechanics method. The partial Hessian vibrational analysis
and also the mobile block Hessian approach could be useful
in combination with such methods as they could additionally
speed up the computationally expensive task of determining
the Hessian for reactions on extended systems.
In Sec. II the problem of determining normal modes in
nonequilibrium systems is discussed. The partial Hessian vi-
brational analysis is revised, and a detailed theoretical deri-
vation is given of the mobile block Hessian approach, which
we propose as an extension of the PHVA method for ex-
tended systems which are quite flexible. In Sec. III the two
methods are compared for the example of the ethanol mol-
ecule. This very simple molecule has been chosen as a test
case, as it enables one to address various phenomenological
issues of the PHVA and MBH methods. The MBH approach
can be easily extended to the case where several parts of the
molecule can move as independent rigid bodies in combina-
tion with single atoms. The framework of this “multiple”
mobile block Hessian approach is worked out in Sec. IV and
is applied to di-n-octyl-ether in Sec. V. Finally, the results are
summarized in Sec. VI, and future applications of the MBH
model are discussed.
II. BACKGROUND AND THEORETICAL
DEVELOPMENT
A. Normal modes in nonequilibrium configurations
Consider a molecule with N masses mA A=1, . . . ,N,
the positions of which are described by Cartesian coordinates
rArA=x,y,z, with respect to a space-fixed frame. The en-





2 + VrA , 1
where r˙A is a time derivative and V is the potential energy.
Expanding V around a reference configuration rA
0  gives
















AB + . . . 2
in terms of the displacement coordinates A=rA−rA
0
. By
collecting the coordinates in one vector xi=rA, with i
A=1, . . . ,3N, one can expand the energy in matrix form
as
E − V0 =
1
2




up to second order in the displacements i=xi−xi
0
. In Eq.
3, the mass matrix M is a diagonal matrix containing the
masses, G is the gradient vector defined by the gradients of
the potential energy at the reference point, and H is the Hes-
sian or second-derivative matrix in the reference point. The
NMA equation determining the eigenmodes  and normal
frequencies 1/2 reads
H = M , 4
representing a generalized eigenvalue problem.
FIG. 1. Schematic representation of the basic idea behind the MBH method.
The shaded blocks symbolize the parts of the molecule of which the internal
geometry is kept fixed during the partial geometry optimization. In the MBH
approach, they are described as rigid bodies with six degrees of freedom
translations and rotations.
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Solution schemes of these equations are implemented in
various standard ab initio molecular modeling packages, but
if the whole molecular system is not in its equilibrium state,
the reference configuration is not gradient-free and some of
the resulting frequencies are completely unphysical. An ad-
ditional problem is that a discrimination of the unphysical
frequencies from the physical values is not obvious.
We want to make two comments in the situation of non-
equilibrium configurations gradient vector G0. First, one
can show that the eigenvalues of Eq. 4 are coordinate-
dependent: a second-order expansion of the potential energy
expressed in curvilinear coordinates, which are nonlinearly
related to the Cartesian coordinates, leads to different normal
mode frequencies. This phenomenon is “well known” and is
related to the difference between ordinary and covariant de-
rivatives in a nontrivial metric space.14 Its importance and
unpleasant consequences have recently been emphasized by
several authors.15,16
A second comment deals with the invariance of the po-
tential energy surface under overall rotations. When G0,
the Cartesian Hessian will only generate three zero eigenval-
ues those related to the global translation. The three eigen-
values associated with the global rotation are different from
zero,
17
and the absence of these Goldstone modes18 is due to
the use of the second-order expansion in rectilinear Cartesian
coordinates, which breaks the rotational symmetry of V. This
defect is simply cured by taking coordinates that respect the
symmetries of V, i.e., internal coordinates.
With any choice of 3N−6 internal coordinates I, and a
body frame whose origin lies at the center of mass rc.m., the
energy in Eq. 1 can be rewritten in a standard way19–21 as
the sum of the potential energy WI expressed in internal
coordinates and kinetic energy terms arising from the center-














+ Wi . 5
HereM is the total mass and  the angular velocity vector
of the body frame. The inertial tensor I, the Coriolis coupling
AI between the body-frame rotation and internal velocity ˙ I,
and the BIJ matrix are all functions of the internal coordi-
nates.
The potential energy WI, expanded to second order
about a reference geometry I
0, reads
















The set of new coordinates now consists of the center-of-
mass coordinates rc.m., three angles to specify the orientation
of the body frame e.g., Euler angles, and the 3N−6 internal
coordinates I. The NMA equations using internal coordi-



















where vc, vr, and vi have dimensions 3, 3, and 3N−6,













gradient is nonzero, the NMA equations in Eq. 7 will give
different eigenvalues from those of Eq. 4. In particular, the
eigenvalue equations 7 always generate six zero eigenval-
ues due to its construction, as the Hessian has vanishing
matrix elements in the c and r subspaces, while in Eq. 4
the presence of six zero eigenvalues is not ensured.
In a completely general situation it is, in principle, not
possible, due to the coordinate dependence, to define mean-
ingful normal modes in a nonequilibrium point. However,
the situations of interest for the present paper are not com-
pletely general but arise from physical considerations.
We consider cases where the reference point is obtained
by optimizing the energy with respect to a subset of coordi-
nates, keeping the remainder fixed during the optimization.
The fixed coordinates correspond, e.g., to the geometry of a
part of the molecule that is expected to influence the local-
ized mode of interest only slightly. The system correspond-
ing to the subset of coordinates that have been optimized is
actually in equilibrium, even though the complete gradient is
nonzero.
A detailed theoretical analysis of the coordinate inde-
pendence and symmetry properties of the NMA equations in
nonequilibrium systems, as well as the link between descrip-
tions using Cartesian and internal coordinates, will be given
in a separate publication. In this paper we focus on the com-
parison of two practical methods for treating such cases.
B. Partial Hessian vibrational analysis
One assumes a certain reference structure rAF
0  for part
of the molecule consisting of NF atoms labeled AF ,BF , . . ..
Keeping rAF
0  fixed in space, the positions of the remaining
NE=N−NF atoms labeled AE ,BE , . . . are optimized, result-
ing in an “equilibrium” configuration rAE
0 . Obviously, the
full gradient is nonzero, since V /rAE0=0, but
V /rAF00. Solutions of the NMA equations taking into
account the full Hessian and mass matrix will therefore lead
to unphysical results.
In a first model, known as partial Hessian vibrational
analysis, one assumes that the fixed atoms AF do not partici-
pate in the small amplitude vibrations. Hence their displace-
ments AF and velocities 
˙
AF are set to zero. This is con-
sistent with a situation in which infinite masses mAF are
associated with the fixed atoms. With this assumption, the
second-order energy of Eq. 3 reduces to
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where , ˙ , M, and H are the displacements, velocities,
mass matrix, and Hessian restricted to the reduced
3NE-dimensional subsystem of the nonfixed atoms with mass
mAE. Note that the reduced gradient G=0 vanishes in this
subspace, so the 3NE system is in equilibrium at the refer-
ence configuration and provides coordinate-independent nor-
mal modes.
In practice, one simply needs to disregard the rows and
columns related to the coordinates of the fixed atoms in the
full Cartesian Hessian and mass matrix. The NMA equation








BE = mAEAE. 9
The reduced mass matrix M is positive definite, and the
presence of negative solutions  in Eq. 9 gives indication
that the reduced system resides in a transition state rather
than a minimum. The number of zero eigenvalues depends
on the remaining symmetry of the reduced system. Usually
no zeros will occur, since the fixed atoms act as an external
field breaking translational and rotational invariance for the
nonfixed atoms.
C. The mobile block Hessian approach
In the MBH approach, the fixed atoms are allowed to
participate in the small amplitude vibrations by moving as a
rigid body block. This is a physically different situation
from the previous approach, since one now takes into ac-
count the finite masses of the fixed atoms mAF.
This approach is easily implemented by a suitable choice
of the 3N−6 internal coordinates I, which is always pos-
sible. In the Z-matrix formalism, for instance, one can deter-
mine the first NF atoms by 3NF−6 Z coordinates distances,
angles, and dihedral angles, and the next NE atoms can con-
secutively be described by 3NE Z coordinates.
The 3NF−6 internal coordinates, describing the geom-
etry of the fixed atoms AF, are labeled IF, and the remain-
ing 3NE internal coordinates are labeled IE. The imposed
reference structure rAF
0  of the fixed atoms then determines
the values of the 3NF−6 internal coordinates, IF
0 . Optimiz-
ing the energy with fixed IF
0  and varying IE give the
reference structure IE
0 . Again, the full gradient is nonzero,
since W /IE0=0 but W /IF00. As a result, the
NMA equation 7 with the full Hessian will not give correct
frequencies though one does have six zero eigenvalues.
Allowing the fixed block to move as a rigid body, keep-
ing its internal geometry, can be imposed by putting the dis-




zero in the second-order expansion of Eq. 5. The part of the
molecule described by the 3NE internal coordinates IE has
been relaxed during the geometry optimization and hence is
in equilibrium. The gradient term in Eq. 5 thereby vanishes.
The corresponding NMA equations are obtained by
omitting the rows and columns related to the IF variables
from the Hessian and mass matrix in Eq. 7. The resulting
reduced eigenvalue problem of dimension 3NE+6 still has
six zero eigenvalues corresponding to overall translation and
rotation. These can be decoupled in the usual way19–21 by a
congruent transformation, ˜c=c, ˜i=i, and ˜r=r
+ Mrr−1Mrii, yielding the final 3NE-dimensional NMA
equation,
Hii˜i = Mii − MriTMrr−1Mri˜i. 10
The primed matrices do not contain the components related
to IF. The transformed mass matrix in the right hand side
of Eq. 10 is positive definite and the presence of negative
eigenvalues  will now unambiguously indicate that the re-
duced system is in a transition state.
D. Discussion: PHVA versus MBH
Both PHVA and MBH models offer a vibrational analy-
sis in which only a subblock of the Hessian matrix is diago-
nalized to produce vibrational frequencies for partially opti-
mized systems. In both descriptions, the molecular system is
composed of a rigid body with a number NF of fixed atoms
and NE atoms that are free to relax in a partial geometry
optimization. Conceptually, the difference between PHVA
and MBH lies in the use of near-infinite masses in the former
approach for the atoms in the rigid body, while in the MBH
model, reduced masses are used.
A more transparent and fundamental comparative study
between the PHVA and MBH models can be made when
using a specific choice of internal coordinates: for the set of
3NE internal coordinates IE describing the geometry of the
nonfixed atoms, one can take the Cartesian coordinates rAE
RB
in a frame attached to the rigid block RB e.g., the frame
constructed by the principal axes of the fixed atoms. The



















Here it is assumed that at the reference point the frame at-
tached to the rigid body coincides with the space-fixed
frame, which can always be done. The reduced Hessian Hii
of MBH now exactly coincides with the Cartesian H of the
PHVA. This gives evidence that the discrepancy between
PHVA and MBH only lies in a different approach of handling
the mass matrix.
The difference between both approaches is best illus-
trated by the example of two masses m1 and m2 moving in
one dimension and joined by a spring characterized by a
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spring constant K. Following the method of Sec. II B
PHVA, the mass m1 is considered fixed in space and the
normal frequency of the system vibration of mass m2 is
given by 2=K /m2. In the method of Sec. II C MBH, on
the other hand, the mass m1 is allowed to participate in the
vibration and one simply has the normal frequency of the
free spring, 2=K /, with  the reduced mass. In the limit
of m1
m2, the reduced mass tends to m2 and the eigenvalues
of the two approaches converge to the same value.
Generally, the partial Hessian vibrational analysis model
can be considered as a limit case of the mobile block Hessian
approach. When the mass and the inertial moments of the
rigid body increase with respect to the NE free masses, the
mass matrix of the MBH in the limit becomes equal to the
mass matrix of the PHVA. Thus the higher the fixed atom
masses, the more the two models converge to each other.
A more stringent comparison is obtained by inspecting
the mass term taken up in Eq. 10. Following the various
mass definitions given in Sec. II A, one sees that the fixed
atom masses mAF only occur in the matrix M
rr
, which co-
incides with the inertial matrix, while Mri is independent
of the mAF. The larger the number of atoms in the fixed part
of the molecule, the more the total mass of the rigid body
increases. As mentioned above, only the elements of the ma-
trix Mrr are influenced, and the second term in the right
hand side of Eq. 10 will tend to zero. With the specific
choice of internal coordinates as stated in Eq. 11, it is clear
that the PHVA frequencies form the limits of the MBH fre-
quencies.
Another non-negligible aspect concerns the computa-
tional cost of both models. Since both models require the
numerical evaluation of the reduced Hessian H or Hii, no
difference is expected in computing time. The calculation of
the corresponding mass matrices is also straightforward.
Since most of the required computation time goes to the
evaluation of the second derivatives of the potential energy
surface, the reduction of the dimension of the full Hessian to
3NE is essential to get a serious reduction of the computation
time.
The applicability of both methods depends on the type of
the simulated system under consideration. It can be expected
that the MBH method is better suited to describe molecules
in the gas phase, because they move quasifreely in space and
can be considered as isolated systems. Assigning an infinite
mass to the nonoptimized part of the system may be too
crude an approximation. The potential energy surface should
be invariant under global translation and rotation, and these
global modes should effectively decouple from the internal
vibrations.
However, when modeling a lattice using the cluster in
vacuo approach and fixing the border atoms, the situation is
different. The cluster cannot move freely and there is no
reason why the description of the cluster should be transla-
tionally or rotationally invariant. In fact, the border atoms are
more or less pinned down at their positions by the presence
of the surrounding infinite lattice, which was, however, left
out of the simulation cluster. So it is quite a realistic picture
to assume that the border atoms are really fixed by external
forces generated by the surrounding lattice. In other words,
the rigid body of fixed border atoms may be assumed to have
a fixed position and orientation, and thus, the PHVA ap-
proach is the appropriate way to calculate eigenvalues.
In what follows, both the PHVA and MBH methods are
numerically validated and benchmarked against the normal
modes extracted from a fully optimized geometry. Indepen-
dent of the specific application under consideration, some
general remarks are useful. Inherent to the PHVA and MBH
methods is the introduction of a rigid part of the system that
is not optimized, and thus, the number of PHVA and MBH
frequencies is always smaller than the number of benchmark
frequencies. The benchmark modes generated by atoms be-
longing to the rigid body are a priori not reproduced. Addi-
tionally, modes where the displacements are spread out over
nonfixed as well as fixed atoms are expected to be very badly
described by both the PHVA and MBH. On the other hand,
normal modes that are completely localized in the relaxed
molecular region with nearly vanishing fixed atom displace-
ments, or normal modes where the fixed atoms move collec-
tively with respect to the optimized region, can be expected
to result from the MBH approach.
Note that Head and co-worker investigated the coupling
between the PHVA modes and the omitted modes occurring
in the fixed atom region.10–12 It may be possible to apply
similar methods to the MBH modes.
III. APPLICATION TO THE ETHANOL MOLECULE
The PHVA and MBH methods are, in principle, devel-
oped to evaluate the frequencies in a large molecular system
which cannot be optimized entirely at a high level of theory
as the size increases, but in which only part the active site
of the molecule is optimized at the high level and the remain-
ing part at a substantially lower level of theory. However, in
order to understand the advantages and disadvantages of
both methods, it is instructive to validate them first on a
small molecule, where the exact frequencies are readily
available and can be compared with those predicted by
PHVA and MBH in partially optimized geometries. To meet
this purpose, we have chosen ethanol containing a well lo-
calized O–H stretch. The entire molecule has been optimized
at a so-called high level B3LYP/6-31+gd, and this opti-
mized geometry will be used further on as the reference.
Frequencies of all present normal modes are obtained by
solving the mass-weighted eigenvalue problem Eq. 4 of
the full 27	27 Hessian, and are tabulated in the first column
of Table I. They coincide with the values that are obtained
from the standard analytical frequency calculation in
GAUSSIAN03,22 and will serve as benchmark values for fur-
ther comparative studies. An exact treatment should generate
six eigenvalues exactly equal to zero, corresponding to the
global translation and rotation. In practice, the values differ
slightly from zero varying between −1 and 8 cm−1. Trans-
lational frequencies are sensitive to numerical errors in the
construction of the Hessian. Rotational frequencies are, in
addition, affected by the small residual forces due to the
finite convergence criteria. The effect of the almost zero fre-
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quencies on the other 21 frequencies is negligible here: pro-
jecting out the overall translation and rotation, which is
implemented in most of the program packages such as
GAUSSIAN03, gives six eigenmodes exactly equal to zero and
does not affect the vibrational frequencies. Some of the
modes have a clear interpretation: the two lowest frequencies
244 and 295 cm−1 correspond to internal rotations of the
methyl top and the hydroxyl group, while the highest
3756 cm−1 is associated with the highly localized O–H
stretching mode.
TABLE I. Normal mode frequencies in cm−1 of ethanol derived from the benchmark geometry, which corre-
sponds to the geometry optimization obtained at B3LYP/6-31+gd. The rigid body is composed of the atoms
in the shaded region. In the left column, translational and rotational frequencies from the full Hessian calcula-
tion are plotted before and after projection. Vibrational frequencies are not affected by this projection. The
PHVA and MBH frequencies were ordered according to the maximum overlap with the benchmark modes.
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We applied the PHVA and MBH methods to two differ-
ent cases: first to the fully optimized structure and then to
several partially optimized structures. The PHVA equations
9 are constructed with the submatrix H of the Hessian that
contains the second derivatives of the potential energy with
respect to the Cartesian coordinates of the free atoms. The
MBH frequencies corresponding to Eq. 10 are calculated,
following the discussion in Sec. II D, with the same subma-
trix H see Eq. 12 but with a different mass matrix.
The ordering of the calculated frequencies in the tables
is determined by the maximum of the square of the overlap
bench 
2 between the benchmark mode with frequency
bench and the calculated mode with frequency . For modes
without a pronounced maximum overlap, this is of course
rather arbitrary.
A. PHVA and MBH applied to the equilibrium structure
Frequencies are calculated for the fully optimized geom-
etry, while the part of the Hessian chosen to be included in
the vibrational analysis is varied. In this case, there are no
remaining residual forces and the difference between the two
models PHVA or MBH can easily be studied. The results
are given in Table I for various rigid body sizes. The shaded
box indicates the part of the molecule that is not included in
the calculation of the Hessian. For instance, the second col-
umn of the table reports the three frequencies corresponding
to the modes generated by a rigid body and one single atom
that can vibrate. The only nonfixed atom in the vibrational
analysis is the hydrogen atom of the hydroxyl group. In the
third column, the whole hydroxyl group can vibrate, while in
the last column we display the situation with only the methyl
group fixed at its reference geometry.
Only three PHVA and MBH modes are calculated in the
case where only the H atom of the hydroxyl group is taken
into account second column of Table I. Visualization of the
three modes revealed that they all qualitatively correspond to
a normal mode of the benchmark frequency spectrum, but
that their values are underestimated benchmark values are
295, 1270, and 3756 cm−1. In the PHVA method, the under-
estimation is even more pronounced due to the use of infinite
masses. This is a general conclusion: the PHVA fails in ac-
curately reproducing the benchmark values, especially in the
small and medium frequency regions, while the quantitative
agreement of the MBH predictions of localized modes—
taking place in the nonfixed region—with the benchmark
values is manifestly present. The agreement is even very
close in the last case, where the rigid body consists of a fixed
methyl group. The O–H stretch mode is always present in the
frequency spectrum, only in the case of one relaxed atom
the hydrogen is the obtained frequency slightly underesti-
mated.
Looking at lower frequencies, the MBH approach gives
consistently better results than the PHVA, because the re-
duced mass effect is taken into account. As the total mass of
the fixed block decreases, it is obvious that the PHVA in-
duces spurious low frequency modes of the order of
60–100 cm−1, corresponding to translations/rotations of the
nonfixed atoms in the field of their environment the fixed
atoms. Summarizing, when working with molecules in the
gas phase, the use of the MBH model is highly recom-
mended as soon as the total mass of the fixed block becomes
of the same order as the total mass of the relaxed atoms.
B. PHVA and MBH applied to partially optimized
structures
We introduce partially optimized geometries and verify
whether the relevant calculated frequencies in the active site
can be reproduced by both the PHVA and MBH models in an
accurate way with respect to the benchmark frequencies. Ini-
tially, the ethanol molecule has been optimized at the lower
HFO/STO-3g level. Then the system was partially opti-
mized at the higher B3LYP/6-31+gd level while keeping
the atoms of the rigid block fixed at their initial HF/STO-3g
positions. Results are collected in Table II. The atoms be-
longing to the shaded box were not optimized at the high
level but were kept fixed at their low level geometries. For
each case, the frequencies resulting from a full Hessian cal-
culated at B3LYP/6-31+gd diagonalization, i.e., from a
standard normal mode analysis in Gaussian, as well as the
normal modes resulting from the PHVA and MBH methods
are tabulated. The standard frequency analysis always gives
a number of spurious imaginary frequencies, as could be
expected since residual forces on the nonoptimized atoms
disturb the evaluation of the frequencies. In addition, the
positive frequencies deviate substantially from the bench-
mark values given in Table I. This means that the normal
frequencies generated by standard procedures in program
packages such as GAUSSIAN03,22 in molecules whose atomic
positions have not been optimized at the same level of
theory, are far from being accurate.
By applying the PHVA or the MBH model, the unphysi-
cal imaginary frequencies disappear, but the resulting fre-
quencies, however, differ significantly between the two
methods. The MBH results converge rapidly to the bench-
mark values, highlighting the efficiency of the proposed
MBH model. A striking resemblance is even observed in the
last column where the fixed body is restricted to the ending
methyl group. The low frequency spectrum of the PHVA
method, however, deviates largely from the benchmark val-
ues. This is entirely due to the reduced mass effect, inducing
spurious unphysical modes.
While the full Hessian frequencies are very sensitive to
the exact molecular geometry, it is remarkable that PHVA
and MBH frequencies from the partially optimized geometry
are very close to those obtained with the benchmark geom-
etry with the same block size. This indicates that the PHVA
and MBH models are less sensitive to the exact internal ge-
ometry of the fixed block. This could be important for future
applications in large systems.
It is also interesting to compare the thermodynamical
quantities associated with the vibrational part of the partition
function of the system. In Fig. 2 the vibrational contribution
to the entropy S and the free enthalpy G are given for the
different partially optimized ethanol configurations at T
=298.15 K. The values calculated with the benchmark fre-
quencies are also indicated. It is clear that reducing the num-
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ber of modes by introducing the rigid block affects both the
vibrational entropy and free enthalpy. However, the MBH
values tend consistently to the benchmark value when the
block size decreases, whereas the PHVA values do not. This
is to be expected, since PHVA assumes infinite mass for the
fixed block and for the present application the MBH is physi-
cally more relevant.
IV. EXTENSION: MULTIPLE MOBILE BLOCKS
The application field of MBH can be easily extended to
multiple mobile blocks. Suppose the molecule is decom-
posed into K rigid blocks and NE freely relaxed atoms. The
whole molecule is optimized at a low level of theory deter-
mining the position of each atom in each of the rigid blocks.
In a second step, a higher level of theory is used and one
optimizes the positions of the NE free atoms, as well as the
positions and orientations of the rigid blocks, keeping their
original internal geometry. As a consequence, residual forces
remain between the fixed atoms within a block, thus the full
gradient is nonzero, and a normal frequency analysis along
the lines of Eq. 7 with the full Hessian will therefore pro-
duce unphysical frequencies.
In the extended method, one assumes that each block is
allowed to participate in the small amplitude vibrations,
moving as a rigid body. To implement this approach, a suit-
able choice of internal coordinates is necessary, e.g., the
Z-matrix formalism. It is, in fact, sufficient to choose the
numbering of the atoms in the Z-matrix construction such
that the atoms in each fixed block are numbered consecu-
tively.
As in Sec. II C, the geometry of each block b is de-
scribed by 3NF,b−6 internal coordinates IF,b. The imposed
reference structure rAF,b
0  of the fixed atoms of block b then
determines the values of the 3NF,b−6 internal coordinates
IF,b
0 . The remaining 3NE+6K−1 internal coordinates will
TABLE II. Normal mode frequencies in cm−1 of ethanol derived on the basis of partially optimized geom-
etries at the B3LYP/6-31+gd level of theory. The rigid body is composed of atoms in the shaded region and
its geometry is originated from a geometry optimization of the whole molecule at the low HF/STO-3g level.
Benchmark frequencies are given in the left column for comparison. The PHVA and MBH frequencies were
ordered according to the maximum overlap with the benchmark modes.
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be labeled IE. Optimizing the energy with fixed IF,b
0  and
varying IE yield the reference structure IE
0 .
To impose the fixed internal geometry of each block dur-
ing the vibrational analysis, the displacements IF,b and cor-
responding velocities ˙ IF,b are set equal to zero in the
second-order expansion of Eq. 6. The gradient term in Eq.
6 thereby vanishes, so the reduced system of 3NE+6K
−1 internal coordinates IE is in equilibrium.
The corresponding NMA equations are obtained by
omitting the rows and columns related to the IF,b
0  variables
from the Hessian and mass matrix in Eq. 7. The resulting
reduced eigenvalue problem of dimension 3NE+6K has six
zero eigenvalues corresponding to overall translation and ro-
tation. These can be decoupled as in the mobile block Hes-
sian approach with a congruent transformation similar to Eq.
10.
The discussion of this multiple MBH approach is similar
to the single MBH with only one rigid body. First, the dis-
turbing negative eigenvalues due to residual forces are elimi-
nated, and imaginary frequencies will only occur if the re-
duced system of relaxed atoms and K blocks is actually in a
transition state. The presence of six zeros shows that the
translational and rotational invariance are respected in the
second-order expansion of the potential energy of the re-
duced system. Concerning the mass effect, the finite mass of
each block is taken into account. Moreover, the method pro-
vides a reduction in computer time, because for each block b
with NF,b atoms, only derivatives with respect to six coordi-
nates instead of 3NF,b have to be calculated.
Of course, the main question is whether the multiple
MBH approach is capable of reproducing the normal mode
frequencies of the fully optimized benchmark structure. Gen-
erally, two types of benchmark modes are well reproduced
by the multiple MBH in analogy with the single MBH ver-
sion: i modes localized in the relaxed part of the molecule
ii and modes where the fixed atoms move as a whole. Some
other modes present in the benchmark, on the other hand, are
obviously not reproduced by the multiple MBH. These are
modes in which the internal geometry of the rigid blocks is
changed. Such modes are not localized in the chemically
active part of the molecule and are therefore not relevant for
the present study. Modes where the displacements are spread
out over the relaxed as well as fixed atoms are mostly not
reproduced in the multiple MBH model, except those where
the atoms of the rigid bodies move coherently modes of
type ii. Some examples of such modes are shown in Fig. 1.
For instance, the rigid bodies can rotate about the single
bonding axis connecting them with the active part of the
molecule or they can contribute to a stretching, a bending
motion, etc.
For practical purposes, it is important to select the freely
relaxed region of the molecule attentively. One of the main
advantages of this extension to multiple MBH is the compu-
tational profit as a consequence of the reduced number of
Hessian matrix elements to be evaluated, but unfortunately
this option is not yet present in most of the standard pro-
gram packages.
V. APPLICATION TO DI-N-OCTYL-ETHER
A suitable example to validate the multiple MBH ap-
proach is di-n-octyl-ether C8H17–O–C8H17. Ethers are
known to have a C–O stretching band that falls in the finger-
print region at 1050–1260 cm−1. This vibration is a localized
mode and very characteristic for all ethers. The ability of the
various models in reproducing this stretching band is a
strong validation for the MBH method.
The geometry of the molecule is first fully optimized at
the B3LYP/6-31+gd level of theory, and a normal mode
FIG. 2. Vibrational contribution to the
entropy S and the free enthalpy G cal-
culated with PHVA  and MBH 	
frequencies are given for the different
partially optimized ethanol configura-
tions at T=298.15 K. Benchmark val-
ues are indicated by the dashed lines.
The fixed block in the MBH calcula-
tion consists of the atoms in the
shaded box.
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analysis at the same level, constructed with analytical second
derivatives, provides the whole spectrum of frequencies,
which serve as benchmark values. Some eigenfrequencies
are listed in the left column of Table III. The full Hessian
frequency analysis on this completely optimized geometry
generates six almost zero eigenvalues, as it should be. In
the low frequency spectrum, typical modes are found that
involve large parts of the molecule. In this class, bending and
torsionlike modes are found where large massive blocks of
the molecule are involved. Also internal rotations and collec-
tive accordionlike motions are present. For instance, the
three lowest benchmark frequencies 11, 19, and 27 cm−1
are identified as the relative rotation/torsion of the two octyl
chains around the three axes of inertia of the molecule. In
view of later application in which the frequencies are used as
input for the construction of the partition function in the
harmonic oscillator approximation, this low frequency spec-
trum is extremely important as they give the largest contri-
bution to the vibrational partition function. In the high fre-
quency range 3000 cm−1, localized C–H stretches are
found. Some specific modes are interesting as they are local-
ized near the central O atom: 2985, 2983, 2965, and
2954 cm−1 correspond to C–H stretching modes—
symmetrically or antisymmetrically—of the CH2 moieties at-
tached to the middle oxygen, 1461 cm−1 is mainly a bending
of these two CH2 units with respect to each other and
1149 cm−1 is the typical C–O stretch for ethers.
In what follows, the multiple MBH model is applied to a
set of partially optimized structures at the B3LYP/6-31
+gd level of theory, while part of the molecule is kept fixed
at the geometry optimized at the lower HF/STO-3g level.
The central part of the molecule is always allowed to relax.
Two nonoptimized blocks are systematically taken into ac-
count, located at both sides of the central part. They differ in
the length of the chain that is considered in the nonoptimized
TABLE III. Frequencies 1/2 in cm−1 of di-n-octyl-ether of various partially optimized configurations defined in Fig. 3 are compared with the benchmark
frequencies of the fully optimized geometry left column. Three approaches are used: the full Hessian calculation Full, the PHVA method, and the MBH
approach. The size of the rigid bodies is defined by the configuration label. The Full/PHVA/MBH frequencies are ordered according to the maximum overlaps
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2 with benchmark eigenmodes, which are given by the values between parentheses in %.
Bench Configuration 8 Configuration 5 Configuration 2
Full PHVA MBH Full PHVA MBH Full PHVA MBH
0 0 100 - - −1 100 0 100 29 33 −1 100 0 100 12 56 −1 100
0 0 100 - - 0 100 0 100 - - −1 100 0 100 134 73 0 100
0 0 100 - - 0 100 0 100 - - 0 100 0 100 22 58 0 100
1 −8 95 - - 1 100 7 92 - - 1 100 9 88 228 17 0 100
1 −12 96 - - 0 100 −12 96 - - 1 100 −9 98 - - −1 100
4 −156 61 - - 4 97 −124 29 - - 4 99 - - 34 67 3 100
11 9 65 - - 16 95 27 54 - - 12 99 34 53 228 17 11 100
19 −15 98 - - 24 98 −15 99 50 40 19 100 −9 99 - - 19 100
27 −154 40 - - 42 67 −124 32 - - 20 99 −36 29 63 49 27 100
33 53 37 - - 64 54 −52 43 - - 35 98 64 34 34 59 33 100
51 36 96 - - 114 78 37 95 132 44 55 99 40 97 53 60 51 100
53 −104 34 215 30 283 52 −53 41 - - 60 94 37 53 - - 53 100
65 - - - - - - 57 50 57 39 79 86 - - 63 42 65 100
84 −96 25 - - - - 61 32 79 30 101 71 75 66 - - 84 100
92 - - - - - - 90 48 101 33 117 63 - - 95 78 92 100
96 84 98 261 22 - - 86 97 - - 114 93 87 98 102 72 96 100
113 77 32 - - - - 90 34 - - - - 109 51 95 51 113 100
129 90 57 - - - - 118 76 - - 362 54 153 34 133 87 130 100
133 110 41 244 50 300 47 116 52 144 48 - - 132 68 122 62 133 100
138 137 100 - - 180 88 138 100 - - 145 99 138 100 276 56 138 100
150 - - - - - - 139 83 228 44 362 51 169 53 149 62 150 100
154 143 98 - - - - 144 99 - - 198 79 145 99 167 71 154 100
160 127 44 - - - - 152 80 - - 149 54 158 98 157 68 160 100
162 128 46 - - - - 150 80 130 36 143 55 162 73 154 76 162 100
178 160 83 125 29 143 41 175 95 230 57 169 78 182 82 178 95 178 100
220 209 99 - - 336 27 210 99 243 55 209 56 212 99 233 83 220 100
¯
1149 1146 99 1146 94 1147 95 1148 100 1148 100 1148 100 1149 100 1149 100 1149 98
1461 1457 99 1442 83 1442 83 1461 100 1461 100 1461 100 1461 100 1461 100 1461 100
1549 1547 98 1545 88 1545 88 1549 100 1548 100 1548 100 1549 100 1549 100 1549 100
2954 2953 100 2953 99 2953 99 2954 100 2954 100 2954 100 2954 100 2954 100 2954 100
2965 2965 99 2965 99 2965 99 2965 100 2965 100 2965 100 2965 100 2965 100 2965 100
2983 2983 99 2984 98 2984 98 2983 100 2983 100 2983 100 2983 100 2983 100 2983 100
2985 2985 99 2986 98 2986 98 2985 100 2985 100 2985 100 2985 100 2985 100 2985 100
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block, as schematically depicted in Fig. 3. The influence of
varying chain length on the reproduction of the frequency
spectrum will be investigated. The fully optimized case is
referred to as configuration 1 the benchmark geometry,
whereas in configuration 8, two heptyl chains are constrained
during the optimization.
The low energy part of the spectra obtained by diagonal-
izing the full Cartesian Hessian as would be done in the
common normal mode analysis is represented in Fig. 4. The
same deficiencies related to nonequilibrium geometries as in
the ethanol example are noticed: the appearance of non-
negligible negative imaginary frequencies of the order of
−225 cm−1 and the lack of three eigenvalues equal to zero
belonging to the global rotation. Moreover, the number of
spurious negative frequencies can vary depending on the
number of atoms belonging to the fixed block and is thus
unpredictable. The repercussion of the negative frequencies
is mainly found in the low frequency modes, where large
parts of the molecule, including some nonoptimized atoms,
are involved. Values for a selected number of modes are
given in Table III. The reproduction of the three lowest
eigenfrequencies is very poor and even negative values are
found. It is, nevertheless, remarkable that the previously
mentioned localized modes are very well reproduced even
within the presence of some negative frequencies. For in-
stance, the localized C–O band, situated at 1149 cm−1, is
well reproduced, probably owing to the fact that only opti-
mized atoms are involved in this internal motion.
This numerical example illustrates the necessity to
strictly reduce the dimension of the Hessian, following the
procedure explained in the multiple MBH approach, in or-
der to get rid of the disturbing negative frequencies. The low
frequency part of the resulting spectra is plotted in Fig. 5 for
the different configurations. Thereby all negative eigenvalues
are eliminated, six eigenvalues are equal to zero as could be
expected, and the other frequencies are all physically signifi-
cant. Figure 5 allows qualitative comparison between the
MBH normal mode frequencies and the benchmark values.
Obviously, the MBH results belonging to the largest fixed
blocks configuration 8 differ substantially from the bench-
mark values. As the number of relaxed atoms increases, the
agreement improves configuration 2. Quantitative values
are given for a selected number of modes in Table III, where
the MBH modes were sorted according to their resemblance
to the benchmark modes see caption of table. The PHVA
method was applied as well, combining the two individual
fixed blocks into one fixed block, as shown in Fig. 6. The
PHVA method is capable of reproducing localized modes,
but frequencies in the lower spectrum are very poorly repro-
duced or are absent. Apparently, the MBH model is able to
reproduce accurately not only the previously mentioned lo-
calized modes, but more importantly, the low frequency
modes have much more realistic values compared to the full
Hessian values or the PHVA values.
A more pronounced study can be made by evaluating the
overlap between the calculated multiple MBH modes and
FIG. 3. Specification of the various configurations of di-n-octyl-ether with
rigid bodies indicated as shaded regions. Atoms in shaded boxes are fixed at
HF/STO-3g positions during the partial geometry optimization at the
B3LYP/6-31+gd level.
FIG. 4. Lowest frequencies 1/2 in
cm−1 of di-n-octyl-ether based on the
full Cartesian Hessian belonging to the
various partially optimized configura-
tions defined in Fig. 3. Partial optimi-
zation at the B3LYP/6-31+gd level.
Plot on the left displays the exact nor-
mal mode frequencies full geometry
optimization that serve as benchmark.
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benchmark modes. The square of the overlap bench MBH2
gives a measure of how strong the benchmark mode with
frequency bench is involved in the specific MBH mode with
frequency MBH. Due to the completeness of the basis of
benchmark modes, the sum of these numbers over all bench-
mark frequencies is equal to 1. The results for configurations
8, 5, and 2 are given in a scatter plot in Fig. 7. All values
above a certain limit we take 20% throughout this work are
indicated by a circle, and the darker the fill intensity of the
circle, the larger the magnitude of the overlap. The most
ideal case is a black filled circle on the diagonal, as it means
that the multiple MBH model has reproduced the benchmark
mode in an excellent way. If the strength of a specific MBH
mode is spread out over various benchmark modes, a larger
scattering of circles is noticed off the diagonal, which is
indeed the case for configuration 8.
By enlarging the optimized region, the discrepancy with
the benchmark almost disappears. In fact, already from con-
figuration 5 results have essentialy converged see Fig. 7.
By retaining only the ending methyl groups in the fixed
boxes configuration 2, all relevant frequencies are excel-
lently reproduced. In the low frequency region below
1500 cm−1, they are identical within a margin of 1 cm−1.
Only a few nonrelevant modes that are localized in the me-
thyl tops are absent.
In Table III the maximum overlap bench 2 between
benchmark modes bench and the selected full Hessian,
PHVA, and MBH modes  is added between brackets. The
overlap for the localized modes is consistently excellent. The
overlap for the full Hessian or PHVA modes is quite poor for
the low frequencies, whereas the MBH modes show very
reasonable overlaps even in this region.
VI. SUMMARY AND CONCLUSIONS
In this paper a new method, referred to as the MBH
approach, was introduced to calculate the normal modes of
partially optimized molecular systems. The MBH approach
is an extension of the previously introduced PHVA method in
the sense that the nonoptimized regions of the system are
allowed to move as rigid blocks with respect to the opti-
mized part of the system. Both the MBH and PHVA methods
eliminate the imaginary frequencies that result from the com-
mon full Hessian normal mode analysis on a partially opti-
mized structure. In cases where the surrounding nonopti-
mized part of the system effectively are kept immobile by
external forces at its reference position, such as in a lattice,
the PHVA and MBH methods perform equally well, but for a
flexible surrounding medium the MBH method is more ap-
propriate. The various methods were outlined in two ex-
amples, i.e., ethanol and di-n-octyl-ether. It was found that
the localized modes in the optimized part of the system are
always well reproduced, irrespective of the applied method.
Even a full Hessian normal mode analysis gives quite accu-
rate values for the frequencies of localized modes. However,
for normal modes that involve a larger part of the molecular
system, the MBH method performs better, since the nonop-
timized blocks can move coherently with respect to the
chemically active part of the system.
FIG. 5. Lowest frequencies 1/2 in cm−1 of di-n-octyl-ether based on the multiple MBH model belonging to the various partially optimized configurations
defined in Fig. 3. Partial geometry optimization at the B3LYP/6-31+gd level. Plot on the left displays the exact normal mode frequencies full geometry
optimization that serve as benchmark for the other plots where two rigid bodies defined by the configuration label are taken into account in the frequency
analysis.
FIG. 6. The PHVA method implies the introduction of one block. For the
multiple MBH method, two rigid blocks were used.
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The MBH method does not only eliminate spurious
negative frequencies but implicates also a serious reduction
of the computational cost for large molecular systems, as the
calculation of the Hessian is the most expensive part after a
geometry optimization. Molecular modeling focuses more
and more on these extended molecular systems, and hence,
such efficient techniques are indispensable. The multiple
MBH model looks highly suited for use in systems in which
the molecular environment is rather flexible, such as reaction
in solvents. Most of the solvent molecules can be regarded as
rigid bodies moving in all directions with respect to the op-
timized central part of the system. Their participation to the
normal modes can be simulated by the MBH model. The
application of the MBH approach for the calculation of par-
tition functions and derived quantities will be further inves-
tigated in the future.
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Abstract: In an earlier paper, the authors have developed a new method, the mobile block
Hessian (MBH), to accurately calculate vibrational modes for partially optimized molecular
structures [J. Chem. Phys. 2007, 126 (22), 224102]. The proposed procedure remedies the
artifact of imaginary frequencies, occurring in standard frequency calculations, when parts of
the molecular system are optimized at different levels of theory. Frequencies are an essential
ingredient in predicting reaction rate coefficients due to their input in the vibrational partition
functions. The question arises whether the MBH method is able to describe the chemical reaction
kinetics in an accurate way in large molecular systems where a full quantum chemical treatment
at a reasonably high level of theory is unfeasible due to computational constraints. In this work,
such a validation is tested in depth. The MBH method opens a lot of perspectives in predicting
accurate kinetic parameters in chemical reactions where the standard full Hessian procedure
fails.
1. Introduction
Ab initio prediction of reaction rate constants of chemical
reactions has a high computational cost, especially when
large (bio)molecular systems are involved. An accurate
description of chemical kinetics of reactions in gas phase is
nowadays perfectly practicable for moderate-sized molecules,
but once the molecular environment comes into play, one
has to adapt the level of theory in such way to make the
computation feasible.1 This puts a heavy burden on the
accuracy of the numerical results. Chemical kinetics in static
approaches is still widely based on transition state theory
(TST).2–5 Key parameters are the reaction energy barrier
between the reactants and activated complex (the transition
state) and the vibrational frequencies, which serve as an input
in the partition functions, and their accurate computation is
essential. In the molecular-statistical formulation of TST, they
completely determine the equilibrium constant by the use
of partition functions.
In the harmonic oscillator approximation, the molecular
partition function is factorized in a translational, rotational,
and vibrational contribution, where the latter is completely
determined by the eigenfrequencies. Frequencies are usually
computed by a normal-mode analysis (NMA). This is the
main bottleneck in ab initio predictions of chemical kinetics
in large molecular systems, since frequency calculations are
computationally very demanding even if analytical second
derivatives are employed, rather than numerical ones. If a
molecular mechanics (MM) force field is used instead of a
quantum mechanics (QM) or hybrid (QM/MM)6–9 descrip-
tion, the frequency calculation becomes less problematic,
though even at the full MM level other issues, such as the
storage and manipulation of the huge Hessian matrices
associated with very large systems, can become prohibitive
in real applications. Anyway, chemical reactions inherently
involve bond breaking and charge transfer; so, it is essential
to provide a QM description for (at least) the reactive region
and a full MM description is usually no option.
In addition, there are computational limitations in the
geometry optimization of extended systems at a high level
of theory (LOT). Very often one goes over to a partial
optimization: the interesting region containing the active site
is optimized at a high LOT, while the environment is kept
fixed at a low LOT geometry. This approach permits one to
obtain an ab initio description of the chemically active site* Corresponding author. E-mail: michel.waroquier@UGent.be.
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in large molecular systems, but at the same time, it creates
several new problems. One of them is the extraction of
accurate frequencies for the relevant vibrational modes. All
partially optimized systems are nonequilibrium structures,
and as a consequence of the residual gradients on the
potential energy surface (PES), the standard full Hessian
normal-mode analysis may show some unphysical results,
e.g., spurious imaginary frequencies may appear. A frequency
analysis in terms of a subset of coordinates that are
optimized, i.e. a partial Hessian method, can avoid these
problems.
The authors have succeeded recently in deriving a method
that is able to calculate physical frequencies. The main idea
is to group the atoms that were kept fixed during the partial
optimization into one or more blocks that are able to move
as rigid bodies with respect to the relaxed molecular part in
the vibrational analysis.10 This mobile block Hessian (MBH)
method has shown to be very efficient for an accurate
evaluation of relevant frequencies of vibrational modes. The
proposed procedure remedies the artifact of imaginary
frequencies occurring in standard frequency calculations for
partially optimized systems. In addition, only a subblock of
the Hessian matrix has to be constructed and diagonalized,
leading to a serious reduction of the computation time for
the frequency analysis.
MBH can be regarded as an extension of the partial
Hessian vibrational analysis approach (PHVA). Only part
of the cartesian Hessian has been retained, excluding all the
atoms of the passive site of the molecule that is kept fixed
during the optimization. This methodology was first intro-
duced and developed by Head and co-workers11–14 and was
further investigated by Li and Jensen15 and Besley and
Metcalf.16 It comes to giving an infinite mass to the fixed
atoms so that they are frozen at their initial position. Only
the relaxed atoms can participate in the small amplitude
vibrations.
The novelty of MBH with respect to PHVA lies in the
fact that, in the former, the finite mass of each block is taken
into consideration in the NMA, instead of giving an infinite
mass to the fixed atoms. Six degrees of freedom are attributed
to each block to describe its position and orientation with
respect to the fully optimized part, and the global translational/
rotational invariance of the potential energy surface (PES)
is fully respected. Moreover, the PHVA is always limited
to the case of one immobile block with infinite mass, whereas
in the MBH model, parts of the molecular system can be
ranged in multiple blocks which can move as rigid bodies
with respect to the relaxed part of the molecule. In ref 10,
both PHVA and MBH methods are submitted to a tough
comparative study, while in ref 17, attention is given to the
practical implementation of the MBH model and the interface
with molecular modeling program packages.
One of the main applications that can be deduced from
the knowledge of accurate normal-mode frequencies, is the
prediction of chemical kinetics, as already mentioned. By
means of the partition functions and a molecular-statistical
formulation of transition state theory, the reaction rate
constant k of a chemical reaction can be determined.2–5 A
somewhat different approach is proposed by the group of
Lin et al.18 Basic assumption is that the Hessian elements
that involve only the atoms of the active site might be more
critical than the other Hessian elements. The less critical
elements are approximated following some interpolation
procedure, mainly for elements at the nonstationary points
on the potential energy surface which are not consistently
constructed by the same level (dual level scheme). Other
related papers suggest proper methods to predict accurate
QM/MM kinetics by incorporating quantum mechanical
effects by treating vibrational motions quantum mechanically
and applying multidimensional tunneling approximations into
reaction rate calculations.19,1 Recently, more sophisticated
techniques concerning transition state theory have been
developed including tunneling effects, quantum dynamical
effects and multiple pathways (we refer to ref 20 for a review
of all modern developments), but in view of the goal of this
paper to validate the MBH approach in predicting kinetics,
conventional TST largely suffices and tunneling and other
effects will not be incorporated.
In principle, the expression of k includes all normal
vibrational modes in reactants and activated complex. It is
inherent to both MBH and PHVA approaches that the
number of frequencies is always smaller than in a standard
frequency calculation. The question arises whether this
reduction has a significant influence on the reaction rate
constant. Here lies the scope of this work: we will demon-
strate that the normal modes which disappear when defining
fixed blocks have little influence on the chemical kinetics.
This work aims at promoting MBH as a suitable and highly
efficient tool for predicting accurate chemical kinetics
parameters in large extended molecular systems where the
standard full Hessian procedure fails.
Applications of MBH are numerous. They can be classified
in various categories:
(i) Large biosystems consisting of thousands of atoms
require a hybrid quantum mechanical/molecular mechanical
(QM/MM) approach.6–9 The whole MM region can be taken
up in one or multiple blocks.
(ii) A cluster description of zeolites or other periodic systems,
such as lattices, requires fixed positions of border atoms to
prevent collapse of the molecule during optimization.21–23 This
represents a particular situation of partial optimization.
(iii) Reactions in solvents often require an approach with
a chemical reactive site and various layers treated at different
levels of theory (QM/MM or QM/QM′). The whole can even
be circumvented by a bulk solvent described by a polarizable
continuum model (PCM).24,25 In MBH, the various solvent
molecules are all regarded as mobile blocks which can
translate and rotate freely around the active site. Only the
internal structure of each solvent molecule is held fixed.
The structure of the paper is as follows. In section 2, a
short outline of the theoretical methodology is given, and in
section 3, the computational details are summarized. Section
4 is devoted to the validation of MBH as an adequate method
to predict rate constants. Different reactions with various
block choices are taken up in the test set for validation with
the benchmark values (full optimization before frequency
calculation). The test set includes a prototype substitution
reaction, a hydrogen transfer reaction, as well as several
Validation of the MBH Approach J. Chem. Theory Comput., Vol. 4, No. 4, 2008 615
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radical addition reactions, since these have a localized
reactive site. The effectiveness of the multiple MBH has been
illustrated with a more extended aminophosphonate system
in section 4.3, for which solvent molecules are taken into
account. The results of the MBH have been compared to
those of the PHVA approach as well, and based on theoretical
considerations, a modified PHVA method is presented in
section 4.4, hereafter referred to as PHVA*. Finally in section
5, some conclusions are drawn.
2. Theoretical Background
2.1. Partition functions. Within the harmonic oscillator
approximation, the 3N degrees of freedom of a N-atom
system can be decoupled into three groups of independent
motionss3 translational, 3 rotational, and 3N - 6 vibrational




The translational partition function reads
qtrans ) (2piMkBTh2 )3/2V (3)
M stands for the total mass of the system, T is the
temperature, kB is the Boltzmann constant, h is the Planck
constant, and V is the volume. If I1, I2, and I3 denote the
moments of inertia of the system and σ is the symmetry
number, the rotational partition function reads
qrot )
8pi2
σ (2pikBTh2 )3/2√I1I2I3 (4)










The electrons also contribute to the partition function, but
when the first electronic excitation energy is much greater
than kBT, the first and higher excited states are assumed to
be inaccessible. If E0 is the energy of the ground-state level,




Note that the zero point energy contribution e-hνi/2kBT in the
numerator of eq 5 is frequently left out from the vibrational
partition function and incorporated in the electronic partition
function.
Ab initio molecular calculations can be used to generate
the molecular properties required for the evaluation of the
above partition functions, such as the geometry (for the
moments of inertia Ii), the Hessian matrix (for the vibrational
frequencies νi), and the electronic ground-state energy E0.
2.2. Reaction Rate Constant within Conventional
Transition State Theory (TST). Transition state theory has
been proved to be very useful to determine the reaction rate
constants.2–5 It supposes that the transition state or activated
complex is in equilibrium with the reactants, although, strictly
speaking, this hypothesis is not valid since the transition state
corresponds to a saddle point rather than a minimum on the
PES. Within this assumption the rate constant is completely
determined by the microscopic partition functions and the
reaction barrier at 0 K.
For a unimolecular reaction, A f Aq f B or A f Aq f
B + C (with the q superscript indicating the activated





∆E0 represents the molecular energy difference at 0 K
between the activated complex and the reactants. The
transition state frequency is assumed not to be included in
the partition function q(q) of the activated complex. k is
expressed in units s-1.
For a bimolecular reaction A + B f (AB)q f C or A +






expressed in units of cubic meters per mole second.
2.3. MBH and PHVA. Partially optimized geometries are
nonequilibrium structures. The usual normal-mode analysis
(NMA) equations Hν ) ω2Mν, with H being the full
cartesian Hessian and M the Cartesian diagonal mass matrix,
could be solved to obtain the frequencies, but this procedure
shows some serious defects. The Hessian H is the second
derivative matrix of the potential energy with respect to all
the Cartesian coordinates. At nonequilibrium geometries, it
has only three zero-eigenvalues instead of six, implying that
the rotational invariance of the potential energy surface is
not manifest anymore.26 Spurious imaginary frequencies
appear. Moreover, the eigenvalues of the Hessian depend
on the choice of coordinates.27,28
In the partial Hessian vibrational analysis (PHVA),13,15
these defects are surmounted by giving the fixed atoms an
infinite mass. The normal mode equations are then restricted
to the relaxed atoms only, by taking a submatrix of the
Hessian and the mass matrix:
HEν)ω
2MEν (10)
The mobile block Hessian (MBH) model has been
proposed recently by the authors10 as an improvement of
the PHVA. In the MBH model the fixed part is considered
as a rigid body that is allowed to participate in the small
amplitude vibrations, thus taking into account the finite mass
of the fixed block. The spurious frequencies and the
coordinate dependence are avoided since the system com-
posed of optimized atoms plus block is in equilibrium.
Relying on the global translational and rotational invariance,
it is possible10 to write the single block MBH normal mode
equations in terms of the same submatrix HE of the Hessian,
616 J. Chem. Theory Comput., Vol. 4, No. 4, 2008 Ghysels et al.
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while the corresponding mass matrix is adapted because of




M˜ ′ )ME -MEDES
-1DE
TME (12)
The matrix DE is constructed in terms of the coordinates of
the free atoms with respect to a space fixed frame. The matrix
S contains the information on the mass distribution, i.e. the
total mass and the moments of inertia of the molecule. Details
can be found in the Appendix and more extensively in ref
17.
The usefulness and applicability of the MBH approach
are seriously increasing in case of extension to several mobile
blocks. The multiple MBH takes into account the finite mass
of each block, by including six parameters per block
describing its position and orientation into the NMA equa-
tions and by mass weighting with the appropriate block mass
and moments of inertia.
The multiple MBH method is for instance extremely useful
when simulating chemical reactions in a solvent. Solvent
molecules can easily be associated to rigid blocks with a
fixed internal structure. They can move freely with respect
to each other and with respect to the active site of the
molecule.
At first sight the MBH is similar to the united atom concept
in force fields, since groups of atoms are treated there also
as a single entity.29 However, in spite of this resemblance,
the MBH is essentially different. In the MBH blocks each
atom keeps its identity and continues to contribute individu-
ally to, e.g., moments of inertia, Hessian elements, steric
hindrance, etc. Coarse-grained or united atom methods reduce
the number of atoms and the initial all-atom potential energy
surface is approximated by a parametrizized PES of lower
dimension. The MBH on the other hand does not simplify
the potential energy surface but freezes certain degrees of
freedom when performing the vibrational analysis.
3. Computational Details
In order to validate both MBH and PHVA methods in their
performance in reproducing accurate chemical kinetics, we
compare the MBH and PHVA predictions for the reaction
rate constant with benchmark values k.
Benchmark structures and frequencies are generated with
a full geometry optimization at a high level of theory (DFT/
B3LYP/6-311 g**) with tight convergence criteria such that
the residual gradients on the PES are negligibly small. Conse-
quently, a frequency calculation is carried out at the same level
of theory for the whole molecular system. These equilibrium
geometries permit to calculate the reaction rate with the full
cartesian Hessian frequencies.
In a first analysis, frequencies and rate constants are
calculated for the fully optimized geometry, while the block
size is varied in the vibrational analysis. For each reaction
under study, we take into consideration various choices of
fixed blocks, or, various submatrices HE of the Hessian. The
normal mode equations, eqs 10 and 11, are constructed and
solved using the same geometry, and thereby, any perturba-
tion resulting from geometry differences is excluded in this
particular treatment. This comparative study is thus highly
appropriate to investigate the influence on the rate constants
of exclusion of parts of the Hessian in the frequency
calculation, i.e. limiting the NMA to a partial Hessian.
In a second analysis, partial geometry optimization is
performed and consequently followed by a frequency
calculation. For the MBH model, the position/orientation (six
degrees of freedom) of each block are optimized, in contrary
to PHVA, where the atoms in the single block are kept fixed
in space. Therefore, a partial optimization with multi-
ple blocks produces a better structure than one with a single
block. We remind that PHVA is always limited to a single
block, whereas MBH is very suitable to treat multiple blocks.
The partial optimization is performed as follows. First,
one optimizes the system at a low level of theory (HF/STO-
3g) to find a plausible starting structure. Then the rigid blocks
are introduced and the system is partially optimized at a high
level of theory (DFT/B3LYP/6-311 g**), while keeping the
rigid blocks fixed at their initial internal geometry. All
calculations were carried out with the Gaussian03 software
package.30 Next, a frequency calculation is performed with
the second derivatives of the potential energy using the same
high level of theory. The standard full Hessian frequency
analysis would give unphysical results due to the residual
forces present in the partial optimized structures, as mentioned
in the Introduction. Instead, the PHVA or MBH normal mode
eqs 10 and 11 are constructed, as these yield physical frequen-
cies. Obviously, the same rigid blocks are chosen as those
considered in the precedent partial optimization.
A partial Hessian method such as the MBH or PHVA
approach, however, reduces the number of calculated fre-
quencies. The difference in the number of degrees of freedom
between reactants and transition state determines the tem-
perature dependence of the reaction rate, as can be easily
seen by inspecting eqs 8 and 9. This difference should not
change when introducing the MBH blocks. It is therefore
obvious that the chosen blocks must consist of the same
atoms in reactant(s) and transition state. Note that strictly
speaking the internal rigid block geometry might differ
between reactants and transition state, because of the first
step, i.e. optimization at the low level of theory before the
actual partial optimization.
Finally, we made a selection of various chemical reactions
for the validation. Most of them are radical addition reactions,
but also one prototype substitution reaction (SN2) and the
hydrogen abstraction of one of the ending carbons are included
(R6 and R7, respectively). In these reactions the reactive site
(the radical center) is well localized. We choose addition
reactions of ethene to a large variety of radicals with different
substituents. It enables us to select various types of blocks (large
and heavy blocks, substituents with ring structure(s), etc) and
to give some recommendations in choosing the fixed blocks
and the relaxed molecular region.
An overview of the different reactions under study is
depicted in Figure 1. The reactions are labeled as R1, R2,
etc. and the reactants and products are numbered. The block
choices in the reactants are indicated and labeled in Figures
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2 and 3, and the transition state and product are assumed to
contain the same block(s). Blocks can be classified in various
types: they can include the reactive center (which at first
view appears to be a surprising choice), they can directly be
connected with the reactive center by a single bond, or they
are separated by more than one bond. It is also possible to
combine blocks to the case of multiple blocks. In bimolecular
reactions, rigid blocks can be introduced in each of the two
reactants; in the activated complex and product, they form
multiple blocks, hindering in principle the application of the
PHVA method. To illustrate, in reaction R10, one can
combine blocks a and b in the description of the two
reactants. This case will be denoted as a-b and only makes
sense when using MBH.
4. Discussion
4.1. MBH with a Single Block. In the MBH (PHVA)
approach, the total partition function of eq 1 is used to
calculate the reaction rate, but the vibrational partition






Figure 1. Overview of studied reactions.
Figure 2. Numbering and choice of the different blocks.
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The chosen test set of chemical reactions allows an exhaus-
tive investigation of the influence on the rate constant of the
position of the rigid block, the block’s mass, its distance to
the reactive center, and the stochiometry of the reaction.
In Tables 1 and 2, the rate constants at T ) 300 K are
listed for the several reactions in units of cubic meters per
mole second (bimolecular reactions) or inverse seconds
(unimolecular reactions). In the first column, the benchmark
values k, calculated with the full Hessian frequencies of the
equilibrium structure, are tabulated for comparison. The
benchmark is only available for the fully optimized structure
and is calculated in absence of any block. The block size in
the MBH or PHVA approach applied on a fully optimized
structure is indicated by a, b, c etc. A prime is added if the
geometry was obtained by partial optimization, e.g. a′, b′,
c′, etc.
In a first step, we concentrate on the results obtained with
the fully optimized structures. In the next step, the influence
of the partial optimization will be discussed.
As can be seen in Tables 1 and 2, the overall agreement
of the MBH rate constants with the benchmark values is
remarkably good. The reaction rate constants are reproduced
to within a factor of 2, apart from a few cases in Table 2,
which are discussed further. This observation holds for a
variety of reactions: for unimolecular and bimolecular
reactions, for radical and nonradical reactions, and for heavy
or small block masses. The deviation is within acceptable
limits and is smaller than corrections induced by the level
of theory,31 internal rotations,32,33 tunnel effects, and other
factors.34,35
The apparent agreement of the MBH predictions with the
benchmark implies that the contribution of the omitted
normal modes, inherent to the MBH method, is of the same
magnitude for both the transition states and reactants.
Apparently the omitted modes are not essential in the
determination of the rate constant. These rather unimportant
modes are localized in the fixed block or spread out over
the fixed block and the optimized region. The more interest-
ing modes are located in the optimized region that contains
the active site, and are well reproduced by the MBH
approach. The coupling of the MBH modes with the modes
localized in the fixed block is left out in the model, but a
logical choice of the blocks makes this coupling irrelevant
for the rate constant.
When a block is chosen too close to the active site, the
coupling between MBH modes and the omitted modes is
not always irrelevant anymore. In reaction R1 the rigid block
a includes the reactive center, and the border of block b
crosses the bond connecting the radical center. The reaction
rate constant kMBH indeed overestimates the benchmark
value. Block c is a better choice because it is not directly
connected to the reactive site.
In some particular cases, e.g. reaction R4 with block a or
b, the MBH approach reproduces k fairly well even with a
direct bond between active site and block. However, one
should not rely on such coincidences, and anyway, a more
suitable choice of a block further away from the radical
center still improves the rate estimate. As a general rule,
hereafter referred to as the bond-distance rule, it is recom-
mended not to bring the block region too close to the active
site.
The mass of the rigid block does not play a crucial role in
the validation of MBH in reproducing rate constants. This
is best illustrated by comparing reactions R1 and R2. In R1,
the fixed block c contains a phenyl group, while block c in
R2 consists of an ethyl group. Results are comparable for
both the forward and reverse reactions.
When we finally consider the results of the partial
optimization, it is clear that the effect is rather moderate.
We concentrate on the forward reaction R1 for a detailed
study (Table 3). The partial optimization affects the geom-
etry, because the rigid block conserves its initial internal
geometry. This will cause differences with the benchmark
geometry. In this simple example, this induces quite slight
changes (some C-C distances are increased by 0.03 Å), but
in more complex systems, the low level of theory geometry
and partial optimized geometry may differ substantially. Or,
the full optimization at the low level of theory should give
a plausible internal geometry for the blocks, but the exact
position/orientation of the blocks and the positions of the
relaxed atoms are less important, since these are optimized
during the consecutive partial optimization at the high level
of theory, giving a plausible geometry of the whole system.
The ground-state configuration of a partially optimized
system is obviously less bound than the fully optimized
system. However, the energy increase of 2 kJ/mol, noticed
in the ethylbenzene radical, is mostly compensated by a
similar increase of the binding energy of the TS, hence
resulting in an almost equal reaction barrier. For instance,
Figure 3. Numbering and choice of the different blockss
continuation.
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in the case study, a suitable choice of the fixed block (block
c′) predicts a reaction barrier that is hardly different (by 0.04
kJ/mol) from the benchmark value (see Table 3). Significant
changes of reaction barriers alter the reaction rate constant
to a large extent, but apparently the various reactions R1–R5
of the test set give no indication of this behavior, if one
respects sufficient distance between the fixed blocks and the
reactive site.
In Table 3, the kinetic parameters A and Ea, determined
within the temperature range 300-700 K, are also given.
Activation energies remain almost unaffected as could be
expected. Potential deviations of kMBH originate from the
pre-exponential factor, which is mainly determined by the
vibrational contribution to the partition function.
The above discussion validates the use of the MBH model
to predict the rate constant on an accurate level. A plausible
choice of the fixed block is the only essential ingredient a
potential user of MBH should take into account to get
adequate predictions of chemical kinetics. MBH is compu-
tationally attractive, makes quantum chemical calculations
feasible in extended molecular systems, and preserves the
true reaction mechanism.
4.2. MBH with Multiple Blocks. The ability of MBH to
choose multiple blocks freely moving but conserving their
internal structure makes it a powerful tool to a broad range
of applications. This is demonstrated in reactions R5, R8,
and R10 of the test set, and the results are tabulated in Tables
1 and 2.
In reaction R5, the effect of multiple blocks compared to
a single block (block choice d versus c) is moderate. Reaction
R8 describes a more complex system. Two individual blocks
a and b can be merged to one solid block c, or they can be
considered as two mobile blocks a-b. Here, the multiple
MBH implies a significant improvement with respect to the
single block treatment c. Block c yields ratios 3.86 and 0.44
for the forward and backward reaction, respectively, while
the multiple blocks a-b give values of 1.67 and 0.76.
Inspection of the MBH values obtained with the individual
blocks a and b shows that the global effect of multiple blocks










This seems to be true for the forward and backward reaction.
A third example is reaction R10 where we choose a block
in each reactant. The TS will then contain two blocks, which
are treated within the multiple MBH. The overall factor is
indeed fairly well reproduced by the multiplication rule (14).
At least it gives an indication on the global error induced
by the presence of multiple blocks. A plausible block choice
is always of importance to keep the error within the limits.
Unphysical block choices are for example b in R8 and c in
R9. In both cases the block’s border crosses a bond that is
part of a delocalized system, and therefore, the kMBH ratios
are badly reproduced, even when the bond-distance rule is
respected.
Table 1. Calculated Rate Constants at T ) 300 K, for Reactions R1–R4 of the Test Seta
forward backward
reaction k block kPHVA/k kPHVA*/k kMBH/k k block kPHVA/k kPHVA*/k kMBH/k
R1 3.46E-02 a 5.36 1.23 1.36 1.86E-06 a 0.39 0.35 0.48
b 7.44 1.71 1.74 b 0.91 0.83 0.83
c 4.33 0.99 1.02 c 1.13 1.02 0.95
a′ 5.97 1.37 1.52 a′ 0.37 0.34 0.46
b′ 7.58 1.73 1.76 b′ 0.99 0.90 0.90
c′ 4.21 0.96 0.99 c′ 1.15 1.04 0.97
R2 2.85E-02 a 10.00 1.00 1.12 1.78E-06 a 0.43 0.36 0.65
b 14.68 1.47 1.44 b 1.03 0.86 0.88
c 8.91 0.89 0.93 c 1.09 0.91 0.96
d 9.62 0.96 1.00 d 1.16 0.96 1.00
a′ 8.31 0.84 0.94 a′ 0.40 0.34 0.61
b′ 10.83 1.09 1.07 b′ 1.06 0.89 0.92
c′ 8.41 0.84 0.88 c′ 1.07 0.89 0.96
d′ 9.62 0.96 1.00 d′ 1.16 0.96 1.00
R3 1.47E-02 a 14.68 0.98 1.23 1.51E-06 a 0.44 0.35 0.69
b 19.84 1.32 1.33 b 1.00 0.81 0.85
c 14.78 0.98 0.99 c 1.18 0.95 0.99
a′ 16.56 1.10 1.39 a′ 0.41 0.33 0.65
b′ 21.08 1.40 1.41 b′ 1.06 0.85 0.89
c′ 14.73 0.98 0.99 c′ 1.22 0.98 1.03
R4 1.99E-03 a 7.21 0.82 1.10 4.93E-06 a 0.34 0.28 0.61
b 9.14 1.04 1.09 b 0.75 0.62 0.70
c 8.66 0.98 0.97 c 1.27 1.05 1.08
a′ 7.52 0.86 1.14 a′ 0.28 0.23 0.49
b′ 8.52 0.97 1.01 b′ 0.76 0.63 0.71
c′ 8.57 0.97 0.96 c′ 1.38 1.14 1.16
a The forward rate constants are expressed in units of cubic meters per mole second (bimolecular), and the backward rate constants are
in units of inverse seconds (unimolecular). The benchmark value k is given for comparison. Rate constants kMBH (kPHVA, kPHVA*) are
calculated with the MBH (PHVA, PHVA*) frequencies, for several block choices. The ratios reflect the influence of the MBH (PHVA, PHVA*)
treatment with respect to the benchmark value. A block without a prime indicates a fully optimized structure, and a block with a prime
indicates a partially optimized structure.
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4.3. MBH for Modeling Solvents. Finally, we have tested
the concept of multiple blocks on a more realistic and more
extended example, where several explicit solvent molecules
are taken into account in the computation. In this case, blocks
can be chosen within the reacting molecule and/or the solvent
molecules can be treated as blocks, and moreover, the
influence of solvent species on both reaction barrier and
frequencies, i.e. pre-exponential factor, can be tested.
We have chosen the cyclization of functionalized amino-
phosphonates, as a representative reaction occurring in an
organic solvent (reaction R11, see Figure 4). The choice of
this reaction was inspired by a recent combined experimental
and theoretical study on the formation of -lactams by some
of the authors.36 It was found that, starting from an ambient
allylic anion, ring closure occurred exclusively by 4-ring
formation, without any trace of 6-ring lactams. At that time,
pre-exponential factors were not calculated due to the high
computational cost. This is thus an ideal example to validate
the approach.
The studied system consists of the aminophosphonate
anion together with a sodium counterion and solvated in
dimethyl ether solvent molecules (DME). The latter were
taken as model molecules for tetrahydrofuran. Three cases
are considered: the reaction in the absence of explicit solvent
molecules (R11), in the presence of one DME (R11 +
1DME), and in the presence of two DMEs (R11 + 2DME).
The benchmark values of k, A, Ea, and ∆E0 are given in Table
4 for T ) 300 K. The ratios (for k and A) and differences
Table 2. Calculated Rate Constants at T ) 300 K, for Reactions R5–R10 of the Test Seta
forward backward
reaction k block kPHVA/k kPHVA*/k kMBH/k k block kPHVA/k kPHVA*/k kMBH/k
R5 1.72E-03 a 5.46 0.84 1.01 2.94E-06 a 0.42 0.36 0.60
b 6.57 1.01 1.04 b 0.91 0.77 0.85
c 6.28 0.96 0.99 c 1.03 0.88 0.95
d 1.04 d 0.98
a′ 6.12 0.94 1.13 a′ 0.43 0.36 0.61
b′ 6.47 0.99 1.03 b′ 1.07 0.91 0.99
c′ 6.46 0.99 1.01 c′ 1.19 1.01 1.08
d′ 1.16 d′ 1.23
R6 9.93E-12 a 1060.01 1.74 1.76 1.41E-13 a 0.51 0.49 0.69
b 1002.56 1.64 1.71 b 0.81 0.78 0.78
c 794.07 1.30 1.33 c 0.89 0.86 0.85
d 657.28 1.08 1.10 d 1.11 1.08 1.00
e 2.61 0.29 0.85 e 0.17 0.16 0.56
f 8.70 0.96 1.00 f 0.83 0.80 0.80
R7 2.85E+07 a 4.15 0.43 0.95 1.24E-04 a 10.67 2.03 1.73
b 4.66 0.49 0.99 b 8.37 1.59 1.56
c 4.86 0.51 1.05 c 5.50 1.04 1.02
d 4.79 0.50 1.03 d 5.41 1.03 1.02
a′ 5.06 0.53 1.16 a′ 16.69 3.19 2.71
b′ 5.22 0.55 1.11 b′ 9.74 1.84 1.82
c′ 5.03 0.52 1.08 c′ 5.58 1.06 1.04
d′ 4.85 0.51 1.04 d′ 5.48 1.04 1.04
R8 8.04E-11 a 2.14 1.14 1.11 2.97E+02 a 1.31 1.25 0.99
b 3.01 1.61 1.50 b 0.89 0.84 0.77
c 5.91 3.15 3.86 c 0.48 0.46 0.44
a-b 1.67 a-b 0.76
R9 1.83E-09 a 21.89 2.53 2.64 3.27E+01 a 1.60 1.31 2.27
b 14.00 1.62 1.50 b 0.99 0.81 1.29
c 14.40 1.66 1.63 c 2.29 1.87 5.14
d 10.24 1.18 0.98 d 0.69 0.57 2.04
R10 3.02E-06 a 43.51 0.89 0.96
b 30.18 1.34 1.59
a-b 1.53
a See the footnote of Table 1 for more details.
Table 3. MBH for Reaction R1 with Fully and Partially
Optimized Structuresa
full optim partial optim
a b c a′ b′ c′
kMBH/k 1.36 1.74 1.02 1.52 1.76 0.99
AMBH/A 1.29 1.59 1.03 1.38 1.70 1.01
EaMBH - ∆Ea -0.14 -0.21 0.01 -0.22 -0.02 +0.06
∆E0MBH - ∆E0 0 0 0 -0.13 +0.13 +0.04
a The rate constant is given at 300 K, and kinetic parameters
are fitted in the temperature range 300–700 K. k and A are in
cubic meters per mole second, and energies are in kilojoules per
mole. Benchmark values: k ) 3.46 × 10-2 m3 mol-1 s-1, A )
67.22 × 102 m3 mol-1 s-1, Ea ) 36.53 kJ/mol, ∆K0 ) 24.66 kJ/
mol.
Figure 4. Reaction R11.
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(for energies) given between brackets indicate the effect of
the solvation. The presence of one or two solvent molecules
indeed increases the reaction rate constant by a factor of 8.91
or 274.63, respectively, with respect to the nonsolvated
situation.
The relevant question is whether the MBH model is
capable of reproducing the enhancement of k due to the
solvent. Several block choices are depicted in Figure 5,
including the case of blocks within the reactant (a, b), as
well as blocks consisting of solvent molecules (dme). Table
5 shows the ratios between the MBH estimates and the
benchmark values of the rate constant. Block a is clearly
not a good choice, which is easily understood when noting
that the block’s border cuts through a delocalized bond.
Therefore, possible combinations of a with blocks b or dme
are not considered in the table. Block b and block dme on
the other hand are excellent block choices: since the ratios
are close to 1.0, the k enhancement 1:8.91:274.63 as reported
by the benchmark is maintained and the MBH is thus clearly
capable of reproducing the solvation effect. Multiple block
combinations such as b-dme, dme-dme, and b-dme-dme
reproduce the rate constant very well, which is in agreement
with the multiplication rule as stated in eq 14. Resuming,
the multiple MBH has proven to be extremely useful and
effective in predicting reaction rates, both with blocks
belonging to the reactant or with blocks coinciding with
solvent molecules.
4.4. PHVA and PHVA*. Conceptually, the difference
between MBH and PHVA is mainly a mass effect. In the
MBH, the finite mass of the blocks is taken into consider-
ation, while in the PHVA approach, infinite masses are
associated with the atoms in the rigid body. As a result, an
extension to multiple blocks has no physical meaning in
PHVA. When two blocks with infinite mass are present
within one molecule, the system of free atoms and blocks
will behave as if the two blocks were one big block with
infinite mass. The case of one block in each of the reactants
of a bimolecular reaction must also be excluded. The
transition state itself would have two blocks with infinite
mass. Thereby, six degrees of freedom describing the
relative position and orientation of the two blocks will be lost
in the transition state, leading to a completely wrong
temperature dependence of the reaction rate constant. From
a physical point of view, it is also hard to imagine how two
reactants, each containing a block with infinite mass, could
ever approach each other to form the transition state. The
following discussion is therefore limited to the case of a
single block with fixed geometry.
In contrast to the MBH, the PHVA cannot be extended to
treat multiple blocks. PHVA is thus only applicable within
the single block approximation. An overview of the various
PHVA reaction rates in Tables 1 and 2 shows that unimo-
lecular reactions are reasonably well described using PHVA
frequencies. On the other hand, bimolecular reaction rates
are poorly reproduced and significant deviancies are noticed.
The systematic overestimation of the reaction rate finds its
origin in the appearance of spurious low frequency modes
in the PHVA approach. A profound investigation of these
spurious modes reveals that they represent slow translation/
rotationlike movements of the whole group of free atoms.
This collective motion encompasses a lot of mass, explaining
why (through the mass weighting in the NMA analysis) these
frequencies are low. They give a significant contribution to
the vibrational partition functions, while the translational/
rotational degrees of freedom, however, are already taken
into account in the total partition function. The larger the
total mass of the free atoms with respect to the mass of the
fixed block, the more pronounced is this double counting.
Hence, in unimolecular reactions, the enhancement of the
vibrational partition functions due to this double counting
effect is nearly similar for reactant and transition state, and
the enhancement factor is canceled (see eq 8). In bimolecular
reactions on the other hand, the double counting is much
more prominent for the transition state than for the reactants,
thus leading to an overestimated reaction rate.
In order to prevent this double counting effect, we present
a corrected version of the PHVA method. In Figure 6, the
ratio qvibMBH/qvibPHVA between the MBH and PHVA vibrational
partition functions for the reactants, TS, and products of







Table 4. Benchmark Results for Reaction R11 without and
with 1 and 2DMEa
R11 R11 + 1DME R11 + 2DME
k 7.62E-15 6.79E-14 (8.91) 2.09E-12 (274.63)
A 2.10E+13 8.43E+12 (0.40) 5.64E+13 (2.69)
Ea 157.73 149.99 (-7.73) 146.19 (-11.54)
∆E0 159.85 151.78 (-8.07) 148.23 (-11.63)
a The rate constant is given at 300 K, and kinetic parameters
are fitted in the temperature range 300–700 K. k and A are in
inverse seconds, and energies are in kilojoules per mole. Ratios (k
and A) and differences (Ea and ∆E0) between solvated and
nonsolvated values are given between brackets.
Figure 5. Definition of blocks, reaction R11.
Table 5. Calculated at 300 Ka
block R11 R11 + 1DME R11 + 2DME
a 1.71 1.62 1.43





a Several blocks choices are taken up.
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where M is the total mass and Ii (i ) 1, 2, 3) are the moments
of inertia of the molecule, while MF and IFi (i ) 1, 2, 3) are
the total mass and moments of inertia of the fixed block.





PHVA ≈ t (17)
On the basis of eq 17, we now propose the following








It is not surprising that the ratio qvibMBH/qvibPHVA depends only
on mass properties, because the essential difference between
the MBH and PHVA approach is a reduced mass effect. The
plot in Figure 6 is so overwhelming that a mathematical proof
of eq 16 should be on hand and that a close similarity
between PHVA* and MBH predictions for the reaction rate
constants is expected. The latter is indeed confirmed by the
corrected PHVA* estimates taken up in Tables 1 and 2.
Concluding, PHVA* and MBH perform equally well, but
the main advantage of MBH, i.e. enabling the extension the
procedure to multiple blocks, still holds.
In the following, a mathematical derivation of eq 17 will
be presented. In the high temperature limit (kBT >> hν, ∀
ν), it is possible to relate qvibPHVA and qvibMBH as a simple
expression containing ratios of the masses and moments of
inertia. The contribution of a vibration with frequency ν to
the partition function is given by eq 5 and can be ap-
proximated by kBT/hν if the temperature is high with respect
to the vibrational temperature hν/kB. Since the number of














The product of frequencies coincides with the square root
of the determinant of the matrix in the NMA normal mode





) √det(ME-1⁄ 2HEME-1⁄ 2) (20)















We now introduce the matrix S, defined in the Appendix,
which contains the mass information of the complete system.
Eigenvalues are the total mass M and the moments of inertia
Ii. Similarly we introduce the matrix SF for the fixed atoms,
with eigenvalues MF and IFi. Using the properties described







which is equivalent to expression 17 and which proves the
PHVA* correction factor of eq 18.
Numerically, we find that eq 18 is not only valid for high
temperatures but that its validity holds quite well for lower
temperatures (300 K); see Figure 6.
An interesting property is that the mass related factor t of
eq 16 is also equal to the ratio of the translational/rotational









The subscript F refers to the fixed block atoms. Thus, an
alternative formulation of the PHVA* approach is presented,
where only the vibrational partition function is taken into
account. The total translational and rotational partition
Figure 6. Ratio qvibMBH/qvibPHVA for reactants, TS, and products of reactions R1– R6 plotted against the mass related factor t at 300
and 1000 K. The linear regression line (full) is fitted to the data with the least-squares method. The diagonal (dashed line) is
added for comparison.
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function of the molecule are omitted as if it were to avoid
the double counting effect.
qPHVA* ) qvib
PHVA (25)
Expression 25 is different from the one proposed in eq 17,
but it amounts to the same result when calculating reaction
rates. The factor MF3/2 is the same in both TS and reactants
because the same block atoms are chosen, and thus, this
factor is canceled in the numerator and denominator in the
expression of k. The factor √IF1IF2IF3 might slightly differ
between TS and reactants, if the internal geometry of the
blocks is not completely identical for the TS and reactants,
but in good approximation, it is canceled as well. The factor
M3/2 cancels with the translational partition function and
√I1I2I3 with the vibrational partition function. Therefore, eq
25 will lead to (almost) identical results as eq 17.
5. Conclusion
In this work, the MBH method has been shown to act as an
accurate method for the prediction of chemical kinetics in
large extended molecular systems. In contrast to the PHVA
approach, the MBH method also performs fairly well in
bimolecular reactions. An adapted version of PHVA is
presented correcting for the double counting effect of global
rotation and translation inherent to the PHVA method. The
surplus value of MBH with regard to PHVA* lies in the
flexibility of MBH to introduce multiple rigid blocks which
are freely moving with respect to each other but keeping
their initial internal structure. This facility gives a lot of new
perspectives in predicting chemical kinetics in very complex
systems, where the introduction of one single fixed block is
a too crude approximation. Partial optimization is necessary
to make quantum chemical computations feasible. The
possibility to introduce multiple blocks, each still having six
degrees of freedom, makes an accurate reproduction of
kinetics to the possibilities.
Most promising application field of MBH would be the
description of chemical reactions in a solvent. Each solvent
molecule may be regarded as a fixed block, keeping its
internal structure, but still enabling to translate/rotate freely
with respect to the chemically active part of the system. All
ab initio program packages can be used on the condition
that the built-in optimization routine allows constraints on
internal degrees of freedom. The computational advantage
of the MBH method can be exploited when the program
package has the ability to calculate partial Hessians. If both
features are implemented, MBH could be regarded as a
groundbreaking model in the treatment of complex reactions
where environment plays a crucial role.
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Appendix
Consider a molecule with N masses mA, A ) 1, . . ., N. The
positions are described by Cartesian coordinates rA ≡
{rAµ}µ)x,y,z, with respect to a space-fixed frame. We will treat
the case of one MBH block, consisting of NF atoms. The
remaining NE ) N - NF atoms are in equilibrium due to the
partial optimization. An index E (F) will be used to indicate
quantities where only the free (fixed) atoms are considered.
We will focus on the normal mode equations for PHVA
and for MBH and, in particular, on the difference in the mass
matrices, in order to study the transition from eq 22 to eq
23. The PHVA mass matrix is simply given by ME [see ()].
The original (not yet transformed to (11)) MBH normal mode
equations read
H˜ ν) λM˜ ν (26)
where M˜ and H˜ are the MBH mass matrix and Hessian [see
ref 17].
Define now a 3N × 6 matrix D with components
DAµ, R) { δµ,x R) 1δµ,y R) 2δµ,z R) 3Σλǫλµx R) 4Σλǫλµy R) 5
Σλǫλµz R) 6
(27)
With M as the diagonal 3N × 3N mass matrix, the matrix S
) DTMD is introduced, and similarly, SF ) DFTMFDF. The
MBH mass matrix is then given by the block diagonal matrix
M˜ ) ( SF 06×d0d×6 ME ) (28)
with d ) 3NE. The normal mode equations are transformed
by simultaneous block diagonalization of H˜ and M˜ . The
required transformation matrices are given by
T1 ) (16×6 06×dx 1d×d ); T2 ) (16×6 y0d×6 1d×d ) (29)
with x ) DE and y ) -S-1DETME. The transformed MBH
mass matrix and Hessian directly lead to eq 11:
T2
TT1
TH˜ T1T2 ) (06×6 06×d0d×6 HE ), T2TT1TM˜ T1T2 ) ( S 06×d0d×6 M˜ ′ )
(30)
with M˜ ′ ) ME - MEDES-1DETME. Or, the relevant mass
matrix is M˜ ′ for MBH.
Since by construction det T1 ) det T2 ) 1, it is obvious
that the following relations between determinants hold:
det M˜ ) det SF det ME (31)







This proves the transition between eqs 22 and 23.
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Abstract
It has been shown previously that two distinctive variants (called RHop and RO4) exist of the radiation-induced rhamnose alkoxy radical.
Density functional theory (DFT) calculations of the electron paramagnetic resonance (EPR) properties were found to be consistent with two
separate measurements at different temperatures [E. Pauwels, R. Declerck, V. Van Speybroeck, M. Waroquier, Radiat. Res., in press]. However,
the agreement between theory and experiment was only of a qualitative nature, especially for the latter radical. In the present work, it is examined
whether this residual difference between theoretical and experimental spectroscopic properties can be explained by explicitly accounting for
temperature in DFT calculations. With the aid of ab-initio molecular dynamics, a temperature simulation was conducted of the RO4 variant of
the rhamnose alkoxy radical. At several points along the MD trajectory, g and hyperfine tensors were calculated, yielding time (and temperature)
dependent mean spectroscopic properties. The effect of including temperature is evaluated but found to be within computational error.
© 2007 Elsevier B.V. All rights reserved.
Keywords: DFT; EPR; Solid state; Alkoxy radical; -Rhamnose; Periodic calculations; Molecular dynamics; Hyperfine coupling; g tensor
1. Introduction
One of the species that is commonly generated in irradiated
crystalline sugars is an alkoxy radical. These oxygen-centered
species readily decay under the influence of temperature or
light and are generally considered to be primary radiation
products. As such, they have attracted considerable attention.
Since sugars have some features that are also present in more
complex biomolecules (e.g. the deoxyribose unit in DNA),
they effectively present ideal test systems to investigate initial
radiation-induced events. Crystalline -l-rhamnose is a repre-
sentative system in this respect, since both primary oxidation
and reduction processes have been identified in this sugar.
The leading technique to examine alkoxy radicals is electron
paramagnetic resonance (EPR) spectroscopy at very low temper-
atures (both irradiation and measurement). The lack of thermal
energy limits the conversion of primary radiation products in
secondary reactions and this allows thorough spectroscopic
characterization. Two EPR studies have been undertaken of
the alkoxy radical in rhamnose. Samskog and Lund performed
∗ Corresponding author. Fax: +32 9 264 66 97.
E-mail address: ewald.pauwels@UGent.be (E. Pauwels).
a Q-band EPR measurement at 77 K and determined the g
tensor, along with two hyperfine coupling constants [2]. In a
later study by Budzinski and Box, EPR and ENDOR (electron
nuclear double resonance) were used to thoroughly characterize
this species at 4.2 K: the g tensor and seven hyperfine tensors
were distinguished [3]. Even though the same radical struc-
ture was proposed in both studies, the two experimental data
sets are strikingly dissimilar, as noted by other authors [4]. The
77 K measurement revealed two hyperfine tensors with isotropic
couplings of 112 and 39 MHz. At 4.2 K conversely, a myriad
of smaller hyperfine interactions was detected along with two
major isotropic couplings of 67 and 54 MHz. But both studies
also differed in the g tensor: a maximum anisotropic g ten-
sor component of 2.0456 was reported by Samskog and Lund,
whereas Budzinski and Box found 2.0202.
In a recent theoretical study by the authors a basic recon-
ciliation was made of both EPR studies [1]. The monohydrate
crystal of rhamnose was simulated using density functional
theory (DFT) in a periodic approach and several reaction
steps were examined leading up to alkoxy radical formation.
The proposed mechanism is summarized in Fig. 1. Result-
ing from oxidation, a primary rhamnose cation (PrimCat+)
ejects a proton that migrates first to a nearby crystal water and
then further on into the lattice. Molecular modeling provided
1386-1425/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.saa.2007.09.034
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Fig. 1. Atom numbering scheme and summary of reaction steps leading to alkoxy radical formation in -l-rhamnose. Oxygens and hydrogens are numbered according
to the carbon to which they are bound.
evidence that this migration is in fact a proton hopping pro-
cess – similar to the Grotthuss mechanism in solutions [5]
– along an ‘infinite’ hydrogen bond chain parallel to the 〈b〉
axis of the crystal. The resultant of this proton removal is
an alkoxy radical (dubbed RHop), for which calculated EPR
properties were in close agreement with the 4.2 K EPR mea-
surements. Yet, the subsequent proton hops alter the hydrogen
bonds, also in the vicinity of the radical. The initial state of the
H-bonds can be restored, by rotating several hydroxyl groups
and crystal waters to their original orientation in the undam-
aged crystal. In this way the more stable RO4 variant of the
alkoxy radical was obtained and calculated EPR properties
were in agreement with the 77 K EPR measurements. Hence,
the main difference between the two radicals observed in the
experiments was not the radical structure itself, but rather its
environment.
Yet, although the theoretical EPR predictions for RO4 and
RHop succeeded in clarifying the differentiation between the
4.2 and 77 K measurements on a qualitative level, the reproduc-
tion on the quantitative level of the individual hyperfine and g
tensor values with their experimental counterparts could be sub-
ject to some improvement. In particular for RO4, relatively large
differences were found [1] for the maximum anisotropic g tensor
component (2.0263 instead of 2.0456 experimentally) and – to a
smaller extent – for the hyperfine couplings (50.4 and 87.1 MHz
instead of 39.2 and 112.1 MHz). One could ascribe these resid-
ual differences between theory and experiment to temperature
effects not taken into account in the theoretical description of
the radical system. Static calculations simulate the system at
a temperature of 0 K. One could argue that such an approach
is acceptable for a comparison between the calculated spectro-
scopic properties of RHop and the 4.2 K measurements, but is
insufficient when evaluating the theoretical EPR properties of
RO4 with regard to those measured at a higher temperature of
77 K. In this work, the validity of this statement is assessed and
calculations are presented on the RO4 alkoxy radical in which
temperature is duly accounted for. To this end, molecular dynam-
ics simulations have been performed of the radical structure at
77 K, adopting a periodic approach to include the molecular
environment.
-G9 &	DD
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2. Computational details
In the previous study [1], the structure of -l-rhamnose
monohydrate [6] was consistently described in a periodic
approach, exploiting the translational symmetry of the crys-
talline state. The original unit cell of the crystal was doubled
in all directions, to ensure that the radical was well separated
from its periodic images. However, the results of the calcula-
tions within this 〈2a 2b 2c〉 supercell – containing 416 atoms –
were found to be virtually on the same level as within an 〈a 2b c〉
cell, obtained by only doubling the unit cell in the 〈b〉 direction.
Therefore, the latter supercell was chosen in the present work
as it considerably reduces the computational burden. An ini-
tial structure for the radical was obtained by removing the HO4
hydroxy proton from the model space (see Fig. 1 for the atom
numbering scheme).
All periodic calculations were performed using the ab-initio
Car–Parrinello approach [7] as implemented in the CPMD
software package [8]. The BP86 gradient-corrected density
functional [9] was used, together with a plane wave basis set
(cutoff 25 Ry) and ultra-soft pseudopotentials of the Vander-
bilt type to describe the electron–ion interaction [10]. First,
the global minimum of the radical within the 〈a 2b c〉 super-
cell was determined in a (static) geometry optimization. No
constraints were imposed on any of the atoms in the super-
cell. Molecular dynamics simulations were then initiated starting
from the completely optimized structure, with a simulation
temperature of 77 K. Initial calculations were performed to
quickly equilibrate the temperature of the system by rescaling
ionic velocities whenever the instantaneous temperature dif-
fered more than 50 K from the target temperature (1000 time
steps). Subsequently, a Nose´–Hoover thermostat was activated
for the ionic and electronic systems. A characteristic frequency
of 3000 cm−1 was chosen for the ionic thermostat, with a tar-
get temperature of 77 K. The electron thermostat was set to a
frequency of 10,000 cm−1 and an average target kinetic energy
of 0.012430 a.u. was determined for the electronic system from
separate NVE molecular dynamics simulations. The MD time-
step was 5 a.u. (0.12 fs) and the fictitious electronic mass was
set to 400 a.u. The Nose´–Hoover run was equilibrated for 2000
time steps, after which 8000 further steps were considered as
production quality, amounting to about 0.97 ps.
To determine the temperature dependence of the hyperfine
and g tensors, EPR properties were calculated for 200 sam-
pled snapshots along the resulting MD trajectory of 8000 time
steps (one snapshot every 40 time steps). Spectroscopic parame-
ters were determined consistent with the computational protocol
adopted in the previous work [1]. For each snapshot, a cluster
was cut out of the periodic system to contain the radical and all
the molecules that are hydrogen bound to it (seven rhamnose
and eight water molecules). Hyperfine tensors were calculated
with the aid of the Gaussian03 software suite [11], using the
B3LYP functional [12] and a 6-311G** basis set [13] for all
atoms within the cluster. However, this level of theory is pro-
hibitively expensive from a computational point of view for the
calculation of g tensors. Consequently, the 6-311G** basis set
was only maintained for the atoms of the central radical along
with those of two nearby water molecules. The other atoms of
the cluster were still included in the calculation at the B3LYP
level of theory, but were considered at the much smaller 3-21G
basis set [14].
3. Results and discussion
Since the smaller 〈a 2b c〉 supercell was adopted in the present
work, the validity of this choice was evaluated by benchmarking
with previous calculations using a 〈2a 2b 2c〉 supercell approach
[1]. The 〈a 2b c〉 optimized structure was compared with the part
of the 〈2a 2b 2c〉 supercell matching the size of the smaller super-
cell and containing the radical site. This resulted in an RMSD of
0.009 A˚, indicating that both structures are essentially similar.
EPR properties were also calculated for the optimized 〈a 2b c〉
supercell and compared with the results obtained earlier. An
overview of calculated as well as measured EPR properties is
presented in Table 1. Comparing sections (b) and (c), it is clear
that the supercell size reduction does not really have a noticeable
effect on the calculated EPR properties of the alkoxy radical.
A slight change is only noticed in the H4 isotropic coupling,
which rises to 90.4 MHz and is now somewhat closer to the
actual experimental value (see Table 1(a)). Yet, structurally and
electronically it appears that a 〈a 2b c〉 supercell is virtually iden-
tical to a 〈2a 2b 2c〉 one, endorsing the chosen computational
approach.
Exploring the geometrical changes of the radical and its envi-
ronment during the 77 K molecular dynamics run, only small
fluctuations from the statically optimized 〈a 2b c〉 structure were
registered. The mean 77 K geometry – obtained by averaging
all 8000 geometries in the MD run – differs by only 0.008 A˚
from the static geometry. On the other hand, large variations
are noticed for the EPR properties calculated at 200 snap-
shots along the trajectory. This is illustrated in Fig. 2, where
Fig. 2. Isotropic hyperfine couplings (in MHz) and (an)isotropic g tensor values
as a function of time step (0.12 fs) in the molecular dynamics simulation. gx,
gy and gz refer to the minor, intermediate and maximum anisotropic g tensor
components, respectively.
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Table 1
Overview of calculated and measured EPR data
Aiso/giso Aaniso/ganiso Direction cosines versus 〈a *b c〉 Ψ




2.0032 −0.020 −0.982 0.189
2.0064 −0.698 0.149 0.700
2.0456 −0.716 −0.118 −0.688
(b) Static EPR calculation on optimized 〈2a 2b 2c〉 supercellb
H2 50.4
−3.5 0.692 −0.528 −0.492
−0.3 0.579 −0.001 0.815
3.8 0.431 0.849 −0.305
H4 87.1
−5.9 0.443 0.881 0.163
−4.6 −0.209 −0.075 0.975
10.5 0.872 −0.466 0.151
g 2.0125
2.0023 −0.316 −0.839 0.443 24
2.0087 −0.547 0.542 0.637 25
2.0263 −0.775 −0.041 −0.631 6
(c) Static EPR calculation on optimized 〈a 2b c〉 supercell
H2 49.6
−3.4 0.695 −0.523 −0.494
−0.2 0.549 −0.059 0.834
3.6 0.465 0.851 −0.246
H4 90.4
−6.1 0.448 0.882 0.146
−4.7 −0.198 −0.061 0.978
10.8 0.872 −0.468 0.148
g 2.0126
2.0023 −0.314 −0.872 0.375 21
2.0088 −0.572 0.489 0.659 21
2.0267 −0.758 −0.008 −0.652 7
(d) Dynamic EPR calculation on 〈a 2b c〉 supercell at 77 K
H2 49.9
−3.4 0.692 −0.526 −0.495
−0.2 0.551 −0.058 0.832
3.6 0.467 0.848 −0.250
H4 94.0
−6.2 0.454 0.884 0.108
−4.7 −0.184 −0.025 0.983
10.9 0.872 −0.466 0.152
g 2.0128
2.0023 −0.308 −0.877 0.369 20
2.0089 −0.581 0.480 0.657 20
2.0272 −0.753 −0.012 −0.658 7
(e) Static EPR calculation on optimized clusterc
H2 40.5
−3.0 0.705 −0.521 −0.481
−0.3 0.488 −0.136 0.862
3.3 0.515 0.843 −0.159
H4 100.4
−6.5 0.470 0.870 −0.151
−4.4 −0.152 0.249 0.956
11.0 0.870 −0.426 0.249
g 2.0189
2.0022 −0.251 −0.885 0.392 19
2.0090 −0.690 0.448 0.569 19
2.0456 −0.679 −0.128 −0.723 3





the isotropic hyperfine and (anisotropic) g tensor values are
plotted as a function of time step in the molecular dynam-
ics simulation. Especially the H4 hyperfine coupling and the
gz (major) anisotropic g tensor component vary significantly.
This reveals that the EPR properties of the rhamnose alkoxy
radical are quite sensitive to even minute changes in the geom-
etry.
Based on the 200 samples of the EPR properties along the
trajectory, it is now possible to calculate the thermal average
of these properties. For isotropic values, this can simply be per-
formed by averaging the results of the 200 snapshot calculations.
To determine the anisotropic components and the corresponding
eigenvectors, however, it is necessary to first calculate the mean,
non-diagonalized g- or hyperfine matrices and then diagonalize
-G- &	DD
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this matrix. The resulting dynamic EPR properties are presented
in Table 1(d). Overall, the eigenvectors and anisotropic hyper-
fine couplings are least affected by the dynamics, since they are
nearly identical to those in Table 1(c). For the H4 isotropic hyper-
fine coupling, the isotropic g value and the maximum anisotropic
g component (gz), the differences are small, but discernible: the
H4 coupling increases to 94 MHz and gz rises by about 450 ppm
(to 2.0272). Although these changes do seem to enhance the
agreement between theory and experiment, the effect is only
minor and too small to classify it as an improvement. In other
words, the temperature effect does not really account for the
remaining discrepancies between theoretical and experimental
EPR properties of the RO4 alkoxy radical. Of course, the time
scale over which the thermal average has been taken (∼1 ps)
is relatively limited and the effect of molecular motions with
longer periods is not accounted for. One could improve this by
increasing the time step and/or total simulation time in the MD,
although calculations at the nanosecond scale are prohibitively
expensive at the ab-initio level and still far below the typical
time scale of the CW-EPR experiment (s).
Apart from the previous conclusions, it is worth noticing
that the calculated EPR properties for rhamnose, reported ear-
lier by some of the authors [15], are in much better agreement
with experiment than the values determined in the current
MD simulation. In that study, the RO4 alkoxy radical has
been investigated within a cluster approach. For comparison,
these results are summarized in Table 1(e). Although large
similarities exist in the reproduction of the eigenvectors and
anisotropic couplings, the isotropic hyperfine splittings vary
substantially (almost by 9 MHz as compared to the dynamic
calculation) and are in closer agreement with experiment. Even
more spectacularly, the gz anisotropic component exactly equals
the experimental value of 2.0456! And yet, from a theoreti-
cal point of view, several aspects in the earlier approach were
essentially inferior to the methodology adopted in the current
work:
(i) Because a cluster approach was followed for the geome-
try optimization, the molecular environment of the radical
was finite, contrary to the current periodic approach. But
more importantly, constraints were imposed during opti-
mization on all atoms except those of the central radical
in the cluster. This effectively prevented any relaxation in
the molecular environment of the radical away from the
ideal crystal structure. Nevertheless, the resulting cluster
optimized geometry is very similar to the structure of the
〈a 2b c〉 supercell optimization in the present work. The
RMSD with the cluster cut out of the periodic calculation
– which was used for the calculation of the EPR prop-
erties – amounts only to 0.005 A˚. Hence, since the same
computational protocol was used in [15] and the current
work to determine the hyperfine coupling constants (B3LYP
functional with 6-311G** basis set for all atoms of the clus-
ter), it must be concluded that the differences in (isotropic)
hyperfine couplings between Table 1(c) and (e) are solely
due to slight geometrical changes. This is consistent with
the observation that in Fig. 2, the EPR properties can vary
significantly to even minute changes in the geometry (see
above).
(ii) In the previous work [15], a different computational proto-
col was used for the calculation of the g tensor. A ‘single
molecule’ approach was followed and g tensor properties
were calculated solely on the radical itself, neglecting any
interaction with its molecular environment. Although this
approach seemed to work amazingly well in the case of
the gz component, in retrospect it is probable that it did so
for the wrong reasons. A g tensor calculation of a single
rhamnose alkoxy radical, without taking into account the
molecular environment of the radical, showed in principle
the same values for the RO4 and RHop radical variants.
The incorporation of surrounding molecules, as in refer-
ence [1], yields g tensors that are distinct for these two
species, although in worse quantitative agreement with
experiment. Hence, it is conceivable that error cancellation
effects in the single molecule calculations have coinciden-
tally resulted in an identical reproduction of the measured
gz anisotropic g tensor component. But, for the moment
it remains unclear what the real origin is of the apparent
discrepancy between the current, time-averaged g tensor
calculations and the experiment. This paper shows that
temperature effects are too moderate to remove this fail-
ure.
Regardless, the molecular dynamics simulation reveals that
some large variations of the relevant spectroscopic properties
take place (see Fig. 2). The H4 coupling may vary from 60 to
140 MHz and the experimental value of 112 MHz belongs to that
interval. These variations are the result of geometry changes gen-
erated by the MD simulations. It could be interesting to search for
a correlation between the calculated EPR properties and geome-
try. For this purpose, linear regression analyses were performed
with the main EPR properties as dependent variables (gz value,
H2 and H4 isotropic couplings), and all internal coordinates
of the radical and nearby water molecules as explanatory vari-
ables (27 bond lengths, 26 bond angles and 25 torsional angles).
This is actually a limited set of structural parameters since other
coordinates could be chosen involving more molecules of the
supercell. Nevertheless, the subset proved more than sufficient
and, moreover, a variance of up to 0.8 was readily obtained for all
spectroscopic properties by including only eight internal coordi-
nates in the regression. However, it is difficult to understand the
variation of the hyperfine or g tensor values in terms of all these
parameters from a chemical point of view. Hence, the parameter
set was further reduced in an attempt to explain the variance of
the EPR properties by considering only one or two of the dom-
inant predictor variables. Fig. 3 plots the variance of the gz, H2
and H4 isotropic coupling values with respect to the selected
variables.
(i) gz value
The variation of gz was found to mainly depend on
two geometric coordinates: the C3 C4 bond length in the
alkoxy radical, and the length of a hydrogen bond between
oxygen O4 and one of the protons of a crystal water. A lin-
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Fig. 3. Dependence of gz and isotropic H2/H4 coupling values with respect to
several internal coordinates within the rhamnose alkoxy radical. H(H2O) refers
to one of the protons within the 〈a 2b c〉 supercell that is hydrogen bound to O4.
ear regression model including only these two explanatory
variables already accounted for 56% of gz variance. As is
apparent in Fig. 3, the inverse correlation with C3 C4 is
quite strong (−0.67), which can be attributed to the exis-
tence of resonance in both RHop and RO4 variants of the
rhamnose alkoxy radical. In the alternative resonance struc-
ture, the unpaired electron is mainly localized on C3 instead
of on O4, as is illustrated in the bottom of Fig. 1. The larger
the C3 C4 bond length, the more this resonance structure
will contribute and the less spin density will be localized
on O4, giving rise to a decrease in gz. A similar interpreta-
tion is valid for the H(H2O) O4 hydrogen bond length. As
this hydrogen bond elongates, the spin density will become
more isolated on O4 and gz will increase.
(ii) H2
C3 C4 bond elongation also explains the variation in the
H2 hyperfine coupling to a large extent (correlation 0.57).
This is immediately clear when considering the resonance
structure in Fig. 1. The more spin density is localized on
C3, the larger the isotropic H2 hyperfine coupling will be.
In several previous works [1,3] this relation was already
suggested.
(iii) H4
The variation of the isotropic H4 coupling proved quite
difficult to interpret with only a limited number of structural
parameters. The consideration of the two most important
internal coordinates led to an explained variance of only
0.38. Apparently, the coupling is sensitive to changes in the
bond angles of the rhamnose pyranose ring (C5 C4 C3)
and the relative position of the C4 O4 axis with respect
to the ring (reflected by the O4 C4 C5 bond angle). The
H4 coupling does not depend on the C3 C4 bond dis-
tance, however. For both resonance structures of Fig. 1,
H4 remains in a beta position with respect to the main site
of unpaired spin density.
The importance of resonance in the rhamnose alkoxy radical
is further exemplified in a vibrational analysis of the periodic
molecular system. In a molecular dynamics simulation, atomic
positions as well as velocities are determined. By using the lat-
ter and calculating the Fourier transform (FFT) of the velocity
autocorrelation function, a mass-weighted power spectrum can
be obtained yielding vibrational frequencies. The resulting spec-
tra at 77 K are shown in Fig. 4 for the entire supercell (dashed
line) and only for velocity components of atoms belonging to
the radical (solid line). In principle, these spectra could be com-
pared with infrared measurements. However, because changes
in dipole moment were not determined throughout the MD sim-
ulation, the computed intensities are not really meaningful (they
could well be IR-silent for instance). Nevertheless the calculated
spectra do reveal what kind of vibrational modes are present in
the system. Particular attention was paid to modes that only occur
Fig. 4. Vibrational frequency spectrum for the radical (black line) and all atoms
of the 〈a 2b c〉 supercell (dashed line).
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in the radical and not in the ‘undamaged’ rhamnose molecules
within the supercell, and vice versa. It is clear from the figure that
the spectrum for the entire supercell reveals several peaks (e.g. at
1550, 3135 cm−1) that are not present in the spectrum of the rad-
ical. These modes could be attributed to the relative movement
of crystal water. The majority of peaks in the spectrum for the
radical are also present in the spectrum for the entire supercell.
Only one mode is predominantly due to vibrations of the radical:
the peak at 378 cm−1 (indicated by an arrow in Fig. 4). Struc-
tural analysis reveals that it specifically involves strong C3 C4
bond length vibrations, combined with less intense rotational
modes of the alkoxy pyranose ring. Hence, one could state that
for this low vibrational mode, the RO4 rhamnose alkoxy radical
rapidly switches between both resonance structures as depicted
in Fig. 1.
4. Conclusions
In this article, a temperature simulation of the RO4 vari-
ant of the rhamnose alkoxy radical was conducted with the
aid of ab-initio molecular dynamics. It was examined whether
these temperature simulations could account for the residual
difference between theoretical and experimental spectroscopic
properties. At several points along the MD trajectory, g and
hyperfine tensors were calculated and averaged, resulting in
temperature dependent mean values. The effect of including
temperature was found to be within computational error and
no improvement was obtained between theory and experi-
ment.
Additionally, the dynamics of the alkoxy radical were fur-
ther explored. Using linear regression models, the variance of
the gz value, H2 and H4 hyperfine couplings was considered in
relation to several geometric internal coordinates of the radical
structure. It was found that gz and H2 are considerably affected
by the C3 C4 bond distance. This could be ascribed to the exis-
tence of a resonance structure of the alkoxy radical, through
which spin density gets delocalized on the C3 carbon center. In a
vibrational analysis of the molecular dynamics, a low frequency
mode was furthermore identified with C3 C4 bond vibration as
main characteristic. Apparently, the structure of the RO4 rham-
nose alkoxy radical is alternating between resonance structures
at a finite temperature.
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Temperature Study of a Glycine Radical in the Solid State Adopting a DFT Periodic
Approach: Vibrational Analysis and Comparison with EPR Experiments
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The major radiation-induced radical in crystalline glycine is examined using DFT calculations, in which both
molecular environment and temperature are accounted for. This is achieved by molecular dynamics simulations
of the radical embedded in a supercell under periodic boundary conditions. At 100 and 300 K, a vibrational
analysis is performed based on Fourier transformation of the atomic velocity autocorrelation functions. By
the use of a novel band-pass filtering approach, several vibrational modes are identified and associated with
experimental infrared and Raman assignments. Decomposition of the calculated spectra in terms of radical
motion reveals that several vibrational modes are unique to the radical, the most prominent one at 702 cm-1
corresponding to out-of-plane motion of the paramagnetic center, inversely coupled with similar motion of
the carboxyl carbon. A hybrid periodic/cluster scheme is used to evaluate the EPR properties of the glycine
radical along the MD trajectories resulting in temperature dependent magnetic properties. These are compared
with available experimental data conducted at 77 K and room temperature. Ground state or low temperature
calculations yield very good agreement with 77 K experimental EPR properties. From the 300 K simulations,
an important improvement is achieved on the isotropic hyperfine coupling of the 13C tensor, which becomes
closer to the value measured at room temperature. It is established that this is the result of a nonlinear relation
between the planarity of the radical center and the isotropic couplings of the nuclei bound to it. Finally, a
critical reevaluation of the experimental 14N hyperfine tensor data strongly suggests that an erroneous tensor
was reported in literature. It is convincingly shown that from the same experimental data set a different
tensor can be derived, which is in substantially better agreement with all calculations.
1. Introduction
The radiation-induced radicals of biomolecules have been the
subject of numerous investigations, due to their impact and often
nocuous effect in fundamental biochemical processes. Both from
theoretical and experimental perspective, efforts have been made
to gain a better understanding of how they are generated.
Particularly vital in this respect is to identify the precise structure
of the induced radicals. Spectroscopic techniques based on
electron paramagnetic resonance (EPR)1 accurately probe the
structure, but sometimes it remains difficult to deduce a radical
model solely based on a set of spectroscopic properties. In recent
years, EPR experiments are therefore often complemented by
ab initio calculations based on density functional theory (DFT).2
These methods allow the explicit optimization of a radical
structure and the calculation of its EPR properties, 3–5 which
can then serve to verify the experimental models and assump-
tions. Typically, static calculations are performed on a compu-
tational model space that only accounts for the radical itself
(isolated molecule approach). From a methodological point of
view, this amounts to simulating the radical in vacuo at 0 K. In
reality, of course, the radical is surrounded by a molecular
environment (e.g., a solvent or a crystal), and experimental
measurements on this system occur at a finite temperature.
In this work, a series of calculations is presented on one of
the radiation-induced radicals of crystalline R-glycine, in which
both the molecular environment and temperature are accounted
for. This is achieved by doing molecular dynamics simulations
of the glycine radical embedded within the crystal lattice under
periodic boundary conditions. Since the structure and spectro-
scopic properties of the radical are quite well-known from
several EPR experiments, the system is ideally suited to evaluate
the effect of explicit temperature treatment on the determination
of magnetic properties in molecular crystals.
The radical species under study, +NH3-•CH-CO2-, is the
major component in the EPR spectrum of crystalline glycine
irradiated at room temperature. It is a fairly simple hydrogen
abstraction product and is thought to arise from a sequence of
intra- and intermolecular rearrangements following reduction
or oxidation.6 First identified in 1959,7 its structure was later
verified in several other studies 8–10 on single crystals, the most
recent encompassing an elaborate range of EPR-derived tech-
niques.11 Several of these works report on the temperature-
dependence of the EPR properties for this radical; at low
temperatures the individual proton hyperfine couplings of the
amino group are observable, whereas they are averaged out at
room temperature, supposedly due to a rotational averaging
motion of the amino group about the C-N axis.6,9
This glycine radical has also been the subject of several
theoretical studies. Barone et al.,12 Ban et al., 13 and Rega et
al.14 initially performed isolated molecule calculations on this
species. To prevent intramolecular proton transfer within the
vacuum from the amino group to one of the oxygen atoms,
constraints were imposed in the first study.12 In the latter two
papers,13,14 intermolecular interactions of the glycine radical with
its environment were implicitly considered by adopting solvent
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simulation models surrounding the radical with a uniform
dielectric continuum15 or with more advanced PCM models,16
respectively. The effect of explicitly incorporating the molecular
environment of the radical in the computational model was
recently examined by the authors in a comparative study
between isolated molecule, cluster, and periodic approaches.17
In a cluster (or supermolecule) method, part of the crystal lattice
is modeled by placing discrete molecules around the target
radical, in accordance with the crystal structure. A periodic
approach, on the other hand, places the radical within a complete
crystalline environment, with periodic boundary conditions
accounting for the periodicity of the crystal. In that study, it
was established that the explicit inclusion of the environment
(using either approach) can have a considerable impact not only
on the determination of the radical geometry but also on the
calculated EPR properties.
Up till now, all theoretical studies of the glycine radical were
mostly restricted to a static treatment of the system. In the works
by Barone et al.12 and Rega et al.,14 temperature effects on the
EPR properties of the radical were to some extent accounted
for by including vibrational averaging effects within a pertur-
bational approach. This method, however, is less generally
applicable as it can only be employed when a single large
amplitude motion dominates the dynamics of the molecular
system, and this is hardly the case in a cluster or periodic model,
where several other molecular species are present beside the
radical. The most natural way of improving on this point is to
explicitly consider the dynamics of the system by performing
ab initio molecular dynamics simulations. A computationally
feasible approach uses the Car-Parrinello approach.18 Within
the canonical (NVT) regime, this method allows the rapid
sampling of radical conformations within the crystal lattice at
a finite temperature. In literature, this methodology has been
used to examine both paramagnetic substances (e.g., ref 19) and
crystals (e.g., ref 20).
Atomic velocities that are obtained from the molecular
dynamics give the opportunity to calculate vibrational spectra,
which can be compared with experimental data from infrared
(IR) or Raman spectroscopy. By decomposition, the spectrum
due to the radical can be separated from the undamaged
molecules in the periodic cell of the calculation. This offers
the possibility to examine the vibrational degrees of freedom
of the radical in contrast with those of the undamaged molecules.
In a number of recent experimental studies, similar comparisons
have been made with the aid of Fourier transform IR or Raman
spectroscopy. Discriminant analysis was used to evaluate the
effect of γ-irradiation damage on carbohydrates21 and lipids22
and also to assess the cellular damage in bacteria and human
cells.23 Even though this method does not provide as much
information as, for instance, EPR experiments on the chemical
structure of the radical, it is a viable alternative to establish the
irradiation dose response of molecular systems.
2. Computational Details
R-glycine crystals have P21/n space group symmetry and four
glycine molecules make up the monoclinic unit cell. From X-ray
diffraction studies,24 the lattice constants have been determined
as a ) 5.087 Å, b ) 11.773 Å, c ) 5.460 Å with  ) 111.99°.
Starting from the crystallographic data, a supercell was con-
structed by doubling the unit cell in the a and c directions. One
of the resulting 16 molecules was then transformed into a radical
by removing one of the hydrogens on CR. The cell obtained in
this way is illustrated in Figure 1. This supercell approach is
essential for a proper simulation of the glycine radical in the
crystal lattice within a periodic approach, since it ensures that
radical defects in adjacent cells are well separated from each
other. The necessity and validity of such an approach was
extensively shown in our previous paper.17
All periodic calculations were performed using the ab initio
Car-Parrinello approach18 as implemented in the CPMD
software package.25 Periodic boundary conditions were applied
on the above-mentioned supercell (with constant cell dimen-
sions) but without constraints on the individual atoms. This is
in contrast with our previous study, where all but the atoms of
the radical were constrained at their crystallographic positions.17
The gradient-corrected BP86 density functional26 was used with
a plane wave basis set (cutoff 25.0 Ry) and ultra soft pseudo-
potentials of the Vanderbilt type.27 First, the minimum of the
supercell was determined in a (static) geometry optimization,
followed by a number of constrained optimizations to investigate
several degrees of freedom in the glycine radical. Only for the
amino group rotation, several isolated molecule calculations
were performed in addition to the periodic ones. From the
constrained supercell conformations, the radical was selected
and placed within an empty periodic box, (10 Å)3 in size.
Energies were then calculated for these isolated28 systems using
the Martyna and Tuckerman Poisson solver.29
A series of molecular dynamics simulations were initiated
starting from the completely optimized supercell structure, with
temperatures of approximately 100 and 300 K. In both cases,
initial calculations were performed to equilibrate the temperature
of the system by rescaling ionic velocities whenever the
instantaneous temperature differed more than 50 K from the
target temperature. Subsequently, Nose´-Hoover thermostats were
activated for the ionic and electronic systems. A characteristic
frequency of 3000 cm-1 was chosen for the ionic thermostat,
with a target temperature of either 100 or 300 K. The electron
thermostat was set to a frequency of 10 000 cm-1, and an
average target kinetic energy of 0.008 au (at 100 K) and 0.028
au (at 300 K) were determined for the electronic system from
separate NVE molecular dynamics simulations. The MD time
step was 5 au (0.12 fs), and the fictitious electronic mass was
set to 400 au. Subsequent to the equilibration, production runs
of 20 000 time steps were obtained, giving a total simulation
time of 2.4 ps each. Additionally, an MD simulation was run
with an ionic thermostat at 500 K (with 0.048 au as target kinetic
energy for the electronic thermostat). Although 20 000 time steps
were also collected for this calculation, the system was not
sufficiently equilibrated. As such, the calculation was not taken
up in most of the analyses.
When calculating the EPR properties of a radical embedded
within a solid-state matrix, it is imperative that its molecular
Figure 1. The glycine radical within the periodic supercell and atom
numbering scheme. Dashed lines and labels indicate the different
hydrogen bond interactions.
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environment is also included in the calculation. This can be
achieved in a periodic scheme 30,31 or by adopting a cluster
approach.32 The latter approach was chosen in this work,
requiring the construction of a cluster based on the atomic
coordinates from the periodic supercell. For each snapshot or
optimized structure, therefore, a cluster was cut out of the
periodic system to contain the radical and all glycine molecules
that are hydrogen bound to it (6 in total). Hyperfine tensors
were calculated with the aid of the Gaussian03 software suite33
using the B3LYP functional34 and a 6-311G** basis set35 for
all atoms within the cluster. Although somewhat intricate, this
hybrid periodic/cluster scheme has the benefit that EPR proper-
ties can be consistently determined with cluster methods while
still maintaining the structural information obtained from a
periodic approach. It has been successfully applied to examine
radiation-induced processes in other molecular crystals.36,37
Furthermore, the adopted cluster for the EPR calculation was
also used in the previous study on glycine.17
The hybrid scheme was applied to calculate the EPR
properties on the global minimum of the supercell, as determined
from (static) geometry optimization. To examine the effect of
the basis, only for this structure calculations were carried out
with the EPR-III basis set3 in addition to the 6-311G** set.
The hybrid periodic/cluster scheme was also used to determine
temperature-dependent hyperfine tensors for the molecular
dynamics simulations. From the entire 100 and 300 K MD
trajectories, one snapshot was taken every 50 time steps. For
these 400 supercell geometries, the corresponding cluster model
was constructed and EPR properties calculated (using the
6-311G** basis). Thermal averages were then determined for
the hyperfine tensors along the trajectories. For isotropic values,
this is merely the average of the 400 snapshot EPR calculations.
For the anisotropic components, the nondiagonalized hyperfine
matrices along the trajectory have to be averaged, after which
diagonalization yields the correct thermal average of eigenvalues
and eigenvectors. The sampling rate of 1/50 that was used for
the calculation of the EPR properties corresponds to ∼5500
cm-1 and is therefore sufficiently high to incorporate all major
molecular fluctuations.
3. Results and Discussion
Structural Aspects. As mentioned, the computational pro-
tocol is slightly altered from that in a previous work.17
Constraints are no longer imposed on the atoms of the molecules
surrounding the radical within the supercell. To assess the effect
of this modification, first a comparison is made between
optimized geometries using either method. In Table 1, selected
structural properties of the glycine radical along with hydrogen
bond lengths are presented for both methods (marked “con-
strained” and “optimized”, respectively). The numbering scheme
is presented in Figure 1. It is easily observed that the optimized
conformation of the glycine radical is virtually independent of
the methodology used; the bond distances and reported dihedrals
hardly change. The glycine radical assumes a nearly planar
conformation (represented by the improper dihedral angle
C1-N3-H9-C2), in accordance with earlier calculations.12–14,17
Furthermore (but not apparent from the table), the overall
orientation of the glycine radical within the supercell is almost
unaltered. This makes sense, as the method adopted earlier
(“constrained” in the table) only constrained the radical environ-
ment but not the radical itself.
The hydrogen bond distances between the radical and the
surrounding molecules, on the other hand, are altered because
the geometries of those molecules have changed in the
“optimized” calculation. When comparing the H-bond distances
with those of the (undamaged) crystal structure (Table 1), it is
clear that the “optimized” distances differ by some 0.1 Å on
TABLE 1: Overview of Selected Geometrical Features of the Glycine Radical in Comparison with Crystal Structure Dataa
static dynamic
crystal structure (undamaged) constrained optimized average (100 K) average (300 K)
bond lengths
C1-C2 1.527 1.450 1.466 1.467 1.471
C1-O4 1.257 1.290 1.283 1.284 1.288
C1-O5 1.259 1.291 1.287 1.286 1.286
C2-N3 1.482 1.437 1.441 1.443 1.446
C2-H9 1.080/1.090 1.083 1.088 1.089 1.093
N3-H6 1.036 1.076 1.081 1.082 1.087
N3-H7 1.024 1.078 1.081 1.082 1.082
N3-H8 1.024 1.051 1.053 1.054 1.053
dihedral angles
O4-C1-C2-N3 19.5 15.2 15.9 13.6 10.3
O5-C1-C2-N3 -161.3 -163.6 -162.4 -164.8 -168.6
H6-N3-C2-C1 177.3 178.0 179.5 180.7 181.5
H7-N3-C2-C1 -60.6 -57.1 -56.8 -54.7 -54.2
H8-N3-C2-C1 57.9 59.3 59.9 61.5 62.2
improper torsion angles
C2-O4-O5-C1 0.6 -0.8 -1.2 -1.0 -0.7
C1-N3-H9-C2 -37.5/36.0 1.5 3.5 2.9 2.1
hydrogen bonding distances
O4-Ha 1.748 1.707 1.644 1.651 1.686
O4-Hb 2.387 2.417 2.507 2.417 2.336
O5-Hc 1.821 1.739 1.725 1.732 1.776
O5-Hd 2.040 2.088 1.958 2.020 2.225
H6-Oa 1.748 1.686 1.628 1.632 1.669
H7-Oc 1.821 1.685 1.632 1.661 1.713
H8-Od 2.040 2.091 1.933 2.090 2.203
H8-Ob 2.387 2.226 2.409 2.274 2.222
a The “optimized” and “constrained” data refer to static calculations from this work.17 Bond lengths are given in Å, and angles are shown in
degrees. The atomic numbering scheme is given in Figure 1.
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average. This is a larger difference than for the “constrained”
geometry. Apart from O4-Hb and H8-Ob, which are formally
van der Waals contacts, all hydrogen bonds in the “optimized”
structure are shorter than those in the crystal balanced by
somewhat longer N-H bonds. In other words, the attractive
interaction between the oxygens and the amino hydrogens is
overestimated to some extent, causing the hydrogens to slightly
shift away from the nitrogens toward the oxygens. Most likely,
this can be ascribed to the use of the BP86 density functional,
which is known to overbind in some cases.38 In the “constrained”
calculations, this effect was also present but for the better part
masked, due to the imposed constraints. Nevertheless, the
H-bond lengths never appear to be spurious and overall resemble
those of the intact crystal. Furthermore, since the geometry of
the central radical is virtually unaltered, the computational
methodology can be maintained in the context of the present
work.
It is now interesting to examine several averaged structural
features obtained from the 100 and 300 K dynamics trajectories,
since the glycine radical and intact molecules in the periodic
supercell are in fact quite flexible. Logically, atomic displace-
ment amplitudes are considerably larger in the high temperature
simulation. In Table 1, selected average distances and dihedral
angles from the MD runs are presented. Again, the geometry
of the radical barely changes with respect to the static optimiza-
tion. Mean bond distances just slightly elongate with rising
temperature (staticf 100 Kf 300 K), due to increased thermal
excitation. On average, the glycine radical center maintains an
essentially planar conformation. However, the variation in this
property is much larger in the 300 K simulation. This is
illustrated in Figure 2, where the planarity is plotted as a function
of time. In the 100 K regime, the planarity varies between -10°
and +15° , whereas it oscillates between -20° and +25° at 300
K. Dashed lines indicate the average planar conformation in
both plots. There is a minor tendency toward a more pronounced
planarity with rising temperature. Going from 0 K (static
calculations) over 100 to 300 K, the CO2 group rotates toward
the plane of the radical (dihedrals O4-C1-C2-N3 and
O5-C1-C2-N3), contributing to the overall planarity of the
radical backbone. This is a result of the increased thermal
freedom. The main effect of introducing temperature in the
simulation is however not reflected in the radical conformation
itself but rather in its immediate environment. The strong (short)
hydrogen bonds, type a and c, moderately elongate with
increasing temperature, but the weak (longer) H-bonds, type b
and d, become virtually equal in length. The latter interactions
extend throughout the crystal along the a axis, connecting every
H8 atom with O4 and O5 atoms of neighboring glycine
molecules. In the static approach, interaction d is somewhat
stronger than interaction b. But as the molecules become more
and more thermally activated, vibrations overcome the initial
distinction, rendering the interactions b and d virtually equivalent.
Vibrational Properties of the Supercell. For both the 100
and 300 K MD trajectories, vibrational spectra are obtained by











where R runs over all atoms of the supercell. The power spectra
for all atoms of the supercell are shown in Figure 3. To
unambiguously discern the vibrations due to the radical, separate
power spectra are given in the top of the figure, calculated by
restraining the sum over R in the above expression to the atoms
of the radical only.
The overall shape of the supercell vibrational spectra is
comparable with experimental FT-IR39 or Raman spectra 40,41
for (nonirradiated) solid-state glycine. Yet, for a closer com-
parison between theory and experiment it is preferable to
consider the spectra in terms of the molecular vibrational modes
that are associated with the frequency bands. The identification
of these modes from MD spectra is, however, usually not
straightforward. One approach is to decompose the spectrum
in individual (atomic) contributions. However, this procedure
is not able to extract the precise nature of the various vibrational
modes. Calculating the power spectrum for particular internal
coordinates (e.g., a bond distance) is another viable alternative,
provided that the motion associated with the vibrational mode
is not dependent on more than one internal coordinate. More
systematic approaches have been developed to extract the normal
modes from molecular dynamics, such as (among many others)
principal mode analysis42 or, more recently, through localization
of Fourier transformed velocity time-correlation functions.43
In the present work, a more intuitive approach is adopted
based on band-pass filtering. Frequencies within a certain range
(bandwidth) are passed, while frequencies outside that range
are attenuated. First, the Fourier transform spectra are deter-
mined for the Cartesian coordinate vectors of all atoms (xjR(t))
during the trajectory. This data is then passed through a band-
pass filter centered on a vibrational frequency  for which one
wants to identify the normal mode motion. A bandwidth ∆ is
introduced to incorporate the whole signal. This is generated
by a masking function M,∆(ω), defined as:
M,∆(ω)) 1 for - ∆2 < |ω| <+
∆
2 (2)
The masking function vanishes for all other values of the
frequency except for ω ) 0 to keep the mean atomic positions
in place. A reverse Fourier transform now yields a time-
dependent trajectory but only contains the molecular/atomic
motions that are associated with the frequency :
Figure 2. Time evolution of the radical planarity (indexed by the
improper dihedral angle C1-N3-H9-C2) in the 100 and 300 K MD
simulations. Dashed lines indicate the average conformation.













An optional scaling function Sσ(ω) is added to artificially
enhance the molecular motion by a factor σ, facilitating
identification of the normal mode:
Sσ(ω)) 1 for ω) 0
σ else
(4)
The method is demonstrated in Figure 4. A frequency window
of width 30 cm-1 is selected, centered on the 702 cm-1 peak
that is encountered in the 300 K velocity autocorrelation
function. By applying the band-pass method on the coordinate
trajectory, the associated normal mode vibration is easily
identified from the obtained filtered trajectory, for which several
snapshots are shown in the top of the figure.
This rather basic method is not generally applicable due to a
number of limitations. First, because all filtered molecular
motions are determined relative to the average geometry of the
dynamics simulation, this geometry has to make sense from a
physical point of view. The occurrence of (nearly) free rotors
in the MD, for instance, would collapse the average structure
of these rotating groups. Yet, this is not the case in the 100 or
300 K simulations, as it was already established earlier that the
average structural parameters are meaningful. Second, the use
of a nonzero bandwidth (∆) in the masking function restricts
the accuracy by which vibrational modes can be distinguished.
However, it is not the intention of this work to disentangle
between all normal modes in the glycine vibrational spectra.
The proposed method is merely used to make a fairly accurate
characterization of the molecular vibrations that are associated
with certain frequency bands.
In Table 2, an overview is presented of the vibrational modes
that are identified from the MD simulations using this approach
and a comparison is made with available experimental data.41
With respect to the modes in the supercell vibrational spectra,
the agreement between experiment and theory is quite reason-
able; most prominent features in the spectra are successfully
assigned and matched with measured Raman frequency bands.
Some ambiguity remains in the identification of the NH3
torsional modes (440-620 cm-1) and it is difficult to unam-
biguously specify the nature of the normal modes that are
associated with the intense peaks between 1200 and 1400 cm-1.
The low frequency modes below 300 cm-1 are not further
examined, as molecular vibrations below this frequency are
insufficiently sampled in an MD run of 2.4 ps (a 300 cm-1
vibration occurs only about 20 times in such a time span). All
high-frequency stretch modes are red-shifted by some 200 cm-1
with respect to the experiment. This can been attributed to the
use of Vanderbilt type pseudopotentials, which cause a softening
of vibrational modes involving H atoms.38 Nevertheless, the
qualitative character of the high-frequency part of the spectrum
is fairly well maintained. In particular, the difference in
frequency between the symmetric and asymmetric CH2 stretch
modes is nicely reproduced. Slight frequency shifts are discerned
between several modes of the 100 and 300 K MD spectra. This
is the result of the essentially anharmonic nature of the
Figure 3. Vibrational frequency spectra as determined from velocity autocorrelation functions for the 100 K (blue) and 300 K (red) simulations.
The lower spectra are determined for all atoms of the supercell and the upper spectra indicate the contribution of the radical.
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vibrational modes, which is more pronounced in the high
temperature simulation.
Vibrational Properties of the Radical and Associated
Energy Change. When comparing the supercell spectra with
the vibrational spectra due to the radical only (top of Figure 3),
it is clear that the latter feature several very intense peaks, some
of which are unique and not present for the intact molecules of
the supercell. At the high frequency end of the radical spectrum,
the C•-H stretching mode cannot be disentangled from the
N-H stretch in the radical. However, band-pass analysis clearly
shows that the former motion accounts for most of the intensity.
Even though this radical mode is slightly red-shifted from 2935
cm-1 in the 100 K simulation to 2921 cm-1 at 300 K, it always
partly overlaps with the N-H stretching band of the undamaged
glycine molecules in the supercell. As such, it accounts for
roughly half the observed intensity in the supercell spectra. The
peaks due to NH3 rocking and deformation motion are even
less distinguishable from the other molecules in the supercell.
Furthermore, whereas these features are quite narrow at 100 K,
they rapidly become broad and less distinguishable at a higher
temperature. The most prominent feature of the radical spectra,
though, is the peak at 702 cm-1. This mode is particularly
Figure 4. Illustration of the band-pass filtering method used in this work to make an approximate identification of the vibrational mode associated
with a particular frequency.
TABLE 2: Characterized Vibrational Bands (in cm-1) and Assignments for the 100 and 300 K Molecular Dynamic
Simulationsa
Supercell Modes
experiment 100 K MD 300 K MD assignment
491 440-620 440-620 NH3 torsion
694 675 661 CO2 bend
894 868 854 C-C stretch
1035 992 992 C-N stretch
1108, 1133 1061, 1102 1047, 1102 NH3 rock
1574 1570 1543 NH3 deformation
2976 2783 2783 CH2 stretch (symmetric)
3008 2824 2824 CH2 stretch (asymmetric)




702 702 C• out of plane
1129 1116 NH3 rock
1543 1530 NH3 deformation
2935 2921 N-H and C•-H stretch
a Experimental data are taken from ref 41.
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intense (comparable to one-fifth of the intensity of the C-N
stretching band of all molecules in the supercell) and never
overlaps with other modes due to undamaged molecules in the
supercell. On the basis of these calculations, the contrast and
intensity for this radical mode seem sufficient to warrant
discriminatory detection of glycine radicals with the aid of
Raman or IR spectroscopy. However, to the best of our
knowledge, no experimental studies have specifically examined
glycine radicals so far. Hence, an independent experimental
verification of the 702 cm-1 radical mode would be of particular
scientific interest, given the importance of glycine radicals, e.g.,
in enzyme catalysis.44
Visualization of the 702 cm-1 normal mode reveals that it
corresponds with inversion of the C2• radical center, inversely
coupled with out-of-plane movement of C1. The motion is
illustrated in the top of Figure 4. In previous theoretical works
on the isolated glycine radical,12,14 out-of-plane displacements
were already found to be important, but an inverse relation
between C1 and C2• was not established. This inversion mode
gives rise to a degree of freedom that may affect the spectro-
scopic properties of the radical to a large degree, as will be
discussed later. A graphic representation of the out-of-plane
motion of C2• is given in Figure 5a, along with the associated
energy potential. The latter is obtained by performing several
constrained (static) geometry optimizations within the periodic
supercell. At the ground state, the glycine radical is nearly planar
and for maximum deviations of 20°, the energy change amounts
to about 7 kJ/mol.
The NH3 rotational vibration mode of the glycine radical is
only clearly visible in the 300 K simulation, a broad band
centered at 496 cm-1. The corresponding energy profile for
rotation of the amino group is given in Figure 5b. Since
intermolecular interactions are duly accounted for at each point
(obtained by constrained geometry optimizations within the
periodic supercell), this potential (solid line) is quite asymmetric
in shape and certainly not as smooth as would be expected from
isolated molecule calculations on the radical. Rotation of the
amino group is controlled by a substantial barrier of 45 kJ/mol,
mainly caused by the hydrogen bonds between the amino
protons and carboxy oxygens of the lattice. A Newman
projection along the N3-C2 axis in Figure 5c reveals the
orientations of the different groups at one of the three equivalent
minima. It is clear that in any such minimum, the amino protons
are oriented toward the oxygen atoms of the molecular environ-
ment. Yet, in the absence of the lattice, such an orientation
would virtually lead to a maximum in energy! This is also
substantiated in Figure 5b, where the rotational potential for
the isolated radical conformations are plotted (dotted line). The
periodic minima are shifted by some 60° with respect to the
isolated molecule. At a value close to 0° for the H-N3-C2-C1
dihedral angle, one amino proton can engage in an additional
intramolecular hydrogen bond with the carboxy group, as
corroborated in other isolated molecule studies.12–14 Also, since
the isolated molecule barrier height for rotation is one-half of
that of the periodic calculations, it is evident that the 45 kJ/mol
barrier for NH3 rotation originates for ∼50% from intermo-
lecular hydrogen bonding. A comparable barrier for rotation of
the amino group (∼40 kJ/mol) was obtained in earlier calcula-
tions on alanine using a cluster approach.45 The isolated
molecule minimum in that work was also shifted by about 60°
from the cluster minimum.
Because the NH3 rotational potential is so steep and high,
sufficient thermal energy is required to excite the corresponding
rotational vibration mode and, eventually, surpass the barrier.
When that happens, the amino protons undergo rotational
exchange as the NH3 group rotates over 120°. From EPR
experiments, it was determined that the amino group of the
radical should rotate freely at room temperature, whereas this
motion was observed to be freezed out at temperatures below
100 K.6,9 However, even though the 496 cm-1 rotational
vibration mode is present at 300 K, rotational exchange of the
amino protons in the radical never takes place during the 2.4
ps of the simulation. In fact, none of the amino groups in the
supercell undergoes a 120° rotation at 100 or 300 K. This is
apparent in Figure 6, where histograms display the number of
conformations as a function of the rotation angle (for all amino
groups in the supercell). For the 100 K trajectory (blue), isolated
sharp peaks are obtained indicating that the NH3 group vibrates
moderately about the C2-N3 axis but never makes a transition
Figure 5. Energy change associated with main degrees of freedom in
the glycine radical. (a) Potential associated with out-of-plane movement
of the radical center embedded within the supercell. 2 indicates the
position of the global minimum (absolute energy -903.2763 au). (b)
Energy profile for rotation of the amino group about the C2-N3 axis.
The solid line (() is the result of several constrained geometry
optimizations within the periodic supercell. The dotted line (+) is
obtained by performing additional energy calculations within an isolated
molecule approach on the periodic geometries (see computational
details). (c) Newman projection along the N3-C2 axis indicating the
orientations of the N-H bonds in the optimized geometry of the
supercell (ground state). Dashed lines indicate hydrogen bonds.
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and rotates over 120°. Assuming that the potential for amino
group rotation of an undamaged glycine molecule is similar to
that established for the radical (Figure 5b), it is clear that only
a very small part of the potential well is sampled at 100 K,
accounting for the low intensities of this mode in the vibrational
spectra. Hence, the amino protons (of glycine molecules and
radical) remain distinguishable and merely vibrate about their
average positions. But even at 300 K (red), rotational exchange
of the amino protons never occurs. The histogram is broader,
though, and conformational states that are 30° away from the
minima can now be attained. This implies that the rotational
potential in Figure 5b is excited for roughly 30 kJ/mol. It is not
implausible that the remainder of the barrier is crossed as a result
of tunneling effects, as was suggested in the original papers
describing the EPR experiments.6,9,11 These effects are, however,
not taken into account in the simulations. An alternative
explanation is that the calculated barrier for rotation is too high.
With the aid of solid-state nuclear magnetic resonance (NMR)
spectroscopy, this parameter was estimated to be 24 ( 2 kJ/
mol for (not-irradiated) R-glycine crystals.46 This is lower than
what is determined from the calculations and might further
indicate that the BP86 density functional overestimates the
strength of the hydrogen bonds.38 It is possible to promote
rotational exchange of the amino groups by raising the tem-
perature of the MD simulation, e.g., to 500 K. As can be seen
in Figure 6 (yellow), NH3 rotation does occur at this temperature
for some of the glycine molecules in the supercell (but not for
the radical). However, as was mentioned in the computational
details, further analysis of the 500 K MD trajectory shows that
the system is still not sufficiently equilibrated after 2.4 ps. Other
methods of sampling the conformational space (e.g., constrained
molecular dynamics or metadynamics 47) are therefore more
suitable to thoroughly examine the amino group rotation, but
are beyond the scope of this work.
Temperature Dependence of EPR Properties. A summary
of available experimental EPR data for the glycine radical is
given in Table 3. From several studies (see ref 6 for an
overview), altogether seven hyperfine coupling tensors are
identified and assigned to nuclei within the glycine radical (the
assignments in the table refer to the atom numbering scheme
of Figure 1). At room temperature, one 13C and a 14N hyperfine
tensor are found, along with two proton tensors. The HN tensor
is assigned to the three magnetically equivalent amino protons,
ascribed to free rotation of the NH3 group at 300 K. At lower
temperatures, these protons are locked in position and can be
determined independently. In the 1966 investigation by Collins
and Whiffen (at 77 K),9 all three tensors could be derived,
whereas the tensor with the smallest coupling could not be
unambiguously distinguished in the 1998 study by Sanderud
and Sagstuen (at 100 K).11 Since the Hexp(2) and Hexp(3)
tensors slightly differ between these works, the theoretical EPR
parameters of H7 and H8 are compared with the results of both
experimental studies.
Previous EPR calculations on the structure of the glycine
radical obtained within a static, periodic approach resulted in
an already good agreement with experiment.17 It could therefore
be anticipated that the minor adjustments to the computational
protocol for geometry optimization in the present work have
no big impact on this experiment either. In Table 4, the results
are presented of the EPR calculation on the optimized structure
of the supercell (indicated static/6-311G**). As expected, the
accordance between these new results and experiment is quite
good, apart from some persisting errors, which were already
reported earlier.17 The 13C and 14N tensors, in particular, are
unsatisfactory. In the former, the isotropic coupling is under-
estimated by 50 MHz but the eigenvectors are more or less
aligned with the measurements. This is confirmed by Ψ values
of about 20° or less, which indicate the angles (in degrees)
between predicted and corresponding experimental eigenvectors.
For the 14N tensor, the situation is reversed; the isotropic
coupling is well reproduced, but the eigenvectors are quite
poorly reproduced. For both nuclei, the anisotropic eigenvalues
of the hyperfine tensors are only reproduced on a qualitative
level. Other differences between theory and experiment are less
dramatic; the anisotropic eigenvalues of H6 are not entirely
consistent with those of Hexp(2). For H6 to H9, on the other
hand, the isotropic and anisotropic values as well as the
eigenvectors are very well reproduced by the calculations;
differences in Aiso amount to only 5 MHz, and Ψ is kept below
15°.
Figure 6. Histograms of the number of conformations with a certain H-N3-C2-C1 dihedral angle for all amino groups in the supercell. The step
of the histogram is 5°.
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As outlined in the computational details, thermal averages
are also determined for the hyperfine tensors of glycine along
the trajectories of the molecular dynamics simulations. The
results are given in Table 4 for the 100 and 300 K MD runs. At
the low temperature, the differences between the static and
dynamic calculated EPR properties are only minimal. The main
effect of introducing temperature becomes apparent in the 300
K simulation, where clearly the isotropic hyperfine coupling of
13C increases by more than 20 MHz. This is an obvious
improvement in the direction of the Cexp value (126.7 MHz)
that was measured at room temperature. But also the anisotropic
eigenvalues are better reproduced. The near-degeneracy of the
minor and intermediate anisotropic coupling in the static
calculation is gradually removed in the temperature simulations.
The 300 K tensor has a more anisotropic shape, which better
matches the shape of Cexp. The anisotropic parts of N3 and H9
improve in a similar way, although the adjustments are less
pronounced. The individual H6-H8 proton couplings should be
compared with the Hexp(1)-Hexp(3) tensors, which were
measured at a temperature of 77 or 100 K. The dynamic
calculations are consistent in this respect, since the 100 K results
agree much better with the experimental amino proton couplings
than those of the 300 K simulation.
The improvement of the isotropic 13C coupling in the 300 K
simulation is the most notable effect in accounting for the
temperature. Yet, the calculated value still differs from the
experimental coupling by 30 MHz. This residual difference may
partly be attributed to a basis set effect. It is well-known that
TABLE 3: Summary of Available Experimental EPR Data for the +NH3-•CH-CO2- Glycine Radicala
Aiso Taniso principal axes vs 〈a*bc〉 Aiso Taniso principal axes vs 〈a*bc〉 temperature ref assignment
Cexp 126.7 -90.0 0.902 -0.080 -0.424 300 K a C2
-36.7 0.360 -0.404 0.841
126.8 0.239 0.911 0.335
Nexp -8.7 -1.0 -0.412 -0.293 0.863 300 K b N3
-0.8 0.885 0.097 0.456
1.7 -0.217 0.951 0.219
Hexp(1) 3.3 -7.3 0.620 -0.680 0.391 77 K c H6
-1.8 0.614 0.731 0.296
9.2 -0.488 0.057 0.871
Hexp(2) 62.0 -6.0 0.005 -0.810 0.587 62.0 -6.4 -0.077 -0.976 0.206 77 K/100 K c/d H7
-3.2 0.146 0.581 0.801 -3.8 0.031 0.204 0.978
9.3 0.989 -0.082 -0.121 10.2 0.997 -0.081 -0.015
Hexp(3) 82.0 -6.1 0.751 0.361 0.551 83.1 -7.1 0.725 0.387 0.570 77 K/100 K c/d H8
-4.0 -0.371 -0.460 0.807 -3.5 -0.386 -0.457 0.801
10.1 0.545 -0.811 -0.212 10.6 0.570 -0.801 -0.182
HN 49.1 -2.9 0.548 0.700 0.458 300 K d H6-8
-2.1 0.222 -0.649 0.727
5.0 0.807 -0.297 -0.511
Hexp(R) -63.7 -33.8 -0.507 0.141 0.851 300 K d H9
1.9 0.330 0.943 0.040
31.9 0.797 -0.301 0.524
a The assignment of the tensors has been elaborately discussed in refs 6 and 17. All principal axes (or eigenvectors) are given with respect to
the 〈a*bc〉 reference axis system (a ) ref 8; b ) ref 10; c ) ref 9; d ) ref 11).
TABLE 4: Overview of EPR Data Calculated using the Hybrid Periodic/Cluster Scheme as Described in the Computational
Detailsa
static dynamic
6-311G** EPR-III 100 K 300 K
Aiso Taniso Ψ Aiso Taniso Ψ Aiso Taniso Ψ Aiso Taniso Ψ
C2 73.4 -73.3 22 83.0 -76.4 22 78.7 -72.2 37 95.1 -70.8 32
-71.9 10 -74.7 10 -67.5 31 -61.3 26
145.1 22 151.1 22 139.8 21 132.0 20
N3 -7.0 -1.7 80 -6.4 -1.7 88 -6.9 -1.5 68 -6.5 -1.4 57
-1.3 81 -1.4 88 -1.2 70 -1.1 59
3.0 26 3.1 26 2.8 24 2.5 23
H6 0.5 -4.9 3 0.6 -4.9 2 2.4 -4.8 2 5.6 -4.7 1
-4.1 10 -4.0 10 -4.2 9 -4.3 8
9.0 10 8.9 10 9.0 8 9.0 7
H7 62.4 -7.3 10/14 66.9 -7.4 14/11 59.8 -7.0 11/13 59.0 -6.5 9/15
-3.6 11/14 -3.6 15/11 -3.7 13/13 -3.8 10/15
10.9 6/1 10.9 7/1 10.6 6/2 10.3 5/4
H8 84.9 -7.4 4/4 90.2 -7.4 0/2 85.5 -7.1 6/5 80.3 -6.7 8/8
-3.9 6/5 -3.9 5/5 -3.9 6/5 -3.8 8/8
11.3 5/5 11.4 5/5 11.0 2/2 10.5 1/1
H9 -58.3 -35.0 5 -60.7 -34.8 6 -58.0 -34.5 4 -56.1 -33.3 4
-3.1 10 -1.2 11 -2.1 8 -0.6 7
38.1 9 36.0 10 36.6 7 34.0 6
a The dynamic results are obtained with the 6-311G** basis set only. Ψ indicates the angle (in degrees) between predicted and
corresponding experimental eigenvectors (see Table 3). For H7 and H8, Ψ is determined with respect to the experimental data of Collins and
Whiffen9 and Sanderud and Sagstuen.11
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isotropic hyperfine couplings depend on the local quality of the
wave function at the nucleus, due to the presence of a Fermi
contact term in its expression (see ref 5). Special basis sets have
been constructed for a more accurate determination of this
parameter, e.g., the EPR-III set by Barone.3 Unfortunately, the
recalculation of the thermal averages of the EPR properties in
Table 4 (which are determined with the 6-311G** basis) would
impose a considerable computational burden and are therefore
not performed. Still, an estimate of this effect can be obtained
by considering an additional EPR calculation on the static
geometry, in which this enhanced basis set is applied. The results
are presented in Table 4 (labeled static/EPR-III). With respect
to the former static results, the C2 coupling increases by 10 MHz
and H7, H8 by about 7 MHz; H9 reduces by 2 MHz. Summariz-
ing, an extended basis set can cause a 5-10% change in the
size of the coupling constant, leaving the eigenvectors unaf-
fected. On the contrary, it does not necessarily improve the
agreement with experiment for all nuclei; although the 13C
coupling rises in the direction of the experiment, H7 and H8 are
now overestimated.
Irrespective of temperature, level of theory, or basis set
influences, substantial differences in orientation persist between
the calculated eigenvectors of the 14N tensor and those
determined from experiments. Especially, the principal directions
associated with the two smaller anisotropic hyperfine couplings
are misaligned, as is apparent from the Ψ angles (Table 4),
which are consistently higher than 57° for all calculations.
However, the accuracy and reliability of this tensor are limited.
A first indication is the discrepancy between various experi-
mental studies in literature. Several works (unfortunately all
older than 1968) report the 14N hyperfine tensor with varying
precision and completeness. Whereas the isotropic and aniso-
tropic couplings are more or less comparable, the eigenvectors
clearly are not. Ghosh and Whiffen7 only report a rough estimate
of the shape of the tensor, whereas Collins and Whiffen9 only
succeed in approximating the eigenvector associated with the
maximum anisotropic coupling. The tensor reported by Hedberg
and Ehrenberg10 is the most complete and is therefore selected
as reference in this work. These authors applied an iterative
fitting procedure to six resolution-enhanced EPR spectra,
measured for six different orientations of the magnetic field B
with respect to the glycine crystal: for B aligned along the a-,
b- and c*-axis and along the three bisectors of this reference
frame. This method suffers from a rather limited accuracy, and
regardless of experimental inaccuracies, data points for only
six directions yield a number of mathematically valid but
physically irrelevant solutions. More specifically, changing the
sign of one or more off-diagonal elements Aij (as well as Aji
with i * j) in the hyperfine tensor (determined in the 〈abc*〉
reference frame) yields an essentially different tensor that
equally well fits the data points. In the case at hand, a much
better agreement with the calculated eigenvectors is obtained
when a sign change is applied on A12 and A13 (and on A21 and
A31). This corresponds to an (a f -a) symmetry operation on
the eigenvectors while the eigenvalues remain unchanged. The
original as well as the new hyperfine tensor (in this reference
frame) are shown in Table 5 along with Ψ angles with respect
to the principal directions of all calculated 14N tensors. Further
corroboration of this tensor form comes from the ENDOR
experiment by Collins and Whiffen.9 The only eigenvector that
was determined in that work (corresponding to the maximum
anisotropic coupling) is in better agreement with the corre-
sponding Nexp (a f -a) eigenvector.
In the above discussion on the glycine radical vibrations, it
is ascertained that the amino group does not rotate freely during
the MD simulations. Yet, in the original papers describing the
EPR experiments,6,9,11 it was clearly attested that the amino
group is a free rotor, causing the amino protons to be equivalent.
Hence, it could be anticipated that the experimental HN tensor
at room temperature would be ill reproduced by the temperature
simulations. If full rotational exchange would occur in an MD
simulation, the average hyperfine tensor for each of the
individual amino protons would become identical. In the absence
of such exchange, the HN tensor can be estimated by calculating
the mean of the individual amino proton tensors (H6-H8). This
is shown in Table 6 for the dynamic as well as the static
calculations. For reference purposes, the average tensor is also
calculated using the inequivalent 1-3 amino tensors as
determined by Collins and Whiffen at 77 K, where rotational
averaging does not occur.9 All but one of the calculated tensors
are qualitatively similar to this avg(1-3) result. Isotropic and
anisotropic values are in good correspondence with the HN(exp)
tensor (measured at 300 K). With respect to the tensor
eigenvectors, only the one corresponding to maximum aniso-
tropic value agrees to within 10° from the measured principal
direction. This vector is aligned with the rotational C2-N3 axis,
as is clear from the table where the unit vector along this
direction in the (undamaged) crystal is given. The eigenvectors
with minor and intermediate anisotropic eigenvalues are more
troublesome and cannot be determined on the basis of static
properties. This is evidenced in the mean avg(1-3) tensor,
for which these eigenvectors deviate both by 76° from the HN
data. Also in the 100 and 300 K dynamics calculations, the Ψ
angles for these components never drop below 40° . In the 500
K simulation, however, a drastic change takes place, pushing
the Ψ angles below 15° , in good agreement with the HN data.
This is somewhat surprising, since even in this MD run, the
amino group of the radical does not undergo rotational exchange.
Presumably, enough high-energy conformers along the rotational
barrier (sketched in Figure 5b) are attained at 500 K to improve
the time-averaged mean amino proton hyperfine coupling.
Correlation between Dynamics and EPR Properties. From
the vibrational analysis it is already clear that inversion at the
C2 center (at 702 cm-1) is an important dynamic feature of the
radical structure. These modifications in the planarity of the
radical center also have a significant impact on the EPR
TABLE 5: Experimentally Determined 14N Tensor as Reported by Hedberg and Ehrenberg in ref 10 and by a Reanalysis Done
by the Authors Using an (a f -a) Symmetry Operation on the Original Tensor in the 〈abc*〉 Reference Axis System
principal axes Ψ
Aiso Taniso a b c* static 6-311G** static EPR-III dynamic 100 K dynamic 300 K
Nexp (as reported) -8.7 -1.0 -0.705 -0.293 0.646 80 88 68 57
-0.8 0.650 0.097 0.754 81 88 70 59
1.7 -0.283 0.951 0.121 26 26 24 23
Nexp (a f -a) -8.7 -1.0 0.705 -0.293 0.646 26 19 35 45
-0.7 -0.650 0.097 0.754 23 11 33 44
1.7 0.283 0.951 0.121 18 18 16 14
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properties of the atoms that are directly associated with the
center (C2 and H9 in glycine). This can be easily inferred by
considering that the energy potential associated with the out-
of-plane motion (Figure 5a) is activated in both 100 and 300 K
simulations. In the ground state (C1-N3-H9-C2 ≈ 0° ), it would
appear that the unpaired electron on the radical resides in a
p-type orbital of C2, perpendicular to the 〈H9C1N3〉 plane.
However, by explicitly introducing temperature, higher energy
conformers in the potential can be attained: up to ( 15° at 100
K (∼4 kJ/mol) and ( 25° at 300 K (∼7 kJ/mol). At a finite
temperature, therefore, the spin density in reality switches
between sp3-like orbitals above and below the 〈H9C1N3〉 plane
of the radical. The isotropic hyperfine coupling constants of C2
and H9 are directly related to the spin density at the nucleus
and will be equally influenced by the inversion motion. This
relation is apparent in Figure 7, where the 400 calculated
isotropic couplings during the sampled 100 and 300 K MD
trajectories are plotted as a function of the radical planarity.
The effect of the inversion is much more pronounced for the
carbon than for H9, but both plots show a sharp increase in the
coupling when the glycine radical deviates from planarity. Since
the dependence on the out-of-plane movement is nonlinear, time
averaging over all points will always result in an increase for
both nuclei. This increase is apparent in the dynamic EPR results
of Table 4, but is more pronounced for the 300 K simulation
because the thermal activation of the potential (Figure 5a) is
higher. So, although the radical at 300 K, on average, also
assumes a virtually planar conformation, the average isotropic
hyperfine couplings for H9 and C2 are considerably higher than
those determined only at the ground state. For reference, the
latter are marked by white dots in Figure 7.
Of course, this dependency has already been reported earlier.
The isotropic hyperfine coupling of alfa protons in organic
π-type radicals, for instance, is found to depend on radical
planarity.48 But more importantly, the group of Barone et al.
has determined an equivalent relation as in Figure 7.12,14 In a
number of studies on the (zwitterionic) glycine, vibrational
averaging effects49 were accounted for to approximate the
isotropic hyperfine couplings of the radical at a finite temper-
ature. This required the (static) calculation of hyperfine cou-
plings for several out-of-plane distortions of the radical center,
yielding a relation between planarity and isotropic value much
like that of Figure 7. Because only a very limited number of
calculations sufficed to complete the relation in this way,
temperature averages of the magnetic properties could be
determined at much higher levels of theory or with large basis
sets. Using an adapted triple- basis set at the UQCISD level,
Barone et al.12 calculated 127.8 MHz for the 13C coupling,
whereas Rega et al.14 estimated it at 120.5 MHz using DFT
(B3LYP functional) and the EPR-II basis set.3 Intriguingly, even
though the influence of the environment was not taken into
account in the former calculation, the correspondence with
experiment was nearly perfect. In the latter study, intermolecular
interactions of the radical were implicitly described with the
aid of a solvent simulation model (CPCM) resulting in an
equally fair correspondence. More importantly, though, a
temperature of 77 K was taken as reference for the vibrational
TABLE 6: Comparison of the Measured HN Tensor with the Mean of the Three Amino Proton Tensors Predicted in Static and
Dynamic Calculationsa
Aiso Taniso principal axes vs 〈a*bc〉 Ψ
HN (exp) 49.1 -2.9 0.548 0.700 0.458
-2.1 0.222 -0.649 0.727
5.0 0.807 -0.297 -0.511
avg(1-3) 49.1 -3.2 0.345 -0.460 0.818 76
-2.2 -0.536 -0.812 -0.230 76
5.4 0.771 -0.359 -0.527 4
static/6-311G** 49.3 -3.2 0.381 0.885 -0.268 45
-2.4 0.501 0.046 0.864 45
5.5 0.777 -0.464 -0.426 11
static/EPR-III 52.6 -3.2 0.425 0.884 -0.195 40
-2.2 0.464 -0.028 0.886 40
5.5 0.777 -0.467 -0.422 11
100 K 49.3 -3.2 0.354 0.904 -0.240 44
-2.4 0.499 0.034 0.866 44
5.5 0.791 -0.426 -0.439 9
300 K 48.3 -3.1 0.355 0.915 -0.191 42
-2.5 0.500 -0.013 0.866 41
5.5 0.790 -0.403 -0.462 7
500 K 50.8 -2.6 0.359 0.841 0.404 14
-2.4 0.450 -0.535 0.715 15
5.0 0.818 -0.075 -0.571 13
C2-N3 0.754 -0.456 -0.472 10
a The avg(1-3) hyperfine tensor is determined on the basis of the individual 1-3 amino tensors as measured by Collins and Whiffen at
77 K.9 For reference purposes, the unit vector is given along the C2-N3 axis in the undamaged glycine crystal.
Figure 7. Plots of the C2 and H9 isotropic hyperfine coupling during
the 100 K (blue) and 300 K (red) simulations as a function of radical
planarity (indexed by the dihedral angle C1-N3-H9-C2). White circles
indicate the corresponding couplings of the static/6-311G** calculation.
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averaging in both works. Given that the expected value for the
isotropic coupling increases with rising temperature, it is not
impossible that both methods would actually overshoot the
experimental value of 126.7 MHz at room temperature.
Despite restrictions regarding the computational cost, the
method adopted in this work is more generally applicable. On
the basis of the dynamics, the relation between geometric
features and magnetic properties can be easily established.37
Moreover, it is not compulsory that these relations (if present)
are recognized to determine a temperature average, provided
that the MD simulation is long enough to ensure (quasi)
ergodicity. In addition, possible anharmonicities or couplings
with other degrees of freedom, for e.g., the inverse coupling
between out-of-plane motion for the radical center and the CO2
group, are automatically taken into account.
4. Conclusions
In this work, the results are presented of periodic supercell
calculations on the +NH3-•CH-CO2- radical of glycine in the
solid state. Static as well as dynamic properties are considered
for the radical in interaction with its environment. This allows
the evaluation of temperature effects, which are determined on
the basis of molecular dynamics simulations at several
temperatures.
The structure of the glycine radical remains largely unaltered
by explicitly introducing temperature. The radical center assumes
an, on average, planar structure, corresponding to static calcula-
tions of the ground state. The potential energy surface for this
structural feature is determined (Figure 5a) and is adequately
sampled in the 100 and 300 K simulations. The corresponding
surface for rotation of the radical amino group about the C2-N3
axis is also established, but in the time frame of the MD
simulations, rotational exchange does not occur at 300 K. This
is apparently in contrast with EPR experiments, revealing that
the amino group undergoes a rotational averaging motion at
room temperature.6,9 The discrepancy can be attributed to the
small simulation time (2.4 ps) since free rotation of other amino
groups in the supercell is observed in tentative molecular
dynamics at 500 K.
For the 100 and 300 K simulations, a vibrational analysis is
performed derived from Fourier transformation of the atomic
velocity autocorrelation functions. Using an approximation based
on band-pass filtering, several vibrational modes are identified
and brought in correspondence with experimental infrared and
Raman assignments for (unirradiated) glycine crystals. Decom-
position of the calculated spectra in terms of radical motion
reveals that several vibrational modes are unique to the
paramagnetic species. The most prominent feature is a particu-
larly intense mode at 702 cm-1, corresponding to out-of-plane
motion of the radical center inversely coupled with similar
motion of the CO2 carbon. Since this frequency band is well
separated from any other bands due to intact molecules, it might
be applicable for discriminatory detection of glycine radicals
with the aid of Raman spectroscopy, as was recently ac-
complished in other biomolecules.21,22
A hybrid periodic/cluster scheme is used to evaluate the EPR
properties of the glycine radical along the (sampled) MD
trajectories and in the ground state. This method ensures that
structural information regarding the molecular environment of
the radical obtained from a periodic approach can be employed
in a subsequent determination of its magnetic properties. As
such, calculations on the ground-state structure of the glycine
radical yield an already good agreement with experimental EPR
properties, and only a modest improvement is achieved by
explicitly introducing temperature in the simulations. The most
evident effect is on the isotropic hyperfine coupling of the 13C
tensor, which increases to 95.1 MHz in a thermal average
determined on the 300 K molecular dynamics run. This
constitutes an important improvement in the direction of the
experimental value (126.7 MHz). Residual differences with the
experiment are attributed to the use of a basis set that is not
extensive enough. Additionally, the hyperfine tensors for the
individual amino protons, as determined from low temperature
ENDOR measurements, are found to match consistently better
with the thermal averages at 100 K than at 300 K.
Since none of the dynamics simulations succeeds in repro-
ducing free amino group rotation for the radical, theoretical
estimates of the HN tensor rely on the mean of the individual
amino protons. Even though this tensor could only be deter-
mined at room temperature in experiments, the calculated mean
tensors always correspond quite well, virtually independent from
the simulation temperature. Only for the tentative 500 K
simulation, a significant further improvement is obtained for
the eigenvectors corresponding to minor and intermediate
anisotropic hyperfine couplings.
Critical reevaluation of the experimental data used by
Hedberg and Ehrenberg10 indicates that the 14N tensor reported
by these authors is most likely a mathematically valid but
physically irrelevant solution of the fitting procedure that was
applied. The implementation of an (a f -a) symmetry
operation on the Nexp eigenvectors results in a substantially better
agreement with the calculated magnetic properties. Further,
corroborated by (albeit incomplete) ENDOR data from another
experiment, it is concluded that this adjustment is probably
legitimate.
Finally, from the molecular dynamics a nonlinear relation is
verified between the planarity of the radical center and the
isotropic couplings of C2 and H9. This dependency was
established earlier from vibrational averaging approaches and
is found to be comparable with the present work. It is argued
that the method adopted in this work is more generally
applicable, since no prior knowledge is required of any relation
between magnetic and structural properties to derive a reason-
able estimate of the temperature dependent EPR properties.
Note Added in Proof
Shortly after submission of the manuscript, a paper was
published in which similar static calculations were presented
on the glycine radical in the solid state.50
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Insight into the Solvation and Isomerization of 3-Halo-1-azaallylic Anions
from Ab Initio Metadynamics Calculations and NMR Experiments
Reinout Declerck,[a] Bart De Sterck,[a] Toon Verstraelen,[a] Guido Verniest,[b]
Sven Mangelinckx,[b] Jan Jacobs,[b] Norbert De Kimpe,*[b] Michel Waroquier,[a] and
Veronique Van Speybroeck*[a]
In organic synthesis, it is observed experimentally that the
nature of the solvent can influence tremendously the reac-
tivity and overall product selectivity. In this communication,
we report on the E/Z isomerization of a typical solvated
species, that is, the stable lithiated 3-chloro-3-methyl-1-
azaallylic anion readily accessible from the N-isopropyl-
ACHTUNGTRENNUNGimine of a-chloropropiophenone, from a theoretical and a
subsequent NMR study. To date, the configurational proper-
ties of these 3-chloro-3-methyl-1-azaallylic anions are poorly
understood. Our main emphasis is devoted to the monomer-
ic species as these are believed to be the most important for
further reactivity studies (see below). It will be shown that
the investigated species is a particular example in which the
inclusion of the solvent in the modeling study is of the
utmost importance to determine the proper chemical
ACHTUNGTRENNUNGbehavior.
The 3-chloro-3-methyl-1-azaallylic anion was chosen as a
model compound to obtain a deeper insight into the struc-
tural features of 3-halo-1-azaallylic anions and to get a
better understanding, and eventually a better control, of the
stereochemical outcome of the reactions in which these
anions are involved. Since their first use in the early
1960s,[1–3] non-halogenated 1-azaallylic anions have gained a
predominant role in organic synthesis due to their ability to
form new CC bonds with a lack of side products.[4] The
chemistry of 1-azaallylic anions leads to basic heterocyclic
systems such as aziridines, azetidines, pyrrolidines, pyrroles,
piperidines, oxiranes, oxolanes, and higher functionalized
ring systems, currently of interest for pharmaceutical
chemistry and agrochemistry. The application of certain
halogenated counterparts, that is, the 3-chloro-3-methyl-1-
azaallylic anions, in particular by the group of De Kimpe
and more general by the group of Florio, which incorporat-
ed the 3-chloro-3-methyl-1-azaallylic moiety into heterocy-
clic structures, has led to the synthesis of various important
classes of compounds such as cyclopropanes,[5] tetrahydro-
furans,[6] tetrahydropyrans,[6c] oxiranes,[7] aziridines,[7b,d,8]
chloroimines,[9] pyrroles and pyridines,[10] steroids,[11] alkenyl-
heterocycles,[12] and oxazetidines.[13] As mentioned, 3-chloro-
3-methyl-1-azaallylic anions can be used for the synthesis of
functionalized oxiranes and aziridines since the former
anions behave as nucleophiles in Darzens- and aza-Darzens-
type reactions with carbonyl compounds and imines.[7,8] One
of the determining factors in the stereochemical outcome of
these Darzens-type reactions is the E/Z stereochemistry of
the starting 1-azaallylic anion.[14] Therefore, it is important
to know and understand the configurational properties of 3-
chloro-3-methyl-1-azaallylic anions in order to perform
aldol- and Mannich-type reactions with these intermediates
in a stereocontrolled manner.
NMR investigation and semiempirical calculations on the
stereochemistry of (2-(a-chloroethyl)benzothiazolyl)lithium
and (4,4-dimethyl-2-(a-chloroethyl)oxazolinyl)lithium have
demonstrated that internal coordination between lithium
and chlorine stabilizes the corresponding isomer with nitro-
gen and chlorine at the same side of the C=C double
bond.[15] The lack of such structural investigations on 3-
chloro-3-methyl-1-azaallylic anions in sensu stricto urged us
to study their stereochemical properties.
The E/Z isomerism for non-halogenated 1-azaallylic
anions has been observed and investigated quite frequently.
The facile carboncarbon bond rotation in simple lithiated
1-azaallylic anions was investigated using 1H NMR spectros-
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copy.[16] The rotational activation free energy was found to
be (74.11.3) kJmol1 at 313 K. E/Z isomerization was also
observed upon deprotonation of ketimines of 2-butanone at
room temperature.[17] For closely related non-chlorinated an-
alogues of the species 1–2 in Figure 1, that is, the lithiated
anion derived from the N-phenylimine of propiophenone,
isomerization from the kinetically favored E isomer with the
methyl group and the phenyl group at the same side of the
C2=C3 double bond (like in Z-isomer 1) to the thermody-
namically most stable Z isomer with the methyl group and
nitrogen at the same side of the C2=C3 double bond (like in
E-isomer 2), was observed.[18] Therefore, it was assumed that
the lithiated 3-chloro-1-azaallylic anions of the present work
could also undergo a similar type of isomerization.
At first instance, the lithiated 3-chloro-3-methyl-1-azaal-
lylic anion was generated by deprotonation of N-(2-chloro-
1-phenylpropylidene)isopropylamine with lithium diisopro-
pylamide (LDA) in [D8]THF at 273 K and analyzed by
1H
and 13C NMR spectroscopy. The a-chloropropiophenone
imine was deprotonated under these conditions to a single
stereoisomer as demonstrated by the presence of a single set
of characteristic 1H NMR chemical shifts of the methyl
group on the double bond (s, d=1.77 ppm), methine func-
tion (septet, 2.96 ppm) and isopropyl methyl groups (d,
0.83 ppm). Also a single set of characteristic 13C NMR
chemical shifts of the lithiated 3-chloro-1-azaallylic anion
were observed (see Supporting Information). The stereo-
chemistry of the Z anion 1 was determined by off-resonance
ROESY spectroscopy showing ROE effects between the
methyl group and the ortho-protons of the phenyl ring posi-
tioned at the same side of the carboncarbon double bond
(Figure 2). Furthermore, the observed ROE effects between
the N-isopropyl substituent and the phenyl group support
the anti stereochemistry of the 3-chloro-1-azaallylic anion,
that is, the N-isopropyl group is oriented anti with respect to
the C2=C3 double bond. In contrast to the non-chlorinated
species,[19] the aforementioned NMR experiments indicate
that in THF only the Z/anti isomer 1 occurs and that both
amide and C=C double bond rotations are inhibited. This
particular behavior of chlorinated 1-azaallylic anions de-
manded a theoretical interpretation. Before elaborating on
the theoretical results, it is important to focus on the tenden-
cy of 1-azaallylic anions to form higher aggregates in solu-
tion. From the extensive work that has been performed on
lithium 1-azaallylic anions, higher aggregates are also ex-
pected here.[19] It must, however, be stressed that the experi-
mental NMR spectroscopy data gives by no means any in-
formation on the solution aggregation number of the title
compounds. According to a series of NMR spectroscopic
studies and colligative measurements in THF, both mono-
meric and dimeric species will occur at low concentration of
the lithium 1-azaallyl anions.[20] On the other hand, the
mono ACHTUNGTRENNUNGmeric lithium 1-azaallylic anions retain in most cases
their structural properties in the dimer form;[21] the stereo-
chemical preferences in reactions can readily be explained
with the properties of the monomeric form.[22] There are
also several indications that the monomeric forms are the
most likely reactive forms of these molecules. Studies by
Streitwieser and co-workers have shown that the reactive
form of lithiated compounds, present in solution for the
larger extent as higher aggregates, can be the monomeric
form due to a kinetic advantage because of lower-energy
transition states as compared to the less reactive higher ag-
gregates.[23] Based on these arguments and the expensive
computational resources needed for treating higher argu-
ments, the theoretical part of this communication will focus
only on the configuration of the monomeric species, being
aware that these might be part of higher aggregates under
experimental conditions.
Despite the huge amount of theoretical studies that ap-
peared the last years, modeling of complex phenomena such
as chemistry in liquids remains a challenge as standard opti-
mization techniques and ab initio molecular dynamics meth-
ods are often not suitable.[24,25] The first set of methods is
routinely performed nowadays, but for our systems in which
the solvent participates actively, a single optimized structure
does not resemble the configurational distribution at finite
temperature. First-principle molecular dynamics simulations
are often restricted by short simulation times. As such, inter-
esting regions of phase space are often so high in free
energy that their sampling during a standard MD simulation
is a rare event. Enhanced sampling techniques have become
Figure 1. Z-isomer 1 and E-isomer 2 of the lithiated (2-chloro-1-phenyl-
prop-1-en-1-yl)isopropylamide anion.
Figure 2. Details of the off-resonance ROESY spectrum of the Z-isomer
1 of the lithiated 3-chloro-1-azaallylic anion ([D8]THF). The resonance
signals at 0.96 ppm (doublet) and 2.84 ppm (septet) are from diisopropyl-
amine formed upon protonation of LDA.
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an active research domain.[25] The relatively new metady-
namics method has particularly attracted our attention. It
was first proposed by Laio and Parrinello and enables an
enhanced sampling of separated regions in phase space, si-
multaneously mapping the underlying free-energy landscape
as a function of a limited number of collective variables.[26]
The particular implementation is based on the work of Ian-
nuzi et al.[27]
Prior to the modeling of the 1-azaallylic anions, we mod-
eled the liquid structure of pure THF by using first-principle
molecular dynamics calculations. The liquid structure of
THF was recently assessed via hydrogen/deuterium isotopic
substitution neutron-diffraction techniques by Bowron,
Finney, and Soper.[28] A periodic cubic simulation cell was
filled with 64 THF molecules. This choice represents an op-
timal compromise between computational cost and a proper
embedding of the solute in the solvent. The simulation cell
size was chosen to correspond with the experimental density
of 0.88 kgdm3.[29] The performance of the THF model was
validated by calculating the radial distribution function
(RDF) of the molecular centers, which was found to be in
excellent agreement with the benchmark RDF reported in
reference [28] (see Supporting Information). Moreover, the
MD simulations yielded a conformational distribution of
59% twisted and 41% oxygen envelope, indicating a thor-
ough sampling of the system.[28]
After the THF model had been successfully assessed, it
was applied to study the degree of coordination of the 3-
chloro-1-azaallylic anions in solution. The coordination
number for lithium enolates in ethereal solvents is rather
difficult to establish but four-coordinate lithium cations
have been clearly recognized in NMR studies of solvent sep-
arated ion pairs.[30] For contact ion pairs, coordination is ex-
pected less important because of the electrostatic effect of
the counter ion. Theoretically the structures of a variety of
organic lithium compounds were determined in the gas
phase and in solvation using microsolvation with explicit
ethereal ligands and/or continuum models.[31] For the 1-
azaallylic anions as encountered here which are subject to
large steric crowding, the degree of coordination is not a
priori clear and can not be deduced straightforwardly from
the experimental data. Isothermal–isobaric (NPT) molecular
dynamics simulations during a period of 2.5 ps show that the
Z-isomer 1 is monocoordinated whereas the E-isomer 2 fea-
tures a two-fold coordination with THF (illustrated in
Figure 3). In the E-isomer 2 the halogen–lithium coordina-
tion is not present which allows a second THF molecule to
coordinate with the counter ion.
In order to obtain insight into the occurrence of only one
stereoisomer in case of 3-chloro-3-methyl-1-azaallylic anions
1 and 2, we decided to construct the free-energy landscape
connecting the basins of the two isomers. To this end we ap-
plied the metadynamics method in which the dihedral
angles Cl-C3-C2-N and C4-C3-C2-N were chosen as collec-
tive variables. This choice guarantees the independent
movement of the methyl and chlorine substituents. The re-
sulting free-energy landscape as a function of the two dihe-
dral angles is displayed in
Figure 4. The Gibbs free energy




tively.[32] These barriers are
high, preventing isomerization
at the experimental tempera-
ture. The Z-isomer 1 is more
stable than the E-isomer 2 by
DGZ–E= (21.512.1) kJmol
1,
which indicates that the experi-
mentally observed Z-isomer 1
is thermodynamically favored.
Within a static cluster approach
using a combined explicit/im-
plicit solvent model we were
unable to determine the transi-
tion state for E/Z isomerization
as the coordination number varies during the chemical
transformation. Moreover, the stability of the Z-isomer 1
with respect to the E-isomer 2 was 20 kJmol1 too high
compared to the metadynamics calculations. By capturing
the movement of both dihedral angles, we were able to ob-
serve the sp2 to sp3 hybridization transition of the C3 carbon
atom upon rotation, a well-known feature of rotations about
allylic bonds. This is reflected in the fact that the saddle
point, denoted as (E–Z), does not lie on the linear pathway
connecting both isomers, which confirms a posteriori the im-
portance of capturing the movement of both dihedral
angles.
Figure 3. Characteristic snap-
shot of the MD simulation of
the Z-isomer 1 (A) and the E-
isomer 2 (B) solvated in THF.
Figure 4. Gibbs free energy profile (in kJmol1) governing the E–Z iso-
merization of the lithiated 3-chloro-1-azaallylic anion in THF. The posi-
tions of both stable isomers E (2) and Z (1) and the saddle point (E–Z)
are added. Note that the two collective variables feature a 2p periodicity.
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Finally, we infer from both first principle metadynamics
and NMR experiments that the Z isomer is the only config-
uration formed upon the deprotonation of the starting imine
to the lithium 3-chloro-1-azaallylic anion. The interaction
between the counter ion and the halogen, an effect that is
not present in the non-halogenated 1-azaenolates, stabilizes
the Z isomer by 21 kJmol1. Moreover, the transition from
the Z to the E isomer is very highly activated and features a
change in coordination for the lithium cation as the broken
lithium-chlorine interaction is replaced by a lithium–THF in-
teraction. These effects can only be seen because of the ex-
plicit inclusion of the large THF model in the QM simula-
tions. These results show that the stereochemistry of 3-
chloro-3-methyl-1-azaallylic anions is manifestly different
compared to their non-chlorinated counterparts and is the
result of their configurational stability which should be ben-
eficial during their synthetic use as functionalized intermedi-
ates in stereoselective reactions.
Experimental Section
All molecular dynamics calculations were performed within the cp2k/
quickstep code,[33] employing the Gaussian and plane-wave (GPW) densi-
ty functional method and periodic boundary conditions. A BLYP[34] gradi-
ent-corrected functional was used throughout, together with a TZVP-
PSP[35] basis set, a 400 Ry cutoff for the auxiliary plane wave grid, and
pseudopotentials developed by Goedecker and co-workers.[36] Isothermal-
isobaric (NPT) MD simulations of both isomers were conducted. The
species were properly embedded in the THF solvent model by determin-
ing, using atomic Pauling radii, the volume associated with their solvent
accessible surface.[37] As the volume of THF is 2.96 times smaller com-
pared to the volume of the 3-chloro-1-azaallylic anion, three THF mole-
cules in the simulation cell were replaced by the 3-chloro-1-azaallylic spe-
cies. An equilibration time of 2.5 ps has been respected to allow the sol-
vent to accommodate to the presence of the solute and vice versa, fol-
lowed by a 40 ps metadynamics run. Accurate metadynamics parameter
values were determined from Gibbs free energy barrier predictions of
the lithiated 3-chloro-1-azaallylic anion in the gas phase (using a super-
cell approach), including only one THF molecule to impose the limited
freedom of the lithium cation. The set of parameter values w=
2.0 kJmol1, s=0.33 rad and G=50 fs (notation: see ref. [26]) yielded an
energy barrier within 1.0 kJmol1 of the convergence limit. According to
ref. [32] the estimated error using these parameters is e=6.1 kJmol1.
Lithiated 3-chloro-1-azaallylic anion 1: To a stirred solution of diisopro-
pylamine (0.056 g, 0.55 mmol) in [D8]THF (1 mL), nBuLi (0.22 mL,
0.55 mmol, 2.5 n in hexanes) was added slowly at 273 K. After 30 min of
stirring at 273 K, the solution was evaporated in vacuo to dryness, after
which, [D8]THF (0.5 mL) was added and a solution of N-(2-chloro-1-phe-
nylpropylidene)isopropylamine (0.11 g, 0.5 mmol) in [D8]THF (0.5 mL)
was dropped to the LDA solution at 273 K and stirring was continued for
1 h. Subsequently, the reaction mixture was allowed to reach room tem-
perature during 15 min. 1H NMR (300 MHz) and 13C NMR (75 MHz)
spectra were taken from the prepared 3-chloro-1-azaallylic anion 1 at
room temperature. 1H NMR (300 MHz, [D8]THF): d=0.83 (d, J=
6.33 Hz, 6H; (CH3)2CH), 1.77 (s, 3H; CH3), 2.96 (septet, J=6.1 Hz, 1H;
(CH3)2CH), 7.08–7.14 (m, 3H; o-CHar and p-CHar), 7.18–7.24 ppm (m,
2H; m-CHar);
13C NMR (75 MHz, [D8]THF): d=22.3, 28.1, 48.6, 83.6,
125.9, 127.6, 130.0, 144.0, 155.0 ppm.
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