We propose a family of stochastic volatility models that enable predictive estimation of timevarying extreme event probabilities in time series with nonlinear dependence and power law tails. The models are a white noise process with conditionally log-Laplace stochastic volatility. In contrast to other, similar stochastic volatility formalisms, this process has an explicit, closedform expression for its conditional probability density function, which enables straightforward estimation of dynamically changing extreme event probabilities. The process and volatility are conditionally Pareto-tailed, with tail exponent given by the reciprocal of the log-volatility's mean absolute innovation. These models thus can accommodate conditional power law-tail behavior ranging from very weakly non-Gaussian to Cauchy-like tails. Closed-form expressions for the models' conditional polynomial moments also allows for volatility modeling. We provide a computationally straightforward, probabilistic method-of-moments estimation procedure that uses an asymptotic approximation of the process' conditional large deviation probabilities. We demonstrate the estimator's usefulness with a simulation study. We then give an empirical application, which shows that this simple modeling method can be effectively used for dynamic and predictive tail inference in heavy-tailed financial time series.
Introduction
Financial time series data is well-known to exhibit nonlinear dependence and "fat tails". Such time series often display trends of increasing or decreasing volatility, along with a propensity for extreme values that is far greater than what would be predicted from a Gaussian or other distribution with finite polynomial moments. The latter observation was probably most famously addressed with the early Pareto-tailed and stable models for financial time series proposed by Mandelbrot (1963) and Fama (1968) , while the most well-known early approaches to the nonlinear dependence problem were given by Engle (1982) and Bollerslev (1986) with original and generalized autoregressive conditional heteroskedasticity (ARCH, GARCH) models. Since then a great deal of research has been dedicated to extreme event probability estimation and nonlinear time series modeling for financial applications (e.g., Embrechts et. al. 2011 and Terasvirta et. al. 2010 ).
Estimation of extreme event probabilities is a very important problem for risk and portfolio management. Many estimators for the tail exponent of a marginal distribution have been proposed, e.g., by Hill (1975) , Pickands (1975) , and deHaan and Resnick (1980) , however, these estimators are very sensitive to dependence in the data (Kearns and Pagan 1997, Diebold et. al. 2000) . This makes them often ill-suited for application to many strongly dependent time series of interest for financial modeling, i.e., the squares and moduli of financial log-returns (Embrechts et. al. 2011 p. 270, 406) . Relatedly, these estimators along with much of extreme value theory (EVT) are designed for inference of stationary, rather than time-varying, tail behavior. Gardes and Girard (2008) and Gardes and Stupfler (2014) have given nonparametric estimators for time-varying tail exponents, while Kelly (2014) has given a parametric approach to dynamic power law estimation in financial time series. The parametric modeling method we propose here, however, does not assume a timevarying tail exponent. Our approach is hence closer to McNeil and Frey's (2000) combination of stationary EVT with GARCH modeling. However, we use a novel, stochastic volatility approach to enable such dynamic tail inference.
A canonical form of stochastic volatility model, first proposed by Taylor (1982 Taylor ( , 1986 , is given by
where z t is an i.i.d. process with a mean of 0 and a variance of 1, and σ t is a non-negative process defined by σ t = exp (H t ) , (1.2) where H t is a Gaussian process with mean µ H and variance σ 2 H < ∞. An important example was the AR(1) model
The kind of model in (1.1) and (1.2) , where H t is a variety of Gaussian processes, has been extensively applied and studied, e.g., to exchange rate modeling by Harvey et. al. (1994) and extended to long-memory Gaussian H t by Breidt et. al. (1998) . However, the stochastic volatility σ t in (1.2) follows a log-normal distribution, which has finite polynomial moments (see Johnson et. al. 1994) . As a consequence, (1.1) also has bounded moments in the usual case of Gaussian z t . This can be problematic for modeling time series with power law tails and divergent higher-order polynomial moments. Practically, such models will underestimate the probabilities of extreme events. To remedy this, z t has often been chosen to follow the heavier-tailed Student's t-distribution, e.g., in Harvey et. al. (1994) , Liesenfeld and Jung (2000) , and Chib et. al. (2002) . However, with a Gaussian or Student's t choice for z t and Gaussian H t , the model (1.1) does not have an explicit, closed-form expression for its conditional distributions. This makes estimation of model parameters as well as outcome probabilities difficult, often requiring the use of Bayesian and Monte Carlo methods such as those described in Chib et. al. (2002) . Reliable estimation of similar, conditionally Student's t-distributed, ARCHrelated models requires similar numerical procedures (see, e.g., Mousazadeh and Karimi 2007 , Ardia 2008 , Ardia and Hoogerheide 2010 .
In this paper we propose a stochastic volatility formalism that enables straightforward and computationally inexpensive estimation of time-varying extreme event probabilities in time series with power law tail behavior. The models we present have the form (1.1)-(1.2), with z t ∼ N (0, 1). However, instead of defining (1.2)'s H t as Gaussian, we make H t conditionally Laplace-distributed, defining H t as
where ∆ > 0. This simple but important adjustment endows (1.1)-(1.2)'s σ t and ε t with power lawtailed conditional probability density functions, for which there are closed-form expressions. These conditional densities give the result
as Λ → ∞. Hence H t 's mean absolute innovation ∆ specifies the tail exponent, which allows (1.1)-(1.4) to flexibly define processes ranging from only mildly non-Gaussian with ∆ ≈ 0 to processes with Cauchy-like tails at ∆ = 1. The process ε t 's tail probabilities are also strongly and explicitly dependent on the process H t , which enables their dynamic estimation. We give a simple, probabilistic method-of-moments estimation procedure for the tail exponent, which takes advantage of the result (1.5) for ε t 's tail probabilities. We present a simulation study to show the effectiveness of the estimator. We then give an empirical application to S&P 500 Index data, which shows that this modeling method can be used for dynamic and predictive estimation of volatility and extreme event probabilities in power law-tailed financial time series. We give some concluding remarks, an appendix with proofs of the main results, and a second appendix, which shows that very similar results, including (1.5), can also be derived for the case when z t is Laplace-distributed. We lastly give a third appendix with an empirical study of urban air pollution data and solar activity data.
Model
We will denote H t 's conditional expectation asH t = E {H t |F t−1 }. We first give expressions for σ t 's conditional probability density and ε t 's conditional polynomial moments. Corollary 2.1. Given (1.1) and (2.1) with z t ∼ N (0, 1), for all even n ≥ 2, for ∆ ≥ 1/n,
Several graphs of (2.1) are given in Fig. 3 . We note from Corollary 2.1 that the conditional 
which is minimized at κ(0) = 3, the Gaussian kurtosis. The divergent algebraic structure of (2.3) contrasts with the kurtosis' exponential structure for Gaussian H t , which would be given by κ t = 3 exp (8∆ 2 ). The excess kurtosis κ exc. (∆) = κ(∆) − 3 is graphed in Fig. 2 for both Laplace and Gaussian H t . Now that we have given ε t 's conditional moment structure, we will present its conditional probability density function and characterize its near-mean and tail behavior.
is the upper incomplete gamma function and
is the lower incomplete gamma function.
Several graphs of (2.4) are given in Fig. 3 . Note that with larger ∆ and smallerH t the densities are more sharply peaked around the origin. This can also be seen from the following result.
(2.7)
It can be seen in the proof of Theorem 2.1 that the piece-wise structure of (2.1) gives (2.4) a structure involving two power law terms. We will next show that the second of these terms is the primary driver of ε t 's tail behavior. 
This result reduces to the asymptotic power law in (1.5). We will make extensive use of Theorem 2.2 in our estimation procedure described in the next section. The result arises from asymptotic expansions of (2.4) and its integral P {|ε t | ≥ Λ|F t−1 }, which are given in (A.15)-(A.17) and (A. 22) respectively. We note from integrating (2.1) with Λ ≥ exp H t that
Comparison of (2.10) with (2.8)-(2.9) gives the result
This result shows that, asymptotically, ε t 's large deviation probabilities are simply proportional to σ t 's corresponding probabilities through a ∆-dependent factor, and hence the probabilities' dependence onH t is given straightforwardly by exp H t /∆ . It can be seen in (2.8) and (A.22) that more complex dependence on ∆ andH t is captured by higher-order terms with comparatively small contributions at high Λ relative to eH t . We make the additional note that Γ(3/2) = √ π/2 and Γ(1/2) = √ π, therefore (2.11) reduces to simply
for ∆ = 1/2 and as ∆ → ∞. Now that we have presented the model's polynomial moments and probabilistic structure, we will describe an estimation procedure using some of the above results.
Estimation
We begin by considering the conditional expectation of the unobservable quantity H t , given the value of the observable log |ε t |. 
is the Euler-Mascheroni constant.
By Proposition 3.1, an unbiased estimator for H t is given by
An arbitrary regression model m(.) for estimation of E {H t |F t−1 } may then be trained using the H t 's and any other relevant variables X t−1 , ..., X t−q , giving
We then estimate ∆ by finding an approximate solution to the empirical, probabilistic moment
where p ε (.) is given in (2.4) and Λ ∈ R + . The constraint (3.4) is justified by the law of total expectation, which requires that
This ∆-estimation method requires a result for the integral on the right-hand side of (3.4). We will approximate (3.4)'s integral using the asymptotic result in Theorem 2.2, which gives an accurate approximation for sufficiently large Λ/ √ 2e H t . We therefore use the estimator
In the simulation and empirical sections below, we search for (3.5)'s ∆ over the range [.01, 1] with a precision of .01.
Simulation
In this section we present results of the estimation procedure described in the previous section for simulations of the process (1.1)-(1.4). We run 1000 simulations each, with sample sizes of 625 and 1250, for ∆ ranging from .05 to .50. The model used for (3.3)'s H t is a linear autoregressive model that uses the 10 previous values of (3.2)'s H t . This AR(10) model is calibrated using the Yule-Walker method. We present simulation results for two different, simple processes for H t . The first is given by the AR (2) process
and the second is given by the AR(5) process
The results are presented in Table 1 , where we give the averages and standard deviations of ∆ over the 1000 simulations. For Λ, we choose 2 σ ε , 3 σ ε , and 4 σ ε , where σ 2 ε is ε t 's sample variance. This gives a set of data-driven Λ values for which (2.8) is an increasingly accurate approximation of (3.4)'s integral.
One can see in Table 1 that for H t given by (4.1) (resp. (4.2)) that for ∆ ≤ .30 (resp. .25), ∆ (k σ ε )'s bias appears to decrease as k increases, while for ∆ > .30 (resp. .25) the bias seems to remain constant or slightly increase with k. The estimator's variance appears to nearly always increase with k, which is likely due to the higher variance in probability estimates for larger deviations. It is also clear that the variance increases with ∆, which could be related to the increased variance in σ ε for larger ∆. Doubling the sample size decreased the estimators' standard deviations by .01 to .02, and had a similar effect on the some of the biases. Although the bias actually increased in many cases by increasing the sample size.
The estimator ∆ (2 σ ε )'s bias is very large for small ∆ and decreases greatly as ∆ → 1/2. This is possibly because as ∆ increases, (2.4) becomes sharper around the origin, and hence 2 σ ε is sufficiently far in the tails for (2.8) to be a good approximation to (3.4)'s integral. Meanwhile for k = 3 and 4, ∆ (k σ ε )'s bias appears to be minimal around .10 ≤ ∆ ≤ .2. The inherent upward bias in the ∆'s is likely due to model error in H t , since decreased predictability of H t manifests as a higher empirical ∆. This explains the increases in bias seen when doubling the sample size, because the AR(10) models for H t overfitted the data less on the larger samples.
The processes (4.1)-(4.2) were selected for their simplicity and the superficial similarity between their short-term autocorrelation structure and those seen in financial data sets. In particular, (4.1) and (4.2)'s corresponding |ε t |'s appear to be slightly more strongly locally correlated, but otherwise their short-term autocorrelations resemble those seen in recent daily S&P 500 and U.S. Dollar/Euro absolute log-returns. Hence these simulation results show that with a realistically sized sample and similar conditions to the application below, ∆ (k σ ε ) with k = 3 or 4 can provide a computationally inexpensive and satisfactory estimate of ∆, given a predictive model for H t .
Empirical Application
In this section we apply our modeling and estimation procedure to daily log-returns of the S&P 500 Index (SPX). We consider approximately 5 years of data from February 27, 2014 to February 14, 2019, giving 1,250 total samples. We build a sparse, linear regression model for (3.3)'s H t using two sets of covariates. The first set is the 10 previous values of (3.2)'s H t , H t−1 , ..., H t−10 . The second set is the 10 previous values of log (VIX t ), {log (VIX t−1 ) , ..., log (VIX t−10 )}, where VIX refers to the Chicago Board Options Exchange (CBOE) Volatility Index, which is an implied volatility measure computed from SPX option prices. It is perhaps the most well-known and widely disseminated measure of implied volatility for the S&P 500 Index.
Because of high correlation and potential multicollinearity in the model's set of explanatory variables H t−1 , ..., H t−10 , log (VIX t−1 ) , ..., log (VIX t−10 ) , 
where
and λ minimizes H t 's mean absolute 10-fold cross-validation error. This procedure, which can be called L1-penalized PC Regression, gives a sparse linear model for H t . We will use this simple model with (3.5)'s ∆ = ∆ (4 σ ε ) to give an estimate of ε t 's next-day volatilityσ ε,t = E {ε 2 t |F t−1 } as well as a dynamic estimate of the probability that |ε t | ≥ 3 σ ε .
We use the moment result (2.2) to give the following model for the next-day volatility:
We additionally use the asymptotic result (2.8)-(2.9) to give the dynamic probability estimate
To measure the predictive capability of (5.4) we use the empirical correlation
To measure the predictiveness of (5.5), we use it to create a classifier. We begin by noting that the stationary probability that |ε t | ≥ 3 σ ε under a Gaussian distribution is ≈ .0027. We then use (5.5) to define a binary classifier ξ t with the form
Hence ξ t identifies days when the probability that |ε t | ≥ 3 σ ε exceeds 5 times the stationary Gaussian probability. We then calculate ξ t 's sensitivity (Sn.) and specificity (Sp.), which are defined here as
The measure (5.8) gives the percentage of 3 standard deviation days correctly predicted by ξ t , while (5.9) gives the percentage of non-3 standard deviation days correctly predicted by ξ t . We evaluate our modeling using backtesting. In particular we do two sets of backtests. In the first backtesting exercise, we train the model on the first 50% of the data, or 625 samples from February 27, 2014 to August 18, 2016 . We then test the model's performance on the second 50% or 625 samples of the data. In the second backtesting exercise we train the model on the first 60% of the data, or 750 samples from February 27, 2014 to February 17, 2017 . We test the model's performance on the second 40% or 500 samples of the data. We run both backtests 100 times each and list averages of (3.5)'s ∆ (4 σ ε ), (5.6)'s ρ |ε|, σ , and (5.8)-(5.9) in Table 2 .
It is clear from Table 2 that the modeling is highly predictive of extreme events in daily fluctuations of the S&P 500 Index. In particular, (5.5) and (5.7)'s naive classifier ξ t on average correctly predicts 85% of 3 standard deviation events out-of-sample, and was observed to predict as high as 91% of such events. The classifier does this while still maintaining a high specificity of 76% on average, with an observed range of 71% to 80%. We also note that (5.4)'s σ ε,t achieves nearly 50% correlation with |ε t | out-of-sample, which shows the modeling's ability to predict fluctuations in volatility.
We make the note that, by Theorem 2.2, the approximation (5.5) diverges beyond unity for high values of H t . In particular, on the 50/50 test set, (5.5) exceeds unity 5 times on average, while on the 60/40 test set it does so 3 times on average. In such extreme environments (5.5) cannot be relied upon to give accurate probability estimates. Rather, (2.8)-(2.9) and corresponding estimates with the form of (5.5) can be used as early warning tools for upcoming extreme events.
We additionally note that since the model (5.2)-(5.3) uses the 10 previous values of H t and log (VIX t ), it has a memory length of about two trading weeks. This relatively naive, short-memory modeling of H t could potentially be improved for this application, since many researchers have found empirical evidence of long-memory in SPX volatility (see Ding et. al. 1993 , Bollerslev and Mikkelsen 1996 , Lobato and Savin 1998 , Ray and Tsay 2000 , Grau-Carles 2000 . The modeling could also be adjusted to accomodate the asymmetric tails observed in stock market data, often called the "leverage effect" (see Black 1976 , Christie 1982 , Nelson 1991 , Engle and Ng 1993 . Overall, though, the study here shows that a simple, short-memory model for H t that uses only recent realized and implied volatility measures, with the parametrization (1.1)-(1.5), can enable straightforward and predictive tail inference in financial time series. Plots of the SPX log-returns along with corresponding volatility and probability estimates are given in Fig.4 .
Conclusion
We have presented a family of stochastic volatility models that enable dynamic tail inference in heavy-tailed time series. The family's conditional probabilistic structure allows for straightforward, effective, and computationally inexpensive estimation of model parameters and outcome probabilities. We have shown that this modeling formalism can be useful for predictive inference of dynamically changing extreme event probabilities in financial time series data. Current and future directions of research involve long-memory modeling for conditionally Laplace processes, accomodation of asymmetric volatility and tails, and generalization of this formalism to the multivariate case. Proof. We first make the substitution y = log y /eH t . Then by (1.2) and (1.4), for h t ≥ 0,
We then differentiate w.r.t. y and let y = σ t , which gives (2.1)'s result for σ t ≥ exp H t . Next, by (1.2), (1.4), for h t < 0,
We again differentiate w.r.t. y and let y = σ t to give (2.1)'s result for 0 ≤ σ t < exp H t .
A.2 Proof of Corollary 2.1
Proof. We note from (2.1) that for any n ≥ 1, the conditional expected value of σ n t is equal to the sum of integrals
the second term of which diverges for ∆ ≥ 1/n, while for ∆ < 1/n we have after integration
We next note that since z t is i.i.d. and z t and σ t are independent, the conditional expectation E {ε n t |F t−1 } = Ez n t E {σ n t |F t−1 }. Since z t is standard normal, its nth moment is simply (n − 1)!! = (n − 1)(n − 3)(n − 5)...1. Therefore E {ε n t |F t−1 } = (n − 1)!!E {σ n t |F t−1 }. Using (A.1) then gives (2.2)'s result.
A.3 Proof of Theorem 2.1
Proof. We note from Rohatgi (1976 p. 141) that since (1.1)'s z t and σ t are independent, the distribution of their product σ t z t = ε t is given by the formula
We then substitute the standard normal density for p z and (2.1) for p σ into (A.2) to give
We note from (2.5) that the first integral in (A.3) can be written in the following form after simplifying
To simplify (A.4) further, we note from Abramowitz and Stegun (1965 p. 263 
The definition (2.5) can be used again to write the second integral in (A.3) as
after simplifying. The first upper incomplete gamma function term in (A.7) is simply Γ ((1 + 1/∆)/2). We then note that
Using this identity with (A.7) and simplifying gives
Adding (A.6) and (A.9) gives the result in (2.4).
A.4 Proof of Corollary 2.2
Proof. We first note the identity shown in Jameson (2016, 2017)
as b → 0 for a < 0. For ∆ < 1, (1 − 1/∆)/2 < 0, and hence using (A.10) and rewriting gives
as |ε t | → 0. We next note the identity
as b → 0. Using (A.12) and rewriting then gives
as |ε t | → 0. Substituting (A.11) and (A.13) into (2.4) and cancelling terms gives
as |ε t | → 0, which can be simplified to give the result (2.7).
A.5 Proof of Theorem 2.2
Proof. We begin with the following asymptotic expansion of (2.5), available at the National Institute of Standards and Technology's Digital Library of Mathematical Functions:
We then make the following substitutions in (2.4),
We then recall (A.8) and substitute (A.14) into (2.4)'s two terms (A.6) and (A.9). Simplifying then gives the series representation of (2.4) as b t → ∞,
We next note that, after re-substituting for b t and a 2 , the first term in (A.17) is equal to
which is the limit of the term (A.9) as |ε t | → ∞. Multiplying (A.18) by 2 and integrating from Λ to ∞ gives the first term of (2.8) with (2.9). We then proceed to (A.17)'s second term, re-substituting for b t and cancelling factors to give
We next note the following integral,
(A.20)
So integrating (A.19) from Λ to ∞, applying (A.20), and cancelling factors gives
We then similarly apply (A.20) for the integral of (A.17)'s remainder term. Finally, multiplying (A.17) by 2 and integrating from Λ to ∞, applying the integral of (A.18), the result (A.21), and fully re-substituting gives the asymptotic expansion 
B Appendix 2:
The z t ∼ Lap(0, 1) Case
In this section we briefly show that very similar results to those in Appendix 1 for (1.1)-(1.4) with z t ∼ N (0, 1) can be derived for the case where z t is instead distributed according to the standard Laplace density
which gives Ez t = 0 and E |z t | = 1. We first note that an equivalent argument to that in A.2 can be made. We use the fact that (B.1)'s Ez n t = n! with the result (A.1) to give
for even n ≥ 2. The right hand side of (B.2) with n = 1 additionally gives E {|ε t | |F t−1 }. We next note that an equivalent argument to the one in A.3 can be given, using (2.1) and (B.1) with (A.2) to give an expression composed of two integrals, each of which can be written very similarly to (A.4) and (A.7). Then (A.5) and (A.8) can be used in the same way as above to simplify these terms. Adding these two terms gives the result
The identities (A.10) and (A.12) in A.4 can then be used to show that as |ε t | → 0,
The argument in A.5 can also be repeated, using (A.14)-(A.15) with the substitutions a 1 = 1 − 1 ∆ , a 2 = 1 + 1 ∆ , b t = |ε t | eH t to write p ε (ε t |F t−1 ) as an asymptotic expansion that is equivalent in form to (A.17), with the only change being that the factor 1/ 4∆ √ 2πeH t is replaced with 1/ 4∆eH t . 
Then comparing (B.7) and (2. 
