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Abstract
This paper analyses the causal relationship between financial development and
international trade using data of 21 developed and developing countries from 1961
to 2010 and appropriate time series techniques that allow us to decompose the
source of causation according to the order of integration of the variables and the
possible presence of a cointegrating relationship. We analyze in detail the issue
of integration of our series in order to use the most appropriate stationarisation
techniques on non-stationary series. We also account for the major problems en-
countered in empirical studies on issues of causality link between finance and
the real economy. Our results provide little support to the view that financial
development is a leading factor in the participation of countries in international
trade. Mainly, we find a bi-directional relationship between the levels of finance
and trade. Moreover, it appears that the causality pattern varies across coun-
tries with different levels of economic development. Overall, the development of
the financial sector contributes more to the causal relationship in the developing
countries than in the developed countries. These results are robust to the use
of an alternative method of testing for causality and to the use of alternative
indicators or financial development and international trade.
Mots cle´s /Key words : Financial Development, Manufacturing Trade, Granger
Causality test, Error Correction Model
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1. Introduction
A look at some basic international trade and financial development statistics gives us
a sense of the importance of the relationship between trade and finance. Figure 1 shows
the ratios of total trade and domestic private credit to GDP over the period 1966-2010
for developed and developing countries. The most obvious feature of this figure is the
long-term upward trend both in trade and finance, in developed and developing countries.
Financial development is higher in developed countries whilst trade openness is growing
faster in developing countries. It is also clear that there is a positive association between
Figure 1 – Average trade and financial development over the period 1966-2012
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financial development and international trade over the 1966-2010 period. This positive
correlation between finance and trade is generally interpreted as if finance is a leading
sector in international trade and economic development. However, this is also consistent
with a second alternative explanation of the relationship between finance and trade. This
is the case when financial development follows international trade, as a result of increased
demand for financial services. What about the direction of causality between finance and
trade ? Perhaps the pattern of trade is an outcome of financial sector development or vice
versa.
The issue of the relationship between financial development and trade flows has only
4
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recently been addressed in the empirical literature (See, for instance Beck, 2002; Svaleryd
& Vlachos, 2005; Becker & Greenberg, 2007; Manova, 2008; Amiti & Weinstrein, 2011).
The theoretical underpinnings of such a relationship can be traced back to the seminal
work of Kletzer & Bardhan (1987) and Baldwin & Krugman (1989). Using cross-section
and panel data for both developed and developing countries these studies find evidence
that countries’ level of international trade is exogenously affected by the health of their
financial sector. However, an opposite viewpoint on the relationship between finance and
trade is well documented. In this literature, the financial sector development is found to
be an outcome of the supply and demand for external finance. The demand of a well-
developed financial sector may be higher in countries with industrial structure that rely
heavily on external finance. Accordingly, the pattern of trade may affect the countries’
demand for financial institutions. Countries with comparative advantage in financially
intensive sectors will experience a higher need for financial services, and therefore higher
levels of financial intermediary development. This hypothesis has been recently formalized
theoretically by (Do & Levchenko, 2007) and has found a number of empirical evidence
(See for instance Huang & Temple, 2005; Klein & Olivei, 2008; Baltagi et al., 2009). Their
results show that countries that export financially dependent goods experience better-
developed financial systems than countries whose exports are primarily in sectors which
use less external finance.
Yet, this controversial recognition of the positive association between financial sector
development and international trade is insufficient in establishing the direction of causality
between finance and trade openness. How to reconcile these two viewpoints ? Following
Patrick (1966) who analyzed the possible directions of causality between finance and the
real economy by suggesting supply-leading and demand-following hypotheses, we argue
that there might be multiple directions of causality in the relationship between finance and
trade. Thus, the supply-leading hypothesis reflects the situation where the development of
financial intermediaries’ activities increases the supply of financial services. This implies
additional gains in comparative advantage in industries that rely heavily on external
finance, suggesting greater participation in international trade. In this case, the direction
of causality runs from financial development to international trade. At the same time, the
demand-following hypothesis suggests that increased demand for financial services might
cause an increase in financial intermediation as the nonfinancial real sector grows. This
implies that the development of the financial sector development follows than leads the
5
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development of the real sector. 1 The demand of a well-developed financial sector may
be higher in countries with industrial structure that rely heavily on external finance,
and therefore that the industrial structure could also determine the development of the
financial system. The first and only empirical attempt addressing this issue of causality
between finance and trade was by Gries et al. (2009). They use data from 16 countries to
test for causality between financial deepening, trade openness, and economic development.
Their main finding is that finance and trade have swayed economic development rather
marginally in sub-Saharan African countries. Their sample, however, was very restrictive,
consisting only of developing countries. This implies that their findings are difficult to
interpret and generalize.
This paper, to the best of our knowledge, is the first study which tackles the issue of
causality between financial development and international trade using a large database
from both developed and developing countries and decomposing the source of causation.
We account for two main problems encountered in empirical studies on issues of causality
link between the financial development and economic growth. First, we use alternative
measures of financial development that reflect the level and quality of the financial system.
Given that our sample contains both developed and developing countries, market-based
financial systems dimension is not taken into account in the choice of the indicators of
financial development. 2 Second, we analyze in detail the issue of integration of our series
in order to use the most appropriate stationarization techniques on non-stationary series.
Our results provide little support to the view that financial development is leading fac-
tor in the participation of countries in international trade. We mainly find a bi-directional
relationship between the level of financial development and international trade. Moreover,
it appears that the causality patterns vary across countries. Overall, the development of
the financial sector contributes more to the causal relationship in developing countries
than in developed countries. The rest of the paper is organized as follows. Section 2 pro-
vides the theoretical and empirical arguments for supply-leading and demand-following
phenomena in the relationship between finance and trade. Section 3 describes the empi-
rical methodology and the data and Section 4 presents our main results. In Section 5 we
discuss the robustness of these results. Section 6 concludes.
1. This was originally established by Robinson (1952), who argued that“where enterprise leads finance
follows”.
2. See for instance, Allen & D. (2000) for a discussion of these issues.
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2. Finance and international trade : the supply-leading
and demand-following hypotheses
2.1. The supply-leading hypothesis
Financial sector development is an important determinant of international trade pat-
terns. Sectors differ in their need of financial services mainly due to technological and orga-
nizational differences. The theoretical arguments of such a relationship are first developed
by Kletzer & Bardhan (1987), Baldwin & Krugman (1989) and Ju & Wei (2005). They
show that financial factors exogenously influence international trade flows . In this way,
financial sector can be viewed as a source of comparative advantage in a way consistent
with the Hecksher-Ohlin-Vanek (HOV) model. The HOV model predicts that a country
better endowed with institutions of relatively high quality should tend to specialize in the
production of goods relatively intense in the use of services provided by these institutions.
This idea has been extended and applied to the quality of financial systems. The quality of
institutions in general, and financial sector development in particular, can be considered as
an endowment (See for instance Acemoglu et al., 2001). More precisely, countries endowed
with relatively well-developed financial sectors will experience a comparative advantage
in sectors that use more external finance. On the contrary, countries with less developed
financial system will specialize in goods not requiring external finance.
At the firm-level, the quality of financial system can be defined by how well it manage to
overcome the informational and enforcement frictions as well as how successfully firms with
positive net present value projects can satisfy their need for external finance. Developed
financial systems might improve the exporting firms’ ability to satisfy their demand for
external finance and, therefore, their capacity to easily cope with sunk costs of entry
into foreign markets. Furthermore, more borrowing and lending made possible by a more
developed financial sector may be associated with lower volatility in exporting firms’ total
output. 3 In this case, trade openness is endogenous and is determined by the level of
financial intermediation.
Empirical support for this hypothesis has been found in a number of studies including
Beck (2002), Beck (2003), Svaleryd & Vlachos (2005), and Manova (2005). The seminar
3. However, excessive lending (credit boom) may often found as a source of increased volatility and
bank crises Thomas (2009).
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work in this empirical literature is by Beck (2002). He use private credit ratio to GDP
as a indicator of financial development and a range of measures of trade openness based
on manufacturing trade. Using a 30-year panel data for 65 countries and after controlling
for unobserved heterogeneity and reverse causality, he shows that countries with a higher
level of financial development experience higher shares of manufactured exports in GDP
and in total merchandise exports and have a higher trade balance in manufactured goods.
Beck (2003) uses Rajan & Zingales (1998)’s data on external dependence for 36 industries
and 56 countries and shows that countries with better-developed financial systems have
higher export shares and trade balances in industries that use more external finance. More
recently, Svaleryd & Vlachos (2005) study the OECD countries and found a strong causal
impact of financial sector development on the specialization pattern of international trade
and comparative advantage. Similarly, Manova (2005) find evidence for an additional
comparative advantage channel based on the level of financial development. Potential
exporters face credit constraints and their capacity to enter an industry depends on the
sector’s dependence on external finance.
2.2. The demand-following hypothesis
The evolution of financial sector can be seen as an outcome of the supply and demand
for external finance. International trade might, therefore, lead to financial systems deve-
lopment, mainly due to an increasing demand for financial services by foreign-oriented
sector. On the one hand, countries with comparative advantage in financially intensive
sectors are more likely to experience a higher demand for financial services. On the other
hand, financial sector development is lower in countries with comparative advantage in
sectors which do not rely on external finance. The demand for external finance by foreign-
oriented firms may lead to the creation of modern financial institutions and financial sector
development. Indeed, at microeconomic level, the hypothesis is that financial constraints
affects firms’ participation to international markets (Chaney, 2005; Manova, 2006; Gree-
naway et al., 2007; Muuls, 2008; Bellone et al., 2010). This could be explained the firms’
heterogeneity and the relevance of sunk costs at the entrance of the international mar-
kets. These sunk costs include finding foreign partners and buyers, learning about foreign
markets, meeting foreign standards and regulations, establishing distribution networks,
and bearing exchange risks and transportation costs. These sunk costs can be conside-
red as investments that are likely sensitive to financial factors. In the presence of credit
8
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constraints, the productivity threshold required for entry into exporting is relatively low
in financially developed countries.
At macroeconomic level, comparative advantage in trade may affect a country’s de-
mand for financial institutions (Do & Levchenko, 2007). Countries with comparative ad-
vantage in financially intensive sectors will experience a higher need for financial services,
and therefore financial sector development. Accordingly, the demand for external finance
depends upon the growth of foreign-oriented sector and the growth of real sector. Owing
to sunk costs and financial constraints in the entering foreign markets, the faster the
growth of exporting firms output, the greater will be the demand for financial services
and financial intermediation.
A number of empirical studies found evidence for this hypothesis. Huang & Temple
(2005) study the relationship between trade and finance from cross-country and time se-
ries data. Their findings indicate that increases in goods market openness are followed
by sustained increases in financial sector development. Klein & Olivei (2008) examine
the relationship between capital account liberalization, financial development and econo-
mic growth using cross-country data over the periods 1986-1995. They show that capi-
tal account liberalization exerts a positive and significant effect on economic growth via
the financial sector development in developed countries. Using data from developing and
developed countries, Baltagi et al. (2009) show that both trade and financial openness
significantly affect the level of banking sector development. Furthermore, their findings
indicate that relatively closed countries stand to benefit most from opening up their trade
and/or capital accounts.
This paper aims at extending and reconciling these two opposite view on the rela-
tionship between financial development and international trade. More specifically, we seek
to understand the direction of causality between finance and trade. The idea is that the
causality patterns could vary across countries and that bi-directional relationship between
the level of finance and trade may exist. One of the reasons of this hypothesis is the role
of supply-leading and demand-following phenomena in the finance-trade nexus.
9
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3. Empirical method and data
3.1. Testing for the direction of causality
The issue of causality is how useful an economic time series are for forecasting another.
This forecasting relationship between two variables have been proposed by Granger (1963)
and developed by Sims (1972). A variable Xt is said to Granger-cause another series Yt if,
given the past of Yt, past values of Xt can help forecast Yt. More formally, Xt Granger-
causes Yt if for all τ > 0 the mean squared error (MSE) of a forecast of Yt+τ based on
(Yt, Yt−1, ...) is different from the MSE of a forecast of Yt+τ that use both (Yt, Yt−1, ...) and
(Xt, Xt−1, ...). In the linear functions case :
MSE[E(Yt+τ |Θt)] 6= MSE[E(Yt+τ |Θ′t)] (1)
where Θt represents the total available information and Θ
′
t is the information available
excluding the past and present of Xt. Thus, Xt Granger-causes Yt if Xt is found to be
linearly informative about future Yt. If the event X Granger-causes the event Y , then X
should precede Y . However, the causality may be the result of some intrinsic property of
the system rather than a prediction. In this case, this definition of causality could be a
misleading wording.
Sims (1972) adopts this definition to allow for this shortcoming. Let’s consider the
following linear projection of Xt on past, present and future of Yt :
Xt = α +
k=0∑
∞
βkYt−k +
k=1∑
∞
χkYt+k + t (2)
where βk and χk represent the population projection coefficients and t the error term
such as E(Yt+k, t) = 0, for all t and k. Thus, Y Granger-causes X whenever χk 6= 0 for
k = 1, 2, ...
Several other versions of Granger causality tests have been proposed (for a selective
survey, See for instance Pierce & Haugh, 1977; Geweke et al., 1983) but the common
feature of all these tests is that they can be sensitive to the choice of lag length and/or
the methods used to address the potential problem of nonstationarity of the series.
Empirically, a well known method to test for Granger causality is to test the null
hypothesis that the estimated coefficients on the lagged values of Xt are jointly zero after
regressing Yt on its own lagged values and on lagged values of Xt. If the data reject this
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hypothesis, then Xt Granger-causes Yt. Therefore, future values of Yt are better forecast
if the information in past values of Xt is used than if it is not. This is usually done in a
standard bivariate kth order VAR which can be presented as follows :
Xt = α1 + β11(L)Xt−1 + β12(L)Yt−1 + 1t (3)
Yt = α2 + β21(L)Xt−1 + β22(L)Yt−1 + 2t (4)
Where α1 and α2 are constant drifts and βij represent polynomials of order k−1 in the lag
operator L. For example, the null hypothesis that X does not Granger-cause Y implies zero
polynomial β21. This can be tested by an standard F -test. For equation in the VAR, the
question in whether the other endogenous variable does not Granger-cause the dependent
variable in that equation. Implementing this testing procedure is quite straightforward
when both Xt and Yt are stationary, with finite variance. Otherwise, testing for causality
becomes more complex and need to be re-parametrized in the equivalent error correction
model (ECM) form (Engle, 1987; Johansen, 1988). The idea is that Xt and Yt achieves
stationarity after differencing, but a linear combination of these two variables α
′ ∗ Z is
already stationary, with Z = (X, Y ). Therefore, Xt and Yt are said to be cointegrated
with cointegrating vector α. If there are several co-integrating vectors, then a becomes a
matrix. α
′ ∗ Z = 0 can be interpreted as the long run equilibrium and the cointegration
suggests that deviations from this equilibrium are stationary, with finite variance, even if
Xt and Yt have unit roots. In this case, the bivariate VAR (equations 3 and 4) have to be
rewrite as follows :
∆Xt = α1 + λ11∆Xt−1 + λ12∆Yt−1 + [β11(1)− 1]Xt−1 + β12(1)Yt−1 + 1t (5)
∆Yt = α2 + λ21∆Xt−1 + λ22∆Yt−1 + β21(1)Xt−1 + [β22(1)− 1]Yt−1 + 2t (6)
Where λij stand for polynomials of order k − 2.
This is the most interesting case because the causal relationship between Xt and Yt may
have two sources of causation. First, through the lagged dynamic terms (∆Xt−1), if λ21 6= 0
and, second, through the lagged cointegrating vector (Xt−1), if β21(1) 6= 0. However, if Xt
and Yt have the same number of unit roots and that the linear combination of these two
variables α
′ ∗ Z is not stationary, then the Granger causality tests may be implemented
in a first differenced VAR framework. In addition, the ECM-based causality test cannot
be carried out when Xt and Yt do not have the same number of unit roots. In this case,
11
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there is no co-integration and the causality must be tested on stationary series of Xt and
Yt, as in the first differenced VAR framework.
We used the widely applied Dickey-Fuller procedure to carry out the unit root tests,
namely the Augmented Dickey-Fuller (ADF) tests. ADF tests use a parametric autore-
gression to approximate the ARMA structure of the errors in the test regression. 4 The
Engle (1987)’s technique is used to carried out the cointegration tests. 5
3.2. The data
Our sample was constructed based on a number of criteria. The country must have at
least 30 continuous annual observations on our variables of interest and its total population
must exceed 3 millions in 2000. Twenty-one countries have met this criteria, namely Alge-
ria, Argentina, Australia, Canada, Denmark, Egypt, El Salvador, Guatemala, Honduras,
India, Israel, Japan, Korea. Rep., Malaysia, Mexico, New Zealand, Paraguay, Philippines,
Thailand, United States, and Venezuela. Our measures of financial development and in-
ternational trade flows come from World Development Indicators 2010. All the variables
used in Granger-causality tests are transformed into logarithms for the usual statistical
reasons. In the following, we first describe our measures of financial development and
then the indicators of international trade. Table 1 summarizes descriptive statistics and
contemporaneous correlations between these variables in logarithm.
In this study, we would like measure of how countries’ financial sector improves the
firms’ ability to fulfill their need for external finance. Therefore, our primary measure of
financial development is Private Credit, which equals the ratio of domestic credit allocated
to private sector to GDP (excluding credit to central, development, and private banks). 6
The intuition underlying this indicator is that there is large differences across countries in
the level of development and the quality of domestic financial sector and these differences
are associated with both the level and the structure of international trade. Recent work
show that manufacturing trade is strongly and robustly associated with the level of finan-
cial sector development, measured by the ratio of credit to private sector to GDP (See for
4. The basic unit root tests proposed by Dickey & Fuller (1981) involve fitting the regression model
∆Yt = ρYt−1+(constant, time trend)+µt by ordinary least squares (OLS). However, these unit root tests
are only valid when the time series Yt is well characterized by an AR(1) with white noise error term.
Said & Dickey (1984) augment this basic procedure allowing the use of general ARMA(p,q) models with
unknown orders. These tests are therefore called ADF tests.
5. Using Johansen (1988)’s procedure does not alter our findings on the cointegration between financial
development and international trade. These results are available upon request.
6. GDP stands for gross domestic product.
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Table 1 – Descriptive Statistics : 1961-2010
Private Credit M2 Manufacturing Trade Total Trade
Descriptive statistics
Mean 3.587 3.707 4.660 3.810
Median 3.381 3.703 4.617 3.991
Maximum 4.973 4.962 5.023 4.806
Minimum 2.795 2.871 4.294 2.812
Std. Dev. 0.608 0.514 0.201 0.533
Observations 21 21 21 21
Correlations
Private Credit 1 - - -
M2 0.848 1 - -
(0.000) 1 - -
Manufacturing Trade 0.630 0.398 1 -
(0.002) (0.073) - -
Total Trade -0.033 0.031 -0.180 1
(0.886) (0.891) (0.433) -
Note : p− values are reported in parentheses.
instance Beck, 2002, 2003; Do & Levchenko, 2007). In our sample, countries with better-
developed financial sectors (the top 25 percent of the distribution of the Private Credit)
held about two-thirds of the Private Credit over the 1961-2010 period, while countries
with less developed financial sector (the bottom 25 percent) held only less than a quarter
of he Private Credit over this period. The second measure of financial development, M2,
is a broad measure of the money stock. In the empirical literature on the relationship
between finance and growth, M2 has been the widely used as an indicator of financial
development (See for instance King & Levine, 1993; Caldero`n & Liu, 2003; Do & Lev-
chenko, 2007). There are, however, two limitations with this indicator. First, the broad
money fails to capture the key function of the financial system, namely the mobilization of
savings and the channeling of these funds to the private sector projects. Second, the use of
M2 is not consistent with Shaw’s ’intermediation’ effect due to the fact that in developing
countries the broad money stock is essentially held outside the banking system. M2 is
greater than 4.960 percent in countries with better-developed financial sectors and less
that 2.870 percent in countries with less developed financial sector.
Our first proxy for international trade, Manufacturing Trade, is the ratio of manufac-
turing trade to total merchandise trade. Manufacturing trade equals the sum of exports
and imports of manufactured goods. The assumption underlying the use of this measure
is that manufactured goods are considered as goods with increasing returns to scale in
line with the standard analytical framework of international trade theory (See for instance
chapter 6 in Krugman & Obstfeld, 2009). Indeed, sectors of goods with increasing returns
to scale enjoy from a higher level of external finance more than sectors of other goods,
13
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by allowing them to exploit scale economies (Beck, 2002). Thus, manufacturing sector is
more dependent on external finance than other sectors due to increasing returns to scale.
As for the measure of financial development there is wide variation across countries in
Manufacturing Trade. The most open countries (the top 25 percent of the distribution of
the Manufacturing Trade) experience more than two-thirds of the Manufacturing Trade
over the 1960-2010 period, while countries with less developed financial sector (the bottom
25 percent) held only 13 percent the Manufacturing Trade over this period. Furthermore,
we will use, Total Trade, defined as the ratio of total trade to GDP, as an additional trade
indicator. Total Trade equals the sum of exports and imports of goods and services.
4. Empirical Results
4.1. Evidence from unit roots and cointegration tests
Does financial development cause international trade ? Do bi-directional and/or reverse
causation between trade and finance exist ? To understand the nature of the relationship
between finance and trade, we first use Dickey-Fuller procedure (ADF tests) to test for
unit in order to establish the degree of integration of each time series. Given that ADF
tests may be sensitive to the order of augmentation, the lag length is determined automa-
tically based on Akaike information criterion (AIC), the maximum lag length being 10. In
unreported unit root tests, results using Phillips & Perron (1988) nonparametric unit root
tests confirm our results those of ADF tests. The Phillips-Perron(PP) unit root tests dif-
fer from the ADF tests mainly in how they deal with the Autoregressive Moving-Average
(ARMA) structure of the errors in the test. The PP tests ignore any serial correlation in
the regression. 7
The results of ADF unit root tests are presented in Tables 5 and 6 in Appendix. The
results of the tests in levels of all variables are reported in Table 5 and those of the tests for
unit root in first differences are in Table 6. The null hypothesis in these unit root tests is
that the underlying variable contains a unit root against the alternative that the variable
was generated by a stationary process. Overall, the results from ADF tests suggest that
the measures of both financial development and international trade are I(1) in most of
7. However, although the PP procedure has the advantage of being robust to specification errors, it is
more size distorted than the ADF tests when ∆Yt has an ARMA representation with a large and negative
MA component (Schwert, 1989).
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countries. Their values in levels are nonstationary whilst their values in first differences are
stationary. The hypothesis that the logarithm of Private Credit and M2 contains a unit
root cannot be rejected for the countries with exceptions of Honduras, Japan, Mexico, and
Venezuela. M2 is only stationary in Japan, Mexico, and Venezuela while Private Credit
is stationary in Honduras, Mexico, and Venezuela. Also, the hypothesis of a unit root
in the the logarithm of Total Trade cannot be rejected for the countries with exceptions
of Canada, Egypt, El Salvador, Guatemala, Honduras, and Korea. Rep.. However, for
Manufacturing Trade this hypothesis is rejected only for 2 of the 21 countries of our
sample (Israel and Venezuela).
As indicated in Subsection 3.1, the next step is to test for the existence of a possible
stable relationship between the measures of financial development and those of interna-
tional trade. For this purpose we test for the existence of a cointegrating relationship
between finance and trade using the well known Engle-Granger technique (Engle, 1987).
All stationary series are not considered in theses tests. Table 7 in Appendix presents the
results of cointegration tests, with ADF test statistics. 8 As in the unit root tests, the lag
length is determined automatically based on AIC. These results suggest that one of our
measures of financial development is cointegrated with at least one measure of internatio-
nal trade in 14 countries (Australia, Canada, Denmark, Egypt, Guatemala, India, Israel,
Japan, Korea. Rep., Malaysia, New Zealand, Paraguay, Philippines, Thailand). 9 Seven
of the 21 countries show no evidence of cointegration between any measures of financial
development and international trade (Algeria, Argentina, El Salvador, Israel, Philippines,
Thailand, and United States). Countries which show no evidence of cointegration between
any measures of international trade and financial development are Algeria, Argentina,
Australia, El Salvador, Honduras, Malaysia, and United States. However, these results
do not necessarily imply the existence of a stable economic relationship between financial
development and international trade. This may be explain by a possible non-linear rela-
tionship or the choice of our measures of financial development and international trade.
Given these results, causality tests are carried out using two types of procedures, namely
ECM-based causality tests and Causality tests based on first difference VARs.
8. ADF test statistic are those of the ADF tests for unit root in the cointegrating regression residuals.
9. Using Johansen (1988)’s procedure does not alter our findings on the cointegration between financial
development and international trade. These results are available upon request.
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4.2. ECM-based causality tests
ECM-based causality tests are carried out using the Engle-Granger cointegrating vec-
tors for countries for which there is at least one pair of measures of financial development
and international trade showing evidence of cointegration. The results of these tests are
presented in Table 2 and 3. Table 2 presents the results of causality tests between the
measures of financial development and Manufacturing Trade whilst Table 3 presents those
between the measures of financial development and Total Trade. F -test and t-test statis-
tics are reported to test whether the causality comes from the lagged dynamic terms, the
error correction term or both, under the null hypotheses of non-causation.
The results presented in Table 2 reject Granger non-causality between financial deve-
lopment and international trade, when Manufacturing Trade is employed. The hypothesis
of non-causality from Private Credit to Manufacturing Trade is rejected at the 5% level
in one of the three countries examined (India) whilst the hypothesis of non-causality from
Manufacturing Trade to Private Credit is rejected in the two other countries (Denmark
and Paraguay). These causation come from the error correction term, with exception of
Paraguay where we find evidence for the two sources of causation. On the other hand,
where M2 is used as the financial development indicator, these results reject the hypo-
thesis of non-causality from M2 to Manufacturing Trade at least at the 5% level, with
exception of Israel. Furthermore, Granger non-causality from finance to trade is rejected
with exceptions of only 2 of the 6 countries considered when using M2 (Egypt and Gua-
temala). This can be explained by the fact that the broad money stock is not as relevant
as the Private Credit to measure the level of financial development. Once again, the cau-
sation comes mainly from the error correction term. The hypothesis of non-causality from
Manufacturing Trade to M2 is rejected in 3 of the 6 countries examined (India, Philip-
pines, and Thailand). Denmark is found to experience a bi-directional causality between
M2 and Manufacturing Trade.
In Table 3, we present results using Total Trade as the indicator of international trade.
The hypothesis of non-causality from Private Credit to Total Trade is rejected in 5 of the
8 countries examined (Australia, Egypt, Guatemala, Korea. Rep., and Malaysia) whilst
the hypothesis of non-causality from Total Trade to Private Credit is rejected in 50%
of the countries (Australia, Canada, Guatemala, and Korea. Rep.). As before, the error
correction term is found to be the main source of the causation. We find evidence for
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double causality in 3 countries (Australia, Guatemala, and Korea. Rep.). The hypothesis
that M2 does Granger-cause Total Trade is rejected in 6 of 10 countries considered whilst
the reverse non-causality is also rejected in 6 countries. In this case, the causation seems
to come from the lagged dynamic terms.
On the whole, these results show that the relationship between financial development
and international trade might be more robust when using Private Credit and Manufactu-
ring Trade as the measure of financial development and international trade, respectively.
This is consistent with the idea mentioned in Subsection 3.2. Sectors of goods with increa-
sing returns to scale (manufactured goods) enjoy from a higher level of external finance
more than sectors of other goods, due to gains from economies of scale. Furthermore,
results from ECM-based causality tests indicate that financial development is strongly
linked to international trade, with a direction of causality varying across countries. The
Granger causality from financial development to international and the Granger causality
from international trade to financial development coexist.
4.3. Causality tests based on first difference VARs
With regard to countries for which there is no evidence for cointegration between
financial development and international trade, we conduct causality tests based on first-
difference VARs. This is the case of countries with stationary series and those which
show no evidence for cointegration for pairs of variables. In Table 4 and 5 we present the
results using first-differenced VARs and report the F -tests for the joint significance of the
dynamic terms. Table 4 presents the results of causality tests between the measures of
financial development and Manufacturing Trade whilst Table 5 presents those between
the measures of financial development and Total Trade.
In Table 4, where the financial indicator used is the Private Credit, the results show
that there is evidence for causality in all of the 18 countries examined. For 6 of these 18
countries the direction of causality run from Manufacturing Trade to Private Credit while
there is evidence for the reverse causality in Japan. For 11 of the 18 countries, we find
evidence for bi-directional causality. A very similar picture is painted when using M2 as
the indicator of financial development. In this case, there is evidence of causality between
financial development and international trade in the countries considered, with exception
of Malaysia. In Canada, El Salvador, and Japan, there is evidence of causality running from
M2 to Manufacturing Trade and evidence for the reverse causality in Algeria, Australia,
19
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Table 4 – Causality tests based on first difference VARs : D.Private Credit, D.M2, and
D.Manufacturing Trade
Country
H0 H0
D.PC
NO→
D.MT
D.MT
NO→
D.PC
k AIC n
D.M2
NO→
D.MT
D.MT
NO→
D.M2
k AIC n
Algeria 1.68 9.48*** 5 -2.42 31 0.48 2.36* 6 -3.97 30
Argentina 2.35* 3.11** 9 -3.14 39 3.23** 2.10* 7 -3.92 41
Australia 2.17 4.52** 12 -5.35 31 0.73 3.05** 7 -6.46 36
Canada 4.48** 2.56* 12 -5.04 34 2.18* 1.19 9 -5.40 37
Egypt 0.96 7.06** 1 -2.55 44 2.52** 3.25** 7 -4.03 38
El Salvador 2.13* 1.99* 9 -0.81 38 2.86* 1.47 2 -3.19 45
Guatemala 4.04*** 2.44* 6 -3.87 39 2.16* 2.24* 7 -3.86 38
Honduras 3.23** 2.22* 7 -3.74 37 5.59*** 4.24** 3 -4.87 41
Israel 0.95 2.04* 8 -5.42 40 - - - - -
Japan 7.73*** 1.80 12 -8.43 35 7.27*** 0.40 12 -8.56 35
Korea. Rep. 2.71** 3.00** 6 -7.03 41 2.46* 10.55*** 2 -6.45 45
Malaysia 0.70 5.63*** 5 -4.34 40 0.19 1.70 3 -4.12 42
Mexico 2.38* 3.70** 12 -2.37 36 4.41** 7.43*** 2 -4.58 46
New Zealand 0.44 4.15*** 4 -4.79 36 0.37 2.51* 4 -6.07 36
Philippines 2.18* 2.02* 6 -2.27 42 - - - - -
Thailand 2.46** 2.25* 10 -3.12 38 - - - - -
United States 2.59** 3.76*** 9 -7.49 38 2.92** 2.18* 8 -8.41 39
Venezuela 2.33* 3.82** 11 -2.76 35 2.78** 2.76** 11 -3.51 35
Note : PC, M2, MT, and TT denote Private Credit, M2, Manufacturing Trade, and Total Trade, respec-
tively.
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and New Zealand. Once again, we find strong evidence for bi-directional causality between
financial development and international trade.
Table 5 – Causality tests based on first difference VARs : D.Private Credit, D.M2, and
D.Total Trade
Country
H0 H0
D.PC
NO→
D.TT
D.TT
NO→
D.PC
k AIC n
D.M2
NO→
D.TT
D.TT
NO→
D.M2
k AIC n
Algeria 1.06 3.88** 6 -0.27 31 1.31 2.46* 9 -1.95 28
Argentina 0.86 2.75** 9 0.03 40 2.03* 0.82 10 -0.30 39
Australia - - - - - 3.93* 3.19* 12 -6.85 31
Denmark 2.34* 0.82 9 -2.05 39 - - - - -
El Salvador 2.72** 3.01** 4 -2.68 44 7.18*** 0.33 3 0.33 45
Honduras 2.08* 0.50 7 -3.53 38 3.74* 2.04 1 2.04 44
India 0.12 2.93* 2 -4.64 47 - - - - -
Israel 4.79** 0.44 1 -3.57 48 0.88 2.99** 11 -1.32 38
Japan - - - - - 0.67 0.13 2 -4.84 46
Malaysia - - - - - 2.50* 2.14* 5 -3.84 41
Mexico 1.01 7.10*** 3 -2.77 46 2.03* 1.21 8 -2.94 41
Paraguay 0.61 2.17* 4 -1.84 45 - - - - -
Philippines 0.86 2.48** 9 -2.84 40 - - - - -
Thailand 2.48* 2.93** 3 -4.62 46 - - - - -
United States 4.29*** 2.71** 5 -6.10 43 3.17* 1.13 1 -7.29 47
Venezuela 0.65 2.98* 2 -1.96 45 2.52** 3.18** 9 -2.32 38
Note : PC, M2, MT, and TT denote Private Credit, M2, Manufacturing Trade, and Total Trade, respec-
tively.
In Table 3, we present results of the causality tests between the measures of finan-
cial development and Total Trade. When the Private Credit is used, we find evidence for
causality between financial development and international trade in all of the 13 countries
considered. Denmark, Honduras, Israel exhibit one-way causality running from Private
Credit to Total Trade. In 7 of the 13 countries, there is evidence of causality running
21
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from Total Trade to Private Credit (Algeria, Argentina, India, Mexico, Paraguay, Phi-
lippines, Venezuela). In El Salvador, Thailand, and United States, we find evidence for
bi-directional causality. When we use the M2 as the measure of financial development, we
find evidence for causality between financial development and international trade in the
countries examined, with exception of Japan. As mentioned above, our preferred measures
of financial development and international trade are the Private Credit and Manufacturing
Trade, respectively. Of the 11 countries, 5 countries (Argentina, El Salvador, Honduras,
Mexico, and United States) exhibit one-way causality running from M2 to Total Trade
whilst there are only 2 countries (Algeria and Israel) where the direction of causality
runs from Total Trade to M2. However, Australia, Malaysia, and Venezuela exhibit strong
bi-directional causality between M2 and Total Trade.
In sum, the results in Tables 2, 3, 4 show that financial development is strongly asso-
ciated to international trade. The direction of the causality varies across countries. The
Granger causality from financial development to international and the Granger causality
from international trade to financial development coexist. Furthermore, these results show
that there is a bi-directional relationship between the level of financial development and
international trade.
These results reconcile the two opposing views in the empirical literature on the
finance-trade nexus. On the one hand, there is empirical support that countries with
better-financial sectors will tend to specialize in industries that rely on external finance
(See, for instance, Beck, 2002, 2003; Becker & Greenberg, 2007; Manova, 2005; Svaleryd
& Vlachos, 2005). On the other hand, a number of studies find evidence for the reverse
link : international trade lead to financial sector development, mainly due to an increasing
demand for financial services by foreign-oriented sector (see for instance Do & Levchenko,
2007; Huang & Temple, 2005; Baltagi et al., 2009). Whereas these studies find evidence
only for one-way causality running either from finance to trade or from trade to finance,
we show that a bi-directional relationship between the level of financial development and
international trade may also exist. Furthermore, it is apparent that the causality patterns
vary across countries. On average, financial development contributes more to the causal
relationship in the developing countries than in the developed countries. However, some
caution must be exercised in interpreting economically the Granger-causality tests, par-
ticularly when the causality appears to be the result of some intrinsic property of the
system rather than a prediction. In order to ensure that our baseline results are not due
22
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to an artifact, we conduct some robustness checks in panel data framework.
5. Robustness : Initial financial development, trade
and the issue of causality
The design of our robustness tests is based on the tradition of cross-country empirical
studies on the association between financial development and the real economy (See for
instance WorldBank, 1989; Barro, 1991; Roubini & Sala-i Martin, 1992; King & Levine,
1993; Levine, 1997). We implement these robustness tests by studying the association
between the level of financial development and future levels of international trade and
then we look at the association between international trade and future levels of financial
development. Therefore, we estimate the following regressions :
Tradeit = α
1 + β11Financeit + β
1
2Xit + µi + γt + it (7)
Financeit = α
2 + β21Tradeit + β
2
2Xit + µi + γt + it (8)
where Tradeit is one of the two indicators of international trade and Financeit is one of the
two indicators of financial development for the country i in period t. X represents a set of
conditioning to control for other factors associated with international trade in Equation
7 and financial development in Equation 8. α, β1, and β2 are unknown parameters to
be estimated. µ, γ, and  are respectively country fixed effects, time fixed effects, and
idiosyncratic error term. Country fixed effects control for any fixed effects common across
countries while time dummies allow us to account for business cycle effects. In line with
the empirical literature on the relationship between finance and trade, we control for the
Initial real GDP per capita, the Total population, inflation, and the ratio of net inflows of
Foreign direct investment (FDI) to GDP as a proxy of financial openness. We also control
for the Growth rate of terms of trade. In these equations, β11 and β
1
1 are our coefficients
of interest.
5.1. Initial financial development and the issue of causality
In this sub-section, we examine the relationship between the initial values of the fi-
nancial development at the beginning of considered periods and subsequent international
trade using ordinary least squares (OLS) regressions. Equation 7 is estimated on our
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sample of 21 countries and on a sample of nonoverlapping five-year averages of all the va-
riables from 1961-1965 to 2006-2010. Furthermore, this regression is also run on a sample
of nonoverlapping ten-year averages of all the variables from 1961-1970 to 2001-2010. The
regression results are presented in Table 6. Estimates using five-year averages and ten-year
averages are reported in Columns 1-4 and Columns 5-8, respectively. Interestingly, these
results indicate that all the coefficients on financial development are statistically signi-
ficant, with exception of Total Trade regressions (Columns 7 and 8). This also implies
an economically important relationship between financial development and international
trade. For example, the coefficient of 0.099 on initial Private Credit in Column 1 implies
that a country that increased initial Private Credit from the mean of the slowest growing
quartile of countries to the mean of the fastest growing quartile of countries would have
increased its subsequent ratio of manufacturing trade to GDP by about 0.113 percent.
This represents about 0.434 of a standard deviation of the ratio of manufacturing trade
to GDP. A 10 percent exogenous increase in the initial M2 is associated with an increase
of about 1.5 percentage points in the subsequent ratio of manufacturing exports (column
2). Very, similar results are found when using Total Trade as the measure of trade flows.
These results support the idea that the level of financial development is a good pre-
dictor of subsequent international trade. This is particularly the case Private Credit is
the indicator of financial development and when Manufacturing Trade is the dependent
variable. Furthermore, our measures of international trade are associated with the initial
real GDP per capita, inflation, and the growth rate of terms of trade over the next five
and ten years.
5.2. Initial trade and the issue of causality
As in the previous subsection, the second robustness test is to analyze the relationship
between the initial values of international trade at the beginning of considered periods and
subsequent levels of financial development using OLS regressions. As previously, Equation
8 is estimated a sample of nonoverlapping five-years averages of all the variables from
1961-1965 to 2006-2010, as well as on ten-year averages of all the variables from from
1961-1970 to 2001-2010. Table 7 summarizes these results. The estimates using five-year
averages and ten-year averages are reported in Columns 1-4 and Columns 5-9, respectively.
The set of control variables is identical to those in the previous subsection.
These results indicate that countries with higher levels of trade openness experience
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higher levels of financial development. Initial Manufacturing Trade and Initial Total Trade
enter significantly positive in our regressions, with exception of regressions 4 and 8 when
using M2 as the measure of financial development and when Total Trade is the dependent
variable. This is consistent with the results of Granger-causality tests and could be ex-
plained by the fact that sectors of goods with increasing returns to scale (manufactured
goods) enjoy from a higher level of external finance more than sectors of other goods,
due to gains from economies of scale. The effect of international trade on financial de-
velopment is economically significant. For example, the coefficient of 1.017 on the Initial
Manufacturing Trade in Column 1 implies that moving from the 25th to the 75th percen-
tile of the initial level of Manufacturing Trade results in an increase in Private Credit of
0.451 percent points, or about 0.556 of a standard deviation of Private Credit. As for the
Initial Total Trade, the coefficient of 0.376 in Column 2 implies that moving from the 25th
to the 75th percentile of the initial level of Total Trade leads to an increase in Private
Credit of 0.302 percent points, or about 0.373 of a standard deviation of Private Credit.
Consequently, the data support the hypothesis that the level of trade openness is a good
predictor of subsequent level of financial sector development. Furthermore, our measures
of international trade are associated with the initial real GDP per capita, inflation, and
the growth rate of terms of trade over the next five and ten years.
In sum, results in Table 6 and 7 confirm the results from our Granger-causality tests.
Financial development is strongly associated with trade openness. We find that, not only,
the level of financial development is a good predictor of subsequent international trade,
but also countries with higher levels of trade openness experience higher levels of financial
development.
6. Concluding remarks
In this paper, we explored the empirical association between the level of financial sector
development and the trade openness using improved time series techniques. After establi-
shing the order of integration of each variable and testing for cointegration, we carried out
ECM-based causality tests and Causality tests based on first difference VARs. Our results
indicate that financial development is strongly and robustly linked to international trade,
with a direction of causality varying across countries. The Granger causality from finance
to trade and that from trade to finance coexist. On average, Financial deepening seems
27
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to contribute more to the causal relationships in the developing countries than in the
developed countries. These benchmark results on the link between financial development
and international trade are robust to a number of robustness checks based on estimates
on a sample of nonoverlapping five-year and ten-year averages.
Our results have policy implications for both financial and foreign-oriented sectors.
Financial sector policies that raise the access to financial services and reduce credit
constraints may lead to increased comparative advantage in industries that use more
outside finance, especially in manufactured goods. Such financial policies should dispro-
portionately help foreign-oriented firms (or industries) for their growth. Alternatively,
policy reforms that promote the foreign-oriented sector may lead to a increased demand
for financial services and to financial sector development.
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