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We use a co-trapped ion (88Sr+) to sympathetically cool and measure the quantum state popula-
tions of a memory-qubit ion of a different atomic species (40Ca+) in a cryogenic, surface-electrode
ion trap. Due in part to the low motional heating rate demonstrated here, the state populations of
the memory ion can be transferred to the auxiliary ion by using the shared motion as a quantum
state bus and measured with an average accuracy of 96(1)%. This scheme can be used in quantum
information processors to reduce photon-scattering-induced error in unmeasured memory qubits.
I. INTRODUCTION
Trapped atomic ions are promising candidates for the
qubits for large-scale quantum processors. High-fidelity
measurement and control of systems consisting of sev-
eral ions have already been demonstrated. As the num-
ber of qubits in quantum processors continues to grow,
however, additional challenges will need to be addressed.
For example, the fidelity of two-qubit operations is al-
ready limited by motional heating in several state-of-the-
art trapped-ion experiments [1, 2], but scalable quantum
processor architectures will likely require that the ions
be trapped close to the trap electrode surfaces, where
the motional heating rate is known to be high [3, 4]. Ad-
ditionally, trapped-ion quantum state measurement typ-
ically involves the scattering of photons, which can cause
significant computational error if these photons are ab-
sorbed by nearby unmeasured qubits.
The challenges presented by motional heating and
scattering-induced error can both be mitigated with the
inclusion of an auxiliary ion of another atomic species.
The Coulomb interaction couples the motion of the ions,
and the shared motion can be sympathetically laser
cooled by addressing only the auxiliary species [5–7]. As
the cooling lasers are very far detuned from all transi-
tions in the memory ions, the effects of motional heating
are eliminated without compromising memory qubit co-
herence. The auxiliary ion can also be used for quantum
state measurement; by first mapping the memory ion’s
quantum state populations to the auxiliary ion’s inter-
nal states, detection can similarly proceed using light far
detuned from all memory ion transitions.
Similar techniques have been implemented in previ-
ous demonstrations. For example, single-shot quantum-
logic-assisted schemes have been used to transfer state
population between ions, but with lower measurement
accuracies [8, 9]. In other work, adaptive quantum non-
demolition measurements have been used to achieve very
∗ colin.bruzewicz@ll.mit.edu
high readout fidelities, though these measurements re-
quire several time-consuming detection cycles that would
slow the operation of a quantum processor [10]. In addi-
tion, they take advantage of a unique energy level struc-
ture that is not readily extensible to the ion species typ-
ically used for quantum processing. An alternate scheme
using auxiliary ions of the same species has been em-
ployed [11], but this method adds undesirable computa-
tional overhead, as single-qubit operations are required
to shelve and subsequently deshelve unmeasured mem-
ory ion state amplitudes in non-resonant levels before
and after detection. State-readout based on sophisti-
cated inter-species conditional-NOT gates has also been
demonstrated elsewhere [1]. As we show here, however,
comparable measurement accuracy can be achieved with
a more straightforward quantum-logic-assisted scheme.
Using single-shot, quantum-logic-assisted readout, we
measure the quantum state populations of a calcium ion
with an average accuracy of 96(1)% by monitoring the
state-dependent fluorescence of an auxiliary strontium
ion in a cryogenic, surface-electrode trap. We also de-
termine the motional heating rates of the axial modes
following sympathetic cooling and find them to be suffi-
ciently low to support high-fidelity inter-species quantum
logic. The high performance of these techniques permits
shifting the necessary tasks of cooling and state mea-
surement to a second species, which can reduce control
error, crosstalk, and decoherence in a trapped-ion quan-
tum processor.
II. EXPERIMENT
Both ion species (40Ca+ and 88Sr+) are loaded from
pre-cooled beams of neutral atoms. The atomic beams
are generated from independent, spatially-overlapped,
two-dimensional magneto-optical traps (2D-MOT) that
are separated from the ion trapping chamber by a nar-
row differential pumping tube [12]. In the trapping cham-
ber, the ion species are photoionized individually by res-
onant two-step processes shown schematically in Fig. 1.
The ions are confined and subsequently Doppler cooled
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FIG. 1. (Color online) Relevant energy levels for cooling and
manipulation of neutral and singly-ionized 88Sr and 40Ca.
approximately 50 µm from a segmented, linear, surface-
electrode Paul trap made from photolithographically pat-
terned niobium on a sapphire substrate. The trap chip is
wirebonded to a ceramic pin grid array that is inserted
into a chip carrier assembly attached to the cold head
of a closed-cycle cryocooler. This cryogenic system per-
mits operation of the ion trap at temperatures below 8 K,
where motional heating rates are known to be much lower
than when operated at room temperature [13]. Under
these conditions, the trap lifetime of the mixed-species
chain is several hours.
To reduce off-resonant excitation during quantum-
logic-assisted readout, the lasers driving the narrow
S1/2 → D5/2 qubit transitions are filtered using high-
finesse optical cavities [14, 15]. The small amount of
light transmitted through the cavities (∼10 µW) is used
to injection lock diode lasers that seed tapered ampli-
fier systems, providing sufficient laser power to drive the
qubit transitions.
III. RESULTS
When implementing sympathetic cooling, each experi-
mental trial begins with a stage of Doppler cooling of all
the motional modes using the strong S1/2→ P1/2 tran-
sition of the coolant ion. The in-phase and out-of-phase
motion of the ion chain along the axis of the trap can then
be separately cooled to the ground state using pulsed
resolved sideband cooling on the narrow S1/2 → D5/2
transition of the coolant ion. When cooling both ax-
ial modes, sideband cooling pulses addressing the differ-
ent motional modes are interspersed to minimize heat-
ing of the other mode due to spontaneous emission. Al-
though either species can be used for sympathetic cool-
ing or memory, the longer spontaneous lifetime of the
40Ca+3D5/2 state (τ ≈ 1.2 s) suggests its use as the
memory ion [16]. Hence, for all of the measurements pre-
sented here, 88Sr+ is used as the sympathetic coolant.
After cooling to the ground state, motional heating
rates are determined by measuring the average occupa-
tion n¯ of a particular mode after a variable delay time
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FIG. 2. (Color online) Axial heating rate of a single Sr+ ion
and the in-phase motion of a mixed species Sr+/Ca+ chain.
In the mixed-species experiments, sideband amplitudes were
measured by addressing the Sr+ ion. Solid lines are linear fits
to the measured data; extracted heating rates are given in
the main text. Error bars reflect uncertainty in the extracted
value of the average occupation n¯ with quantum projection
noise propagated throughout the fitting procedure.
using the sideband amplitude ratio technique [17]. Fig-
ure 2 shows the measured motional heating rates for a
single 88Sr+ ion as well as both axial modes of a mixed-
species chain. The heating rate of a single ion is measured
as 5.2(5) quanta/s for a 1.2 MHz axial trap frequency.
This value is in line with previous measurements using
ion traps operated at cryogenic temperatures [18, 19].
The 1.3 MHz Sr+/Ca+ in-phase motional heating rate
is 9.1(7) quanta/s, independent of whether the out-of-
phase motion is also cooled. The observed heating rate
of the in-phase motion is consistent with the predicted
value calculated from the single-ion heating rate and the
Sr+/Ca+ modal eigenvectors [20], assuming a 1/f scal-
ing of the electric-field noise spectral density. Based on
measurements after delays of 100 and 200 ms, the heating
rate of the 2.7 MHz out-of-phase mode is 0.5(4) quanta/s.
This lower heating rate reflects the suppressed sensitiv-
ity of the out-of-phase mode to spatially-uniform electric-
field noise [21]. High precision measurement of this heat-
ing is limited by drifts in experimental parameters, such
as the magnetic field, during the long delay times neces-
sary to observe significant red sideband amplitude.
Using the techniques of quantum logic spectroscopy [8],
we have observed Rabi oscillation of the memory ion by
measuring the resonant fluorescence of the auxiliary ion.
In these experiments, both axial motional modes are first
cooled to the ground state, and the ions are each ini-
tialized to a single Zeeman sublevel by optical pump-
ing. The ion chain is then illuminated for a variable time
on the |S〉Ca ≡ 4S1/2 → |D〉Ca ≡ 3D5/2 calcium car-
rier transition to put the memory ion in a superposition
of its internal states (denoted as “Rabi” in Fig. 3(a)).
Resonant pi-pulses on the first-order, red, in-phase mo-
3tional sidebands (“RSBpi” in Fig. 3(a)) of calcium and
then strontium transfer the |D〉Ca state amplitude to the|D〉Sr ≡ 4D5/2 state using the shared motion as a quan-
tum state bus. The idealized evolution of the ions’ elec-
tronic and motional states during the pulse sequence is
given by
Initialize : |ψ〉0 = |S〉Ca |S〉Sr |0〉
Ca+ Rabi : |ψ〉1 =
(
α |S〉Ca + β |D〉Ca
) |S〉Sr |0〉
Ca+ RSBpi : |ψ〉2 = α |S〉Ca |S〉Sr |0〉+ β |S〉Ca |S〉Sr |1〉
= |S〉Ca |S〉Sr (α |0〉+ β |1〉)
Sr+ RSBpi : |ψ〉f = α |S〉Ca |S〉Sr |0〉+ β |S〉Ca |D〉Sr |0〉
= |S〉Ca
(
α |S〉Sr + β |D〉Sr
) |0〉 , (1)
where |S〉Sr ≡ 5S1/2 and |0〉 or |1〉 denotes the vibrational
occupation of the in-phase motional mode.
The |S〉Sr state population is then determined by
measuring state-dependent fluorescence from the strong
5S1/2→5P1/2 strontium transition at 422 nm. By vary-
ing the length of the initial calcium carrier transition
pulse, we observe high contrast Rabi oscillation that can
be compared to oscillation measured using direct read-
out of the calcium ion state using the 4S1/2 → 4P1/2
calcium transition at 397 nm without implementing the
sequence of red-sideband pi-pulses. As shown in Fig. 3,
the quantum-logic-assisted readout data closely follow
the Rabi oscillation data gathered using standard state-
dependent fluorescence.
Fitting these data to Rabi oscillation lineshapes yields
an average overall single-shot quantum state population
transfer and readout efficiency of 96(1)%. The discrep-
ancy between the two readout techniques suggests that
the red sideband pulses used for quantum logic are not
true pi-pulses and that the excited state amplitude of the
memory ion is not fully transferred to the auxiliary read-
out ion. The pulse infidelity is likely dominated by fre-
quency errors caused by magnetic field fluctuations as
well as AC Stark shifts induced by off-resonant coupling
to nearby carrier transitions [22]. The measured motional
heating rate contributes negligible error to the quantum
state transfer and readout.
Composite pulse sequences could be used to increase
the red sideband pi-pulse fidelities in this scheme, but
the longer pulse time required to implement such se-
quences puts additional requirements on the coherence
of the lasers used to drive the transitions [23, 24]. Even
if the sideband pi-pulses are made perfectly accurate, the
state population readout accuracy of this scheme will still
be limited by the ability to completely cool the shared ion
motion to the ground state, as the red sideband pulses
will drive transitions from higher-lying motional states,
if occupied. However, measurement error of the magni-
tude demonstrated here may still be made compatible
with fault-tolerant quantum computation, if the com-
putational gate errors remain below the error-correction
threshold [25, 26]. For example, high-fidelity conditional
logic gates between the memory qubit and M additional
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FIG. 3. (Color online) (a) Schematic representation of the
laser pulse sequences used in standard state-dependent fluo-
rescence detection and quantum-logic-assisted readout of cal-
cium. The red sideband pi-pulses are 59 µs and 37 µs long for
Ca+ and Sr+, respectively. SBC: Sideband cooling of the axial
motion. OP: Optical pumping to a single Zeeman sublevel of
the S1/2 state. RSBpi: Red sideband pi-pulse of the in-phase
motion. DC: Doppler cooling. (b) Comparison of Rabi os-
cillation measured using direct calcium state detection (red)
and using quantum-logic-assisted readout (blue). Solid lines
are fits to Rabi oscillation lineshapes. Error bars reflect sta-
tistical uncertainty associated with quantum projection noise
after 200 experimental trials per point.
ancilla ions of the same species can be used to encode the
memory qubit state into a larger entangled state given by
|ψ〉 = α |S〉Ca |S〉Ca(1) |S〉Ca(2) · · · |S〉Ca(M) +
β |D〉Ca |D〉Ca(1) |D〉Ca(2) · · · |D〉Ca(M) . (2)
The calcium state populations can then be mapped to the
internal states of M + 1 strontium ions by implementing
the quantum logic sideband pulse sequence for each of the
M + 1 mixed-species ion pairs. Measuring the strontium
ions’ states and accepting the majority outcome would
4reduce the overall measurement error, despite the imper-
fect population transfer demonstrated here. These steps
can be performed in parallel, yielding improved readout
accuracy without significant additional time overhead.
Quantum-logic-assisted readout offers significant ad-
vantages over single-species operation by reducing the
errors accrued by unmeasured memory qubits due to
incidental resonant photon scatter. Assuming isotropic
emission from a fluorescing ion, the absorption probabil-
ity of a neighboring ion per emitted photon P is given
by the ratio of the absorption cross-section to the sur-
face area of a sphere with radius equal to the ion sep-
aration [27]. The total photon scattering-induced error
probability during state readout Ptot increases monotoni-
cally with the number of emitted photons, but in order to
differentiate between the fluorescing and non-fluorescing
states with the desired accuracy, a sufficient number of
photons must be detected. For total photon collection
efficiency ηcoll and N emitted fluorescence photons, this
state-discrimination error probability can be made very
small (< 10−4) for even relatively small numbers of de-
tected photons (nd=ηcollN≥10) [21].
Scattering-induced error probabilities based on the res-
onant cross-section of calcium and experimentally rea-
sonable parameters (ηcoll=0.1 and nd=10) are shown in
Fig. 4. Based on these estimates, calcium ions must be
separated by at least 30 µm during detection to achieve
photon scattering error at the 10−4 level. This separa-
tion is significantly larger than the values observed in
typical experiments using linear ion traps. Hence, in
closely-spaced ion systems, quantum-logic-assisted read-
out would reduce scattering-induced memory errors dur-
ing state detection by many orders of magnitude. For
example, a 40Ca+ ion located 5 µm from a 88Sr+ ion
would incur an error probability of less than 10−13.
Although this readout technique can significantly re-
duce scattering-induced error during state detection, po-
tentially destructive spontaneous emission still occurs
during the optical pumping process that initializes the
memory ion in a single Zeeman sublevel of the S1/2
state. Specifically, decay from the excited P3/2 state
generates photons (λCa = 393 nm) resonant with nearby
memory ions in the S state. Fortunately, fewer photon
emission events are needed for high-fidelity state prepa-
ration (NOP ≈ 10) compared to fluorescence detection
(N ≈ 10/ηcoll), so the error probability for a nearby ion
is reduced. For typical ion separation of 5 µm in a linear
trap, the associated error from photon scattering during
optical pumping is approximately 7 × 10−4. Increasing
the ion separation to 14 µm reduces this error below 10−4.
In addition to the fluorescence light emitted by other
ions, laser scattering from nearby optics and electrode
surfaces will give rise to unwanted resonant photon flux
during quantum state measurement. The error rates as-
sociated with this type of loss are in general difficult
to model and dependent on the system under study.
Quantum-logic-assisted readout using an auxiliary ion of
another species reduces the scattering rate of the very
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FIG. 4. (Color online) Calculated photon scattering prob-
abilities due to spontaneous emission for a Ca+ ion during
state detection (blue) and optical pumping (red) of a nearby
Ca+ ion. The total scattering probabilities Ptot are given by
1−(1−P )N , where P is the scattering probability per photon
emitted from the neighboring ion and N is the total number
of emitted photons. For state detection, the average number
of detected photons is set to nd = 10 and the collection effi-
ciency is taken as ηcoll=0.1, yielding an average total photon
emission count N = 100. For optical pumping, the photon
scattering count is set to NOP=10.
far-detuned detection light, independent of its origin, to
a negligibly small level for any experimentally feasible
separation. Scattering of photons associated with mem-
ory qubit optical pumping, however, can still lead to er-
ror. Given the lower laser powers and smaller number
of scattered photons necessary for optical pumping, the
predicted effects are reduced by an order of magnitude
compared to those that would be caused by resonant de-
tection light.
IV. CONCLUSION
Here we have demonstrated high-fidelity quantum-
logic-assisted state readout of a memory ion in a mixed-
species chain with an average overall population trans-
fer and readout efficiency of 96(1)%. By implement-
ing sympathetic cooling and state-dependent fluores-
cence measurement using an auxiliary co-trapped species,
the amount of spontaneously-emitted light resonant
with memory ion transitions has been significantly re-
duced. This technique shows great promise for reducing
scattering-induced error in the unmeasured qubits of a
closely-spaced trapped-ion system. With the inclusion of
additional ancilla qubits, quantum-logic-assisted readout
may permit state measurement in a large ion-trap array
with error rates compatible with fault-tolerant quantum
processing.
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