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Abstract
A unified extension of the gradient flows and the double bracket equations of Chu–Driessel and Brockett is
obtained in the frame work of reductive Lie groups. We examine the gradient flows on the orbit in the Cartan
subspace of a reductive Lie algebra, under the adjoint action. The results of Chu–Driessel and Brockett are
corresponding to the reductive groups GL(n,R) and O(p,q).
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1. Introduction
Given a real n × n symmetric matrix x0, the isospectral surface [7] of x0 is defined to be the set
O(x0) = {kx0k−1: k ∈ O(n)} where O(n) is the orthogonal group. In other words, O(x0) is the set of
n× n symmetric matrices cospectral with x0, by the spectral theorem for real symmetric matrices. Chu
and Driessel [7] studied the first two and Chu [6] considered the last one of the following optimization
problems.
1. Given a real n× n symmetric matrix z, find x ∈O(x0) that minimizes (maximizes)
−1
2
‖x − z‖2.
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−1
2
‖x − diag x‖2.
3. Given a diagonal n× n real matrix a, find x ∈O(x0) that minimizes (maximizes)
−1
2
‖diagx − a‖2,
where ‖ · ‖ is the Frobenius matrix norm, that is, ‖x‖2 = trxxT. Similar consideration was given [7] for
p× q real matrices with prescribed singular values.
Brockett [3] independently studied problem 1 and later studied problems 1 and 3 in the context of
compact connected semisimple Lie groups. The main results in [7] and [3] for problem 1 are the gradient
flows of the functions
Φ :O(n)→R, k 
→ 1
2
∥∥kx0k−1 − z∥∥2,
and
ϕ :O(x0)→R, x 
→ 12‖x − z‖
2.
The gradient flow of ϕ with respect to the normal metric (see the next section for the definition) on the
tangent space of O(x0) at a point x ∈O(x0) is
dx
dt
= [x, [x, z]],
where [·, ·] denotes the Lie bracket. It turns out that this flow is indeed the projection of the gradient flow
of Φ (with respect to the left-invariant Riemannian metric on the tangent space of O(n)):
dk
dt
= k(t)[k(t)−1x0k(t), z],
along the curve x(t)= k(t)−1x0k(t) lying in O(x0).
However, the results [7] for p× q matrices look different, apparently:
dX
dt
=ZXTX−XZTX+XXTZ −XZTX.
It is the gradient flow of a similarly defined ϕ on the set of p × q matrices with prescribed singular
values. This does not look like a double bracket equation but we will see that it is merely deceptive and
the equation comes from a double bracket equation and the key is the reductive group O(p,q).
The tool used in [7] and [3] is matrix differentiation. Chu and Driessel [7] extended the domain O(n)
of Φ to the set of n×n real matrices. By taking Fréchet derivative of the extended function, they obtained
the gradient and then project it back to the tangent space of O(n). Thus they obtained the double bracket
equation and called the approach projected gradient method which is also used in some other papers of
Chu [5,6]. The term “projected gradient” in [7] is different from the projected gradient flow with respect
to the normal metric that we already mentioned. Our approach will be more direct.
One may rewrite
−1‖x − z‖2 = B(x, z)+ c,
2
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scalar multiple). Then the study is reduced to that of
Φ :O(n)→R, k 
→B(kx0k−1, z)
and
ϕ :O(x0)→R, x 
→ B(x, z).
Bloch, Brockett and Ratiu [2] considered problem 1 in the context of compact Lie groups. Let K be a
compact Lie group and denote by B(·, ·) the Killing form on k, the Lie algebra of K . They investigated
the functions
Φ :K →R, Φ(k)= B(Ad(k−1)x0, z),
where Ad :K→ Aut(k) is the adjoint representation of K , and
ϕ :Ω→R, ϕ(x)= B(x, z),
where Ω = Ad(K)x0 denotes the orbit of x0 under the adjoint action of K . It is now known [2,
Proposition 1.1] that the gradient flow of Φ relative to the left-invariant Riemannian metric on k (whose
value at the identity is minus the Killing form) is
dk
dt
= (dLk)
[
Ad
(
k−1
)
x0, z
]
,
where Lk :K→K is the left translation defined by k′ 
→ kk′, k′ ∈K . The projection of the flow onto Ω ,
obtained by setting x(t)= Ad(k(t)−1)x0 is then ([2, Corollary 1.2] and [4, Theorem 1 and Example 1])
dx
dt
= [x, [x, z]],
which is known as the double bracket equation. However, it does not cover the results of Brockett–Chu–
Driessel mentioned earlier. The adjoint orbit Ω may be identified with the corresponding coadjoint orbit.
It is well known that coadjoint orbits in k∗ are symplectic manifolds and hence are even dimensional. But
it is not the case in Brockett–Chu–Driessel’s consideration, for example, O(x0) (the orbit of x0 under the
adjoint action of SO(2)) is 1-dimensional if x0 is a generic 2× 2 real symmetric matrix.
Prior to the works of Brockett and Chu–Driessel, Duistermaat, Kolk and Varadarajan had published
a comprehensive paper [8] on the function Φ (see below) and their framework is a real connected
semisimple Lie group G with finite center. Let a= k+ p be the Cartan decomposition of the Lie algebra
g of G. Let K be a maximal compact subgroup of G. They considered the smooth function
Φ :K →R, k 
→ B(Ad(k−1)x0, z),
where x0, z ∈ p are given. Indeed, the study of Φ goes back to Hermann and Takeuchi–Kobayashi
[15, p. 214]. Bott [1] and Hunt (for compact Lie groups) [11] have used Φ. Critical points and the
corresponding Hessians of Φ have been examined and the study implies some of the results in [7] with
respect to problem 1.
The setting in [8] is more general than that in [2] if K in the consideration of [2] is connected. For
if K is compact connected, then K = ZKs a commuting product of the center Z of K and the analytic
subgroup Ks (semisimple) of k1 = [k, k], where k= k1 + z [12, Theorem 4.29]. Now the adjoint actions
of K and Z are trivial on z and k respectively. Thus Ad(K)x0 =Ad(Ks)xˆ0 + x¯0 where x0 = xˆ0 + x¯0 with
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as a maximal compact subgroup of its complexification KC whose Lie algebra is just g := k+ ik where
i = (−1)1/2. Thus the actions of K on k and p= ik are isomorphic via multiplication by i [15, p. 214].
In Section 2 an extension of the results of Chu and Driessel and Brockett on problem 1 is obtained,
namely the gradient flow equations, as well as on problems 2 and 3. The results also extend those of
Brockett [4] in which the three problems are studied in the context of compact connected semisimple Lie
groups.
In Section 3, a brief discussion on the global extrema of the three optimization problems is given.
2. Gradient flows and double bracket equations
A reductive group consists of 4-tuples (G,K, θ,B), where G is a Lie group, K is a compact subgroup
of G, θ is a Lie algebra involution of the Lie algebra g of G, and B is a nondegenerate, Ad(G)-invariant,
symmetric, bilinear form on g such that
(1) g is reductive (meaning, g= g1 + z, where g1 = [g,g] is semisimple and z is the center of g),
(2) g= k+p (called the Cartan decomposition), where k is the Lie algebra of K and is the +1 eigenspace
and p is the −1 eigenspace under the action of θ ,
(3) k and p are orthogonal with respect to B , and B is negative definite on k and positive definite on p,
(4) the map K × expp→G given by multiplication is a surjective diffeomorphism,
(5) for every g ∈G, the automorphism Ad(g) of g, extended to the complexification gC of g is contained
in IntgC, and
sometimes G is simply called a reductive Lie group [12, p. 384]. Now K is a maximal compact subgroup
of G [12, Proposition 7.19].
Example 2.1.
(1) Let G be a (connected) semisimple Lie group with finite center, let B be the Killing form on
g which is the Lie algebra of G, let θ :g → g be a Lie algebra involution such that the form
Bθ(x, y) := −B(x, θ(y)) is positive definite (called a Cartan involution), let g = k + p, and let K
be the analytic subgroup of G with Lie algebra k. Then G is reductive.
(2) Let G be a compact Lie group satisfying property (5). Then K =G, θ = id and B is the negative of
a Ad(G)-invariant inner product.
Since B is Ad(G)-invariant, it is ad(g)-invariant as well, which means
B
([x, y], z)=−B(y, [x, z]), x, y, z ∈ g.
Since θ is a Lie algebra involution, that is, an automorphism of the Lie algebra g with θ2 = id, condition
(2) implies
[k, k] ⊂ k, [k,p] ⊂ p, [p,p] ⊂ k.
Indeed, θ leaves z and g1 stable and the restriction of θ to g1 is a Cartan involution [12, Proposition 7.19].
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adjoint action of K , that is, Ω := Ad(K)x for some x ∈ p. Given x ∈ p, denote by kx the centralizer of x
in k, that is, kx := {y ∈ k: [x, y] = 0}. In other words kx is the intersection of centralizer of x in g, that is,
gx := {y ∈ g: ad(y)x = 0} and k. Let TxΩ be the tangent space of Ω at the point x.
Lemma 2.2.
(1) TxΩ = ad(k)x = ad(x)k.
(2) The restriction of ad on k⊥x (the orthogonal complement of kx in k with respect to B(·, ·)), ax :=
ad(x)|k⊥x : k⊥x → TxΩ , is a vector space isomorphism.
(3) (TxΩ)⊥ = p ∩ gx where (TxΩ)⊥ denotes the orthogonal complement of TxΩ in p and gx = {y ∈
g: [x, y] = 0} is the centralizer of x in g.
Proof. For any y ∈ k, d
dt
|t=0 Ad(ety)x = [y, x] = ad(y)x and thus (1) follows. Now the kernel of ad(x)|k
is kx so (2) follows immediately. For p ∈ p and k ∈ k, the relation B(p, [x, k]) = B([p,x], k) together
with [p,x] ∈ k implies (3). ✷
Decompose orthogonally, relative the B(·, ·), k= kx + k⊥x . Let ad(h)x, ad(k)x ∈ TzΩ where h, k ∈ k⊥x .
The inner product 〈ad(h)x, ad(k)x〉N := −B(h, k) is sometimes called the normal metric on TxΩ . In
other words, 〈u, v〉N =−B(a−1x (u), a−1x (v)) where u, v ∈ TxΩ .
Let ϕ :Ω → R be a smooth function. For x ∈Ω , we denote by (∇ϕ)x ∈ TxΩ = ad(k⊥)x ⊂ p (since
[k,p] ⊂ p) the gradient of ϕ with respect to B(·, ·), that is, (dϕ)x(·)= B((∇ϕ)x, ·).
The following is an extension of [3, p. 82], [7, p. 1055] and [4, Theorem 1].
Theorem 2.3. If ϕ :Ω → R is a smooth function, then the corresponding gradient flow with respect to
the normal metric on Ω is given by
dx
dt
= [x, [x, (∇ϕ)x ]].
Along this flow
dϕ
dt
=−B([x, (∇ϕ)x], [x, (∇ϕ)x]).
As t →∞, x approaches an equilibrium point x(∞) ∈Ω and ϕ approaches a constant.
Proof. By definition, the gradient of ϕ with respect to the normal metric, at a point x ∈Ω , denoted by
(∇Nϕ)x , is given by the formula
(dϕ)xu=
〈
(∇Nϕ)x, u
〉
N
, for all u ∈ TxΩ,
that is, B((∇ϕ)x, u)=−B(a−1x ((∇ϕ)x), a−1x (u)). Let u= [x, y] where y ∈ t⊥x . Notice that
−B(a−1x ([x, [x, (∇ϕ)x]]), a−1x (u))=−B([x, (∇ϕ)x], y)=B((∇ϕ)x, [x, y]) = B((∇ϕ)x, u).
Thus
(∇Nϕ)x =
[
x,
[
x, (∇ϕ)x
]]
.
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dt
= [x, [x, (∇ϕ)x ]],
dϕ
dt
= (dϕ)x
(
dx
dt
)
= B((∇ϕ)x, [x, [x, (∇ϕ)x]])=−B([x, (∇ϕ)x], [x, (∇ϕ)x]) 0,
since B(·, ·) is negative definite on k and [p,p] ⊂ k. So ϕ is increasing along the gradient flow. Since K
is compact, so is the orbit Ω . Thus ϕ approaches to a constant. It follows that [x, (∇ϕ)x] → 0 and thus
dx
dt
→ 0, that is, x approaches an equilibrium point in Ω . ✷
Remark. The double bracket equation has a geometric meaning. For a symmetric space p, the curvature
tensor [9, p. 215] at the origin is R0(x, y)z =−[[x, y], z] where x, y, z ∈ p. Thus the gradient flow takes
the form
dx
dt
=R0
(
x, (∇ϕ)x
)
x.
Remark. For the sake of computation, sometimes, it would be easier to get ϕx = (∇ϕ)x + ϕˆx ∈ p, where
ϕˆx ∈ (TxΩ)⊥, the orthogonal complement of TxΩ in p. Of course
B(ϕx, u)=B
(
(∇ϕ)x + ϕˆx, u
)= B((∇ϕ)x, u) for all u ∈ TxΩ.
By Lemma 2.2,
[x,ϕx] =
[
x, (∇ϕ)x
]
,
and thus the gradient flow can be expressed as
dx
dt
= [x, [x,ϕx ]].
Example 2.4. Let ϕ :Ω→R be given by
ϕ(x)= B(x, z), z ∈Ω.
Since B(·, ·) is Ad-invariant, we may assume that z ∈ a where a is a maximal abelian subalgebra in
p. Indeed we may assume that z ∈ a+ which is a fixed (closed) fundamental Weyl chamber of a [10,
Lemma 3.4]. Since elements of TxΩ are of the form ad(y)x, y ∈ k⊥x by Lemma 2.2, and
d
dt
∣∣∣∣
t=0
Ad
(
ety
)
x = ad(y)x,
we have
(dϕ)x
(
ad(y)x
) = d
dt
∣∣∣∣
t=0
B
(
Ad
(
ety
)
x, z
)= B(ad(y)x, z),
and thus ϕx = z. The gradient flow is then
dx
dt
= [x, [x, z]].
Let x(∞) = limt→∞ x(t). Then [x(∞), z] = 0. If z ∈ a+ is regular, its centralizer in p is a. Thus
x(∞) ∈ a. So this provides a means to find an element in Ω ∩ a. Though z is regular, x(∞) ∈ Ω is
not necessarily so.
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where c=− 12 [B(x, x)+B(z, z)] is a constant. It is because that z ∈ p is fixed and B(·, ·) is Ad-invariant
and thus B(x, x) remains constant on Ω .
(a) Chu–Driessel–Brockett’s double bracket equation.
When G= GL(n,R), K =O(n), B(x, y)= trxy, θ :x + y 
→ x − y, x ∈ k and y ∈ p, where p is the
set of real n× n symmetric matrices, k is the set of real n× n skew symmetric matrices, a⊂ p is the set
of real diagonal matrices. The gradient flow of ϕ or ψ becomes
dx
dt
= [x, [x, z]],
which is given in [7, p. 1055] and [3, p. 82]. Finding an element in Ω ∩ a amounts to the computation of
the eigenvalues of a real n×n symmetric matrix x if we pick a diagonal symmetric matrix z with distinct
eigenvalues, that is, regular element. Similar results hold for GL(n,C), that is, the Hermitian case.
(b) Chu–Driessel’s equation.
Now if G = O(p,q) [16] (p  q without loss of generality), K = O(p) × O(p), B(x, y) = trxy,
x, y ∈ g.
op,q =
{[
X1 Y
Y T X2
]
: XT1 =−X1, XT2 =X2, Y ∈ Rp×q
}
,
K =O(p)×O(q),
k= o(p)⊕ o(q),
p=
{[
0 Y
Y T 0
]
: Y ∈Rp×q
}
,
a=
⊕
1jq
R(Ej,p+j +Ep+j,j ),
where Ei,j is the (p + q)× (p + q) matrix and 1 at the (i, j) position is the only nonzero entry. Now,
on p,
B
([
0 X
XT 0
]
,
[
0 Y
Y T 0
])
= 2 trXY T,
and the adjoint action of K on p is given by
[
U 0
0 V
][
0 S
ST 0
][
U 0
0 V
]T
=
[
0 USV T
V STUT 0
]
,
where U ∈ O(p),V ∈ O(q). We identify p with Rp×q and thus a is then identified with the set of
real p × q “diagonal” matrices. We may choose a+ = {⊕1jp ajEj,j : a1  · · ·  ap  0}. Indeed, if
X ∈ Rp×q , then the element in the singleton set Ad(K)X ∩ a+ [10, Lemma 3.4] yields the vector of
singular values of X, whose entries are arranged in nonincreasing order. The action of K on p is then
orthogonal equivalence, that is, H 
→ UHV T where U ∈ O(p), V ∈O(q). By direct computation, the
gradient flow
dx = [x, [x, z]]
dt
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dX
dt
=ZXTX−XZTX+XXTZ −XZTX,
where
x(t)=
[
0 X(t)
X(t)T 0
]
, z=
[
0 Z
ZT 0
]
.
Now the flow is continuous on Ω . When p = q and x ∈ Ω is nonsingular, Ω has two components,
namely, Ω+ (the matrices with positive determinant) and Ω− (the matrices with negative determinant).
So if one starts with x such that detx > 0, say, then the flow remains on Ω+. Of course, one can get
that from the semisimple Lie group SO(p,p) [9, p. 445] whose Lie algebra son,n is the split form of real
simple Lie algebra so(2n,C).
We remark that the gradient flow holds for reductive U(p,q) [9, p. 444], that is, the complex case, in
which transpose becomes complex conjugate transpose.
The gradient flow can be interpreted as the projection of the gradient flow of
Φ :K →R, k 
→ B(Ad(k−1)x0, z),
with respect to the left-invariant Riemannian metric on k, where x0 ∈Ω . The left translation Lh :K →K
is the analytic diffeomorphism k 
→ hk, k ∈K [9, p. 99]. The tangent space of K at the point k, denoted
by TkK , is (dL)kk. Now the left-invariant Riemannian metric is simply 〈p,q〉 = −B((dL)−1k p, (dL)−1k q)
where p,q ∈ TkK . It is obvious that Φ = ϕ ◦ px0 where px0 :K → Ω is the natural projection k 
→
Ad(k)x0, where x0 ∈Ω .
Lemma 2.5. Let px0 :K →Ω , k 
→ Ad(k−1(t))x0 be the projection with respect to a base point x0 ∈Ω .
Then
(dpx0)k = ad
(
Ad
(
k−1
)
x0
) ◦ (dL)−1k .
Proof. Notice that for each (dL)kr ∈ TkK , where r ∈ k,
(dpx0)k
(
(dL)kr
)= d
dt
∣∣∣∣
t=0
Ad
(
ketr
)−1
x0 = d
dt
∣∣∣∣
t=0
Ad
(
e−t r
)
Ad
(
k−1
)
x0
= [Ad(k−1)x0, r]= [Ad(k−1)x0, (dL)−1k (dL)kr].
In other words, (dpx0)k(·)= [Ad(k−1)x0, (dL)−1k (·)]. ✷
The following extends the results in [7, p. 1054] and [2, Proposition 1.1 and Corollary 1.2, 1.3] if K
is connected.
Theorem 2.6. The gradient flow of Φ :K →R defined by Φ(k)= B(Ad(k−1)x0, z), where x0 ∈Ω , with
respect to the left-invariant Riemannian metric on k is
dk = (dL)k(t)
[
Ad
(
k(t)−1
)
x0, z
]
.dt
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the double bracket equation
dx
dt
= [x, [x, z]].
Proof. Each element of TkK is of the form v = (dL)kr where r ∈ k. By definition the gradient (∇Φ)k of
Φ at the point k, with respect to the left-invariant Riemannian metric, is given by
(dΦ)kv =
〈
(∇Φ)k, v
〉
.
Now
(dΦ)kv = d
dt
∣∣∣∣
t=0
Φ
(
ketr
)= d
dt
∣∣∣∣
t=0
B
(
Ad
(
ketr
)−1
x0, z
)= d
dt
∣∣∣∣
t=0
B
(
Ad
(
k−1
)
x0,Ad
(
etr
)
z
)
= B(Ad(k−1)x0, [r, z])= B([z,Ad(k−1)x0], r)= 〈(dL)k[Ad(k−1)x0, z], v〉.
Thus the gradient flow takes the desired form. By Lemma 2.5,
dx
dt
= (dpx0)k
(
dk
dt
)
= [x, (dL)−1k (dL)k[x, z]]= [x, [x, z]]. ✷
Example 2.7. When G=GL(n,R), the gradient flow ([7, p. 1054], [3, p. 81]) is
dk
dt
= k[k−1x0k, z]= k(k−1x0kz− zk−1x0k).
When G=O(p,q), let
k =
[
U 0
0 V
]
∈O(p)×O(q), x =
[
0 X
XT 0
]
∈Ω, z=
[
0 Z
ZT 0
]
.
Thus the gradient flow consists of a pair of equations [7, p. 1059]
dU
dt
=U(UTXVZT −ZV TXTU), dV
dt
= V (V TXTUZ−ZTUTXV ).
We remark that the gradient flow holds for reductive U(p,q) (transpose becomes complex conjugate
transpose) or the simple SU(p, q). The underlying function is then
ϕ :Ω→R, ϕ(x)= B(x, z)= 2 Re trUXV ∗Y,
where
x =
[
0 X
X∗ 0
]
∈Ω, z=
[
0 Z
Z∗ 0
]
.
We remark that in [4, p. 81, Example 2], the function ψ should have Re in the definition.
The following extends a result in [7, p. 211].
Example 2.8. Let a be a maximal abelian subalgebra in p. Let a⊥ denote the orthogonal complement in p
of a and let π :p→ a denote the orthogonal projection of p onto a. It is known that [10, Proposition 3.5]
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ϕ(x)=−1
2
B
(
π(x)− a,π(x)− a), x ∈Ω.
Similar to the previous example, for all y ∈ k⊥x , we have
(dϕ)x
(
ad(y)x
) =−1
2
d
dt
∣∣∣∣
t=0
B
(
π
(
Ad
(
ety
)
x
)− a,π(Ad(ety)x)− a)
=−B(π(ad(y)x), π(x)− a)=−B(ad(y)x,π(x)− a).
Clearly π(x) − a ∈ a and so ϕx = a − π(x). The corresponding gradient flow is then (compare [4,
Example 2])
dx
dt
= [x, [x, a − π(x)]].
Thus x(∞)= limt→∞ x(t) ∈Ω exists and [x(∞), a − π(x(∞))] = 0.
(1) Now when G= GL(n,R), K =O(n), B(x, y)= trxy, θ :x + y 
→ x − y, x ∈ k and y ∈ p, where p
is the set of real n× n symmetric matrices, k is the set of real n× n skew symmetric matrices, a⊂ p
is the set of real diagonal matrices, π means taking diagonal component of elements in p. Thus the
gradient flow becomes [5, p. 211]
dx
dt
= [x, [x, a − diag(x)]],
where x(t) is a real n× n symmetric matrix. Along this flow
dϕ
dt
=−B([x, a − diag(x)], [x, a − diag(x)]).
The results remain the same for G= GL(n,C), that is, the Hermitian case.
(2) When G=O(p,q), the gradient flow takes the form
dX
dt
= [A− diag(X)]XTX−X[A− diag(X)]TX
+XXT[A− diag(X)]−X[A− diag(X)]TX,
where
x(t)=
[
0 X(t)
X(t)T 0
]
, a =
[
0 A
AT 0
]
,
and A is a p× q “diagonal” matrix.
The following extends a result in [6, p. 211].
Theorem 2.9. The gradient flow of Φ :K→R defined by
Φ(k)=−1B(π(Ad(k−1)x0)− a,π(Ad(k−1)x0)− a),2
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dk
dt
= (dL)k(t)
[
Ad
(
k(t)−1
)
x0, a − π
(
Ad
(
k(t)−1
)
x0
)]
.
The projection of the gradient flow onto the adjoint orbit Ω obtained by setting x(t) = Ad(k(t)−1)x0 is
the double bracket equation
dx
dt
= [x, [x, a − π(x)]].
Proof. As before, let v = (dL)kr where r ∈ k. Now
(dΦ)kv = d
dt
∣∣∣∣
t=0
Φ
(
ketr
)
=−1
2
d
dt
∣∣∣∣
t=0
B
(
π
(
Ad
(
ketr
)−1
x0
)− a,π(Ad(ketr)−1x0)− a)
=−B(π([Ad(k−1)x0, r]), π(Ad(k−1)x0)− a)
=−B([Ad(k−1)x0, r], π(Ad(k−1)x0)− a) (since π(Ad(k−1)x0)− a ∈ a)
=−B([Ad(k−1)x0, a − π(Ad(k−1)x0)], r)
= 〈(dL)k[Ad(k−1)x0, a − π(Ad(k−1)x0)], v〉.
Thus the gradient flow takes the desired form. Now [6, p. 211]
dx
dt
= [x, (dL)−1k (dL)k[x, a − π(x)]]= [x, [x, a − π(x)]]. ✷
Remark. The maximal abelian subalgebra a in p in Examples 2.7 and 2.8 can be replaced by any sub-
space S of p and π :p→ S is the orthogonal projection and the results still hold.
Example 2.10. With the same notations in Lemma 2.5, let ϕ :Ω →R be given by
ϕ(x)=−1
2
B
(
x − π(x), x − π(x)), x ∈Ω.
For all y ∈ k⊥x , we have
(dϕ)x
(
ad(y)x
) =−1
2
d
dt
∣∣∣∣
t=0
B
(
Ad
(
ety
)
x − π(Ad(ety)x),Ad(ety)x − π(Ad(ety)x))
=−B(ad(y)x − π(ad(y)x), x − π(x))
=−B(ad(y)x, x − π(x))+B(π(ad(y)x), x − π(x))
=−B(ad(y)x, x − π(x))+B(π(ad(y)x), π(x − π(x)))
=−B(ad(y)x, x − π(x)) (since π(x − π(x))= π(x)− π(x)= 0)
=−B(ad(y)x, x)+B(ad(y)x,π(x))
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=B(y, [x, x])+B(ad(y)x,π(x))
=B(ad(y)x,π(x)).
So (dϕ)x(ad(y)x)= B(ad(y)x,π(x)). Thus ϕx = π(x). The corresponding gradient flow is (compare [4,
Example 2])
dx
dt
= [x, [x,π(x)]].
Thus x(∞)= limt→∞ x(t) ∈Ω exists and [x(∞),π(x(∞))] = 0.
The following extends [4, Example 2] and [7, p. 1057].
Theorem 2.11. The gradient flow of Φ :K →R defined by
Φ(k)=−1
2
B
(
Ad
(
k−1
)
x0 − π
(
Ad
(
k−1
)
x0
)
,Ad
(
k−1
)
x0 − π
(
Ad
(
k−1
)
x0
))
,
where x0 ∈Ω and a ∈ a, with respect to the left-invariant Riemannian metric on k is
dk
dt
= (dL)k
[
Ad
(
k−1
)
x0,Ad
(
k−1
)
x0 − π
(
Ad
(
k−1
)
x0
)]
.
The projection of the gradient flow onto the adjoint orbit Ω obtained by setting x(t) = Ad(k(t)−1)x0 is
the double bracket equation
dx
dt
= [x, [x,π(x)]].
Proof. Let v = (dL)kr where r ∈ k. Now
(dΦ)kv = d
dt
∣∣∣∣
t=0
Φ
(
ketr
)
=−1
2
d
dt
∣∣∣∣
t=0
B
(
Ad
(
ketr
)−1
x0 − π
(
Ad
(
ketr
)−1
x0
)
,Ad
(
ketr
)−1
x0 − π
(
Ad
(
ketr
)−1
x0
))
=−B([Ad(k−1)x0, r]− π([Ad(k−1)x0, r]),Ad(k−1)x0 − π(Ad(k−1)x0))
=−B([Ad(k−1)x0, r],Ad(k−1)x0 − π(Ad(k−1)x0))
+B(π([Ad(k−1)x0, r]),Ad(k−1)x0 − π(Ad(k−1)x0))
= B([Ad(k−1)x0,Ad(k−1)x0 − π(Ad(k−1)x0)], r)
+B(π([Ad(k−1)x0, r]), π(Ad(k−1)x0 − π(Ad(k−1)x0)))
= B([Ad(k−1)x0,Ad(k−1)x0 − π(Ad(k−1)x0)], r)(
since π
(
Ad
(
k−1
)
x0 − π
(
Ad
(
k−1
)
x0
))= 0)
= B((dL)k[Ad(k−1)x0,Ad(k−1)x0 − π(Ad(k−1)x0)], v).
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dx
dt
= [x, (dL)−1k (dL)k[x, x − π(x)]]= [x, [x, x − π(x)]]. ✷
Example 2.12.
(1) When G= GL(n,R), the gradient flow becomes
dx
dt
= [x, [x, x − diag(x)]],
where x(t) is a real n× n symmetric matrix. The results remain the same for G= GL(n,C), that is,
the Hermitian case.
(2) When G=O(p,q), the gradient flow takes the form
dX
dt
= [X− diag(X)]XTX−X[X− diag(X)]TX
+XXT[X− diag(X)]−X[X− diag(X)]TX,
where
x(t)=
[
0 X(t)
X(t)T 0
]
,
and X(t) is a real p× q matrix. The result is similar for U(p,q).
3. Global extrema
We now discuss the global extrema of the three optimization problems. We may consider the problems
in a more general setting. Let g = k + p be the Cartan decomposition of a reductive Lie algebra g. Of
course g1 := [g,g] is semisimple. Let K be the analytic subgroup of G1 for k. Thus Ad(K) is a maximal
compact subgroup of Ad(G1) though K may not be maximal compact in G1. It is known that Ad(K)
leaves p invariant. Let a be a maximal abelian subalgebra in p with a fixed (closed) fundamental Weyl
chamber a+ and let π :p→ a be the orthogonal projection with respect to the Killing form B . Let Ω be
the orbit of an element in p under the adjoint action of Ad(K).
(1) The global maximum and minimum of ϕ(x)= B(x, z) are obtained in [14, Theorem 2.1] as well as
the maximizers and minimizers. Let x0 denote the unique element of the singleton set Ω ∩ a+ where
a+ is a closed fundamental Weyl chamber of a maximal abelian subalgebra in p. The minimum of ϕ
is B(x0,ω0z0) and the maximum is B(x0, z0) where Ad(K)∩a+ = {z0} and ω0 is the longest element
of the Weyl group W of (g,a). The maximum (minimum) is achieved at ϕ(x) if and only if there is
k ∈K such that both Ad(k)x and Ad(k)z are in a+ (Ad(k)x ∈ a+ but Ad(k)z ∈−a+).
(2) By Kostant’s convexity theorem [13] or [10, Theorem 3.6], π(Ω)= convWx0 where Ω ∩a+ = {x0},
W is the Weyl group of (g,a), conv denotes the convex hull of the orbit Wx0, and π :p→ a
is the orthogonal projection with respect to the Killing form. The global minimum of ϕ is
− 12 maxx∈convWx0 B(a − x, a − x). The global maximum is − 12 minx∈convWx0 B(a − x, a − x); see
222 T.-Y. Tam / Differential Geometry and its Applications 20 (2004) 209–224[10, Corollary 2.14] for the minimizer and the algorithm for finding the global maximizer. Both are
related to the Weyl group W . Now if a is in the convex hull of the orbit of Ω ∩ a+ under the action
of W , then of course the global maximum of ϕ is zero.
(3) On the last problem we have the following theorem.
Theorem 3.1. Let ϕ :Ω → R be defined by ϕ(x) = − 12B(x − π(x), x − π(x)) where π :p→ a is the
orthogonal projection onto a maximal abelian subalgebra a in p. Then ϕ attains its global minimum 0 at
those x ∈ a and attains its global maximum at x such that c(Ω) := 1|W |
∑
w∈W wy ∈ a, where y ∈Ω ∩ a
and W is the Weyl group of (g,a). The element c(Ω) ∈ a is independent of the choice of y ∈Ω ∩ a.
Proof. Let y ∈Ω ∩ a [10, Lemma 3.4]. Notice that
B
(
x − π(x), x − π(x))= B(x, x)+B(π(x),π(x))− 2B(x,π(x))= B(x, x)−B(x,π(x)),
since B(x,π(x))=B(π(x),π(x)). Now B(x, x) is constant on Ω and thus finding the global maximum
and global minimum amount to finding the global minimum and global maximum of B(π(x),π(x))
respectively. Of course, the global maximum of B(π(x),π(x)) is B(x, x) attainable at Wy. Hence
minx∈Ω ϕ(x)= 0.
Now π(x) is in the convex hull of the orbit of y, Wy, under the action of the Weyl group W [10], by
Kostant’s convexity theorem [13] or [10, Theorem 3.6], that is, ∑w∈W αwwy where ∑w∈W αw = 1 and
αw  0 for all w ∈W , and the norm function ψ(z) := B(z, z)1/2 is evidently convex and Ad-invariant
on p and thus convex and W -invariant on a (that is, ψ(wz)= ψ(z) for all w ∈W , z ∈ a). Consider the
element (which can be viewed as the center of the convex hull of Ω ∩ a)
c(Ω) := 1|W |
∑
w∈W
wy
which is independent of the choice of y ∈Ω ∩ a since they are conjugate under the action of the Weyl
group, that is, wy = y′ for some w ∈W if y, y′ ∈Ω ∩ a. Now c(Ω) is in the convex hull of W(π(x))
since
1
|W |
∑
w∈W
wπ(x)= 1|W |
∑
w′∈W
w′
∑
w∈W
αwwy = 1|W |
∑
w∈W
wy = c(Ω).
So B(π(x),π(x))B(c, c) which is the global minimum. ✷
Remark.
(1) The operator in the above proof c := 1|W |
∑
w∈W w :a→ a is idempotent, that is, c2 = c.
(2) When g is semisimple, then c(Ω) is zero since the Weyl group is then a direct sum of irreducible
Weyl groups and thus is essential, that is, the set of fixed points of a under the action of W is trivial.
However, c(Ω) is obviously fixed by W . For example, G = SL(n,R), p is the set of traceless real
n× n symmetric matrices and the Weyl group is the symmetric group which is essential to a (the set
of n× n real diagonal matrices).
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matrix x are global minimizers. The matrix
1
n
(trx)I =
∑
w∈Sn
diag(λ1, . . . , λn)
is a global minimizer since the Weyl group is the symmetric group Sn, where x ∈Ω and diag(λ1, . . . ,
λn) ∈Ω ∩ a, that is, λ1, . . . , λn are the eigenvalues of x. The minimum of ϕ is
−1
2
∥∥∥∥x − 1n(trx)I
∥∥∥∥
2
=−1
2
(
tr x2 − (tr x)2),
where ‖ · ‖ is the Frobenius norm; see [7, Theorem 4.2].
Applying the result on O(p,q), we can derive the corresponding result on the set of real p × q
matrices possessing prescribed singular values. The global maximizers are those s in the singular value
decomposition x = usv, u ∈ O(p) and v ∈ O(q), that is, the “diagonal” matrices with singular values
of x on the diagonal. The zero matrix is a global minimizer which gives − 12‖x‖2 = − 12 trxxT as the
minimum; see [7, Theorem 5.2].
4. Remark
Applying the results on various real simple Lie groups, for example, classical groups, different gradient
flows will be obtained and the interested readers may work out the details. These include the set of
complex skew symmetric matrices and the set complex symmetric matrices with prescribed singular
values, etc.
The compact Lie group K in the consideration of [2] which is not connected may not be covered by
our approach. For example, consider K =O(2n) [12, p. 385]. It has two components O+(2n) := SO(2n)
and O−(2n) (determinant −1 orthogonal matrices). Its Lie algebra o(2n) is the set of all 2n × 2n real
skew symmetric matrices. The adjoint action of O+(2n) preserves the Pfaffian but the adjoint action of
O−(2n) changes the sign of the Pfaffian since for any k ∈O(2n),
Pf
(
kxk−1
)= Pf(kxkT)= det(k)Pf(x).
Let x0 ∈ o(2n). If x0 is nonsingular, the adjoint orbit Ω has two components Ω+ and Ω− corresponding
to O+(2n) and O−(2n) respectively. The gradient flow remains in the same component Ω+ or Ω− since
the flow is continuous. The image of Ω may be disconnected under the map
ϕ :Ω→R, x 
→ −B(x, z).
Now −B(x, z)=− trxz. When n= 1, that is,
Ω =
{[
0 y
−y 0
]
: y =±α
}
and if
z=
[
0 β
−β 0
]
,
then ϕ(Ω)= {2αβ,−2αβ}, a set of two points.
224 T.-Y. Tam / Differential Geometry and its Applications 20 (2004) 209–224The Hessian of Φ with respect to the first problem has been fully studied in [8]. It certainly has merits
in numerical analysis [7] in which the stability of the equilibria (critical points) is a concern, when the
underlying reductive groups are GL(n,R) and O(p,q).
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