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INTRODUCTION GENERALE 
  
Phénomène trop récent pour avoir influencé l’évolution génétique, la lecture est le 
résultat d’un apprentissage long et complexe. L’expertise dans la reconnaissance d’un mot 
s’obtient après des années d'exposition à la langue écrite mais une fois atteinte, nous sommes 
capables de lire des mots efficacement et sans effort en quelques dizaines de millisecondes. 
Un bon lecteur reconnaît un mot connu en 50ms voire même 33ms. Les lettres constitueraient 
les unités perceptuelles de base dans la reconnaissance visuelle des mots et, pendant les 
premières étapes de cette reconnaissance, l’identité des lettres est extraite puis traitée d'une 
manière abstraite (i.e., indépendamment de la police, la taille, ou la cAssE; Pelli, Farell, & 
Moore, 2003; Grainger & Jacobs, 1996; Besner & McCann, 1987). 
Dans les systèmes alphabétiques, tels que l’anglais ou le français avec 26 lettres, des 
milliers de mots peuvent être formés conformes aux contraintes orthographiques de la langue. 
Un mot peut être discriminé d'un autre mot via l'identité des lettres qui composent la 
séquence, mais aussi par l’enchainement, i.e. la position de ces lettres à l’intérieur de cette 
séquence. Par exemple, on peut différencier deux voisins orthographiques, tels que « train » et 
« trait », sur la base de l'identité des lettres, alors que l’information positionnelle est 
particulièrement importante pour faire la distinction entre deux anagrammes telles que, par 
exemple, « chien » et « niche » ou « chine ». Par conséquent, la reconnaissance visuelle d’un 
mot est basée sur deux sources d'informations cruciales qui sont l'identité et la position des 
lettres dans le mot, et leur combinaison doit être conforme aux contraintes orthographiques 
spécifiques de la langue.  
 
Dans cette thèse, nous nous sommes intéressés à ces traitements orthographiques—
l’identité et la position des lettres— au sein de séquences de lettres et plus particulièrement 
aux facteurs lexicaux et attentionnels influençant ces processus. Nous avons pour cela adopté 
une démarche neuropsychologique. Nous avons étudié ces traitements par le biais 
d’expérimentations réalisées chez l’individu sain et dans le cadre de la dyslexie de 
développement en utilisant les techniques issues de la neuropsychologie cognitive chez 
l’enfant ainsi que la neuroimagerie fonctionnelle (IRMf) chez l’adulte. 
 
La première partie sera dédiée à la présentation d’une revue de la littérature. Le premier 
chapitre fait le point sur les mécanismes de la lecture : qu’entendons-nous par lire ? Nous 
aborderons les traitements visuels qui sont importants pour permettre le passage de la 
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perception visuelle des mots écrits à l’activation des connaissances mémorisées. Puis nous 
décrirons les modèles cognitifs de la lecture avant de s’intéresser aux fonctionnements 
cérébraux sous-jacents. Dans le chapitre 2, nous décrirons les processus d’apprentissage de la 
lecture, et insisterons plus particulièrement sur le rôle essentiel du traitement visuo-
attentionnel. Nous nous intéresserons ensuite à la dyslexie de développement, ses causes et 
ses origines neurobiologiques. Enfin, nous préciserons le cadre de notre travail dans le 
chapitre 3 où nous évoquerons l’état actuel des connaissances sur l’encodage de la position et 
de l’identité des lettres chez l’individu normo-lecteur et dyslexique, ce qui nous servira de 
base théorique aux différentes expériences décrites par la suite. Le chapitre 4 présentera les 
études comportementales réalisées chez l’enfant et le chapitre 5 exposera les données de la 
neuroimagerie fonctionnelle obtenues chez l’adulte.  
 
  
  
 
 
ETAT DE L’ART
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CHAPITRE 1 : LES MECANISMES DE LA LECTURE 
 
L’acte de lire représente une activité devenue parfaitement automatique et peut constituer 
soit une source de plaisir et d’intérêt pour les « amoureux de la lecture », soit un outil 
permettant de s’inscrire et de participer au monde social et culturel qui nous entoure. 
En ce moment même, vos yeux parcourent ces lignes de petits signes intelligibles que 
sont les lettres et, sans que vous en preniez conscience, votre cerveau réalise cette 
remarquable faculté cognitive qu’est la lecture, vous permettant ainsi de traiter et comprendre 
les informations linguistiques écrites. 
« Lire » un mot est un processus complexe qui implique l’extraction de l’information 
visuelle d’une séquence de signes graphiques, la conversion de cette information visuelle en 
une forme abstraite orthographique du mot et, la mise en relation de cette information avec sa 
contrepartie phonologique et / ou de sa signification éventuelle. 
Dans cette première partie, nous allons décrire les mécanismes de lecture où nous 
aborderons les traitements visuels qui sont essentiels pour permettre le passage de la 
perception des mots écrits à l’accès au lexique. Nous décrirons, par la suite, les modèles 
cognitifs de la lecture avant de s’intéresser aux fonctionnements cérébraux sous-jacents. 
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1 TRAITEMENT VISUEL DES MOTS ECRITS : DE LA PERCEPTION A L’ACTIVATION 
LEXICALE 
1.1 Représentation abstraite du mot 
L’extraction de l’information visuelle constitue la première étape de la reconnaissance 
d’un mot écrit. Effectivement, pour lire un mot, il faut identifier les lettres qui le composent. 
Il s’agit, en premier lieu, d’un processus basé sur les caractéristiques physiques visuelles des 
lettres : la lettre est-elle constituée de lignes horizontales, verticales, obliques ou de courbes ? 
La lettre A, par exemple est composée des lignes / - \. Cette première analyse n’est, 
cependant, pas spécifique à l’identification de mots ; elle s’effectue pour d’autres stimuli 
visuels. De plus, cette étape est insuffisante pour reconnaître un mot, compte-tenu du fait 
qu’une même lettre peut être écrite sous différentes formes. Les formes « a », « A », « a » et 
« a » représentent la même lettre. Un mot, qu’il soit écrit en caractère d’imprimerie ou 
manuscrite, en MAJUSCULE ou en minuscule, et dans toutes les tailles de police, est 
parfaitement identifié. Il est vrai que, tout au long de l’apprentissage de la lecture, nous 
apprenons, non seulement à associer les lettres aux sons de langue, mais aussi que de 
multiples représentations visuelles peuvent correspondre à la même lettre. Notre système 
visuel parvient donc à une reconnaissance invariante, abstraite des lettres qui constituent le 
mot, sans tenir compte de la forme globale du mot1. Malgré cette efficacité pour filtrer et 
rejeter toutes les variations des représentations de l’identité d’une lettre, notre système visuel 
reste sensible aux subtiles différences entre deux mots orthographiquement proches, tels que 
« doux » et « deux ». 
 
Ces postulats s’inscrivent dans les principaux modèles théoriques rendant compte de la 
reconnaissance visuelle de mots (Caramazza & Hillis, 1990; McClelland & Rumelhart, 1981; 
Paap, Newsome, McDonald, & Schvaneveldt, 1982). Ces modèles s’accordent à dire que cette 
                                                 
1
 La forme globale du mot correspond à son contour visuel lorsqu’il est écrit en minuscule. Un mot peut être 
constitué de lettres montantes (b, d, f, h, k, etc.), descendantes (g, j, p, q, y) ou encore de lettres dites neutres (a, 
c, e, i, m, n, etc.). Certains auteurs ont proposé qu’un traitement de la forme globale du mot pouvait intervenir 
dans la reconnaissance d’un mot (Cattel 1886, Johnson, 1977, Haber et coll. 1983, Healy et Cunningham). 
D’autres ont montré qu’au contraire, notre système visuel ne prêtait pas attention au contour du mot ni aux lettres 
montantes ou descendantes mais ne s’intéressait qu’à la reconnaissance abstraite de l’ensemble des lettres qui 
constitue le mot (Paap,Newsom & Noel, 1984 ; Besner, 1989. Mayall, Humphreys & Olson, 1997 ; 
Mayall,Humphreys,Mechelli, Olson & Price, 2001). Effectivement, nous sommes capables de reconnaître 
l’identité des mots « table », « TABLE » et « tAbLe » quelque soit le contour visuel du mot (voir cependant, 
Lété et Pynte, 2003, Allen et coll 1995).  
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reconnaissance s’effectue en trois étapes principales. Une première étape de traitement des 
caractéristiques du trait visuel, permettant une computation des lignes, bordures, points, 
orientations, etc.. Une deuxième étape de traitement des lettres où leur forme est reconstruite à 
partir des caractéristiques précédemment encodées. Cette phase de reconstruction permettrait 
de distinguer les items alphabétiques des stimuli non alphabétiques, au cours d’une phase de 
traitement pré-lexical. Enfin, une dernière étape de traitement des mots, où une forme 
abstraite de l’item est créée à partir de la représentation invariante de chaque lettre 
(indépendante de la casse, la police, la taille, etc.). Cette phase de traitement dite lexicale 
permettrait d’analyser la régularité orthographique d’une séquence, et ainsi de différencier les 
mots des non-mots, i.e. des séquences de lettres sans signification (ex : RFLTB). 
Les deux principaux modèles de reconnaissance visuelle des mots sont de type 
« activation – vérification » (Paap & Johansen, 1994; Paap, et al., 1982) et « activation 
interactive » (McClelland & Rumelhart, 1981). 
 
1.1.1 Le modèle à activation –vérification (AV) 
Le modèle AV (Paap, et al., 1982) comprend des unités ‘lettres’ stockées dans un 
alphabet mental et des unités ‘mots’ stockées dans le lexique mental. Chaque lettre de 
l’alphabet serait représentée par une liste de traits visuels et le niveau d’activation d’une lettre 
serait déterminé par sa probabilité de confusion avec les autres lettres. L’identification d’un 
mot se ferait ensuite en deux étapes. Dans la première étape – étape d’activation –, 
l’information visuelle issue du mot conduirait à la sélection d’un petit ensemble de candidats 
lexicaux. La classe des candidats serait constituée de la représentation du stimulus (par 
exemple le mot « joie ») et de celle de ses voisins orthographiques (« foie », « voie », 
« joue », « soie » etc.). Dans une seconde étape – étape de vérification –, les représentations 
lexicales des candidats activés seraient comparées successivement à la représentation du 
stimulus, par ordre décroissant de fréquence d’usage des mots. Finalement, une décision serait 
prise pour chaque candidat vérifié, jusqu’à ce que le critère de décision soit atteint pour l’un 
des mots préalablement activés. 
 
1.1.2 Le modèle à activation interactive (‘Interactive Activation Model’ ou IAM) 
Le modèle IAM de McClelland et Rumelhart (1981) propose que ces trois niveaux de 
traitement - traits visuels, lettres, mots - opèrent entièrement en parallèle. Les lettres seraient 
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traitées simultanément et codées en fonction de leur position à l’intérieur du mot. Les 
différentes unités sont interconnectées à l’intérieur d’un même niveau et à travers les niveaux 
adjacents (Figure 1). Les connexions sont excitatrices entre deux unités compatibles et 
inhibitrices entre deux unités incompatibles. Au niveau des mots, il existerait un mécanisme 
d’inhibition lexicale mutuelle de tous les candidats lexicaux actifs afin de permettre la 
reconnaissance du mot cible. Selon ce modèle, la perception d’un mot est influencée non 
seulement par les informations de bas niveau (niveau des lettres) mais aussi par les 
informations de plus haut niveau (niveau des mots). Lorsqu’un stimulus est présenté, les traits 
caractéristiques des lettres détectées activent simultanément les unités des lettres qui les 
contiennent et inhibent les autres unités de lettres. De même, les lettres activées (codées selon 
leur position) activent les unités des mots qui contiennent ces lettres à la bonne position et 
inhibent les autres unités lexicales. En retour, les mots activés activent les lettres dont ils sont 
composés et inhibent les autres lettres. 
 
 
Figure 1 : Représentation schématique du modèle IAM selon McClelland at Rumelhart (1981) 
 
D’ores et déjà, le traitement de l’identité et de la position des lettres apparaît crucial lors  
de la reconnaissance d’un mot, mais avant de l’examiner plus en détail (chapitre 3), nous 
allons évoquer le rôle d’un autre phénomène important durant la lecture : les mouvements 
oculaires.  
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1.2 Mouvements oculaires et « Optimal Viewing Position » 
Lorsque nous lisons, nos yeux se déplacent constamment le long de la ligne de texte. Le 
balayage du texte à lire implique des séries de saccades (sauts brefs) et de fixations plus ou 
moins longues pendant lesquelles s’effectue la prise d’information (voir Rayner, 2009 pour 
une revue). Le rôle des saccades est de permettre la progression dans le texte au vu des 
limitations de notre acuité visuelle. En effet, ce mécanisme oculomoteur est déterminé par les 
capacités de notre système visuel sachant que l’information ne peut être vue, avec une forte 
acuité visuelle, que sur une zone réduite de la rétine, appelée la fovéa2. Une bonne acuité 
visuelle est indispensable à la reconnaissance des lettres et des mots ce qui implique un 
déplacement rapide de nos yeux de manière à toujours placer cette zone fovéale sur la partie 
du mot que nous voulons lire. Autour de la zone fovéale (c’est-à-dire en vision parafovéale, 
ou vision périphérique, voir Figure ci-dessous), l’acuité visuelle chute rapidement et les lettres 
sont moins visibles. 
 
 
Figure 2 : Rétinographie permettant de visualiser la fovéa, tâche qui apparaît plus foncée au centre 
de la rétine (étant causé par la densité importante des cônes présents, ce qui permet d’avoir la meilleure 
résolution optique). De part et d’autre de cette zone fovéale, nous avons la zone parafovéale et au-delà de 
ce champs, la vision périphérique. 
 
En moyenne, les saccades durent 20 à 30 ms et les fixations environ 250 à 300ms. 
Cependant, selon leur longueur et leur catégorie, certains mots ne sont pas fixés. Les mots de 
                                                 
2
 Zone d’acuité visuelle maximale correspondant à la projection du centre du champ perceptif fixé par le sujet. 
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contenu (noms, verbes, adjectifs, adverbes) reçoivent au moins une fixation tandis que les 
mots « fonctionnels » (prépositions, articles) peuvent être omis dans la succession des 
fixations, mais ne le sont pas systématiquement. Les mots courts comme les articles sont 
fréquemment sautés et la probabilité de fixer un mot augmente à mesure que sa longueur 
augmente : un mot de 2-3 lettres ne sera fixé que dans 25% des cas tandis que les mots de 8 
lettres et plus sont toujours fixés et le sont même plusieurs fois par rapport aux premiers 
(Rayner, 1998). 
La direction des saccades se fait généralement de gauche à droite (pour les langues 
occidentales) mais 10 à 20% des saccades se réalisent de droite vers la gauche. Ces saccades 
de régression peuvent intervenir au sein d’un même mot, pouvant refléter la difficulté à traiter 
ce mot, ou être plus longues et survenir suite à une incompréhension dans le texte. 
L’amplitude de la saccade peut aller jusqu’à quinze caractères. Cette amplitude n’est pas 
à confondre avec la taille de l’empan perceptif qui lui s’étend de 3 - 4 lettres à gauche du 
centre du regard, et 14 - 15 lettres à droite (Cf. Figure 3). Cet empan de perception visuelle 
des mots se définit comme la région du champ visuel autour du point de fixation à l’intérieur 
de laquelle de l’information utile est extraite (Rayner & Liversedge, 2004). Mais cela ne veut 
pas dire que les mots peuvent être identifiés aussi loin du point de fixation. La région du 
champ visuel à l’intérieur de laquelle les mots peuvent être identifiés pendant une fixation – 
l’empan d’identification lexicale – s’étend seulement à 7-8 caractères à droite du point de 
fixation (Rayner, Well, Pollatsek, & Bertera, 1982). 
 
 
Figure 3 : Illustration de l’empan perceptif et de l’empan d’identification 
 
L’efficacité de reconnaissance d’un mot dépend de la lettre fixée dans le mot (O'Regan, 
Levy-Schoen, Pynte, & Brugaillere, 1984). De nombreux auteurs se sont intéressés à mettre 
en évidence la position optimale du regard (« optimal viewing position », OVP ci-après) dans 
un mot pour que sa reconnaissance soit la meilleure. Ils ont constaté que cette reconnaissance 
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était optimale lorsque le mot était fixé sur la lettre légèrement à gauche du centre du mot pour 
les langues lues de gauche à droite (Farid & Grainger, 1996; Nazir, Jacobs, & O'Regan, 1998; 
O'Regan, et al., 1984; Vitu, 1991a, 1991b, 1991c; Vitu, O'Regan, & Mittau, 1990). Une 
explication évidente de l’OVP serait la dégradation continuelle de l’acuité visuelle au fur et à 
mesure que l’on s’éloigne de la fovéa mais cette hypothèse impliquerait une OVP au centre du 
mot ; or ce n’est pas le cas. La direction de lecture est un facteur qui contribuerait fortement à 
cette asymétrie. Les courbes typiques de l’OVP, décalées vers la gauche, ont été mises en 
évidence pour des langues lues de gauche à droite tandis qu’en arabe par exemple, où la 
lecture se fait de droite à gauche, la courbe est plutôt symétrique (Farid & Grainger, 1996). 
D’autres facteurs peuvent également entrer en jeu tels que : 
- Les contraintes lexicales : En français, la structure morphologique du mot influence 
la reconnaissance du mot. Lorsque la racine lexicale se situe sur les premières lettres du 
mot (dans le mot « hauteur » par exemple), l’OVP semble être décalée à gauche du centre 
du mot alors que pour les mots dont la racine est à la fin (comme pour « rebond »), l’OVP 
serait plutôt décalée vers la droite (Holmes & O'regan, 1992).  
- La spécialisation hémisphérique (voir Brysbaert, 2004) : Un effet de facilitation de 
lecture a été observé lorsque le mot était fixé à son début chez des personnes à dominance 
hémisphérique gauche plutôt que chez des personnes à dominance droite (Brysbaert, 
1994). Brysbaert et coll. (1996) ont suggéré que l’identification des lettres dans le champ 
visuel droit était favorisée du fait de la projection directe des informations dans 
l’hémisphère gauche, prédominant pour le traitement du langage chez 95% des droitiers. 
- L’asymétrie de visibilité des lettres : Les lettres n’auraient pas la même visibilité 
selon leur position (Bouma, 1973; Nazir, 1991; Nazir, Heller, & Sussmann, 1992; Nazir, et 
al., 1998). La visibilité serait meilleure pour les lettres situées à droite que pour celles 
situées à gauche du point de fixation. L’asymétrie de la position optimale du regard dans le 
mot pourrait venir de cette asymétrie de la visibilité des lettres dans le mot (Nazir, et al., 
1992; Nazir, et al., 1998). 
- La fréquence positionnelle des lettres : D’autres résultats ont montré que les 
positions dites extrêmes (première et dernière lettre) d’une séquence seraient codées 
précisément alors que l’encodage de la position des lettres internes serait plutôt relatif 
(Peressotti & Grainger, 1999; Stevens & Grainger, 2003). L’étude de Stevens et Grainger 
(2003) montre qu’une combinaison de la visibilité des lettres et d’une mesure de la 
fréquence positionnelle des lettres permet de rendre compte très précisément de la forme 
typique asymétrique de la fonction OVP obtenue avec des mots. 
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2 IDENTIFICATION DES MOTS ECRITS ET EXPERTISE EN LECTURE 
La lecture ne se limite pas à effectuer des mouvements oculaires et bien identifier les 
lettres mais nécessite un niveau de traitement supérieur pour parvenir à l’identification du mot 
lui-même. Comment la trace mnésique d’un mot, ainsi que toutes les informations qui lui sont 
associées, sont-elles réactivées ? Dans cette seconde partie, nous allons décrire les différents 
modèles théoriques qui rendent compte de la reconnaissance des mots. 
  
2.1 Les modèles de lecture experte 
Trois grands types de modèles de lecture se distinguent dans la littérature.  Les premiers, 
les modèles dits à double voie, supposent l’existence de deux mécanismes de traitement 
fonctionnellement indépendants, pour la lecture de mots familiers d’une part, celle de mots 
nouveaux ou pseudo-mots (séquences de lettres prononçables mais sans signification, ex : 
PULTE) d’autre part. Le deuxième type de modèles, les modèles connexionnistes à traitement 
parallèle et distribué, reposent sur une procédure unique et postulent que l’ensemble des items 
est déchiffré par un système unique d’activation/inhibition d’unités de différents types 
(orthographique, phonologique, sémantique et mnésique). Ces modèles nient l’existence d’un 
lexique orthographique ou d’un système de conversion graphème-phonème. Le troisième type 
de modèle est le modèle MTM qui postule l’existence de deux procédures de lecture, globale 
et analytique, mais d’un système computationnel unique (sans lexique ni règles de 
conversion). 
 
2.1.1 Modèles double-voie 
2.1.1.1 Conception de la double-voie en lecture 
L’idée du modèle à deux voies repose sur l’observation pathologique de la lecture. En 
effet, la dyslexie acquise3, chez l’adulte a montré des cas de personnes qui présentaient des 
difficultés spécifiques pour lire les mots irréguliers (comme les mots « femme », « monsieur » 
et « parfum » par exemple) (Behrmann & Bub, 1992; Marshall & Newcombe, 1973). Ces 
adultes présentaient une dyslexie de surface : ils peuvent lire les pseudo-mots et les mots 
                                                 
3
 On parle de dyslexie acquise (ou alexie) pour caractériser les déficits de lecture qui apparaissent à la suite d'une 
lésion cérébrale chez des personnes qui lisaient tout à fait normalement avant cette atteinte du système nerveux 
central. 
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réguliers mais pas les mots irréguliers dans la mesure où ils appliquent systématiquement les 
règles de conversion graphème/phonème (par exemple, le mot « femme » serait lu /fεm/ au 
lieu de /fam/). D’autres adultes dyslexiques montraient le pattern inverse, à savoir qu’ils lisent 
toujours correctement les mots familiers (qu’ils ont donc en mémoire) mais plus les mots 
inconnus parce qu’ils sont incapables d’utiliser les règles de conversion graphème/phonème : 
Ils présentaient une dyslexie phonologique (voir Coltheart, 1996 pour une revue de cas).  
L’interprétation de cette « double dissociation », historiquement décrite par Marshall et 
Newcombe (1973), est que l’habilité à générer le son d’un mot à partir des ses lettres (lecture 
sub-lexicale) est fonctionnellement dissociable de l’habilité à reconnaître d’emblée le pattern 
orthographique présenté (cas des mots irréguliers). 
 
2.1.1.2 Description des modèles à double-voie classiques 
Initialement proposés par Marshall et Newcombe (1973) et repris par la suite par 
Coltheart (Coltheart, 1985; Coltheart & Rastle, 1994; Coltheart, Rastle, Perry, Langdon, & 
Ziegler, 2001), les modèles à double voie rendent ainsi compte de l’activité de lecture par 
deux procédures de lecture qui fonctionnent en parallèle et de façon indépendante. Après 
l'analyse visuelle graphique du mot, correspondant au traitement perceptif, deux voies 
parallèles sont possibles. 
 
 
Figure 4 : Représentation schématique du modèle de lecture à double voie selon Coltheart et coll. 
(1980) 
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La procédure lexicale - voie d’adressage, directe - permet un accès direct au lexique 
mental4 qui contient en particulier les informations orthographiques - stockées au cours de 
l’apprentissage - associées aux mots familiers. L’identification rapide et directe d’un mot 
familier se ferait par réactivation de la trace mnésique de ce mot, appelée "représentation 
abstraite du mot" ou "visual word form" (Warrington & Shallice, 1980). Ensuite, cette 
représentation orthographique activerait le réseau en mémoire sémantique auquel le mot 
appartient. Finalement, les mots seraient prononcés sur la base des informations 
phonologiques contenues dans le système phonologique de sortie. 
 
La procédure non lexicale - voie d’assemblage, analytique, indirecte - utilise des 
règles spécifiant les correspondances entre l'orthographe et la phonologie des mots 
(« conversions graphème–phonème ») pour décoder de nouveaux mots et des pseudo-mots. 
L'utilisation de cette voie suppose une segmentation des mots en graphèmes, puis une mise en 
correspondance entre ces graphèmes5 et les phonèmes6 correspondants. Ces phonèmes sont 
ensuite assemblés dans la mémoire tampon et le mot est prononcé sur la base du code 
phonologique. 
La mémoire tampon phonologique (« Buffer ») est une mémoire de travail spécifique à la 
production orale : elle code les représentations abstraites des phonèmes ainsi que l'ordre dans 
lequel ils sont agencés (Coltheart, 1978). Le stockage dans cette mémoire tampon permet à la 
fois de convertir le code phonologique en code articulatoire, et de maintenir l’information en 
cours de prononciation. 
 
La dernière version du modèle, le modèle à double voie en cascade de reconnaissance et 
de lecture des mots (ou modèle DRC, « Dual Route Cascade Model ») (Coltheart, Curtis, 
Atkins, & Haller, 1993; Coltheart, et al., 2001) repose sur trois principes : 1) l’activation est 
graduelle, et non plus en ‘tout ou rien’ comme dans la version antérieure (Coltheart, 1978) ; 2) 
le traitement opère en cascade, dès qu’une couche est activée, l’information est transmise à la 
couche suivante ; et 3) le traitement est entièrement interactif, c’est-à-dire que les différentes 
couches interagissent entre elles via des connexions activatrices ou inhibitrices. Ces couches 
contiennent des séries d’unités qui représentent la plus petite partie symbolique de chaque 
                                                 
4
 Partie de la mémoire à long terme où les représentations des mots sont stockées 
 
5
 Un graphème est l’équivalent orthographique d’un phonème 
6
 Un phonème est la plus petite unité sonore, ayant un caractère distinctif dans une langue donnée. 
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étape, par exemple les mots au sein du lexique ou les lettres dans la couche unité lettre. Trois 
voies sont définies : la voie lexicale, la voie non-lexicale sémantique et la voie de conversion 
graphème-phonème.  
 
 
Figure 5 : Modèle double voie à traitement en cascade selon Coltheart et coll. (2001) 
 
La voie lexicale non sémantique est composée d’un système de reconnaissance visuelle et 
d’un système de production phonologique. Le premier système est une généralisation du 
modèle IAM de McClelland et Rumelhart (1981) (Figure 1). La couche d’entrée représente le 
traitement des traits visuels, la couche suivante permet le traitement des unités ‘lettres’, et 
enfin la troisième couche du modèle représente l’accès aux formes orthographiques des mots. 
Toute unité ‘trait’ (de la couche unité ‘trait’) d’une position donnée entretient des connexions 
excitatrices avec les unités ‘lettres’ (de la couche unité ‘lettre’) codant pour la même position 
et contenant ce trait, et des connexions inhibitrices avec les unités ‘lettres’ codant pour la 
même position mais ne contenant pas ce trait ou codant pour une position différente. De la 
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même manière, chaque unité ‘lettre’ d’une position donnée entretient des connexions 
excitatrices avec les unités ‘mots’ contenant cette lettre dans la même position, et des 
connexions inhibitrices avec les unités ‘mots’ ne contenant pas cette lettre ou contenant cette 
lettre dans une position différente. Les unités du lexique orthographique disposent d’un 
niveau d’activation résiduel proportionnel à la fréquence d’occurrence du mot qu’elles codent, 
l’activation des mots de haute fréquence étant plus rapide que celle des mots de basse 
fréquence. Le système de production, quant à lui, comprend une représentation des mots sous 
forme phonologique, puis un transfert au niveau phonémique. Les connexions entre les unités 
‘mots’ et ‘phonèmes’ sont excitatrices uniquement lorsque le mot possède le phonème dans la 
position appropriée ; dans tous les autres cas, elles sont inhibitrices. L’ensemble des 
connexions existant entre le niveau des lettres et celui des mots du lexique d’entrée 
orthographique d’une part, et le niveau des mots du lexique de sortie phonologique et celui 
des phonèmes d’autre part, est bidirectionnel, conférant au modèle son caractère interactif. 
Toutes les connexions bidirectionnelles reliant les deux lexiques sont exclusivement 
excitatrices. 
La voie non lexicale partage avec la voie lexicale les couches d’unités de traits visuels, de 
lettres et de phonèmes. Elle possède par ailleurs un système de conversion graphème-
phonème où chaque graphème (lettre) est converti en son phonème correspondant selon les 
règles de conversion mémorisées. 
Quelle que soit la chaîne de lettres présentée, le traitement débute simultanément dans les 
deux voies. La voie lexicale, directe et plus rapide, « gagne la course » et intervient donc de 
façon prépondérante pour la lecture des mots fréquents, réguliers ou irréguliers. En revanche, 
la lecture des mots peu fréquents et des pseudo-mots est possible grâce à la voie de 
conversion grapho-phonémique. Les informations phonologiques issues de ces deux voies 
convergent vers le système phonémique de sortie. Le mot est ensuite prononcé. Ces deux 
voies sont indispensables : la voie non-lexicale est nécessaire à la reconnaissance de nouveaux 
mots, qui après quelques rencontres successives seront reconnus grâce à la voie lexicale, et 
cette voie lexicale est nécessaire à la prononciation de mots irréguliers. 
 
D’autres modèles cognitifs, les modèles connexionnistes, ont montré que ces mêmes 
fonctions peuvent être implémentées en réduisant le nombre de composantes et en augmentant 
le nombre d’interactions entre elles. 
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2.1.1.3 Description d’un modèle connexionniste à double-voie 
Le modèle CDP+ (Perry, Ziegler, & Zorzi, 2007) utilise les principes architecturaux issus 
du courant connexionniste et un algorithme d’apprentissage basé sur le principe des modèles à 
deux voies de lecture du type DRC (Figure 6). Il combine ainsi le réseau sublexical du modèle 
CDP (« Connectionnist Dual Process »), un modèle connexionniste antérieur élaboré par 
Zorzi et coll. (1998), et le réseau lexical du modèle DRC. Le point d’interaction entre ces 
deux routes se situe au niveau du buffer phonologique de sortie, réseau dans lequel les codes 
phonologiques des voies sub-lexicale et lexicale entrent en compétition avant la prononciation 
finale du mot. 
 
 
Figure 6 : Représentation schématique du modèle connexionniste à double traitement CDP+ (Perry, 
et al., 2007) 
 
Ce modèle permet de simuler la lecture experte et de rendre ainsi compte  de certains 
effets observés en lecture, tels que, par exemple : l’effet de lexicalité (meilleurs résultats en 
précision et vitesse pour les mots que les pseudo-mots), l’effet de régularité (meilleurs 
résultats en précision et vitesse pour les mots réguliers que les mots irréguliers), l’effet 
d’amorçage (la reconnaissance d’un mot est facilitée par la présentation ultérieure d’un mot 
lui étant orthographiquement lié) et l’effet de longueur (les latences de prononciation 
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augmentent linéairement pour chaque lettre supplémentaire dans le mot) (voir Perry et al, 
2007). Toutefois, ce modèle ne permet pas d’expliquer les troubles de lecture en contexte 
développemental ni de simuler la lecture des mots polysyllabiques, en quantité non 
négligeable dans le lexique d’un lecteur expert (voir, cependant, Perry, Ziegler, & Zorzi, 2010 
pour une nouvelle version du modèle, le CDP++, qui permet de simuler la lecture de mots 
bisyllabiques).  
 
2.1.2 Modèle de lecture à voie unique : modèle à traitement parallèle et distribué 
ou « Parallel Distributed Processing » (PDP) 
Les modèles PDP sont des modèles connexionnistes prédominants apparus dans les 
années quatre-vingt (Harm & Seidenberg, 1999; Plaut, McClelland, Seidenberg, & Patterson, 
1996; Seidenberg & McClelland, 1989). Comme indiqué par son nom, le traitement dans ces 
modèles se fait de manière parallèle et distribuée. Ainsi, un mot est codé par un pattern 
d’activation et n’implique pas l’activation d’unités individuelles. Ce pattern met en jeu un 
ensemble d’unités, chaque unité intervenant dans la représentation de nombreux autres mots, 
les mots similaires engendrant ainsi des patterns d’activation semblables. Les relations entre 
orthographe, phonologie et sémantique sont encodées au travers des poids de connexion, qui 
sont modifiés au fil de l’expérience individuelle (par rétropropagation du gradient d’erreur) et 
non plus fixés. 
Le modèle de lecture proposé par Seidenberg & McClelland (1989), connu sous le nom 
du modèle triangulaire, est un modèle PDP typique. Ce modèle implique l’interaction  entre 
trois domaines de connaissance, qui sont l’orthographe, la phonologie et la sémantique, via 
des connexions activatrices et inhibitrices bidirectionnelles (Figure 7). Pourtant, ce modèle 
postule l’existence de deux voies de traitement : la voie orthographe-phonologie et la voie 
orthographe-sémantique-phonologie. L’apprentissage de la lecture entraîne une adaptation des 
poids de connexion entre les différents niveaux. 
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Figure 7 : Modèle connexionniste DPD adapté de Seidenberg et McClelland (Seidenberg & 
McClelland, 1989) 
 
Cependant, malgré les performances satisfaisantes de ce réseau en lecture de mots 
monosyllabiques, le modèle initial proposé en 1989, a été critiqué quant à ses incapacités à 
simuler la lecture de pseudo-mots et de mots polysyllabiques (Besner, Twilley, McCann, & 
Seergobin, 1990; Coltheart, et al., 1993).  
Le modèle de Plaut et coll (1996) est identique au modèle initialement proposé par 
Seidenberg et McClelland, mais il diffère par le codage des unités orthographiques et 
phonologiques. Ce deuxième type de modèle à système unique de lecture est aussi compétent 
que les modèles à double-voie pour expliquer et simuler la lecture et la décision lexicale sur 
des mots et des pseudo-mots. Les auteurs démontrent notamment pour la première fois qu’un 
réseau peut décoder des pseudo-mots correctement sans avoir recours à des règles de 
conversion grapho-phonémique. D’autre part, selon ce modèle, la dyslexie phonologique 
(déficit de lecture des mots nouveaux) résulterait d'une perte de connexions entre les 
composantes orthographique et phonologique (Harm & Seidenberg, 1999; Plaut & Shallice, 
1993) et la dyslexie de surface (déficit de lecture des mots irréguliers), d'un déficit dans les 
traitements sémantiques (Plaut, et al., 1996). Toutefois, ce modèle PDP, autant que le 
précédent, est limité du fait de sa restriction aux mots monosyllabiques. 
Le modèle que nous présentons maintenant surmonte cette faiblesse en expliquant et en 
simulant le traitement des items à la fois mono- et polysyllabiques. 
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2.1.3 Modèle de lecture Multi-Traces de Ans et Coll.(1998) 
Le modèle MTM de lecture de mots isolés combine les avantages des modèles 
connexionnistes, qui suggèrent l’existence d’un seul et unique système pour lire et l’approche 
des modèles doubles voies, en proposant deux procédures de lecture -- procédure analytique 
et procédure globale -- nécessaires pour générer la prononciation de l’ensemble des séquences 
de lettres, familières et non familières. Aucun de ces modes n’est spécifique au traitement 
d’un type d’item particulier, mots ou pseudo-mots. De plus, leur intervention est successive, 
le mode global opérant systématiquement avant une éventuelle implication du mode 
analytique. Contrairement aux modèles double-voie, ce modèle n’intègre pas de système de 
règles de conversion graphème/phonème, mais suppose que la correspondance entre 
orthographe et phonologie émerge seulement de l’apprentissage des mots entiers et des 
syllabes de ces mots en contexte. Par ailleurs, contrairement aux autres modèles de lecture, ce 
modèle accorde un statut particulier aux traitements visuo-attentionnels qui déterminent la 
procédure de lecture qui sera utilisée.  
Ce réseau unidirectionnel est constitué de quatre couches d’unités principales: 
orthographique d’entrée (O1), orthographique de sortie (O2), mémoire épisodique (ME), et 
phonologique de sortie (P) (Figure 8). Chaque unité de O1 est connectée aux unités de ME, 
elles-mêmes connectées en retour aux couches O2 et P. Le codage de l’entrée orthographique 
dépend à la fois du mode de lecture utilisé et du point de focalisation de la fenêtre visuo-
attentionnelle (FVA). 
 
 
Figure 8 : Représentation schématique du modèle MTM (Figure tirée de Valdois, Peyrin, & Baciu, 
2009).  O1, O2= couches d’entrée et de sortie orthographiques, ME= mémoire épisodique, P= couche 
phonologique de sortie. 
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En phase d’apprentissage, les informations orthographiques et phonologiques du mot sont 
simultanément présentées sur O1 et sur P.  Des unités dans la couche ME sont alors recrutées 
et les connexions avec les différentes unités mobilisées sont renforcées.  
En mode de lecture globale, l’unité recrutée sur ME correspond à une trace mot alors 
qu’il s’agit d’une trace segment (correspondant à une syllabe en contexte mot) en mode 
analytique. Le nombre de traces créées pour chaque mot est proportionnel à la fréquence de ce 
mot, ou plus précisément au logarithme de la fréquence du mot. Quant au nombre de traces 
segments mémorisées pour une syllabe, il est fonction du nombre de mots qui incluent cette 
syllabe dans des contextes différents. Ainsi, lors de la phase d’apprentissage, les 
correspondances entre orthographe et phonologie pour les mots et les syllabes, correspondent 
aux traces mots et aux traces segments dont les poids de connexions ont été renforcés entre les 
deux couches du modèle. 
En phase de reconnaissance, lorsqu’un mot est présenté en O1, le mode global se 
déclenche ; le traitement est parallèle et distribué. La fenêtre visuo-attentionnelle (FVA) 
englobe le mot dans sa totalité. Toutes les traces-mots, proportionnellement à leur similarité à 
l’item d’entrée et à leur fréquence, sont alors activées simultanément dans la couche centrale. 
Les traces ainsi activées renvoient leur activation vers les couches O2 et P et créent un écho 
sur ces deux couches. Si l’écho orthographique créé en O2 est identique à l’entrée 
orthographique en O1, alors l’écho phonologique créé sur P est considéré comme étant la 
prononciation correspondant à l’entrée, qu’il soit correct ou non. Celui-ci est alors validé par 
le système. En revanche, si l’écho créé en O2 diffère du pattern d’activation créé en O1, la 
réponse phonologique sur P est inhibée, et le réseau bascule en mode analytique. Le 
traitement nécessite alors une réorientation de l’attention : la FVA est ainsi réduite à la 
première partie du mot reconnue par le système, généralement au niveau de la syllabe 
(parfois, au niveau du graphème). Comme précédemment cette syllabe va conduire à 
l’activation de traces-segments en mémoire épisodique proportionnellement à la similarité que 
celles-ci entretiennent avec l’entrée. Après lecture de la première syllabe, le système procède 
par traitement sériel sur le reste de la séquence d’entrée. Durant le déplacement de la FVA et 
le traitement des différentes syllabes du mot, les formes phonologiques des syllabes déjà 
traitées sont maintenues actives dans le buffer phonologique de façon à pouvoir recréer la 
forme phonologique globale en fin de traitement complet du mot. 
 
Le modèle MTM simule de façon satisfaisante la lecture experte et les profils dissociés 
des patients dyslexiques (phonologiques et de surface). Une lésion du Buffer phonologique 
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simule un profil de dyslexie phonologique alors qu’une réduction de la FVA simule un profil 
de dyslexie de surface. Ce modèle permet la lecture de mots et de pseudo-mots 
polysyllabiques (Ferrand & New, 2003; Juphard, Carbonnel, & Valdois, 2004; Valdois et al., 
2006) et, contrairement aux autres modèles de lecture, il met l’accent sur le rôle des processus 
visuo-attentionnels en lecture (Bosse, Tainturier, & Valdois, 2007; Valdois, Bosse, & 
Tainturier, 2004). 
 
Jusqu’à présent, nous avons examiné comment la psychologie cognitive a décomposé les 
étapes successives de la lecture, depuis le traitement de l’image rétinienne jusqu’à la 
reconnaissance de la forme invariante des lettres, la prononciation et l’accès au sens du mot. 
Très rapidement et sans effort conscient, notre système nerveux résout ce problème de 
reconnaissance des mots. Comment notre cerveau réalise-t-il cette tâche de lecture, alors qu’il 
n’était pas génétiquement prédisposé à le faire? Pour tenter d’y voir plus clair, nous allons 
maintenant présenter les régions cérébrales impliquées dans la lecture.  
2.2 Le cerveau lecteur 
2.2.1 Méthode anatomo-clinique 
Une première approche,  la neuropsychologie du langage (ou neuropsycholinguistique), a 
permis de révéler l’implication de certaines régions cérébrales dans l’activité de lecture. Cette 
discipline consiste à étudier des relations entre le langage et les structures cérébrales en se 
fondant sur l’observation de troubles langagiers d’adultes atteints de lésions cérébrales. 
En 1887, le célèbre neurologue français Joseph-Jules Déjerine décrivit, sur le plan 
clinique, le cas d’un patient qui présentait une perte sélective et totale de la capacité de lire 
(« cécité verbale pure », encore dénommé alexie pure ou alexie sans agraphie) suite à un 
accident cérébral vasculaire survenu à l’âge adulte. Sa capacité à écrire restait intacte mais il 
était incapable de relire ce qu’il venait d’écrire. 
« il croit avoir perdu la tête, car il se rend bien compte que les signes dont les 
noms lui échappent sont des lettres », « il affirme les voir parfaitement », et 
« esquisse du geste leur forme sans arriver à dire leur nom ». Si on demande au 
patient de recopier sur du papier ce qu’il voit, « il y parvient, mais non sans peine, en copiant 
les lettres trait après trait, comme s’il s’agissait d’un dessin technique, examinant chaque 
jambage pour s’assurer de l’exactitude du dessin. Malgré tous ces efforts, il est incapable de 
nommer les lettres ». 
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Quatre ans plus tard, le patient décéda et une autopsie de son cerveau fut réalisée. Cette 
analyse post-mortem révéla un hémisphère cérébral droit intact et des lésions dans la partie 
postérieure de l’hémisphère gauche. Le « lobe occipital et plus particulièrement les 
circonvolutions de la pointe occipitale, à la base du cuneus, ainsi que celle du lobe lingual et 
du lobule fusiforme » étaient atteints par ces lésions. Déjerine suggéra qu’une déconnexion, 
i.e. une perte de transmission des informations visuelles, en direction du gyrus angulaire était 
à l’origine de cette perte de reconnaissance des lettres ou des mots écrits. Il considérait le 
gyrus angulaire comme le « centre visuel des lettres ». Intact, il permettait ainsi de préserver 
l’écriture et la reconnaissance des lettres par le geste mais déconnecté et donc privé 
d’afférences visuelles, l’activité de lecture était rendue impossible. 
 
La description de cas d’alexie pure a ainsi conduit les chercheurs à suspecter l’existence 
d’un « organe de la lecture ». L’avancée des techniques de neuro-imagerie a beaucoup apporté 
au domaine de la neuropsycholinguistique, permettant d’étudier le cerveau de patients sans 
avoir nécessairement recours à la dissection post-mortem. De nombreux cas de patients 
alexiques ont été décrits depuis, permettant ainsi d’accroître les connaissances sur la 
localisation des aires cérébrales du langage. 
 
2.2.2 La neuro-imagerie fonctionnelle 
2.2.2.1 Introduction 
L’amélioration des techniques d’imagerie fonctionnelle cérébrale a ouvert de nouvelles 
perspectives en permettant l’étude en temps réel du cerveau en action, chez des sujets sains. Il 
existe deux grands types de techniques d’investigation de l’anatomie fonctionnelle du cerveau 
humain. Les techniques électromagnétiques, les Potentiels Evoqués (PE) et la magnéto-
encéphalographie (MEG), fournissent une information directe sur l’activité synaptique des 
neurones. Les techniques hémodynamiques, la Tomographie par Emission de Positrons (TEP) 
et l’Imagerie par Résonance Magnétique fonctionnelle (IRMf), procurent des informations 
indirectes sur l’activité cérébrale en mesurant les variations de flux sanguins induites par 
l’activité neurale. Ces deux types de techniques fournissent des résultats de sensibilités 
variables, et sont donc utilisés dans différents protocoles en fonction de la problématique du 
travail de recherche : les méthodes électromagnétiques ont une excellente résolution 
temporelle de l’ordre de quelques centaines de millisecondes, mais une faible résolution 
spatiale de l’ordre de plusieurs centimètres. Ces techniques fournissent des enregistrements de 
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surface, ce qui a l’avantage d’être non invasif, mais les données sont en contrepartie peu 
informatives sur la localisation des activations en profondeur. Les méthodes hémodynamiques 
se caractérisent par une résolution spatiale de l’ordre du millimètre, mais une résolution 
temporelle d’une à quelques secondes, c'est-à-dire insuffisante au regard du "timing" cognitif 
qui est de l’ordre de la dizaine de millisecondes. Ces méthodes, beaucoup plus lourdes et 
coûteuses, fournissent des données dans un volume cérébral, ce qui permet de localiser les 
activations de manière très précise. 
 
C’est ainsi grâce à ces nouvelles technologies permettant, très littéralement, de « lire dans 
le cerveau »7 que l’organisation fonctionnelle des aires cérébrales du langage a été révélé, 
pour la première fois en 1988, par l’équipe de Petersen (Petersen, Fox, Posner, Mintun, & 
Raichle, 1988). Les résultats (Cf. Figure ci-après) ont notamment montré l’implication des 
régions occipitales et occipito-temporales ventrale de l’hémisphère gauche lors de la lecture 
silencieuse d’un mot.  
 
Figure 9 : Images de TEP historiques des aires cérébrales du langage mises en évidence pour la 
première fois en 1988 par l’équipe de Petersen  (tirée de Dehaene, 2007).  
Depuis ces résultats, de nombreuses études ont vu le jour pour essayer de localiser les 
substrats neuronaux de la lecture (voir Wandell, 2011; Wandell, Rauschecker, & Yeatman, 
2012 pour des revues). Nous allons ici exposer un rapide descriptif de la neuro-anatomie 
fonctionnelle de l’activité de lecture dans le cadre du modèle double-voie de lecture (Jobard, 
Crivello, & Tzourio-Mazoyer, 2003). 
 
                                                 
7
 Expression utilisée dans les neurones de la lecture (livre de Dehaene, 2007)  
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2.2.2.2 Neuro-imagerie fonctionnelle de la lecture (Figure 10) 
Deux réseaux neuro-anatomiques fonctionnels sous-tendent l’activité de lecture chez le 
lecteur expert (Pugh et al., 2001) : 
- une voie ventrale, associée au traitement des aspects orthographiques. Elle inclut les 
aires extra-striées bilatérales qui supportent le traitement visuel et alimentent les aires 
occipito-temporales inférieures gauche. 
- une voie dorsale, associée au traitement des aspects phonologiques. Elle est divisée en 
deux composantes fonctionnelles : une composante dorsale postérieure gauche qui fait le lien 
entre orthographe et phonologie (Pugh, et al., 2001), elle inclut le gyrus supramarginal, le 
gyrus angulaire et le cortex temporal supérieur (Rumsey, Horwitz, et al., 1997) ; et une 
composante antérieure gauche qui participe à la production du discours et l’analyse des 
éléments phonologiques des mots (Fiez & Petersen, 1998; Poldrack, Selco, Field, & Cohen, 
1999), elle inclut le gyrus frontal inférieur gauche et s’étend jusqu’au cortex dorsal pré-
moteur. 
D’un point de vue fonctionnel, le circuit temporo-pariétal (réseau dorsal) est essentiel 
dans la formation et l’acquisition des liens entre forme orthographique et forme phonologique 
des mots et requiert des ressources attentionnelles importantes. En revanche, le circuit ventral 
est dédié à l’identification des mots, il répond plus rapidement aux stimuli que le circuit 
dorsal, et n’engage pas ou peu de ressources attentionnelles.  
 
 
Figure 10 :  Représentation schématique des réseaux neuronaux impliqués dans l’activité de lecture 
(tiré de Dehaene, 2007) 
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Le modèle à double-voie postule qu’une première étape dans l’analyse visuelle d’une 
suite de lettres consiste à extraire une forme visuelle abstraite du mot (Warrington & Shallice, 
1980). Jobard, Crivello et Tzourio-Mazoyer (2003) ont suggéré que l’étape initiale du 
traitement orthographique impliquait la même aire cérébrale pour les mots et les pseudo-mots. 
Cette aire, localisée dans le cortex occipito-temporal ventral gauche, est connue sous le nom 
d’aire de la forme visuelle des mots, la « Visual Word Form Area » (VWFA) (Cohen et al., 
2000; Cohen et al., 2002; Dehaene & Cohen, 2011; Dehaene, Le Clec, Poline, Le Bihan, & 
Cohen, 2002). Après cette première étape, comme nous l’avons déjà décrit, deux voies de 
lecture – lexicale et sous-lexicale --  peuvent être activées pour accéder au sens du mot 
(Figure 11). La voie lexicale directe serait réalisée à travers l’association directe des régions 
impliquées dans le traitement pré-lexical et des régions dédiées au traitement sémantique. Elle 
solliciterait donc le cortex temporal basal, localisé antérieurement à la jonction occipito-
temporale, la région temporale supérieur moyenne et la partie triangulaire (BA 45) du gyrus 
frontal inférieur.  La voie analytique indirecte, engagée dans la lecture des pseudo-mots, 
impliquerait les régions du gyrus temporal supérieur, le gyrus supramarginal et la partie 
operculaire (BA 44) du gyrus frontal inférieur. Ces régions sont spécifiquement impliquées 
dans l’analyse phonologique et la mémoire de travail. Les activations de ces trois sous-
réseaux sont modulées par la lexicalité de la suite de lettres. D’ailleurs, les analyses de la 
connectivité effective de la lecture de mots et de pseudo-mots ont montré une modulation de 
ces patterns d’activation compatible avec le modèle à double-voie de la lecture (Levy et al., 
2009). 
 
 
Dans ce premier chapitre, nous avons présenté les mécanismes de lecture, certains 
modèles proposés pour rendre compte de son traitement ainsi que les principales aires 
cérébrales impliquées. Dans le chapitre suivant, nous allons décrire comment la lecture 
s’acquiert au cours du développement normal avant de nous pencher sur la pathologie, le 
trouble spécifique d’apprentissage du langage écrit, i.e. la dyslexie de développement. 
 
  
 
 
 
Figure 11 : Régions cérébrales impliquées dans le modèle à double-voie (Image tirée de Jobard et al. 2003) 
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CHAPITRE 2 : LA LECTURE, DEVELOPPEMENT NORMAL ET 
PATHOLOGIQUE 
 
 
« Je fais des fautes 
Ce n’est pas de ma faute 
Il faut en finir ! me dit 
Celui qui n’a jamais de doute 
Pourtant si avec un peu d’encre, un tout petit rien, 
un geste presque anodin 
Ma faute devient une flûte… avant d’être un zut 
J’entends bien de la musique 
Là où 
Il n’entend… rien. » 
 
Béatrice Sauvageot, Vive la dyslexie ! 
 
 
La lecture n’est pas une activité innée qu’entreprend notre cerveau mais demande, au 
contraire, un apprentissage long qui ne s’effectue pas sans heurt. En effet, certains rencontrent 
des difficultés dans l’apprentissage de la lecture et 10% d’entre eux, devenus adultes, ne 
maitriseront toujours pas les outils nécessaires leur permettant d’accéder à la compréhension 
d’un texte. Dans une première partie, nous évoquerons les différentes étapes de cet 
apprentissage en exposant le modèle développemental le mieux connu, le modèle à étapes 
proposé par Frith (1985), et le rôle crucial de la conscience phonologique ainsi que 
l’importance des traitements visuo-attentionnels dans l’acquisition de la lecture.  Dans une 
seconde partie, nous nous intéresserons précisément au trouble d’apprentissage de la lecture : 
la dyslexie de développement, notre travail de recherche étant ciblé sur cette pathologie. 
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1 ACQUISITION DE LA LECTURE 
1.1 Comment l’apprenti-lecteur devient-il un expert dans l’activité de 
lecture ?  
L’expertise en lecture ne s’acquiert pas uniquement sur la base d’une reconnaissance 
correcte des mots mais celle-ci doit être également largement automatisée8, i.e réalisée en 
l'absence de tout contrôle volontaire, généralement inconsciemment et de façon rapide et sans 
effort (Logan, 1997). Effectivement, plus que la maitrise des traitements grapho-
phonologiques et orthographiques nécessaires à la reconnaissance des mots, c’est leur degré 
d’automaticité qui constitue un déterminant majeur de la réussite dans l’efficacité de la lecture 
(Ruthruff, Allen, Lien, & Grabbe, 2008). Ainsi, le coût attentionnel de la reconnaissance des 
mots doit être faible afin que le lecteur habile puisse, parallèlement et en interaction, 
consacrer de l’attention aux processus de plus haut niveau impliqués dans la compréhension. 
Le lecteur novice, quant à lui, ne possède pas encore cette automatisation des procédures 
d’accès au lexique. L'apprentissage de la lecture nécessite, effectivement, des expositions 
répétées aux mots écrits et une longue pratique avant que cette activité ne devienne 
automatique. D’ailleurs, cet apprentissage et l'automaticité de la lecture peuvent être mis en 
évidence par l'effet Stroop9 (Guttentag & Haith, 1978; Peru, Faccioli, & Tassinari, 2006; 
Schadler & Thissen, 1981). Effectivement, l'effet Stroop nous informe sur la qualité des 
processus cognitifs automatisés de la lecture : l'enfant apprenti-lecteur ne présente pas d'effet 
d'interférence signant le caractère irrépressible de la lecture. Par contre, au fur et à mesure de 
l'apprentissage, cet effet apparaît et se renforce, jusqu'à aboutir, pour le lecteur expert, à un 
effet d'interférence classique : le lecteur expert ne peut s'empêcher de lire un mot qu'il voit, 
quand bien même sa tâche est autre (par exemple, dénommer la couleur de l'encre dans 
laquelle est écrite le mot qu'il voit ; ainsi, « JAUNE » écrit à l'encre rouge entraîne 
régulièrement la réponse orale « jaune », voir Brown, Joneleit, Robinson, & Brown, 2002).  
 
                                                 
8
 L’automatisation est le processus grâce auquel une habileté demande de moins en moins d’effort pour être 
réalisée à la suite d’une pratique régulière (Fitts & Posner, 1967 ; Shiffrin & Schneider, 1977) 
9
 L'effet Stroop fut rapporté par John Ridley Stroop lors d'une publication parue dans le "Journal of 
Experimental Psychology" en 1935. Cet auteur présenta visuellement des mots de couleurs, écrits en encre de 
différentes couleurs, à des sujets. Il remarqua un effet d’interférence de la lecture sur la dénomination des 
couleurs lorsque la couleur de l’encre et le mot ne correspondent pas (par exemple : « VERT ») et un effet 
facilitateur (réponse plus rapide) lorsqu’au contraire ils correspondent (par exemple : « VERT »). 
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Au cours de l’apprentissage, l’apprenti-lecteur doit non seulement installer les traitements 
spécifiques à la lecture mais aussi atteindre un niveau d’automaticité permettant à ces 
traitements d’être les moins gourmands possible en attention. Différentes modélisations ont 
été proposées pour décrire comment l’enfant apprend à lire et parvient à la maîtrise et à 
l’automaticité des procédures de reconnaissance des mots. Nous allons présenter maintenant 
le modèle développemental proposé par Uta Frith (1985) qui constitue toujours à l’heure 
actuelle le modèle de référence lorsqu’il s’agit de décrire l’apprentissage de la lecture. 
 
1.2 Les différentes étapes d’acquisition de la lecture selon Frith 
Le modèle d’apprentissage de la lecture de Frith (1985) comporte trois étapes ou stades 
successifs : logographique, alphabétique et orthographique. Chaque étape correspond à un 
traitement spécifique du langage écrit. 
 
 
Figure 12 : Etapes de l’apprentissage de la lecture (d’après Frith, 1985) 
 
1.2.1 Etape logographique 
Avant l’apprentissage formel de la lecture et au tout début de l’apprentissage, l’enfant de 
fin de maternelle « photographie » les mots de son environnement et il les lit comme des 
logogrammes, i.e. comme des unités globales, arbitraires et facilement reconnaissables dont 
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l’enfant a appris par cœur la signification. Cette procédure d’identification globale -- 
procédure logographique -- consisterait à mémoriser le patron visuel des mots écrits à partir 
d’indices saillants pris sur les mots (identification centrée sur le mot ; il peut s’agir du 
redoublement de lettres, la longueur du mot, la forme des lettres, par exemple le « o » dans 
vélo qui rappelle à l’enfant la forme d’une roue) ou dans leur environnement (identification 
contextuelle tel que, par exemple, la présentation habituelle de « Coca-Cola »). Lors de cette 
phase, l’enfant ne sait évidemment pas lire, l’enfant est capable de reconnaître parfois un 
nombre conséquent de mots, mais uniquement à l’aide de quelques indices visuels. 
Effectivement, si le mot apparaît sous une forme différente, inhabituelle pour l’enfant, il ne 
reconnaîtra pas le mot en question (par exemple : «  COCA-COLA » en majuscules) ; de 
même, il serait capable de se tromper par la ressemblance visuelle des formes (« Chou-Chou » 
sera lu « Coca-Cola »). Par conséquent, il y a mémorisation arbitraire entre une forme écrite et 
une signification. Le traitement est global et visuel comme s’il s’agissait d’une image. Il 
convient néanmoins de souligner que le caractère obligatoire de ce stade initial est contesté 
(Sprenger-Charolles & Bonnet, 1996). De nombreux chercheurs ne considèrent plus la 
procédure logographique comme une étape à part entière dans le processus d’apprentissage 
puisqu’il n’y a pas de lecture à proprement dite. Ainsi, il semble plus légitime de parler de 
lecteurs logographiques que de stade logographique véritable. 
 
1.2.2 Etape alphabétique  
Au cours du CP, l’enfant va, avec l’aide de l’écriture, développer un système 
fondamental qui est la base de la lecture et qui consiste à automatiser les liens entre la forme 
visuelle (des lettres, des groupes de lettres, des syllabes) et ses correspondants sonores. Ce 
système repose sur l’exploitation des règles de correspondances entre des unités visuelles 
discrètes (les graphèmes) et des unités phonémiques abstraites (les phonèmes). C’est une 
forme d’apprentissage de type « bottum-up » ou « de bas en haut ». Nous partons d’unités de 
bas niveau (les phonèmes) pour aboutir aux unités de haut niveau (les lexèmes, porteur de 
sens). L’enfant réalise ici que l’écriture n’est pas arbitraire par rapport à la langue parlée. En 
effet, il prend conscience de la structure phonologique de la parole, est capable de repérer 
dans l’oral les unités non signifiantes inférieures au mot, analyse explicitement la parole, 
manipule les sons – autrement dit, il témoigne d’une conscience phonologique. Le rôle 
déterminant de la prise de conscience et du contrôle de la structure phonologique au début de 
l’apprentissage d’une langue alphabétique est confirmé par les résultats de nombreuses 
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recherches soumettant des enfants (de différents âges et différents niveaux de lecture) à 
diverses épreuves de manipulations phonologiques – épreuves de métaphonologie (exemples : 
délétion de phonème : « gateau » /gato/  /ato/ ; substitution de phonème : remplacement de 
/p/ par /l/ dans « pont » /põ/  /lõ/ ; ou encore comptage phonémique : dans « maison » 
/mezõ/  4 phonèmes) – avec des mots et pseudo-mots (Ehri et al., 2000; Gombert, 1990, 
2003; Goswami & Bryant, 1990; Hulme, Caravolas, Malkova, & Brigstocke, 2005). Nous 
développerons ci-après une partie consacrée à l’importance de la conscience phonologique 
dans l’apprentissage de lecture. 
 
Cette procédure phonologique, encore appelée décodage séquentiel lettre à lettre de 
gauche à droite (Marsh, Friedman, Welch, & Desberg, 1981) est systématiquement utilisée 
par les enfants au début de l’apprentissage de la lecture et s’apparente à la voie indirecte ou 
voie d’assemblage phonologique décrite dans le modèle à double voie d’accès au lexique 
(voir chapitre précédent §2.1.1). Cependant, l’assemblage phonologique du lecteur expert 
diffère du déchiffrage lent et laborieux du lecteur débutant ou mauvais lecteur. Chez le lecteur 
habile, le traitement est automatisé (voir précédemment §1) et requiert donc peu ou pas de 
ressources attentionnelles, alors qu’il exige du lecteur novice, une orientation de son attention 
vers cette activité qui, par conséquent, en mobilise une grande partie. L’attention visuelle joue 
donc un rôle essentiel dans l’apprentissage de la lecture. Nous décrirons plus en détail les 
traitements visuo-attentionnels dans une partie ultérieure qui y sera dédiée. 
Le recours à la conversion phonologique constitue un puissant mécanisme d’auto-
apprentissage (Cunningham, 2006; Share, 1995, 1999, 2008) en permettant au lecteur 
débutant d’identifier de nouveaux mots jamais rencontrés jusqu’alors, en rendant le système 
de conversion de plus en plus automatique et en contribuant à créer un code orthographique 
utilisable lors des rencontres ultérieures avec les mots initialement décodés. Cependant, cette 
connaissance des correspondances entre graphèmes et phonèmes ne suffit pas à une maîtrise 
des mots écrits. Certains mots comportent, en effet, des irrégularités qui les rendent difficiles 
à décoder par stricte application des correspondances grapho-phonémiques : les lettres 
silencieuses (exemples : très, part), les homonymes (exemples : vert, verre, vers), les mots 
étrangers (exemples : football, yacht), les « bizarreries » (exemples : femme, orchestre, gars, 
album). Pour permettre la reconnaissance de ces mots plus complexes, le lecteur doit recourir 
à une autre procédure : la procédure orthographique. 
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1.2.3 Etape orthographique  
L’enfant va développer durant cette étape la procédure de lecture par adressage, i.e. 
mettre directement en relation ses connaissances lexicales avec les mots écrits et leur forme 
phonologique et ce, grâce à l’identification d’indices orthographiques et sans recours 
systématique à la conversion phonologique (voir J. C. Ziegler & Goswami, 2005 pour une 
revue). Cette procédure permet un accès plus aisé et plus rapide au sens du mot parce que 
l’enfant a stocké en mémoire à long terme des informations spécifiques sur les 
caractéristiques orthographiques des différents mots de la langue rencontrés jusque-là. Dès la 
fin du CP, l’enfant peut ainsi lire certains mots (les plus fréquents) de façon globale, très vite, 
en accédant immédiatement au sens et en connaître la bonne orthographe (« bateau » et non « 
bato »). Dès lors, l’identification des mots s’automatise et ne nécessite plus autant de 
capacités attentionnelles, ressources à présent dédiées à la compréhension des mots, du texte. 
Cette étape orthographique se présente donc en deux phases : un traitement analogique, i.e. 
l’enfant utilise ses connaissances de l’orthographe des mots ainsi que leur prononciation pour 
lire de nouveaux mots ; et une automatisation des processus de lecture où la forme 
phonologique et le sens du mot seraient mobilisés sans avoir à recourir à un code ou à des 
règles. 
 
Le modèle d’apprentissage de Frith a permis de poser certaines notions de base qui ont 
été par la suite réutilisées, critiquées et complétées par de nombreuses recherches sur 
l’apprentissage de la lecture chez l’enfant. La principale réserve du modèle est émise au sujet 
de la stricte successivité des stades, à savoir qu’une étape antérieure doit être maîtrisée pour 
accéder à la suivante (Bosse, Valdois, & Tainturier, 2003; Martinet, Bosse, Valdois, & 
Tainturier, 1999; Martinet, Valdois, & Fayol, 2004; Mousty & Alegria, 1996); et dans ce cas, 
l’enfant ne peut accéder à la procédure orthographique que s’il est passé auparavant par la 
phase alphabétique durant laquelle la médiation phonologique est dominante. Ceci ne reflète 
pas la réalité lorsque l’on observe la façon dont les apprentis lecteurs procèdent les premières 
années (Danjon & Pacton, 2009; Martinet, et al., 2004; Sprenger-Charolles, Colé, & 
Serniclaes, 2006; Sprenger-Charolles, Siegel, Bechennec, & Serniclaes, 2003). En effet, 
l’enfant disposerait d’emblée de différentes procédures analytiques et orthographiques pour 
reconnaître un mot. En s’appuyant sur leur modèle par vague ou « overlapping wave model », 
Rittle-Johnson et Siegler (1999), ont montré par exemple que même les apprentis lecteurs 
utilisaient des stratégies multiples, dont les connaissances lexicales déjà acquises, pour épeler 
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un mot. Dans le même sens, le modèle d’auto-apprentissage de Share (Share, 1995, 1999) 
suggère que quelques lectures suffisent à la mémorisation de l’orthographe du mot, de telle 
sorte que, même au début de l’acquisition de la lecture, les enfants seraient en mesure 
d’utiliser leurs connaissances lexicales pour reconnaître les mots qui leur ont été maintes fois 
exposés. Les compétences des traitements phonologiques et orthographiques se 
développeraient ainsi d'une manière continue, en relative simultanéité, depuis le début de 
l'apprentissage et non pas d’une manière strictement successive. 
 
1.3 Traitement phonologique : rôle de la conscience phonologique et ses 
limites dans l’apprentissage de la lecture 
Dès l’âge de 4 ans, la majorité des enfants sont capables de différencier deux mots 
phonologiquement différents (exemple : « bateau » et « gâteau ») sans pour autant pouvoir 
dire ce qui diffère vraiment. De même, ils commencent à compter le nombre de syllabes dans 
un mot mais ne sauront pas dire le nombre de phonèmes qui composent ce mot. Avant même 
de savoir lire, l’enfant connaît donc, avec l’acquisition du langage parlé, la forme 
phonologique et la signification d’un grand nombre de mots. C’est à partir de l’âge de 6 ans, 
avec le début de l’apprentissage de la lecture, que l’enfant commence à percevoir, à découper 
et à manipuler les unités sonores du langage, les phonèmes. Cette prise de conscience et le 
traitement explicite des unités phonologiques couplé à l’apprentissage des correspondances 
entre ces unités et celles orthographiques sont essentiels à l’acquisition de la lecture, i.e. des 
connaissances orthographiques (Share, 1995; J. C. Ziegler & Goswami, 2005, 2006). 
L’hypothèse d’auto-apprentissage développée par Share (Share, 1995, 1999, 2004, 2008) 
insiste sur le rôle fondamental du décodage phonologique dans l’acquisition de l’orthographe: 
une procédure analytique (i.e. mobilisation des connaissances grapho-phonémiques) efficace 
permettrait à l’enfant de mémoriser l’orthographe des mots lus.  
L’existence d’un lien fort -- relation de causalité et de réciprocité -- entre conscience 
phonologique et acquisition de la lecture est un fait bien documenté depuis de nombreuses 
années (voir Ehri, 2005 pour une revue) : le développement de la conscience phonémique 
améliore l’apprentissage de la lecture, qui lui-même facilite l’identification et la manipulation 
des phonèmes. Cependant, plusieurs études ont montré un rôle décroissant de la conscience 
phonémique sur l’efficacité en lecture (Bosse & Valdois, 2009), avec un rôle croissant 
d’autres facteurs – tels que les capacités de dénomination rapide (de Jong & van der Leij, 
2003; Kirby, Parrila, & Pfeiffer, 2003) ou la conscience morphologique (Casalis & Louis-
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Alexandre, 2000; Danjon & Pacton, 2009; Deacon & Kirby, 2004; Senechal & Kearnan, 
2007; Singson, Mahony, & Mann, 2000) -- avec l'âge et le perfectionnement en lecture. Ces 
résultats remettent en question la conception dominante selon laquelle l’acquisition des 
connaissances orthographiques est totalement dépendante des capacités de traitement 
phonologique. Des études ont révélé d’ailleurs que les connaissances orthographiques 
préalables prédisaient le niveau des connaissances orthographiques acquises plus tard, même 
après contrôle des habiletés de décodage (Cunningham, Perry, Stanovich, & Share, 2002; 
Sprenger-Charolles, et al., 2003). En d’autres termes, les connaissances orthographiques ne 
dépendraient pas uniquement des capacités de décodage et des capacités de traitement 
phonologique,  d’autres facteurs cognitifs interviendraient dans la lecture. 
 
1.4 Traitements visuo-attentionels : notion d’empan visuo-attentionnel 
Outre les traitements phonologiques, la lecture met en jeu des traitements visuo-
attentionnels (VA) (LaBerge & Brown, 1989; LaBerge & Samuels, 1974). Lorsque nous 
lisons un texte, notre attention se porte sélectivement et successivement sur chacun des mots 
individuels pour que les procédures d’identification visuelle du mot puissent s’effectuer 
(Rayner, 1998, 2009; Vidyasagar, 1999). Au niveau du mot lui-même, des traitements VA 
entrent en jeu de façon à traiter l’ensemble des lettres de la séquence (Skottun & Skoyles, 
2006). En effet, notre attention visuelle doit être distribuée de façon équi-répartie sur 
l’ensemble des lettres qui composent le mot, pour que les lettres puissent être traitées en 
parallèle et le mot correctement identifié. Cette capacité à appréhender visuellement le mot 
dans son ensemble paraît essentielle au cours de l’apprentissage de la lecture pour permettre à 
l’enfant d’acquérir des connaissances lexicales spécifiques et de se construire ainsi un 
système de lecture compétent (Bosse, Commandeur-Lacôte, & Limbert, 2007). En effet, très 
rapidement, l’enfant devra considérer des graphèmes de plusieurs lettres, tel que le « ou » de 
« hibou » ou le « eau » de « cadeau », qui nécessitent le traitement global de l’ensemble des 
lettres du graphème. Cette capacité VA est définie par la notion d’empan VA introduite par 
Bosse, Tainturier et Valdois (Bosse, Tainturier, et al., 2007; Bosse & Valdois, 2009; Valdois, 
et al., 2004). Dans une conception générale, l’empan VA s’applique à tout type de matériel 
littéral ou non. Il est défini comme la quantité d’éléments visuels distincts pouvant être traités 
simultanément au sein d’une configuration de plusieurs éléments (Bosse, Tainturier, et al., 
2007). Dans le cadre de la lecture, l’empan VA correspond à la quantité d’unités 
orthographiques distinctes qui peuvent être traitées simultanément dans une séquence de 
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lettres. Par conséquent, un empan VA très réduit peut mener à des erreurs de prononciation 
liées à des erreurs de segmentation conduisant par exemple à produire /ko/- /ê/ au lieu de /koê/ 
pour le mot « coin ». Ce postulat s’accorde avec l’hypothèse issue du modèle multi-trace de 
lecture de mots (voir chapitre 1 §2.1.3) selon laquelle la mémorisation de la forme 
orthographique d’un mot entier nécessite un traitement simultané de l’ensemble des lettres du 
mot (Ans, et al., 1998).  La conception de l’empan VA est formalisée par la fenêtre visuo-
attentionnelle (FVA) au sein de ce modèle. Rappelons que cette composante est modulable, ce 
qui permet d’extraire les informations visuelles orthographiques des mots à lire. Une large 
FVA englobe l’ensemble du mot, permettant le traitement parallèle de l’ensemble des lettres 
(procédure globale) alors qu’une FVA réduite au niveau de la syllabe ou du graphème 
entraine un décodage analytique de la séquence. Ainsi, la FVA correspond à l’ensemble des 
éléments d’une séquence sur lesquels se focalise l’attention visuelle. 
Le rôle de l’empan VA sur le développement des compétences en lecture a été analysé 
dans l’étude transversale de Bosse et Valdois (2009) menée sur 417 enfants de CP, CE2 et 
CM2 au développement normal. Les résultats de cette étude ont montré que l’empan VA 
augmentait avec l’apprentissage de la lecture et qu’il prédisait le niveau de lecture des enfants 
indépendamment de leurs aptitudes phonologiques. 
Les traitements phonologiques et visuo-attentionnels sont donc cruciaux lors de 
l’apprentissage normal de la lecture. Il apparaît alors évident qu’un défaut de ces traitements 
devrait entrainer des difficultés dans l’acquisition de la lecture. Nombreuses sont les 
recherches qui se sont penchées sur l’étude des troubles d’apprentissage de la lecture. Le plus 
connu et le plus largement étudié est la dyslexie de développement. Nous allons dans la partie 
suivante définir et décrire ce trouble d’un point de vue cognitif et neurologique. 
 
 
2 DYSLEXIE DE DEVELOPPEMENT 
« Ayant enseigné pendant plus de 10 ans en cycle secondaire, je me suis souvent trouvée devant des 
enfants en difficulté d’écriture et de lecture. Ce qui n’a rien d’extraordinaire puisque les élèves sont 
justement en apprentissage. Certains ont simplement besoin de plus de temps que les autres. Mais parfois 
il ne s’agit pas que d’un problème de temps. D’autres paramètres peuvent gêner cet apprentissage » 
Sylviane Chevigné, enseignante 
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Selon l’expertise collective de l’INSERM (2007), un trouble spécifique d’apprentissage 
de la lecture toucherait 6 à 8% des enfants français. La définition de la dyslexie témoigne de 
sa singularité même. Il s’agit d’une « difficulté durable d’apprentissage de la lecture et 
d’acquisition de son automatisme, chez des enfants intelligents, normalement scolarisés, et 
indemnes de troubles sensoriels ». Une conséquence importante de cette définition est que 
tous les mauvais lecteurs ne sont pas dyslexiques. Une déficience intellectuelle, une surdité 
mal dépistée, un absentéisme scolaire ou un environnement socioculturel défavorable peuvent 
expliquer que de nombreux enfants montrent des difficultés dans l’apprentissage de la lecture. 
La différence entre les enfants qui présentent des difficultés d’apprentissage (temporaires et 
souvent circonstancielles) et ceux qui sont aux prises de réels troubles d’apprentissage 
(permanents, persistants malgré toute intervention adaptée) est fondamentale. Par conséquent, 
un enfant ne sera diagnostiqué dyslexique que lorsque toutes les autres causes auront été 
exclues.   
 
2.1 Définitions et critères de diagnostic 
La définition conventionnelle, fournie par l’Organisation Mondiale de la Santé (O.M.S.), 
ne retient pas le terme de dyslexie de développement10 mais la référence sous le terme de 
« trouble spécifique du développement des aptitudes scolaires ». La classification de l’O.M.S. 
dispose de critères d’inclusion qui permettent d’établir le diagnostic, ainsi :  
 les performances observées dans les épreuves mesurant les capacités d’identification 
des mots écrits, doivent se situer à deux écart-types, au moins, en dessous de la moyenne, 
compte tenu de l’âge chronologique et de l’intelligence générale des individus évalués. 
 le critère de durabilité des troubles est également essentiel. Par conséquent, des 
« antécédents de difficultés sévères en lecture » doivent être relevés, ou des résultats ayant 
répondu au premier critère cité (écart des performances) à un âge antérieur. 
Des critères d’exclusion, également définis, éliminent certains facteurs pouvant être 
responsables d’un retard d’apprentissage de la lecture. Dans ce cas, les déficits observés en 
lecture ne doivent directement résulter ni d’un retard intellectuel, ni d’une déficience globale, 
ni de troubles sensoriels, ni d’une atteinte neurologique manifeste. 
                                                 
10
 Par opposition aux dyslexies dites acquises qui surviennent chez l’adulte ayant su lire, mais ayant perdu cette 
capacité à la suite d’une lésion cérébrale. 
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Ces définitions stipulent aussi que les enfants doivent avoir suivi un enseignement adapté 
à leur âge, et que l’environnement socioculturel (éducatif ou familial) dans lequel ils évoluent 
doit être suffisamment favorable.  
 
Aujourd’hui, les définitions de la dyslexie insistent sur les processus cognitifs sous-
jacents aux difficultés de lecture et soulignent particulièrement l’origine neurobiologique de 
ces troubles (Démonet & Reilhac, sous presse; Démonet, Taylor, & Chaix, 2004; Habib, 
1997, 2000). C’est ainsi que la définition de Lyon, Shaywitz et Shaywitz (2003) offre une 
place centrale au déficit cognitif phonologique. En effet, selon ces auteurs « la dyslexie est un 
trouble spécifique de l’apprentissage dont les origines sont neurobiologiques. Elle est 
caractérisée par des difficultés dans la reconnaissance exacte et/ou fluente des mots ainsi que 
par une pauvre orthographe des mots et des capacités de décodage limitées. Ces difficultés 
résultent typiquement d’un déficit dans la composante phonologique du langage qui est 
souvent inattendu par rapport aux autres capacités cognitives de l’enfant et à l’enseignement 
dispensé dans sa classe. Les conséquences secondaires peuvent inclure des problèmes dans la 
compréhension en lecture et réduire l’expérience de lecture pouvant empêcher l’enfant 
d’accroitre son vocabulaire et ses connaissances générales »11. 
 
Bon nombre d’études plaident en faveur d’un trouble phonologique dans la dyslexie de 
développement (Bishop & Snowling, 2004; Ramus, 2003; Ramus, Rosen et al., 2003; Ramus 
& Szenkovits, 2008; Snowling, 2001; Vellutino, Fletcher, Snowling, & Scanlon, 2004; 
Ziegler & Goswami, 2005). La définition proposée par Lyon et coll. (2003) décrit le trouble 
cognitif phonologique comme un critère essentiel au diagnostic de dyslexie. D’autres 
recherches montrent cependant que l’inclusion de ce critère de diagnostic ne fait pas 
l’unanimité (Frith, 1999, 2002; Valdois et al., 2011; Valdois et al., 2003; Valdois, et al., 
2004). Effectivement, l’hétérogénéité des profils de lecture et des profils cognitifs observés 
dans la population des dyslexiques démontre qu’il n’existe pas un seul et unique déficit 
cognitif responsable de la dyslexie développementale mais bien plusieurs (Coltheart & 
Jackson, 1998; Démonet, et al., 2004; Pennington, 2006; J. C. Ziegler et al., 2008). 
                                                 
11
 « Dyslexia is a specific learning disability that is neurobiological in origin. It is characterized by difficulties 
with accurate and/or fluent word recognition and by poor spelling and decoding abilities. These difficulties 
typically result from a deficit in the phonological component of language that is often unexpected in relation to 
other cognitive abilities and the provision of effective classroom instruction. Secondary consequences may 
include problems in reading comprehension and reduced reading experience that can impede growth of 
vocabulary and background knowledge » 
 
Etat de l’art  Chapitre 2 
 
54 
 
Dans la partie suivante, nous allons décrire et nous restreindre à deux grands courants 
d’hypothèses concernant les troubles cognitifs à l’origine des dyslexies développementales. 
Dans un premier temps, nous verrons succinctement l’hypothèse cognitive dominante des 
troubles phonologiques avant de nous intéresser, dans un second temps, aux hypothèses 
alternatives des troubles visuo-attentionnelles.   
 
2.2 Troubles cognitifs à l’origine de la dyslexie 
2.2.1 Trouble phonologique  
La présence d’un déficit du traitement des informations phonologiques est l’hypothèse 
explicative « classique » des troubles dyslexiques (Frith, 1997; Snowling, 2000; Vellutino, 
Fletcher, Snowling, & Scanlon, 2004). Nous avons vu précédemment que l’apprentissage de 
la lecture nécessite d’établir des liens entre des graphèmes et des phonèmes. Si les 
représentations des phonèmes d’un enfant sont dégradées, ou plus difficilement accessibles, il 
lui sera plus difficile d’apprendre la correspondance entre celles-ci et les lettres, et par 
conséquent, il rencontrera des difficultés d’apprentissage de la lecture. A l’appui de cette 
hypothèse, de nombreuses études ont montré les difficultés qu’éprouvent les dyslexiques, 
comparés à des enfants normo-lecteurs, dans une grande diversité de tâches impliquant les 
représentations phonologiques (Ramus & Szenkovits, 2008): 
 - les épreuves dites méta-phonologiques testent la capacité du sujet à prêter attention 
aux phonèmes et à les manipuler consciemment. Il s’agit par exemple de prononcer un mot 
comme /plakaR/ et de demander à l’enfant d’omettre le premier son et de prononcer le 
pseudo-mot résultant de cette omission, en l’occurrence /lakaR/ (tâche de suppression 
phonémique). Les enfants dyslexiques trouvent cette tâche très difficile et ont des 
performances bien inférieures à celles des enfants contrôles (Sprenger-Charolles, Cole, 
Lacert, & Serniclaes, 2000). L’idée principale est donc que les enfants dyslexiques 
souffriraient d’une déficience de conscience phonologique (Paulesu, et al., 2001) : les enfants 
les moins performants en lecture sont ceux qui ont le plus de difficultés à segmenter les mots 
en phonèmes (Liberman, 1973; Morais, Cluytens, & Alegria, 1984). 
 - Les enfants dyslexiques présentent également des difficultés dans les tâches de 
mémoire verbale phonologique à court terme. Ces tâches consistent par exemple à répéter 
dans l’ordre une séquence de chiffres quelconque qui nécessite le maintien actif pendant un 
temps des représentations phonologiques des nombres correspondants. 
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 - Des problèmes se manifestent également dans les tâches de dénomination rapide où 
l’enfant doit nommer une série d’objets le plus vite possible : les dyslexiques se révèlent plus 
lents, ce qui reflète, pour certains auteurs, un problème d’évocation des représentations 
phonologiques alors que pour d’autres, ce problème ne serait pas interprétable en termes 
phonologiques (Powell, Stainthorp, Stuart, Garwood, & Quinlan, 2007). 
Des travaux en neuroimagerie ont par ailleurs mis en évidence certains corrélats 
neuroanatomiques fonctionnels de ces troubles phonologiques mais nous l’évoquerons 
ultérieurement dans la partie dédiée à la neurobiologie de la dyslexie (Cf. §2.3.2). 
 
Bien que la majorité des personnes dyslexiques souffrent de troubles phonémiques 
(Ramus, 2003), la théorie purement phonologique de la dyslexie ne peut rendre compte des 
déficits visuels, sensoriels et moteurs dont souffrent un grand nombre de patients (Démonet, 
et al., 2004). D’autre part, des études ont démontré que tous les dyslexiques ne présentaient 
pas obligatoirement de troubles phonologiques (Castles & Coltheart, 1993; Castles & Holmes, 
1996). L’étude de Castles et Coltheart (1993) a montré que 10 dyslexiques sur une population 
de 53 dyslexiques présentaient une dyslexie de surface pure, un trouble sélectif observé dans 
la lecture de mot irrégulier, la lecture de pseudo-mot étant préservée. 
 
2.2.2 Troubles visuels et visuo-attentionnels 
2.2.2.1 Troubles visuels 
Apprendre à lire nécessite avant toute chose l’analyse visuelle de la séquence du mot. De 
nombreuses études se sont intéressées à la nature des traitements visuels impliqués dans cet 
apprentissage et ont fait l’hypothèse que certains dysfonctionnements des traitements visuels 
pourraient induire des troubles dyslexiques. L’hypothèse qui a donné lieu au nombre le plus 
important de recherches dans le domaine visuel est l’hypothèse d’une atteinte du système 
visuel magnocellulaire. 
Le système magno-cellulaire, qui prend son origine dans les cellules ganglionnaires de la 
rétine, achemine l'information qui lui est spécifique jusqu'au cortex visuel primaire (V1), 
après un relais dans les grosses cellules du corps genouillé latéral (voir Figure 13 ci-dessous). 
La caractéristique de ces cellules, et par voie de conséquence de tout le système magno, est de 
répondre spécifiquement à des stimuli de haute fréquence temporelle (i.e. brefs et à 
changement rapide) et de basse fréquence spatiale (correspondant à une analyse assez 
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grossière des stimuli), par opposition à la voie parvocellulaire12. Il est donc concevable que 
certains aspects de la lecture, tels que la succession rapide d'informations visuelles que 
constitue le flux de la lecture puissent dépendre en grande partie du système magnocellulaire. 
 
 
Figure 13 : Acheminement de l’information visuelle de la rétine au cortex (d’après IMBERT, PLS 
2002) 
 
Les résultats d’un certain nombre d’études expérimentales et neurophysiologiques ont 
montré une atteinte de ce système visuel magnocellulaire chez les personnes présentant une 
dyslexie de développement (Livingstone, Rosen, Drislane, & Galaburda, 1991; Lovegrove et 
al., 1982; Stein, 2001; Stein & Walsh, 1997). Cette conclusion est basée sur la mise en 
évidence dans certaines études d’un trouble de la sensibilité aux faibles fréquences spatiales et 
aux hautes fréquences temporelles ainsi qu’une sensibilité réduite aux points en mouvement : 
les dyslexiques sont moins performants que les normo-lecteurs pour détecter le  mouvement 
d’un ensemble de points ; ils ont une moindre discrimination de la différence de vitesse entre 
deux cibles en mouvement (Cornelissen et al., 1998; Cornelissen, Hansen, Hutton, 
Evangelinou, & Stein, 1998; Cornelissen, Richardson, Mason, Fowler, & Stein, 1995; 
Wilmer, Richardson, Chen, & Stein, 2004).  
Par ailleurs, l’hypothèse magnocellulaire, initialement limitée au système visuel, a peu à 
peu évolué pour tendre vers l’hypothèse d’un trouble amodal des systèmes magnocellulaires 
(Stein, 2003): les enfants dyslexiques auraient du mal à traiter les informations temporelles 
rapides dans l’une ou l’autre modalité (visuelle ou auditive) suite à l’atteinte conjointe des 
                                                 
12
 Voie spécialisée dans le traitement d'informations plus lentes et plus durables, et dans le traitement plus fin, 
plus détaillé du stimulus. 
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systèmes magnocellulaires visuels et auditifs. Des résultats d’études expérimentales et 
neurophysiologiques semblent conforter cette hypothèse et ainsi rendre compte de la co-
occurrence chez certaines personnes dyslexiques de troubles à la fois phonologiques et 
visuels. 
Cependant, l’hypothèse magnocellulaire et l’hypothèse amodale ont été fortement 
controversées du fait des limites méthodologiques de certaines études ayant conclu à un 
déficit visuel magnocellulaire, d’un manque de reproduction des résultats et que seulement 
une faible proportion de dyslexiques porteurs de trouble phonologique présenterait à la fois 
des difficultés de traitement des sons de parole et des difficultés de traitement visuel 
magnocellulaire (Amitay, Ben-Yehudah, Banai, & Ahissar, 2002; Skottun, 2000a, 2000b, 
2001; Skottun & Skoyles, 2007a, 2007b; Skottun & Skoyles, 2006, 2008; Skoyles & Skottun, 
2004). Les études les plus récentes suggèrent notamment que le trouble magnocellulaire 
pourrait ne se manifester que lorsque la tâche implique un traitement attentionnel spécifique, 
rejoignant ainsi les résultats d’un certain nombre de travaux qui montrent l’existence de 
troubles de l’attention visuelle en contexte dyslexique (Boden & Giaschi, 2007; Skottun & 
Skoyles, 2006; Vidyasagar, 2004; Vidyasagar & Pammer, 1999). 
2.2.2.2 Troubles de l’attention visuelle 
L'hypothèse de troubles VA associés aux difficultés d'apprentissage de la lecture a été 
testée par le biais d'une épreuve de recherche d'une cible visuelle parmi des distracteurs (voir 
un exemple ci-dessous, Figure 14). Dans cette épreuve, les participants sont confrontés à deux 
conditions expérimentales, une condition dite « automatique » ou « pré-attentive » et une 
condition dite « attentionnelle » (Treisman & Gelade, 1980). Dans la condition automatique, 
la cible se distingue des distracteurs par une caractéristique élémentaire telle qu’un trait visuel 
(chercher un Q parmi des O) ou une couleur (chercher une barre rouge parmi des barres 
bleues). Dans cette condition, la cible « saute aux yeux » (phénomène de pop-out) lors de sa 
présentation à l’écran et entraîne des temps de réponse courts qui ne varient pas en fonction 
du nombre de distracteurs. Au contraire, en condition attentionnelle, la cible ne se distingue 
des distracteurs par aucun trait spécifique (chercher un O parmi des Q, ou chercher une ligne 
verticale rouge parmi des lignes horizontales rouges et des verticales bleues) et nécessite, par 
conséquent, d’un traitement sériel attentionnel si bien que les temps de réponse augmentent 
avec le nombre de distracteurs. Dans ce processus séquentiel, l’attention doit se désengager de 
son point de focalisation, se déplacer et se réengager pour aboutir à un nouveau traitement 
dans une autre région (Posner & Petersen, 1990; Treisman, 2006; Treisman & Gelade, 1980).  
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Figure 14 : Recherche parallèle/automatique vs. sérielle/attentionnelle d’une cible visuelle parmi des 
distracteurs. Dans le panneau de gauche, la cible (Q) présentant une seule caractéristique visuelle (trait) 
de plus que les distracteurs (O) saute aux yeux, le traitement est parallèle et nécessite peu de ressource 
attentionnelle. En revanche, dans le panneau de droite, la cible (O) ne saute pas au yeux parmi les 
distracteurs (Q), la recherche s’effectue de façon séquentielle et requiert des capacités attentionnelles 
(inspirée de Marendaz, Valdois, & Walch, 1996). 
 
Les recherches utilisant ces épreuves ont montré un trouble spécifique en condition 
attentionnelle chez des enfants et adultes dyslexiques avec des temps de détection 
anormalement élevés par rapport à des contrôles, alors que leurs performances en condition 
automatique se situaient dans la moyenne de celles des contrôles (Buchholz & McKone, 
2004; Iles, Walsh, & Richardson, 2000; Sireteanu, Goebel, Goertz, & Wandert, 2006; 
Vidyasagar, 1999). Ces résultats ont également été retrouvés chez des enfants dyslexiques en 
comparaison à des enfants contrôle de même âge de lecture suggérant un trouble attentionnel 
spécifique et ne résultant pas directement du niveau de lecture (Marendaz, et al., 1996; 
Valdois, 1996).  Les difficultés rencontrées par les dyslexiques pourraient donc refléter soit un 
problème de focalisation attentionnelle, soit une difficulté à désengager l’attention 
(inhibition), ou encore une réduction du nombre d’éléments pouvant être traités 
simultanément lors de la phase de focalisation. 
Dans d’autres études, un trouble de l’orientation de l’attention, cette fois « automatique », 
a été observé chez certains dyslexiques, notamment dans une tâche basée sur le paradigme 
d’amorçage visuo-spatial de Posner (Facoetti, Paganoni, Turatto, Marzola & Mascetti, 2000) 
(voir Figure 15 ci-dessous). Ces auteurs ont également montré l’association de ce déficit avec 
une faible capacité de maintien du focus attentionnel (voir aussi Facoetti, Lorusso, Paganoni, 
Cattaneo, Galli, & Mascetti, 2003; Facoetti, Paganoni, & Lorusso, 2000; Facoetti, Turatto, 
Lorusso, & Mascetti, 2001). De tels déficits pourraient affecter la planification des 
mouvements oculaires et l’inhibition des informations périphériques13 de la zone focalisée, 
                                                 
13
 Informations non pertinentes. 
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deux opérations nécessaires au bon déroulement de la lecture. De plus, un entraînement visuel 
spécifique à la réorientation du focus attentionnel améliore de façon significative la vitesse et 
l’exactitude de la lecture d’enfants dyslexiques (Facoetti, Lorusso, Paganoni, Umilta, & 
Mascetti, 2003). 
 
 
Figure 15 : Représentation schématique d’une épreuve d’amorçage visuo-spatiale de type Posner. 
Après la fixation d’une croix (500 ms), deux cercles apparaissent de part et d’autres de la croix de fixation 
indiquant les lieux où la cible peut apparaître. Une amorce périphérique apparaît à droite ou à gauche (en 
pointillé). Dans l’exemple présenté, elle est valide lorsqu’elle est à droite et que la cible apparaît au même 
endroit. Si elle apparaît à gauche alors elle est invalide. Les sujets ont la consigne de répondre le plus 
rapidement possible pour déterminer si la cible est apparue à droite ou à gauche  (figure tirée deFacoetti, 
Lorusso, Cattaneo, Galli, & Molteni, 2005) 
 
L’évaluation de ces différents processus attentionnels (orientation, focalisation, 
inhibition) en contexte dyslexique a permis de révéler un phénomène de « mini-négligence » 
gauche et une hypersensibilité droite (Facoetti & Turatto, 2000; Facoetti, et al., 2001; Hari & 
Renvall, 2001; Hari, Renvall, & Tanskanen, 2001). Ce phénomène, observé notamment dans 
la tâche d’amorçage visuo-spatial (Facoetti & Turatto, 2000; Facoetti, et al., 2001), se 
manifeste par une forte inhibition des informations situées dans le champ visuel gauche et une 
moindre inhibition des informations dans le champ droit conduisant ainsi à cette 
hypersensibilité. Hari et Renvall (2001) concluent également à une mini-négligence gauche 
sur la base d’épreuves de jugement d’ordre temporel14. Dans ce type de tâche, les dyslexiques 
                                                 
14
 L’épreuve de jugement d’ordre temporel consiste à présenter une barre horizontale dans chaque hémi-champ 
et à détecter le plus rapidement possible laquelle des deux barres apparaît en premier. 
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présenteraient une difficulté spécifique pour répondre aux items présentés à droite par rapport 
à des sujets normo-lecteurs, suggérant une difficulté d’orientation de l’attention visuelle vers 
la gauche (voir aussi Sireteanu, et al., 2006; Sireteanu, Goertz, Bachert, & Wandert, 2005). 
De plus, une fois l’attention engagée sur un processus, les dyslexiques pourraient avoir une 
incapacité à désengager l’attention vers un autre processus (Facoetti, Lorusso, Paganoni, 
Cattaneo, Galli, & Mascetti, 2003). L’hypothèse d’un phénomène « d’extinction 
attentionnelle » (attentional blink) plus long chez les dyslexiques a été proposé par Hari et 
coll. (1999).  
Par ailleurs, les études qui ont pris en compte les profils cognitifs des enfants dyslexiques 
n’ont conclu à la présence de troubles VA que dans certaines formes de dyslexie de 
développement, à savoir les dyslexiques phonologiques (Facoetti, Lorusso, Paganoni, 
Cattaneo, Galli, Umilta, et al., 2003). Ce trouble VA, de types défaut de focalisation 
attentionnelle et difficulté de désengagement, pourrait expliquer une part du déficit 
phonologique au niveau de la procédure analytique chez ces dyslexiques (Facoetti et al., 
2009). 
Certaines de ces études ont également conduit à remettre en question l’idée d’un trouble 
spécifique à la modalité visuelle en montrant des difficultés similaires de traitement en 
modalité auditive, voire même haptique et ont ainsi proposé l’hypothèse d’un trouble amodal 
des traitements attentionnels (Facoetti, et al., 2005; Facoetti, Lorusso, Paganoni, Cattaneo, 
Galli, Umilta, et al., 2003; Hari & Renvall, 2001; Lallier, Donnadieu, Berger, & Valdois, 
2010; Lallier et al., 2009). Les déficits de l’attention auditive, comme les déficits d’attention 
visuelle, se caractériseraient par un trouble du déplacement rapide et de la focalisation 
attentionnelle. Afin de rendre compte de l’ensemble de ces résultats, Hari et Renvall (2001) 
ont proposé la théorie du SAS « Slugghish Attentional Shifting ». Ils postulent que les 
dyslexiques présentent un ralentissement du déplacement attentionnel qui est responsable des 
difficultés de traitement séquentiel rapide dans toutes les modalités sensorielles (auditives, 
visuelles et tactiles). Leur attention, une fois engagée, est plus difficilement désengagée et 
vice versa. Par conséquent, la capture attentionnelle est ralentie et le traitement attentionnel 
prolongé, le traitement séquentiel rapide dans ces conditions est moins efficient que celui de 
sujets témoins.  
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Le plus souvent, ces dysfonctionnements attentionnels ont été décrits dans le contexte de 
troubles phonologiques. Des travaux récents suggèrent cependant qu’une forme particulière 
de dysfonctionnement, un trouble de l’empan visuo-attentionnel, pourrait être associé à 
certaines dyslexies et s’observer indépendamment de toute atteinte phonologique. 
 
2.2.2.3 Déficit de l’empan visuo-attentionnel  
Rappelons que la notion d’empan VA renvoie au nombre de lettres qui peuvent être 
traitées simultanément au sein de la séquence du mot lors de chaque fixation (Bosse, 
Tainturier, et al., 2007) et que cet empan participe de façon significative aux performances en 
lecture, indépendamment des compétences phonologique (voir chapitre 2 §1.4). En prédiction 
avec le modèle MTM, un faible empan VA ne permettrait pas de traiter simultanément un 
ensemble de lettres d’une séquence (tels que des graphèmes de plusieurs lettres, des syllabes 
ou toutes combinaisons de lettres caractérisant des mots irréguliers) provoquant ainsi des 
difficultés dans le traitement lexical (erreurs de régularisation dans la lecture de mots 
irréguliers, e.g., « femme » lu « fèm ») mais aussi des difficultés dans le traitement analytique 
(lenteur dans la lecture de pseudo-mots). 
Deux tâches de report global et de report partiel (Figure 16) ont été proposées pour 
mesurer l’empan VA (Lassus-Sangosse, N'Guyen-Morel, & Valdois, 2008; Prado, Dubois, & 
Valdois, 2007). La tâche de report global est une épreuve qui consiste à présenter sur 
ordinateur un point de fixation central à la suite duquel apparaît une séquence non 
prononçable de 5 lettres consonantiques (e.g., R H S D M). La séquence reste à l’écran 
pendant seulement 200 ms ce qui correspond à la durée moyenne d’une fixation pendant la 
lecture et garantit l’absence de reprise d’information suite à une saccade oculaire. On 
demande à l’enfant de dénommer les lettres qui ont été perçues immédiatement après leur 
disparition. L’épreuve de report partiel est semblable à l’épreuve précédente si ce n’est qu’une 
barre verticale apparaît au-dessous de l’une des lettres immédiatement après la disparition de 
la séquence de 5 lettres. La tâche consiste alors à ne dénommer que la lettre indicée.  
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Figure 16 : Représentation schématique des épreuves de report global (a) et de report partiel (b). Le 
report global consiste à dénommer les 5 lettres de la séquence sans contrainte d’ordre.  Quant au report 
partiel, il consiste à ne dénommer qu’une seule lettre cible désignée par un indice visuel (d'après Bosse, 
Tainturier, et al., 2007). 
Des études de cas (Bouvier-Chaverot, Peiffer, N'Guyen-Morel, & Valdois, 2012; Dubois 
et al., 2010; Valdois, et al., 2003) et des études de groupe (Bosse, Tainturier, et al., 2007; 
Valdois, et al., 2004; Valdois, Lassus-Sangosse, & Lobier, 2012) ont montré qu’une réduction 
de l’empan VA pouvait être observée chez des enfants présentant une dyslexie de 
développement et ce, même en absence de trouble phonologique. 
  
Par exemple, l’étude de Bouvier-Chaverot et coll. (2012) a décrit le cas d’un jeune garçon 
dyslexique qui présentait un profil s’apparentant à une dyslexie de surface. L’enfant avait été 
soumis à des épreuves phonologiques et d’empan visuo-attentionnel qui montraient des 
compétences phonologiques préservées et un déficit isolé de l’empan VA. Cet enfant 
présentait, en effet, d’excellentes aptitudes en conscience phonémique avec de bonnes 
aptitudes langagières, une lecture préservée des pseudo-mots et des stratégies phonologiques 
tant en lecture qu’en dictée. En accord avec les prédictions du modèles MTM, le trouble de 
l’empan VA s’observait dans le contexte d’un déficit de traitement des mots irréguliers tant en 
lecture qu’en orthographe et une lenteur de lecture des pseudo-mots avec préservation de 
l’orthographe. 
  
Les études de cas ont permis de témoigner de l’existence d’un trouble isolé de l’empan 
VA chez certains enfants dyslexiques qui montrent des difficultés majeures en lecture et 
écriture de mots irréguliers. Cependant, aucun lien biunivoque entre dyslexie de surface et 
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trouble de l’empan VA ne peut être établi ni n’a été démontré. Effectivement, les études de 
groupe ont permis non seulement de démontrer que les troubles phonologique et visuo-
attentionnel pouvaient être dissociés en contexte dyslexique mais aussi que cette dissociation 
était relativement fréquente dans cette population aux profils de lecture variés (études de 
groupes auprès d'enfants francophones et anglophones, Bosse, Tainturier, et al., 2007). 
Valdois et coll. ont d’ailleurs décrit des dyslexies de formes mixtes avec un trouble isolé de 
l’empan VA (Valdois, et al., 2011; Valdois, Lassus-Sangosse, et al., 2012). 
  
Par ailleurs, il est important de noter que les capacités d’identification de lettres isolées 
des enfants testées étaient intactes confirmant bien que le trouble observé lors du traitement 
des séquences de lettres correspondait bien à une estimation réduite de l’empan VA et ne 
relevait pas simplement d’une mauvaise capacité d’identification ou de dénomination des 
lettres isolées.  
 
Toutes ces données sont compatibles avec un bon nombre d’études récentes démontrant 
que les dyslexiques ont des capacités préservées du traitement des lettres isolées (Shovman & 
Ahissar, 2006) mais présentent un déficit dans les tâches requérant le traitement de l’ensemble 
des éléments d’une séquence (Hawelka, Huber, & Wimmer, 2006; Hawelka & Wimmer, 
2005; Pammer, Lavis, Hansen, & Cornelissen, 2004; Pammer & Vidyasagar, 2005). Certaines 
études, cependant, remettent en question le caractère visuo-attentionnel de ce trouble au vue 
de l’utilisation de stimuli verbaux et de la nécessité d’une réponse verbale lors des tâches de 
report suggérant ainsi une implication possible phonologique15 (Hawelka & Wimmer, 2008; J. 
C. Ziegler, Pech-Georgel, Dufau, & Grainger, 2010). Les auteurs émettent l’hypothèse non 
pas d’un déficit de traitement visuel mais plutôt d’un déficit dans l’adressage des codes 
phonologiques, ce qui serait en lien avec la théorie phonologique. 
Très récemment, Lobier et coll. ont apporté de nouvelles preuves en faveur du caractère 
visuel du déficit de l’empan VA dans une population d’enfants dyslexiques (Lobier, 
Zoubrinetzki, & Valdois, 2012). Les auteurs ont exploré les capacités de traitement visuel 
parallèle chez des enfants normo-lecteurs et dyslexiques16 à l’aide d’une tâche non-verbale de 
catégorisation de caractères multiples et de caractères verbaux (lettres et chiffres) et non 
                                                 
15
 Il s’agit de la boucle phonologique et plus particulièrement du système de récapitulation articulatoire qui 
permet le codage d’une information visuelle en une information verbale (voir Baddeley, 2003 pour une revue). 
16
 L’objectif de cette étude étant de spécifier le déficit de l’empan VA, une présélection a permis de recruter 
uniquement des enfants présentant un déficit de l’empan VA (performances à moins d’1,5 déviation standard de 
la norme pour le groupe d’âge). 
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verbaux (caractères non-familiers : caractères japonais, formes géométriques non-standard et 
pseudo-lettres). La tâche de catégorisation non-verbale (Figure 17) consiste à identifier le 
nombre de caractères d’une catégorie cible dans une séquence de 5 caractères comprenant des 
caractères de deux catégories différentes (dont la catégorie cible).  
 
 
Figure 17 : Schéma illustrant la procédure de la tâche de catégorisation visuelle ainsi que les stimuli 
utilisés (tiré de Lobier et al. 2012) 
 
Les résultats chez les normo-lecteurs montrent que les performances obtenues à cette 
tâche (quelle que soit la nature des stimuli) sont significativement corrélées avec les 
performances en empan VA ainsi qu’en lecture. Un empan VA élevé est associé avec des 
performances élevées en catégorisation, en accord avec une interprétation visuelle de l’empan 
VA. La comparaison des performances en catégorisation entre enfants normo-lecteurs et 
dyslexiques montre que les enfants dyslexiques ont des performances plus faibles que les 
enfants normo-lecteurs et ce, quelle que soit la catégorie cible. Le résultat essentiel de cette 
étude est de montrer que le déficit observé chez les dyslexiques est équivalent que les stimuli 
à traiter soient verbalisables ou non et ce déficit est corrélé à leur empan tel 
qu’indépendamment estimé sur les tâches classiques de report de lettres.  
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Les résultats de cette étude montrent qu’un déficit phonologique17 ne peut pas rendre 
compte du fait que ces enfants dyslexiques ne puissent pas traiter autant de caractères que les 
enfants normo-lecteurs, quelque soit la nature - verbalisable ou non - des éléments (voir 
d'autres arguments contre l'interprétation phonologique de l'empan VA dans Valdois, Lassus-
Sangosse, et al., 2012). En revanche, une réduction du nombre d’éléments visuels pouvant 
être traités en parallèle, ainsi que suggérée par l’interprétation visuelle du déficit de l’empan 
VA, permettrait d’expliquer ce pattern de performance. D’autre part, cette étude a permis de 
généraliser le déficit de l’empan VA à d’autres stimuli que les caractères verbaux suggérant 
finalement que ce traitement visuel est précoce et non spécifique à la lecture et reflèterait ainsi 
un traitement pré-orthographique qui serait déficitaire chez ces certains sujets dyslexiques 
(Lobier, Zoubrinetzki, et al., 2012). 
  
Troubles d’origines phonologiques, visuo-attentionnelles ou autres théories18, 
nombreuses sont les études qui ont tenté de résoudre cette question sur la cause originelle des 
troubles que présentent les enfants dyslexiques. Tout bien considéré, c’est peut-être la 
recherche même de « la » cause de la dyslexie qui doit être remise en question. Sans doute 
faudrait-il accepter le problème dans toute sa complexité, sans vouloir nécessairement le 
réduire à une cause unique, et considérer plutôt une origine multifactorielle des dyslexies de 
développement au vu de l’hétérogénéité des profils observés dans cette population. 
Quels que soient les profils observés ou les déficits cognitifs sous-jacents, ce déficit 
prend place dans la maturation du cerveau et trouve son origine dans un dysfonctionnement 
d’ordre biologique. 
 
                                                 
17
 L’interprétation phonologique a été proposée notamment parce que la tâche de report global,  initialement 
utilisée pour mesurer l’empan VA, nécessitait une réponse verbale. De ce fait, le trouble observé chez ces 
enfants dyslexiques, pouvait provenir d’une « correspondance » de l’information visuelle au codage 
phonologique défectueuse en accord avec la théorie phonologie de la dyslexie (voir Hawelka & Wimmer, 2008; 
Shovman & Ahissar, 2006; J. C. Ziegler, et al., 2010) 
18
 D’autres théories ont été proposé pour rendre compte chez certains dyslexiques d’un dysfonctionnement de la 
perception auditive (Théorie auditive: voir Tallal, 1980; Tallal, Miller, & Fitch, 1993; Tallal et al., 1996) et de la 
motricité (Théorie cérébelleuse: voir Fawcett, Nicolson, & Dean, 1996; R. Nicolson, A. J. Fawcett, & P. Dean, 
2001; R. I. Nicolson, A. J. Fawcett, & P. Dean, 2001). 
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2.3 Origine neuro-biologique 
2.3.1 D’un point de vu anatomo-pathologique 
L’approche neurobiologique de la dyslexie de développement provient des travaux 
pionniers de Galaburda, Geschwind et leur collaborateurs qui ont découvert la présence 
d’anomalies microscopiques dans la structure cyto-architectonique du cortex, en ayant 
l’opportunité d’analyser post-mortem quelques cerveaux de personnes ayant reçu un 
diagnostic de dyslexie au cours de leur vie (Galaburda & Kemper, 1979; Galaburda, Sherman, 
Rosen, Aboitiz, & Geschwind, 1985). Les anomalies telles que les ectopies, par exemple, se 
caractérisent par un amas de plusieurs milliers de cellules nerveuses qui au cours du 
développement, n’ont pas migré correctement : elles ont dépassé la couche où elles devaient 
s’arrêter, et ont fini par s’amasser dans la couche la plus externe du cortex. En accord avec ces 
auteurs, en désorganisant les connexions au sein du cortex, ces structures seraient 
responsables de l’activation trop faible, observée chez des dyslexiques, de certaines zones 
cérébrales nécessaires à la lecture. Ces anomalies ont, en effet, été retrouvées tout au long de 
la scissure de Sylvius de l’hémisphère gauche qui traverse l’aire pariéto-temporale et le gyrus 
frontal inférieur, des zones connues pour être impliquées dans le réseau de la lecture 
(Galaburda, et al., 1985).  
 
 
Figure 18 : Localisation d’ectopies le long de la scissure de Sylvius traversant des zones impliquées 
dans l’activité de lecture (tirée de Ramus, 2005).  
 
Par ailleurs, de récents travaux en neuro-génétique ont identifié des gènes, tels que 
DCDC2, KIAA0319, ROBO1 ou encore DYX1C1,  dont  la fonction serait déterminante dans 
Etat de l’art  Chapitre 2 
 
67 
 
la migration des neurones vers les différentes couches du cortex chez le fœtus en cours de 
développement. Une mutation de l’un de ces gènes pourrait être en fait à l’origine d’une telle 
migration neuronale anormale (Galaburda, LoTurco, Ramus, Fitch, & Rosen, 2006). 
 
Des anomalies macroscopiques ont également été observées notamment au niveau du 
planum temporale, région triangulaire enfouie dans la scissure de Sylvius, juste en arrière du 
cortex auditif primaire. L’équipe de Galaburda a montré une absence d’asymétrie de cette 
région dans les cerveaux dyslexiques (Galaburda, Rosen, & Sherman, 1990) alors qu’elle était 
décrite asymétrique19 dans la population non dyslexique  (Geschwind & Levitsky, 1968). 
Toutefois, ces études sont limitées par la taille des effectifs, l’hétérogénéité phénotypique et la 
présence de comorbidités. L’apport de la neuro-imagerie a permis entre-autre de remédier à 
ces difficultés. Avec l’utilisation de l’IRM, certaines études ont confirmé cette absence 
d’asymétrie (Hynd, Semrud-Clikeman, Lorys, Novey, & Eliopulos, 1990; Larsen, Hoien, 
Lundberg, & Odegaard, 1990). De plus, Larsen et ses collègues ont émis l’hypothèse d’une 
association entre cette symétrie anormale et un déficit spécifique dans le décodage 
phonologique. En effet, il s’est avéré que tous les individus dyslexiques avec ce type de 
déficience cognitive présentaient cette anomalie morphologique. D’autres études, cependant, 
n’ont pas observé cette anomalie du planum temporale mais ont observé, en revanche, 
l’existence d’un défaut d’asymétrie cette fois dans le cortex pariétal inférieur, connu pour être 
également impliqué dans les traitements phonologiques (Habib, Robichon, & Démonet, 1996; 
Leonard et al., 1993).  
Des chercheurs se sont également intéressés au lien qu’il pouvait y avoir entre la structure 
du corps calleux, commissure inter-hémisphérique, et la dyslexie (Duara et al., 1991; von 
Plessen et al., 2002). Les auteurs ont montré une anomalie de morphologie du corps calleux 
dans la population dyslexique, ce qui induirait un défaut de communication entre les deux 
hémisphères (Best, 1985; Gladstone, Best, & Davidson, 1989; Habib, et al., 1996; Robichon 
& Habib, 1998). Ceci pourrait expliquer certains troubles mais actuellement les implications 
de cette anomalie ne sont pas très claires. De plus, alors que certaines études décrivaient un 
corps calleux de taille significativement plus important chez les dyslexiques, l’étude de von 
Plesson et coll. (2002) montraient au contraire un corps calleux moins développé, notamment 
au niveau d’une région riche en fibres inter-hémisphériques provenant des aires corticales 
                                                 
19
 Le planum gauche étant généralement plus étendu que le droit 
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auditives primaires et secondaires. Ce résultat rejoindrait ainsi l’hypothèse d’un déficit au 
niveau du décodage auditif. 
Des méthodes plus récentes en IRM ont permis de mettre en évidence plusieurs 
différences anatomiques entre les dyslexiques et les normo-lecteurs. Par exemple, la méthode 
d’analyse statistique de la densité du signal IRM dans tout le volume cérébrale (« Voxel-
Based Morphometric » ou VBM) a permis d’observer des différences très importantes entre 
les deux groupes quant aux patterns de corrélations entre la densité de matière grise dans le 
cortex temporal supérieur gauche, le gyrus fusiforme et le cervelet et les performances 
obtenues à des tâches cognitives qui rendent-compte de la dyslexie (vitesse de lecture de 
pseudo-mots, dictée de mots irréguliers et conscience phonologique) (Pernet, Andersson, 
Paulesu, & Démonet, 2009). Ces mêmes auteurs ont mis en évidence deux petites régions au 
niveau du cervelet et striatum droit qui seraient très discriminantes entre individus 
dyslexiques et individus normo-lecteurs (Pernet, Poline, Démonet, & Rousselet, 2009)  
 
La neuro-imagerie permet ainsi d’accroitre les connaissances sur la morphologie atypique 
des cerveaux dyslexiques mais permet surtout de rendre compte de l’activité dysfonctionnelle 
de certaines régions cérébrales dans cette population. 
  
2.3.2 Apport de la neuro-imagerie fonctionnelle 
Nous allons donner un aperçu des différentes régions cérébrales qui présentent des 
activations atypiques chez les personnes dyslexiques (Cf. Figure 19 pour une vue d’ensemble) 
(Démonet, et al., 2004). Rappelons d’abord que chez le lecteur expert, la neuro-anatomie 
fonctionnelle qui sous-tend la lecture est largement distribuée mais dominée par un réseau 
neuronal localisé dans l’hémisphère gauche avec deux réseaux, un réseau ventral ou occipito-
temporal (OT) impliquant le gyrus fusiforme («  Visual Word Form Area », VWFA), et un 
réseau dorsal ou temporo-pariétal comprenant principalement les gyri angulaire et supra-
marginal (voir chapitre 2 § 2.2.2.2). Chez le lecteur présentant une dyslexie de 
développement, de nombreuses études ont montré une réduction de l’activation de ces 
différentes régions (Cf. figure ci-après). 
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Figure 19 : Aires cérébrales de l’hémisphère gauche dans lesquelles une activité neuronale anormale 
a été relevée dans les études IRMf chez les dyslexiques adultes (tirée de Démonet, et al., 2004). 
 
Plusieurs études ont, en effet, montré un défaut d’activation du circuit ventral, substrat du 
traitement visuel des mots, tant chez les adolescents et adultes (Brunswick, et al., 1999; 
Helenius, Tarkiainen, Cornelissen, Hansen, & Salmelin, 1999; McCrory, Mechelli, Frith, & 
Price, 2005; Rumsey, Horwitz, et al., 1997; Rumsey, Nace, et al., 1997; S. E. Shaywitz et al., 
2003; Van Der Mark et al., 2009; Wimmer et al., 2010a) que chez les enfants dyslexiques 
(Cao, Bitan, Chou, Burman, & Booth, 2006; Maurer et al., 2007; B. A. Shaywitz et al., 2002; 
B. A. Shaywitz et al., 2007). Récemment, Richlan et coll. (2011) ont confirmé dans leur méta-
analyse de 18 études le dysfonctionnement de cette région tant chez les enfants que les adultes 
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[26] (Paulesu et al., 1996) 
[27] (Rumsey, Nace, et al., 1997) 
[28] (S. E. Shaywitz et al., 1998) 
présentant une dyslexie de développement soulignant un déficit précoce de l’engagement de 
cette région dans l’acquisition de la lecture. L’étude en TEP de Paulesu et coll. (2001) a 
montré, par ailleurs, un défaut d’activation de ces régions (Cf. Figure 20) quelle que soit la 
nationalité anglaise, française ou italienne des individus dyslexiques.  
 
 
Figure 20 : Activations cérébrales conjointes chez des adultes normo-lecteurs français, anglais et 
italiens (à gauche) et chez des adultes dyslexiques (à droite). La voie ventrale (VWFA) n’est pas activée 
chez les dyslexiques (Paulesu, et al., 2001). 
  
D’autres études ont observé un circuit dorsal fortement atteint avec une réduction de 
l’activité des régions temporo-pariétales, impliquées dans le traitement phonémique et la 
conversion grapho-phonémique (Démonet, Price, Wise, & Frackowiak, 1994a; Démonet, et 
al., 2004; S. E. Shaywitz & Shaywitz, 2005; S. E. Shaywitz, et al., 1998; Temple, 2002: voir 
Figure 21 ci-après).  
 
 
Figure 21 :Etudes présentant une activation réduite de la région temporo-pariétale gauche lors d’un 
traitement phonologique de stimuli visuels chez des dyslexiques par rapport à des normo-lecteurs (adaptée 
deTemple, 2002).  
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En ce qui concerne les aspects phonologiques et articulatoires de sortie, des patterns 
d’activations contradictoires et différents des normo-lecteurs sont retrouvés chez les 
dyslexiques. Certaines études mettent en évidence des hypo-activations des régions frontales 
inférieures droites et gauches (Paulesu, et al., 1996; Rumsey, Donohue, et al., 1997) alors que 
d’autres montrent le pattern inverse, avec des hyper-activations dans ces régions. Ces derniers 
résultats sont interprétés comme reflétant une compensation par les régions préfrontales 
inférieures des autres aires cérébrales hypo-activés lors de la lecture (Brunswick, et al., 1999; 
B. A. Shaywitz, et al., 2002; S. E. Shaywitz, et al., 1998; Simos et al., 2002). Une hyper-
activation de la région occipito-temporale de l’hémisphère droit a également été mise en 
évidence et a été décrite comme un réseau compensatoire de son homologue gauche 
défectueux (B. A. Shaywitz, et al., 2002). 
Ainsi, Shaywitz et shaywitz ont proposé une « signature » neurobiologique de la 
dyslexie : une désorganisation de deux réseaux corticaux postérieurs de l’hémisphère gauche 
– la région pariéto-temporale et la région occipito-temporale – couplée à un réseau 
compensatoire comprenant une région antérieure – le gyrus frontal inférieur – et une région 
postérieure de l’hémisphère droite dans l’aire occipito-temporale (S. E. Shaywitz & Shaywitz, 
2005). 
 
La majorité de ces études se sont principalement focalisées sur les traitements 
phonologiques dont le déficit serait la cause « classique » du trouble observé chez les 
dyslexiques. D’ailleurs, certaines études se sont intéressées aux entrainements basés sur le 
traitement phonologique, et leurs répercussions dans les activités de lecture et l’activité 
cérébrale (Sarkari et al., 2002; B. A. Shaywitz et al., 2004; Simos, et al., 2002; Temple et al., 
2003). Ces études ont généralement montré une amélioration des performances 
phonologiques, corrélée à une augmentation de l’activité cérébrale dans le quadrant antérieur 
gauche, ou des progrès nets en lecture plutôt corrélés à une augmentation de l’activité dans le 
gyrus temporal supérieur gauche et dans la région pariétale inférieure. 
  
De récentes études en IRMf, en revanche, se sont intéressées au profil des dyslexiques 
sans troubles phonologiques mais présentant un déficit de l’empan visuo-attentionnel (Peyrin, 
Démonet, N'Guyen-Morel, Le Bas, & Valdois, 2011; Peyrin, Lallier, Démonet, et al., 2012; 
Peyrin, Lallier, & Valdois, 2008; Valdois, et al., 2009). Un défaut d’activation des régions 
pariétales droite et gauche, et plus précisément des lobules pariétaux supérieurs (Cf. Figure 
22), a été mis en évidence chez les dyslexiques comparativement aux normo-lecteurs pendant 
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qu’ils réalisaient la tâche de report global de lettres  (Peyrin, et al., 2008) ou une tâche de 
catégorisation visuelle en condition « lettres enchassées » (Peyrin, et al., 2011) (Cf. Annexes 
III).  
 
 
Figure 22 : Activité cérébrale observée chez des sujets normo-lecteurs et dyslexiques en situation de 
report global comparativement à la condition neutre (fixation d’un point centrale). Nous observons une 
forte activation des lobules pariétaux supérieurs en l’absence d’activation significative de ces régions chez 
les sujets dyslexiques (Peyrin, et al., 2008). 
 
 Ces épreuves font toutes deux appel à un traitement simultané de plusieurs éléments dans 
une séquence et sollicite ainsi fortement les capacités attentionnelles (Cf. Chapitre 2 §1.4 et 
annexes III). L’implication de ces régions pariétales postérieures dans l’attention visuelle est 
bien documentée dans la littérature (Behrmann, Geng, & Shomstein, 2004; Corbetta & 
Shulman, 2002; Kanwisher & Wojciulik, 2000; Wojciulik & Kanwisher, 1999). L’activité des 
lobules pariétaux supérieurs au cours de ces épreuves reflèterait ainsi l’augmentation des 
ressources attentionnelles nécessaires lors du traitement de plusieurs éléments. Le défaut 
d’activation observé dans ces régions pariétales chez les individus dyslexiques suggère donc 
qu’ils ont des difficultés à recruter les régions cérébrales impliquées dans les processus 
attentionnels nécessaires lors du traitement de plusieurs éléments d’une séquence. Les 
résultats de ces études suggèrent ainsi que ces régions pariétales postérieures sont impliquées 
de manière spécifique dans le traitement de l’empan VA (Peyrin, et al., 2011; Peyrin, Lallier, 
Démonet, et al., 2012; Peyrin, et al., 2008; Valdois, et al., 2009) c’est-à-dire lorsque la tâche 
cognitive requiert le traitement simultané de plusieurs éléments qu’ils soient de nature verbale 
ou non-verbale (Lobier, Peyrin, Le Bas, & Valdois, 2012). Par ailleurs, Peyrin et coll. (2012) 
ont montré que les dissociations observées au niveau cognitif chez certains dyslexiques se 
traduisaient au niveau cérébral par des dissociations équivalentes avec une atteinte sélective 
des régions impliquées dans les traitements déficitaires. LL, une jeune adulte dyslexique de 
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type phonologique présentait spécifiquement un défaut d’activation des aires frontales 
inférieures gauche et du gyrus supramarginal gauche lors d’une tâche de jugement de rimes 
mais démontrait une activation pariétale identique à celle des sujets contrôles lors de la tâche 
de report global. A l’inverse, FG, un jeune adulte dyslexique  qui présentait un trouble de 
l’empan VA avec préservation des aptitudes phonologiques montrait des activations tout à fait 
normales pour les traitements phonologiques alors qu’un défaut d’activation des lobules 
pariétaux supérieurs était observé en situation de report global. 
 
Nous venons de le voir, les régions cérébrales présentant un fonctionnement particulier 
dans la dyslexie sont très variables en fonction 1) de l’hétérogénéité phénotypique et 2) des 
compétences cognitives étudiées. Cet état des connaissances sur la dyslexie de développement 
souligne l’importance de l’articulation des recherches de ces dernières années sur 
l’identification des troubles cognitifs sous-jacents couplée à la localisation des régions 
cérébrales impliquées et anormalement activées dans ces processus. 
 
 
 
Dans ce travail de thèse, nous nous sommes spécifiquement intéressés au stade 
orthographique – encodage de l’identité et de la position des lettres – lors de la reconnaissance 
d’un mot.  En introduction générale, nous avons mentionné le rôle crucial de ces informations 
pour la lecture d’un mot. Par ailleurs, des difficultés dans l’identification des lettres et des 
inversions de positions ont fréquemment été rapportées lors de bilans chez la population 
d’enfants dyslexiques. Mais comment les jeunes lecteurs traitent-ils ces informations, 
comment ces traitements évoluent-ils lors de l’acquisition de la lecture, typique ou atypique? 
Que nous apprennent les études en neuro-imagerie ? Dans le chapitre qui suit, nous allons 
décrire l’état actuel des connaissances sur l’encodage de la position et de l’identité des lettres 
chez l’individu normo-lecteur et dyslexique avant de préciser notre problématique et nos 
hypothèses de travail. 
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CHAPITRE 3 : TRAITEMENT DE L’IDENTITE ET DE LA POSITION 
 
« Sleon une édtue de l'Uvinertisé de Cmabrigde, 
l'odrre des ltteers dans les mtos n'a pas d'ipmrotncae, 
la suele coshe ipmrotnate est que la pmeirère et la 
drenèire soit à la bnnoe pclae. Le rsete peut êrte dnas 
un dsérorde ttoal et vuos puoevz tujoruos lrie snas 
porlbème. C'est prace que le creaveu hmauin ne lit pas 
chuaqe ltetre elle-mmêe, mias le mot cmome un 
tuot. » 
Auteur anonyme 
  
Nous sommes nombreux à avoir vu circuler ce message sur internet à propos d’une soi-
disant20 étude de l’Université de Cambridge. Ce message fournit cependant une illustration 
concrète de certains mécanismes fondamentaux impliqués dans la lecture. Il démontre qu'un 
texte composé de mots dont les lettres internes ont été réarrangés peut être lu aevc une facitilé 
inrcyobale! Il est certain que la lisibilité de ce texte est due à des facteurs top-down lexicaux21 
rendus possible probablement par le fait que 50% des mots du texte ne sont pas modifiés 
(Grainger & Whitney, 2004). En tout cas, il apparaît évident que c’est bien grâce à 
l’identification des lettres qui les composent que les différents mots du texte peuvent être 
reconnus. La plupart des auteurs s’accordent, aujourd’hui, sur le fait que la lettre représente 
l’unité de base de la perception22 des mots écrits et que son identité abstraite23 est codée lors 
des premiers stades de la reconnaissance d’un mot (Besner & McCann, 1987; Bowers, 2000; 
Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981; Paap, et al., 1982). 
Outre l’identité de la lettre, les auteurs ont coutume de considérer comme relativement 
importante une autre caractérisation de la lettre, il s’agit de sa position dans le mot. Pourtant, 
dans le texte cité ci-dessus, l’encodage de la position des lettres ne semble pas si primordial 
                                                 
20
 A noter qu’aucune recherche menée à Cambridge sur le phénomène décrit n’a été signalé, affirmait Matt 
Davis, chercheur à Cambridge au Groupe Langue et Discours de l'Unité des Sciences de la Connaissance et du 
Cerveau du Medical Research Council (Opillard, 2008). 
21
 Effet « descendant » : lors de la reconnaissance d’un mot, les connaissances lexicales acquises (dernier niveau 
de traitement) faciliteraient l’identification des lettres (niveau antérieur) (Cf. §1.2Erreur ! Source du renvoi 
introuvable.). 
22
 Une configuration visuelle qui est représentée en mémoire à long terme par un ensemble de caractéristiques 
qui lui sont spécifiques (Thompson & Massaro, 1973) 
23
 Sa forme invariante, indépendamment de sa taille, sa police ou sa casse. 
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pour reconnaître les mots. Toutefois, l’importance de cet encodage apparaît évident dans les 
langues alphabétiques qui possèdent de nombreuses anagrammes tels que le français, l’anglais 
ou encore l’allemand. En effet, nous sommes capables de distinguer des mots sensiblement 
différents composés avec les mêmes lettres comme « crier » et « cirer » via le codage de la 
position des lettres. Il semblerait donc que le lecteur ait la possibilité de moduler 
stratégiquement son usage de l'information – position de la lettre - ou de la seule information 
– identité des lettres - pour identifier les mots. Le cerveau humain serait ainsi capable 
d’encoder la position des lettres d’une façon si remarquable que les mots écrits peuvent être 
reconnus bien que les lettres soient désordonnées (Grainger & Whitney, 2004).  
De très nombreuses recherches ont essayé de comprendre comment l’identité et la 
position des lettres sont traitées dans la reconnaissance d’un mot écrit. Plusieurs modèles ont 
été proposés en se basant pour la plupart sur la lecture experte. Avant de décrire ces différents 
modèles théoriques, nous aborderons l’importance du « contexte » dans la perception de la 
lettre chez le lecteur averti. Nous verrons ensuite ces différents traitements au cours de 
l’acquisition de la lecture et lors de la dyslexie de développement. Puis, nous évoquerons les 
recherches menées en IRMf qui ont tenté de spécifier les substrats neuronaux de ces 
traitements orthographiques. Enfin, nous spécifierons notre problématique et nos hypothèses 
de travail. 
1 VISIBILITE DES LETTRES SELON LE « CONTEXTE » 
Evoquée précédemment dans le premier chapitre, la visibilité et donc l’identification de la 
lettre dépend en partie de l’acuité visuelle. Cette acuité est maximale en vision fovéale, 
correspondant au point de fixation de notre regard et plus on s’éloigne de ce point de fixation, 
plus l’identification de la lettre devient difficile. Nous avons également vu qu’il existe une 
position optimale de fixation du regard (OVP) dans un mot pour laquelle l’identification de la 
lettre est optimale et que différents facteurs pouvaient influencer cette identification (comme 
la fréquence et la structure morphologique des mots) (Cf. Chapitre 1 §1.2). 
Parmi ces facteurs, l’environnement contextuel de la lettre influence fortement son 
identification. En effet, l’identification d’une lettre entourée d’autres lettres sera différente de 
l’identification d’une lettre isolée (effet de masquage latéral) ; de même les lettres dans un 
non-mot ne seront pas perçues de la même façon que des lettres dans un pseudo-mot ou mot 
(effets top-down lexicaux et sub-lexicaux).   
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1.1 Phénomène de masquage latéral 
Lorsque nous lisons L’TALIE JUGE SES 
PARRAINS, titre de première page du quotidien 
Libération parue le 11 février 1986 (ci-contre), aviez-
vous remarqué qu’il manquait le I du mot ITALIE ? 
L’absence du I ne saute pas toujours aux yeux parce 
qu’elle subit (quand elle est présente) ce que l’on 
appelle, un masquage latéral : elle est mal perçue, car 
elle est « masquée » par le  L ’. 
Ce phénomène de masquage latéral (Townsend, Taylor, & Brown, 1971) a été mis en 
évidence dans des expériences où l’on demandait au participant d’identifier la lettre présentée 
en vision périphérique. Par exemple, lorsque nous fixons la croix de fixation à gauche de la 
Figure 23 (ci-dessous), la reconnaissance  de la lettre a est très facile lorsqu’elle apparaît 
isolée mais devient plus difficile lorsqu’elle est entourée par deux lettres visuellement 
distinctes (lal) et devient de plus en plus difficile lorsqu’elle est entourée par des lettres 
similaires adjacentes (eae) ou un peu plus éloignées (comme dans setniartnoc). Par contre, les 
lettres s et c en début et fin de séquence sont très facilement identifier.  
 
 
Figure 23 : Représentation du phénomène de masquage latéral (d'après O'Regan & Jacobs, 1992) 
  
Ces observations décrivent les effets du masquage latéral, i.e. une lettre est moins bien 
reconnue si elle est entourée d’autres lettres, qui « bruitent » l’information visuelle, par 
masquage latéral. Ainsi, une lettre au centre d’une séquence est difficilement identifiable de 
par le ‘bruit visuel’ environnant ; et à l’inverse, une lettre à l’extrémité d’une séquence sera 
plus facilement identifiée car une quantité moindre d’information viendra masquer cette lettre 
cible. 
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La courbe en forme de W24, ci-dessous, obtenue lors d’une tâche d’identification de 
lettre, illustre typiquement ce phénomène de masquage latéral au sein d’une séquence de 5 
lettres lorsque la lettre centrale est fixée.  Les performances optimales sont obtenues pour la 
lettre centrale fixée (vision fovéale où l’acuité visuelle est maximale) et aux positions 
extrêmes qui subissent moins de masquage latérale que les lettres en position 2 et 4 (pour une 
étude récente voir Tydgat & Grainger, 2009). De façon similaire, une courbe en forme de M 
est obtenue pour les temps de réponse (Ktori & Pitchford, 2008; Pitchford, Ledgeway, & 
Masterson, 2008). 
 
 
Figure 24 : Représentation schématique du paradigme de Tydgat et Grainger (2009) qui évalue la 
perception visuelle des lettres en fonction de sa position spatiale dans la séquence. Les résultats montrent 
une courbe en forme de W (J. C. Ziegler, et al., 2010). 
 
Enfin, lorsque nous reprenons la Figure 23, la lettre a est plus facilement identifiée dans 
le mot contraintes que dans la séquence setniartnoc  malgré le même voisinage de cette lettre 
dans les deux cas (setniartnoc correspondant au mot contrainte écrit à l’envers ). La seule 
différence entre les deux cas c’est que l’un est un mot alors que l’autre ne l’est pas. Ainsi, cet 
effet de masquage est moins contaminant pour les mots car ces derniers bénéficient du 
contexte orthographique sur lequel le sujet peut s’appuyer pour identifier les lettres. Cette 
observation illustre un effet top-down lexical (Cf. §1.2 ci-dessous). 
   
1.2 Effets top-down lexical et sub-lexical  
Il est couramment admis aujourd’hui que les différents modèles de reconnaissance de 
mots ne doivent pas être uniquement sériels, mais tenir compte de nombreux effets interactifs 
                                                 
24
 Une courbe en forme de U est typiquement observée pour les séquences de 4 lettres lorsque la fixation du 
regard est toujours en position centrale(Bouma, 1973; Estes, Allmeyer, & Reder, 1976; Jordan & Bevan, 1996). 
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(Bullier, 2001; Humphreys et al., 1997). En effet, en prenant l’exemple du modèle IAM (Cf. 
Chapitre 1 §1.1.2), le traitement à un niveau supérieur (traitement des mots) peut débuter 
avant que celui au premier niveau d’analyse (traitement des lettres) ne soit complété. Des 
retours d’informations se feraient du niveau des représentations orthographiques lexicales 
(des unités mots) vers le traitement des lettres ayant pour conséquence une augmentation de 
l’activation des lettres composant le mot (effets « Top-down »). La présence de ces effets top-
down est d’ailleurs constatée avec la lecture relativement facile, malgré le dséodrre des letetrs 
dans les mtos, de la citation initiale de ce chapitre. On parle d’effets top-down lexicaux ce qui 
fait référence à l’influence de nos connaissances antérieures lexicales sur l’identification des 
lettres d’un mot en cours de traitement. 
La démonstration la plus évidente de l’existence d’effets top-down lexicaux est observée 
avec le paradigme de Reicher (1969) et Wheeler (1970), un paradigme inspiré de celui de 
Cattell25 (1886) (Cf. figure ci-dessous), où l’on présente à des volontaires, succinctement 
(pendant 50 ou 66 millisecondes), un mot (e.g., POIRE) ou un non-mot26 (e.g., PLMBV) 
aussitôt suivi d’un masque27 (#####) et deux lettres alternatives, l’une contenue dans la 
séquence de lettres et l’autre non (e.g., P et F)28. Le participant doit choisir parmi ces deux 
lettres29, celle qui se retrouve dans la séquence. 
 
 
Figure 25 : Représentation du paradigme expérimental de la tâche d’identification à choix forcé de 
Reicher et Wheeler. 
 
                                                 
25
 Cattell (1886) fut le premier à observer que nous étions capables de rapporter plus de lettres comprises dans un 
mot présenté brièvement que dans une suite de lettres imprononçable. 
26 Un non-mot est une chaîne de caractères linguistiques imprononçable (SDHPT par exemple) alors qu’un 
pseudo-mot est une chaîne de caractères prononçable mais sans signification dans la langue étudiée (MACLE par 
exemple). 
27
 Le masque a pour effet d’effacer la trace visuelle sur la rétine. 
28
 Chaque lettre alternative proposée est susceptible de former un mot dans la condition mot (e.g., lorsque le sujet 
doit identifier le P de poire, les deux lettres qui lui sont proposées sont P et F, la lettre F pouvant former le mot 
foire). Ainsi, la reconnaissance de la lettre ne peut se faire par déduction après une identification incomplète du 
mot. 
29
 Il s’agit d’un paradigme d’identification de lettre par choix forcé 
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Les résultats à cette tâche montrent que les participants identifient mieux une lettre au 
sein d’un mot qu’une lettre au sein d’un non-mot et ce, quelle que soit la position de la lettre 
testée (Cattell, 1886; McClelland, 1976; McClelland & Rumelhart, 1981; Reicher, 1969; 
Wheeler, 1970). De même, une lettre est mieux reconnue lorsqu’elle est contenue dans un mot 
que lorsqu’elle est présentée isolément (Hildebrandt, Caplan, Sokol, & Torreano, 1995; 
Reicher, 1969; Wheeler, 1970). Ces deux phénomènes (mot vs. non-mot et mot vs. lettre) sont 
définis sous le sous le nom d’ « Effet de Supériorité du Mot » (ESM), lequel reflète 
l’influence de notre connaissance lexicale des mots sur l’identification des lettres. Ces effets 
ont été répliqués à de nombreuses reprises (Grainger & Ferrand, 1994; J.C. Johnston & 
McClelland, 1973; J. C. Johnston & McClelland, 1974; J.C. Johnston & McClelland, 1980; 
Jordan & Bevan, 1994; Martin, 2005; Martin, Nazir, Thierry, Paulignan, & Demonet, 2006) 
ce qui démontre que ces effets sont très robustes. 
 
Une telle interaction entre les procédures lexicales et sublexicales a également été 
démontrée avec l’effet de « position de la lettre divergente » (Mulatti, Peressotti, & Job, 
2007). Les auteurs ont observé que les pseudo-mots étaient généralement lus plus vite 
lorsqu’ils dérivaient d’un mot par la substitution d’une lettre en fin de séquence (e.g., MONSE 
dérivé de MONDE) que lorsque cette substitution se produisait sur le début de la séquence 
(e.g., BOINT dérivé de POINT). Les auteurs ont interprété cet effet au sein du modèle de 
lecture DRC (Coltheart, et al., 2001) : l’activation des représentations lexicales du mot de 
base (i.e., le mot à partir duquel le pseudo-mot est dérivé) dans la procédure lexicale 
contribuerait positivement à l’assemblage phonologique du pseudo-mot, en d’autre terme un 
effet top-down lexical se produirait. Ainsi, un pseudo-mot qui présente une lettre divergente 
en fin de séquence (e.g., MONSE) activerait plus fortement les représentations lexicales du 
mot de base alors qu’un pseudo-mot dont la lettre divergente est en début de séquence, est 
aussitôt distinctif du mot de base, la représentation lexicale du mot de base n’est donc pas 
activée. Le traitement de ce pseudo-mot s’effectue donc directement par une procédure sub-
lexicale qui, s’opérant de façon sérielle, entraine une lecture plus lente de ce pseudo-mot. 
Encore une fois les effets top-down lexicaux lors de la reconnaissance visuelle d’un mot sont 
bien mis en évidence. 
 
D’autres études ont, par ailleurs, montré l’existence d’effets top-down sub-lexicaux sur la 
perception visuelle des lettres au sein des séquences. En effet, en utilisant le paradigme de 
Reicher et Wheeler avec des pseudo-mots, des études ont observé des résultats similaires à 
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ceux obtenus avec les mots: l’identification des lettres est meilleure quand les lettres sont 
présentées dans un pseudo-mot (e.g., PLURE) que lorsqu’elles sont isolées (Carr, Davidson, 
& Hawkins, 1978; McClelland & Johnston, 1977) ou contenues dans un non-mot (Baron & 
Thurston, 1973; Grainger, Bouttevin, Truc, Bastien, & Ziegler, 2003; Grainger & Jacobs, 
1994; McClelland, 1976). Ce phénomène top-down sub-lexical, nommé « Effet de Supériorité 
du Pseudo-mot » (ESP) a reçu plusieurs interprétations. Il pourrait être le résultat d’une 
« perception erronée » d’un mot similaire au pseudo-mot présenté. Par exemple, lorsque le 
pseudo-mot TOBLE est présenté brièvement puis masqué, il peut-être perçu comme le mot 
TABLE et ainsi mener le participant à correctement identifier la lettre T qui est présente aussi 
bien dans le stimulus que dans le « mot mal perçu » (Grainger & Jacobs, 1994). Il pourrait 
également refléter une « maitrise perceptive » générée par la familiarité du stimulus tel que la 
« prononçabilité » de la séquence ou les régularités orthotactiques de la langue30 (combinaison 
de lettres possible) (Carr, 1986; Grainger, et al., 2003; Henderson, 1982; J. C. Ziegler & 
Jacobs, 1995). Certains auteurs vont cependant à l’encontre de cette dernière interprétation 
(Hooper & Paap, 1997; Rumelhart & McClelland, 1982). 
En tout cas, il est clair que ces effets top-down lexicaux et sub-lexicaux apparaissent 
comme étant extrêmement robustes. Ainsi, le contexte orthographique conditionne la 
perception visuelle des lettres chez le lecteur expert. 
Revenons à présent au traitement ascendant du codage orthographique et décrivons les 
différents modèles théoriques proposés lors de la lecture experte.  
2 CODAGE ORTHOGRAPHIQUE DES LETTRES : DIFFERENTS  MODELES THEORIQUES 
2.1 Le codage par « slot » 
Il s’agit d’une première approche qui assumait que chaque lettre était assignée à une 
position spécifique et qu’il existait, de ce fait, des unités de codage séparées pour chaque 
position possible de la lettre au sein d’un mot. Deux hypothèses successives ont été 
proposées. 
 
                                                 
30
 Légalité orthographique (toutes les combinaisons de lettres possibles respectant la structure orthographique de 
la langue) 
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2.1.1 Un codage absolu de la position des lettres 
Une première hypothèse proposait que l’identité abstraite de la lettre ainsi que sa position 
dans la séquence étaient codées en même temps, de telle sorte que l’unité de codage n’était 
pas la lettre elle-même, mais la lettre à une position donné (McClelland & Rumelhart, 1981; 
Paap, et al., 1982). Par exemple, selon le modèle à activation interactive (voir chapitre 1 
§1.1.2), les lettres d’un mot seraient en effet traitées en parallèle grâce à un ensemble de 
détecteurs de lettres codant la position. En fait, chaque lettre serait traitée par un canal 
indépendant qui extrait et analyse les traits visuels de la lettre dans une position spécifique. 
Les détecteurs de traits visuels activeraient ensuite un ensemble de détecteurs de lettres pour 
ce canal spécifique. D’une telle manière, il existerait des canaux différents représentant la 
lettre « N » en première position (e.g., « nuage »), la lettre « N » en deuxième position (e.g., 
« angle ») et ainsi de suite. Le modèle IAM stipule donc que l’information – position de la 
lettre – est codée automatiquement et qu’une lettre donnée est toujours identifiée à une 
position spécifique dans le mot et activerait ainsi tous les mots contenant cette lettre à cette 
même position. Ainsi, lorsque l’unité correspondant à la lettre « M » en position initiale 
s’active, elle accroitrait le niveau d’activation de toutes les unités mots commençant par cette 
même lettre (e.g., « magie », « matin », « moral », « melon ») et diminuerait, au contraire 
cette activation pour les unités mots ne possédant par cette lettre en position initiale (e.g., 
« image », « poème », « jouet »). Ce type de codage apparait peu économique puisqu’il 
implique la duplication multiple de l’ensemble des lettres de l’alphabet afin de pouvoir coder 
toutes les positions de suites de lettres.  
 
2.1.2 Un codage relatif de la position des lettres 
Une deuxième hypothèse stipule un encodage de la position non pas absolue mais plutôt 
relative des lettres (Grainger & Segui, 1990; Humphreys, Evett, & Quinlan, 1990; Peressotti 
& Grainger, 1995, 1999). Cette hypothèse a été émise à la suite du résultat de certains effets 
obtenus au paradigme d’amorçage orthographique31. En manipulant la position des lettres 
partagées par l’amorce et la cible (position identique vs. position différente), certains auteurs 
                                                 
31
 La technique d’amorçage consiste à présenter un mot cible précédé d’un stimulus amorce contrôle, et à 
comparer cette condition contrôle avec des conditions de partage partiel orthographiques, phonologiques, 
morphologiques ou sémantiques. La tâche du participant porte sur le mot cible. Les effets d’amorçage sont 
évalués par le degré de facilitation (i.e. l’amélioration des performances) ou le degré d’inhibition (i.e. la 
détérioration des performances) du mot cible par rapport à l’effet de l’amorce contrôle. Les performances 
correspondent généralement au taux de réussite et au temps de réponse pour effectuer la tâche. 
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ont testé l’influence de la position absolue par rapport à la position relative des lettres dans la 
séquence. Ces effets sont mesurés relativement à une condition contrôle où l’amorce et la 
cible ne partagent aucune lettre.  
Humphreys, Evett et Quinlan (1990) furent les premiers à montrer que les effets 
d’amorçage variaient en fonction à la fois du nombre et de la position des lettres partagées par 
l’amorce (non-mot) et la cible (mot) dans une tâche d’identification perceptive. Par exemple, 
ils ont observé que la séquence « bvk » facilitait l’identification de la cible « BLACK » par 
rapport à une condition contrôle neutre « ovf » ; de la même façon que l’amorce « btvuk » 
facilitait la cible « BLACK » comparé à sa condition contrôle « otvuf ». Des résultats 
comparables ont été obtenus par Peressotti et Grainger (1999) dans la tâche de décision 
lexicale avec amorçage masqué. En effet, ils ont montré que l’amorce « B-LC-N », qui 
préserve la position absolue, ne facilitait pas plus les performances de reconnaissance du mot 
cible « BALCON » que l’amorce « BLCN » qui maintenait uniquement les positions relatives. 
De plus, aucun effet d’amorçage n’avait été observé avec des amorces qui ne respectaient pas 
la position relative des lettres du mot cible (e.g., « BCLN » ou « NLCB »). Ces différents 
auteurs en ont conclu que les lettres étaient codées selon leurs positions relatives plutôt qu’en 
fonction de leurs positions absolues.  
 
Néanmoins, ces deux hypothèses, basées sur un codage d’un « slot » par position 
spécifique (« position-specific slot encoding »), n’expliquent pas pourquoi certains lecteurs, 
même experts, butent parfois en lisant « spectre » ou « sceptre ». Cette approche ne rend pas 
compte non plus de la lisibilité des mots désordonnés du texte de Cambridge (citation au 
début du chapitre) pour lesquels ni la position absolue ou relative des lettres n’est respectée. 
Des études plus récentes ont démontré que lorsqu’une amorce partageait toutes les lettres 
du mot cible, l’effet d’amorçage était robuste malgré des changements dans l’ordre des lettres, 
phénomène appelé « the transposed-letter effect » soit l’effet de la transposition des lettres 
(Acha & Perea, 2008; Andrews, 1996; Perea & Lupker, 2003a, 2003b, 2004; Schoonbaert & 
Grainger, 2004). Par exemple, les auteurs ont observé, lors d’une tâche de décision lexicale, 
que le mot « judge » (juge) était identifié plus vite s’il était précédé du pseudo-mot « jugde » 
que du pseudo-mot « junpe », de même que « casino » est plus vite identifié lorsqu’il est 
précédé de « caniso » que « caviro ». Les adultes perçoivent ainsi souvent des pseudo-mots 
(construits à partir d’un mot qui a subi une transposition de deux lettres) comme étant les 
mots réels à la base de leur construction (e.g., « RELOVUTION » est perçu comme 
« REVOLUTION ») (Perea & Fraga, 2006; Perea, Rosa, & Gomez, 2005). Par ailleurs, 
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certaines études ont mis en évidence un tel effet de transposition de lettres tant sur les mots 
que les pseudo-mots suggérant que la position des lettres n’est pas encore encodée à un stade 
orthographique pré-lexical (Acha & Perea, 2008; Davis, 1999; Grainger & Van Heuven, 
2003; Kinoshita & Norris, 2009; Perea & Carreiras, 2006, 2008; Perea & Estévez, 2008; 
Perea & Lupker, 2004; Whitney, 2001). Différents modèles computationnels ont été proposés 
afin d’expliquer ce phénomène de transposition de lettre.  
 
2.2 Codage par « bigrammes ouverts » (« open bigram ») 
Whitney (2001) et Grainger et Van Heuven (2003) ont proposé dans leur modèle 
respectif, un schème impliquant un encodage continu et non-contigu de combinaison de paires 
de lettres, appelées « bigrammes ouverts ». Ainsi le mot LIRE, par exemple, est codé par 
l’ensemble suivant de bigrammes ouverts non ordonnés : LI, LR, LE, IR, IE, RE. C’est 
l’activation combinée de cet ensemble non ordonné de bigrammes ouverts qui fournit de 
façon non-ambiguë l’ordre correct des lettres composant le mot. 
De ce fait, les deux modèles rendent compte de la similarité entre deux séquences de 
lettres en fonction du nombre de bigrammes commun aux deux séquences. Par exemple,  
« JUDGE » et « JUGDE » sont très similaires parce qu’ils partagent les bigrammes JU, JD, 
JG, JE, UD, UG, UE, DE et GE (pas DG), ils seront donc sensibles aux confusions (effet de 
transposition des lettres) ; par contre, « JUDGE » et « JUNPE » partagent uniquement les 
bigrammes JU, JE, UE et se distingueront donc plus facilement l’un de l’autre. 
Les deux modèles se différencient cependant quant au poids d’activation qu’ils accordent 
à chaque bigramme du mot. 
Dans le modèle de Grainger et ses collègues (Grainger & Van Heuven, 2003; 
Schoonbaert & Grainger, 2004), tous les bigrammes ont un poids d’activation équivalent, que 
les lettres soient adjacentes ou éloignées. Par conséquent, le bigramme ouvert « TA » 
activerait tous les mots contenant ce bigramme sans « prêter attention » à la proximité de ces 
deux lettres ; en d’autre terme, les mots « table », « train » et « triage », par exemple, seraient 
activaient simultanément. Ce sont des connexions bi-directionnelles excitatrices et inhibitrices 
entre l’unité de codage de la position relative (niveau des bigrammes, Cf. Figure 26) et l’unité 
des représentations orthographique des mots (« O-word ») qui permettent d’activer la bonne 
représentation du mot. En effet, les connections bottum-up et top-down inhibitrices servent à 
bloquer l’activation des mots qui ne sont pas complètement compatibles avec son entrée 
visuelle. 
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Figure 26 : Représentation schématique du modèle bigrammes ouverts  de Grainger et van Heulen 
(Figure tirée de Grainger & Van Heuven, 2003).  
 
Dans le modèle SERIOL (Sequential Encoding Regulated by Inputs to Oscillations with 
Letter units) de Whitney (Whitney, 2001, 2008a; Whitney & Lavidor, 2005), au contraire, 
plus les lettres composant le bigramme sont éloignées, plus l’activation résultante est faible, 
ce qui permet de respecter l’ordre des lettres dans la séquence et dans le codage des 
bigrammes. Ce poids d’activation résulterait d’un gradient localisationnel au niveau de la 
couche unité lettre (Cf.Figure 27), correspondant à un pattern d’activation qui décroîtrait de 
gauche à droite (direction du scanning pendant la lecture)32. La lettre finale resterait 
cependant fortement activée du fait de l’absence d’inhibition latérale33 sur cette position. 
Selon le modèle SERIOL, l’encodage de la position de la lettre serait donc traité de manière 
sérielle. D’ailleurs, Whitney justifie l’absence d’effet de longueur sur les mots familier en 
lecture experte, non pas par un traitement parallèle de l’ensemble des lettres du mot 
(Coltheart, et al., 2001; Valdois, et al., 2006), mais plutôt par un traitement sériel très rapide 
(inférieur à 200 ms). L’absence d’effet de longueur résulterait, selon l’auteur, d’un équilibre 
entre les effets inhibiteurs et facilitateurs apportés par des lettres additionnelles. 
 
                                                 
32
 Pour le lecteur expert de langue française. 
33
 L’inhibition latérale est la conséquence d’un masquage latérale provoqué entre deux lettres voisines (Pelli, 
Palomares, & Majaj, 2004), voir le §1.1 précédemment.  
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Figure 27 : Représentation schématique du modèle SERIOL (Figure tirée de Whitney, 2001). 
 
2.3 Codage spatial 
Le codage de type spatial a été initialement proposé dans le modèle SOLAR (Davis, 
1999; Davis & Bowers, 2006). Contrairement aux modèles de bigrammes ouverts, le modèle 
de codage spatial ne fait pas intervenir des bigrammes mais coderait l’ordre des lettres selon 
l’activation de « nœuds » qui coderaient l’identité de chaque lettre indépendamment de sa 
position (Davis, 2010). Par exemple, un nœud qui code la lettre « A » serait activé lorsque 
l’entrée visuelle du stimulus contiendrait un « A » et ce, quelle que soit sa position dans la 
séquence. Selon le modèle, l’ordre des lettres serait en fait codé en fonction d’un pattern 
d’activation au travers des nœuds lettres : la première lettre de la séquence possèderait la plus 
haute activation, la deuxième lettre la deuxième activation la plus forte et ainsi de suite. Ainsi, 
« STOP » et « POST » sont perçu effectivement similaires mais peuvent facilement se 
distinguer parce qu’ils partagent le même ensemble de lettre qui ont un code « spatial » 
différent (Cf. Figure 28). 
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Figure 28 : Exemples du codage spatial pour les mots anglais STOP, POST, SHOP, SOAP et SLAP 
(tirée de Davis & Bowers, 2006) 
 
2.4 Codage par recouvrement ou « Overlap model » 
Gomez, Ratcliff et Perea (2008), quant à eux, proposèrent un modèle par recouvrement 
où chaque lettre au sein d’une séquence serait normalement distribuée sur toutes les positions 
de la séquence. Par exemple, dans la séquence TRAIL (Cf. Figure 29), la lettre A serait 
associée à la position 3 mais aussi, à un moindre degré (en fonction de la taille de l’écart 
standard), aux positions 2 et 4, voire même aux positions 1 et 5 avec un degré encore en-
dessous. La similarité entre deux séquences correspondrait au degré de recouvrement entre les 
lettres de même identité (entre les séquences). Ce degré de recouvrement dans la position de 
la lettre (laquelle est différente pour chaque position) est codé comme un paramètre d’écart 
standard, lequel est traité comme étant un paramètre libre dans le modèle. Ainsi, la séquence 
« TRAIL » possède un degré de recouvrement plus élevé avec la séquence « TRIAL » qu'avec 
la séquence « TRAIN ». Dans la mesure où ce paramètre est non nul, TRAIL serait perçu 
comme similaire à TRIAL. 
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Figure 29 : Représentation schématique de l’encodage de la position des lettres selon le modèle de 
recouvrement. L’aire partagée représente le recouvrement entre la séquence TRIAL (partie inférieure) et 
les trois séquences possible TRAIN, TRIAL et TRAIL . 
 
2.5 Codage par une approche double voie 
Enfin, cette approche dualiste, proposé par Grainger et Ziegler (2011) permettrait de 
rendre compte comment le lecteur expert optimise la prise d’information du mot écrit pour 
récupérer l’information sémantique appropriée nécessaire pour la compréhension d’un texte. 
Les auteurs proposent ainsi deux voies différentes de traitements orthographiques (Cf. Figure 
ci-après) qui s’opposeraient en termes de fréquence d’occurrence34 et du niveau de précision 
avec lequel la position des lettres est codée. 
                                                 
34
 La fréquence d'occurrence se définit par la fréquence avec laquelle différentes combinaisons de lettres se 
produisent dans les mots écrits 
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Figure 30 : Représentation schématique de l’approche double-voie du traitement orthographique 
Dans une voie du modèle, un codage « fin », précis de la position des lettres (« fine-
grained orthography ») est réalisé pour traiter la présence de combinaisons de lettres 
fréquemment co-occurrentes comme les graphèmes de multiple lettres (e.g., eau, ch, ph, oi…) 
ou les morphèmes (e.g., ant, eur…). Ce codage optimise la formation de représentations 
orthographiques qui assemblent ces combinaisons fréquentes de lettres (« chunking ») de 
façon à diminuer la quantité d’information à traiter.  
Dans l’autre voie, un codage « grossier » de la position des lettres (« coarse-grained 
orthography ») permettrait de sélectionner la présence de combinaisons de lettres peu 
fréquentes et donc, selon les auteurs, informatives35 sur l’identité du mot en cours de 
traitement (« diagnosticity »), et ce indépendamment de la  contiguïté entre les lettres, i.e. en 
l’absence d’un codage précis de la position des lettres. Ce codage grossier optimise la 
reconnaissance rapide d’un mot via des combinaisons de lettres qui lui sont caractéristiques. 
 
                                                 
35
 Dans un cas extrême, une combinaison de lettres qui se produit uniquement dans un seul mot de la langue, est, 
par conséquent,  très caractéristique de ce mot ce qui entrainera son identification automatiquement. 
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2.6 Finalement un traitement sériel ou parallèle de ce codage 
orthographique ? 
A l’heure actuelle, cette question continue à faire grand débat entre les chercheurs. Nous 
venons de voir que certains modèles postulent un encodage sériel de gauche à droite36 des 
lettres (e.g., modèles SERIOL ou SOLAR), tandis que d’autres postulent un encodage 
parallèle de l’ensemble des lettres qui composent la séquence (e.g., modèles de bigrammes 
ouverts proposés par Grainger et son équipe). De plus, certains suggèrent que le traitement 
parallèle est utilisé seulement pour la lecture de mots familiers, et proposent l’utilisation d’un 
traitement séquentiel pour la lecture de pseudo-mots (Coltheart & Rastle, 1994; Coltheart, et 
al., 2001) ou de mots peu fréquents (Ferrand & New, 2003; Valdois, et al., 2006). D’autres 
proposent que le système de lecture a recours au traitement en parallèle avec les pseudo-mots 
également (Harm & Seidenberg, 2001, 2004; McClelland & Rumelhart, 1981; Plaut, et al., 
1996; Seidenberg & McClelland, 1989). Enfin, certains proposent l’utilisation du traitement 
séquentiel avec tous types de stimuli verbaux (Whitney, 2001, 2008b). 
 
Mais qu’entendons-nous par traitement sériel ou traitement parallèle ? Dans le domaine 
de l’attention, le traitement est dit parallèle lorsque tous les éléments d’une séquence ou d’une 
configuration sont traités simultanément, c'est-à-dire que le traitement des différents éléments 
est initié en même temps et qu’il se termine en même temps. En revanche, on parle de 
traitement sériel lorsque les éléments sont traités les uns à la suite des autres, un élément ne 
pouvant commencer à être traité que lorsque le traitement du précédent est terminé 
(Kyllingsbaek & Bundesen, 2007; Kyllingsbaek, Valla, Vanrie, & Bundesen, 2007; Wolfe, 
2003). Dans cette perspective, un traitement parallèle ne devrait pas être affecté par des 
modifications du nombre d’éléments à traiter, en revanche, lors d’un traitement sériel, 
l’augmentation du nombre d’éléments à traiter pourraient induire un coût lors du déplacement 
attentionnel et donc affecter le traitement en le ralentissant ou diminuant les performances. 
Dans le domaine de la lecture, les notions de traitement parallèle et de traitement séquentiel 
sont également étudiées à travers cet effet du nombre d’élément à traiter communément 
appelé l’effet de longueur. Il est notamment mis en évidence que la présence d’effets de 
longueur en lecture traduit une stratégie de lecture sérielle alors que l’absence d’un tel effet, 
traduit une stratégie de lecture parallèle (Cohen, Dehaene, Vinckier, Jobert, & Montavont, 
2008; Juphard, et al., 2004). De nombreuses études ont montré cette absence d’effet longueur 
                                                 
36
 En ce qui concerne les langues dont le sens directionnel de la lecture est de gauche à droite. 
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pour les mots (Coltheart et al., 2001 ; Valdois et al., 2006 ; Cohen et al. 2003 ; Weekes, 1997) 
mais selon Whitney (2001) cette absence d’effet pourrait être justifiée par un traitement sériel 
très rapide (« cover shifting », voir aussi Wolfe, 2003). Dès lors, plusieurs auteurs utilisent le 
terme de traitement parallèle pour faire référence à une prise d’information simultanée de 
différentes localisations rétiniennes en une unique fixation du regard (Wolfe, 2003 ; Grainger 
et al. 2012). 
 
Les résultats de récents travaux illustrent ce traitement parallèle de la séquence de lettres 
(Adelman et al. 2010 ; Lobier et al. soumis).  
Adelman et coll. ont étudié l’identification des lettres selon leur position lorsque des mots 
de 4 lettres étaient présentés très brièvement. Pour ce faire, ils ont utilisé un paradigme de 
reconnaissance visuelle (ci-dessous).  
 
 
Figure 31 : Représentation schématique du paradigme expérimental utilisé dans l’étude d’Adelman 
et coll. (2010). Un mot est présenté très brièvement (18 ou 24ms) suivi deux mots. Le sujet devait indiquer 
quel mot il pensait avoir vu juste auparavant. Ces deux mots se différenciaient seulement d’une lettre. Les 
4 positions du mot étaient testées. 
 
Ils ont montré que l’information de l’identité des lettres était extraite dès 24 ms37 et ce, 
quelque soit la position de la lettre étudiée suggérant un traitement parallèle de la séquence. 
Etant donné que nous sommes en contexte mot, il est évident que des effets top-down peuvent 
jouer un rôle dans ce traitement parallèle des lettres.   
                                                 
37
 Performances au niveau du hasard (50%) pour un temps de présentation de 18ms et ce, quelle que soit la 
position étudiée. 
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Lobier et al., (soumis) quant à eux, ont étudié l’identification de lettres au sein de non-
mots de 5 lettres. Ils ont pour cela utilisé une tâche de report global avec un temps de 
présentation des séquences de 20 ms. Les résultats ont montré une courbe - performance 
d’identification de lettre en fonction de la position - en forme de U. L’espacement entre les 
lettres de la séquence avait été pris en compte de telle sorte qu’un effet de masquage latéral 
était évité. Ainsi les meilleures performances obtenues en positions 5 par rapport à celles de la 
position 4 ne pouvait refléter une diminution d’un effet de masquage comme précédemment 
évoqué (Cf. §1.1). Ils ont également observé des performances similaires en position 2 et 5, 
alors que l’une est entourée de 2 lettres et l’autre que d’une seule, ce qui confirme l’absence 
d’un effet de masquage latéral. En revanche un traitement parallèle de la séquence peut rendre 
compte de ces résultats. Les différences performances observés sur les positions pourraient 
refléter une allocation différente des poids attentionnels (Bundesen, 1990). Ces résultats ont 
confirmé ainsi l’hypothèse d’un traitement parallèle de l’identité des lettres dès les premiers 
stades de la reconnaissance d’un mot (niveau pré-lexical). 
 
Par contre, d’autres travaux ont supposé que l’encodage de la position des lettres ne 
s’effectuait pas correctement de façon « absolue » à un stade orthographique pré-lexical 
(Acha & Perea, 2008; Kinoshita & Norris, 2009) ce qui suggère un codage indépendant de 
l’identité et de la position des lettres au cours du traitement de séquences de lettres (Ellis & 
Young, 1988; Friedmann & Gvion, 2001; Friedmann & Rahamim, 2007; Peressotti & 
Grainger, 1995). En 2008, Mariol et coll. ont analysé le décours temporel du traitement de 
l'identité et de la position des lettres au sein de séquences, lorsque des participants adultes 
réalisaient une tâche de décision lexicale tout en enregistrant les potentiels évoqués (Mariol, 
Jacques, Schelstraete, & Rossion, 2008). Leurs résultats n’ont pas mis en évidence une 
différence de traitement temporel entre ces deux types d’encodage ; en revanche, ils ont 
montré que les ondes autour de 200 ms étaient modulées de façon indépendante par la 
position et l’identité des lettres. Par ailleurs, d’autres études ont mis en évidence un déficit 
sélectif de l’encodage de la position chez certains individus qui étaient incapables de 
distinguer deux anagrammes lexicaux tout préservant une très bonne capacité dans 
l’identification des lettres ("Letter position dyslexia" ; Friedmann & Gvion, 2001; Friedmann 
& Haddad-Hanna, 2012; Friedmann & Rahamim, 2007). Ce résultat encore confirme que 
l’identité des lettres et leur position sont encodées de façon indépendante.  
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Comme nous venons de le voir dans cette partie, bon nombre d’études se sont intéressées, 
chez le lecteur expert, aux processus cognitifs qui sous-tendent le traitement orthographique – 
codage de l’identité et de la  position des lettres – au sein d’une séquence de lettres mais 
comment ce traitement se met-il en place chez l’apprenti lecteur et qu’en-est-il chez le lecteur 
dyslexique ?   
 
3 CODAGE ORTHOGRAPHIQUE DES LETTRES AU COURS DE L’APPRENTISSAGE DE LA 
LECTURE ET DANS LA DYSLEXIE DE DEVELOPPEMENT 
3.1 L’apprenti lecteur : transition d’un traitement sériel à un traitement 
parallèle 
Les modèles d’acquisition de la lecture assument que le recodage phonologique38 est un 
élément clé de l’acquisition des connaissances orthographiques spécifiques aux mots 
(Grainger, Lete, Bertand, Dufau, & Ziegler, 2012). Avec le temps et une exposition répétée 
aux mots écrits, la lecture s’automatise (Cf. Chapitre 2 §1.1), devient plus fluide due à une 
mise en correspondance directe entre la séquence de lettres du mot écrit et sa forme 
orthographique maintenue en mémoire à long-terme. En accord avec l’hypothèse d’auto-
apprentissage (Cunningham, 2006; Share, 1999), chaque identification d’un nouveau mot 
avec succès, via le décodage phonologique, fournit une opportunité de mémoriser la structure 
orthographique du mot entier. Il apparaît évident que les compétences en lecture dépendent 
alors de la capacité de l’enfant à traiter les mots en parallèle (Aghababian & Nazir, 2000; 
Bosse & Valdois, 2009). Effectivement, Bosse et Valdois (2009) ont constaté que les 
performances de lecture d’enfants avec un développement normal (du CP au CM2) étaient 
prédites non seulement par leurs compétences phonologiques mais aussi, et indépendamment, 
par leur capacité d’empan visuo-attentionnel (i.e. leur capacité de traitement visuel 
simultanée). D’autres études ont montré que quelques lettres pouvaient être traitées 
simultanément au début de l’apprentissage de la lecture mais que cette capacité de traitement 
parallèle augmentait avec l’exposition à l’écrit, si bien qu’un lecteur compétent pouvait traiter 
simultanément la séquence de lettres de la plupart des mots39 (LaBerge & Brown, 1989; 
                                                 
38
 Processus par lequel la représentation phonologique des mots est produite à partir de la forme écrite 
39
 Nous avons cependant mentionné plus tôt que certains mots, les mots peu fréquents ou les pseudo-mots 
polysyllabiques, reposaient plutôt sur un traitement analytique sériel. 
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LaBerge & Samuels, 1974). De ce fait, l’acquisition de la lecture évoluerait d’un traitement 
sériel (i.e. un décodage lent lettre-par-lettre) à un traitement parallèle efficace de la séquence 
entière du mot (Bowey & Muller, 2005; Grainger, Dufau, Montant, Ziegler, & Fagot, 2012). 
 
Des études développementales sur l’effet de longueur (i.e. la différence dans le temps de 
traitement entre les mots courts et les mots longs) ont permis de mettre en évidence 
l’évolution de ces stratégies (Acha & Perea, 2008; Aghababian & Nazir, 2000; Bijeljac-Babic, 
Millogo, Farioli, & Grainger, 2004). Par exemple, en utilisant une épreuve de lecture à voix 
haute chez des enfants de CE2 et CM2 et des lecteurs adultes, Bijeljac-Babic et coll. (2004) 
ont constaté que l'effet de longueur des mots diminuait avec l'âge, indiquant une transition 
d'une correspondance graphème-phonème sérielle à un recours plus important des 
connaissances lexicales. De même, Samuels et coll. (Samuels, LaBerge, & Bremer, 1978) ont 
remarqué que les temps de réponse lors d’une tâche de catégorisation de mots étaient affectés 
par la longueur du mot, et que cet effet diminuait avec l'âge des participants. 
 
Très récemment, Grainger et coll. (Grainger, Lete, et al., 2012; Grainger & Ziegler, 2011) 
illustrent cette évolution de stratégie par leur approche à voie multiple au cours de la lecture 
silencieuse (Cf. Figure ci-dessous). Les auteurs postulent que l’entrée orthographique serait 
initialement traitée lettre-par-lettre et les sons correspondants seraient dérivés des lettres et 
des combinaisons de lettres (recodage phonologique [1]) mais que très vite, en accord avec 
l’hypothèse d’un auto-apprentissage (Share, 1995), un traitement indépendant et parallèle des 
lettres se développerait [2] avec deux voies de traitement différentes  [3a et 3b] afin 
d’optimiser la lecture (Cf. §2.5). Selon les auteurs, c’est le développement de ces deux 
traitements parallèles d’identification de lettres [3a et 3b] qui serait la cause du changement 
d’un encodage strictement sériel [1] à un encodage plus parallèle des lettres [3]. 
 
Etat de l’art  Chapitre 3 
95 
 
 
Figure 32 : Représentation schématique d’une approche à voie multiple pour l’apprentissage de la 
lecture d’un mot (tirée de Grainger, Lete, et al., 2012). 
 
Grainger et coll (2012) ont testé leur hypothèse sur 334 enfants scolarisés du CP au CM2 
lors d’une tâche de décision lexicale avec deux types d’amorces : des pseudo-homophones 
(e.g., vant - VENT ) et des transpositions de lettres (e.g., talbe - TABLE). Ils ont montré que 
l’effet du pseudo-homophone, signature d’un recodage phonologique, diminuait avec 
l’expertise en lecture alors que l’effet de transposition de lettres, signature d’un traitement 
parallèle orthographique de type « coarse-grained », augmentait significativement dans un 
premier temps (CP-CE1) puis diminuait (CM2). Ces résultats ont ainsi confirmé que le 
recodage phonologique est graduellement remplacé par un accès orthographique plus direct 
via un encodage « grossier » de la position des lettres. L’observation d’un effet de 
transposition de lettres dès le CP suggère également la mise en place de ce traitement parallèle 
dès le début de l’apprentissage de la lecture. 
Ces résultats sont en accord avec ceux obtenus dans des études antérieures qui mettaient 
en évidence un changement développemental sur cet effet de transposition de lettre lors d’une 
tâche de décision lexicale avec amorçage masqué  (Acha & Perea, 2008; Castles, Davis, 
Cavalot, & Forster, 2007). Par exemple, Acha et Perea (2008) ont montré un effet de la 
transposition de lettres (e.g., aminal - ANIMAL) par rapport à l’amorçage de la double 
substitution de lettres (e.g., arisal - ANIMAL) et ont constaté que cet effet diminuait 
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numériquement et de façon significative avec l’âge (53ms pour les plus jeunes, 9 ms et 11 ms 
respectivement pour les lecteurs intermédiaire et adultes). De même, Castles et coll. (2007) 
ont montré un effet d’amorçage de la transposition de lettres plus important chez le plus jeune 
groupe d’enfants (CE2) que chez les participants adultes. Perea et Estéves (2008) ont 
également montré ce changement développemental en contexte pseudo-mots suggérant une 
origine pré-lexicale de ce phénomène. 
 
Finalement, la plupart des auteurs s’accordent sur le fait que le passage d’un traitement 
sériel à un traitement parallèle des lettres dans la séquence reflète un développement des 
compétences de lecture. Cependant, l’enfant doit être capable d’utiliser la stratégie analytique 
pour décoder des mots nouveaux. Par conséquent, une bonne maturité des processus de 
lecture requiert de pouvoir basculer entre les deux stratégies pour optimiser au mieux 
l’identification d’un mot. Ce « va-et-vient » entre procédure parallèle (lexicale) et procédure 
sérielle (sub-lexicale) a d’ailleurs été mis en évidence par Peressoti et coll. (Peressotti, 
Mulatti, & Job, 2010) en étudiant, au cours de l’acquisition de la lecture, l’effet de position de 
la lettre divergente dans la lecture de pseudo-mots (Cf. §1.2). La lecture d’un pseudo-mot 
s’effectue normalement par la procédure analytique (sérielle ou encore sub-lexicale). 
Toutefois, les auteurs ont remarqué qu’un pseudo-mot dérivé d’un mot (e.g., MONSE dérivé 
de MONDE) pouvait activer les représentations lexicales de ce mot de base (par effet top-
down) facilitant ainsi le traitement du pseudo-mot via une procédure globale (parallèle ou 
encore lexicale). Le passage à une procédure analytique au cours de cette même lecture 
permettra ensuite au sujet de lire correctement la séquence et donc de ne pas la confondre 
avec le mot de base (Mulatti, et al., 2007). Ces stratégies, bien contrebalancées, ont été mise 
en évidence chez l’enfant de CM1, ainsi que chez l’adulte : tous deux présentaient une lecture 
de pseudo-mots plus rapide lorsque la lettre divergente du mot de base se situait en fin de 
séquence (e.g., MONSE dérivé de MONDE) que lorsqu’elle était en début de séquence (e.g., 
BOINT dérivé de POINT). En revanche, des enfants scolarisé au début du CE1 présentaient 
un pattern de résultats inverses : les pseudo-mots dont la lettre divergente du mot de base se 
situait vers le début de la séquence (e.g., BOINT dérivé de POINT) étaient mieux lus et plus 
rapidement que lorsque la lettre se substituait vers la fin de la séquence. Les auteurs ont 
suggéré que les lecteurs novices utilisaient également les deux stratégies de lecture (globale et 
analytique) mais que l’équilibre entre ces deux procédures n’était pas encore bien établi ce qui 
provoquait un effet top-down lexical négatif sur la lecture des pseudo-mots. 
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Finalement, cette étude permet de montrer qu’un couplage efficace des deux voies de 
traitement (parallèle et sériel) est le reflet d’une lecture compétente. Elle montre également 
que des effets top-down lexicaux sur l’identification des lettres au sein d’une séquence sont 
très tôt développés au cours de l’acquisition de la lecture chez l’enfant normo-lecteur. Qu’en 
est-il chez les individus présentant une dyslexie de développement ? Comment les lettres sont-
elles identifiées et leur position encodée ? Nous allons aborder ces questions dans les parties 
suivantes. 
 
 
3.2 Traitement des séquences de lettres chez le lecteur dyslexique  
3.2.1 Encodage de l’identité des lettres au sein de la séquence 
Des études ont mis en évidence un effet de longueur de « mot » chez le lecteur présentant 
une dyslexie de développement tant sur la lecture des mots que sur la lecture des pseudo-mots 
suggérant l’utilisation d’une stratégie sub-lexicale analytique chez ces dyslexiques 
indépendamment de la nature du stimulus (De Luca, Borrelli, Judica, Spinelli, & Zoccolotti, 
2002; Juphard, et al., 2004; Spinelli et al., 2005; Suarez-Coalla & Cuetos, 2012; J.C. Ziegler, 
Perry, Ma-Wyatt, Ladner, & Schulte-Körne, 2003; Zoccolotti et al., 2005). Le recours à une 
telle stratégie chez les dyslexiques est également tout indiqué à la suite de performances 
déficitaires lors de tâches requérant l'utilisation de la procédure lexicale (e.g., la tâche de 
décision lexicale) (Juphard, et al., 2004). Des études développementales ont permis de 
montrer que les enfants dyslexiques présentaient un effet de longueur similaire à celui d’un 
jeune lecteur apprenti (Zoccolotti, et al., 2005). Cependant, alors que l’enfant normo-lecteur 
adopte une stratégie lexicale très tôt dans son apprentissage, l’enfant dyslexique semble 
incapable d'apprendre ce mode de traitement et continue, par conséquent, à utiliser une 
procédure sub-lexicale de lecture, en d’autres termes une stratégie sérielle et lente. Différentes 
hypothèses sont venues étayées cet effet de longueur de mot chez les individus dyslexiques. 
Une première hypothèse concerne l’ « effet de masse » ou « crowding effect » (Bouma, 1970; 
Bouma & Legein, 1977), causé en partie par l’effet du masquage latéral (Cf. §1.1), qui 
limiterait le nombre de lettres reconnues dans un mot. Des études ont montré que cet effet 
était plus important chez les dyslexiques que chez les normo-lecteurs (Goolkasian & King, 
1990; Klein, Berry, Briand, D'Entremont, & Farmer, 1990; Martelli, Di Filippo, Spinelli, & 
Zoccolotti, 2009; Pernet, Valdois, Celsis, & Démonet, 2006; Spinelli, De Luca, Judica, & 
Etat de l’art  Chapitre 3 
98 
 
Zoccolotti, 2002) et qu’une légère augmentation de l’espace entre les lettres (e.g., c a s i n o 
au lieu de casino) pouvaient améliorer la reconnaissance d’un mot (Perea, Panadero, Moret-
Tatay, & Gómez, 2012). D’autres études ont cependant montré que malgré un espace inter-
lettre suffisamment augmenté pour éviter cet effet de masquage, certains dyslexiques restaient 
déficitaires dans l’identification de lettres au sein de séquence mettant ainsi en évidence un 
déficit de l’empan VA dans le traitement des séquences de lettres (Bosse, Tainturier, et al., 
2007; Valdois, et al., 2004; Valdois, Lassus-Sangosse, et al., 2012). En accord avec le modèle 
multi-trace (Cf. Chapitre 1 §2.1.3), un déficit d’empan visuo-attentionnel (VA) réduirait le 
traitement de la fenêtre attentionnelle sur la séquence de lettres imposant ainsi un traitement 
analytique ayant pour conséquence un effet de longueur de la séquence, à la fois sur les mots 
et les pseudo-mots (Juphard, et al., 2004). Cependant, une réduction sévère de l’empan VA 
pourrait rendre difficile le traitement de l’ensemble des lettres qui composent les unités 
orthographiques pertinentes dans la langue entraînant un trouble en procédure analytique 
également. Finalement, ces dyslexiques présentant un trouble de l’empan VA ont des 
difficultés dans le traitement simultané de la séquence affectant, par conséquent, l’encodage 
normale de l’identité des lettres au sein d’une séquence.  
 
3.2.2 Encodage de la position des lettres au sein de la séquence 
La dyslexie est souvent mise en évidence avec un traitement désordonné des lettres au 
sein des mots. Malgré cette observation à des taux beaucoup plus élevés chez les enfants 
dyslexiques que chez les enfants normo-lecteurs (Kaufman, 1980; Terepocki, Kruk & 
Willows, 2002), très peu d’études se sont intéressées à cette difficulté d’encodage de la 
position des lettres chez ces enfants. Toutefois, Whitney et Cornelissen (2005) ont suggéré 
qu’une telle difficulté dans l’encodage de la position des lettres pouvait être due à l’absence 
du gradient localisationnel40 dans le traitement des séquences, gradient qui, selon eux, est 
indispensable au codage normal de l'ordre des lettres (Cf. le modèle SERIOL §2.2). Enfin, les 
auteurs suggèrent qu’un encodage altéré de l'ordre des lettres pourrait entrainer des 
perturbations dans la procédure de correspondance graphèmes-phonèmes ou dans le 
traitement global de la séquence, troubles cognitifs qui caractérisent la dyslexie. Il apparait 
donc évident que l’analyse de cet encodage de la position des lettres au sein des séquences est 
primordiale dans le cadre de la dyslexie. 
                                                 
40Balayage sériel et automatique de gauche-droite 
Etat de l’art  Chapitre 3 
99 
 
D’un autre côté, Friedmann et ses collaborateurs ont montré que certains enfants 
dyslexiques de langue hébraïque et arabe palestinien pouvaient développer, un déficit sélectif 
de l’encodage de la position des lettres au sein d’un mot et ce, même en absence de contrainte 
de temps de présentation. Ces dyslexiques avaient la particularité de ne plus pouvoir 
distinguer des anagrammes entre eux ; les auteurs ont nommé ce déficit « Letter-Position 
Dyslexia ». Ces derniers ont d’ailleurs précisé que ce trouble était bien observé alors que le 
processus d’identification des lettres était intact et qu’aucune erreur de migration de lettres 
entre les mots ne se produisait (Friedmann & Gvion, 2001, 2005; Friedmann & Haddad-
Hanna, 2012; Friedmann & Rahamim, 2007). Un tel trouble sélectif a permis d’ailleurs de 
suggérer l'existence d'un mécanisme de codage de la position des lettres qui serait distinct de  
celui de l'identification des lettres (Ellis & Young, 1988; Friedmann, Dotan, & Rahamim, 
2010).  
D’autres études ont observé des déficits non-sélectifs de l’ordre des lettres en lecture chez 
différents individus présentant des dyslexies de types variés. Marshall et Newcombe (1973) 
ont rapporté le cas d’un individu avec une dyslexie profonde qui réalisait des erreurs de 
transposition, il lisait « was » (était) comme « saw » (vu) par exemple. Différentes études ont 
montré que des individus présentant une dyslexie dite périphériques41, telle qu’une dyslexie 
visuelle42 (Biran, Gvion, & Friedmann, 2003), une dyslexie par négligence43(Katz & Sevush, 
1989) ou encore une dyslexie attentionnelle (Hall, Humphreys, & Cooper, 2001; Humphreys 
& Mayall, 2001; Price & Humphreys, 1993; Shalev, Mevorach, & Humphreys, 2008; Shallice 
& Warrington, 1977) faisaient, en plus des erreurs caractéristiques de leur dyslexie, des 
erreurs de transpositions au sein de séquences de lettres et de mots, des erreurs de migration 
de lettre entre les mots et des erreurs de position dans l’identification des lettres au sein d’un 
mot. Récemment, Romani et coll. (2011)  ont montré chez un groupe d’adultes présentant des 
caractéristiques apparentées à  la dyslexie de développement, des difficultés dans l’encodage 
de l’identité et de la position des lettres au sein de non-mots. Dans cette étude, les participants 
réalisaient une tâche de comparaison de séquence où l’identité et la position des lettres étaient 
manipulées via deux conditions - réciproquement une substitution et une transposition de 
lettres. Ils devaient juger si les deux non-mots présentés de part et d’autre d’un point de 
fixation étaient identiques. Les « sujets dyslexiques » présentaient un taux d’erreurs et un 
                                                 
41Les dyslexies développementales périphériques suggèrent que des troubles intéressant les traitements visuels 
dans leur composante attentionnelle peuvent interférer avec l’apprentissage de la lecture. 
42
 Dyslexie essentiellement caractérisée par la production préférentielle d’erreurs visuelles. 
43
 Dyslexie qui se caractérise par des erreurs portant sur la partie initiale ou finale du mot indépendamment de 
ses caractéristiques linguistiques. 
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temps de réponses bien plus élevé que ceux obtenus chez un groupe de normo-lecteurs pour 
les deux conditions suggérant donc un défaut d’encodage de l’identité et de la position de 
lettres au sein de séquences orthographiquement illégales. Les auteurs ont par ailleurs constaté 
une similarité des courbes des temps de réponses (courbes parallèle) chez les deux groupes 
montrant un même rythme de traitement au sein des différentes positions (où la permutation 
était effectuée) alors que la courbe du taux d’erreurs chez les « dyslexiques » augmentait 
drastiquement au fur et à mesure que la permutation se produisait sur des positions en fin de 
séquence. Les auteurs en ont conclus que les dyslexiques ne présentaient pas une vitesse de 
traitement réduite ni des difficultés dans le déplacement de l’attention mais plutôt une 
réduction des capacités visuo-attentionnelles comme précédemment décrit par Bosse et 
Valdois (2009). Enfin, les auteurs soulignent la difficulté d’encodage de la position comme 
étant une réduction dans le nombre de « spotlights » qui peuvent être déployé pour traiter des 
informations à de multiples positions plutôt qu’une réduction de la fenêtre visuo-
attentionnelle mais, selon eux, ces hypothèses peuvent être considérées équivalentes. Ces 
résultats suggèrent donc qu’une défaillance des capacités visuo-attentionnelles affecteraient la 
le codage de la position des lettres chez des lecteurs dyslexiques. Cependant, aucune étude à 
ce jour (en langue alphabétique) n’a exploré ce trouble de l’encodage de la position ni ne l’a 
mis en lien avec l’encodage de l’identité des lettres chez des enfants présentant une dyslexie 
de développement.  
 
 
3.2.3 Les effets top-down sur le traitement des séquences de lettres 
En utilisant le paradigme de Reicher et Weeler, Chase et Tallal (1990) ont comparé les 
performances d’enfants dyslexiques à celles d’adultes et d’enfants appariés en âge lexical 
(AL) et en âge chronologique (AC). Les auteurs ont montré que les enfants normo-lecteurs 
présentaient un effet de supériorité du mot (ESM) et un effet de supériorité du pseudo-mot 
(ESP) (quoique inférieur à celui observé dans le groupe d’adulte) alors que les enfants 
dyslexiques ne montraient aucun de ses effets et semblaient traiter les non-mots comme les 
mots. Une simulation de ces données expérimentales avec le modèle IAM leur a permis de 
suggérer que les influences top-down lexicales augmentaient avec l’âge et le niveau de lecture 
mais pourraient être absentes chez les jeunes dyslexiques. 
Dans une étude plus récente, Grainger et Van Heuven (2003) ont, quant à eux, observé un 
ESP pour les deux groupes d’enfants contrôles AL et AC mais aussi pour les enfants 
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dyslexiques. Aucun ESM n’a été observé cependant chez ces trois groupes alors qu’un groupe 
d’adultes présentait à la fois un ESM et ESP. Dans cette étude, l’ESM a été mesuré non pas 
par rapport aux non-mots (comme dans toutes les études précédentes) mais par rapport aux 
pseudo-mots. La présence d’un ESP en l’absence d’un ESM chez les dyslexiques 
phonologiques suggère, selon les auteurs, que l’ESP n’est pas sous-tendu par les régularités 
phonologiques (i.e. la prononçabilité) mais par les régularités orthographiques. 
En 2008, Lété et Ducrot reprennent l’étude de Grainger en couplant le paradigme de 
Reicher et Weeler à un paradigme de champ visuel divisé. Ainsi, en plus de l’observation des 
influences top-down lexicales et sublexicales sur la perception des lettres dans une séquence, 
ils évaluent le traitement en vision fovéale et parafovéale droite et gauche (Cf. figure ci-
dessous) chez des enfants dyslexiques comparés à des enfants AL (scolarisés en CP) et à un 
groupe d’adultes normo-lecteurs.  
 
 
Figure 33 : Représentation schématique du paradigme de champ visuel divisé couplé à celui de 
Reicher et Weeler (d'après Lété & Ducrot, 2008). 
 
Les résultats ont montré que les adultes présentaient un ESM et un ESP dans les trois 
zones. Les dyslexiques et les contrôles AL révélaient un ESP en l'absence d'un ESM comme 
l’étude de Grainger (2003). L'ESP était situé en fovéa chez les dyslexiques et en champ visuel 
gauche chez les contrôles.  
 
En conclusion, ces études ont mis en évidence que les effets top-down lexicaux 
augmentent avec l’âge et l’expertise en lecture alors qu’ils sont absents chez les dyslexiques. 
Toutefois, les enfants dyslexiques bénéficieraient d’effets top-down sub-lexicaux pour une 
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meilleure perception de la lettre en vision fovéale. Effectivement, selon Grainger et al (2003), 
la régularité orthotactique faciliterait l’identification des lettres au sein de séquences. 
Il convient à présent de s’intéresser aux études menées en IRMf qui ont traité les aspects 
neuro-fonctionnels des traitements orthographiques de séquence de lettres chez les adultes 
normo-lecteurs et dyslexiques. 
 
4 CORRELATS NEUROFONCTIONNELS DU TRAITEMENT ORTHOGRAPHIQUE  
4.1 Le rôle de la région OT ventrale gauche dans le traitement de 
séquences de lettres 
Dans le premier chapitre, nous avons évoqué le rôle spécifique de la région occipito-
temporale (OT) inférieure gauche dans la reconnaissance des mots écrits, et particulièrement 
une zone du gyrus fusiforme nommée « aire de la reconnaissance visuelle d’un 
mot » (« Visual Word Form Area » ou VWFA) (Cohen, et al., 2000; Cohen, et al., 2002; 
Dehaene & Cohen, 2011). Les travaux de Dehaene et Cohen se sont particulièrement 
intéressés à cette région afin de comprendre comment elle traitait les mots écrits. Les résultats 
de ces recherches montrent que l’activation de cette région est spécifique à la présentation 
uniquement visuelle du mot (Dehaene, et al., 2002), et qu’elle est invariante quelles que soient 
la position spatiale (champ visuel gauche ou droite) (Cohen, et al., 2000) ou les 
caractéristiques typographiques (CaSsE) du mot présenté (Dehaene et al., 2001). 
Il a été démontré, par ailleurs, que l’activité de ce sillon OT gauche augmente avec la 
visibilité du mot et que cette sensibilité perceptive est corrélée à la capacité de lire rapidement 
les mots présentés (Ben-Shachar, Dougherty, Deutsch, & Wandell, 2011). De plus, cette 
région du cerveau apparait sensible à la fréquence des mots (Bruno, Zumberge, Manis, Lu, & 
Goldman, 2008). Il est donc largement admis que cette région code l'identité abstraite des 
séquences de lettres visuelles - en d’autres termes, la «forme visuelle des mots» ou « visual 
word form » (Warrington & Shallice, 1980) - sur la base d’un traitement rapide et parallèle de 
l'identification des lettres (Cohen, et al., 2000; McCandliss, Cohen, & Dehaene, 2003; 
Tagamets, Novick, Chalmers, & Friedman, 2000; Vigneau, Jobard, Mazoyer, & Tzourio-
Mazoyer, 2005). Cependant, en accord avec l’hypothèse de recyclage neuronal (Dehaene & 
Cohen, 2007), cette région n'est pas exclusivement activée par les mots écrits mais répond 
également à la présentation visuelle de pseudo-mots, de non-mots voire même de dessins de 
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traits d’objets ou de séquences de police incorrecte, suggérant ainsi l’implication de cette 
région plus générale dans l'identification d’« objets de multi-éléments» (Jobard, et al., 2003). 
Grâce à cette propriété générale, la région ventrale OT gauche joue un rôle crucial dans 
l'expertise perceptive nécessaire à la lecture. Il n’est donc pas surprenant d’observer, lors de 
tâches de lecture ou tâches liées, une activité réduite de la VWFA chez les individus 
dyslexiques, population qui n’acquiert pas efficacement une lecture fluide (Helenius, et al., 
1999; Paulesu, et al., 2001; Wandell, et al., 2012) (Cf. Chapitre 2 §2.3.2). Cette région fait 
ainsi partie du réseau des régions cérébrales impliquées dans la dyslexie de développement 
(Wandell, et al., 2012). 
En revanche, en dépit de son rôle dans le traitement de séquence de lettres, aucune étude 
antérieure n'a directement étudié l’implication potentiellement distincte de la VWFA dans 
l’encodage de la position et de l’identité des lettres au sein de séquences. Toutefois, son 
implication dans le traitement ordinal de la séquence de lettres peut être prédite grâce à 
l’étude de Dehaene et coll. (2004). Les auteurs visaient à déterminer si la VWFA était plus 
sensible aux lettres qui composent le mot ou à la globalité du mot chez le lecteur expert. Pour 
se faire, les auteurs ont utilisé un paradigme d’amorçage subliminal avec « casse croisée ». 
Différents type d’amorces ont été comparés : il s’agissait soit du même mot que la cible 
(REFLET-reflet), soit d’anagrammes particulières qui, en déplaçant une seule lettre de la 
première à la dernière position donnait le mot cible (TREFLE- reflet), ou encore d’un mot non 
lié orthographiquement (EPATER-reflet). Les auteurs ont identifié deux régions de la VWFA 
fonctionnellement différentes. La région postérieure montrait un effet de priming (i.e., une 
activation réduite quand le mot est répété (Dehaene, et al., 2001)) mais uniquement lorsque 
les lettres avaient la même localisation sur la rétine (i.e.: #REFLET vs. #reflet; TREFLE# vs. 
#reflet). Dans l’autre condition (i.e.: #TREFLE vs. #reflet; TREFLE# vs. #reflet), son activité 
augmentait comme dans le cas ou deux mots distincts étaient présentés. Cette aire était donc 
sensible à une localisation rétinienne spécifique. A l’opposé, le gyrus fusiforme moyen 
montrait un effet de priming spécifique lorsque le mot était répété et peu importe sa 
localisation rétinienne (i.e., REFLET# vs. #reflet), suggérant ainsi un encodage du mot dans 
son ensemble indépendamment de sa localisation rétinienne. Par ailleurs, les auteurs ont 
montré que cette dernière sous-région montrait un effet de priming pour deux mots identiques 
(« REFLET# vs. #reflet ») plus prononcé que pour deux anagrammes (« TREFLE# vs. 
#reflet »), ce qui signifierait une implication de l’encodage de la position au sein des 
séquences. Cependant, il semblerait que cela ne s’applique qu’un nombre restreint de voxels, 
dans la partie la plus antérieure de la région du gyrus fusiforme moyen. 
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Finalement, le rôle de la région occipito-temporale ventrale gauche dans l’encodage de la 
position des lettres n’a pas été bien élucidé à l’heure actuelle. 
 
4.2 Le rôle des régions pariétales postérieures bilatérales dans le 
traitement de séquences de lettres 
 Plusieurs auteurs admettent que lorsque le traitement parallèle, automatique de la 
reconnaissance d’un mot (mettant en jeu les régions OT ventrales) est impossible, un 
traitement sériel plus coûteux en ressources attentionnelles se met généralement en place 
impliquant ainsi les régions pariétales postérieures (Cohen, et al., 2008; Mayall, Humphreys, 
Mechelli, Olson, & Price, 2001; Pammer, Hansen, Holliday, & Cornelissen, 2006; Rosazza, 
Cai, Minati, Paulignan, & Nazir, 2009; Vinckier, Qiao, Pallier, Dehaene, & Cohen, 2011). Par 
exemple, la lecture de mots dégradés (orientation du mot, espace entre les lettres du mot, etc.) 
(Cohen, et al., 2008) ou de pseudo-mots poli-syllabiques (en comparaison à des pseudo-courts 
courts) (Schurz et al., 2010; Valdois, et al., 2006) entraine un effet de longueur sur les temps 
de lecture au niveau comportemental, lequel est accompagné d’une augmentation de 
l’activation des régions pariétales postérieures bilatérales. Ces résultats reflètent un traitement 
sériel des séquences requérant davantage de capacités attentionnelles qu’en lecture globale 
automatisée. Autrement dit, ces régions joueraient un rôle essentiel lors du déploiement de 
l’attentionnel sériel sur les lettres ou ensemble de lettres lorsque le traitement parallèle 
spécialisé est rendu impossible (dégradation des mots, décodage des mots non familiers ou 
lésion de la région OT ventrale (Henry et al., 2005; Ino et al., 2008)). 
 De récentes études, cependant, ont suggéré que l’implication du cortex pariétal postérieur 
pouvait refléter une augmentation des ressources attentionnelles nécessaires pour traiter 
simultanément des lettres multiples (Mitchell & Cusack, 2008; Schurz, et al., 2010). Certaines 
études ont d’ailleurs mis en évidence une implication spécifique des lobules pariétaux 
supérieurs (LPS) bilatéraux lors du traitement visuel d’éléments multiples et un défaut 
d’activation de ces régions chez des enfants et adultes dyslexiques présentant un déficit du 
traitement simultanée de l’identité des lettres dans une séquence (i.e., un trouble de l’empan 
VA). Le rôle spécifique des LPS dans l’empan VA a été défini précédemment dans le chapitre 
2 (Cf. §2.3.2) (Peyrin et al, 2011; Peyrin et al, 2012). Tout récemment, Lobier et coll. (2012) 
ont exploré l’activation du cerveau de lecteurs experts pendant qu’ils réalisaient une tâche de 
catégorisation visuelle d’un élément unique ou d’éléments multiples (Cf. Figure ci-après) 
avec des caractères alphanumériques (lettres et chiffres) ou non-alphanumériques (Hiragana et 
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pseudo-lettres) afin de démontrer l’implication spécifique des LPS dans l’efficacité du 
traitement simultané d’un ensemble d’éléments.  
 
 
Figure 34 : Stimuli et procédure expérimentale de la tâche de catégorisation visuelle (Tiré de Lobier 
et al., 2012). (a) Stimuli pour chaque catégorie (lettres, chiffres, Hiragana et pseudo-lettres). Procédures 
expérimentales pour des caractères non-alphanumériques dans la condition «  élément unique » (b) et 
« éléments multiples » (c). Le temps de présentation de 200ms impose un traitement parallèle de la 
séquence, sans saccade occulaire. 
 
Les résultats ont montré une plus forte activation bilatérale des LPS pour le traitement 
d’éléments multiples que pour celui d’un seul élément et ce, sans tenir compte de la catégorie 
des stimuli (Cf. figure ci-dessous). Ces résultats ont ainsi démontré le rôle spécifique des 
régions pariétales supérieures dans le traitement simultané d’éléments multiples. Toutefois, 
aucune preuve directe n’a été fournie impliquant les LPS spécifiquement dans l'identification 
des lettres ou dans l’encodage de la position dans une séquence. 
 
 
Figure 35 : Activations cérébrales induite par le traitement d’un seul élément et d’éléments multiples 
lors de la tâche de catégorisation visuelle (Tirée de Lobier et al., 2012) 
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5 PROBLEMATIQUE 
Nous avons vu à quel point la capacité d’identifier les lettres et d’encoder leur position 
relative au sein de séquences était cruciale lors de la lecture. L’identification des lettres est en 
effet une étape clé de la reconnaissance des mots et l’encodage de la position est 
indispensable pour distinguer deux anagrammes, i.e., deux mots qui contiennent les mêmes 
lettres mais réarrangées dans un ordre relatif différent (e.g., SINGE et SIGNE). Cependant 
lorsque nous lisons très vite la phrase « He definitely looks idiot, but don't jugde a book by its 
cover », nous pouvons ne pas remarquer que le mot « judge » (= juger) était mal orthographié 
en raison de la transposition de deux lettres. Par contre, le remplacement d’une ou de deux 
lettres au sein du même mot (par exemple, JUDTE ou JUPTE) rend la faute d’orthographe 
beaucoup plus notable (Acha & Perea, 2008; Andrews, 1996; Grainger & Whitney, 2004; 
Perea & Lupker, 2004). Ainsi, les pseudo-mots créés en manipulant l’ordre des lettres 
(transposition de lettres) ont une forte tendance à être perçus comme des mots et cette 
tendance l’est davantage pour les mots que pour les pseudo-mots créés en manipulant 
l’identité des lettres (substitution de lettres). De nombreuses recherches ont étudié l’encodage 
de la position et de l’identité des lettres à travers ces phénomènes de transposition et de 
substitution de lettres chez le lecteur expert (Andrews, 1996; Davis, 2010; Gomez, et al., 
2008; Grainger, Granier, Farioli, Van Assche, & Van Heuven, 2006; Grainger & Jacobs, 
1996; Grainger & Van Heuven, 2003; Grainger & Ziegler, 2011; Humphreys, et al., 1990; 
Kinoshita & Norris, 2009; Perea & Fraga, 2006; Perea & Lupker, 2003a, 2003b, 2004; 
Pitchford, et al., 2008; Schoonbaert & Grainger, 2004; Whitney, 2001) et quelques études, 
depuis peu, se sont intéressées aux changements développementaux de ces traitements au 
cours de l’acquisition de la lecture (Acha & Perea, 2008; Castles, et al., 2007; Grainger, Lete, 
et al., 2012; Perea & Estévez, 2008). La majorité de ces auteurs s’accordent sur le fait que le 
traitement des lettres au sein d’une séquence se fait via un décodage sériel grapho-
phonémique au tout début de l’acquisition de la lecture mais que très vite, grâce à des 
expositions répétées des mots écrits, un traitement parallèle se met en place et se développe 
afin que la lecture deviennent plus automatisée (voie globale ou lexicale). En revanche, 
malgré la description d’erreurs d’identifications des lettres et d’inversions de positions au 
cours de la lecture chez les individus présentant une dyslexie de développement, aucune étude 
ne s’est intéressée à ces effets de transposition et de substitution de lettres au sein des 
séquences dans cette population à l’exception de quelques études en langues non-
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alphabétiques (Friedmann & Haddad-Hanna, 2012; Friedmann & Rahamim, 2007). Ce travail 
de thèse s'inscrit dans ce cadre de recherche et propose deux axes d’études : 
 
-  Un axe comportemental. Notre objectif sera non seulement d’évaluer la façon dont le 
codage de l'identité et de la position de la lettre se réalise à différents stades de la  
reconnaissance d’un mot (niveau pré-lexical, niveau sub-lexical et niveau lexical) lors de 
l'acquisition de la lecture et dans le cadre des dyslexies de développement mais aussi 
d’estimer l’influence du contexte orthographique sur ces traitements. Dans ce but, les 
participants ont réalisé une tâche de comparaison de séquences de 4 lettres dans laquelle 
ils devaient juger si deux suites de lettres présentées successivement et brièvement étaient 
identiques ou différentes. L'identité et la position des lettres étaient manipulées par le 
biais d’une substitution ou d’une transposition de deux lettres au sein de la séquence. Des 
non-mots (NM), des pseudo-mots (PM) et des mots (M) ont été utilisés comme stimuli 
pour étudier les effets lexicaux et sub-lexicaux sur l'encodage des lettres. Par ailleurs, les 
stimuli ont été choisis soigneusement de telles sortes que chaque catégorie d’item (NM, 
PM et M) restait inchangée après la permutation induite (substitution ou transposition) 
cela afin d’éviter tout effet autre que purement visuo-orthographique sur le couple de 
stimuli à traiter. Une autre approche particulièrement utile pour répondre à ces questions 
était de limiter le temps de présentation des séquences pour évaluer l’encodage de la 
position et de l’identité des lettres lors d’un traitement parallèle de lettres multiples dans 
une séquence. De plus, nous nous sommes focalisés sur un groupe d’enfants dyslexiques 
présentant un trouble de l’empan visuo-attentionnel. 
  Ainsi, dans le cadre d’un traitement parallèle des séquences de lettres (Bosse, 
Tainturier, et al., 2007), nous faisons l’hypothèse qu’un trouble de l’empan visuo-
attentionnel aura un impact sur l’encodage de l’identité mais aussi de la position des 
lettres, supposé que ces deux traitements chez l’enfant se réalisent bien via une 
stratégie parallèle. Nous nous attendions donc à ce que les enfants dyslexiques 
présentent de nombreuses erreurs de confusion entre les séquences de lettres pour 
lesquelles une substitution ou une transposition avait été induite. Chez les enfants 
plus âgés, l’encodage parallèle de l’identité des lettres apparaitrait très tôt lors de la 
reconnaissance d’un mot, i.e. à un stade pré-lexicale (Lobier, Przybylski, & Valdois, 
soumis) alors que la position des lettres ne serait pas correctement encodée à ce 
stade-là (Acha & Perea, 2008; Kinoshita & Norris, 2009). Nous prévoyions 
également une amélioration de la capacité du traitement parallèle  avec l’expérience 
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de lecture comme suggérée dans la littérature (Acha & Perea, 2008; Castles, et al., 
2007; Grainger, Lete, et al., 2012; Peressotti, et al., 2010). Selon Grainger et coll. (2012), 
une transposition de lettre est le reflet d’un traitement parallèle orthographique de type 
« coarse-grained » (Cf. §3.1), Par conséquent, si les enfants utilisent une stratégie 
globale, parallèle - résultat attendu chez les enfants plus âgés - ils auront une plus 
grande difficulté à discriminer deux séquences lorsque la permutation implique une 
transposition de deux lettres plutôt qu’une substitution de lettres (i.e., un effet de 
transposition) sur les items NM (en absence de toutes influences top-down 
facilitatrices). Dans le cas contraire, s’ils utilisent une stratégie sérielle, il ne devrait 
y avoir aucune différence entre les performances obtenues lorsqu’une transposition 
ou une substitution de lettre est induite, résultat attendu chez les plus jeunes enfants 
et les enfants dyslexiques. Par ailleurs, nous avons vu précédemment à quel point le 
contexte lexical mais surtout sub-lexical pouvaient jouer un rôle primordial dans 
l’identification des lettres et évoluer en fonction du niveau de lecture des enfants (Chase 
& Tallal, 1990; Grainger, et al., 2003; Lété & Ducrot, 2008). En accord avec ces études, 
nous faisons l’hypothèse que les performances seront meilleures sur les items sub-
lexicaux et lexicaux que pour les items non-mots (items pré-lexicaux) mais 
qu’aucune différence significative ne devrait être observée entre les performances 
obtenues aux items mots et celles obtenues aux items pseudo-mots chez le jeune 
lecteur et le lecteur dyslexique. Par conséquent, un effet de supériorité du pseudo-
mot (ESP) et du mot (ESM) sur le non-mot, en absence d’un ESM sur le pseudo-
mot, est attendu dans la population dyslexique et chez les lecteurs novices. Un ESM 
global et un ESP (M > PM > NM) lié à l’expérience de lecture, était, par ailleurs, 
attendu chez les lecteurs plus âgés. Ces différents effets sont attendus, certes sur le 
traitement de l’identité des lettres en accord avec la littérature, mais aussi sur le 
traitement de la position des lettres, résultat qui n’a pas été encore mis en évidence.  
 
- Axe d’imagerie cérébrale. Notre second objectif sera d’explorer, en utilisant l'IRMf, les 
substrats neurobiologiques du codage de l’identité et de la position des lettres chez des 
adultes normo-lecteurs et dyslexiques présentant un trouble de l’empan visuo-
attentionnel. Nous utiliserons pour cela un paradigme de comparaison de séquences de 
lettres similaire à celui utilisé chez l’enfant mais en n’utilisant que des séquences de 
consonnes illisibles, i.e. les NM. De cette façon, nous pourrons enregistrer les réponses 
relatives au traitement du niveau de la lettre (traitement pré-lexical) en minimisant 
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l'influence des processus phonologiques et sémantiques de plus haut niveau ou des 
connaissances orthographiques de mots spécifiques. 
  Chez les normo-lecteurs, nous faisons l’hypothèse que la tâche de comparaison de 
séquences suscitera l’activation à la fois des régions OT ventrale gauche et des LPS 
bilatéralement comme suggéré dans la littérature (Jobard, et al., 2003; Lobier, 
Peyrin, et al., 2012). Ces deux régions seraient ainsi impliquées dans le traitement de 
l’identité et de la position des lettres chez le normo-lecteur. Les individus 
dyslexiques, quant à eux, devraient montrer de plus faibles activations de ces 
régions lors du traitement de ces séquences de lettres mettant bien en évidence un 
déficit du traitement parallèle chez ces individus (Paulesu, et al., 2001; Peyrin, et al., 
2008) ce qui aurait un impact à la fois sur l’encodage de l’identité et de la position 
des lettres au sein des séquences. 
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CHAPITRE 4 - ENCODAGE DE L’IDENTITE ET DE LA POSITION DES 
LETTRES DANS UNE SEQUENCE ORTHOGRAPHIQUE ET EFFETS 
TOP-DOWN : ETUDES CHEZ DES ENFANTS NORMO-LECTEURS ET 
DYSLEXIQUES. 
 
Comment l'identité et la position des lettres au sein de contextes orthographiques 
différents (lexicaux ou non) sont-elles traitées au cours de l’acquisition de la lecture et chez 
des enfants présentant un déficit en lecture? Deux études comportementales  chez l’enfant ont 
été menées afin de répondre à ces questions. Nous allons exposer ces deux études dans le 
chapitre présent. 
 
1 ETUDE 1 : ENFANTS TOUT-VENANT (CE2-CM1-CM2) 
Dans cette première étude, nous nous sommes intéressés à l’encodage de l’identité et de 
la position des lettres au sein de séquences orthographiques (lexicales ou non) lors du 
développement normal de l’enfant. Plus précisément, nous avons évalué des enfants en 
classes de CE2, CM1 et CM2 sur une tâche de comparaison de séquences de lettres dans 
laquelle l’identité et la position des lettres étaient manipulées réciproquement via une 
substitution et une transposition de lettres au sein de non-mots, pseudo-mots ou mots. Nous 
nous attendions à observer une évolution des stratégies de traitement (i.e. transition d’une 
stratégie sérielle à une stratégie parallèle) et des représentations lexicales (amélioration des 
performances avec la familiarité du stimulus) sur l’encodage de l’identité et de la position des 
lettres au sein des séquences au cours du développement de l’enfant.  
 
1.1 Méthodologie 
1.1.1 Population 
Soixante enfants ont participé à cette première étude. Les enfants ont été répartis en trois 
groupes selon leur niveau scolaire : CE2 (n= 20), CM1 (n= 20) et CM2 (n= 20). Ils ont tous 
été recrutés à l’école primaire SERMET située en plein centre de Toulouse. Tous les enfants 
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sont de langue maternelle française, ne présentent aucune histoire de déficit auditif, de 
maladie neurologique ou de désordre affectif et ont une vision normale ou corrigée. Ils ont été 
évalués individuellement dans une pièce au calme. La passation des épreuves a été réalisée sur 
le temps scolaire pendant 45 min (temps maximum qui nous a été accordé par les 
enseignants). Des petites pauses ont été aménagées en fonction de la fatigue des enfants. Tous 
les parents ont signé un consentement éclairé et aucun résultat individuel n’a été transmis aux 
enseignants. Cinq enfants ont été cependant exclus, n’ayant pas réalisé la totalité des tests. Les 
résultats de 55 enfants ont donc été analysés (Cf. Tableau 1). 
 
Tableau 1 : Caractéristique de trois groupes d’enfants (CE2, CM1 et CM2) sur l’âge chronologique 
et l’âge de lecture. 
Classes N Moyenne d’âge chronologique Moyenne d’âge de lecture*  
en année (ET) en année  (ET)  
CE2 16 (9 filles) 8;5 (0,5) 9;5 (1,6) 
CM1 19 (10 filles) 9;5 (0,3 ) 10;0  (1,5) 
CM2 20 (11 filles) 10;4 (0,4) 10;6 (1,6) 
 
*
estimé via le test de l’Alouette (Lefavrais, 1967) 
 
Une MANOVA à un facteur inter-sujet (classe : CE2 vs. CM1 vs. CM2) a été réalisée sur 
l’âge chronologique d’une part et l’âge de lecture d’autre part. L’effet classe a bien été mis en 
évidence [F4, 102 = 36,0 ; p < 0,0001]. Le test HSD de Tukey nous révèle cependant que les 
trois groupes d’enfants se distinguent principalement par leur âge chronologique (CE2 vs. 
CM1 : p= 0,0001 ; CM1 vs. CM2 : p= 0,0001 ; CE2 vs. CM2 : p= 0,0001). L’âge de lecture 
ne diffère significativement qu’entre les groupes d’enfants de CE2 et CM2 (test LSD : p= 
0,040). 
 
1.1.2 Paradigme expérimental 
1.1.2.1 Une tâche de comparaison de séquences de lettres 
Les participants réalisaient une tâche de comparaison de séquences de lettres inspirée de 
la tâche d’appariement perceptif de Gomez et collaborateurs (2008)  qui a été initialement 
élaborée par Ratcliff et collègues (Ratcliff, 1981b; Ratcliff & Hacker, 1981). Cette tâche 
consiste à comparer une suite de lettres par rapport à une autre sans nécessiter un apport 
verbal/articulatoire manifeste, de sorte qu’elle n’engage  que des traitements visuels et aucun 
encodage phonologique explicite (Besner, Coltheart, & Davelaar, 1984; Norris & Kinoshita, 
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2008). Par ailleurs, nous avons choisi cette tâche parce qu’elle implique un traitement des 
lettres individuelles des séquences entières contrairement à d’autres tâches telle que la tâche 
de décision lexicale avec amorçage masqué qui ne requiert pas l’identification propre de 
l’item44. Les participants devaient juger si les deux suites de lettres présentées successivement 
étaient strictement identiques ou non. Par ‘strictement’ identique, nous entendions le fait que 
les deux suites devaient posséder les mêmes lettres dans la même position (par exemple : 
FBSH et FBSH).  Les suites différentes présentaient l’une des deux permutations suivantes: 
(i) une transposition dans laquelle l’ordre des lettres dans la séquence était manipulée par 
l’inversion de position entre deux lettres (par exemple : RMGT au lieu de RTGM) ou (ii) une 
substitution dans laquelle l’identité de la séquence était manipulée par le remplacement de 
deux lettres (par exemple : TGHD au lieu de TSHF). 
1.1.2.2 Stimuli  
Tous les stimuli étaient des séquences de 4 lettres. Le choix des 4 lettres a été arrêté à la 
suite d’essais pilotes montrant un effet plancher pour des non-mots (i.e., une suite de 
consonnes qui ne se prononcent pas) de 5 lettres alors que les performances obtenues pour des 
non-mots de 3 lettres plafonnaient. Pour éviter une fatigue des yeux, les lettres sont présentées 
en majuscule (Arial, 24) et en noir sur un fond gris (RGB : 160, 160, 160). L’espacement 
entre deux lettres est augmenté de sorte à minimiser tout effet de masquage latéral (Pelli, et 
al., 2004). Tous les stimuli sont précédés et suivis d’un dièse (degré angulaire d’une séquence: 
3,4° ; Cf. Figure 36). 
Nous avons utilisé trois stimuli de natures différentes pour explorer les effets du contexte 
orthographique: les non-mots (NM), les pseudo-mots (PM, i.e., une suite de lettres 
orthographiquement légale et prononçable mais qui n’a aucune signification) et les mots réels 
(M). 
Les non-mots (Cf. Annexe VI) étaient construits à partir de 10 consonnes (B, G, T, F, L, 
M, D, S, R et H) de sorte qu’aucune séquence ne contienne deux lettres identiques, ne 
constitue un squelette de mot (exemple : BLCN pour balcon) et que les non-mots ainsi formés 
ne contiennent pas d’acronyme connu (par exemple HLM pour habitation à loyer modéré). 
Les activations lexicales se retrouvent alors exclues. Les pseudo-mots ont, quant à eux (Cf. 
Annexe V), été construits en utilisant une « toolbox » de lexique45 de sorte que la forme soit 
prononçable et orthographiquement correcte (exemple : BLOI, LERT, GIRE). Enfin, les mots 
                                                 
44
 La décision n’est pas de savoir quel est le mot présent mais de savoir si un mot – une représentation 
lexicale - est présent. 
45
 http://www.lexique.org/toolbox/toolbox.pub/index.php) 
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ont été sélectionnés de telle sorte qu’en modifiant deux lettres (substitution ou transposition), 
un autre mot réel était généré46 (exemple : FACE/DAME pour la condition substitution, 
LION/LOIN pour la condition transposition) (Cf. Annexe IV).  
Il est important de noter que l’identité et la position des lettres sont modifiées de telle 
sorte que les consonnes remplacent automatiquement des consonnes, les voyelles des voyelles 
et que ces changements ne modifient pas la catégorie lexicale (ex. : les mots restent des mots).  
Les changements impliquent toujours deux lettres dans la séquence et sont distribués sur 
l’ensemble des positions (1ère et 2ème, 1ère et 3ème, 1ère et 4ème, 2ème et 3ème, etc.). 
Les trois types de stimuli ont été assignés à trois blocs de 84 essais expérimentaux 
chacun. L’ordre de présentation de ces blocs était contrebalancé entre les participants. Chaque 
essai consiste en l’apparition succincte et séquentielle de 2 stimuli visuels. La moitié des 
essais d’un bloc (N = 42) correspondait à des paires de stimuli identiques, l’autre moitié à des 
paires différentes. Les paires différentes incluaient celles pour lesquels des lettres ont été 
substituées (N = 21) et celles pour lesquels des lettres ont été transposées (N = 21). L’ordre 
des stimuli était aléatoire pour chaque bloc expérimental. 
 
1.1.2.3 Procédure  
Le sujet est assis devant un écran d’ordinateur à une distance de 50 cm. Chaque essai 
débute par la présentation d’une croix de fixation durant 1000 ms au centre de l’écran. Après 
un écran blanc de 50 ms, le stimulus (NM, PM ou M), encadré de deux dièses (ex : # L F T B 
#),  apparait durant 200 ms au centre de l’écran. Cette durée restreinte de présentation a été 
choisie parce qu’elle est suffisante pour permettre un traitement visuel mais trop courte pour 
réaliser une saccade oculaire avec reprise d’information orthographique (Pelli, Burns, Farell, 
& Moore-Page, 2006). A la suite du stimulus, une séquence de 6 dièses vient masquer 
l’ensemble du stimulus pendant 100ms, suivie de 200ms d’écran blanc. Le deuxième stimulus 
apparait ensuite durant 200ms. Celui-ci est identique ou différent du premier. Le sujet doit 
presser un bouton réponse pour indiquer si les deux suites de lettres présentées 
séquentiellement sont identiques ou non (Figure 36). Les enfants répondent en utilisant deux 
boutons du clavier de l’ordinateur, marqués par une pastille adhésive de couleurs verte pour 
les réponses ‘identiques’ et rouge pour les réponses ‘différentes’, avec leur index droit ou 
gauche. Ceci afin de leur faciliter la mémorisation de la consigne. 
                                                 
46
 La fréquence des mots n’a pas été contrôlée de façon stricte du fait de notre difficulté à choisir des mots 
correspondant à nos critères. 
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Figure 36: Représentation schématique de notre tâche de comparaison des séquences de lettres 
 
1.1.2.4 Analyses statistiques  
Deux variables ont été mesurées : Le pourcentage de bonnes réponses et les temps de 
réponse sur les bonnes réponses (mesure prise à partir de l’apparition de la seconde séquence 
jusqu’à la réponse du sujet). Nous avons calculé la médiane des temps de réponse obtenus par 
sujet et par condition pour les analyses. Différentes analyses ont été réalisées à l’aide du 
logiciel Statistica 8 (© Statsoft). Des ANOVA ont été appliquées lorsque les conditions 
requises (distribution normale et homogénéité des variances) étaient présentes. Les analyses 
post-hoc ont été réalisées par le test HSD de Tukey. Dans les cas où les conditions de 
l’ANOVA n’étaient pas remplies, des corrections (transformations arcsinus et logarithmiques 
respectivement pour la proportion de bonnes réponses et les temps de réponse) ou des tests 
non paramétriques, dans les cas extrêmes, ont été réalisés. Les tests de Wilcoxon incluant la 
correction Bonferroni-Holm (Sankoh, Huque, & Dubey, 1997) ont été utilisés pour les 
analyses intra-groupes et l’ANOVA de Kruskal-Wallis a été effectuée avec les groupes 
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comme facteurs. Les résultats sont jugés significatifs quand la valeur de p est inférieure ou 
égale à 0,05. 
 
1.2 Résultats 
1.2.1 Etude de la similarité des séquences de lettres 
Dans un premier temps, nous avons réalisé une ANOVA à mesure répétées où nous 
considérons l'ensemble des variables: la classe comme facteur inter-sujets, les stimuli (NM, 
PM et M) et la similitude [paires identiques (N=42) vs. paires différentes (N=42)] comme 
facteurs intra-sujets. Les pourcentages de bonnes réponses (Tableau 2) et les temps de réponse 
sur ces données (Tableau 3) ont été analysés. Ces données ont été auparavant transformées 
afin d’obtenir une homogénéité des variances. Les pourcentages de bonnes réponses ont subi 
une transformation arcsinus et une transformation logarithmique a été appliquée sur les temps 
de bonnes réponses. 
 
1.2.1.1 Résultats sur les  pourcentages de bonnes réponses 
L’analyse sur les pourcentages de bonnes réponses (Tableau 2) montre l’absence d’effet 
de classe mais révèle : 
- un effet du stimulus [F2,104 = 58,63 ; p < 0,0001] quelle que soit la classe évaluée 
[F<1] : les performances s’améliorent avec la familiarité du stimulus (NM < PM, p = 0,0001 ; 
NM < M, p = 0,0001 ; PM < M, p = 0,0001) ;  
- un effet de similarité avec des performances bien meilleures sur les paires de stimuli 
identiques que sur les paires différentes [F1,52 = 27,82 ; p < 0,0001] et ce, quel que soit le 
groupe expérimental [F<1] .  
- une interaction ‘Stimulus x Similarité’ significative [F2,104 = 7,66 ; p = 0,0008]. les 
analyses post-hoc révèlent que l’effet de similarité précédemment décrit se retrouve 
uniquement pour les séquences non-lexicales : les non-mots (p = 0,0001) et les pseudo-mots 
(p = 0,0001). Par ailleurs, l’effet du stimulus précédemment décrit (M > PM > NM) est 
significatif pour les paires différentes (PM > NM : p = 0,0001 ; NM < M : p = 0,0001 ; PM < 
M : p = 0,0001). Concernant les paires identiques nous observons un effet de supériorité des 
mots (ESM) et des pseudo-mots (ESP) sur les non-mots (M > NM, p = 0,0001 ; PM > NM, p 
= 0,016) en l’absence d’un ESM sur les pseudo-mots. 
 
Partie expérimentale – Etude 1  Chapitre 4 
119 
 
Tableau 2: Pourcentages moyens obtenus à la tâche de comparaison de séquences pour les paires 
identiques et différentes en fonction de la nature du stimulus chez les enfants tout venant selon leur niveau 
de classe (CE2, CM1 et CM2). 
 
1.2.1.2 Résultats sur les temps de réponse 
Lorsque nous nous intéressons aux temps de bonnes réponses (Tableau 3), nous 
constatons un effet de similarité significatif [F1,52 = 66,49 ; p < 0,0001] : les enfants 
répondant plus rapidement lorsque les paires sont identiques que lorsqu’elles sont différentes 
(TRmoy : 851,1 ms vs. 936,7ms ; p = 0,0001) et ce, quelle que soit la classe étudiée [‘Similarité 
x Classe’ : F2,52 = 1,25 ; p < 0,29]. Cet effet de similarité est également observé pour les trois 
types de stimuli (NM : p = 0,0001 ; PM : p = 0,0001 ; M : p = 0,0002) et l’interaction 
‘Similarité x Stimulus’ est significative [F2,104 = 4,99 ; p = 0,008]. L’analyse post-hoc révèle 
par contre un unique effet de stimuli : un ESM sur les non-mots pour les paires identiques (M 
> NM : 831,6 ms vs. 870,6 ms ; p= 0,030). Aucun effet principal de classe, de stimulus ou 
d’interaction double ou triple avec le facteur Classe n’est observé significativement. 
 
Tableau 3 : Moyennes des temps de réponses obtenues pour les trois classes (CE2, CM1 et CM2) 
pour les paires de séquences identiques et différentes en fonction de la nature du stimulus. 
Groupes 
Non-mot Pseudo- mot Mot 
Identique Différent Identique Différent Identique Différent 
(ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max 
 
CE2 
 
864,1 (142,1) 
644,5-1068,6 
947,0 (173,3) 
783,9-1417,7 
821,3 (154,3) 
569,3-1102,1 
934,9 (163,3) 
600,1-1166,6 
824,7 (116,5) 
586,4-980,0 
984,4 (157,4) 
707,6-1273,2 
 
CM1 
 
797,1 (152,0) 
537,3-1153,2 
862,7 (159,8) 
596,1-1280,1 
815,3 (136,4) 
606,9-1073,8 
890,1 (119,8) 
680,5-1081,5 
791,4 (106,7) 
527,5-964,1 
868,6 (105,2) 
660,0-1102,6 
 
CM2 
 
945,5 (312,4) 
568,3-2084,3 
972,3 (285,1) 
682,0-2020,0 
909,1 (300,9) 
594,4-1939,3 
1003,9 (242,4) 
667,8-1766,6 
875,4 (298,9) 
547,3-1975,9 
967,9 (281,9) 
663,7-2009,2 
       
 
Groupes 
Non-mot Pseudo- mot Mot 
Identique Différent Identique Différent Identique Différent 
(ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max 
 
CE2 
 
80,6 (12,9) 
52,4-97,6 
67,7 (10,1) 
54,8-90,5 
84,7 (11,9) 
54,8-100 
74,6 (9,0) 
59,5-95,2 
89,7 (5,5) 
76,2-97,7 
83,0 (10,3)  
66,7-100 
 
CM1 
 
78,1 (17,4) 
38,1-97,6 
65,2 (10,9) 
45,2-88,1 
84,1 (12,4) 
47,6-97,6 
80,8 (12,4) 
54,8-97,6 
89,2 (9,1) 
66,7-97,6 
84,3 (10,8)   
64,3-100 
 
CM2 
 
82,0 (15,2) 
33,3-97,6 
69,5 (13,5) 
42,9-88,9 
88,4 (9,5) 
66,7-100 
77,1 (14,4) 
40,5-97,6 
87,7 (9,1) 
61,9-100 
88,1 (6,9)  
76,2-97,6 
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1.2.2 Effet de la transposition et de la substitution  
Pour réaliser cette deuxième analyse nous nous sommes focalisés sur les résultats obtenus 
sur les paires différentes uniquement. Pour cette analyse, nous avons réalisé une ANOVA à 
mesure répétées où nous considérons l'ensemble des variables: la classe (CE2, CM1 et CM2) 
comme facteur inter-sujets, les stimuli (NW, PW et W) et la permutation (substitution et 
transposition) comme facteurs intra-sujet. Les pourcentages de bonnes réponses (Figure 37) et 
les temps de réponse sur ces données (Tableau 4) ont été analysés. Pour les analyses post-hoc, 
nous avons utilisé le test HSD de Tukey. 
 
1.2.2.1 Résultats sur les  pourcentages de bonnes réponses 
Les pourcentages de bonnes réponses obtenues à la tâche de comparaison de séquences 
en fonction des trois facteurs (la nature des stimuli, les permutations et la classe) sont illustrés 
dans la Figure ci-dessous : 
L’analyse ne révèle pas d’effet classe, par contre elle met en évidence : 
- Un effet du stimulus [F2,104 = 58,09 ; p < 0,0001] : les performances s’améliorent avec 
la familiarité et la lexicalité des stimuli (NM > PM > M). En effet, nous observons un effet de 
supériorité du pseudo-mot (PM > NM : p = 0,0001) et un effet de supériorité du mot, ce 
dernier étant observé sur les non-mots (M > NM : p = 0,0001) et les pseudo-mots (M > PM : p 
= 0,0001).  
En résumé, tous les enfants (CE2, CM1 et CM2) ont de meilleures 
performances - en termes de pourcentages de bonnes réponses et de temps de 
réponses - pour les paires identiques comparées à celles obtenues pour les paires 
de séquences différentes. Ces résultats sont présents pour les trois types de 
stimuli (NM, PM, M) pour les temps de réponses et sur les NM et PM pour les 
pourcentages de bonnes réponses. Les enfants répondent plus vite uniquement en 
contexte mot pour les paires identiques. Enfin, ils ont de meilleures performances 
sur les stimuli familiers (PM, M > NM) quelque soit la similarité des séquences 
de lettres. Un unique ESM sur les PM (M > PM) est observé pour les paires 
différentes. 
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- Un effet de permutation [F1,52 = 215,00 ; p < 0,0001] : les performances sont 
meilleures lorsque la permutation induite est une substitution plutôt qu’une transposition 
(Substitution > Transposition, p = 0,0001) ce qui traduit l’effet de transposition tel que décrit 
dans le chapitre précédent. 
 
 
Figure 37 : Pourcentages moyens de bonnes réponses à la tâche de comparaison des séquences de non-
mots (NM), pseudo-mots (PM) et mots réels (M) en fonction de la permutation (Transposition vs. 
Substitution) pour les enfants de CE2 (A), les enfants de CM1 (B) et les enfants de CM2 (C). 
*** p ≤ .001.  
 
Plusieurs interactions significatives sont également mises en évidence : 
- une interaction ‘Stimulus x permutation’ (F2,104 = 6,31 ; p = 0,003) : les analyses 
post-hoc révèlent que l’effet de permutation évoqué précédemment (substitution > 
transposition) est présent quel que soit le stimulus (p = 0,0001 pour les trois stimuli) alors que 
l’effet de stimulus (NM > PM > M) n’est observé que lorsque la permutation implique une 
transposition (PM > NM : p = 0,0006 ; M > NM : p = 0,0001 ; M > PM : p = 0,0001). En 
effet, lorsque celle-ci implique une substitution, nous observons uniquement un effet de 
supériorité du pseudo-mot (PM > NM : p = 0,0001) et du mot (M > NM : p = 0,0001) sur le 
non-mot.  
- une interaction ‘Stimulus x Permutation x Classe’ (F4,104 = 2,74 ; p = 0,032) décrite 
dans le Tableau ci-dessous. 
 Effet de permutation (substitution > transposition) : les analyses post-hoc révèlent 
que les enfants de CE2 présentent un effet de permutation pour les PM (87,7 vs. 61,9 % ; 
p = 0,0002) et les M (92,2 vs. 74,8 % ; p = 0,0003). En revanche, les enfants de CM1 et 
de CM2 présentent cet effet pour les NM (CM1 :75,4 vs. 55,9 % ; p = 0,0002 - CM2 : 
80,0 vs. 59,0% ; p = 0,0002) et les PM (CM1 : 89,8 vs. 71,8 %, p = 0,0002 – CM2 : 87,8 
vs. 66,4 % ; p = 0,0002).  
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 Effet du stimulus : lorsque nous nous intéressons à la condition de substitution, 
nous constatons un effet de supériorité du pseudo-mot (ESP) et du mot (ESM) sur le non-
mot pour les classes de CE2 (PM > NM : 87,7% vs. 72,8 % ; p = 0,003 - M > NM : 
92,2% vs. 72,8 % ; p = 0,0002) et CM1 (PM > NM : 89,8% vs. 75,4 % ; p = 0,003 - M > 
NM : 89,6% vs. 75,4 % ; p = 0,004) alors que seul un ESM sur le non-mot est observé 
chez les CM2 (M > NM : 92,4% vs. 80,0 % ; p= 0,012). En ce qui concerne la condition 
de transposition, un fort ESM à la fois sur le non-mot (83,8 vs. 59,0 % ; p = 0,0002) et le 
pseudo-mot (83,8 vs. 66,4 % ;  p = 0,0002) est observé chez les enfants de CM2. Cet effet 
est également retrouvé avec une moindre significativité chez les enfants de CE2 (M > 
NM : 74,7 vs. 61 ,3 % ; p = 0,012 - M > PM : 74,7 vs. 61,9 % ; p = 0,021). Les enfants de 
CM1, quant à eux, présentent un effet de supériorité du pseudo-mot et du mot sur le non-
mot (PM > NM : 78,3 vs. 55,9 % ; p = 0,0006 - M > NM : 78,3 vs. 71,8 % ;  p = 0,0002). 
 
Tableau 4: Résultats de l’interaction Classe x Stimulus x Permutation: Effet de Supériorité du Mot 
(ESM) et Effet de Supériorité du Pseudo-mot  (ESP) en fonction de la permutation (Substitution vs. 
Transposition) et effet de permutation (Substitution > Transposition) dans les trois contextes 
orthographiques (NM, PM, M) pour chaque classe (CE2, CM1 et CM2). 
Classes 
ESM et ESP 
dans chaque permutation Effet de permutation dans les 
trois contextes orthographiques Substitution Transposition 
    
CE2 M***, PM** > NM M > NM*, PM* PM***, M*** 
CM1 M**, PM** > NM M***, PM*** > NM NM***, PM*** 
CM2 M > NM* M > NM***, PM*** NM***, PM*** 
 
* p ≤ 0,05 ; ** p ≤ 0,01 ; *** p ≤ 0,001.  
Abréviations: NM = non-mot; PM = pseudo-mot; M = mot. 
 
 
1.2.2.2 Résultats sur les temps de réponse 
Pour ce qui est des temps de bonnes réponses (Tableau 5), une transformation 
logarithmique a été appliquée afin de pourvoir réaliser une ANOVA à mesures répétées 
(classe x stimulus x permutation). 
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Tableau 5 : Moyennes des temps de réponses (en millisecondes (ET) ; min-max) obtenues à la tâche 
de comparaison des séquences de lettres pour chaque classe (CE2, CM1 et CM2) en fonction de la nature 
du stimulus (Non-mot, Pseudo-mot et Mot) et de la permutation appliquée (Transposition vs. Subtitution). 
Stimuli Permutation CE2 CM1 CM2 
Non-mot 
Transposition 
970,4 (233,1) 879,8 (199,4) 993,4 (292,8) 
725,2-1456,0 604,9-1421,3 634,1-2020,0 
Substitution 
929,4 (155,9) 851,7 (123,8) 977,1 (292,1) 
733,3-1323,8 602,5-1154,4 657,2-2007,7 
Pseudo-mot 
Transposition 
 
985,5 (192,7) 
 
910,2 (116,0) 
 
1069,4 (287,8) 
593,3-1426,3 714,2-1152,5 669,9-1889,4 
Substitution 
942,9 (166,7) 875,7 (136,0) 958,7 (242,8) 
618,1-1202,3 617,2-1124,7 661,6-1737,5 
Mot 
Transposition 
 
1003,4 (146,9) 
 
911,7 (146,3) 
 
1036,4 (275,5) 
747,6-1247,4 685,3-1321,1 671,5-2003,2 
Substitution 
890,3 (106,0) 847,9 (105,2) 925,7 (282,4) 
687,1-1066,9 639,9-1063,6 6527-2009,2 
 
L’analyse révèle un effet de permutation [F1, 52 = 46,29 ; p < 0,0001] illustrant le fait 
que les enfants (CE2, CM1 et CM2) jugent plus rapidement deux séquences différentes 
lorsque la permutation est une substitution de lettres plutôt qu’une transposition (898,6 ms vs. 
960,3 ms ; p = 0,0001). Seule l’interaction ‘Stimulus x Permutation’ apparait significative 
[F2, 104 = 7,11 ; p = 0,001]. Les analyses post-hoc révèlent que l’effet permutation 
précédemment décrit est présent sur les PM (p = 0,0004) et les M (p = 0,0001) mais pas sur 
les NM. Et lorsque l’on regarde l’effet du stimulus, il n’est présent qu’en condition 
transposition (PM>NM : p = 0,009 ; M>NM : p = 0,020).   
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1.3 Discussion 
1.3.1 Similarité des séquences et effets top-down 
Le premier résultat sur la similarité des séquences (identiques vs. différentes) nous 
montre que les enfants, quelle que soit leur classe, répondent plus rapidement lorsque deux 
séquences de lettres présentées successivement sont identiques. Ces résultats mettent en 
évidence, chez l’enfant, un effet de répétition du stimulus -- la présentation préalable d’une 
séquence de lettres facilite son traitement lors d’une deuxième présentation -- et ce, quelle que 
soit sa nature. Ce phénomène est couramment observé, chez l’adulte, pour des tâches 
d’appariement perceptif (« perceptual matching task »), tant sur les mots et que les non-mots, 
suggérant que cet effet de répétition est basé sur une représentation non pas lexicale (voir K. 
Forster, Davis, Schoknecht, & Carter, 1987; K. I. Forster & Davis, 1984) mais plutôt pré-
lexicale (Ben-Shachar, et al., 2011; Bruno, et al., 2008; Carreiras, Ferrand, Grainger, & Perea, 
En résumé, tous les enfants (CE2, CM1 et CM2) différencient globalement 
mieux et plus rapidement deux séquences lorsqu’une substitution est induite 
dans la seconde séquence plutôt qu’une transposition. En termes de pourcentages 
de bonnes réponses, cet effet est observé pour les PM et les M chez les enfants de 
CE2 alors qu’il est observé pour les NM et les PM chez les enfants de CM1 et 
CM2. En termes de temps de réponses, cet effet est observé sur les PM et les M 
chez les enfants des trois classes. 
L’effet des stimuli évoqué dans l’analyse précédente est toujours mis en 
évidence mais est différent selon la classe et la permutation appliquée lorsque 
l’on s’intéresse aux pourcentages de bonnes réponses. En effet, lorsqu’une 
substitution est induite, les enfants de CE2 et CM1 obtiennent de meilleures 
performances sur les stimuli familiers (M, PM > NM) ; les enfants de CM1 ne 
montrant qu’un ESM sur les NM (M > NM). Lorsque c’est une transposition qui 
est induite, les enfants de CE2, tout comme les enfants de CM2 mais à un 
moindre degré de significativité, montrent un fort ESM, i.e., à la fois sur les NM 
et PM (M > PM, NM). Les enfants de CM1, quant à eux, présentent toujours de 
meilleurs performances sur les items familiers (M, PM > NM). En termes de 
temps de réponse, l’effet des stimuli (M, PM > M) n’est présent que lorsqu’une 
transposition est induite et ce, chez tous les enfants. 
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2005; Dehaene, et al., 2001; Norris & Kinoshita, 2007, 2008; Perea & Acha, 2009; Ratcliff, 
1981a; Van Zandt, Colonius, & Proctor, 2000). D’ailleurs, dans notre étude, cet effet de 
répétition est absent, uniquement, sur le pourcentage de bonnes réponses en contexte mot : les 
enfants obtiennent d’excellentes performances tant pour les mots identiques que sur les mots 
différents. Contrairement aux travaux précédents, les deux items présentés successivement 
pour comparaison appartiennent à la même catégorie lexicale (ex. : un mot reste toujours un 
mot quelque soit la condition). De plus, rappelons que notre paradigme utilise des stimuli 
relativement courts (4 lettres) et des temps de présentation de 200ms permettant une 
perception rapide mais consciente des deux mots. Ainsi, l’existence d’une information 
orthographique (préalablement mémorisée pour les mots) des deux items facilite leur 
distinction contrairement aux items non-lexicaux. Pourtant, le temps de traitement reste plus 
long pour les paires différentes malgré cet effet lexical facilitateur sur les performances. Des 
études ont montré que le mot ‘amorce’, dans une tâche de décision lexicale, pouvait avoir un 
effet plutôt inhibiteur sur l’identification du mot cible lorsque ces deux mots sont proches 
d’un point de vue orthographique (Adelman, 2011, 2012; Perea & Rosa, 2000). En 
conséquence, les informations lexicales activées lors de l’apparition successive de deux mots 
orthographiquement proches (ce qui est notre cas), entrent en compétition, affectant ainsi la 
vitesse du traitement dans notre population d’enfants.  
  
Le deuxième résultat intéressant de cette étude est que, lorsque nous nous intéressons aux 
paires identiques, les enfants ont de meilleures performances en contexte mot ou pseudo-mot 
qu’en contexte non-mot, mais que leurs performances sont similaires pour les deux premières 
catégories de stimuli. Ce résultat rappelle celui de Grainger et collaborateurs (Grainger, et al., 
2003) qui montraient un effet de supériorité du pseudo-mot (ESP : PM > NM) en l’absence 
d’un effet de supériorité du mot (ESM : M > PM) chez de jeunes lecteurs (âge chronologique 
= 7ans et 6mois). L’ESP suggère que l’identification des lettres dans une séquence est 
sensible aux régularités orthotactiques, en d’autres thermes à la légalité orthographique de la 
séquence. L’absence d’ESM sur le pseudo-mot révèle ainsi que la facilitation observée chez 
les enfants en contexte mot par rapport au contexte non-mot est principalement due aux 
contraintes orthotactiques et non aux propriétés lexicales de la séquence (Grainger, et al., 
2003). Cette interprétation est en accord avec le résultat précédemment décrit qui suggérait 
que l’effet de répétition était de nature pré-lexicale. Lorsque nous nous focalisons sur les 
paires d’items différents, un robuste ESM est observé (M > PM et NM). L’activation lexicale 
permet aux enfants de distinguer deux mots plus facilement que lorsque la séquence ne 
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contient qu’une familiarité orthographique. Etonnamment, le temps de traitement, quant à lui, 
ne semble pas être influencé par la nature du stimulus. 
 
Ces effets lexicaux et sub-lexicaux sont-il présents pour l’encodage de l’identité des 
lettres uniquement ou interviennent-ils aussi dans l’encodage de la position des lettres ? 
Comment l’identité et la position des lettres sont-elles codées au cours du développement de 
l’enfant? Dans la partie suivante, nous tenterons de répondre à ces questions en s’appuyant sur 
les résultats de la deuxième analyse focalisée sur les effets de transposition et de substitution 
des lettres (paires différentes uniquement) en fonction de la nature du stimulus chez nos trois 
classes de sujets (CE2,CM1 et CM2). 
 
1.3.2 Encodage de l’identité et de la position des lettres au sein de séquence un 
cours du développement normal de la lecture chez l’enfant 
Dans cette partie, nous nous sommes focalisés sur le traitement de l’identité et de la 
position des lettres - via la substitution et la transposition de lettres réciproquement - au sein 
de séquences orthographiquement différentes afin 1) d’évaluer la façon dont ces traitements 
de lettres se réalisaient au cours de 3 niveaux de la reconnaissance d’un mot (niveau pré-
lexical, niveau sub-lexical et niveau lexical), et 2) de considérer les influences top-down du 
contexte orthographique sur ces traitements. 
 
1.3.2.1 Traitement des lettres au sein de séquences orthographiquement différentes : 
Notre première hypothèse était d’observer une évolution des stratégies de traitement des 
séquences au cours du développement de l’enfant comme l’ont suggéré différentes études 
(Acha & Perea, 2008; Castles, et al., 2007; Grainger, Lete, et al., 2012; Peressotti, et al., 
2010). Nous nous attendions à ce que les enfants plus jeunes (CE2) utilisent une stratégie 
sérielle mais les enfants plus âgés (CM2) une stratégie parallèle. Cette stratégie sérielle serait 
mise en évidence par une similarité des performances entre les paires de séquences ayant une 
transposition et celles présentant une substitution, en d’autres termes les enfants 
présenteraient des performances similaires (tant sur le taux de réussite que sur le temps de 
réponse) pour distinguer les séquences ‘LION’ et ‘LOIN’ et les séquences ‘MAIN’ et ‘MOIS’ 
par exemple. En revanche, la stratégie parallèle serait révélée par de plus faibles 
performances, i.e. une confusion plus grande entre les séquences ou un temps de réponse plus 
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long, lorsqu’une transposition est induite par rapport à une substitution, ce qui est définit dans 
la littérature comme étant l’effet de transposition de lettres ou « transposed-letter effect » 
(Perea & Estévez, 2008)47. Selon le modèle de Grainger, cet effet de transposition reflèterait 
effectivement un traitement orthographique de type « coarse-grained » correspondant à un 
traitement global, parallèle de la séquence (Grainger, Lete, et al., 2012). Nos résultats 
montrent que, dès la classe de CE2, les enfants présentent un effet de permutation sur les 
items pseudo-mots et mots correspondant à l’effet de transposition décrit dans la littérature. 
Les enfants présentaient des performances meilleures lorsqu’une substitution de lettres était 
induite que lorsqu’il s’agissait d’une transposition de lettres en contexte mot et pseudo-mot. 
Ce résultat est également mis en évidence chez les enfants de CM1 et CM2 en contexte non-
mots et pseudo-mots mais pas en contexte mot, ces enfants obtenant de très bonnes 
performances en présence des deux permutations sur les mots et ce, même lorsqu’un 
traitement simultanée de la séquence est induit volontairement48. Ces résultats suggèrent donc 
un traitement parallèle des mots et des pseudo-mots chez les enfants dès la classe de CE2 et 
pour les deux autres classes, ce qui va à l’encontre de notre hypothèse d’une évolution de 
stratégie au cours du développement. Ces données sont par contre en accord avec le modèle 
de lecture multi-traces (Ans, et al., 1998) qui stipule un traitement parallèle des mots dès le 
début de l’apprentissage de la lecture et ne deviendrait sériel que lorsque le traitement 
parallèle échoue. Lorsque le traitement est parallèle, il y a des activations lexicales et sub-
lexicales (régularités orthotactiques) qui entrainent des effets top-down sur les mots et les 
pseudo-mots facilitant ainsi leur traitement. L’activation lexicale peut conduire à une 
meilleure distinction entre deux mots qu’ils soient transposés ou substitués dans la mesure où 
deux mots qui se différencient par une transposition n’ont pas nécessairement la même 
fréquence (paramètre non contrôlé), ceci expliquant les données obtenues chez les CM2 sur 
les items mots. Toutefois, les enfants de CE2 obtenaient des performances similaire entre des 
non-mots substitués et des non-mots transposés contrairement aux enfants plus âgés suggérant 
qu’à un stade pré-lexical dépourvu de tous effets top-down orthographiques, l’identification 
des lettres en traitement parallèle est plus difficile chez ces jeunes lecteurs. Par conséquent, ce 
                                                 
47
 Notons que l’effet de transposition de lettres est généralement observé lors de tâches de décision lexicale avec 
un mot/pseudo-mot transposé amorce (Acha & Perea, 2008; Perea & Estévez, 2008; Perea & Lupker, 2003a, 
2003b, 2004). L’effet de transposition est mis en évidence lorsque les performances sont meilleures en présence 
d’une amorce transposée qu’en présence d’une amorce substituée. En revanche, dans notre paradigme de 
comparaison de séquences, cet effet est présent lorsque les enfants rencontrent plus de difficultés (performances 
plus faibles) pour différencier des paires de séquences transposées  que pour des paires substituées.  
48
 Rappelons que le temps de présentation des séquences de lettres était limité à 200ms afin d’éviter toutes 
saccades oculaires avec reprise d’information orthographique. 
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résultat pourrait envisager, au cours de l’apprentissage de la lecture, une maturation du 
traitement parallèle de l’identité des lettres au sein de séquences à un stade pré-lexical, et 
uniquement à ce stade. La connaissance du  lexique orthographique et des régularités 
orthotactiques de la langue, en revanche, permettraient un traitement parallèle de la séquence 
dès le début de l’apprentissage de la lecture.  
 
Par ailleurs, cette différence de performance entre les substitutions et les transpositions 
souligne que les processus d’encodage de l'identité et de la position des lettres sont codés 
indépendamment au sein d’une séquence de lettres (Ellis & Young, 1988; Friedmann & 
Gvion, 2001; Friedmann & Rahamim, 2007; Peressotti & Grainger, 1995). En effet, nos 
résultats montrent que le traitement de la substitution est meilleur (tps de réponse plus court et 
taux de réussite plus important) en 200 ms que le traitement des transpositions, ce qui suggère 
un traitement parallèle plus efficace et plus rapide de l’identité des lettres avant l’encodage de 
la position des lettres. Chez les enfant de CM1 et CM2, l’observation de l’effet de 
transposition de lettres sur les non-mots et les pseudo-mots est en accord avec celles de la 
littérature (Acha & Perea, 2008; Kinoshita & Norris, 2009; Lobier, et al., soumis) qui 
suggèrent une origine pré-lexicale de cet effet de transposition. Ainsi, nos résultats 
indiqueraient que pendant les 200 ms de présentation de la séquence, l’identité des lettres peut 
être extraite dès les premières étapes du traitement visuel du mot (stade pré-lexical) alors que 
l’encodage de la position des lettres semble être plus difficile pendant ce temps limité ; 
résultat mettant bien en évidence que l’encodage de l’identité des lettres se réaliserait avant 
celui de la position des lettres.  
D’autre part, la difficulté d’encodage de la position des lettres à ce stade pré-lexical, lors 
d’un traitement parallèle imposé, pourrait également refléter un traitement plutôt sériel de la 
position des lettres (Romani, et al., 2011; Whitney, 2001) ou un traitement parallèle peu 
efficace contrairement à au traitement de l’identité des lettres. Chez les enfants de CE2, l’effet 
de transposition persiste également pour les items mots ce qui laisse penser, que l’encodage 
de la position resterait sériel et ce, malgré le contexte lexicale qui favorise le traitement 
parallèle de l’identité des lettres chez ces enfants. L’absence d’effet de transposition en 
contexte mots chez les enfants de CM1 et CM2 pourrait, en revanche, suggérer un traitement 
parallèle ou un traitement sériel très rapide des positions à un stade lexical selon Whitney 
(2001). Toutefois, nos données actuelles ne permettent pas d’étayer ces dernières hypothèses. 
Des analyses plus approfondies sur le positionnement des permutations (transposition et 
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substitution) au sein des séquences seraient nécessaires afin de confirmer un traitement sériel 
ou parallèle de la position des lettres (voir Romani, et al., 2001). 
 
L’observation de ces différents traitements orthographiques (encodage de l’identité à un 
stade pré-lexical et encodage de la position à un stade lexical) entre les enfants des classes de 
CE2 et CM1-CM2 pourrait ainsi refléter une maturation des traitements des lettres au sein des 
séquences avec l’expertise de la lecture. Cependant aucune différence de performances entre 
les groupes n’a été mise en évidence contrairement à d’autres études (Acha & Perea, 2008; 
Castles, et al., 2007; Grainger, Lete, et al., 2012; Perea & Estévez, 2008; Peressotti, et al., 
2010). L’absence de telles différences pourrait être toutefois expliqué du fait que : 1) nos plus 
jeunes enfants étaient en classe de CE2 et non pas en CE1 comme dans les études 
précédemment citées; et 2) nos enfants de CM1 et CM2 présentaient les même niveaux de 
lecture (Tableau 1). 
 
1.3.2.2 Influences top-down du contexte orthographique sur l’encodage de l’identité et de la 
position des lettres au sein des séquences. 
Concernant les influences top-down du contexte orthographique, nous nous attendions à 
une influence de la familiarité des stimuli (M, PM > NM) reflétant principalement des effets 
top-down sub-lexicaux chez le jeune lecteur et une influence top-down lexicale et sub-lexicale 
chez le lecteur plus âgé (M > PM > NM) tant sur l’encodage de l’identité des lettres (Chase & 
Tallal, 1990; Grainger, et al., 2003; Lété & Ducrot, 2008) que sur l’encodage de leur position. 
En ce qui concerne le traitement de l’identité des lettres, nos résultats  montrent cet effet de 
familiarité chez les jeunes lecteurs de CE2 mais aussi pour les CM1 et n’apparaît, cependant, 
pas chez les enfants de CM2 qui ne présentent qu’un ESM sur les non-mots (M > NM). Par 
conséquent, les contraintes orthotactiques (i.e., la légalité orthographique de la séquence) 
contribueraient à une meilleure distinction des séquences via la substitution et ce, plus 
fortement que les activations lexicales chez nos enfants de CE2 et CM1. L’absence d’un ESP 
chez les enfants de CM2 ne signifie cependant pas une absence d’influences sub-lexicales 
mais pourrait plutôt refléter les bonnes capacités de traitement parallèle de l’identité des 
lettres chez ces enfants (ils obtiennent, en effet, 80% de bonnes réponses pour distinguer deux 
non-mots lorsqu’une substitution est induite).  
Lorsque l’on s’intéresse à l’encodage de la position des lettres nos résultats montrent 
l’effet attendu (M, PM > NM) uniquement chez les enfants de CM1. Nos enfants de CM2 ne 
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présentent qu’un ESM globale (M > PM, NM) en absence d’un ESP sur les non-mots tout 
comme les enfants de CE2, i.e., qu’ils ont de meilleures performances pour différencier deux 
anagrammes lexicales que des anagrammes non-lexicales. Ces données permettent de 
conclure à un effet lexical certain sur l’encodage de la position des lettres. Sans cet effet top-
down, les lecteurs experts seraient incapables de lire des phrases composées de mots dont les 
lettres internes ont été réarrangées   « aevc uen falciité tuot à fiat énotnante » (Grainger & 
Whitney, 2004). Par contre, des données supplémentaires seraient nécessaires pour valider 
l’hypothèse d’influences top-down sub-lexicales. 
 
Après avoir évalué la façon dont le codage de l’identité et de la position des lettres étaient 
effectués au cours du développement normal chez l’enfant, nous proposons de voir ce qu’il en 
est dans une population d’enfants dyslexiques et dans deux populations d’enfants témoins 
appariés. 
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2 ETUDE 2 : ENFANTS DYSLEXIQUES VS. ENFANTS CONTROLES 
Cette étude a pour objectif de préciser l’impact de la dyslexie développementale sur les 
traitements des séquences de lettres selon le contexte orthographique. Nous souhaitons 
déterminer dans quelle mesure l’encodage de la position et de l’identité des lettres sont 
affectées lorsqu’un déficit du traitement parallèle de multi-éléments est présent. Dans cette 
étude, la même épreuve que celle utilisée dans l’étude 1 a été proposée à des enfants 
dyslexiques présentant un déficit de l’empan visuo-attentionnel. Les performances obtenues 
sont comparées à celles d’un groupe d’enfants témoins appariés en âge de lecture (CE1) et à 
celles d’un second groupe d’enfants témoins appariés en âge chronologique (CM2) (Tableau 
6). Cette étude a fait l’objet d’un article publié dans la revue Frontiers in Language Science 
(Cf. Annexe VIII). 
 
 
 
2.1 Méthodologie 
2.1.1 Population 
Trente-six enfants ont participé à cette deuxième étude (Cf. Tableau 6). Les enfants ne 
présentent aucune histoire de déficit auditif, de maladie neurologique, de désordre affectif, et 
ont une vision normale ou corrigée. Douze d’entre eux présentent une dyslexie 
développementale. Les enfants dyslexiques ont été recrutés au centre de référence des troubles 
des apprentissages de l’hôpital des enfants du CHU Purpan de Toulouse. Ils répondent tous 
aux critères diagnostiques de la dyslexie de développement selon la définition exclusive et 
adaptée par la classification ICD-10 des désordres mentaux et comportementaux (OMS 1993). 
Tous de langue maternelle française, ils ont une intelligence moyenne ou supérieure telle 
qu’évaluée par cinq sous-tests de la version française du WISC-III (estimation du Q.I. > 80, 
en accord avec les critères de dyslexie définis dans le manuel de WISC-III (Wechsler, 1996)) 
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et un retard de lecture d’au moins 18 mois au test de l’Alouette (Lefavrais, 1967) (Cf. 
Annexes I). Leurs performances ont été comparées à deux groupes de contrôles : un du même 
âge chronologique (AC) et un autre du même âge de lecture (AL). 
Les enfants du groupe AL ont étés recrutés sur la base d’annonces à l’hôpital ainsi que 
dans certaines écoles toulousaines alors que les enfants du groupe AC ont été inclus à partir 
de la première étude (Cf. §2.1.1), sélectionnés selon un critère d’appariement à l’âge 
chronologique des enfants dyslexiques.  
 
Tableau 6 : Caractéristique des enfants dyslexiques et des groupes contrôles sur l’âge chronologique 
et l’âge de lecture. 
 
Abréviations : contrôles AL= de même âge de lecture ; contrôles AC = de même âge chronologique ;  
 
Une MANOVA à un facteur inter-sujet (groupes : dyslexique vs. contrôle AL vs. contrôle 
AC) a été réalisée sur l’âge chronologique d’une part et l’âge de lecture d’autre part afin de 
vérifier l’appariement des deux groupes contrôles au groupe dyslexique (DYS). L’effet 
groupe a bien été mis en évidence [F4, 64 = 81,8 ; p < 0,0001]. Le test HSD de Tukey nous 
montre que le groupe contrôle AC et le groupe dyslexique avaient bien le même âge 
chronologique (p = 0,34) mais différaient significativement concernant leur âge de lecture (p 
= 0.0001) alors que le groupe contrôle AL, bien que plus jeune (p = 0,0001), avait le même 
âge de lecture que le groupe dyslexique (p = 0,85). Comme voulu, les deux groupes contrôles 
différaient par leur âge chronologique (p = 0,0001) et leur âge de lecture (p = 0,0001). 
Les compétences en lecture des enfants dyslexiques et du groupe contrôle de même âge 
de lecture ont été évaluées à l’aide de listes de lecture de mots (réguliers et irréguliers) et de 
pseudo-mots issues de l’ODEDYS (Jacquier-Roux, Valdois, & Zorman, 2002) (Cf. Annexes 
II) pour lesquelles l’exactitude et la durée de l’épreuve ont été mesurées. Nous 
avons également mesuré leur empan visuo-attentionel par l’intermédiaire de la tâche de report 
global (Cf. Figure 16) et évalué leur compétence phonologique à l’aide de la tâche d’omission 
de phonème issue du test EVALEC (Sprenger-Charolles, Colé, Béchennec, & Kipffer-
Piquard, 2005). Pendant cette dernière épreuve les enfants devaient supprimer le premier 
Groupes N Moyenne d’âge chronologique 
ans; mois (ET) 
Moyenne d’âge de lecture   
ans; mois (ET) 
Dyslexique 12 (3 filles) 10;9 (0,7) 7;5 (0,7) 
Contrôle AL 12 (2 filles) 7;4 (0,4 ) 7;7 (0,4) 
Contrôle AC 12 (4 filles) 10;6 (0,5) 11;3 (1,4) 
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phonème d’un pseudo-mot de trois lettres (syllabes CVC ou CCV) et produire oralement le 
pseudo-mot résultant (VC ou CV ; par exemple,  /puf/ "puf" _ /uf/; /klo/ "klo" _ /lo/). Notre 
groupe contrôle AC n’ayant pas pu réaliser ces différentes épreuves dans le temps imparti 
(limité à 3/4h pendant le temps scolaire), les performances des participants dyslexiques ont 
été comparées aux normes des enfants de CM2 pris de Bosse et Valdois  (2009) pour les 
tâches de lecture de mots et de report global. Le Tableau 7 récapitule les principales mesures 
effectuées pour le groupe dyslexique et contrôle de même âge de lecture et rappelle les 
normes obtenues pour des enfants de CM2 dans l’étude Bosse et Valdois (2009) 
 
Tableau 7 : Performances (moyenne, ET) des enfants dyslexiques (DYS), comparées à des enfants 
contrôles de même âge de lecture (AL) ainsi qu’aux normes des enfants de CM2, sur différentes épreuves 
descriptives (lecture, omission phonémique et report global). 
Tests AL DYS CM2 DYS vs. AL DYS vs. CM2 t (22) z-score 
Lecture 
     
MR          score 18,6 (1,2) 18,2 (1,9) 19,7 (0,8) -0,62 -1,88* 
Durée             27,9 (9,4) 33,1 (15,8) 16,8 (4,9) 0,98 -3,33*** 
 
     
MI           score 13,2 (3,2) 14,2 (4,5) 19,0 (1,5) 0,62 -3,20*** 
Durée 37,4 (13,8) 38,6 (24,1) 18,2 (6,83) 0,15 -2,99** 
 
     
PM          score 15,3 (1,5) 12,9 (4,4) 17,8 (2,0) -1,79 -2,45** 
Durée 36,1 (10,6) 44,9 (21,1) 26,0 (8,31) 1,3 -2,27* 
Omission 
phonémique      
CVC        score 11,5 (0,5) 11,2 (1,0)  -0,73  
Durée 53,0 (15,2) 45,5 (15,7)  -1,18  
 
     
CCV        score 10,5 (1,3) 8,7 (2,3)  -2,32*  
Durée 69,0 (18,8) 63,4 (15,0)  -0,8  
Report global 
     
 Position         1 19,1(0,8) 19,1 (2,6) 19,6 (0,7) 0 -0,71 
2 16,6 (3,0) 16,9 (2,1) 19,2 (1,0) 0,31 -2,30* 
3 13,8 (4,7) 14,1 (2,4) 17,9 (2,2) 0,16 -1,72* 
4 9,7 (4,2) 8,1 (4,0) 14,1 (3,9) -0,94 -1,54 
5 10,3 (4,4) 8,1 (5,1) 14,3 (4,3) -1,16 -1,44 
 Lettres lues 68,5 (14,2) 65,7 (12,7) 85,1 (9,8) -0,5 -1,98* 
 
*
 p < 0,05 ; ** p < 0,01 ; ***p<0,001 
Abréviations : MR = mots réguliers; MI= mots irréguliers ; PM= pseudo-mots. 
 
L’analyse de ces données montre que les participants dyslexiques ont des performances 
très similaires aux enfants de même âge de lecture sur la plupart des tâches, excepté pour la 
tâche d’omission de phonème (CCV) pour laquelle leur performance est plus faible (Z = 2,32, 
t(22) = -2,32, p < 0,05). Lorsqu’ils sont comparés aux normes des enfants de CM2, nous 
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constatons un déficit significatif en lecture tant au niveau du score que du temps de réponse et 
cette différence est significative sur les trois types d’items (voir Tableau 7). Les enfants 
dyslexiques présentent également un déficit de l’empan visuo-attentionnel avec un report de 
lettres significativement plus faible que la norme attendue en CM2. 
 
2.1.2 Paradigme expérimental 
Le paradigme est identique à celui de l’étude 1 (voir Etude 1 §2.1.2). 
 
2.2 Résultats 
2.2.1 Etude de la similarité des séquences de lettres 
Comme dans la première étude, nous avons réalisé dans un premier temps une ANOVA à 
mesures répétées avec le groupe comme facteur inter-sujets et le stimulus (NM vs. PM vs. M) 
et la similarité (identique vs. différent) comme facteurs intra-sujets. Les variables étudiées 
sont les pourcentages de bonnes réponses (Tableau 8) et les temps de réponse sur ces données 
(Tableau 9). 
 
2.2.1.1 Résultats sur les  pourcentages de bonnes réponses 
L’analyse sur les pourcentages de bonnes réponses révèle : 
- un effet groupe  [F2,33 = 7,94 ; p = 0,001] : les enfants dyslexiques ont des 
performances similaires à celles des enfants de même âge de lecture (AL) et inférieures à 
celles des enfants de même âge chronologique (AC) (p = 0,015). 
- un effet du stimulus important [F2,66 = 13,96 ; p < 0,0001] : les performances 
s’améliorent avec la familiarité (i.e., légalité orthographique) des stimuli (NM < PM, p = 
0,0005 ; NM < M, p = 0,0001). L’interaction ‘Groupe x Stimuli’ n’est pas significative [F4,66 
= 2,18 ; p =0,080] ; 
- un effet de similarité avec des performances bien meilleures sur les paires de stimuli 
identiques que sur les paires différentes [F1,33 = 27,53 ; p < 0,0001] et ce, quel que soit le 
groupe expérimental [F<1] et le type de stimuli, et ce malgré une interaction ‘Stimuli x 
Similarité’ significative [F2,66 = 5,98 ; p = 0,004 (NM : p = 0,0001 ; PM : p = 0,0001 ; M : p 
= 0,0001)] ; 
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- et enfin une triple interaction ‘Groupe x Stimuli x Similarité’ significative [F4,66 = 
2,74 ; p < 0,035]. Les analyses post-hoc révèlent que l’effet similarité est présent quelle que 
soit la nature du stimulus chez le sujet dyslexique (NM : p = 0,0002 ; PM : p = 0,008 ; M : p = 
0,0007). Cet effet est observé sur les non-mots (p = 0,039) et les mots (p = 0,003) chez le 
groupe AL et n’est présent que sur les non-mots (p = 0,0002) pour les enfants AC. Il est 
intéressant de noter que les performances sur les paires identiques sont non seulement 
similaires entre les différents groupes expérimentaux [F< 1 ; AC vs. DYS, p = 0,71 ; AL 
vs. DYS, p = 0,81 ; AC vs. AL, p = 0,10] mais aussi pour les trois types de stimuli [F2,66 = 
5,98 ; NM vs. PM, p = 0,98 ; NM vs. M, p = 0,80 ; PM vs. M, p = 0,99].  
 
Tableau 8 : Pourcentage de bonnes réponses à la tâche de comparaison de séquences pour les paires 
identiques et différentes en fonction de la nature du stimulus chez les enfants dyslexiques et nos deux 
groupes contrôles de même âge de lecture (AL) et de même âge chronologique (CA). 
 
2.2.1.2 Résultats sur les temps de bonnes réponses 
En ce qui concerne les temps de bonnes réponses (Cf. Tableau 9 ci-après), les résultats 
sont analogues à ceux obtenus avec les pourcentages de bonnes réponses. En effet, l’analyse 
montre : 
- des temps de réponses nettement plus court pour les paires identiques que pour les 
paires différentes [F1,33 = 41,66 ; p < 0,0001] et ce quelque soit le groupe de sujets ;  
- les temps de réponses sur les paires identiques étaient similaires entre les différents 
groupes [F<1 ; AC vs. DYS, p = 0,97 ; AL vs. DYS, p = 0,99].  
 
 
 
Groupes 
Non-mot Pseudo- mot Mot 
Identique Différent Identique Différent Identique Différent 
(ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max 
 
Dyslexiques 
 
83.3 (10.9) 
61.9-95.2 
54.4 (11.1) 
40.5-73.8 
83.5 (11.6) 
54.8-92.9 
67.9 (14.4) 
47.6-92.5 
85.3 (10.0) 
69.0-97.6 
66.9 (14.3)  
47.6-90.5 
 
Contrôles AL 
 
71.0 (14.7) 
52.4-97.6 
57.3 (15.1) 
35.7-83.3 
80.2 (12.0) 
50.0-95.2 
68.1 (15.3) 
47.6-95.2 
80.0 (10.5) 
61.9-92.9 
63.3 (11.1)   
50.0-88.1 
 
Contrôles AC 
 
86.5 (11.7) 
54.8-97.6 
72.3 (14.2) 
45.2-91.7 
85.9 (12.3) 
61.7-100 
78.7 (15.9) 
40.5-97.6 
87.9 (10.6) 
63.3-100 
89.5 (6.5)  
50.0-88.1 
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Tableau 9 : Moyennes des médianes des temps de réponses obtenues chez les enfants dyslexiques et 
nos deux groupes contrôles de même âge de lecture (AL) et de même âge chronologique (CA) pour les 
paires de séquences identiques et différentes en fonction de la nature du stimulus. 
Groupes Non-mot Pseudo- mot Mot Identique Différent Identique Différent Identique Différent 
(ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max (ET) Min-Max 
 
Dyslexiques 
 
931.1 (247.0) 
618.5-1595.8 
973.0 (255.9) 
726.0-1656.6 
845.6 (170.2) 
687.6-1301.6 
948.6 (181.3) 
633.8-1219.5 
865.6 (210.5) 
591.6-1374.2 
1000.6 (254.1) 
717.8-1500.3 
 
Contrôles AL 
 
978.4 (217.4) 
665.3-1430.9 
1079.0 (179.7) 
863.7-1413.5 
928.5 (248.6) 
572.2-1552.6 
1000.3 (145.9) 
744.4-1190.1 
928.6 (197.0) 
680.3-1245.9 
1068.8 (201.3) 
741.3-1387.8 
 
Contrôles AC 
 
948.5 (396.4) 
568.3-2084.3 
971.6 (361.7) 
682.0-2020.0 
825.3 (154.5) 
594.4-1065.6 
954.8 (193.3) 
667.8-1284.2 
778.8 (159.8) 
547.3-977.9 
879.2 (133.8) 
675.7-1081.6 
 
En résumé, ces premiers résultats mettent en évidence une similarité de bonnes 
performances entre nos différents groupes de sujets sur les paires identiques. Focalisons-nous 
à présent sur l’analyse des paires différentes qui nous permettra de répondre spécifiquement à 
notre problématique sur l’encodage de l’identité et de la position des lettres dans le cadre de la 
dyslexie de développement. 
 
2.2.2 Profil des performances selon la permutation appliquée 
Cette analyse porte comme précédemment sur le pourcentage de bonnes réponses (Figure 
38) et les temps de bonnes réponses (Tableau 11). Les données on été corrigées avec la 
transformation Arcsinus afin d’obtenir une homogénéités des variances. Nous avons utilisé 
une ANOVA à mesures répétées avec le groupe comme facteur inter-sujets et le stimulus 
(NM vs. PM vs. M) et la permutation (substitution vs. transposition) comme facteurs intra-
sujet. Pour les analyses post-hoc, le test HSD de Tukey a été utilisé. 
2.2.2.1 Analyse du pourcentage de bonnes réponses 
L’analyse révèle plusieurs effets principaux et interactions significatives : 
- un effet de groupe [F2,33 = 10,49 ; p = 0,0003] : les enfants dyslexiques montrent 
globalement des performances plus faibles que celles des contrôles AC (p = 0,001) mais leurs 
scores sont semblables à ceux des contrôles AL (p = 0,99 ; contrôles AL vs. contrôles AC, p = 
0,003) (Figure 38) ; 
- un effet du stimulus [F2,66 = 28,55 ; p < 0,0001] : davantage de mots (p = 0,0001) et de 
pseudo-mots (p = 0,0001) sont correctement identifiés par rapport aux non-mots (M, PM > 
NM) ; 
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- une interaction ‘groupe x stimulus’ [F4,66 = 4,26 ; p = 0,004]. Les comparaisons post-
hoc indiquent effectivement que les enfants dyslexiques et les enfants AC montrent un effet 
de supériorité du mot (ESM) sur le non-mot (M > NM ; 66,9% vs. 54,4 %, p = 0,007 et 89,5% 
vs. 72,3%, p = 0,0001 respectivement). Cependant, l’ESM sur le pseudo-mot est seulement 
observé pour les contrôles AC (M > PM ; 89,5% vs. 78,9 %, p = 0,030). Quant à l’effet de 
supériorité du pseudo-mot (ESP), il est observé pour les groupes d’enfants dyslexiques et 
contrôles AL (PM > NM ; respectivement 67,9% vs. 54,4%, p = 0,009 et 68,1% vs. 57,3%, p= 
0.020) ; 
- un effet de permutation [F1,33 = 70,45 ; p < 0,0001] avec de meilleures performances 
pour l’identification des substitutions (ex : LFTD vs. LSTM) par rapport aux transpositions 
(ex : LFTD vs. LDTF).  
- une interaction ‘stimulus x permutation’ [F2,66 = 3,83 ; p = 0,027] : les comparaisons 
post-hoc montrent que l’effet de permutation est présent pour chaque type de stimuli (p> 
0,0001 pour les NM, PM et M). Par contre, l’effet du stimulus est différent selon la 
permutation. Il apparait plus « marqué » lorsqu’une substitution est induite que lorsqu’il s’agit 
d’une transposition. En effet, l’effet du stimulus précédemment décrit (M, PM > NM) est 
observé en présence d’une substitution (p = 0,0001) alors que seul l’ESM est significatif (M> 
NM) en présence d’une transposition (p = 0,008). Une tendance marginale à mieux distinguer 
les pseudo-mots par rapport aux non-mots est observée (NM < PM ; p = 0,054) ; 
 
 
 
 
 
 
 
 
 
Figure 38 : Pourcentages moyens de bonnes réponses à la tâche de comparaison des séquences de 
non-mots (NM), pseudo-mots (PM) et mots réels (M) en fonction de la permutation (Transposition vs. 
Substitution) pour les enfants dyslexiques (A) et les enfants contrôles de même âge de lecture (contrôles 
AL) (B) et de même âge chronologique (contrôles AC) (C). * p ≤ .05 ; ** p ≤ .01 ; *** p ≤ .001.  
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- Finalement, une interaction ‘Groupe x Stimulus x Permutation’ [F4,66 = 3,31 ; p = 
0,016]. Le Tableau 10 (ci-dessous) résume les principaux effets de cette triple interaction. 
Lorsque l’on regarde l’effet de permutation (substitution > transposition): les enfants 
contrôles AC obtiennent de meilleurs résultats pour la substitution par rapport à la 
transposition quelque soit la nature du stimulus (NM: 82,9 vs. 61,7 % ; p = 0,0003 - PM : 89,0 
vs. 68,8 % ; p = 0,0002 ; M : 94,0 vs. 84,9 % ; p = 0,041). Par contre, les enfants dyslexiques 
ne montrent cet effet de permutation que pour les mots (77,8% vs. 55.9%, p = 0,0004).  Quant 
aux contrôles AL, ils présentent cet avantage de la substitution pour les séquences 
orthographiquement légales : les pseudo-mots (77,8% vs. 58,3% respectivement, p = 0,002) et 
les mots  (74,2% vs. 52,4%, p = 0,002). En ce qui concerne l’effet de stimulus, les contrôles 
AC présentent un ESM sur les non-mots pour la condition substitution (M > NM : p = 0,013) 
et sur les non-mots et pseudo-mots pour la condition transposition (p = 0,0002 et p = 0,024 
respectivement). Les enfants dyslexiques présentent un ESM uniquement pour la condition 
substitution  (M > NM ; 77,8% vs. 56,7% respectivement ; p = 0,0007) et une tendance à un 
ESP (PM > NM ; 73,0% vs. 56,7% respectivement ; p = 0,066). Les contrôles AL montrent 
seulement un ESP pour la condition substitution (PM>NM ; 77,8% vs. 59,5% 
respectivement ; p= 0,004). 
 
Tableau 10 : Résultats de l’interaction Groupe x Stimulus x Permutation: Effet de Supériorité du Mot 
(ESM) et Effet de Supériorité du Pseudo-mot  (ESP) en fonction de la permutation (Substitution vs. 
Transposition) et effet de permutation (Substitution> Transposition) dans les trois contextes 
orthographiques (NM, PM, M) pour chaque groupe expérimental (Dyslexiques, Contrôles AL et contrôles 
AC) avec les valeurs de p. 
Groupes 
ESM et ESP 
dans chaque permutation Effet ‘Substitution > Transposition’ dans les trois contextes orthographiques Substitution Transposition 
 
   
Dyslexiques M>NM***, PM>NM† ns. M*** 
Contrôles AL PM>NM** ns. PM**, M** 
Contrôles AC 
 
M>NM** 
 
M>NM***, PM* 
 
NM***, PM***,  M* 
 
 
† p=.066 ; * p ≤ .05 ; ** p ≤ .01 ; *** p ≤ .001. Abréviations: NM = non-mot; PM = pseudo-mot; M = mot. 
 
2.2.2.2 Analyse des temps de réponse 
Lorsque nous nous intéressons aux temps de réponse (Tableau 11), nous observons un 
effet de permutation significatif avec des temps de réponses plus courts lorsque deux lettres 
Partie expérimentale – Etude 2  Chapitre 4 
 
139 
 
sont substituées que lorsqu’elles sont transposées [F1,33 = 33,29 ; p < 0,0001]. De plus, 
l’interaction ‘Groupe x Permutation’ est significative [F2,33 = 5,13 ; p = 0,01]. Les analyses 
post-hoc montrent effectivement que l’effet de permutation décrit n’est présent que pour le 
groupe contrôle AC (893,4ms vs. 1000,7ms ; p = 0,0002]. Aucune autre interaction n’est 
significative. 
 
Tableau 11 : Temps de réponse moyens (ET) obtenus chez les enfants dyslexiques et les enfants 
contrôles AL et contrôles AC en fonction de la nature du stimulus (non-mot, pseudo-mot et mot) et de la 
Permutation de lettres (Transposition vs. substitution). 
 
 
Stimuli Permutations Dyslexiques Contrôles AL Contrôles AC 
Non-mot 
 
Transposition 
 
979,8 (293,3) 
 
1118,3 (224,0) 
 
993,1 (369,6) 
Substitution 951,9 (240,1) 1046,3 (131,2) 959,1 (359,3) 
Pseudo-mot 
 
Transposition 
 
972,8 (207,9) 
 
1041,2 (209,7) 
 
1087,0 (300,9) 
Substitution 922,2 (168,2) 983,8 (128,9) 892,7 (155,8) 
Mot 
 
Transposition 
 
1041,6 (303,7) 
 
1060,0 (182,7) 
 
942,9 (134,1) 
Substitution 970,8 (242,2) 1060,5 (217,8) 828,4 (127,0) 
  
 En résumé, différents résultats sont à mettre en évidence dans cette étude : 
 1) les performances des enfants dyslexiques sont très similaires à celles des enfants de 
même âge de lecture, mais sont déficitaires par rapport à celles des enfants de même âge 
chronologique en ce qui concerne les paires différentes; 
 2) les deux séquences de lettres présentées successivement sont mieux et plus vite 
discriminées lorsque deux lettres sont substituées que lorsqu’elles sont transposées dans la 
seconde séquence ; 
 3) l'effet de permutation (substitution > transposition) est modulé en fonction de la 
nature du stimulus et du groupe expérimental. Nous observons un avantage pour la 
substitution et ce, quelque soit le stimulus (bien qu’étant plus faible pour les mots) chez 
les contrôles AC, alors que cet effet est limité aux mots et pseudo-mots chez les contrôles 
AL et n’est présent que pour les mots chez les enfants dyslexiques. Cet effet est donc 
absent sur les NM pour les lecteurs peu expérimentés ; 
 4) l’effet de stimulus est différent selon la permutation et selon le groupe 
expérimental ;  dans la substitution, nous constatons la présence d’un ESM (M > NM) 
chez les enfants dyslexiques et contrôles AC et un ESP (PM > NM) dans le groupe 
contrôle AL et à un moindre degré dans le groupe dyslexique. Dans la transposition, un 
fort ESM (M > NM, PM) est présent mais uniquement dans le groupe contrôle AC. 
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2.3 Discussion 
2.3.1 Encodage de l’identité et de la position des lettres au sein de séquences 
orthographiquement différentes : normo-lecteurs vs. dyslexiques 
Dans cette étude, nous nous sommes intéressés aux traitements des lettres - identité et 
position – chez l’enfant dyslexique en comparaison à ceux d’enfants contrôles de même âge 
de lecture et de même âge chronologique. La particularité de cette étude était de considérer 
des enfants dyslexiques présentant un déficit de l’empan visuo-attentionnel (VA), i.e. un 
trouble du traitement parallèle d’un ensemble d’éléments (Bosse, Tainturier, et al., 2007). Par 
ailleurs, le paradigme avait été construit de sorte à induire un traitement parallèle de la 
séquence. Ainsi, nous avions fait l’hypothèse que si l’encodage de l’identité et de la position 
des lettres sont bien traités via une stratégie parallèle alors ces enfants dyslexiques, à cause de 
leurs capacités limitées de traitement simultané, présenteraient un défaut d’encodage de 
l’identité et de la position des lettres au sein des séquences, ce qui entrainerait dans notre 
paradigme de nombreuses erreurs de confusion entre les séquences de lettres chez lesquelles 
une substitution (manipulation de l’identité) ou une transposition (manipulation de la position) 
était induite. Par ailleurs, ce résultat serait surtout visible en contexte non-mot sans l’apport 
d’influences top-down majoritairement sub-lexicales qui sont prédites sur les séquences.  
 
2.3.1.1 Traitement de l’identité des lettres dans une séquence 
Nos résultats montrent que les enfants dyslexiques, tout comme les lecteurs de même âge 
de lecture (AL) (lecteurs novices), ont des performances similaires lorsqu’une substitution ou 
une transposition de lettres est appliquée sur les non-mots alors que les enfants contrôles de 
même âge chronologique (AC) ont de meilleures performances lorsqu’il s’agit d’une 
substitution plutôt que d’une transposition qui différencie les deux séquences. Les enfants 
dyslexiques et les lecteurs novices ont en effet une plus grande difficulté que les enfants AC à 
détecter des substitutions de lettres entre les non-mots présentés successivement et 
brièvement. En accord avec nos hypothèses, ces résultats suggèrent qu’un défaut dans le 
traitement parallèle des lettres entraine des difficultés d’encodage de l’identité des lettres chez 
les enfants dyslexiques présentant un trouble de l’empan VA et chez les enfants AL qui ont un 
empan VA similaire aux enfants dyslexiques (Cf. Tableau 7). Ils confirment également 
l’utilisation d’une stratégie global, parallèle pour encoder l’identité des lettres au sein de 
séquences chez les enfants AC (lecteurs les plus expérimentés) (Cf. Etude 1 §1.3.2.1). De ce 
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fait, ces résultats suggèrent que l'encodage parallèle de l'identité des lettres est une stratégie 
qui reflète une maturité du traitement de l’identité des lettres dans le développement normal 
de l’enfant, stratégie qui ne parvient pas à se développer chez les enfants dyslexiques qui par 
conséquent auraient recours à une stratégie plutôt sérielle49 pour encoder l’identité des lettres 
au sein des non-mots, stade pré-lexicale de la reconnaissance d’un mot. A un stade sub-lexical 
(sur les pseudo-mots), l’effet de transposition, i.e. une confusion plus grande des séquences en 
présence d’une transposition plutôt que d’une substitution (Acha & Perea, 2008; Perea & 
Estévez, 2008; Perea & Lupker, 2003b, 2004), est observé chez les lecteurs AL et les lecteurs 
AC mais reste absent chez les enfants dyslexiques. Ces résultats suggèrent qu’au stade sub-
lexical de la reconnaissance d’un mot, les jeunes lecteurs présenteraient un traitement 
parallèle efficace de l’identité des lettres tout comme les lecteurs plus expérimentés alors que 
les enfants dyslexiques resteraient déficitaires dans ce traitement. Ces résultats sont appuyés 
par la présence d’un effet de supériorité du pseudo-mot (ESP : PM > NM) chez les enfants 
AL suggérant une influence top-down sub-lexicale sur le traitement de l’identité des lettres. 
La légalité orthographique de la séquence permettrait ainsi d’améliorer l’encodage de 
l’identité des lettres chez les jeunes enfants (Grainger, et al., 2003). Ce résultat est d’ailleurs 
compatible avec l’idée d’un empan VA réduit chez ces enfants. En effet, l’empan VA 
correspond au nombre d’unités discrètes traitées : dans un non-mot, chaque lettre est une unité 
discrète (Bosse, Tainturier, et al., 2007; Bosse & Valdois, 2009) ; dans un pseudo-mot, l’unité 
peut être le graphème ou la syllabe. Par conséquent, il y aurait moins d’unités distinctes à 
traités dans les pseudo-mots que dans les non-mots, ce qui pourrait expliquer les meilleures 
performances en contexte pseudo-mot chez les enfants AL malgré leur faible empan VA. En 
revanche, l’absence d’un ESP chez les enfants AC ne signifie pas une absence d’influences 
sub-lexicales mais pourrait plutôt refléter les bonnes capacités de traitement parallèle de 
l’identité des lettres chez ces enfants qui obtiennent, en effet, plus de 80% de bonnes réponses 
pour distinguer deux non-mots lorsqu’une substitution est induite. Cet effet est non significatif 
chez les enfants dyslexiques, ce qui expliquerait la similarité des performances pour les 
substitutions et les transpositions au sein de pseudo-mots. Toutefois, l’étude de Grainger et 
coll. (2003) a montré un ESP significatif chez des enfants dyslexiques qui présentaient un 
déficit phonologique ce qui a conduit à suggérer que cet effet n’était pas dû à un traitement 
phonologique mais résultait plutôt d’un traitement orthographique sub-lexical. Les enfants 
dyslexiques de notre étude présentaient des déficits phonologiques contrairement aux 
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 Cette stratégie sérielle serait mise en évidence par une similarité des performances entre les paires de non-mots 
ayant une transposition de lettres et celles présentant une substitution de lettres (Perea & Estévez, 2008). 
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contrôles AL mais l’empan VA était équivalent dans les deux groupes. Cependant, 
l’observation d’effets lexicaux par activation des représentations mémorisées des mots est peu 
probable chez des enfants dyslexiques avec trouble de l’empan EVA. La non-significativité de 
l’ESP observée chez nos enfants dyslexiques (p = 0,06) pourrait nous conduire à penser que 
les unités représentées dans les mots sont peut être plus fréquentes que celles des pseudo-
mots50. Notons également que notre échantillon d’enfants était relativement faible (n = 12). 
De ce fait, des données supplémentaires seraient nécessaires pour valider l’hypothèse 
d’influences sub-lexicales des contraintes orthotactiques sur l’encodage de l’identité des 
lettres (Grainger et coll., 2003).  
 
Enfin un effet de supériorité du mot (ESM) sur les non-mots est observé chez les enfants 
AC suggérant des effets top-down lexicaux et sub-lexicaux sur l’encodage de l’identité des 
lettres. Cet effet est également observé chez les enfants dyslexiques, ce qui suggère que le 
traitement de l’identité des lettres est facilité lorsque la séquence de lettres est reconnue 
comme étant un mot réel. 
2.3.1.2 Traitement de la position des lettres dans une séquence 
Nos résultats soulignent la plus grande difficulté (lenteur et  performances plus faibles) 
pour les enfants, qu’ils soient dyslexiques ou non, pour encoder l'ordre des lettres 
(transposition) par rapport à leur identité (substitution). Cet effet de transposition des lettres 
est plus important en contexte mot chez les dyslexiques et les lecteurs AL, qu’il ne l’est chez 
les enfants plus âgés suggérant une diminution de cet effet avec l’expertise en lecture. En 
effet, les enfants AC semblent mieux distinguer deux anagrammes lexicaux que les enfants 
dyslexiques et les enfants AL, ce qui suggère un meilleur encodage de la position des lettres 
chez ces lecteurs plus expérimentés en contexte mot. Cette observation est d’ailleurs renforcée 
par la présence, uniquement chez les enfants AC, d’un puissant ESM, à la fois sur les non-
mots et les pseudo-mots lorsqu’une transposition est induite suggérant que l'encodage de la 
position des lettres est soumis à des influences top-down lexicales et, est principalement 
déduit suite à la reconnaissance du mot (Gomez et al., 2008 ; Grainger et Whitney, 2004). 
L'absence de telles influences chez les enfants dyslexiques et les lecteurs débutants explique 
leur faible capacités d’encodage de la position des lettres en comparaison aux enfants AC. Par 
conséquent, l’ensemble de ces résultats soulignent la présence de changements 
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 Effectivement les pseudo-mots n’ont pas été construits à partir de mots réels comme présenté dans l’étude de 
Grainger et coll. (2003). 
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développementaux sur le processus d’encodage de la position des lettres dans un mot (Acha et 
Perea, 2008; Castles et al, 2007 Perea et Estévez, 2008) et l’altération dans les processus 
d’encodage de l'identité et de la position des lettres chez les enfants dyslexiques. 
 
3 CONCLUSION DES DEUX ETUDES MENEES CHEZ L’ENFANT 
Les objectifs de ces deux études étaient d’évaluer la façon dont les codages de l'identité et 
de la position des lettres se réalisent à différents stades de la reconnaissance d’un mot (niveau 
pré-lexical, niveau sub-lexical et niveau lexical) lors de l'apprentissage de la lecture (Etude 1) 
et dans le cadre de la dyslexie de développement (Etude 2). Nous voulions également évaluer 
l’influence du contexte orthographique sur ces différents traitements. L’originalité de l’étude 
2 était de se focaliser sur un groupe d’enfants dyslexiques qui présentaient un trouble de 
l’empan visuo-attentionnel, i.e., un déficit dans le traitement simultané d’éléments multiples 
dans une séquence (Bosse, Tainturier, et al., 2007). Pour réaliser nos objectifs, les participants 
réalisaient une tâche de comparaison de séquences de lettres (non-mots, pseudo-mots et mots) 
dans laquelle ils devaient juger si deux suites de lettres présentées successivement et 
brièvement étaient identiques ou différentes. L'identité et la position des lettres étaient 
manipulées par le biais de la substitution ou de la transposition de deux lettres au sein de la 
séquence. Le temps de présentation était suffisamment court pour éviter des mouvements 
oculaires et induire un traitement parallèle de la séquence. 
 
Nos premières hypothèses étaient d’observer une évolution des stratégies de traitement 
des séquences de lettres au cours de l’apprentissage normal de la lecture. Nous nous 
attendions à ce que les enfants plus jeunes traitent de façon sérielle les séquences de lettres 
mais que les enfants plus âgés utilisent une stratégie parallèle pour le traitement de séquences. 
Par contre, chez les enfants dyslexiques présentant un trouble de l’empan VA, nous attendions 
un traitement sériel de la séquence qui mettrait en évidence leur déficit du traitement parallèle. 
D’après Grainger et coll. (2012), ces différentes stratégies de traitement pourraient être mises 
en évidence par la présence ou non d’un effet de transposition de lettres entre deux séquences. 
Selon les auteurs, cet effet de transposition reflèterait un traitement orthographique de type 
« coarse-grained » correspondant à un traitement global, parallèle de l’identité des lettres de la 
séquence qui provoquerait une confusion plus grande entre deux séquences transposées 
(e.g.,‘LION’ et ‘LOIN’) qu’entre deux séquences substituées (e.g., ‘MAIN’ et ‘MOIS’). En 
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revanche, une similarité des performances entre ces deux types de paires de séquences 
reflèterait plutôt une stratégie sérielle de la séquence de lettres (Perea & Estévez, 2008). Nos 
données chez les enfants normo-lecteurs (études 1 et 2) ont mis en évidence un traitement 
parallèle de l’identité des lettres au sein des mots et des pseudo-mots et ce, dès le début de 
l’apprentissage de la lecture (effet de transposition présent chez les enfants de CE1, CE2, 
CM1 et CM2 en contexte pseudo-mot et mot). Par contre, seuls les enfants en classes de CM1 
et CM2 ont une stratégie parallèle efficace pour encoder les lettres à un stade pré-lexical (non-
mots). Les enfants dyslexiques, quant à eux, ont des performances similaires pour distinguer 
deux non-mots (contrairement aux enfants de même âge chronologique) ou deux pseudo-mots 
(contrairement aux enfants de même âge lexical) en présence d’une transposition ou d’une 
substitution de lettres. L’ensemble de ces résultats montrent que le traitement parallèle est 
efficace à partir d’un certain degré de maturité et qui pas efficace chez les dyslexiques. Par 
conséquent, un défaut du traitement parallèle des séquences entraine des difficultés dans 
l’encodage de l’identité des lettres chez ces individus dyslexiques. 
 
La différence de performances observée globalement entre les substitutions et les 
transpositions chez les normo-lecteurs souligne également des processus indépendants de 
l’encodage de l'identité et de la position des lettres au sein d’une séquence. Nos résultats ont 
montré que le traitement de la substitution était meilleur en 200 ms que le traitement des 
transpositions, suggérant un traitement parallèle plus efficace et plus rapide de l’identité des 
lettres avant l’encodage de la position des lettres. Ce résultat est d’autant plus robuste qu’il est 
observé chez les normo-lecteurs en classe de CM2 (étude 2) sur les trois types de stimuli 
(avec ou sans effets top-down). Ces résultats peuvent également suggérer que l’encodage de 
la position des lettres au sein de la séquence reposerait plutôt sur un traitement sériel à un 
stade pré-lexical et que ce traitement deviendrait plus parallèle par le jeu des effets top-down 
lexicaux et sub-lexicaux qui se renforcent avec l’expertise de lecture. Toutefois ces derniers 
résultats restent discutables, une analyse plus approfondie des positions sur lesquelles les 
permutations sont induites permettrait de répondre plus spécifiquement à la stratégie de 
traitement mise en place pour encoder la position des lettres au sein d’une séquence. Chez les 
dyslexiques, par contre, l’effet de transposition reste très significatif en contexte mot 
soulignant un impact du déficit du traitement parallèle sur l’encodage de la position des lettres 
au sein de séquences (Grainger, et al., 2003). 
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Finalement, notre dernière hypothèse suggérait des effets top-down principalement sub-
lexicaux (effet de supériorité du pseudo-mot, ESP) pour les jeunes lecteurs et les enfants 
dyslexiques. Des effets sub-lexicaux (ESP) et lexicaux (effet de supériorité du mot, ESM sur 
le pseudo-mot) étaient attendu chez les enfants plus âgés. Nos résultats ont principalement 
mis en évidence des effets top-down sub-lexicaux (M, PM > NM) sur le traitement de 
l’identité des lettres (condition de substitution) chez les normo-lecteurs quel que soit leur âge. 
L’absence d’un ESM sur les pseudo-mots chez les enfants plus âgés n’exclut cependant pas la 
présence d’effets lexicaux mais reflète au contraire leur très bonne capacité de traitement de 
l’identité des lettres en contexte pré-lexical. Chez les enfants dyslexiques, l’ESM sur le non-
mot suggèrerait plutôt que les enfants dyslexiques bénéficient de la régularité orthotactique de 
la séquence pour mieux encoder l’identité des lettres. 
Enfin, lorsque l’on s’intéresse à l’encodage de la position des lettres, des effets top-down 
sublexicaux mais aussi et fortement lexicaux (M > PM) facilitateurs ont été mis en évidence 
chez les enfants normo-lecteurs de CE2, CM1 et CM2. Cet encodage ne semble pas bénéficier 
de tels effets top-down chez les enfants dyslexiques et chez les enfants de CE1 (enfants de 
même âge chronologique). Ce dernier résultat souligne la difficulté d’encodage de la position 
des lettres chez les enfants dyslexiques et la présence de changement développementaux sur le 
traitement de la position des lettres au sein de la séquence. 
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CHAPITRE 5 : ETUDE DU TRAITEMENT ORTHOGRAPHIQUE EN 
IRMF  CHEZ DES ADULTES DYSLEXIQUES ET NORMO-LECTEURS 
 
Cette dernière étude a pour objectif d’explorer, en utilisant l'IRMf, les substrats 
neurobiologiques du codage de l’identité et de la position des lettres chez des adultes normo-
lecteurs et dyslexiques présentant un trouble de l’empan visuo-attentionnel. Dans le chapitre 
précédent, nous avons vu à quel point un trouble du traitement parallèle d’éléments multiples 
au sein de séquences chez des enfants dyslexiques pouvait entrainer des difficultés dans 
l’encodage de l’identité et de la position des lettres. Ces difficultés dans le traitement 
orthographique ont-elles également une signature neurobiologique ? Nous allons tenter de 
répondre à cette question en mettant en évidence, dans un premier temps, les régions 
impliquées dans le traitement de l’identité et de la position des lettres mis en jeu lors une 
tâche de comparaison de séquences de lettres similaire à celle utilisée chez l’enfant. Dans ce 
paradigme, cependant, nous n’utiliserons que des séquences orthographiquement illégales, i.e. 
les NM. De cette façon, nous pourrons enregistrer les réponses relatives au traitement du 
niveau de la lettre (traitement pré-lexical) en minimisant l'influence des processus 
phonologiques et sémantiques de plus haut niveau ou des connaissances orthographiques 
spécifiques aux mots. Plusieurs hypothèses ont été formulées : d’une part, la tâche de 
comparaison de séquences entrainerait, chez le normo-lecteur, l’activation à la fois des 
régions occipito-temporales ventrales gauches bien connues pour leur implication dans le 
traitement de ce type de séquence (Cohen, et al., 2002; Dehaene, et al., 2002; Jobard, et al., 
2003; Price, Wise, & Frackowiak, 1996; Vigneau, et al., 2005) et des lobules pariétaux 
supérieurs bilatéralement dont l’activation a été récemment démontrée lors du traitement 
parallèle de plusieurs éléments (Lobier, Peyrin, et al., 2012). Ces deux régions ont été décrites 
comme impliquées dans le traitement de l’identité et nous pensons qu’elles devraient être 
également impliquées dans le codage positionnel ce qui n’a pas encore été démontré. D’autre 
part, les individus dyslexiques avec un trouble de l’empan VA devraient montrer de plus 
faibles activations de ces régions lors du traitement de l’identité des lettres au sein des 
séquences de lettres, confirmant ainsi les résultats d’études précédentes effectuées avec des 
paradigmes de catégorisation (Peyrin, Lallier, Démonet, et al., 2012; Peyrin, et al., 2008). Ces 
mêmes régions devraient être sous activées en situation de transposition si elles sont 
également impliquées dans l’encodage positionnel des lettres. En fait, les études précédentes 
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ne permettent pas de préciser si elles jouent plus spécifiquement un rôle dans le codage de 
l’identité ou de la position, les deux variables n’ayant pas été manipulées indépendamment. 
 
Une partie des données obtenues a fait l’objet d’un article soumis à Neuropsychologia 
(Cf. Annexe IX). 
 
4 MATERIEL ET METHODE 
4.1 Participants 
Vingt-quatre volontaires de langue maternelle française sont inclus dans le protocole: 
douze adultes normo-lecteurs (4 hommes ; moyenne d’âge de 26,2 ans ± 4,8) et douze adultes 
présentant une dyslexie de développement (7 hommes ; moyenne d’âge de 24,9 ans ± 3,7). 
Tous les participants sont droitiers tel qu’estimé par le questionnaire d’Edimbourg (Oldfield, 
1971). Ils ne présentent aucun antécédent de maladie neurologique ou de désordre 
psychologique, et possèdent une vision normale ou corrigée. Les adultes dyslexiques ont des 
antécédents confirmés de difficultés de lecture et ont tous reçu un diagnostic de dyslexie de 
développement pendant leur enfance. Ces individus se plaignent encore de problèmes 
persistants  de lecture et d’orthographe.  
Quatre tests comportementaux ont été utilisés afin de confirmer la persistance des 
troubles dyslexiques à l’âge adulte: une lecture de mots réguliers (seuil de latence ≥ 660 ms, 
mesure prise de l'apparition du stimulus sur l’écran d'ordinateur jusqu’à la réponse orale du 
sujet), une lecture de pseudo-mots (seuil de latence ≥ 940 ms), une tâche de dénomination 
rapide de chiffres (seuil du temps moyen ≥ 18 s) et une dictée de 15 mots irréguliers fréquents 
(seuil > 4 erreurs). Les seuils retenus sont ceux par Dufor et coll. (2007) sur un groupe 
distinct de 18 adultes dyslexiques et de 65 contrôles ; des critères similaires ont été 
initialement utilisées dans l'Etude Européenne de la Dyslexie (Paulesu, et al., 2001), d’autres 
études les ont également utilisés (Ruff, Cardebat, Marie, & Démonet, 2002; Ruff, Marie, 
Celsis, Cardebat, & Démonet, 2003; Silani et al., 2005). Dans ce cadre, les individus sont 
qualifiés dyslexiques s’ils présentent des performances supérieures au seuil défini à au moins 
deux des tests mentionnés. Tous les participants dyslexiques possédaient un QI verbal normal 
(score > 85 au Wechsler Adult Intelligence Scale, WAIS III) mais un très faible niveau de 
lecture (moyenne d’âge de lecture ± ET = 10,3 ans ± 1,7) tel qu’évalué par le test de lecture 
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Alouette (Lefavrais, 1965). Par ailleurs, ils ont réalisé des tests phonologiques (omission de 
phonème, omission de syllabe, contrepèterie et rimes) et une tâche de report global de lettres 
afin d’évaluer leur compétence phonémique et leur capacité d’empan visuo-attentionnel (VA). 
Les caractéristiques des participants dyslexiques sont fournies dans le tableau ci-dessous : 
 
Tableau 12 : Caractéristiques des participants dyslexiques 
Tests DYS  (SD) Z-score 
Lecture 
  
M (n=40)      Score 38.3 (1.7) -3.4*** 
Durée (s) 0.8 (0.1) -4.1*** 
   
PM (n=40)    Score 30.9 (5.2) -4.6*** 
Durée (s) 1.0 (0.2) -2.5** 
   
Compétences phonologiques 
  
Omission de phonème (n=40) 
  
Taux d’erreurs 7.6 (4.8) -2.0* 
Durée (s) 159.8 (68.7) -3.2*** 
Omission de syllabe (n=20) 
  
Taux d’erreurs 3 (3.2) -1.4 
Durée (s) 136.7 (68.9) -3.5*** 
Contrepèteries (n=12) 
  
Taux d’erreurs 4.3 (2.0) -2.7** 
Durée (s) 211.2 (75.6) -3.6*** 
Rimes visuelles (n=40) 
  
Taux d’erreurs 7.8 (3.1) -0.9 
Durée (s) 1.6 (0.2) -1.6* 
Dictée 
  
M  irréguliers (n=15) 
  
Taux d’erreurs 7.4 (2.7) -2.3** 
PM (n=15) 
  
Taux d’erreurs 2.9 (1.8) -0.9 
Empan Visuo-Attentionnel 
  
Report Global (n=100) 89.5 (7.5) -2.4** 
 
Abbreviations: DYS= dyslexic participants 
* p < 0,05 ; ** p < 0,01 ; ***p < 0,001 
 
Les adultes dyslexiques montrent un déficit phonologique avec des scores 
significativement plus faibles et/ou des temps de réponses plus lents que ceux attendus chez 
des individus de même âge chronologique sur les quatre tâches phonologiques. Ils montrent 
aussi un déficit de l’empan VA à la tâche de report global. Ils rapportent en effet 
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significativement  moins de lettres que les sujets contrôles appariés (moyenne = 89,5 ; t = -
3.45, p = 0,002) (données chez les normo-lecteurs recueillies d’une étude non-publié de 
Peyrin et coll.) mettant en évidence des capacités d’empan VA réduites. Leurs performances 
sont également faibles en dictée de mots irréguliers mais restent dans la norme en dictée de 
pseudo-mots. 
Aucun adulte normo-lecteur ne rapporte un quelconque trouble d’apprentissage de la 
lecture ou de l’orthographe et tous atteignent un niveau de lecture expert au test de lecture 
Alouette. Tous les participants ont donné leur consentement écrit et signé pour réaliser 
l’expérience. 
Ce protocole avait fait l’objet d’une promotion par l’INSERM et avait été approuvé par 
un comité de protection des personnes.  
 
4.2 Paradigme expérimental 
4.2.1 Une tâche de comparaison de séquences de lettres 
Les participants réalisaient une tâche de comparaison de séquences proche de celle 
utilisée pour l’étude chez l’enfant (Cf. Chapitre 4 § 2.2.1). Ils devaient fixer le stimulus 
central et juger si deux suites de lettres présentées successivement étaient strictement 
identiques (même lettre dans la même position) ou non dans trois conditions expérimentales 
(deux conditions de permutations de lettres – transposition et substitution de lettres et une 
condition contrôle que l’on nommera « frame »). Pour la condition de substitution, les paires 
différentes présentaient une substitution dans laquelle l’identité de la séquence était manipulée 
par le remplacement de deux lettres (exemple : TGHDL au lieu de TSHFL). Pour la condition 
de transposition, les paires différentes présentaient une transposition dans laquelle l’ordre des 
lettres dans la séquence était manipulé par l’inversion des positions entre deux lettres 
(exemple : TFHSL au lieu de TSHFL)51. Pour la condition contrôle (Frame), les séquences de 
lettres étaient identiques, les participants ne se focalisaient plus sur le traitement des lettres 
mais sur la présence ou non d’un cadre sur les deux paires de stimuli. Pour se familiariser 
avec la tâche, les participants réalisaient une session d’entrainement en dehors de l’IRM avec 
des stimuli différents de ceux utilisés dans la session expérimentale. 
                                                 
51
 Notons que chez l’enfant, les permutations de transposition et de substitution étaient mélangées au sein 
d’un même bloc.  
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4.2.2 Stimuli  
Tous les stimuli sont des paires de séquences de 5 lettres (Cf. Annexes VII) construites à 
partir de 10 consonnes (B, G, T, F, L, M, D, S, R et H), précédées et suivies d’un dièse (degré 
angulaire d’une séquence : 6,8°). Les séquences se présentent de la façon suivante : 
# #  L  F  T  D  R  # # par exemple. Le cadre est nécessaire pour la condition contrôle 
décrite précédemment. Pour éviter une fatigue des yeux, les lettres sont présentées en 
majuscule (Arial, 24) et en noir sur un fond gris (RGB : 160, 160, 160). L’espacement entre 
chaque lettre est de 1,2° pour minimiser le masquage latéral (Pelli, et al., 2004).  Les 
séquences sont présentées au centre de l’écran pendant 200 ms afin d’éviter des saccades 
oculaires et contraindre un traitement parallèle de la séquence. La figure ci-après fournit une 
représentation schématique du paradigme expérimental.  
 
 
 
Figure 39 : Représentation schématique du paradigme expérimental de la tâche de comparaison de 
séquences de lettres. Les participants devaient décider si les stimuli d’une paire étaient identiques ou non. 
La condition de substitution (à gauche) présentait deux lettres substituées pour les paires différentes, la 
condition de transposition (au centre), deux lettres transposées et enfin, la tâche contrôle (à droite) 
présentait un cadre ou non sur l’un ou des stimuli de la paire. 
 
4.3 Procédure IRMf 
Nous avons opté pour un paradigme pseudo-aléatoire de type mixte (i.e., événementiel au 
sein de blocs) avec 3 sessions/blocs IRMf consécutives correspondant aux trois conditions 
précédemment évoquées (transposition, substitution et cadre) afin d’optimiser le signal. 
L’ordre des sessions IRMf était contrebalancé entre les participants. Pour chaque session : 40 
paires de stimuli étaient présentés : 20 paires de séquences identiques et 20 paires de 
séquences différentes. Vingt-cinq événements "blancs" ('null events') étaient également inclus 
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dans chaque session (5 d’entre eux en fin de session) afin de fournir une mesure de base 
appropriée. Ces derniers se composaient d'un écran gris (RGB : 160, 160, 160) et d'une croix 
noire de fixation (degré angulaire : 0,3°) au centre de l'écran. Cette même croix de fixation 
était présentée entre chaque paire de stimuli pour encourager les participants à fixer le centre 
de l’écran et restreindre ainsi les saccades oculaires. L'ensemble des stimuli était généré à 
l'aide du logiciel Presentation ®  (©Neurobehavioral Systems) sur un ordinateur portable 
DELL. Ils étaient transmis aux participants, allongés dans l’aimant, par l’intermédiaire d’une 
fibre optique reliée à un système de présentation des stimuli visuels (NordicNeuroLab Visual 
System), équipement IRM compatible, fixé sur l’antenne tête (Cf. Figure ci-dessous). Le 
temps de réponse (TR) en ms et l’exactitude de la réponse étaient enregistrés à l’aide d’un 
boitier de réponse compatible IRM, lui-même rattaché à l’ordinateur via une fibre optique.  
 
 
Figure 40 : Représentation schématique du dispositif expérimental en IRMf. 
Avant la présentation des stimuli, trois mesures du volume ('dummies') étaient réalisées, 
afin que l'aimantation longitudinale ait atteint un état stationnaire au moment des acquisitions 
ultérieures. Après ces mesures, 78 volumes fonctionnels ont été acquis durant chaque session 
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du paradigme expérimental. L’apparition du premier stimulus était déclenchée par la console 
IRM (via le boitier de synchronisation, Cf. Figure 40) afin de synchroniser la première 
acquisition avec la présentation du premier stimulus. L'apparition de chaque paire de stimuli a 
été optimisée en utilisant un paradigme pseudo-aléatoire (Friston, Zarahn, Josephs, Henson, & 
Dale, 1999). L’intervalle de temps inter-essais (ITI) était variable de 1, 4 ou 7 secondes 
(moyenne de l’ITI = 4) entre la présentation de chaque paire de stimuli pour ajouter un 
« jitter » à la séquence d’acquisition IRMf, permettant ainsi de faciliter les dissociations de 
changements d'activité liés à l'événement (Dale & Buckner, 1997; Friston, et al., 1999; Rajah, 
Crane, Maillet, & Floden, 2011). La durée totale d’une session fonctionnelle était de 3 
minutes et 25 secondes.  
 
 
4.4 Recueil et traitement des données  
4.4.1 Acquisition des données d’IRMf 
Les examens IRMf ont été effectués sur un imageur 3 Teslas52 (Philips Achieva ®) muni 
de l’écho planar (EPI). Après installation du sujet dans l’aimant, un scan de repérage 
anatomique de 25 coupes sagittales adjacentes de 3 mm d’épaisseur chacune était acquis afin 
d’identifier deux structures situées à la face interne des hémisphères : la commissure 
antérieure (CA) et la commissure postérieure (CP). Ce repérage avait pour but de pouvoir 
orienter ultérieurement le volume cérébral d’intérêt parallèlement au plan bi-commissural. 
L’examen débutait par l’acquisition d’un scan anatomique (images pondérées en T1) pour 
chaque participant dont les principaux paramètres étaient les suivants : champ de vision = 256 
x 256 x 190 mm, taille de la matrice = 256 x 175 mm, résolution spatiale = 1 mm3/voxel. Les 
acquisitions fonctionnelles (images pondérées en T2*) étaient effectuées en multi-coupes (41 
coupes axiales jointives de 3,5 mm d’épaisseur, parallèlement au plan CA-CP), en mode EPI 
("Echo Planar Imaging"), permettant l’exploitation du contraste BOLD sur l’ensemble du 
cerveau, y compris le cervelet et dans un ordre d’acquisition entrelacé. Les principaux 
paramètres de cette séquence étaient les suivants : Tr = 2500 ms, Te = 35 ms, angle de 
basculement = 90°, champ de vision = 230 x 230 mm², matrice d’acquisition = 96 x 96 pixels, 
taille du voxel = 2,38 x 2,4 mm.  
                                                 
52
 Amplitude du champ magnétique statique B0 
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4.4.2 Traitement spatial et statistique des données IRMf  
Le traitement des données IRMf a été réalisé par la méthode Statistical Parametric 
Mapping (SPM, Wellcome Department of Cognitive Neurology, Londres, R.U. – Friston et 
al., 1995; Friston, Jezzard, & Turner, 1994). Notre analyse des données a été effectuée par le 
logiciel SPM 8 (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) sous MatLab 7.11.  
Le traitement spatial SPM d’un examen fonctionnel comprenait les étapes suivantes : la 
première étape consistait à corriger le décalage d’acquisition entre les coupes d’un volume en 
les "ramenant", par interpolation temporelle, à un instant d'acquisition commun (i.e. à l’instant 
d’acquisition d’une des coupes du volume, qualifiée de coupe de référence, il s’agit de la 
coupe réalisée en milieu d’acquisition dans notre cas). La série de volumes fonctionnels a été 
par la suite réalignée sur le premier volume acquis, afin de corriger les artefacts dus aux 
mouvements de la tête du sujet. Après ce recalage, le volume anatomique a été normalisé à 
l’aide d’une opération non-linéaire afin qu’il puisse se confondre avec un volume de référence 
('template') issu du MNI (Montreal Neurologic Institute). Les paramètres de normalisation ont 
été, ensuite, appliqués aux volumes fonctionnels. Le traitement spatial s'achevait par un 
lissage spatial des volumes fonctionnels normalisés. Il consiste à appliquer un filtre Gaussien 
(de 8 mm Full Width at Half Maximum) sur les images. Ce filtrage permet d'augmenter le 
rapport signal sur bruit et permet de s'affranchir, dans une certaine mesure, de la variabilité 
inter-individuelle lors des analyses de groupe.  
Le traitement statistique SPM a été réalisé sur la base du modèle linéaire général (GLM, 
General Linear Model). Les six conditions (paires identiques et différentes pour les 3 
conditions : Substitution, Transposition et Frame) ont été modélisées comme étant six 
régresseurs convolués à une fonction de réponse hémodynamique canonique (HRF): Sub-Id, 
Sub-Dif, Trans-Id, Trans-Dif, Frame-id, Frame-Dif. Les paramètres de mouvement, provenant 
des corrections de réalignement (trois translations et trois rotations), ont également été inscrits 
dans le modèle de la matrice dans chaque session de l’expérience en tant que facteurs 
supplémentaires. Le modèle linéaire généralisé a été utilisé pour générer les estimateurs des 
paramètres à chaque voxel, pour chaque condition, et chaque participant. Les cartes 
d’activations s’établissent simplement en contrastant les estimateurs de la réponse 
hémodynamique des périodes d’activité par rapport aux périodes de repos (croix de fixation) 
d’une part et en contrastant, d’autre part, les périodes d’activité, dues à nos différentes 
conditions expérimentales, entre elles. 
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Au niveau individuel, nous avons d’abord cartographié les sites d’activations relatifs aux 
processus cognitifs impliqués dans chaque condition (Substitution, Transposition et Frame) en 
contrastant la condition d'intérêt (Sub-Id, Sub-Dif, Trans-Id, Trans-Dif, Frame-id, Frame-Dif) 
à la mesure de base (croix de fixation). Nous avons ensuite identifié les zones cérébrales 
spécifiquement impliquées dans le traitement de l’identité et de la position au sein des 
séquences de lettres en contrastant les conditions de substitution et de frame (contrastes [Sub-
id> Frame-id] et ([Sub-Dif > Frame-Dif]) et les conditions de transposition et de frame 
(contrastes [Trans-id> Frame-id] et ([Trans-Dif > Frame-Dif]). 
Par la suite, des analyses de groupe à effet aléatoire, basées sur un test t de Student 
(« one-sample t-test »), ont été réalisées afin de pouvoir généraliser les résultats à l'ensemble 
de la population d'étude (analyse intragroupe).  
  Enfin, des « two-sample t-tests » ont été effectués afin de comparer statistiquement 
l'activité cérébrale entre nos deux groupes expérimentaux sur les contrastes pertinents. Le 
seuil de significativité des réponses au niveau des pixels individuels a été fixé à p = 0,001 
(non corrigé pour les comparaisons multiples ; T > 4,02 ; le seuil de l’étendue du cluster fixé à 
15 voxels).  
Les coordonnées MNI des foyers d'activation étaient finalement transformées dans 
l'espace stéréotaxique de Talarairach (Talairach & Tournoux, 1988), en utilisant les 
coordonnées de la fonction MNI2TAL (créé par Matthew Brett, disponible à l'adresse 
http://www.mrc-cbu.cam.ac.uk/Imaging), afin de permettre l'identification des régions 
cérébrales activées en termes d'aires de Brodmann (BA).  
L'analyse s’est terminée en comparant statistiquement les activations fonctionnelles des 
normo-lecteurs et des participants dyslexiques dans des régions d'intérêt (ROI). Un ensemble 
a priori de ROIs ont été définies en utilisant des masques prédéfinis de « Wake Forest 
University (WFU) PickAtlas » (Maldjian, Laurienti, Kraft, et Burdette, 2003). Les masques 
ROIs ont été créés avec le système automatisé de l’atlas anatomique, qui utilise une 
parcellisation anatomique d’un cerveau sujet unique MNI IRM et les limitations des sulcus 
qui définissent chaque volume anatomique. Tous les ROIs ont été construits en utilisant la 
boîte à outils SPM Marsbar (http://marsbar.sourceforge.net). Les estimations des paramètres 
liés aux réponses événementielles ont ensuite été extraites de ces ROIs pour chaque 
participant. Les ROIs ont été choisies en accord avec les données de la littérature. De 
précédents travaux ont montré l’implication des régions occipito-temporales gauches dans le 
traitement des séquences de lettres (Dehaene, et al., 2004; Dehaene, et al., 2002; Jobard, et al., 
2003; Vigneau, et al., 2005) ainsi qu’une plus faible activation de ces régions centrée dans le 
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gyrus temporal inférieur (GTI / BA37) gauche chez des individus dyslexique (Démonet, et al., 
2004; Paulesu, et al., 2001). D’autres travaux ont montré un lien fort entre un déficit du 
traitement simultané des séquences, observé chez certains individus dyslexiques, et une 
activation plus faible dans les régions pariétales, et plus précisément dans les lobules 
pariétaux supérieurs (LPS / BA 7) bilatéraux et le lobule pariétal inférieur (LPI / BA 40) 
gauche de ces individus (Peyrin, et al., 2011; Peyrin, Lallier, Démonet, et al., 2012; Peyrin, et 
al., 2008; Valdois, et al., 2009). Pour ces raisons, six a priori définies ROIs corticales ont été 
analysées : LPS ∩ BA 7 gauche, LPS ∩ BA 7 droit, LPI ∩ BA 40 gauche, LPI ∩ BA 40 
droit, GTI ∩ BA37 gauche et GTI ∩ AB 37 droit. 
 
5 RESULTATS  
5.1 Résultats comportementaux 
Nous avons réalisé une ANOVA à mesure répétées où nous considérons l'ensemble des 
variables: le groupe (dyslexique vs. normo-lecteur) comme facteur inter-sujets ; la condition 
expérimentale (Substitution vs. Transposition vs. Frame) et la similarité (identique vs. 
différent) comme facteurs intra-sujets53. Les pourcentages de bonnes réponses (Tableau 2) et 
les temps de réponse sur ces données (Tableau 3) ont été analysés. Les temps de réponses 
correspondent aux médianes des temps de réponses obtenues par condition et pour chaque 
sujet. Pour les analyses post-hoc, nous avions utilisé le test HSD de Tukey. 
5.1.1 Analyse du pourcentage de bonnes réponses 
Les pourcentages de bonnes réponses des trois groupes en fonction des deux facteurs 
(condition expérimentale et similarité) sont illustrés dans la Figure ci-dessous. 
 
                                                 
53
 L’analyse des données comportementales chez l’adulte est différente de celle chez l’enfant (Chapitre précédent), le 
paradigme IRMf n’ayant pas été construit de la même façon mais suivant des blocs expérimentaux qui ne permet pas le 
regroupement de certaines conditions pour l’analyse des données IRMf. Les conditions SUB-ID et TRANS-ID correspondent 
à la même condition (paires identiques de non-mots) mais font partie de blocs expérimentaux différents c’est pourquoi elles 
ne sont pas regroupées. Par conséquent, ne pouvant regrouper ces données en IRMf, nous avons gardé les même conditions 
séparées dans l’analyse comportementale. 
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Figure 41 : Pourcentage de bonnes réponses obtenues dans les différentes conditions expérimentales 
(substitution, Transposition et Frame) en fonction de la similarité entre deux stimuli successifs (identiques 
vs. différents) pour les deux groupes étudiés (Dyslexiques vs. Normo-lecteurs). Abréviations : SUB = substitution ; 
TRANS = transposition ; Id = paire identique ; Dif = paire différente 
 
L’analyse sur les performances révèle plusieurs effets principaux : 
 - un effet de groupe [F1, 22 = 11,92, p = 0,002]: les adultes dyslexiques sont 
significativement moins performants que les normo-lecteurs ; 
 - un effet de similarité avec des performances bien meilleures sur les paires de stimuli 
identiques que sur les paires différentes [F1,22 = 14,41 ; p = 0,001] ; 
 - un effet de condition [F2,44 = 78,15 ; p < 0,0001] avec de meilleures performances pour 
la condition Substitution que pour la condition Transposition (p = 0,0002) ainsi que pour la 
condition Frame comparée aux deux autres conditions, Substitution (p = 0,0001) et 
Transposition (p = 0,0001). 
 - une interaction ‘Condition x Similarité’ significative [F2,44 = 47,74 ; p < 0,0001]. Les 
analyses post-hoc montrent que l’effet de similarité n’est observé qu’en condition de 
transposition : les performances sont plus faibles pour les paires différentes que pour les 
paires identiques (87,3 % et 67,2 respectivement, p = 0,0001) lorsque la différence porte 
uniquement sur des lettres transposées. Ce résultat indique que les participants ont eu 
tendance à confondre les deux séquences sans se rendre compte que l’ordre des lettres avait 
changé dans la seconde séquence. De plus, l’effet de condition ‘Frame > substitution, 
transposition’ est présent sur les paires identiques et différentes (p = 0,0001) alors que l’effet 
de condition ‘Substitution > Transposition’ n’est observé que sur les paires différentes (p = 
0,0001). 
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 Par contre, les interactions ‘Condition x Groupe’, ‘Similarité x Groupe’ et la triple 
interaction ‘Condition x Similarité x Groupe’ ne sont pas significatives. En raison de notre 
hypothèse a priori d’un déficit du traitement des lettres dans les séquences affectant 
l’encodage de l’identité et de la position des lettres chez les individus dyslexiques, nous avons 
réalisé des analyses post-hoc (Test LSD) sur l’interaction ‘Condition x Groupe’. Les analyses 
montrent que les adultes dyslexiques ont des performances significativement plus faibles que 
les normo-lecteurs dans la condition de substitution (p = 0,036) et dans la condition de 
transposition (p = 0,026) mais pas dans la condition frame (p = 0,18). 
 
5.1.2 Analyse des temps de réponse 
Les pourcentages et les temps de bonnes réponses des trois groupes en fonction des deux 
facteurs (condition expérimentale et similarité) sont illustrés dans la Figure ci-dessous. 
 
 
Figure 42 : Temps de bonnes réponses obtenus dans les différentes conditions expérimentales 
(substitution, Transposition et Frame) en fonction de la similarité entre deux stimuli successifs (identiques 
vs. différents) pour les deux groupes étudiés (Dyslexiques vs. Normo-lecteurs). 
Abréviations : SUB = substitution ; TRANS = transposition ; Id = paire identique ; Dif = paire 
différente 
 
Les analyses montrent que les adultes dyslexiques répondent aussi vite que les normo-
lecteurs [681 ± 217 ms vs. 630 ± 141 ms respectivement, F1,22 < 1]. Aucune différence n’est 
observée entre les temps de réponse obtenus sur les paires identiques et les paires différentes 
[F1,22 < 1].  
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 En résumé, la condition de transposition semble être plus difficile (taux de réussite 
plus faible et temps de réponse plus long) pour tous les participants par rapport à la 
condition de substitution, les participants ayant tendance à confondre plus facilement et à 
mettre plus de temps à distinguer deux séquences incluant des lettres transposées que 
celles incluant des lettres substituées. Par ailleurs, les adultes dyslexiques ont un taux de 
réussite inférieur à celui des normo-lecteurs tant sur la condition de substitution que sur 
la condition de transposition mais ne semblent pas montrer un défaut de vitesse de 
traitement (temps de réponses similaire entre les deux groupes. Cependant, 
contrairement aux normo-lecteurs, ils mettent plus de temps à juger si deux suites de 
lettres sont identiques ou non qu’à décider si les deux suites sont encadrés ou non. 
L’ANOVA révèle, par la suite, différents effets significatifs: 
- un effet de condition [F2, 44 = 6,91, p = 0,002] avec, globalement, des temps de 
réponse plus rapides pour la condition Frame que pour la condition Transposition (p = 0,002). 
- une interaction ‘Condition x Groupe’ qui tend à être significative [F2,44 = 3,12 ; p = 
0,05]. Les analyses post-hoc révèlent que l’effet de condition n’est observé que chez les 
participants dyslexiques (Frame vs. Substitution : p = 0,044 ; Frame vs. Transposition : p = 
0,023). 
- une interaction ‘Condition x Similarité’ [F2, 44 = 5,44 ; p < 0,01] malgré des temps de 
réponse équivalents entre les paires identiques et les paires différentes quelle que soit la 
condition (Frame: p = 0,13; Substitution: p = 0,32; Transposition: p = 0,97). L’effet de 
condition est cependant différent selon la similarité de la paire. En effet sur les paires 
identiques, les temps de réponses sont significativement plus courts pour la condition Frame 
que pour les conditions, Substitution (582 ms vs. 675 ms ; p = 0,0005) et Transposition (582 
ms vs. 696 ms ; p = 0,0001) tandis que pour les paires différentes, il n’y a aucune différence 
entre les conditions Frame et Substitution (633 ms vs. 634 ms ; p = 0,99). Par contre, les 
temps de réponse sont significativement plus long pour la condition Transposition que pour 
les deux autres conditions (Frame: 711 ms vs. 633 ms p = 0,0038; Substitution: 711 ms vs. 
634 ms ; p = 0,0045). 
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5.2 Résultats IRMf 
5.2.1 Activations cérébrales : analyse intragroupe 
Dans un premier temps, nous avons réalisé des contrastes entre nos conditions 
expérimentales (Sub-Id, Sub-Dif, Trans-Id, Trans-Dif, Frame-id, Frame-Dif) et la mesure de 
base (croix de fixation) pour identifier les principaux réseaux cérébraux impliqués dans ces 
différentes conditions chez les adultes normo-lecteurs d’une part, et chez les dyslexiques 
d’autre part. Toutes les activations décrites sont au seuil de p = 0,001 (non corrigé ; k ≥ 15). 
Chez les normo-lecteurs (Figure 43A et Tableau 14), les analyses  sur les paires 
différentes montrent que : 
- la condition de substitution ([SUB-Dif > « Baseline »]) active un large réseau cortical. 
Nous observons des activations pariétales qui s’étendent de façon bilatérale sur les lobules 
pariétaux supérieurs et inférieurs (LPS et LPI) ainsi que sur le précunéus et le gyrus 
postcentral, des activations frontales incluant bilatéralement le gyrus frontal inférieur (GFI) et 
moyen (GFM), et des activations occipito-temporales (OT) gauches impliquant les gyri 
temporaux inférieurs (GTI) et moyens (GTM), le gyrus fusiforme (GFu) et le gyrus occipital 
moyen (GOM); 
- la condition de transposition ([TRANS-Dif > « Baseline »]) active un réseau cortical 
plus limité, comprenant bilatéralement le LPI, le GFu gauche, le GFM droit et le cervelet.  
- la condition Frame (FRAME-Dif> ‘Baseline’) active des aires ventrales incluant le 
GTM droit et le gyrus lingual gauche, des aires pariétales avec les LPI/gyrus postcentral droit 
et les LPS/précunéus droit. 
Lorsque nous nous focalisons sur les paires identiques, les données chez les normo-
lecteurs (Figure 43A et Tableau 13) montrent globalement peu d’activations corticales: 
- pour la condition Substitution (SUB-Id > ‘Baseline’), les normo-lecteurs activent 
significativement le LPS gauche et le cervelet. 
- pour la condition Transposition (TRANS-Id > ‘Baseline’), ils activent le LPS droit, le 
GFI bilatéralement et le GTM  droit. 
- Enfin, pour la condition Frame (FRAME-Id > ‘Baseline’), ils montrent des activations 
principalement dans l’hémisphère gauche, incluant : le LPS et le LPI, le précunéus, le GF, le 
gyrus frontal supérieur et le gyrus temporal supérieur. Le GTM droit est également activé 
significativement.  
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Les participants dyslexiques (Figure 43B et Tableau 14), quant à eux, activent 
globalement un réseau cortical plus réduit que celui des normo-lecteurs lorsqu’ils traitent les 
séquences différentes: 
- la condition SUB-Dif induit seulement l’activation du GFM droit au seuil de 
significativité préétabli (p < 0,001 non corrigée). Contrairement aux normo-lecteurs, les 
adultes dyslexiques ne montrent pas d’activations significatives des régions pariétales, ni du 
cortex OT inférieur lorsque l’on manipule l’identité des lettres au cours du traitement ; Bien 
que le LPI droit et gauche et le LPS droit se retrouvent activés à un seuil de significativité 
moins restrictif (p < 0,005). Cependant, il est important de noter que ni le LPS gauche ni le 
GTI gauche qui sont impliqués spécifiquement dans la condition de substitution chez les 
normo-lecteurs, ne sont activés chez les participants dyslexiques, même à ce seuil moins 
restrictif. 
- En condition TRANS-Dif, les adultes dyslexiques activent le LPI bilatéralement et le 
cortex frontal comme les normo-lecteurs ; par contre, ils n’activent pas le GF dont le rôle dans 
le traitement des lettres est reconnu, 
- la condition FRAME-Dif, les dyslexiques ont des activations dans le LPS et le lobe 
frontal de l’hémisphère droit. 
Lorsqu’ils traitent les séquences identiques (Figure 43B et Tableau 13), les adultes 
dyslexiques montrent des activations significatives : 
- pour la condition SUB-Id, le LPI gauche et le LPS droit.  
- pour la condition TRANS-Id, Ils ne montrent pas d’activations significatives du LPS et 
du GFI dans l’hémisphère gauche contrairement aux sujets normo-lecteurs. Au lieu de cela, ils 
activent le gyrus supramarginal, le LPI et le lobe frontal de l’hémisphère droit. 
- Enfin, la condition Frame-Id semble n’activer, chez eux, que le LPS droit au seuil 
préétabli (p = 0,001 ; k = 15). 
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Figure 43 : Aires cérébrales actives pendant la tâche de comparaison de séquences pour les conditions de substitution (contraste [substitution > baseline]), de 
transposition (contraste [transposition > baseline]) et de Frame (condition contrôle [contraste Frame> baseline]) pour les paires identiques (Id) et les paires 
différentes (Dif) chez les normo-lecteurs (A) et les adultes dyslexiques (B). Abréviation : SUB = substitution ; TRANS= transposition. 
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Tableau 13 : Régions cérébrales activées pendant que les participants réalisent une tâche de 
comparaison de séquences, en considérant les paires identiques, pour la condition de substitution 
(contraste [SUB-Id > baseline]), de transposition (contraste [TRANS-Id > baseline]) et de frame (contraste 
[FRAME-Id > baseline]) chez les normo-lecteurs et les adultes dyslexiques. Le seuil de significativité pour 
un voxel a été fixé à p < 0,001 non corrigée (T > 4.02). Pour chaque cluster, les coordonnées de Talairach 
du pic (x, y, z) et l’étendue du cluster (k) ont été indiquées. 
 
 
Normo-lecteurs Dyslexiques 
x, y, z k x, y, z k 
[SUB-Id > baseline]     
Cortex pariétal     
Lobule pariétal inférieur gauche (AB 40) -  -46, -46, 45 19 
Lobule pariétal supérieur gauche (AB 7) -24, -75, 46 15 -  
Lobule pariétal supérieur droit (AB 7) -  32, -65, 51 50 
Cervelet 6, -78 -11 57 -  
 
38, -73, -18 27 -  
 
    
[TRANS-Id > baseline]     
Cortex pariétal     
Gyrus supramarginal droit (AB 40) -  44, -47, 36 32 
Lobule pariétal inférieur droit (AB 40) -  51, -56, 42 15 
Lobule pariétal supérieur droit (AB 7) 40, -58, 49 31 -  
 
24, -67, 53 17 -  
Cortex temporal     
Gyrus temporal moyen droit (AB 21) 65, -52, 3 16 57, -43,-5 67 
Cortex frontal     
Gyrus frontal inférieur gauche (AB 47) -40, 13, -6 20 -  
Gyrus frontal inférieur droit (AB 47) 40, 15, -9 51 48, 23, 1 37 
Gyrus frontal moyen droit (AB 6) -  38, 3, 57 53 
Gyrus frontal supérieur droit (AB 10, 6) -  20, 54, 21 19 
 
-  10, 26, 59 20 
Cervelet -  -26, -62, -29 15 
 
    
[FRAME-Id > baseline]     
Cortex pariétal     
Lobule pariétal inférieur gauche (AB 40) -42, -37, 46 71 -  
Lobule pariétal supérieur gauche (AB 7) -16, -58, 53 23 -  
Lobule pariétal supérieur droit (AB 7) -  26, -71, 55 15 
Cortex temporal     
Gyrus fusiforme gauche (AB 37) -51, -57, -17 21   
Gyrus temporal inférieur gauche (AB 37) -50, -50, 1 25 -  
Gyrus temporal supérieur gauche (AB 22) -44, 0, -8 22 -  
 -50, 17, -13 15 -  
Gyrus temporal moyen droit (AB 21) 55, 3, -10 29 -  
Cortex frontal     
Gyrus frontal supérieur gauche (AB 6) -18, 11, 64 41 -  
 
    
Abbreviations: AB = Aire de Brodmann. 
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Tableau 14 : Régions cérébrales activées pendant que les participants réalisent une tâche de 
comparaison de séquences, en considérant les paires différentes, pour la condition de substitution 
(contraste [SUB-Dif > baseline]), de transposition (contraste [TRANS-Dif > baseline]) et de frame 
(contraste [FRAME-Dif > baseline]) chez les normo-lecteurs et les adultes dyslexiques. Le seuil de 
significativité des pics d’activation est fixé à p < 0,001 non corrigée (T > 4.02), excepté * à p < 0,005. Pour 
chaque cluster, les coordonnées de Talairach du pic (x, y, z) et l’étendue du cluster (k) sont indiquées. 
 
 
Normo-lecteurs Dyslexiques 
x, y, z k x, y, z k 
[SUB-Dif > baseline]     
Cortex pariétal     
       LPI gauche / GPC (AB 40/1/2/3) -50, -35, 48 672 -42 -52 54* 73* 
 -61, -38, 26 24 -  
 -63, -18, 23 46   
       LPI droit / GPC (AB 40/1/2/3) 57, -31, 44 50 53 -36 46* 34* 
 58, -24, 48   
 44, -36, 50 62   
 67, -32, 24 16   
 51, -34, 26 24   
       LPS gauche / précuneus (AB 7) -22, -63, 51 128 -  
 -12, -59, 60 21   
       LPS droit / précuneus (AB 7) 28, -52, 50 319 34 -60 58* 84* 
Cortex temporal     
       GTI gauche (AB 37) -50, -51, -1 28 -  
       GTM gauche (AB 37) -55, -68, 5 17   
      GFu  gauche (AB 20/37) -42, -37, -10 142 -  
       GTS gauche  (AB 22) -46, 13, -6 169   
       GTS (AB 22) 51, 9, -11 92   
     
Occipital cortex     
       GOM gauche (AB 18) -26, -83, 4 15 -  
Cortex frontal     
       GFI gauche (AB 44) -57, 17, 19 16 -  
       GFI droit (AB 46) 53, 32, 15 73 -  
       GFM gauche (AB 6, 8) -40, 0, 44  -  
 -51, 12, 40 211   
 -35, 4, 38    
       GFM (AB 10) -34, 46, -4 194   
       GFM droit (AB 8, 6, 10, 11) 53, 18, 40 81 32, 20, 54 15 
 36, -2, 44 26 44, 50, -9 43 
 42, 55, 8 85   
 32, 48, -12 47   
       GFM et GFS (AB 6) -20, 1, 66 27 -  
Cervelet 16, -61, -15 1369 -  
 10, -72, -38 39   
[TRANS-Dif > baseline]     
Cortex pariétal     
       LPS gauche (AB 7) -20, -67, 51* 24* -  
       LPI gauche (AB 40) -34, -50, 41 38 -40, -54, 52 22 
       LPI droit (AB 40) 48, -54, 43 64 40, -48, 45 42 
   51, -44, 50 21 
Cortex temporal     
       GFu gauche (AB 37) -46, -59, -17 150 -  
Cortex frontal     
       GFM droit (AB 8) 42, 20, 41 34 48, 25, 39 16 
Cervelet 16, -74, -13 52 -  
Partie expérimentale – Etude IRMf  Chapitre 5 
164 
 
 -16, -75, -15 27   
 36, -71, -18 29   
 48, -63, -19 20   
 4, -48, -19 31   
[FRAME-Dif > baseline]     
Cortex pariétal 
    
       LPI droit/ GPC (AB 40/1/2/3) 61, -29, 40 22 -  
       LPS droit / precuneus (AB 7) -  34, -69, 51 42 
Cortex temporal 
    
       GTM droit (AB 21) 59, -39, -11 17 -  
Cortex occipital 
    
       GL gauche (AB 18) -10, -88, -14 24 -  
Cortex frontal 
    
       GFI droit (AB 45) -  34, 27, 6 16 
       GFM droit (AB 9) -  36, 4, 37 38 
Cervelet 24, -75, -15 155 -  
 
-24, -76, -15 120 
  
 
AB = Aire de Brodmann ; LPI = Lobule pariétal inférieur ; LPS = Lobule pariétal supérieur ; GPC = Gyrus post-central ; GTI = 
Gyrus temporal inférieur ; GTS = Gyrus temporal supérieur ; GTM = Gyrus temporal moyen, GFI = Gyrus frontal inférieur ;  GFM 
= Gyrus frontal moyen ; GFS = Gyrus frontal supérieur ;GFu = Gyrus fusiforme ; GL= Gyrus lingual ; GOM = Gyrus occipital 
moyen 
 
Dans un second temps, nous avons identifié, pour chaque groupe, les régions du cerveau 
impliquées plus spécifiquement dans le traitement des séquences de lettres en contrastant les 
conditions Substitution et Frame uniquement sur les paires différentes où la substitution et la 
transposition de lettres sont clairement manipulées (contrastes [SUB-Dif > FRAME-Dif] et 
[TRANS-Dif > FRAME-Dif], Cf. Tableau 15). La condition SUB-Dif (Figure 44) montre, 
chez les normo-lecteurs, une plus grande activité neuronale que celle observée pour la 
condition FRAME-Dif au niveau des LPS bilatéralement, du LPI gauche, du gyrus 
supramarginal et des lobes frontaux moyen et inférieur de façon bilatérale. Chez les 
participants dyslexiques, ce même contraste  ne révèle aucune activation significative au seuil 
choisi (p = 0,001 ; k = 15). Par contre, à un seuil moins restrictif (p <  0,005), le LPI gauche 
se retrouve plus activé en condition Substitution qu’en condition Frame. Le contraste inverse, 
[FRAME-Dif > SUB-Dif], ne montre aucune activation significative chez les normo-lecteurs 
contrairement aux participants dyslexiques chez lesquels, le gyrus angulaire gauche, le GFI 
gauche et le GTS droit sont significativement activés (Tableau 15). La condition TRANS-Dif 
ne montre qu’une activation réduite et significative, centrée sur le gyrus frontal moyen 
lorsqu’elle est contrastée à la condition contrôle chez les normo-lecteurs. Aucune activation 
n’est mise en évidence pour ce contraste chez les participants dyslexiques. Le contraste 
inverse [Frame-dif > TRANS-Dif] montrent par ailleurs une activation du gyrus lingual, du 
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gyrus frontal médian et du cortex moteur supplémentaire chez les normo-lecteurs. Les 
dyslexiques, quant à eux, ne semblent activer que le cuneus à ce seuil de significativité.  
 
 
Figure 44 : Régions cérébrales impliquées dans les processus VA du traitement de l’identité des 
lettres dans une séquence (Contraste [Sub-Dif > Frame-Dif]) chez les normo-lecteurs et les dyslexiques. 
Les sujets dyslexiques ne montrent pas d’activation significative du cortex pariétal bilatéral (BA 7 et BA 
40), du gyrus inférieur gauche (BA 44), ni du gyrus temporal inférieur gauche lorsqu’ils traites des suites 
de lettres substitués contrairement aux sujets normo-lecteurs. 
 
Tableau 15 : Régions cérébrales lorsque les participants réalisent une tâche de comparaison de 
séquences pour les contrastes [Sub-Dif > Frame-Dif] et [Frame-Dif > Sub-Dif] chez les normo-lecteurs et 
les adultes dyslexiques. Tous les pics ont un seuil de significativité à p < 0,001 (T > 4.02), exception pour * 
à p < 0,005. Pour chaque cluster, les coordonnées de Talairach du pic (x, y, z) et l’étendue du cluster (k) 
ont été indiqués. 
 Normo-lecteurs Dyslexiques 
 x, y, z k x, y, z k 
[SUB-Dif > FRAME-Dif]     
Cortex parietal     
       Lobule inférieur pariétal gauche (AB 40) -34, -42, 50 17 -51 -35 44*  23* 
     
       Lobule supérieur pariétal gauche / 
precuneus (AB 7) -20, -64, 49 27 -  
       Lobule supérieur pariétal droit / précunéus 
(AB 7) 24, -71, 50 113 -  
       Gyrus supramarginal gauche (AB 40) -40, -55, 34 28 -  
Cortex frontal     
       Gyrus frontal inférieur/ et moyen gauche 
(AB 46/10) 
-38, 32, 11 
-36,47, -2 
146 
16   
       Gyrus frontal inférieur droit (AB 46) 50, 45, 11 69 -  
       Gyrus frontal moyen droit (AB 9) 48, 27, 28 16 -  
Cortex temporal     
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       Gyrus fusiforme gauche (AB 20) -38, -7, -21 22 -  
       Gyrus temporal inférieur / fusiforme 
gauche (AB 37) -53, -50, -20* 123* -  
Cervelet -26, -38, -25 21   
     
[FRAME-Dif > SUB-Dif]     
Cortex parietal     
       Gyrus angulaire gauche (AB 39) -  -55, -63, 31 19 
Cortex frontal     
       Gyrus frontal inférieur gauche (AB 45/46) -  -55, 30, 8 32 
Cortex temporal     
       Gyrus temporal supérieur droit (AB 39) -  57, -55, 25 29 
     
[TRANS-Dif > FRAME-Dif]     
Cortex parietal     
       Lobule supérieur pariétal gauche (AB 7) -22, -65, 49* 44* -  
Cortex frontal      
       Gyrus frontal moyen gauche (AB 11) -30, 44, -7 15 -  
     
[FRAME -Dif > TRANS -Dif]     
Cortex frontal      
       Gyrus frontal médian gauche (AB 6) -12, -19, 51 15 -  
       Gyrus frontal médian droite / Aire motrice 
supplémentaire droite/ (AB 6) 4, -15, 47 60 -  
Cortex occipital      
       Gyrus linguale droit (AB 18/19) 18, -56, -2 68 -  
       Cunéus (AB 18) -  -6, -100, 11  29 
 
 
5.2.2 Activations cérébrales : analyse intergroupe 
Des « two-sample t-test » ont été réalisés afin de comparer les activations cérébrales entre 
les sujets normo-lecteurs et les sujets dyslexiques sur des contrastes pertinents. Ainsi, pour 
identifier les régions cérébrales significativement plus activées chez les normo-lecteurs que 
chez les dyslexiques lors du traitement de séquences de lettres, nous avons comparé les 
activations entre les groupes pour chaque condition expérimentale par rapport à la mesure de 
base ([Sub-Id > Baseline], [Sub-Dif> Baseline], [Trans-Id> Baseline], [Trans-Dif> Baseline]. 
Ces résultats sont listés dans le Tableau 16 et illustrés dans la Figure 46A en ce qui concerne 
les paires identiques, et dans le Tableau 17 et la Figure 46B pour les paires différentes. 
En ce qui concerne les paires identiques, les normo-lecteurs activent significativement 
davantage le LPS gauche, le gyrus frontal supérieur (GFS) gauche, le cortex occipital et le 
cervelet pour la condition SUB-Id par rapport aux sujets dyslexiques. Pour la condition 
TRANS-Id, le GFS droit se trouve significativement plus activé chez les sujets dyslexiques 
que chez les normo-lecteurs.  
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Lorsque nous nous intéressons aux paires différentes, le cortex pariétal gauche (incluant 
les LPS et LPI, le précunéus et le gyrus postcentral) et les régions occipito-temporales sont 
nettement plus activés chez les normo-lecteurs que chez les dyslexiques pour la condition 
SUB-Dif. Notons également des activations frontales plus importantes chez les normo-
lecteurs. Pour la condition transposition TRANS-Dif, nous observons également de plus fortes 
activations, chez les normo-lecteurs que chez les dyslexiques, dans les régions occipito-
temporales (incluant le gyrus temporal et occipital moyen gauche et le cunéus bilatéralement) 
et dans les gyri frontaux médian et supérieur gauches. 
 
 
Figure 45 : Régions cérébrales différemment activées durant le traitement des paires identiques (A) 
et des paires différentes (B) dans les trois conditions (substitution, transposition et frame). Les normo-
lecteurs montrent de plus fortes activation du lobule pariétal supérieur gauche, du gyrus frontal inférieur 
gauche et du gyrus temporal inférieur gauche pour la condition substitution. Les régions occipitales 
bilatérales et occipito-temporales gauche sont plus activés chez les normo-lecteurs que chez les dyslexiques 
lors de la condition transposition. 
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Les contrastes opposés (Dyslexiques > Normo-lecteurs) montrent uniquement une plus 
forte activation du GFS droit et du LPS droit respectivement pour les conditions TRANS-Id et 
FRAME-Dif chez les adultes dyslexiques. 
 
Tableau 16 : Comparaison de l’activité cérébrale entre les normo-lecteurs (NL) et les sujets 
dyslexiques (DYS) (contrastes [Normo-lecteurs > Dyslexiques] et [Dyslexiques > Normo-lecteurs]) sur les 
paires identiques pour la condition Substitution (contraste [SUB-Id > baseline]), Transposition (contraste 
[TRANS-Id > baseline]) et Frame (contraste [FRAME-Id > baseline]). Le seuil de significativité d’un voxel 
a été fixé à p < 0,001 (T > 4.02). Pour chaque cluster, les coordonnées de Talairach du pic (x, y, z) et 
l’étendue du cluster (k) sont indiquées. 
 
NL > DYS DYS > NL 
x, y, z k x, y, z k 
[Sub-Id > baseline]     
Cortex pariétal     
       Lobule supérieur pariétal gauche / Precuneus (BA 7) -24, -75, 46 17 -  
Cortex frontal     
       Gyrus frontal supérieur gauche (BA 10) -28, 52, -4 19 -  
Occipital cortex 
    
       Gyrus  occipital inférieur gauche (BA 18) -26, -84, -4 24 -  
       Gyrus  occipital moyen droit (BA18/19) 30, -93, 6 20 -  
Cervelet 18, -77, -16 66 -  
 -18, -50, -31 22   
 30, -81, -18 15   
     
[Trans-Id > baseline]     
Cortex frontal     
       Gyrus frontal supérieur droit (BA 10) -  22, 54, 23 83 
     
[Frame-Id > baseline]     
Cortex temporal 
    
       Gyrus temporal moyen gauche (BA 19) -34, -61, 14 26 -  
       Gyrus temporal droit (BA 22) 48, -29, 0 28 -  
Limbic cortex     
       Gyrus cingulaire gauche (BA 24) -4, -8, 43 55   
Occipital cortex     
      Gyrus  occipital moyen droit (BA 19/18) 24, -85, 8 28 -  
Cervelet -  10, -59, -24 41 
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Tableau 17 : Comparaison de l’activité cérébrale entre les normo-lecteurs (NL) et les sujets 
dyslexiques (DYS) (contrastes [Normo-lecteurs > Dyslexiques] et [Dyslexiques > Normo-lecteurs]) sur les 
paires différentes pour la condition Substitution (contraste [SUB-Dif > baseline]), Transposition (contraste 
[TRANS-Dif > baseline]) et Frame (contraste [FRAME-Dif > baseline]). Le seuil de significativité d’un 
voxel a été fixé à p < 0,001 (T > 4.02). Pour chaque cluster, les coordonnées de Talairach du pic (x, y, z) et 
l’étendue du cluster (k) sont indiquées. 
 
 
NL > DYS DYS > NL 
x, y, z k x, y, z k 
[Sub-Dif > Baseline]     
Cortex pariétal     
       Gyrus postcentral gauche (AB 40/43, 1/2/3) -63, -22, 25 23 -  
       Lobules inférieur et supérieur gauches (AB 40, 7) -30, -40, 55 69 -  
 -24, -48, 59   
     
       Précunéus gauche (AB 7)  -20, -66, 49 61 -  
 -10, -46, 56 17 -  
Cortex temporal     
       Gyrus temporal inférieur gauche (AB 37) -46, -66, 2 154 -  
       Gyrus temporal  supérieur  droit (AB 22) 55, 3, -9 34 -  
     
Occipital cortex     
       Gyrus  occipital inférieur et moyen droit (AB 18,19) 28, -91, 1 
186 
-  
 38, -90, -4   
 40, -87, 6   
       Gyrus  occipital moyen gauche (AB 18/19, 18) -34, -87, 3 240 -  
 -18, -99, 7 41 -  
       Gyrus lingual droit (AB 17) 12, -89, 4 16 -  
       Gyrus  occipital inférieur gauche/ gyrus lingual (AB 18) -16, -97, -4 23 -  
Cortex frontal     
       Gyrus frontal inférieur gauche (AB 47, 45) -30, 26, -18 21 -  
 -53, 29, 6 42 -  
 -57, 18, 19 54 -  
       Gyrus frontal moyen gauche (AB10/46, 6) -40, 40, 18 142 -  
 -40, -1, 48 42 -  
Cervelet 2, -73, -15 21 -  
     
[Trans-Dif > baseline]     
Cortex temporal     
       Gyrus temporal moyen gauche (AB 37) -50, -54, 1 26 -  
Cortex frontal     
       Gyrus frontal médian et supérieur gauche (AB 8) -10, 33, 43 28 -  
 -12, 34, 52   
Occipital cortex     
       Cuneus gauche (AB 18) -18, -97, 10 53 -  
       Gyrus  occipital moyen droit / cuneus (AB 18) 20, -93, 8 79 -  
Cervelet -30, -48, -26 71 -  
 16, -74, -13 56 -  
[Frame-Dif > baseline]     
Cortex pariétal 
    
        Lobule supérieur pariétal  droit(AB 7)    34, -69, 51 23 
Cervelet 10, -78, -36 21 -  
 24, -71, -17 15   
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5.2.3 Les régions d’intérêts (ROIs) 
Finalement, nous nous sommes focalisées sur 6 régions d’intérêts précédemment définies 
et neuro-anatomiquement standardisées en utilisant des masques prédéfinis de  « WFU 
Pickatlas » (Maldjian, Laurienti, Kraft, & Burdette, 2003) : les lobules pariétaux supérieurs / 
AB 7 et inférieurs / AB 40 droits et gauches ainsi que le gyrus temporal inférieur / AB 37 
bilatéralement. Nous avons ainsi comparé les dyslexiques aux normo-lecteurs 
indépendamment d’une activation normale du cerveau en effectuant cette analyse par région 
d’intérêt (ROIs) sur nos différentes conditions. L'analyse des quantifications de voxels activés 
par régions d'intérêt a été réalisée avec le groupe (dyslexiques vs. normo-lecteurs) comme 
variable inter-sujets et, la condition expérimentale (substitution vs. transposition vs. cadre) et 
la similarité (identique vs différent) comme facteurs intra-sujet. Les effets principaux de cette 
analyse sont présentés dans le tableau ci-dessous en fonction des ROIs: 
 
Tableau 18 : Effets principaux de l’ANOVA ‘Groupe x Condition expérimentale x Similarité’ en 
fonction des différentes régions d’intérêt (ROIs). 
 
ROIs Effets principaux F p value 
LPS gauche / AB 7 Groupe 9,75 0,070 
LPS droit/ AB7 ns.   
LPI gauche / AB 40 ns.   
LPI droit/ AB 40 ns.   
GTI gauche / AB 37 
Groupe 
Condition 
‘Similarité x Groupe’ 
3,47 
4,27 
4,34 
0,040 
0,050 
0,049 
GTI droit / AB 37 ‘Condition x Similarité’ 5,95 0,005 
   
 Les normo-lecteurs ont une plus forte activation du LPS / AB 7 gauche (F1, 22 = 8,62 ; p = 
0,008), du LPS / AB 7 droit (F1, 22 = 6,24 ; p = 0,020), du LPI/ AB 40 gauche (F1, 22 = 7,28 ; p 
= 0,013) pour la condition SUB-Dif que pour la condition contrôle Frame-dif, et montrent 
également un GTI droit / AB 37 plus activé (F1, 22 = 4,77 ; p = 0,040) pour la condition 
TRANS-Dif que pour la condition contrôle Frame-dif. Par contre aucune région cérébrale 
n’est plus activée pour SUB-Id ou TRANS-Id en comparaison à FRAME-Id que ce soit pour 
les normo-lecteurs ou les participants dyslexiques. Par ailleurs, comparé aux normo-lecteurs, 
les adultes dyslexiques montrent de plus faibles activations pour la condition SUB-Dif dans le 
LPS gauche (F1, 22 = 9,75 ; p = 0,005), dans le GTI (F1, 22 = 14,43 ; p = 0,001) et tend à l’être 
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dans le LPI gauche (F1, 22 = 4,06 ; p = 0,056). Notons que pour la condition TRANS-Dif seul 
le GTI gauche  (F1, 22 = 4,34 ; p = 0,049) est plus activé pour les normo-lecteurs que pour les 
dyslexiques. 
 
Figure 46 : Comparaison de l’activité neuronale de certaines régions d’intérêt (ROI) chez les 
participants normo-lecteurs et dyslexiques en fonction de la condition expérimentale (Substitution = SUB 
vs. Transposition = TRANS vs. Frame) et de la similarité (Identique = Id vs. Différent = Dif). L’intensité 
moyenne globale du signal BOLD mesurée chez les normo-lecteurs et les dyslexiques confirme bien que les 
lobules pariétaux supérieurs (AB 7) et inférieurs (AB 40) ainsi que du gyrus temporal inférieur (AB 37) de 
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  En résumé, chez les normo-lecteurs, un large réseau cortical (incluant des régions 
pariétales, frontales et occipito-temporales) est activé en condition de substitution lorsque 
l’identité des lettres est manipulée (SUB-Dif) par rapport à la condition SUB-Id où les 
paires de séquences sont identiques. Les LPS bilatéralement, le LPI gauche, le gyrus 
fusiforme (GFu) gauche et les GFM et GFI bilatéralement sont spécifiquement impliqués 
dans le traitement de l’identité des lettres plutôt que dans celui du cadre (contraste [SUB-
Dif vs. Frame-Dif]). L’activation de ces régions n’est pas observée chez les lecteurs 
dyslexiques, excepté pour le LPI qui, à un seuil de significativité moins restrictif, est 
spécifiquement impliqué dans la condition SUB-dif par rapport à la condition Frame dif. 
 En ce qui concerne la condition de transposition, un réseau cortical plus limité est 
mis en évidence chez les normo-lecteurs avec l’activation des LPI bilatéralement, du GFu 
gauche et du GFM droit. Le LPS gauche est néanmoins activé à un seuil de significativité 
plus restreint. Seules les régions du GFu gauche et du LPS gauche ne sont pas 
significativement activées chez les lecteurs dyslexiques. Le LPS semble être impliqué plus 
spécifiquement à la condition de transposition par rapport à la condition contrôle 
(contraste [TRANS-Dif vs. Frame-Dif]).  
 Enfin, les analyses par ROIs confirment trois résultats importants : 
- une intensité du signal BOLD plus importante lorsque des paires différentes sont 
traitées et ce, principalement pour la condition de substitution et sur les 6 régions 
d’intérêt (régions bilatérales : LPS∩AB7, LPI∩AB40, GTI∩AB37). 
- Les LPS bilatéralement et le LPI gauche sont bien spécifiquement impliqués dans la 
condition de substitution par rapport à la condition contrôle de frame. 
- Les LPS et LPI et le GTI de l’hémisphère gauche sont moins activés chez les sujets 
dyslexiques que les normo-lecteurs lors du traitement de l’identité des lettres (SUB-Dif).  
Le GTI gauche est également moins activé chez les sujets dyslexiques que les normo-
lecteurs lors du traitement positionnel des lettres (TRANS-Dif). 
l’hémisphère gauche sont moins activés chez les dyslexiques que les normo-lecteurs lors du traitement de 
séquences de lettres.  
*  p ≤ 0,05 ; **  p ≤ 0,01 ; ***  p ≤ 0,001.  
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6 DISCUSSION 
Cette étude avait pour objectif d’explorer, en utilisant l'IRMf, les substrats 
neurobiologiques du codage de l’identité et de la position des lettres chez des adultes normo-
lecteurs et chez des participants dyslexiques présentant un trouble de l’empan visuo-
attentionnel, i.e. un trouble du traitement parallèle d’éléments multiples au sein de séquences 
(Bosse, Tainturier, et al., 2007). Nous avons vu dans le chapitre précédent qu’un tel trouble 
affectait l’encodage de l’identité et de la position des lettres au sein de séquences chez les 
enfants dyslexiques (Chapitre 4 §3). Nous voulions savoir dans le chapitre présent s’il y avait 
une signature neurobiologique à ces troubles orthographiques. Pour cela, les participants ont 
réalisé une tâche de comparaison de séquences dans laquelle ils devaient juger si deux suites 
de lettres présentées successivement et brièvement étaient identiques ou différentes. L'identité 
et la position des lettres étaient manipulées par le biais d’une substitution ou d’une 
transposition de deux lettres au sein de la séquence. Ils ont également effectué une tâche 
contrôle dans laquelle ils devaient juger si deux suites de lettres étaient affichées de la même 
manière, i.e. avec la présence ou non d’un cadre. Cette dernière tâche impliquait une réponse 
motrice et des traitements visuels similaires à la tâche expérimentale mais l’attention était 
focalisée, non pas  sur le traitement des lettres de la séquence, mais sur la présence ou non du 
cadre autour de la séquence. 
 
6.1 Données comportementales 
Les adultes normo-lecteurs et dyslexiques présentaient le même pattern de résultats avec 
de meilleurs performances pour les paires identiques que pour les paires différentes et ce, 
uniquement pour la condition de transposition. Les participants avaient tendance à faire plus 
de fausses alarmes en condition de transposition, i.e. qu’ils ne se rendaient pas toujours bien 
compte que l’ordre des lettres avait changé entre les deux séquences successives menant à 
juger les deux séquences identiques. Par contre, ils distinguaient mieux et plus rapidement 
deux suites lorsque l’identité de deux lettres était modifée (substitution de lettres). Ce résultat 
confirme chez l’adulte que l’encodage de l’identité des lettres est plus efficace et plus rapide 
que celui de la position des lettres dans une limite de temps imposée54. Ce résultat pourrait 
suggérer que l’encodage de l’identité des lettres est réalisé avant l’encodage positionnel. Par 
                                                 
54
 Rappelons que le temps de présentation des séquences de lettres était limité à 200ms provoquent un traitement 
parallèle de la séquence. 
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ailleurs, malgré un pattern de résultats similaires, les participants dyslexiques étaient moins 
performants que les normo-lecteurs pour comparer les séquences de lettres dans la condition 
de substitution et de transposition. Dans l’ensemble, Ils répondaient aussi vite que les normo-
lecteurs mais contrairement à eux, ils prenaient plus de temps pour juger si deux suites de 
lettres étaient identiques ou non qu’à décider si les deux séquences étaient encadrées ou non. 
Ces résultats montrent des difficultés dans le traitement orthographique (encodage de la 
position et de l’identité) chez les individus dyslexiques et donc la persistance de ces troubles à 
l’âge chez les patients dont les capacités de traitement parallèle sont altérées. 
 
6.2 Données de neurobiologie 
6.2.1 Codage de l’identité des lettres 
Chez les normo-lecteurs, lorsque nous présentons des paires de séquences différentes, les 
données en neuro-imagerie montrent que par rapport à la fixation, le traitement visuel de 
l’identité des lettres (condition SUB-Dif) active un large réseau neuronal incluant des aires 
cérébrales ventrales et dorsales : 
- L’implication du cortex occipital est compatible avec les études antérieures portant sur 
les séquences de lettres (Levy et al., 2008; Tagamets, et al., 2000) et pourrait être liée à 
l'extraction des traits visuels caractéristiques. 
- L’activation de la région occipito-temporale (gyrus fusiforme, GFu) est cohérente avec 
les études menées sur le traitement des séquences de lettres (Cohen, et al., 2002; Dehaene, et 
al., 2002; Jobard, et al., 2003; Price, et al., 1996; Tagamets, et al., 2000; Vigneau, et al., 2005; 
Vinckier et al., 2007). Cette activation pourrait refléter le rôle général du système visuel 
ventral dans le traitement d’un niveau supérieur des formes « abstraites » de la séquence de 
lettres (Ben-Shachar, Dougherty, Deutsch, & Wandell, 2007).  
- Les activation frontales pourrait jouer un rôle dans la mémoire de travail, l’attention 
sélective et le contrôle cognitif (Duncan, 2001; Duncan & Miller, 2002). De nombreuses 
études ont, par ailleurs, souligné l'implication du gyrus frontal inférieur (GFI) gauche dans 
l'articulation sub-vocale (Démonet et al., 1992; Démonet, Price, Wise, & Frackowiak, 1994b) 
et la correspondance entre l’orthographe et la phonologie (Fiez, Balota, Raichle, & Petersen, 
1999; Heim et al., 2005). L'activation de cette région par les normo-lecteurs dans la condition 
de substitution pourrait ainsi refléter l'articulation mentale du nom des lettres par les 
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participants lorsqu’ils doivent spécifiquement traiter les lettres et non la présence d’un cadre 
(tâche contrôle de frame, contraste [SUB-Dif > FRAME-Dif]. 
- Les activations pariétales sont généralement associés à des tâches requérant l’attention 
visuo-spatiale (Behrmann, Geng, et Shomstein, 2004; Corbetta et Shulman, 2002). Les 
activations des lobules pariétaux supérieurs et inférieurs (LPS et LPI) sont en accord avec les 
études antérieures sur le traitement parallèle de plusieurs éléments alphabétiques ou non, 
traitement qui nécessite d’importantes ressources attentionnelles (Lobier, Peyrin, et al., 2012; 
Peyrin, et al., 2008; Tagamets, et al., 2000). 
 
Par contre, lorsque nous présentons des paires de séquences identiques, nous observons 
globalement une activité corticale réduite chez les normo-lecteurs. Ce résultat est couramment 
observé dans la littérature  dès qu’un stimulus est présenté deux fois : il s’agit de l’effet de 
« suppression par la répétition » (« repetition suppression »). Ce phénomène a été décrit pour 
la première fois par Desimone et Miller dans des enregistrements cellulaires de neurones du 
cortex inféro-temporal du singe (Desimone, 1996; Miller, Li, & Desimone, 1991). Ils ont 
montré que lorsqu’un même stimulus visuel est présenté plusieurs fois, l’activité neuronale 
évoquée par ce stimulus diminue progressivement dans certains neurones. En outre, lorsque le 
même stimulus est présenté en faisant varier certains paramètres, tels que la taille ou la 
position spatiale, l’activité de ces neurones diminuent de la même façon (Lueschow, Miller, & 
Desimone, 1994). Les auteurs ont suggéré que ces neurones appartenaient à un réseau 
neuronal codant la représentation « abstraite » de l’objet. Chez l’homme, de nombreuses 
études en neuroimagerie ont observé de telles diminutions d’activité neuronale lors de 
paradigmes d’amorçage dans de nombreuses régions cérébrales, telles que les régions 
occipito-temporales, les régions pariétales ou préfrontales par exemples (pour des revues voir 
Grill-Spector, Henson, & Martin, 2006; Schacter, Wig, & Stevens, 2007). Le phénomène  de 
« suppression par la répétition » semble être un phénomène cérébral qui résulte des 
spécificités du codage neuronal (Naccache & Dehaene, 2001). Ce phénomène permettrait 
ainsi de déterminer comment le cerveau code l’information perçue et quelles sont les régions 
impliquées dans ces traitements de l’information (Dehaene, et al., 2004).  
Dans notre paradigme de comparaison de séquence de lettres, le phénomène de 
« suppression par la répétition » est observé sur nos 6 régions d’intérêts (LPS∩AB7, 
LPI∩AB40 et Gyrus temporal inférieur, GTI∩AB37 bilatéralement) mais cet effet n’est 
significatif que pour la condition de substitution (analyse par ROIs). L’intensité du signal 
BOLD augmente en SUB-dif, lorsque les séquences sont différentes par leur identité (lettres 
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substituées) alors qu’un signal de plus faible intensité est observé lorsque l’item est répété 
reflétant ainsi ce phénomène de « suppression par la répétition ». L’observation d’un effet de 
« suppression par la répétition » couplé à l’augmentation du signal lorsque l’identité des 
lettres est modifiée d’une séquence à l’autre suggèrerait l’implication de nos régions d’intérêts 
- les LPS, LPI et GTI bilatéralement dans le traitement de l’identité des lettres. Une 
implication spécifique de ces régions dans le traitement de l’identité est d’ailleurs confirmée 
par la présence d’une intensité du signal significativement plus élevée pour la condition SUB-
dif que la condition contrôle FRAME-dif dans les LPS gauche et droit et dans le LPI gauche, 
résultats en accord avec les travaux de Lobier et coll. (2012).  
 
Chez les dyslexiques, en revanche, ces même régions (LPS, LPI et GTI) ne semblent pas 
être significativement activées dans la condition SUB-Dif et les résultats du contraste 
[Normo-lecteurs > Dyslexique] démontre bien un défaut d’activation de ces régions dans cette 
condition. Cependant, l’analyse ROIs confirme l’activité significativement réduite seulement 
pour deux de ces régions : le LPS gauche et le GTI gauche. Lorsque nous diminuons le seuil 
de significativité, les participants dyslexiques montraient des activations du LPI 
bilatéralement dans la condition SUB-Dif. Cette région est connue pour répondre aux lettres, 
mais ne serait pas liée spécifiquement aux séquences de lettres puisqu’elle répond de manière 
similaire durant le traitement d’une seule lettre (Lobier, Peyrin, et al., 2012). Par conséquent, 
l'activation du LPI gauche couplée au défaut d’activation du LPS gauche et du GTI gauche au 
cours du traitement des paires différentes pourrait suggérer un déficit spécifique de 
l’encodage de l’identité des lettres au sein des séquences.  Par ailleurs, l’activation du LPS 
droit dans le groupe dyslexiques lors du traitement des séquences différentes pourrait refléter 
une plus grande sensibilité de cette région dans les tâches qui requièrent de l’attention 
(Lobier, Peyrin, Pichat, Le Bas, & Valdois, sous presse).  
Le défaut d’activation du GTI gauche chez les participants dyslexiques est un résultat très 
robuste (Maisog, Einbinder, Flowers, Turkeltaub, & Eden, 2008; Richlan, Kronbichler, & 
Wimmer, 2009). La comparaison des cartes de sous-activation chez les adultes et les enfants 
présentant une dyslexie a mis en évidence le GTI gauche, avec une sous-activation plus 
marquée dans les études menées chez l'adulte (Richlan, et al., 2011). En effet, il est bien établi 
que le GTI gauche, plus précisément le partie de cette région connue sous le nom de la 
« Visual Word Form Area » (VWFA) développe un « tuning visuel » de l’écrit avec 
l’expertise (Dehaene et al., 2010). Il convient toutefois de noter que le défaut d’activation du 
GTI est observé dans notre étude chez une population d'individus dyslexiques présentant un 
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trouble de l’empan visuo-attentionel (VA). La découverte récente que même des babouins 
peuvent apprendre les régularités orthographiques pour discriminer un mot d’un non-mot 
suggère que l'information orthographique telle que l’identité de la lettre au sein de séquences 
peuvent être traitées indépendamment de toute connaissance linguistique préalable (Grainger, 
Dufau, et al., 2012). Ceci nous laisse penser que le défaut d’encodage des connaissances 
orthographiques peut ne pas être nécessairement la conséquence de mauvaises capacités 
phonologiques. Les cas prototypiques de la dyslexie de développement de surface fournissent 
une preuve supplémentaire d'un développement indépendant des compétences 
orthographiques et phonologiques (Brunsdon, Coltheart, & Nickels, 2005; Castles & Holmes, 
1996; Dubois, De Micheaux, Noel, & Valdois, 2007; Valdois, et al., 2003). Cependant, nos 
participants dyslexiques présentaient également un trouble phonologique. Qu’un tel trouble 
affecte les performances sur une tâche d’appariement perceptive qui ne nécessite pas de 
dénomination serait plutôt improbable. Cependant, un impact des faibles compétences 
phonologiques sur la capacité du GTI à traiter l'information orthographique (identité des 
lettres) ne peut pas être a priori écarté. 
Enfin, les adultes dyslexiques présentent également un défaut d’activation du GFI par 
rapport aux normo-lecteurs pouvant refléter le trouble phonologique additionnel. 
Effectivement, lorsqu’une suite de lettres est présentée, les participants ne peuvent pas 
s’empêcher de se dire mentalement les lettres ayant pour conséquence l’activation des 
informations phonologiques correspondantes. Par ailleurs, le faible empan VA décrit chez les 
sujets dyslexiques pourrait également expliquer cette faible activation du GFI étant donné que 
le traitement s’effectue sur nombre plus restreint de lettres (moins d’informations 
phonologiques activées). 
 
6.2.2 Codage de la position des lettres 
Chez les normo-lecteurs, les données en neuro-imagerie ont montré que par rapport à la 
fixation, le traitement visuel de la position des lettres (condition TRANS -Dif) active un 
réseau neuronal plus réduit tant sur le traitement des paires différentes que sur celui des paires 
identiques. Les LPI gauche et droit, le LPS gauche (avec un seuil de significativité plus 
restreint), le gyrus fusiforme gauche et le gyrus frontal moyen (GFM) droit sont 
significativement activés pour traiter les paires dont l’ordre des lettres est différent (TRANS-
Dif). Ce résultat pourrait suggérer une implication de ces différentes régions dans le 
traitement de la position des lettres au sein des séquences. Par ailleurs, seul le LPS gauche et 
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le GFM sont significativement plus activé dans la condition Transposition que dans la 
condition contrôle (contraste [TRANS-Dif > FRAME-Dif]). En revanche, aucune 
augmentation du signal BOLD en condition de transposition lorsque l’ordre des lettres est 
manipulé n’est observée via l’analyse par ROIs. Plusieurs interprétations peuvent être 
envisagées :  
- un effet de « suppression par la répétition » dans la condition Transposition en générale 
(paires identiques et paires différentes). Notre cerveau traiterait les séquences transposées 
comme des séquences identiques. Ce résultat reflèterait, au niveau comportemental, la 
confusion observée (fausses alarmes) pour distinguer deux anagrammes non-mots chez les 
participants. Toutefois, malgré la présence de telles erreurs, les performances restent très 
bonnes en condition TRANS-Dif (> 70% chez les normo-lecteurs) reflétant malgré tout le bon 
encodage de la position des lettres. 
- Nos régions d’intérêt pourraient ne pas être spécifiquement impliquées dans le 
traitement positionnel des lettres dans la séquence mais ce résultat va à l’encontre des données 
obtenues pour le contraste [TRANS-DIF > FRAME-Dif]. 
- Enfin, les traitements de la position et de l’identité des lettres sont indépendants et 
pourrait différer dans le temps. Ce résultat est suggéré par nos données comportementales 
mais ne peut être mis en évidence dans notre paradigme IRMf (faible sensibilité temporelle du 
signal). Des études en potentiels évoqués pourrait confirmer ce résultat. Les études actuelles 
menées en EEG n’ont cependant pas mis en évidence une différence temporelle entre le 
traitement de l’identité et de la position des lettres. L’absence de ces observations peut 
toutefois s’expliquer par l’utilisation de paradigmes bien différents55 (Mariol et coll., 2008). 
 
Les participants dyslexiques, quant à eux, ne montrent pas d’activations significatives de 
certaines de ces régions en condition TRANS-DIF. Effectivement, le LPS gauche et le gyrus 
fusiforme ne sont pas activés de façon significative chez ces individus même à un seuil de 
significativité plus réduit contrairement aux adultes normo-lecteurs. Un défaut d’activation de 
ces régions (LPS et GTI gauche) serait en lien avec les difficultés d’encodage de l’identité des 
lettres et de la position chez ces individus. Les capacités d’empan visuo-attentionnelles sous-
tendues par les LPS (Lobier, Peyrin, et al., 2012; Lobier, et al., sous presse) seraient donc 
nécessaires pour les traitement de l’identité des lettres et de leur position au sein de 
                                                 
55
 Mariol et coll. (2008) utilisait une tâche de décision lexicale (Cf. Chapitre 3 §2.6). L’absence d’une différence 
temporelle entre le traitement de l’identité et de la position des lettres pourrait s’expliquer par des influences top-
down lexicaux facilitatrices sur l’encodage positionnel des lettres.  
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séquences. L’analyse par ROIs confirme une activité plus réduite du GTI chez les adultes 
dyslexiques par rapport aux adultes normo-lecteurs lorsque l’ordre des lettres est modifié 
d’une séquence à l’autre suggérant une implication spécifique du GTI dans le traitement de la 
position des lettres au sein d’une séquence. 
 
6.2.3 Conclusion 
Cette étude en IRMf a permis de montrer que deux régions cérébrales - le LPS gauche et 
le GTI gauche – pouvaient contribuer de manière spécifique au traitement de l’identité des 
lettres au sein de séquences. Nos données ne sont pas suffisantes cependant pour conclure à 
l’implication spécifique de ces régions dans le traitement de la position des lettres. 
Le LPS gauche a déjà été identifié comme spécifiquement impliqué dans le traitement de 
séquences orthographiques chez le lecteur expert (Joseph, Cerullo, Farley, Steinmetz, & Mier, 
2006; Levy, et al., 2009; Pernet, Celsis, & Démonet, 2005). De plus, l’activation bilatérale des 
LPS a été retrouvée chez des lecteurs typiques lors de tâches de catégorisation visuelle qui 
requéraient le traitement d’éléments multiples (Peyrin, et al., 2011; Peyrin, Lallier, Démonet, 
et al., 2012). Par ailleurs, Lobier et coll. (2012) ont montré que ces régions du cerveau 
répondaient plus précisément à des séquences de lettres qu’au traitement d’une simple lettre. 
Toutefois, les LPS ne sont pas spécifiques du traitement de séquences de lettres. 
Effectivement, les auteurs ont montré qu’ils étaient également activés lors de la présentation 
de séquences d’éléments multiples non-alphabétiques, telles que des séquences de formes 
géométriques, des pseudo-lettres ou des caractères Hiragana soulignant une implication des 
LPS dans le traitement pré-orthographique des séquences de caractères. Nos données actuelles 
montrent une implication de ces régions également dans les traitements orthographique au 
cours de tâches visuelles qui nécessitent le traitement de l’identité de lettres multiples au sein 
de séquences. Généralement, le cortex pariétal postérieur est considéré comme faisant partie 
du système dorsal du traitement visuel pour le codage de la localisation spatiale (la voie du 
« où ») alors que le système ventral serait plus impliqué dans le codage de l’identité des lettres 
(ou objet) (la voie du « quoi »). Nos résultats suggèrent que le traitement de l'identité des 
lettres au sein des séquences ne se limite pas à la voie ventrale (GTI gauche) mais implique 
aussi la voie visuelle dorsale, plus particulièrement le LPS gauche.  
Nos données montrent globalement un rôle du cortex pariétal postérieur (LPS) et du 
cortex temporal inférieur (GTI) dans le traitement orthographique de séquences de lettres, ce 
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qui suggère l'implication de ces régions cérébrales dans la reconnaissance visuelle des mots à 
un stade précoce (pré-lexical). 
 
D’autres part, les adultes dyslexiques qui possèdent de faibles capacités d’empan VA 
montrent un défaut d’activation à la fois du GTI gauche et du LPS gauche au cours du 
traitement de l'identité et de la position des lettres au sein de séquences. La coopération des 
voies visuelles dorsale et ventrale au cours de la reconnaissance visuelle des mots a déjà été 
souligné (Rosazza, et al., 2009) et la connectivité56 fonctionnelle du réseau de la lecture entre 
le cortex pariétal postérieur et le cortex temporal inférieur a été mise en évidence. 
Effectivement, Vogel et coll. (2012) a identifié les LPS comme appartenant au réseau 
neuronal associé à la VWFA en analysant la connectivité obtenue par IRMf à l’état de repos. 
La connectivité significative entre la VWFA et les LPS a été décrite chez des enfants normo-
lecteurs, mais n’a pas été retrouvée chez les enfants dyslexiques (Van Der Mark, et al., 2009). 
Ces données suggèrent donc l'implication du réseau dorsal attentionnel à la lecture.  
 
 
 
 
 
 
 
 
 
 
                                                 
56
 Influence qu'un système neuronal exerce sur un autre. 
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Ce travail de thèse s’inscrit dans le cadre des études portant sur l’apprentissage de la 
lecture et ses troubles : les dyslexies de développement. Plus précisément, nous nous sommes 
penchés sur le codage de l’identité et de la position des lettres au sein de séquences lors du 
développement normal et pathologique de la lecture et dans le cadre de la lecture experte. 
Dans la mesure où chacune des études présentées dans le cadre de cette thèse ont fait l’objet 
d’une discussion approfondie, la discussion générale proposée ici se veut essentiellement 
synthétique et ne reprendra pas en détail les points discutés précédemment. Les résultats 
comportementaux et de neuro-imagerie seront successivement discutés. 
 
Traitement de l’identité et de la position des lettres au sein de séquences  
 
Le premier objectif de cette thèse était d’évaluer la façon dont le codage de l'identité et de 
la position des lettres se réalise à différents stades de la reconnaissance d’une séquence de 
lettres (niveau pré-lexical, niveau sub-lexical et niveau lexical) lors de l'apprentissage de la 
lecture (Etude 1) et dans le cadre de la dyslexie de développement (Etude 2). De nombreuses 
études se sont interrogées sur les mécanismes impliqués dans le codage de l’identité et de la 
position des lettres au sein de séquences (Acha & Perea, 2008; Andrews, 1996; Castles, et al., 
2007; Davis, 2010; Gomez, et al., 2008; Grainger, et al., 2006; Grainger & Jacobs, 1996; 
Grainger, Lete, et al., 2012; Grainger & Van Heuven, 2003; Grainger & Ziegler, 2011; 
Humphreys, et al., 1990; Kinoshita & Norris, 2009; Perea & Estévez, 2008; Perea & Fraga, 
2006; Perea & Lupker, 2003a, 2003b, 2004; Pitchford, et al., 2008; Schoonbaert & Grainger, 
2004; Whitney, 2001), cependant l’originalité de notre recherche était de s’interroger sur 
l’efficacité et le décours de ces traitements lorsque la séquence de lettres est traitée en 
parallèle au cours d’une seule fixation. Une autre originalité de notre travail a été d’étudier 
l’encodage de l’identité et de la position chez l’enfant et de s’interroger sur l’évolution de ces 
traitements avec l’âge et l’expertise en lecture. Enfin, nous avons choisi de travailler sur des 
populations d’individus dyslexiques homogènes du point de vue du déficit cognitif sous 
jacent, ce qui est très rarement proposé dans la littérature. La mise en évidence récente d’au 
moins deux sous-types de dyslexies développementales caractérisés par des troubles cognitifs 
différents – un trouble phonologique ou un déficit de l’empan visuo-attentionnel (Bouvier-
Chaverot, et al., 2012; Dubois, et al., 2010; Valdois, et al., 2011; Valdois, et al., 2003; 
Valdois, et al., 2004; Valdois, Lassus-Sangosse, et al., 2012)– et des dysfonctionnements 
cérébraux eux mêmes distincts (Peyrin, Lallier, Démonet, et al., 2012; Peyrin, et al., 2008; 
Valdois, Lassus-Sangosse, et al., 2012), nous a amené à nous interroger sur les conséquences 
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d’un trouble de l’empan visuo-attentionnel sur le codage de l’identité et de la position des 
lettres au sein de séquences. A travers les études menées sur les enfants normo-lecteurs et 
dyslexiques, nous avons également évalué l’influence du contexte orthographique sur ces 
différents traitements. Notre objectif était de spécifier dans quelle mesure le codage de 
l’identité et de la position des lettres est sensible à des influences top-down lexicales ou 
orthotactiques et si ces influences se manifestent différemment chez les enfants normo-
lecteurs et dyslexiques.  
 
Dans ce but, nous avons construit une épreuve originale de comparaison de séquences 
telle que le temps de traitement de la première séquence était limité à 200ms par la présence 
d’un masque et toute reprise d’information visuelle était impossible lors de la présentation 
également limitée à 200 ms de la deuxième séquence. Ainsi, les mécanismes d’encodage de 
l’identité et de la position que nous avons étudié sont ceux qui interviennent lors du traitement 
parallèle de l’information en une fixation unique. Nous avons également apporté un soin 
particulier à la construction des séquences. Afin d’étudier l’encodage de l’identité et de la 
position, deux lettres étaient soit substituées (JOUR - PEUR) soit transposées (ANGE – 
NAGE) lors de la présentation de la seconde séquence pour les paires différentes. Afin 
d’étudier d’éventuels effets lexicaux ou orthotactiques, les transformations étaient opérées de 
façon à ne pas changer la nature du stimulus (non-mot, pseudo-mot ou mot) ou sa légalité 
(pour les pseudo-mots notamment).  
 
L’étude 1 a porté sur une population d’enfants tout venant de CE2, CM1 et CM2 ; l’étude 
2 sur une population d’enfants dyslexiques avec trouble de l’empan visuo-attentionnel, dont 
les performances ont été comparées à celles d’enfants normo-lecteurs de même âge 
chronologique et de même niveau de lecture. 
Nos résultats suggèrent que l’encodage de l’identité et de la position relèvent de deux 
mécanismes indépendants qui pourraient être temporellement différenciés. Deux paires de 
séquences littérales qui se différencient par des lettres substituées sont mieux et plus vite 
distinguées en 200 ms que deux paires incluant des lettres transposées : le traitement de 
l’identité est donc plus rapide et plus efficace que l’encodage de la position des lettres. Ceci 
est vrai chez les enfants normo-lecteurs, chez les enfants dyslexiques et chez les adultes 
normo-lecteurs et dyslexiques. L’effet de transposition déjà décrit dans de nombreuses études 
(Acha & Perea, 2008; Andrews, 1996; Castles, et al., 2007; Grainger, Lete, et al., 2012; Perea 
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& Carreiras, 2006; Perea & Estévez, 2008; Perea & Lupker, 2003a, 2003b, 2004) semble donc 
très robuste. 
Néanmoins, l’effet de transposition est modulé par la nature des stimuli et le niveau 
d’expertise en lecture. Il se manifeste sur les non-mots et les pseudo-mots en CM1 et CM2 
(Etude 1) mais n’est pas observé sur les non-mots chez les enfants plus jeunes (en CE2 pour 
l’Etude 1 et en CE1-groupe AL pour l’Etude 2). Les jeunes enfants semblent avoir beaucoup 
de mal à traiter des séquences non familières de consonnes en 200 ms ce qui induit de 
nombreuses erreurs d’encodage tant de l’identité que de la position. L’effet de familiarité de 
la séquence qui est observé suggère des influences top-down lexicales et orthotactiques sur 
ces deux types de traitement. Un tel effet de familiarité est compatible avec l’hypothèse selon 
laquelle l’empan visuo-attentionnel augmente avec l’âge et le niveau d’expertise en lecture. 
Le traitement parallèle de séquences de 4 consonnes implique des capacités d’empan VA 
suffisantes pour traiter l’ensemble des 4 lettres de la séquence puisque ces lettres sont 
indépendantes et constituent les « unités minimales » de la séquence à traiter. Au contraire, les 
unités « orthographiques » de traitement dépassent le niveau de la lettre dans un non-mot ou 
un mot et permettent de ce fait un traitement réussi malgré un empan VA limité. Le pseudo-
mot inclut des graphies de plusieurs lettres et/ou des syllabes qui correspondent à autant 
d’unités orthographiques de base, le mot est une unité orthographique unique. Ainsi, à 
capacité visuo-attentionnelle égale et limitée, on prédit des performances meilleures sur les 
mots et les pseudo-mots que sur les non-mots ce qui est effectivement observé. Par contre, le 
mot étant traité comme une entité unique dès lors qu’il a été mémorisé, on s’attend à ce que 
l’effet de transposition tende à disparaître chez les lecteurs plus performants, ce qu’on observe 
ici en CM1 et CM2 (Etude 1). Les enfants dyslexiques (Etude 2) ne montrent d’effet de 
transposition que sur les mots et pas sur les pseudo-mots avec néanmoins des niveaux de 
bonnes réponses qui restent très faibles et très inférieurs à ceux des enfants de même âge 
chronologique. Ils se distinguent en cela également des enfants appariés en âge lexique pour 
lesquels l’effet de transposition se manifeste pour les pseudo-mots et les mots. L’effet de 
supériorité du mot sur le non-mot qu’on observe chez eux lors du traitement des substitutions 
en absence d’effet de supériorité des mots sur les pseudo-mots suggère que l’effet de 
transposition résulte d’influences ortho-tactiques plus que lexicales, ce qui suggèrerait que les 
unités (graphémiques ou syllabiques) sont plus fréquentes/familières dans nos stimuli mots 
que pseudo-mots. Il est à noter que bien que les enfants dyslexiques (Etude 2) aient des 
performances très comparables à celles des enfants plus jeunes de même niveau de lecture, la 
mise en évidence d’un effet de transposition sur les pseudo-mots chez ces jeunes contrôles 
Synthèse et perspectives 
 
186 
 
suggèrent qu’ils sont sensibles aux caractéristiques orthotactiques des stimuli et que leurs 
connaissances sur les régularités orthographiques de la langue sont plus riches que chez les 
dyslexiques. 
 
Ces résultats peuvent-ils être généralisés à la population dyslexique ? Nos données 
montrent un déficit important du traitement de séquences de lettres chez les enfants 
dyslexiques. Cependant, notre groupe d’enfants dyslexiques était caractérisé par un double 
trouble cognitif, une réduction de l’empan VA et un trouble de la conscience phonologique. 
Le trouble de la conscience phonologique affecte l’acquisition normale de la correspondance 
graphème-phonème, ayant pour conséquence une lecture faible des pseudo-mots (Snowling, 
2000). En conséquence, le trouble phonologique devrait notamment affecter la comparaison 
des séquences lorsque celles-ci correspondent à des pseudo-mots, ce qui n’est pas observé 
dans notre population dyslexique. Un déficit phonologique n’est pas censé perturber le 
traitement visuel de séquences de consonnes (dans une tâche non verbale notamment), si bien 
que les difficultés rencontrées par nos participants dyslexiques (enfants Etude 2 et adultes 
Etude 3) dès la comparaison de non-mots ne semblent pas relever de ce type de déficit. Ceci 
est compatible avec les données de la littérature qui montrent qu’un déficit de l’identification 
des lettres au sein de séquences peut s’observer indépendamment de tout trouble 
phonologique (Bosse, Tainturier, et al., 2007; Lallier, et al., 2010; Peyrin, Lallier, Demonet, et 
al., 2012; Valdois, et al., 2003) et qu’il n’est secondaire ni à un trouble de la mémoire verbale 
à court terme ni à des problèmes d’appariement visuo-verbal (Valdois et al., 2012). Un cas de 
dyslexie phonologique sévère a d’ailleurs été décrit chez qui les capacités de traitement 
d’éléments visuels multiples sont parfaitement préservées (Lallier et al., 2010 ; voir également 
Valdois et al., 2003). En revanche, il a été montré qu’un déficit de l’empan visuo-attentionnel, 
i.e. une réduction de la quantité d’attention visuelle pouvant être allouée en parallèle à des 
éléments visuels multiples, empêche l’identification normale des lettres au sein d’une 
séquence. De récentes études ont montré que de faibles capacités d’empan VA n’affectait pas 
seulement une suite de lettres mais aussi une suite de chiffres (Valdois, Lassus‐Sangosse, & 
Lobier, 2012; J. C. Ziegler, et al., 2010) et même le traitement de suites d’éléments non 
verbaux. En effet, l’étude de Lobier et coll. (2011) a montré que des enfants dyslexiques avec 
un report global de lettres faibles montraient des performances similaires à des tâches de 
catégorisation dans lesquelles 5 caractères non-alphabétiques (formes géométriques, pseudo-
lettres et caractère chinois) étaient présentés brièvement. Le participants devait dire combien 
d’éléments appartenait à une catégorie cible qu’il avait vu juste auparavant. L’observation 
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d’un trouble quel que soit la nature, verbale ou non verbale, de l’élément à traiter suggère  
qu’un déficit de l’empan VA affecte le traitement pré-orthographique de plusieurs éléments. 
Ces résultats sont concordants avec le présent travail qui montre des difficultés de l’encodage 
de l’identité à un stade pré-lexical chez notre groupe d’enfants dyslexiques.  
Par conséquent, il serait prématuré de généraliser les résultats de notre étude à la 
population dyslexique en général. L’hétérogénéité phénotypique de cette population est bien 
reconnue (Hadzibeganovic et al., 2010; Heim et al., 2008; Manis, Seidenberg, Doi, McBride-
Chang, & Petersen, 1996) et nos résultats pourraient donc ne s’appliquer qu’au sous-groupe 
d’enfants ayant un trouble de l’empan visuo-attentionnel. Par ailleurs, nos résultats n’ont 
porté que sur un faible échantillon d’enfants dyslexiques qui présentaient un double déficit, il 
faudrait vérifier que des résultats similaires sont observés pour les enfants présentant un 
trouble isolé de l’empan VA. Par ailleurs, il faudrait vérifier que les difficultés d’encodage de 
l’identité et de la position des lettres sont bien restreintes à la population d’enfants présentant 
un trouble de l’empan VA, en étudiant les performances d’un groupe d’enfants dyslexiques 
présentant un trouble phonologique isolé. Il se pourrait d’ailleurs que les enfants dyslexiques 
avec trouble phonologique isolé présentent également des difficultés de traitement de 
l’identité et de la position des lettres mais ce trouble pourrait interagir différemment avec la 
nature des séquences et par exemple ne pas affecter les séquences de non-mots qui 
n’impliquent aucun traitement phonologique. 
 
Corrélats neurobiologiques du traitement de l’identité et de la position 
 
Nous avons utilisé un paradigme très proche de celui précédemment décrit chez les 
enfants mais nous avons limité l’étude au contexte non-mot. En effet, les différences de 
traitement entre lettres substituées et transposées disparaissent dès le CM2 pour les mots 
suggérant que les effets top-down sont de plus en plus influents avec l’augmentation de 
l’expertise en lecture. La condition non-mot semblait donc plus apte à contraster les régions 
impliquées dans le traitement de l’identité et de la position chez des sujets adultes. Cette 
condition permet en outre de s’affranchir de tout effet top-down lié aux apprentissages 
préalables de façon à mobiliser les processus impliqués dans le traitement visuel précoce (pré-
lexical) des séquences littérales. Des séquences de 5 lettres ont été présentées afin de ne pas 
rencontrer d’effet plafond chez les adultes. En outre, ces séquences sont formatées de façon à 
limiter les effets de masquage latéral et à mobiliser les capacités d’empan visuo-attentionnel 
chez les adultes normo-lecteurs.    
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Les résultats de l’étude des activations cérébrales, durant la tâche de comparaison, 
montrent une forte activation des régions pariétales et de l’aire occipito-temporale ventrale 
(VOT) en condition de substitution de lettres, chez les adultes normo-lecteurs. Nos résultats 
sont concordants avec l’ensemble des recherches montrant une implication des régions 
occipito-temporales et notamment de l’aire de la forme visuelle des mots lors du traitement 
des séquences littérales (Cohen, et al., 2002; Dehaene, et al., 2002; Jobard, et al., 2003; Price, 
et al., 1996; Vigneau, et al., 2005). Ils corroborent également les recherches sur l’empan 
visuo-attentionnel qui, comme ici, conduisent à identifier les régions pariétales et notamment 
le lobule pariétal supérieur comme corrélats de l’empan visuo-attentionnel (Peyrin et al., 
2011, Lobier et al., 2012). Nos résultats montrent également une activation atypique de ces 
régions chez les adultes dyslexiques qui présentent un trouble de l’empan visuo-attentionnel. 
Les participants dyslexiques, qui ont effectué l’épreuve sous IRMf, ne présentaient pas un 
déficit isolé de l’empan visuo-attentionnel mais un double déficit impliquant tant les capacités 
d’empan VA que les compétences phonologiques. L’activation atypique de régions corticales, 
connues pour leur implication dans les traitements attentionnels, corrobore l’idée que le 
déficit qu’ils présentent en situation de comparaison de séquences avec substitution de lettres 
est bien secondaire au trouble de l’empan VA et non lié à leurs difficultés de traitement 
phonologique. Ceci est tout à fait en phase avec les données de neuroimagerie qui suggèrent 
une activation normale des régions pariétales supérieures lors du traitement d’éléments 
multiples en contexte dyslexique lorsque le trouble est de nature phonologique (Peyrin et al., 
2012). Nos résultats permettent en outre d’étendre les précédents résultats à une tâche de 
comparaison de séquences, qui mobilise des mécanismes cognitifs de traitement visuel 
similaires à ceux mobilisés dans les phases précoces de traitement en lecture. Jusqu’ici 
l’implication des régions pariétales supérieures avait essentiellement été démontrée dans des 
tâches de catégorisation qui ne nécessitaient pas un traitement précis de l’identité des stimuli. 
Nos résultats suggèrent donc une implication de l’attention visuelle (et plus spécifiquement de 
l’empan VA) lors des phases de traitement visuel précoce de séquences, que la tâche nécessite 
de déterminer si les stimuli appartiennent à une catégorie donnée ou qu’il faille précisément 
les identifier. 
Une originalité supplémentaire de notre étude a été d’identifier les régions corticales 
impliquées dans le traitement de la position des lettres dans la séquence. Etonnamment nous 
disposons de très peu de données sur les corrélats cérébraux liés au codage de la position 
(Dehaene, et al., 2004). Nos résultats montrent que, chez les normo-lecteurs, la condition de 
transposition de lettres active un réseau cortical plus limité que celui impliqué dans le 
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traitement de l’identité. Ce sont essentiellement les régions ventrales occipito-temporales qui 
sont activées ainsi que le lobule pariétal supérieur dont l’implication dans le traitement des 
lettres est reconnue (Lobier et al., 2012). Ces régions ne sont pas activées chez les participants 
dyslexiques au seuil choisi. L’analyse en régions d’intérêt suggère un effet différentiel 
d’activation plus spécifiquement au niveau de l’aire occipito-temporale inférieure gauche 
entre dyslexiques et nomo-lecteurs dans la condition Transposition. Ces résultats mettent en 
évidence le rôle de l’aire ventrale occipito-temporale principalement gauche dans l’encodage 
de la position des lettres au sein de séquences à un stade précoce du traitement visuel. 
 
Bien que la plupart des modèles de lecture ignorent le rôle de l'attention visuelle 
(Coltheart, et al., 2001; Harm & Seidenberg, 1999), le modèle de lecture multi-traces (MTM) 
(Ans, Carbonnel, & Valdois , 1998) postule que l'attention visuelle joue un rôle clé, tant en 
lecture experte que pendant l'acquisition de la lecture (Valdois, et al., 2004). Le réseau 
implémenté comprend une composante d'attention visuelle, la fenêtre visuo-attentionnelle, qui 
délimite la quantité d'informations orthographiques qui est traitée à chaque étape de la lecture. 
Cette composante attentionnelle permet l'individualisation de l'information orthographique à 
traiter, et identifie et encode l'information visuelle sur la séquence de lettres ainsi délimitée. 
Nos travaux suggèrent que les lobules pariétaux supérieurs maintiendraient le réseau 
attentionnel favorisant l’individualisation et le traitement visuel précoce des séquences de 
lettres en lecture. À l'appui de cette hypothèse, un défaut d’activation de ces régions dorsales 
attentionnelles est spécifiquement observé chez les personnes dyslexiques qui présentent un 
trouble de l’empan VA (Lobier, et al., sous presse; Peyrin, Lallier, Démonet, et al., 2012).  
 
Il faut cependant mentionner que notre étude en IRMf a fourni des renseignements 
principalement sur le traitement de l’identité des lettres et très peu sur l’encodage de la 
position des lettres qui interviendrait plus tardivement que le traitement de l’identité. Nous 
avons en effet obtenu des activations limitées spatialement et faibles lors du traitement de la 
position. L’utilisation de méthodes de neuro-imagerie permettant une résolution adéquate à la 
fois temporelle et spatiale comme la magnétoencéphalographie serait sans doute plus 
appropriée pour comprendre le décours temporel des traitements impliqués dans le codage de 
l’identité et de la position des lettres au sein de séquences. Ces méthodes permettraient alors 
d’explorer l’organisation à la fois temporelle et spatiale des réseaux neuronaux responsables 
du traitement de la position des lettres. 
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I. Le test de l’Alouette 
L’épreuve de l’Alouette consiste à lire à voix haute un texte de 265 mots avec précision 
et rapidité. Le temps de lecture est limité à 3 minutes. Ce texte comporte des mots peu 
familiers et ne véhicule que peu de sens, limitant ainsi le recours au « devinement » sur la 
base des informations contextuelles. Ce test permet d’estimer le niveau de lecture de l’enfant 
en proposant une équivalence en âge lexique. Pour cela, le nombre total de mots lus en 3 
minutes et le nombre d’erreurs produites sont relevés et permettent de calculer un score 
corrigé. Celui-ci est alors reporté dans une table d’étalonnage permettant une estimation de 
l’âge de lecture, qui peut être ensuite comparé à l’âge chronologique de l’enfant. Il s’agit donc 
d’un bon indicateur des capacités de décodage et d’identification des mots écrits qui prend en 
compte à la fois la justesse et la vitesse de traitement. Nous avons choisi dans ce travail 
d’utiliser les normes de Lefavrais (1965) d’une part parce qu’elles seules offrent un équivalent 
en âge lexique, d’autre part parce que le réétalonnage récemment proposé est réalisé sur des 
effectifs restreints d’enfants dans chaque tranche d’âge, alors que l’étalonnage précédent est 
basé sur une population d’enfants plus conséquente. 
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II. Lecture des mots  
Les capacités d’identification de mots et de pseudo-mots isolés ont été évaluées chez les 
trois groupes d’enfants de l’étude 2. Trois listes de lecture issues de l’ODEDYS (Jacquier-
Roux, et al., 2002) ont été proposées (Cf. Tableau ci-dessous). Chaque liste est composée de 
20 items, pour un total de 20 mots réguliers, 20 mots irréguliers et 20 pseudo-mots. Les mots 
des différentes listes sont appariés selon le nombre de lettres et la longueur syllabique, la 
classe grammaticale et la fréquence. Ainsi, les deux listes de mots réguliers et irréguliers de 
haute fréquence ont été utilisées (fréquence moyenne des mots réguliers de Haute Fréquence 
=84.673 ; ET = 129.08 ; Fréquence moyenne des mots irréguliers de Haute fréquence = 97.71 
; ET = 197.46). Les 20 pseudo-mots sont appariés du point de vue de la longueur syllabique et 
de la structure phonémique avec les mots réguliers. La présence de voisins orthographiques 
ou phonologiques n’a pas été contrôlée. Les enfants avaient pour consigne de lire les 20 items 
de chaque liste à voix haute, aussi rapidement et correctement que possible. Les items étaient 
présentés en police Times, taille 14. Le nombre de bonnes réponses et les temps de lecture 
globaux pour chaque liste ont été relevés. 
 
MOTS 
REGULIERS 
MOT 
IRREGULIERS 
PSEUDO-MOTS 
faute femme sande 
nuit hier chon 
vague ville givor 
montagne monsieur bondeuse 
soin sept sule 
soif août toir 
mal dix mic 
sauvage seconde taubage 
mission million mardion 
fuite fusil fudin 
élan écho ésan 
animé tronc trane 
talon tabac tagin 
splendeur orchestre splindron 
maman moyen modan 
pardon parfum tandir 
caravelle cacahuète taparelle 
électron équateur abindeur 
jaloux gentil gental 
envoyé examen ontage 
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III. Epreuve de catégorisation visuelle 
Cette épreuve est adaptée à celle de Pernet et coll. (2006) qui met en évidence un déficit 
de la catégorisation visuelle chez les dyslexiques, déficit plus marqué dans des conditions de 
fortes contraintes visuo-attentionnelles. Cette épreuve comprend une tâche d’intérêt 
« enchâssée » et une tâche contrôle « isolée ». Dans ces deux tâches, un stimulus central (une 
lettre ou une forme géométrique) et un stimulus excentré sont présentés simultanément et les 
participants doivent décider si les deux stimuli appartiennent à la même catégorie (lettre ou 
formes géométriques) ou non. Le stimulus excentré est présenté au centre d’un triplet (e.g., 
XNX) dans la tâche « enchâssée », soit présenté seul dans la tâche « isolée ». La tâche 
« enchâssée » implique le traitement de plusieurs éléments simultanément et sollicite 
fortement les capacités attentionnelles. En effet, l’attention visuelle doit se porter 
sélectivement sur le stimulus central du triplet excentré tout en traitant simultanément le 
stimulus présent en vision centrale. Le traitement est parallèle car le temps de présentation est 
limité à 18ms. Par ailleurs, cette épreuve n’implique pas de dimension verbale dans la mesure 
ou à la réponse est donnée manuellement. 
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IV. Listes des mots de 4 lettres (études chez les enfants) 
 
Liste des mots utilisés dans la tâche de comparaison de séquences de lettres pour les 
paires identiques et différentes (transposition ou substitution de deux lettres dans la seconde 
séquence présentée).  
Paires 
identiques 
Paires différentes 
Transposition Substitution 
ARME COUP RATS - ARTS HAUT - TOUT 
GARE LOIN USER - SUER PART - MORT 
RUSE ROIS ANGE - NAGE JOUR - PEUR 
CRIE NAGE RAME - ARME SOIN - JUIN 
TOUR AUBE GARE - RAGE FOND - BORD 
CUIR FOIS DURE - RUDE NOTE - ROBE 
TRIE FOIN CAFE - FACE DAME - FACE 
MOIS MORT SOIF - FOIS BAIE - BOUE 
LEVA LIRE SOIR - ROIS COTE - CAFE 
LOGE RUDE SAIT - TAIS ARME - ANGE 
PAYS CAGE LOIN - LION PIPE - PUCE 
TAIS ROBE BARS - BRAS SENS - SANG 
RACE SANG CIRE - CRIE FAIT - FOIS 
BRAS GENS TIRE - TRIE MAIN - MOIS 
JUIN RAGE GARE - GERA BOIS - TOIT 
PURE CHEF LAVE - LEVA LOUP - TOUR 
BORD COUR LEGO - LOGE VENT - GENS 
ANSE DAME LIER - LIRE PAGE - PAPA 
PUCE ARTS PUER - PURE CHAT - CHEF 
SUER DURE ANES - ANSE COIN - COUR 
PAPA TOIT POIL - POLI PAYS - PAIN 
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V. Listes des pseudo-mots de 4 lettres (études chez les 
enfants) 
 
Liste de pseudo-mots utilisés dans la tâche de comparaison de séquences de lettres pour 
les paires identiques et différentes (transposition ou substitution de deux lettres dans la 
seconde séquence présentée).  
 
Paires 
identiques 
Paires différentes 
Transposition Substitution 
ATOS ESUT ASOT - ATOS ESUT - ASOT 
TIFA GIMA FITA - TIFA GIMA - FITA 
RIAM DIAS MIAR - RIAM DIAS - MIAR 
TERL LIRD LERT - TERL LIRD - LERT 
IMAT MIOS MIAT - IMAT MIOS - MIAT 
GORI BRAI GROI - GORI BRAI - GROI 
ROIL BOLU ROLI - ROIL BOLU - ROLI 
BATS BAFL BAST -BATS BAFL - BAST 
TSIA DRAI TSAI- TSIA DRAI - TSAI 
IRGE IBLE IGRE -IRGE IBLE - IGRE 
HIEL HOIS HEIL - HIEL HOIS - HEIL 
ERTI IFME IRTE - ERTI IFME - IRTE 
AMET ESAR EMAT - AMET ESAR - EMAT 
OIST IART IOST - OIST IART - IOST 
BOLI GNOI BLOI - BOLI GNOI - BLOI 
STRI LURT SIRT - STRI LURT - SIRT 
TREA ERDI ERTA - TREA ERDI - ERTA 
MIAS ITUS IMAS- MIAS ITUS - IMAS 
IGRE TURE GIRE - IGRE TURE - GIRE 
MORI MOUT MOIR - MORI MOUT - MOIR 
GIRU STUI GRUI -GIRU STUI - GRUI 
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VI. Listes des non-mots de 4 lettres (études chez les enfants) 
 
Liste de pseudo-mots utilisés dans la tâche de comparaison de séquences de lettres pour 
les paires identiques et différentes (transposition ou substitution de deux lettres dans la 
seconde séquence présentée).  
  
Paires 
identiques 
Paires différentes 
Transposition Substitution 
LDTM BHSR GSMH - SGMH BLHT - GRHT 
FBSH GDRL RSGF - SRGF FRHM - GLHM 
SFLT MGFB TRSF - RTSF MLBF - SGBF 
MHGT SDLT DTSG - STDG DLRS - MLTS 
RTMH HFRG HSTR - TSHR GRDS - BRFS 
DFTB FDMT SMFL - FMSL RLSH - MLGH 
TBMD RGLT GTRH - HTRG FMHB - SMHL 
HBGS DBMF LSRG - GSRL MTLB - RTLS 
LBST TGBH TMSG - GMST SHRF - LHRD 
BFGR LFMD DSHB -DHSB GLHR - GBTR 
GFSR MDHG FTSR - FSTR RHLG - RSBG 
FGML SRTH HRML -HMRL STFD - SHLD 
MBLD GHTS MSRD - MRSD TLGD - TBFD 
DHRL DGTH BTFG - BGFT BMLH - BTLD 
RFST HDSF HTRL - HLRT HMBT - HDBL 
TFLS RDTH LRTD - LDTR SGRT - SFRH 
HGSF LTDF RTGM -RMGT TSHF - GDHF 
SBTG SDRH FSMR - FSRM DMLF - DMHS 
BGLS MTBD LTGB - LTBG FLSB - FLTG 
GBTM BDSG MRHG - MRGH LMDB - LMFH 
FLDM   TSHB SRLT - SRTL THMG - THDR 
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VII. Listes des non-mots de 5 lettres (étude chez l’adulte) 
 
Liste de pseudo-mots utilisés dans la tâche de comparaison de séquences de lettres pour 
les paires identiques et différentes (transposition ou substitution de deux lettres dans la 
seconde séquence présentée).  
 
Paires identiques 
  Paires différentes 
  Transposition   Substitution 
FPSLB   DBLFR   1/2_MTFBH   1,2_DFHPL 
FRMBL   DSBLH   1/2_SHBLR   1,2_SRLHD 
HBSLM   FBLSM   1/3_MTRLB   1,3_LMFHR 
HDBSP   HFMDT   1/3_SBDRF   1,3_LRMFT 
LBHRT   HSDTM   1/4_MPDBF   1,4_MHBDS 
LFBTS   LFPHM   1/4_TPMSB   1,4_TBLMR 
LTMDB   LPTRD   1/5_PTMBH   1,5_RHPMT 
MHLRF   MFLHS   1/5_TSFRD   1,5_SDMRL 
MRTPS   PHTDR   2/3_LBDPF   2,3_RTHFD 
PLHMR   PSBMF   2/3_PLBSR   2,3_TDBMR 
RMTPL   PSHLD   2/4_LBMDR   2,4_FDLRT 
RSPTH   RFLBT   2/4_RFDTP   2,4_HPFDB 
SBHDP   RMDFP   2/5_DTRSH   2,5_PFSHT 
TBDLP   RMHFT   2/5_PLTBS   2,5_PLRTD 
TMPHS   SDPMF   3/4_FTPHB   3,4_HPSRM 
BHTMF   SHRMP   3/4_RFBMH   3,4_MSTLB 
BMPTS   SLTFR   3/5_DRTSB   3,5_BFDSL 
BTRHF   SPMBT   3/5_RHBTF   3,5_HDSTF 
DMBFL   TBFRL   4/5_BLPMH   4,5_DBTHP 
FDPSM   TLHBM   4/5_SPFRH   4,5_FSDBH 
 
1/2 = transposition entre les lettres en position 1 et 2 dans la séquence 
1,2 = substitution entre les lettres en position 1 et 2 dans la séquence 
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VIII. Article accepté à la publication 
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IX. Article Soumis à Neurospychologia 
Role of the superior parietal lobules in letter-identity processing within 
strings: FMRI evidence from skilled and dyslexic readers 
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Abstract 
Traditionally, the ventral occipito-temporal (vOT) area, but not the superior parietal lobules 
(SPLs), is thought as belonging to the neural system of visual word recognition. However, 
some dyslexic readers who exhibit a visual attention span disorder – i.e. poor multi-element 
parallel processing – further show reduced SPLs activation when engaged in visual multi-
element categorization tasks. We estigated whether these parietal regions further contributed 
to letter-identity processing within strings. Adult skilled readers and dyslexic participants with 
a visual attention span disorder were administered a letter-string comparison task under fMRI. 
Dyslexic adults were less accurate than skilled readers to detect letter identity stitutions within 
strings. In skilled readers, letter identity differences related to enhanced activation of the left 
vOT. However, specific neural responses were further found in the superior and inferior 
parietal regions, including the SPLs bilaterally. Two brain regions that specifically related to 
stituted letter detection, the left SPL and the left vOT, were less activated in dyslexic 
participants. These findings point to a role of the left SPL in letter identity processing within 
strings. They suggest that the left SPL, like the left vOT, may contribute to the early phase of 
visual word processing in reading. 
 
Keywords 
Parietal cortex; Word form system; Developmental dyslexia; Reading; Letter string 
processing; Visual word recognition. 
  
 
Introduction 
 A large body of research has supported difficulties with phonological processing as the 
core disorder in developmental dyslexia (Bishop & Snowling, 2004; Ramus, 2003; Vellutino, 
et al., 2004). Accordingly, a number of left hemisphere language-related regions have been 
described as showing atypical function in individuals with dyslexia (Démonet, et al., 2004, for 
a review). olvement of the left inferior frontal gyrus (for phonological short-term memory and 
phonological processing; Dufor, et al., 2007; Heim, Eulitz, & Elbert, 2003), the left superior 
temporal gyrus (for speech sound analysis and letter-sound mapping; Blau et al., 2010; 
Brambati et al., 2006; Paulesu, et al., 2001) and the left temporo-parietal areas (for letter-to-
sound conversion; Aylward et al., 2003; Price & Mechelli, 2005; Temple, et al., 2003) is well 
in line with the phonological theory of developmental dyslexia (Snowling, 2000). A further 
brain region, the left inferior temporal area that more specifically relates to visual recognition 
of letter strings (Dehaene & Cohen, 2011) has also been reported as consistently impaired in 
developmental dyslexia (Richlan, et al., 2011). However, there is now strong evidence that all 
dyslexic children do not have a phonological disorder (Vidyasagar & Pammer, 2010). A 
visual attention span disorder – a parallel letter string processing impairment due to reduced 
visual attention capacity – has been found to account for the poor reading outcome of a group 
of dyslexic individuals (Bosse, Tainturier, et al., 2007). Some studies have identified the 
superior parietal lobules (SPLs) as visual attention (VA) span brain correlates (Peyrin, et al., 
2011; Peyrin, Lallier, Démonet, et al., 2012). These regions are specifically activated when 
the task requires multi-element processing, regardless of the alphanumeric or non-
alphanumeric nature of the stimuli to be processed (Lobier, Zoubrinetzki, et al., 2012). 
However, evidence for SPL olvement in developmental dyslexia derives from tasks that did 
not directly relate to reading but required multi-element visual categorization. Thus, no direct 
evidence was provided for this region to be olved in letter identification within strings. 
Moreover, typically this brain region is not recognized as part of the reading network, 
although being olved in reading under some specific conditions (Cohen, et al., 2008; Valdois, 
et al., 2006). As letter identification is a necessary component process of word recognition, 
the current study aimed at exploring whether the SPLs are olved in letter identity encoding 
within strings thus contributing to the early phase of the reading process. 
 
 
 
  
 
Role of the left ventral occipito-temporal (vOT) cortex in word recognition 
The report of cases of pure alexia showed that some regions of the neural system are 
dedicated to visual word recognition. Pure alexia is an acquired deficit of reading that results 
from lesions of the left vOT (Cohen et al., 2003; Leff et al., 2001; Leff, Spitsyna, Plant, & 
Wise, 2006; Warrington & Shallice, 1980). Numerous neuroimaging studies of reading have 
identified part of this cortical region – namely the ‘Visual Word Form Area’ (VWFA) – as 
playing an important role in visual word recognition (Cohen, et al., 2000; Cohen, et al., 2002; 
Dehaene & Cohen, 2011). There is evidence that the VWFA shows specialization for letter 
strings over objects (Szwed et al., 2011). Its activity is strictly visual (Dehaene, et al., 2002), 
yet ariant for spatial location (right or left visual field) (Cohen, et al., 2000), or typographical 
characteristics (Dehaene, et al., 2001). Left vOT activity increases with word visibility and 
this perceptual sensitivity to word visibility correlates with the ability to quickly read words 
by sight (Ben-Shachar, et al., 2011). Further, this brain region is sensitive to word frequency 
(Bruno, et al., 2008). Thus, it is widely accepted that the left vOT encodes the abstract identity 
of strings of visual letters on the basis of fast and parallel processing of letter identification 
(Adelman, 2011; Cohen, et al., 2000; Tagamets, et al., 2000; Vigneau, et al., 2005). However 
in line with the recycling hypothesis (Dehaene & Cohen, 2007), the left vOT cortex is not 
exclusively activated by words but further responds to pseudowords, consonant strings or 
even objects’ line drawings or false font strings, thus suggesting a more general olvement in 
the identification of multi-element “objects” (Inhoff & Tousman, 1990). Thanks to its general 
property in multipart object processing, the vOT area plays a crucial role in the perceptual 
expertise required for reading. 
The vOT area further belongs to the network of brain areas olved in developmental 
dyslexia (Wandell, et al., 2012). Reading skills in children with dyslexia correlates with the 
magnitude of vOT cortex activation (B. A. Shaywitz, et al., 2002). In their meta-analysis of 18 
studies, Richlan et al. (2011) found support for a dysfunction of the vOT cortex in both 
children and adults with developmental dyslexia. They reported age modulated activations 
within this region and located the peak of age difference within the VWFA. In a longitudinal 
study of children with familial risk of dyslexia, Maurer et al. (2007) found reduced 
electrophysiological tuning in vOT area for those kindergarten children who showed a 
specific reading disorder two years later. This result clarifies that in dyslexia visual tuning for 
print is reduced from the early phase of reading acquisition. A similar reduction was reported 
for adults with developmental dyslexia (Helenius, et al., 1999). Thus there is strong evidence 
  
 
that the vOT region develops into a fast word recognition system over time and that a failure 
to recruit the vOT cortex characterizes developmental dyslexia. Specialization of this region 
in word identification may be due to its dense interconnection with language regions, so that 
reduced activation in developmental dyslexia may relate to the poor phonological skills and 
language disorder typically reported in dyslexic children (Price & Devlin, 2011; Wandell, et 
al., 2012). However, a growing body of evidence suggests that a set of dyslexic children 
exhibit a multi-element string processing disorder in the absence of any phonological 
disorder. 
 
A multi-element string processing disorder in developmental dyslexia 
There is strong evidence that dyslexic children exhibit a multi-element parallel 
processing disorder that reflects poor visual attention processes (Hawelka & Wimmer, 2005; 
Jones, Branigan, & Kelly, 2008; Pammer, et al., 2004; Pammer & Vidyasagar, 2005; Valdois, 
et al., 2003). Several studies have explored multi-element visual processing in dyslexic 
children using 5-consonant report tasks (Bosse, Tainturier, et al., 2007; Bosse & Valdois, 
2009; Valdois, et al., 2003; Valdois, et al., 2004). These tasks require identifying as many 
letters as possible or a single cued letter within 5–consonant letter strings that are briefly 
displayed. Impaired performance on these tasks was interpreted as reflecting a simultaneous 
processing disorder, known as a visual attention (VA) span deficit (Valdois, et al., 2004). This 
disorder prevents dyslexic children from processing as many letters in parallel as non-dyslexic 
children do. There is evidence that the VA span disorder is strictly visual since it is not 
affected by concurrent phonological processing (Valdois, Lassus-Sangosse, et al., 2012) and 
further extends to non-verbal tasks and non-verbal material (Lobier, Zoubrinetzki, et al., 
2012; Pammer, et al., 2004; Pammer & Vidyasagar, 2005). Furthermore, both group studies 
and single case studies have shown that the VA span disorder typically dissociates from 
phonological problems in developmental dyslexia (Bosse, Tainturier, et al., 2007; Lallier, et 
al., 2010; Valdois, et al., 2011; Valdois, et al., 2003). Research on typical development further 
showed that VA span abilities contribute to reading performance independently of the child’s 
phonological skills (Bosse & Valdois, 2009). They suggest a more specific olvement of VA 
span abilities in irregular word processing and reading speed, even if the VA span further 
contributes to pseudo-word reading. This is consistent with report of VA span disorders in 
children with a selective irregular word reading disorder (Dubois & Valdois, 2010; Valdois, et 
al., 2003) and in cases of mixed dyslexia (Valdois, et al., 2011). This disorder is interpreted as 
  
 
a reduction in the amount of visual attention that can be distributed over the letter string, so 
that the attentional load allocated to each letter within the string is not sufficient to allow 
accurate identification of the whole letters simultaneously. A reduced visual attention span 
would prevent normal processing of the whole word sequence, thus affecting words’ fast 
recognition in reading. In preventing identification of their whole constitutive letters, such a 
reduction would further impact normal processing of relevant multi-letter -lexical units, thus 
leading to impaired pseudo-word reading. A VA span disorder was expected to relate to lower 
activity in those brain regions specifically dedicated to attentional processing. 
 
Role of superior parietal lobules (SPLs) in letter string processing 
 The neural underpinnings of the VA span have been estigated in dyslexic individuals 
and skilled readers. Using categorization tasks under fMRI, Peyrin et al. (2011; 2008) 
identified the superior parietal lobules bilaterally (SPLs) as the neural correlates of VA span. 
Peyrin et al. (2011) estigated the VA span cerebral strates in normal reading children and in a 
group of dyslexic children chosen to have a VA span disorder at the behavioral level (i.e. poor 
performance on the letter report tasks). In this study, two flanked and isolated letter 
categorization tasks were designed which differently taxed visual attention. In typical readers, 
the more taxing flanked condition activated a broad parietal network including the SPLs while 
the less attention-demanding task of isolated stimuli did not. No significant activation in this 
area was found in dyslexic children suggesting a difficulty to recruit brain regions olved in 
attention demanding multi-element processing tasks. A second brain imaging study was 
conducted on two contrasted cases of developmental dyslexia to demonstrate that under-
activation of the SPLs was not just a correlate of poor reading outcome but specifically related 
to the VA span disorder (Peyrin, Lallier, Démonet, et al., 2012). This later study showed that 
lower SPLs activation was only found in the participant with a VA span disorder but not in 
the dyslexic participant who showed good VA span abilities but poor phonological processing 
skills. The SPLs may thus play a specific role in reading–related visual processing skills. To 
demonstrate SPLs specific olvement in multi-element processing efficiency, Lobier et al. 
(mitted) explored skilled readers’ brain activation while performing multiple and single 
element visual categorization tasks with alphanumeric (letters and digits) and non-
alphanumeric (Hiragana and pseudo-letters) characters under fMRI. Results showed higher 
activation of the SPLs for multiple than single element processing and similar activity 
regardless of character type. These findings suggest a specific role of the superior parietal 
  
 
regions in multi-character processing. However, available evidence for atypical SPLs 
activation in developmental dyslexia derives from categorization tasks that did not require 
identification of the stimuli to be processed. 
 
Purpose of the current study 
The present study aims to reveal the neurobiological underpinnings of letter-identity 
encoding and compare brain activation in healthy skilled readers and dyslexic adults. We used 
a visual letter-string comparison task in which letter identity was manipulated through the 
stitution of two letters within strings. From a methodological perspective, one particularly 
useful approach to such issues is to examine the process of letter perception in unreadable 
consonant strings (i.e. non-words). In this way, one can record responses relating to letter-
level (pre-lexical) processes while minimizing the influence of higher-level phonological and 
semantic processes or word-specific orthographic knowledge. A second issue was to limit 
presentation time to assess the neurobiological counterparts of letter identity encoding during 
multi-letter string parallel processing. In healthy skilled readers, the letter string comparison 
task was expected to elicit activation within both the left vOT area and the SPL bilaterally. 
Dyslexic individuals should show lower SPL and vOT activations during letter-identity 
processing within strings. 
 
Materials and method 
Participants 
Twenty-four native French speakers participated to the study: 12 adults with 
developmental dyslexia (four males; mean age ± S.D. = 24.9 ± 3.7 years) and 12 skilled 
readers (seven males; mean age ± S.D. = 26.2 ± 4.8 years). All participants were right-handed 
as assessed by the Edinburgh entory (Oldfield, 1971). They had normal or corrected-to-
normal visual acuity and no history of neurological or psychiatric disorders. Dyslexic 
participants had all a documented history of reading difficulties. They received a formal 
diagnosis of developmental dyslexia during childhood and reported persistent problems with 
reading and spelling. From a previously established procedure, four behavioural tests were 
used to further ascertain the diagnosis of developmental dyslexia: reading regular words (cut-
off latency between stimulus appearance on a computer screen and onset of ject’s oral 
response 660 ms), reading legal pseudo-words (cut-off latency 940 ms), reading aloud 50 
digits (mean time cut-off 18 s), spelling on dictation of 15 irregular frequent words (cut-off >4 
  
 
errors). Cut-offs were defined following a pre-experimental study olving a separate group of 
18 adult dyslexics and 65 controls; similar criteria were initially used in the European 
Dyslexia Study in Paulesu et al. (2001) and later in Ruff et al. (2002; 2003)’s and Silani et al. 
(2005)’s studies. jects were considered dyslexic when they scored out of cut-off on at least 
two of the four tests. They were further administered phonological (i.e. phoneme deletion, 
syllable deletion and spoonerisms) and letter report tasks to estimate their phoneme awareness 
and visual attention span abilities. Characteristics of the dyslexic participants are provided on 
Table 1. 
All the dyslexic participants had a normal verbal IQ (score > 85 on Wechsler Adult 
Intelligence Scale, WAIS III) but an unexpectedly low reading level (mean reading age ± S.D. 
= 10.3 ±.1.7), as established using the Alouette Reading Test (Lefavrais, 1965). They showed 
a phonological disorder with significantly lower performance and/or slower speed than 
expected on all four phonological tasks. They further exhibited a VA span disorder using the 
global report paradigm in which they had to report as many letter names as possible from a 
briefly displayed 5 consonants string. The dyslexic participants reported significantly fewer 
letters than controls (mean = 89.5, t = -3.45, p = .002) on this task, thus showing reduced VA 
span abilities. None of the skilled readers reported any learning impairment for reading or 
spelling. They showed an expert reading level on the Alouette Reading Test. All participants 
gave their informed written consent for the experiment and the study was approved by the 
local ethic committee. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Tableau 19 : Caractéristiques des participants dyslexiques 
Tasks DYS  (SD) Z-score 
Reading  
     Words (n=40) 
            Accuracy 38.3 (1.7)    -3.4*** 
            Speed (s) 0.8 (0.1)    -4.1*** 
    Pseudo-Words (n=40) 
            Accuracy 30.9 (5.2)    -4.6*** 
            Speed (s) 1.0 (0.2)    -2.5** 
Phoneme awareness 
     Phoneme deletion (n=40) 
            Error rates 7.6 (4.8)    -2.0* 
            Speed (s) 159.8 (68.7)    -3.2*** 
     Syllable deletion (n=20) 
            Error rates 3 (3.2)    -1.4 
            Speed (s) 136.7 (68.9)    -3.5*** 
     Spoonerisms (n=12) 
            Error rates 4.3 (2.0)    -2.7** 
            Speed (s) 211.2 (75.6)    -3.6*** 
     Visual rhymes (n=40) 
            Error rates  7.8 (3.1)    -0.9 
            Speed (s) 1.6 (0.2)    -1.6* 
Spelling 
     Irregular Words (n=15) 
            Error rates 7.4 (2.7)    -2.3** 
     Pseudo-Words (n=15) 
            Error rates 2.9 (1.8)    -0.9 
Visual Attention Span 
    Global report (n=100) 89.5 (7.5)    -2.4** 
Abbreviations: DYS= dyslexic participants 
*
 p < .05 ; ** p < .01 ; ***p < .001 
 
Stimuli 
Stimuli were random 5-letter strings built up from 10 upper-case consonant letters (B, 
G, T, F, L, M, D, S, R and H). Stimuli were framed, embedded in hashes (e.g., # #  L  F  T  D  
R  # #) and immediately followed by a pattern mask of 7 hashes (# # # # # # #). The 
framework was added for comparison with the control condition. The distance between 
adjacent letters/hash was 1.2° to minimise lateral masking. The stimuli consisted of two 
successive letter strings made up either of two identical letter strings (identical pairs) or of 
two different letter strings (different pairs). The strings were displayed at the centre of the 
screen for 200 ms in order to avoid useful ocular saccades and constrain parallel processing. 
The array tended an angle of approximately 6.8°. Figure 1 provides a schematic 
representation of the experimental design.  
 
  
 
 
Figure 47 : Représentation schématique du paradigme expérimental en IRMf 
 
All stimuli were written in black and displayed on a grey background (RGB: 160, 160, 
160) to avoid eyestrain. Stimuli were delivered with Presentation® software (Neurobehavioral 
system®) on an ACER laptop computer connected via optic fibers (NordicNeuroLab®) to 
MRI-compatible devices (an adjustable visual system coil mounted display for the visual 
stimulus presentation and 2-button response box). 
 
Experimental task 
Participants had to perform a perceptual matching task in two stitution and frame 
conditions. The stitution condition is a letter string comparison task in which we manipulated 
the stitution of two letters within strings. They were instructed to fixate the central fixation 
cross and had to judge whether the two successively presented strings were strictly identical 
(condition -Id; e.g., FBSHM, FBSHM) or not. Half of the pairs were made of identical strings, 
the other half pairs differed by two letters that were stituted (condition -Dif; e.g., TSHFL, 
TGHML). Note that letter identity was explicitly manipulated in the -Dif condition alone. 
This condition thus constitutes our main experimental condition. In the control condition 
(frame condition), the two strings of the pair were identical and participants were asked to 
focus on the frame, not the letters. They had to judge whether the frame was present for the 
two strings (condition Frame-Id) or not (condition Frame-Dif). There were 40 trials for each 
block, half with identical pairs (i.e. two framed strings) and half with different pairs (i.e. one 
framed letter-string, the other not). Trial order was pseudo-randomized within blocks. 
 
 
  
 
Event-related fMRI experimental design 
Pseudo-randomized ER-fMRI paradigms were used to optimize the onset of each type 
of stimuli (Friston, et al., 1999). Each participant performed 2 ER-fMRI consecutive sessions. 
The order of fMRI sessions was counterbalanced across participants. For each session, 40 
pairs of stimuli were displayed: 20 identical letter-string pairs, 20 different letter-string pairs. 
In addition, 25 null-events (five of them at the end of the session) were included in each 
session in order to provide an appropriate baseline measure (Friston, et al., 1999). Null-events 
were composed of a gray screen and a black fixation cross sized 0.3° of visual angle displayed 
at the centre of the screen. This central fixation cross was also displayed between stimuli in 
order to encourage participants to fixate the centre of the screen. For each functional session, 
three initial dummy scans were performed in order to stabilize the magnetic field. After 
dummies, 78 functional volumes were acquired during each session of the string comparison 
experiment. The averaged inter-stimulus interval was 3 s. The total duration of each 
functional session was 3’25”. Response accuracy and reaction times in milliseconds were 
recorded. Before the experiments, participants underwent a training session outside the 
scanner, with stimuli that differed from those used in functional sessions.  
 
MR acquisition 
Event-related data acquisition was performed with a Philips Achieva® (3T) MRI system 
equipped for echo-planar imaging (EPI). Prior to the functional runs, 3D T1-weighted images 
(field of view = 256 x 256 x 190 mm, matrix size = 256 x 175 mm, spatial resolution = 1 
mm3/voxel) were collected for each participant. For functional scans, the manufacturer-
provided gradient-echo/T2* weighted EPI method was used. Each volume consisted of 41 
continuous slices (thickness = 3.5 mm) parallel to the AC-PC line, to cover the entire brain, 
including the cerebellum (AC-PC line on the 20th slice) in an interleaved acquisition order. 
The in-plane voxel size was 2.38 x 2.4 mm (230 x 230 mm field of view acquired with a 96 x 
96 pixel data matrix). The time interval between two successive acquisitions of the same slice 
(TR) was 2500 ms with a flip angle of 90° and 35 ms echo time. 
 
Data processing 
Data analysis was performed by using the general linear model (Friston, 1995) as 
implemented in SPM8 (Welcome Department of Imaging Neuroscience, London, UK, 
http://www.fil.ion.ucl. ac.uk/spm) where each event is modelled using a hemodynamic 
  
 
function model. Data analysis started by applying several spatial pre-processing steps. First, 
functional volumes were time-corrected with the 21th slice as reference, in order to correct 
effects caused by the different acquisition time of each slice. sequently, all volumes were 
realigned to correct head motion using rigid body transformations. The first volume of the 
first ER-fMRI session was taken as reference volume. The T1-weighted anatomical volume 
was co-registered to mean images created by the realignment procedure and was normalized 
to the MNI space using a trilinear interpolation. The anatomical normalization parameters 
were sequently used for the normalization of functional volumes. Finally, each functional 
volume was smoothed by an 8 mm FWHM (Full Width at Half Maximum) Gaussian kernel. 
Time series for each voxel were high-pass filtered (1/128 Hz cutoff) to remove low-frequency 
noise and signal drift. 
After these pre-processing steps, statistical analyses were performed on functional 
images. Four conditions (identical and different pairs for the stitution and frame conditions) 
were modeled as four regressors convolved with a canonical hemodynamic response function 
(HRF): -Id, -Dif, Frame-Id, Frame-Dif. Movement parameters derived from realignment 
corrections (three translations and three rotations) were also entered in the design matrix of 
each experiment as additional factors. The general linear model was then used to generate 
parameter estimates of activity at each voxel, for each condition, and each participant. 
Statistical parametric maps were generated from linear contrasts between the HRF parameter 
estimates for the different experimental conditions. 
At the individual level, we first assessed the whole network of cerebral areas olved in 
each condition (stitution and frame) by contrasting interest condition (identical and different 
pairs for the stitution and frame) to the baseline (crosshair fixation). Then, we identified the 
cerebral areas specifically olved in the letter identity encoding processes by contrasting 
stitution to frame conditions ([-Id > Frame-Id] and ([-Dif > Frame-Dif] contrasts). We then 
performed a separate random-effect group analysis for controls and dyslexics on the contrast 
images from the individual analyses (Friston et al., 1998), using one-sample t-tests. Finally, 
two-sample t-tests were performed in order to statistically compare brain activity between 
controls and dyslexics on the relevant contrasts. Clusters of activated voxels were then 
identified, based on the intensity of the individual responses (p < 0.001 uncorrected for 
multiple comparisons, T > 4.02, extended threshold of 15 voxels). To facilitate comparisons 
with other studies, a transformation of MNI into Talairach and Tournoux (1988) coordinates 
was performed using the MNI2TAL function (created by Matthew Brett, available at 
http://www.mrc-cbu.cam.ac.uk/Imaging). 
  
 
Analysis was finally completed by statistically comparing activity for skilled and 
dyslexic readers within regions of interest (ROIs). A set of a priori ROIs were defined using 
predefined masks from the Wake Forest University (WFU) PickAtlas (Maldjian, et al., 2003). 
ROI masks were created with the automated anatomical labelling atlas, which uses an 
anatomical parcellation of the MNI MRI single-ject brain and sulcal boundaries to define each 
anatomical volume. All ROIs were constructed using the SPM Marsbar toolbox 
(http://marsbar.sourceforge.net). Parameter estimates of event-related responses were then 
extracted from these ROIs for each participant. 
Previous research has linked behavioral deficits in simultaneous visual processing 
in dyslexia to lower activation in parietal brain areas, and more specifically in the superior 
parietal lobule bilaterally and the left inferior parietal lobule lobule (Peyrin, et al., 2011; 
Peyrin, Lallier, Démonet, et al., 2012). Atypical activation patterns in dyslexia have been 
also observed in the left inferior frontal areas – including Broca’s area – implicated in 
output phonology and articulatory processing (Paulesu, et al., 1996; S. E. Shaywitz, et 
al., 1998; Wimmer et al., 2010b). Other research showed a deficit in activation in ventral 
pathway of reading centered in the left middle and inferior temporal gyrus (Démonet, et 
al., 2004; Paulesu, et al., 2001). Thus, six a priori defined cortical ROIs were estigated: left 
SPL, BA 7; right SPL, BA7; left IPL; BA 40; right IPL, BA 40; left IFG, BA 44; left ITG, BA 
37. 
 
Results 
Behavioural results 
 As shown on Figure 2, both dyslexic and skilled readers showed a high accuracy 
performance on both the identical and the different pairs. Data were corrected with Arcsinus 
transformation and log transformation for the percentage of correct responses (CRs) and 
  
 
median reaction times (RTs) respectively, so that variables had normal distribution.
 
Figure 48 : Mean percentage of correct responses and Mean correct reaction times in ms for the 
identical and different pairs of the stitution ( Id and  Dif) and Frame (FRAME Id and FRAME dif) 
conditions for the two groups of skilled and dyslexic readers. 
 
ANOVAs were performed on the mean percentage of correct responses and mean 
median correct reaction times with the two Experimental conditions (stitution vs. Frame) and 
the Similarity of pairs (identical vs. different) as within-ject factors and Groups (controls vs. 
dyslexics) as between-jects factor. Tukey HSD test were used for post hoc comparisons. 
The ANOVA on mean CRs showed a significant main effect of Group [F1, 22 = 9.36, p 
< .01] and Task [F1,22 = 79.52, p < .0001]. Dyslexic adults were less accurate than controls 
and the Frame condition easier than the stitution condition. The ‘Task x Group’ interaction 
was not significant [F1,22 < 1] suggesting similar effects of the task for both skilled readers 
and dyslexic participants. Similarly, the ‘Task x Similarity’, ‘Similarity x Task’ and ‘Task x 
Similarity x Group’ interactions were not significant [F1,22 = 1.24, p = .28 and F1,22 < 1, 
respectively]. Planned comparisons between groups were performed because of our a priori 
hypothesis of disturbed processing in letter identity encoding in dyslexics. Dyslexics were 
significantly less accurate than skilled readers in the stitution task (88% ± 8 vs. 81% ± 11; 
F1,22 = 6.30, p < .05). Their performance was similar on the identical and different pairs of the 
stitution condition (79.2% ± 11.2 vs. 83.3%  ± 10.5, F1,22 = 1.09, p = 0.31). 
The ANOVA on mean RTs showed that dyslexics responded as fast as skilled readers 
[F1,22 < 1]. RTs were as fast for the Frame as the stitution condition, in the whole population 
[F1,22 = 3.27; p = .08]. Results showed a significant ‘Task x Group’ interaction [F1,22 = 8.98, p 
< .01]. This interaction was due to faster reaction times for the Frame than the stitution 
  
 
condition for dyslexic participants only (F1, 22 = 11.54, p < .01; Skilled readers: F1,22 < 1). 
However, planned comparisons showed no significant difference between skilled readers and 
dyslexic participants for either the stitution (594 ± 128 ms vs. 715 ± 241 ms, F1, 22 = 2.35, p = 
.14) or the Frame condition (612 ± 109 ms vs. 604 ± 134 ms, F1,22 < 1). The ‘Similarity x 
Group’ interaction was not significant for either task (both tasks: F1,22 < 1). Finally, the ‘Task 
x Similarity x Group’ interaction was not significant (F1,22 < 1). 
Overall, dyslexic adults performed lower on the stitution than the Frame condition and 
took more time to respond. They were significantly less accurate than controls on the stitution 
condition but showed no accuracy-speed trade-off on this condition. 
 
FMRI results 
FMRI data from skilled readers showed that the stitution condition on different pairs 
([-Dif > baseline] contrast, see Table 2 and Figure 3) specifically activated a large fronto-
parietal-temporal network including the left and right superior and inferior parietal lobules 
(SPLs and IPLs), the left supramarginal gyrus (SMG), the left and right superior temporal 
gyri, the left inferior and middle temporal gyrus (ITG) extending to the fusiform gyrus (FG), 
the right and left middle frontal gyrus, and the left inferior frontal gyrus (IFG). Other areas 
were also activated (left precentral gyrus, left postcentral gyrus and the cerebellum), possibly 
in relation with other processes olved in the task (e.g., motor response). Dyslexic adults only 
showed an activation of the right middle frontal gyrus at the statistical threshold used to 
identify clusters of activated voxels in skilled readers (p < 0.001 uncorrected). Contrary to 
skilled readers, they did not show any activation of either the parietal or temporal cortex when 
processing letter strings that differed by two stituted letters. Three further regions – the right 
SPL, right and left IPL-- were found activated at a less restrictive threshold (p < 0.005 
uncorrected). It is however noteworthy that none of the two regions (left SPL and left ITG) 
that were more specifically olved in the stitution condition in skilled readers were found 
activated in dyslexic participants, even at this less restrictive threshold. 
When focusing on the identical pairs of the stitution condition ([-Id > baseline] 
contrast), activation was globally weaker. Skilled readers only activated the left IFG, and the 
left SPL and IPL at a less restrictive threshold (p < 0.005 uncorrected). Dyslexic adults, like 
controls, showed significant activation of the left IPL. Further activity was observed in the 
right SPL, instead of the left SPL in controls. 
 
  
 
 
Figure 49 : Cerebral regions activated by skilled readers and dyslexic participants during the 
stitution condition considering the different pairs relative to baseline ([-Dif > Baseline] contrast) or 
relative to the control condition ([-Dif > FRAME-Dif] contrast). Relative to controls, dyslexic participants 
showed no significant activation within the parietal cortex (BA 7 and BA 40) bilaterally, the left inferior 
gyrus (BA 44) and the left inferior temporal (BA 37) areas when processing stituted letter strings. 
 
Tableau 20 : Cerebral regions activated during the letter string comparison task for the stitution 
condition relative to baseline ([-Id > baseline] and ([-Dif > baseline] contrasts) and relative to the frame 
condition ([-Id > Frame-Id] and [-Dif > Frame-Dif] contrasts) for the healthy skilled and dyslexic readers 
considering the identical and different pairs. The statistical significance threshold for individual voxels 
was set an uncorrected p < 0.001 (T > 4.02). For each cluster, the Talairach coordinates (x, y, z) of the 
peak and the spatial extent (k) are indicated. 
 
 
 
Skilled readers Dyslexic adults 
x, y, z k x, y, z k 
[-Id > baseline]     
Parietal cortex     
       Left inferior parietal lobule (BA 40) -44, -41, 30* 66* -46, -46, 45 18 
       Left superior parietal lobule (BA 7) -40, -50, 54* 15* -  
       Right superior parietal lobule (BA 7)   32, -65, 51 47 
Frontal cortex     
       Left inferior frontal gyrus (BA 44) -48, 25, 1 15   
     
[-Dif > baseline]     
Parietal cortex     
       Left superior parietal lobule/precuneus 
(BA 7) -22, -63, 53 669 -  
              [Left inferior parietal lobule (BA 40)] -50, -35, 48  -42, -52, 54* 82* 
       Left supramarginal gyrus (BA 40) 30, -47, 32 76 -  
       Right superior parietal lobule (BA 7) 30, -48, 50 317 39, -59, 58* 81* 
              [Right precuneus (BA 7)] 26, -71, 50  -  
              [Right inferior parietal lobule (BA 40)] 38, -38, 48  53, -37, 46* 38* 
       Left postcentral gyrus (BA 1/2/3) -63, -18, 23 20   
Temporal cortex     
       Left superior temporal gyrus (BA 22) 51, 5, -9 115 -  
       Right superior temporal gyrus (BA 22) -46, 13, -6 185 -  
       Left inferior temporal gyrus (BA 20) -48, -22, -16 28 -  
       Left middle temporal gyrus (BA 21/37) -48, -37, -2 65 -  
       Left fusiform gyrus (BA 37) -55, -49, -16 23 -  
Frontal cortex     
       Right middle frontal gyrus (BA 9, 46, 10) 53, 18, 40 87 44, 50, -6 50 
 53, 32, 15 57   
 42, 55, 8 55   
       Left middle frontal gyrus (BA 9, 10) -51, 12, 40 114   
 -36, 36, 13 134   
  
 
       Left inferior frontal gyrus (BA 44) -59, 16, 18 52   
       Left precentral gyrus (BA 4/6) 36, -2, 44 32   
     
Cerebellum 34, -63, -19 662 -  
 -38, -63, -19 242   
     
[-Id > Frame-Id]     
No significant voxel -  -  
     
[-Dif > Frame-Dif]     
Parietal cortex     
       Right superior parietal lobule/precuneus 
(BA 7) 24, -71, 48 137 -  
 32, -60, 49 29   
       Right inferior parietal lobule (BA 40) 63, -32, 20 22   
       Left superior parietal lobule/precuneus 
(BA 7) -20, -64, 49 56 -  
       Left inferior parietal lobule (BA 40) -30, -47, 32 18 -42, -32, 26* 57* 
       Left supramarginal gyrus (BA 40) -40, -55, 34 31 -  
       Left angular gyrus (BA 39) -22, -62, 34 71 -  
Temporal cortex     
       Left fusiform gyrus (BA 21) -36, -11, -21 18 -  
Frontal cortex     
       Left inferior/middle frontal gyrus (BA 
46/10) -38, 32, 11 158 -  
 -36, 47, -2 31   
       Right middle frontal gyrus (BA 47, 10, 9) 22, 35, 0 74 -  
 48, 47, 7 69   
 53, 19, 38 15   
Cerebellum -26, -38, -32 18 -  
     
 
Those brain regions specifically olved in letter string processing were identified by 
contrasting the stitution and control frame conditions, for the identical and different pair trials. 
For skilled readers, the [-Dif > Frame-Dif] contrast revealed that the stitution condition 
elicited greater neural activity than the frame condition within the parietal cortex (including 
the left and right SPL, the left and right IPL, the left SMG, the left angular gyrus), the middle 
frontal gyrus bilaterally and the left fusiform gyrus. For dyslexic participants, only the left 
IPL was more activated in the stitution condition and evidence for such SPL activation was 
only found when using a less restricted threshold (p < 0.005 uncorrected). Finally, for both 
groups, no significant activation was obtained by contrasting the stitution condition to the 
frame condition on the identical pairs. 
A two-sample t-test was performed to statistically compare brain activation in dyslexic 
and skilled readers on the relevant contrasts (see Table 3 and Figure 4). For the stitution task 
on different pairs, the left SPL, the bilateral superior temporal gyrus, the left ITG, the 
occipital cortex, the bilateral IFG and left middle frontal gyrus were more activated in skilled 
readers than dyslexics. On identical pairs, the left superior frontal gyrus, the occipital cortex 
and the cerebellum were more activated in skilled readers than dyslexics. No significant 
activation was obtained for the opposite contrasts (Dyslexics > Skilled readers). 
 
  
 
 
Figure 50 : Cerebral regions differentially activated by skilled readers and dyslexic participants 
during the processing of different pairs in the stitution condition. Skilled readers exhibited stronger 
activation of the left superior parietal lobule, left inferior frontal gyrus and left inferior temporal gyrus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
Table 3. Brain activity comparison between skilled and dyslexic readers ([Controls > Dyslexics] 
contrast and [Dyslexics > Controls] contrast) for the stitution condition relative to the baseline considering 
the identical and different pairs ([-Id > baseline] and [-Dif > baseline] contrasts). The statistical 
significance threshold for individual voxels was set an uncorrected p < 0.001 (T > 4.02). For each cluster, 
the Talairach coordinates (x, y, z) of the peak and the spatial extent (k) are indicated. 
 
 
 
Controls > Dyslexics Dyslexics > Controls 
x, y, z k x, y, z k 
[-Id > baseline]     
Frontal cortex     
       Left superior frontal gyrus (BA 10) -28, 52, -4 19 -  
Occipital cortex     
       Left inferior occipital gyrus (BA 18) -26, -84, -4 24 -  
       Right middle occipital gyrus (BA18/19) 30, -93, 6 20 -  
Cerebellum -18, -50, -31 21 -  
 20, -77, -16 39   
 32, -81, -20 20   
     
[-Dif > baseline]     
Parietal cortex     
       Left superior parietal lobule (BA 7) -20, -66, 49 25 -  
Temporal cortex     
       Left superior temporal gyrus (BA 22) -44, 7, -5 34 -  
       Right superior temporal gyrus (BA 22) 53, 3, -9 51 -  
       Left inferior/middle temporal gyrus (BA 37) -46, -66, 2 851 -  
Occipital cortex     
       Left inferior occipital gyrus (BA 18) -26, -80, -9 204 -  
       Right middle occipital gyrus (BA18) 28, -91, 1 104 -  
Frontal cortex     
       Left inferior frontal gyrus (BA 44) -57, 18, 19 70 -  
       Left inferior/middle frontal gyrus (BA 46/10) -40, 40, 18 178 -  
       Left precentral gyrus (BA 4/6) -38, -1, 50 22 -  
       Right inferior frontal gyrus (BA 44) 44, 11, 22 15 -  
     
All peaks p < .001 uncorrected (random-effect analysis). 
Abbreviations: BA = Brodmann area; k = number of voxels in the cluster. 
 
The analysis was completed by statistically comparing dyslexic and skilled readers 
irrespective of normal brain activation by performing a region of interest (ROIs) analysis on 
predefined and standardized neuroanatomical areas using predefined masks from the ‘‘WFU 
Pickatlas’’ (Maldjian, et al., 2003). Based on skilled readers’ data on the [-Id > baseline] and 
[-Dif > baseline] contrasts and our a priori hypotheses of decreased activation within 
particular brain regions for the dyslexic participants, the six following a priori cortical ROIs 
were estigated: left SPL, BA 7; right SPL, BA7; left IPL; BA 40; right IPL, BA 40; left IFG, 
BA 44; left ITG and FG, BA 37 (Figure 5). Brain activity in these regions was mitted to 
separate repeated-measures ANOVAs with Groups (Dyslexics vs. Controls) as between-jects 
factor, the Experimental conditions (stitution vs. Frame) and Similarity of pairs (Identical vs. 
Different) as within-jects factors. Skilled readers showed stronger activation of the left SPL 
(F1,22 = 9.95, p < .01), the right SPL (F1,22 = 7.19, p < .05), the left IPL (F1,22 = 7.55, p < .05) 
and the left ITG/FG (F1,22 = 5.86, p < .05) for the -Dif than FRAME-Dif condition. Not any 
  
 
brain region was more activated for the -Id than the FRAME-Id condition in either skilled or 
dyslexic readers. Compared to skilled readers, dyslexic adults showed lower activation for the 
-Dif condition in the left SPL (F1,22 = 10.20, p < .01), left ITG/FG (F1,22 = 6.88, p < .05) and 
left IFG (F1,22 = 6.48, p < .05). Note that only the left IFG (F1,22 = 6.58, p < .05) was also more 
activated for skilled readers than dyslexics for the -Id condition. 
 
 
Figure 51 : Comparison of ROIs neural activity in skilled readers and dyslexic participants as a function 
of condition (stitution vs. Frame) and similarity of pairs (Identical vs. Different pairs). Difference between 
the average parameter of activity (% change relative to the global mean intensity of signal) calculated for 
skilled readers and dyslexics confirmed that the left superior parietal lobule, left inferior gyrus and left 
inferior temporal gyrus were less activated for the dyslexic than normal readers. The asterisk (*) indicates 
significant differences. 
  
 
 
Discussion 
The current study aimed at exploring the neurobiological correlates of letter identity 
encoding within strings in skilled and dyslexic adult participants. The dyslexic participants 
were a priori selected to have a parallel letter string processing dysfunction, thus a VA span 
disorder (Bosse, Tainturier, et al., 2007). They were administered a perceptual matching task 
in which they had to judge whether two successively and briefly displayed letter strings were 
identical or not. They further performed a control condition that required deciding whether 
two identical letter strings displayed in turn were both framed or not. The control condition 
olved similar visual processing and motor response as the experimental condition but 
attention was focused on the frame and letters had not to be processed. 
As expected, the dyslexic participants were less accurate than adult skilled readers to 
compare letter strings. They responded as fast as the controls as a whole but contrary to the 
controls, they took more time to judge whether two letter strings were identical or not than 
deciding whether the two strings were both framed or not. At the neurobiological level, three 
brain regions were found to respond more specifically to letter-identity differences within 
strings than frame differences, namely the right and left SPL (BA7), the left IPL (BA 40) and 
the left ITG (BA 37). However, only two of these regions, the left SPL and the left ITG 
showed significant activation enhancement for the different pairs’ comparison together with 
being less activated in dyslexic than control readers. Thus, the left SPL and left ITG more 
specifically relate to poor letter-identity encoding within strings in dyslexic individuals. 
Although it was activated during different pairs processing, the left IPL (SMG) does not 
distinguish dyslexic from control participants. This region is known as responding to letters 
but does not specifically relate to letter-strings and similarly responds during single-letter 
processing (Lobier, Zoubrinetzki, et al., 2012). Normal activation of the left IPL during 
different pairs processing but impaired activation of the left SPL and left ITG suggest a 
specific letter-identity within strings encoding disorder. Higher activation of the right SPL in 
the dyslexic group when the two letter strings differ may reflect higher right SPL sensitivity to 
attention demanding tasks (Lobier et al., mitted). Similar activation of this region in the 
dyslexic and control participants suggests that the two groups of participants were similarly 
engaged in the task. A large number of prior studies has emphasized the implication of the left 
IFG in vocal articulation (Démonet, et al., 1992; Démonet, et al., 1994b) and orthographic to 
phonological mapping (Fiez, et al., 1999; Heim, et al., 2005). Activation of this region by 
  
 
control participants in the two stitution conditions (identical AND different pairs) may reflect 
covert articulation of letter names during processing. Lower activation of this region in 
dyslexic than control participants may be a consequence of their poor visual letter-string 
processing abilities or the consequence of their additional phonological disorder. Lastly, 
weaker brain activation when processing identical pairs in the stitution condition may be the 
consequence of a repetition effect (Penney, Mecklinger, & Nessler, 2001; Rugg, Doyle, & 
Wells, 1995). 
Lower activation of the left inferior temporal cortex in dyslexic participants is a very 
robust finding (Maisog, et al., 2008; Richlan, et al., 2009). The comparison of underactivation 
maps in adults and children with dyslexia identified the left ITG, with more underactivation in 
the adult studies (Richlan, et al., 2011). Indeed although some evidence suggests that this 
region is recruited from the beginning of reading acquisition (Brem et al., 2010; Church, 
Coalson, Lugar, Petersen, & Schlaggar, 2008), it is well established that the left ITG, more 
specifically the portion of this region known as the VWFA develops visual tuning for print 
with expertise (Dehaene, et al., 2010). It is however noteworthy that failure to activate the left 
ITG was here observed in a population of dyslexic individuals chosen to have a VA span 
disorder. Evidence that even baboons can learn orthographic regularities suggests that 
information about letter identity within strings can be processed independently of any prior 
language knowledge (Grainger, Dufau, et al., 2012). This suggests that a failure to encode 
orthographic knowledge may not be necessarily driven by poor phonological abilities. 
Prototypical cases of developmental surface dyslexia provide further evidence of independent 
development of orthographic and phonological skills (Brunsdon, et al., 2005; Castles & 
Coltheart, 1996; Dubois, et al., 2007; Valdois, et al., 2003). However, our dyslexic 
participants further exhibited a phonological disorder. A phonological disorder is rather 
unlikely to affect performance on a perceptual matching task that did not require naming, 
however an impact of poor phonological skills on ITG tuning for orthographic information 
cannot be a priori discarded. 
A key finding of the current study is to show that in addition to the left ITG another 
brain region, the left SPL, further contributes to letter-identity processing within strings. The 
left SPL has been already identified as specifically olved in orthographic and letter string 
processing in skilled readers (Joseph, et al., 2006; Levy, et al., 2009; Pernet, et al., 2005). In 
typical readers, the SPL bilaterally were found activated in visual categorization tasks that 
required multi-element processing but no identity processing (Peyrin, et al., 2011; Peyrin, 
Lallier, Démonet, et al., 2012). These brain regions more specifically respond to letter strings 
  
 
than single letters (Lobier et al., mitted). However, the SPLs are not specialized for letter-
string processing. They are also activated by non-alphabetic multi-element strings, such as 
strings mixing geometrical shapes, pseudo-letters or Hiragana characters (Lobier et al., 
mitted). The SPLs are thus olved in pre-orthographic character string processing. The current 
findings show that these regions are not only olved in pre-orthographic processing but also in 
visual orthographic tasks that require multi-element letter identity processing. Traditionally, it 
is believed that the posterior parietal cortex that belongs to the dorsal visual processing stream 
codes for spatial location (the “where” system) whereas the ventral system codes for letter (or 
object) identity (the “what” system). The current findings suggest that letter identity 
processing within strings is not confined to the ventral pathway but further olves the dorsal 
visual pathway, more specifically the left SPL. Such findings are compatible with current 
knowledge on object visual processing, showing that the two dorsal and ventral visual neural 
systems process very similar visual information (Konen & Kastner, 2008; Xu & Chun, 2007, 
2009). The overall data thus point to a role of the posterior parietal cortex (i.e. SPLs) in letter 
string processing, thus suggesting olvement of this brain region in the early phase of visual 
word recognition. 
In the current study, dyslexic adults with poor VA span abilities underactivate both the 
left inferior temporal cortex AND the left superior parietal lobule during letter-identity 
processing within strings. Cooperation of the dorsal and ventral visual pathways during visual 
word recognition has already been emphasized (Rosazza, et al., 2009) and reading-related 
connectivity between the posterior parietal cortex and the inferior temporal cortex has been 
identified. Through resting-state connectivity estigation, Vogel et al. (2012) identified SPLs 
as belonging to the network associated with the VWFA. Significant connectivity between 
VWFA and SPLs was reported in typical readers but not found in dyslexic individuals (Van 
Der Mark, et al., 2009). Available data thus suggests olvement of the dorsal attention network 
in reading. While our data does not directly bear on the question of how the VWFA and SPLs 
contribute to reading acquisition, we speculate that these two regions might play a 
complementary role in perceptual learning and visual specialization. Although most reading 
models ignore the role of visual attention (Coltheart, et al., 2001; Harm & Seidenberg, 1999), 
the computational Multi-Trace Memory (MTM) model of reading (Ans, et al., 1998) to the 
contrary postulates that visual attention plays a key role in both skilled reading and reading 
acquisition (Valdois, et al., 2004). The implemented network includes a visual attention 
component that delineates the amount of orthographic information that is processed at each 
step of reading. After individuation of the orthographic information to be processed, this 
  
 
attentional component further identifies and encodes visual information on the input letter 
string under focus to match previously learned information about orthographic regularities in 
long-term memory. We speculate that the superior parietal lobules hold the attentional 
network that serves individuation and early visual processing of letter-strings in reading. In 
support of this hypothesis, disrupted activation of this dorsal attentional region was 
specifically reported in dyslexic individuals who showed a VA span disorder, thus a reduction 
of the number of letters they could simultaneously process in reading (Peyrin, Lallier, 
Démonet, et al., 2012). Further studies are required to determine how the two ventral (ITG 
and VWFA) and dorsal (SPLs) brain regions interact to ensure perceptual learning. 
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RESUME 
 
L’acte de lire représente une activité devenue parfaitement automatique et constitue un outil 
permettant de s’inscrire et de participer au monde social et culturel qui nous entoure. L’acquisition de 
la lecture requiert un apprentissage long et laborieux. Il repose sur la capacité des lecteurs à identifier 
correctement des stimuli visuels complexes à un degré tel qu’ils doivent pouvoir distinguer « lion » et 
« loin » ou « foin » en une seule et unique fixation. Par conséquent, le codage de l'identité et de la 
position de la lettre est crucial dans l'identification visuelle des mots. Ce travail de thèse s'inscrit dans 
ce cadre de recherche et présente deux objectifs principaux. Premièrement, nous voulions explorer la 
façon dont le codage de l'identité et la position de la lettre est modulé par le contexte orthographique 
au cours de l'acquisition de la lecture et dans le cadre de la dyslexie de développement. Les 
participants réalisaient une tâche de comparaison de séquences de lettres dans laquelle ils devaient 
juger si deux suites de lettres présentées successivement et brièvement étaient identiques ou 
différentes. L'identité et la position des lettres étaient manipulées par le biais d’une substitution ou 
d’une transposition de deux lettres au sein de la séquence. Des non-mots, des pseudo-mots et des mots 
ont été utilisés comme stimuli pour étudier les effets lexicaux et sub-lexicaux sur l'encodage des 
lettres. Les résultats montrent que le traitement orthographique (codage de l'identité et de la position 
des lettres) et la représentation lexicale sont soumis à des changements développementaux et sont 
altérés chez les enfants dyslexiques. Un trouble de l’empan visuo-attentionnel (VA), i.e. une capacité 
VA réduite, chez ces enfants dyslexiques permet de rendre compte de ces perturbations. 
Deuxièmement, nous voulions explorer, en utilisant l'IRMf, les substrats neurobiologiques du codage 
de l’identité et de la position des lettres en contexte non-mot chez des adultes normo-lecteurs et 
dyslexiques. Les normo-lecteurs montrent une forte activation dans les régions pariétales et l’aire 
occipito-temporale ventrale (VOT) en condition de substitution de lettres, tandis que ces activations 
sont absentes chez les dyslexiques. Chez les normo-lecteurs, la condition de transposition de lettres 
active un réseau cortical plus limité, incluant l’aire VOT, laquelle n'est pas activée chez les 
participants dyslexiques. Ces résultats conduisent à mieux le rôle des régions pariétales et VOT dans la 
phase précoce du traitement visuel des mots en lecture et dans le cadre de la dyslexie 
développementale. 
 
 
ABSTRACT 
 
With time and practice, reading becomes a fully automatized activity that acts as an essential tool 
for our insertion in the social and cultural world around us. The acquisition of reading is long and 
laborious and relies on the readers’ capacity to properly identify complex visual stimuli at such a fine 
degree that ‘causal’ must be discriminated from ‘casual’ within a single fixation. Consequently, letter-
identity and letter-position encoding are crucial for visual identification of words. This thesis work fits 
into this research framework and investigates two main issues. First, we aimed to explore how letter-
identity and letter-position encoding are modulated by letter context during reading acquisition and in 
developmental dyslexia. A letter-string comparison task was administered to participants who had to 
judge whether two successively and briefly presented letter strings were identical or different. Letter-
position and letter-identity were manipulated through the transposition or substitution of two letters. 
Non-words, pseudo-words, and words were used as stimuli to investigate sub-lexical and lexical 
effects on letter encoding. Results show that orthographic processing (letter-identity and letter-position 
encoding) and lexical representations are subject to developmental changes and are strongly impaired 
in dyslexic children. A disorder of visuo-attention (VA) span, i.e. a reduced VA capacity, in these 
dyslexic children might account for this deficit. Secondly, using fMRI, we investigated the 
neurobiological substrates of letter-position and letter-identity encoding in non-word context in normal 
and dyslexic adults. Healthy readers activate the parietal and ventral occipito-temporal (VOT) areas in 
the substitution condition, while dyslexics do not. In healthy readers, the transposition condition 
activates a more limited cortical network including VOT area, which was not activated in dyslexic 
participants. These findings provide new insights on the role of parietal and VOT regions in the early 
phase of visual word processing in reading and developmental dyslexia. 
