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Resumen
En este trabajo se demuestra la estabilidad de soluciones estacionarias para las ecuaciones de
la MHD. Inicialmente se prueba que el problema estacionario para las Ecuaciones de la MHD,
definido en un dominio acotado de R3, tiene una u´nica solucio´n fuerte, en el espacio de Lebesgue
L3(Ω)× Lm(Ω), cuando m > 3/2. En segunda instancia se muestra que este tipo de soluciones
estacionarias son exponencialmente estables, y se obtienen tasas de decaimiento ra´pido. Como con-
secuencia del resultado de estabilidad, se demuestra que el sistema de ecuaciones de la MHD tiene
una u´nica solucio´n global fuerte no estacionaria con decaimiento exponencial para cero, cuando el
dato inicial (u0, b0) pertenece al espacio L3σ(Ω)× L3σ(Ω).
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Introduccio´n
La magnetohidrodina´mica es la parte de la F´ısica en la que confluyen la hidrodina´mica y el elec-
tromagne´tismo, y estudia el comportamiento de un sistema f´ısico formado por un fluido conductor
(l´ıquido o gas ionizado) en el seno de un campo magne´tico. Las aplicaciones de la MHD abarcan un
gran espectro de disciplinas. Involucran tanto a plasmas como a fluidos conductores neutros (por
ejemplo, metales l´ıquidos, agua salada). Hoy en d´ıa aparecen efectos interesantes en problemas que
van desde la dina´mica de la onda de choque de un avio´n de combate, a me´todos metalu´rgicos o
de crecimiento de cristales con calentamiento por induccio´n. No obstante, el intere´s no proviene
solamente de sus aplicaciones, sino que tambie´n hay un gran nu´mero de problemas de ciencia ba´sica
que siguen sin ser resueltos (ve´ase [30]).
La magnetohidrodina´mica se fo´rmula bajo la hipo´tesis de que las frecuencias de variacio´n de los
campos son menores que la frecuencia efectiva de colisio´n de los electrones. Bajo esta hipo´tesis, la
Ley de Ohm es va´lida en su forma estacionaria y los electrones e iones se mueven de tal modo que
no hay separacio´n de cargas, pudie´ndose describir el movimiento meca´nico del sistema mediante
un fluido conductor u´nico. En este l´ımite de bajas frecuencias se puede despreciar la corriente de
desplazamiento en la Ley de Ampe´re-Maxwell.
Supondremos el fluido como un medio conductor continuo e iso´tropico, es decir, que la permeabili-
dad magne´tica y la permitividad ele´ctrica son constantes. En cuanto a las propiedades meca´nicas,
supondremos que se trata de un fluido viscoso e incomprensible, es decir, que bajo efectos de presio´n
el volumen se conserva y adema´s el coeficiente de viscosidad es no nulo.
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Las ecuaciones de la MHD son una combinacio´n de las ecuaciones del campo electromagne´tico y de
las ecuaciones del movimiento del fluido. Las ecuaciones del campo electromagne´tico en un fluido
conductor en movimiento se deducen de las ecuaciones de Maxwell, que escribimos a continuacio´n
en forma diferencial: 
Dt − curl b = −J, (Ley de Ampe´re-Maxwell)
Bt + curl E = 0, (Ley de Faraday)
div B = 0, (Ley de Gauss del magnetismo)
div D = ρq, (Ley de Gauss)
(2.1)
donde D denota la induccio´n ele´ctrica, b es el campo magne´tico, J es la densidad de corriente
ele´ctrica, B es la induccio´n magne´tica, E es el campo ele´ctrico y ρq es la densidad de carga ele´ctrica
del fluido. Recordemos aqu´ı que la induccio´n ele´ctrica es el proceso por el cual un cuerpo adquiere
carga ele´ctrica esta´tica, el campo magne´tico es un campo de fuerza creado como consecuencia del
movimiento de cargas ele´ctricas (flujo de la electricidad). La induccio´n magne´tica o densidad del
flujo magne´tico es la produccio´n de corrientes ele´ctricas por campos magne´ticos variables con el
tiempo. El campo ele´ctrico es un ente f´ısico que es representado mediante un modelo que describe
la interaccio´n entre cuerpos y sistemas con propiedades de naturaleza ele´ctrica. La densidad de corri-
ente, es la cantidad de carga que pasa por unidad de tiempo y por unidad de seccio´n transversal, sien-
do un vector con la misma direccio´n que la velocidad de las part´ıculas cargadas. La carga ele´ctrica es
una propiedad intr´ınseca de algunas part´ıculas subato´micas (pe´rdida o ganancia de electrones) que
se manifiesta mediante atracciones y repulsiones que determinan las interacciones electromagne´ticas
entre ellas.
El sistema (2.1), es un sistema de ecuaciones diferenciales parciales el cual es completado agregandole
las ecuaciones constitutivas, B = µb,D = εE, (2.2)
y la Ley de Ohm generalizada
J = σ(E + u×B), (2.3)
donde µ es la permeabilidad magne´tica, ε denota la permitividad ele´ctrica, σ es la conductividad
ele´ctrica y u es la velocidad del fluido. Supondremos que µ y σ son escalares constantes positivos.
Recordemos que la permeabilidad magne´tica es la capacidad de una sustancia o medio para atraer y
hacer pasar a trave´s de s´ı los campos magne´ticos, la cual esta´ dada por la relacio´n entre la intensidad
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de campo magne´tico existente y la induccio´n magne´tica que aparece en el interior de dicho material.
La permitividad ele´ctrica describe co´mo un campo ele´ctrico afecta y es afectado por un medio. La
conductividad ele´ctrica es la capacidad de un cuerpo de permitir el paso de la corriente ele´ctrica a
trave´s de s´ı.
Por otra parte, dado que asumimos la neutralidad ele´ctrica del fluido, (es decir, ρq = 0) y la omisio´n
de las corrientes de desplazamiento (esto es, Et = 0, lo cual implica que Dt = 0), entonces el sistema
(2.1) se convierte en 
Bt + curl E = 0,
curl b = J,
div B = 0,
div D = 0,
(2.4)
La ecuacio´n div D = 0 no se usa para la derivacio´n de las ecuaciones de la MHD, ya que se considera
nula la saparacio´n de las cargas.
De (2.2) y (2.3), la ecuaciones de (2.4), toman la forma
bt = − 1
µ
curl E + g,
curl b = σ(E + u× µb),
div b = 0.
(2.5)
donde g denota posibles fuerzas externas que actu´an en el sistema.
Despejando E de la segunda ecuacio´n de (2.5) y sustituyendo E en la primera ecuacio´n de (2.5),
obtenemos 
bt = curl (u× b)− 1
µσ
curl (curl b) + g,
div b = 0.
(2.6)
Tenemos que div b = 0, curl (u× b) = (b · ∇)u − (u · ∇)b + (div b)u − (div u)b, curl (curl b) =
∇(div b)−∆b, donde [(u · ∇)b]i :=
3∑
j=1
uj
∂bi
∂xj
y [(b · ∇)u]i :=
3∑
j=1
bj
∂ui
∂xj
. Entonces
 curl (u× b) = (b · ∇)u− (u · ∇)b− (div u)b+ g,curl (curl b) = −∆b. (2.7)
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Sustituyendo curl (u× b) y curl (curl b), en (2.6), obtenemos las ecuaciones que gobiernan la evolu-
cio´n del campo electromagne´tico
bt = (b · ∇)u− (u · ∇)b− (div u)b+ 1
µσ
∆b+ g,
div b = 0.
(2.8)
Por otro lado, las ecuaciones de evolucio´n del movimiento de un fluido viscoso e incompresible en un
campo magne´tico, son las ecuaciones de Navier-Stokes (ve´ase [2, 4]), las cuales no vamos a deducir
por lo que nos limitaremos u´nicamente a escribirlas ut − ηρ∆u+ (u · ∇)u+ 1ρ∇p = Fρ + f,div u = 0, (2.9)
donde η > 0 es el coeficiente de viscosidad del fluido, ρ es la densidad de masa del fluido la cual
se asume constante, p representa la presio´n hidrosta´tica del fluido, F es la densidad volume´trica de
una fuerza externa, en este caso la electromagne´tica (fuerza de Lorentz), y f denota otras fuerzas
externas, no electromagne´ticas, como la gravedad. Segu´n la fo´rmula de la fuerza de Lorentz, se tiene
que
F = µJ × b = µ(curl b)× b = µ(b · ∇)b−∇(µ
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|b|2).
As´ı pues, las ecuaciones de Navier-Stokes para un fluido viscoso e imcompresible sujeto a fuerzas
electromagne´ticas, toman la forma ut − ηρ∆u+ (u · ∇)u+ 1ρ∇p = µρ (b · ∇)b− 1ρ∇(µ2 |b|2) + f,div u = 0. (2.10)
Recordemos aqu´ı que la ecuacio´n (2.9)1 proviene de la ley de conservacio´n de momento lineal y la
ecuacio´n (2.9)2 es la traduccio´n de la ley de conservacio´n de la masa aplicada a fluidos con densidad
constante.
Las ecuaciones (2.7) y (2.10) constituyen el sistema acoplado de ecuaciones de la magetohidrodina´mi-
ca (en las hipo´tesis indicadas anteriormente), esto es:
ut − ηρ∆u+ (u · ∇)u− µρ (b · ∇)b+ 1ρ∇(p+ µ2 |b|2) = f,
bt − 1µσ∆b+ (u · ∇)b− (b · ∇)u = g,
div u = 0,
div b = 0,
(2.11)
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donde la funciones u = u(x, t) ∈ R3, b = b(x, t) ∈ R3 y p = p(x, t) ∈ R son las inco´gnitas. Los
te´rminos f(x, t) y g(x, t) son dados, al igual que las constantes positivas η, ρ, µ, σ.
El sistema de ecuaciones parciales (2.11) es completado asumiendo las siguientes condiciones iniciales
y de frontera. 
u(x, t) = 0, x ∈ ∂Ω, t > 0,
b(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0, x ∈ Ω,
b(x, 0) = b0, x ∈ Ω.
(2.12)
donde u0, b0, son funciones dadas representando la velocidad y campo magne´tico inicial, y Ω es un
dominio abierto acotado de R3 con frontera suave ∂Ω. Por simplicidad en la expresio´n se asumen
condiciones de frontera nula para u y b; Sin embargo, en caso de condiciones de frontera no nulas
y con regularidad adecuada, se puede transformar el sistema (2.11)-(2.12) en un sistema con condi-
ciones de frontera cero, v´ıa la teor´ıa de traza en espacios de Sobolev.
El sistema estacionario asociado a (2.11) es dado por
−ηρ∆u+ (u · ∇)u− µρ (b · ∇)b+ 1ρ∇(p+ µ2 |b|2) = f, x ∈ Ω,
− 1µσ∆b+ (u · ∇)b− (b · ∇)u = g, x ∈ Ω,
div u = 0, div b = 0, x ∈ Ω,
u = 0, b = 0, x ∈ ∂Ω.
(2.13)
El propo´sito del presente trabajo es estudiar la estabilidad de las soluciones estacionarias para el sis-
tema (2.11). Ma´s precisamente analizamos la existencia y el comportamiento asinto´tico de soluciones
fuertes globales, del sistema evolutivo que verifica (u− u, b− b) con datos iniciales siendo perturba-
ciones de (u0, b0) por la clase de soluciones estacionarias (u, b) de (2.11). El foco del ana´lisis son los
espacios Lebesgue Lp (ve´ase Teoremas 3.2.2 y 3.2.3). Inicialmente, en el Teorema 3.2.1, se demuestra
la existencia de una clase de soluciones estacionarias fuertes y en segunda instancia se prueba que
en el infinito, la solucio´n perturbada no estacionaria converge uniformemente en la norma L∞ y
con tasa de decaimiento exponencial hacia la solucio´n estacionaria del problema (ve´ase Teoremas
3.2.2 y 3.2.3). En particular, para el dato inicial (u0, b0) ∈ L3(Ω) × L3(Ω), se muestra la existen-
cia de soluciones fuertes para (2.11)-(2.12) con decaimiento exponencial (ve´ase Observacio´n 3.2.3).
Estos resultados tambie´n incluyen tasas de decaimiento para el gradiente de (u, b). La existencia de
soluciones estacionarias para (2.11) es mostrada en el espacio L3(Ω) × Lm(Ω) con m ∈ (3/2,∞),
usando un argumento de punto fijo. De otro lado, para probar la existencia de soluciones fuertes para
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el sistema perturbado MHD (ve´ase Definicio´n 3.2.2), se analiza el sistema linealizado perturbado
asociado, y en particular, obtenemos estimativas de tipo (Lp × Lq) − (Lr × Ls) para el semigrupo
anal´ıtico generado por dicho operador linealizado alrededor de la solucio´n estacionaria.
Los resultados presentados en e´ste trabajo son basados en la disertacio´n del Preprint [26]. Para
poder explicitar estos resultados de e´ste trabajo, es necesario comentar sobre los principales avances
obtenidos previamente. En lo concerniente al sistema (2.11)-(2.12), en [5], Duvaut y Lions constru-
yeron una clase de soluciones globales de´biles con energ´ıa finita y una clase de soluciones locales
fuertes, con dato inicial (u0, b0) ∈ L2σ × L2σ, en dos y tres dimensiones. En este trabajo, la regu-
laridad y unicidad de las soluciones globales de´biles, en el caso bidimensional, fue obtenido para
datos in´ıciales suaves. Sermange y Teman [24] mostraron la regularidad de las soluciones de´biles
en el caso tridimensional bajo la suposicio´n de que (u, b) pertenece a L∞(0, T ;H1(R3) ×H1(R3)).
Ma´s recientemente, varios autores han volcado su atencio´n a las ecuaciones de la (MHD) y nuevos
resultados de existencia y comportamiento asinto´tico han sido obtenidos. Por ejemplo, Wu en [28],
estudia una versio´n generalizada de (2.11) en R3, considerando los operadores con disipacio´n frac-
cionaria (−∆)θu y (−∆)γb, y basado en el me´todo de energ´ıa de Galerkin, mostro´ la existencia
de soluciones cla´sicas globales con dato inicial (u0, b0) suficientemente suave y γ, θ ≥ (n + 2)/4.
En lo concerniente al comportamiento asinto´tico, un decaimiento polinomial en la norma L2 de las
soluciones de´biles en Rn, fue probado en [20] por Mohgaonkar y Saraykar a trave´s del me´todo de
divisio´n de Fourier (Fourier splitting method). En [22], Schonbek M et al, usando tambie´n argu-
mentos del me´todo de divisio´n de Fourier obtuvieron algunas cotas superiores e inferiores sobre el
decaimiento polinomial en L2 de las soluciones de´biles. Las cotas inferiores fueron obtenidas usando
propiedades de decaimiento del sistema lineal la ecuacio´n del calor no homoge´neo, asociado a (2.11).
Posteriormente, Agapito y Schonbek en [23] encontraron soluciones de´biles con tasas de decaimiento
en Lr, esto es, ‖(u, b)‖Lr = O(t− r−22r ) cuando t → ∞. En el caso en que δ = 1µσ = 0, ellos tambie´n
mostraron no oscilacio´n en el infinito, de la norma L2 del campo magne´tico b. Para complementar,
mencionamos algunos trabajos acerca de la regularidad de soluciones de´biles para (2.11). He y Xin
en [13, 14], probaron criterios de regularidad en espacios de Lebesgue de tipo mixto, esto es, en el
espacio y en el tiempo. Ma´s tarde algunos de estos resultados fueron generalizados por Wu en [29],
trabajando en espacios de Besov (Ω = R3). Otros resultados en esta direccio´n fueron trabajados
por Cannone-Chen-Miao-Zhang en [1, 3], en los cuales dieron caracterizaciones del blow-up de las
soluciones colocando condiciones sobre la vorticidad ∇ × u. El objetivo central de este trabajo es
hacer un ana´lisis de los resultados obtenidos en [26]. Inicialmente se prueba la existencia y unicidad
de soluciones fuertes (pequen˜as) para el sistema de la (MHD) estacionario (2.13). Posteriormente se
describe el comportamiento asinto´tico de soluciones perturbadas alrededor de soluciones no triviales
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estacionarias. Adema´s, se obtienen tasas de decaimiento ra´pido para las soluciones perturbadas y
sus gradientes. Finalmente, deducimos un resultado de existencia global de solucio´n fuerte para el
sistema (2.11)-(2.12) incluyendo propiedades del comportamiento asinto´tico.
El trabajo esta´ dividido en dos cap´ıtulos. En el primer cap´ıtulo se dan algunos preliminares necesarios
para el desarrollo del trabajo y se presentan los resultados principales. En el segundo cap´ıtulo
se demuestra la existencia de soluciones estacionarias, luego se estudia el operador linealizado y
finalmente se prueban los resultados de estabilidad, y de decaimiento ra´pido.
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Notaciones y definiciones de espacios funcionales
A continuacio´n presentamos parte de la notacio´n que sera´ usada a lo largo del trabajo
Ω siempre denotara´ un dominio acotado de R3 representando el espacio f´ısico llenado por el
fluido.
Lp(Ω) := {u : Ω→ R3/ u es medible y ‖u‖pp :=
∫
Ω
|u|pdx <∞ }, 1 ≤ p <∞.
L∞(Ω) := {u : Ω → R3/ u es medible y ‖u‖p∞ := ess sup
Ω
|u| <∞ }, donde ess sup
Ω
|u| =
ı´nf{C : |u(x)| ≤ C c.t.p en Ω}.
Wm,q(Ω) := {u : Ω→ R3/‖u‖m,q = (
∑
0≤α≤m
‖Dαu‖qq)1/m}, 1 ≤ m <∞.
C(Ω) sera´ el espacio de funciones continuas definidas en Ω y con valores en R.
C∞(Ω) denotara´ el espacio de funciones definidas en Ω, con valores en R, que son infinitamente
diferenciables.
C∞0 (Ω) := {u ∈ C∞(Ω)/u tiene soporte compacto contenido en Ω}.
W 1,p0 (Ω) representara´ la clausura de C
∞
0 (Ω) con la norma ‖.‖1,p.
C∞0,σ(Ω) := {u ∈ C∞0 (Ω)3/div u = 0}.
Lpσ(Ω) sera´ la clausura de C
∞
0,σ(Ω) con la norma de ‖.‖p .
El simbolo [φ, ϕ]T denotara´ el vector
[
φ
ϕ
]
y ‖[φ, ϕ]T ‖{p,q} := ‖φ‖p+‖ϕ‖q denotara´ la norma de
[φ, ϕ]T ∈ Lp(Ω)×Lq(Ω). La norma de un operador lineal acotado de Lp(Ω)×Lq(Ω)→ Lr(Ω)×
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Ls(Ω) y de Lp(Ω) → Lr(Ω) sera´n denotadas por ‖ · ‖{p,q}→{r,s} y ‖ · ‖p→r, respectivamente.
Adema´s, si X es un espacio de Banach, ‖ · ‖X denotara´ la norma en X y ‖ · ‖X→X la norma
en el espacio de los operadores lineales continuos de X en X.
Funciones con valores escalares y funciones con valores vectoriales sera´n denotadas de la misma
forma, por ejemplo, escribiremos que la velocidad u(x) = (u1(x), u2(x), u3(x)) ∈ R3, x ∈ Ω, es
un elemento de Lp(Ω), entendie´ndose que cada ui ∈ Lp(Ω), i = 1, 2, 3.
(u.∇)ϑ representara´ el termino bilinial dado por
(u.∇)ϑ = u1 ∂ϑ
∂x1
+ u2
∂ϑ
∂x2
+ u3
∂ϑ
∂x3
,
donde u = (u1, u2, u3), x = (x1, x2, x3).
Sean X y Y dos espacios normados, entonces si X esta´ inmerso de manera continua en Y ,
escribiremos X ↪→ Y .
Si I es un subconjunto de R y X un espacio de Banach, C(I,X) representara´ el espacio de
funciones continuas con variable temporal definida en I y con valores en X.
Si I es un subconjunto de R y X un espacio de Banach, C1(I,X) denotara´ el espacio de
funciones continuamente diferenciables con variable temporal definida en I y con valores en
X.
Si I es un subconjunto de R y X un espacio de Banach, BC(I,X) sera´ el espacio de funciones
continuas y acotadas con variable temporal definida en I y con valores en X.
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CAP´ITULO 3
Preliminares y formulacio´n de los resultados principales
A lo largo de este trabajo Ω sera´ un dominio acotado de R3, con frontera suave ∂Ω. En este cap´ıtulo
presentamos algunos resultados necesarios para el desarrollo del trabajo. Aunque los resultados
que se exponen son conocidos en la literatura, los mencionaremos aqu´ı para facilitar la lectura.
Finalmente haremos el planteamiento del problema y enunciaremos los resultados obtenidos.
3.1. Preliminares
Consideremos los espacios de Lebesgue Lp(Ω), con 1 < p <∞. Un resultado cla´sico en la Teor´ıa de
los espacios Lp es la llamada descomposicio´n de Helmholtz (ve´ase [6]), la cual establece que
Lp(Ω) = Lpσ(Ω)⊕ {∇q : q ∈W 1,p(Ω)},
donde ⊕ denota la suma directa entre subespacios. Una vez se tiene esta descomposicio´n, podemos
pensar en la proyeccio´n del espacio Lp sobre el subespacio Lpσ. Denotaremos Pp e´ste operador, el
cual es un operador lineal y acotado de Lp sobre Lpσ. Consecuentemente se define el operador de
Stokes Ap en Lpσ(Ω), con 1 < p < ∞, de la siguiente forma: Ap u = −Pp∆u con dominio D(Ap)
dado por
D(Ap) = Lpσ(Ω) ∩W 1,p0 (Ω) ∩W 2,p(Ω).
La importancia de considerar la descomposicio´n de Helmholtz, y con ella el uso del operador de
proyeccio´n, se debe a que esto permite “eliminar” la inco´gnita p (presio´n) en el sistema (MHD) y
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trabajar con una inco´gnita menos. Una vez conozcamos la existencia de u y b, podemos recuperar p
a trave´s de un argumento que es usual en el estudio de las ecuaciones de la meca´nica de los fluidos.
En verdad, aplicando formalmente el operador de divergencia en la ecuacio´n (2.11)1, obtenemos que
1
ρ
∆(p+
µ
2
|b|2) = div{f − (u · ∇)u+ µ
ρ
(b · ∇)b},
y por eso
1
ρ
∇(p+ µ
2
|b|2) = ∇∆−1div{f − (u · ∇)u+ µ
ρ
(b · ∇)b}
= (Pp − Id){f − (u · ∇)u+ µ
ρ
(b · ∇)b}.
Recordemos que siX es un espacio de Banach y {S(t)}t≥0 una familia de operadores lineales acotados
de X en X. Diremos que {S(t)}t≥0 es un semigrupo fuertemente continuo o C0, en X, si:
i) S(0) = I, I es el operador identidad de X.
ii) S(t+ h) = S(t) ◦ S(h), para cada t, h ∈ (0,∞).
iii) l´ım
t→0+
S(t)x = x, para cada x ∈ X.
Adema´s, diremos que {S(t)}t≥0 es anal´ıtico, si admite una extensio´n T (z) para z ∈ ∆θ = {z ∈
C/| arg z| < θ} para algu´n θ > 0, tal que z → T (z) es anal´ıtico y satisface: l´ım
z→0
z∈∆θ
T (z)x = x,
para cada x ∈ X y T (z1 +z2) = T (z1)◦T (z2), para cada z1, z2 ∈ ∆θ. Para ver detalles de la teor´ıa
de semigrupos referimos al lector a [21, 25]. Volviendo al operador de Stokes Ap, se sabe que −Ap
genera un semigrupo anal´ıtico acotado {e−tAp}t≥0, de clase C0, en Lpσ(Ω), con 1 < p < ∞ (ve´ase
[10]). Una propiedad importante del semigrupo de Stokes {e−tAp}t≥0, es su decaimiento en la norma
Lp, el cual es dado en la siguiente proposicio´n.
Proposicio´n 3.1.1. Si 1 < p ≤ q <∞, entonces existe una constante positiva Cp,q tal que
‖e−tApφ‖p ≤ Cp,qt(− 32 )( 1q− 1p )‖φ‖q, para todo φ ∈ Lqσ(Ω), t > 0,
‖∇e−tApφ‖p ≤ Cp,qt(− 32 )( 1q− 1p )− 12 ‖φ‖q, para todo φ ∈ Lqσ(Ω), t > 0.
Prueba. Ver Proposicio´n 1.2 de [12].
Sabemos que [0,∞) ⊂ ρ(−Ap), donde ρ(.) representa el conjunto resolvente (ve´ase [10]), entonces
se puede definir el operador potencia Aαp , para 0 ≤ α ≤ 1, (ve´ase [7, 10]). De hecho,
A−αp =
sin(piα)
pi
∫ ∞
0
t−α(tI +Ap)−1dt, para 0 < α < 1. (3.1)
Para cada 0 < α < 1, se define Aαp = (A
−α
p )
−1. Si α = 0, Aαp = I.
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Lema 3.1.2. Sea 1 < p <∞. Si u ∈ D(Aαp ), 0 ≤ α ≤ 1, entonces u ∈W 2α,p(Ω) y
‖u‖2α,p ≤ Cα(‖Aαpu‖p + ‖u‖p), para todo u ∈ D(Aαp ),
donde C = C(n, r, q) es independiente de u.
Prueba. Ver [12, 16].
Lema 3.1.3. Para cada j = 0, 1, y r, s satisfaciendo
0 ≤ β ≡ 3
2
(1
p
− 1
r
)
≤ 1− j
2
, 0 ≤ ξ ≡ 3
2
(1
q
− 1
s
)
≤ 1− j
2
. (3.2)
Entonces se tienen las siguientes inmersiones
D(Aβ+j/2p ) ⊂W j,r(Ω) y D(Aξ+j/2q ) ⊂W j,s(Ω).
Prueba. Usando el Lema 3.1.2, tenemos que si u ∈ D(Aβ+j/2p ) entonces u ∈W 2(β+j/2),p(Ω), siempre
que β ≤ 1− j2 , Por otro lado, usando que β = 32
(
1
p − 1r
)
y recordando que W k,p(Ω) ↪→Wm,q(Ω) si
y so´lo si k− 3p ≥ m− 3q , deducimos directamente que W 2β+j,p(Ω) ↪→W j,r(Ω). Por un razonamiento
ana´logo se demuestra que W 2ξ+j,p(Ω) ↪→W j,s(Ω).
Proposicio´n 3.1.4. Sean 0 ≤ α ≤ β ≤ 1 y u ∈ D(Aβp ), con 1 < p <∞. Entonces
‖Aαp u‖p ≤ Cα,β ‖Aβp u‖α/βp ‖u‖1−α/βp .
Prueba. Ver Proposicio´n 2.3.3 de [25].
Teorema 3.1.5. Sea T : X → X un operador lineal acotado, donde X es un espacio de Banach. Si
‖T‖ < 1, entonces (I − T )−1 existe y es un operador lineal acotado sobre X. Adema´s
(I − T )−1 =
∞∑
j=0
T j = I + T + T 2 + · · ·
donde la serie en el lado derecho es convergente en la norma ‖.‖X→X .
Prueba. Ver Teorema 7.3-1 de [19].
Teorema 3.1.6. Sea A un operador con dominio D(A) denso en X satisfaciendo las siguientes
condiciones.
i) Para algu´n 0 < γ < pi/2, ρ(A) ⊃ Σγ = {λ : | arg λ| < γ + pi/2} ∪ {0}, donde ρ(A) denota el
conjunto resolvente de A.
ii) Existe una constante C > 0 tal que
‖(λ+ L)−1‖X→X ≤
C
|λ|, para todo λ ∈ Σγ , λ 6= 0.
12
Entonces, A es el generador infinitesimal de un semigrupo {T (t)}t>0, de clase C0, satisfaciendo
‖T (t)‖ ≤ C para alguna constante positiva C. Adema´s
T (t) =
1
2pii
∫
Γ
(λ+ L)−1etλdλ, t > 0, (3.3)
donde Γ es una curva suave en Σγ que recorre desde∞e−iϕ hasta∞eiϕ, para algu´n ϕ ∈ (pi/2, pi+γ).
La integral (3.3) converge para t > 0 en la norma uniforme.
Prueba. Ver Teorema 7.7 de [21].
Teorema 3.1.7 (Desigualdad de Gagliardo-Niremberg). Sean u ∈ Lq(Ω), con ∇u ∈ Ll(Ω), 1 <
l, q <∞. Entonces existe C > 0 tal que
‖u‖s ≤ C‖∇u‖θl ‖u‖1−θq , (3.4)
donde 0 ≤ θ < 1 esta´ definido por 1s = θ
(
1
l − 13
)
+ (1− θ) 1q .
Prueba. Ver Lema 2.2´ de [9].
Lema 3.1.8. Sean X un espacio de Banach, u0 un elemento de X y {T (t)}t>0 un semigrupo de
clase C0, generado por un operador A˜. Supongamos que f es una funcio´n Ho¨lder continua con valores
en X, es decir, existen constantes positivas k, γ tal que 0 < γ ≤ 1 y
‖f(t)− f(s)‖X ≤ k|t− s|γ , (3.5)
para 0 ≤ t ≤ T ∗ y 0 ≤ s ≤ T ∗. Entonces la funcio´n
u(t) = T (t)u0 +
∫ t
0
T (t− s)f(s)ds, (3.6)
es una solucio´n fuerte del problema ddtu(t) = A˜u(t) + f(t), 0 ≤ t ≤ T ∗,u(0) = u0,
tal que u ∈ C([0, T ∗];X) ∩ C1((0, T ∗];X), u(t) ∈ D(A˜) para cada t ∈ (0, T ∗] y A˜u ∈ C((0, T ∗];X).
Prueba. Ver Teorema 3.11 de [25].
3.2. Formulacio´n de los resultados principales
En este trabajo estudiaremos el sistema de ecuaciones de la Magnetohidro´dinamica (MHD) en un
dominio acotado Ω ⊂ R3, con frontera suficientemente suave ∂Ω, dado por:
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
ut − ηρ∆u+ (u · ∇)u− µρ (b · ∇)b+ 1ρ∇(p+ µ2 |b|2) = f, x ∈ Ω, t > 0,
bt − 1µσ∆b+ (u · ∇)b− (b · ∇)u = g, x ∈ Ω, t > 0,
div u = 0, div b = 0, x ∈ Ω, t > 0,
u(x, t) = 0, b(x, t) = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0, b(x, 0) = b0, x ∈ Ω.
(3.7)
Nuestro objetivo es demostrar la existencia de una clase de soluciones estacionarias fuertes que son
estables en el espacio L3σ(Ω)× L3σ(Ω).
Recordemos que el problema estacionario asociado al sitema (3.7) es dado por
−ηρ∆u+ (u · ∇)u− µρ (b · ∇)b+ 1ρ∇(p+ µ2 |b|2) = f, x ∈ Ω,
− 1µσ∆b+ (u · ∇)b− (b · ∇)u = g, x ∈ Ω,
div u = 0, div b = 0, x ∈ Ω,
u = 0, b = 0, x ∈ ∂Ω.
(3.8)
El primer objetivo es probar que el sistema (3.8) tiene solucio´n fuerte, para ello, iniciamos dando la
definicio´n de solucio´n fuerte estacionaria de (3.8).
Aplicando los operadores proyeccio´n P3 y Pm, 3/2 < m < ∞, en la primera y segunda ecuaciones
de (3.8) respectivamente, transformamos el sistema (3.8) en
η
ρA3u+ P3
(
(u · ∇)u− µρ (b · ∇)b− f
)
= 0,
1
µσAmb+ Pm
(
(u · ∇)b− (b · ∇)u− g)= 0. (3.9)
Entonces tenemos la siguiente definicio´n:
Definicio´n 3.2.1. Sean 3/2 < m < ∞, f ∈ L3(Ω) y g ∈ Lm(Ω). Un par de funciones (u, b) es
llamada solucio´n fuerte estacionaria del sistema (3.8), si
(u, b) ∈ D(A3)×D(Am),
y satisface (3.9) en L3σ(Ω) y en L
m
σ (Ω) respectivamente.
Observacio´n 3.2.1. Debido a que m > 3/2, usando las inmersiones de Sobolev y teniendo en
cuenta que (u, b) ∈ D(A3)×D(Am), las igualdades en (3.9) tienen sentido en L3σ(Ω) y en Lmσ (Ω),
respectivamente.
Nuestro resultado de existencia de solucio´n fuerte para el modelo estacionario (3.8) es el siguiente:
Teorema 3.2.1. Para cada m ∈ (3/2,∞), f ∈ L3(Ω) y g ∈ Lm(Ω), existen δ = δ(m) y K0 > 0
tal que si µ, ρ ≤ δ y ‖f‖3 + ‖g‖m ≤ K0, entonces el problema (3.8) tiene una u´nica solucio´n fuerte
estacionaria (u, b) verificando ‖A3u‖3 + ‖Amb‖m ≤ K0.
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Observacio´n 3.2.2. La existencia de soluciones fuertes estacionarias para las ecuaciones de la
MHD en el espacio de Hilbert D(A2)×D(A2), incluyendo propiedades cualitativas del conjunto de
soluciones, ha sido estudiada usando el me´todo de Galerkin, por Villamizar-Roa et al en [27].
A continuacio´n presentamos nuestros resultados de estabilidad exponencial y decaimiento ra´pido.
Sea (u, b) la solucio´n fuerte estacionaria dada por el Teorema 3.2.1. Si hacemos v = u−u,w = b− b,
donde (u, b) resuelve formalmente el sistema (3.7), entonces (v, w), verifica el siguiente problema
perturbado 
vt + ηρA3v + P3((v · ∇)v + (v · ∇)u+ (u · ∇)v)
−µρP3((w · ∇)w + (w · ∇)b+ (b · ∇)w) = 0, x ∈ Ω, t > 0,
wt + 1µσAmw + Pm((v · ∇)w + (v · ∇)b+ (u · ∇)w)
−Pm((v · ∇)w + (v · ∇)b+ (u · ∇)w) = 0, x ∈ Ω, t > 0,
v(0) = u0 − u, w(0) = b0 − b.
(3.10)
As´ı pues, el problema de estabilidad de soluciones estacionarias (u, b), se reduce al estudio de la
existencia de soluciones globales fuertes del sistema perturbado (3.10). La definicio´n de solucio´n
global fuerte del sistema perturbado (3.10) es la siguiente:
Definicio´n 3.2.2. Un par (v, w) se dice una solucio´n fuerte del sistema (3.10) en [0,∞) si v, w
pertenecen a la clase
v, w ∈ C([0,∞);L3σ(Ω)) ∩ C((0,∞);D(A3)) ∩ C1((0,∞);L3σ(Ω)),
y satisface el sistema (3.10).
Nuestro resultado acerca de la estabilidad de la solucio´n estacionaria es el siguiente:
Teorema 3.2.2. Para m = 3, 3 ≤ r, l < ∞ y δ¯ como en el Teorema 3.2.1, si (u0, b0) ∈ L3σ(Ω) ×
Lmσ (Ω). Entonces, existe δ ∈ (0, δ¯] tal que si ma´x { ρη , (µρ + 1)µσ} < δ, entonces la solucio´n estaciona-
ria (u, b) dada por el Teorema 3.2.1 es estable, es decir, existe una constante positiva  = (ρ, η, µ, σ,m)
tal que si
‖u0 − u‖3 + ‖b0 − b‖m < ,
entonces el problema de valor inicial (3.10) tiene una u´nica solucio´n fuerte (v, w) on [0,∞). Adema´s
(u,w) verifican los siguientes estimativos
‖[v, w]T ‖{r,r} ≤ Cζt−(1/2−3/2r)e−ζt(‖[u0 − u, b0 − b]T ‖{3,m}), (3.11)
‖[∇v,∇w]T ‖{l,l} ≤ Cζt−(1−3/2l)e−ζt(‖[u0 − u, b0 − b]T ‖{3,m}). (3.12)
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Adema´s, esta solucio´n tiene un decaimiento uniforme, es decir,
‖v(t)‖∞ + ‖w(t)‖∞ = O(t−1/2e−ζt), cuando t→∞, (3.13)
para alguna constante positiva ζ = ζ(ρ, η, µ, σ,m).
Antes de continuar, vamos a comentar sobre el decaimiento en (3.13). Obse´rvese que la norma ‖ ·‖∞
es la “ma´s grande” dentro de la familia de normas de los espacios Lp y el exponente β = 1/2− 3/2r
alcanza su valor ma´ximo β = 1/2, cuando r =∞. Por lo tanto, el decaimiento (3.13) es ma´s ra´pido
que (3.11) cuando t→∞. En el siguiente teorema refinamos au´n ma´s el decaimiento (3.13).
Teorema 3.2.3. (Decaimiento ra´pido) Asumamos las hipo´tesis del Teorema 3.2.2. Entonces la
solucio´n dada por el Teorema 3.2.2 satisface
l´ım
t→∞ t
1/2eζt (‖v(t)‖∞ + ‖w(t)‖∞) = 0. (3.14)
Adema´s, para l 6=∞ tenemos que
l´ım
t→∞ t
1−3/2leζt (‖∇v(t)‖l + ‖∇w(t)‖l) = 0. (3.15)
Observacio´n 3.2.3. Note que si tomamos (u, b) = (0, 0) en (3.10), entonces los Teoremas 3.2.2
y 3.2.3 nos proporcionan la existencia de una u´nica solucio´n global fuerte no estacionaria para el
problema (3.7), con decaimiento exponencial dado por (3.11)-(3.12) y (3.14)-(3.15). Por otra parte,
si hacemos µ = 0 (o´ b = 0) en (3.10), el sistema se desacopla y se reduce al caso de las ecuaciones
de las Navier-Stokes. Hasta donde sabemos, los decaimientos dados por el Teorema 3.2.3 son nuevos
para el caso Navier-Stokes lo que contribuye un aporte novedoso del trabajo.
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CAP´ITULO 4
Prueba de los resultados principales
E´ste cap´ıtulo lo dividimos en tres secciones; en la primera seccio´n presentamos la prueba del Teorema
3.2.1, en la segunda seccio´n estudiamos el operador linealizado asociado al sistema perturbado (3.10)
y en la tercera seccio´n probamos los Teoremas 3.2.2 y 3.2.3.
4.1. Problema Estacionario
El objetivo de esta seccio´n es demostrar el Teorema 3.2.1. Para ello es de gran utilidad el siguiente
lema.
Lema 4.1.1. Para 1 < p, q, r <∞ tal que
1
r
>
1
p
− 2
3
,
1
r
>
1
q
− 1
3
,
1
r
≥ 1
p
+
1
q
− 1. (4.1)
Entonces, para todo u ∈ D(Ap), b ∈ D(Aq), se cumple el siguiente estimativo:
‖Pr
(
(u · ∇) b)‖r ≤ C(p, q, r)‖Apu‖p‖Aqb‖q, (4.2)
donde C(p, q, r) denota alguna constante positiva que depende de p, q, r.
Prueba. La prueba se sigue usando desigualdad de Ho¨lder en espacios Lp e inmersiones de Sobolev
obtenidas por Giga (ve´ase [11], [12], [15]).
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Prueba del Teorema 3.2.1. Comencemos definiendo un operador G : D(A3) × D(Am) →
D(A3)×D(Am), m ∈ (3/2,∞), por
G
 u
b
 =
 −ρηA−13
(
P3
(
(u · ∇)u− µ
ρ
(b · ∇)b− f))
−µσA−1m
(
Pm
(
(u · ∇)b− (b · ∇)u− g))
 . (4.3)
El sistema (3.9) es equivalente a
[
u, b
]T
= G
[
u, b
]T
, en D(A3)×D(Am).
Por lo tanto, con el fin de demostrar el Teorema 3.2.1, probaremos que el operador G es una
contraccio´n sobre el espacio me´trico EK0 = {(u, b) ∈ D(A3) ×D(Am) : ‖A3u‖3 + ‖Amb‖m ≤ K0},
para algu´n K0 = K0(η, ρ, µ, σ) > 0.
Usando el Lemma 4.1.1 tenemos directamente que
ρ
η
‖P3
(
(u · ∇)u− µ
η
(b · ∇)b− f)‖3 ≤ ρ
η
‖P3
(
(u · ∇)u)‖3 + µ
η
‖P3
(
(b · ∇)b)‖3 + ρ
η
‖P3(f)‖3
≤ c1ρ
η
‖A3u‖23 +
c2µ
η
‖Amb‖2m +
c3ρ
η
‖f‖3,
(4.4)
y
µσ‖Pm
(
(u · ∇)b− (b · ∇)u− g)‖m ≤ µσ{‖Pm((u · ∇)b)‖m + ‖Pm((b · ∇)u)‖m + ‖Pm(g)‖m}
≤ c4µσ‖Au‖3‖Ab‖m + c5µσ‖g‖m.
(4.5)
Sean K0 = (1− C˜1)/C˜, con C˜ := ma´x
{
c1ρ
η , 2c4µσ,
c2µ
η
}
y C˜1 := ma´x
{
c3ρ
η , c5µσ
}
.
As´ı, si {‖A3u‖3 + ‖Amb‖m, ‖f‖3 + ‖g‖m} ≤ K0, de (4.4) y (4.5), obtenemos∥∥∥G [u, b]T ∥∥∥
D(A3)×D(Am)
≤ C˜(‖A3u¯‖3 + ‖Amb¯‖m)2 + C˜1(‖f‖3 + ‖g‖m)
≤ C˜K20 + C˜1K0.
Por lo tanto, si µ y ρ son lo suficientemente pequen˜os de tal manera que C˜1 < 1, deducimos que
G(EK0) ⊂ EK0 .
A continuacio´n mostraremos que G : EK0 −→ EK0 es una contraccio´n. Sean (u1, b1), (u2, b2) ∈ EK0 .
Entonces ∥∥∥G [u1, b1]T −G [u2, b2]T ∥∥∥
D(A3)×D(Am)
= I1
(
u1, b1, u2, b2
)
+ I2
(
u1, b1, u2, b2
)
, (4.6)
donde
I1
(
u1, b1, u2, b2
)
:= ρη‖P3
(
(u1 · ∇)u1
)− P3((u2 · ∇)u2)+ µη {P3((b1 · ∇)b1)− P3((b2 · ∇)b2)}‖3,
I2
(
u1, b1, u2, b2
)
:= µσ‖Pm
(
(u1 · ∇)b1
)− Pm((u2 · ∇)b2)+ Pm((b1 · ∇)u1)− Pm((b2 · ∇)u2)‖m.
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Mediante el uso del Lema 4.1.1 tenemos los siguientes estimativos
I1
(
u1, b1, u2, b2
) ≤ ρ
η
‖P3
(
(u1 − u2).∇u1
)− P3(u2.∇(u1 − u2))‖3
+
µ
η
‖P3
(
(b1 − b2).∇b1
)− P3(b2.∇(b1 − b2))‖3
≤
c˜1ρ
η
‖A3(u1 − u2)‖3
(
‖A3u1‖3 + ‖A3u2‖3
)
+
c˜2µ
η
‖Am(b1 − b2)‖m
(
‖A3b1‖m + ‖A3b2‖m
)
≤
2c˜1ρK0
η
‖A3(u1 − u2)‖3 +
2c˜2µK0
η
‖Am(b1 − b2)‖m, (4.7)
y
I2
(
u1, b1, u2, b2
) ≤ µσ{‖Pm((u1 − u2).∇b1)‖m + ‖Pm(u2.∇(b1 − b2))‖m
+ ‖Pm
(
b1.∇(u1 − u2)
)‖m + ‖Pm((b1 − b2).∇u2)‖m}
≤ c˜3µσ
{‖A3(u1 − u2)‖3‖Amb1‖m + ‖A3u2‖3‖Am(b1 − b2)‖m
+ ‖A3(u1 − u2)‖3‖Amb1‖m + ‖A3u2‖3‖Am(b1 − b2)‖m
}
≤ 2c˜3µσK0
{‖A3(u1 − u2)‖3 + ‖Am(b1 − b2)‖m}. (4.8)
Entonces de (4.6), (4.7) y (4.8) obtenemos
‖G [u1, b1]T −G [u2, b2]T ‖D(A3)×D(Am) ≤ C˜2{‖A3(u1 − u2)‖3 + ‖Am(b1 − b2)‖m},
con C˜2 := ma´x
{
2c˜1ρK0
η ,
2c˜2µK0
η , 2c˜3µσK0
}
. Escojemos δ¯(m) tal que para µ, ρ ≤ δ¯(m), obtengamos
C˜2 < 1 y C˜1 < 1. As´ı, G es una contraccio´n de EK0 en EK0 . Por el Teorema del punto fijo de
Banach, existe un u´nico par [u, b]T ∈ EK0 tal que G[u, b]T = [u, b]T , lo cual implica la existencia de
una u´nica solucio´n estacionaria para el sistema MHD en la bola de radio K0.
Observacio´n 4.1.1. En el Teorema 3.2.1, el supuesto de la pequen˜ez de µ y ρ puede ser sustituida
considerando η suficiente grande y σ suficientemente pequen˜o.
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4.2. Ana´lisis del operador linealizado
Para (u, b) ∈ D(Lp,q) = D(Ap) × D(Aq), p, q ∈ (1,∞), definimos el operador lineal L = Lp,q,
(asociado al sistema perturbado (3.10)) como L = L0 + L1, donde
L0
 u
b
 =

η
ρ
A3u
1
µσ
Amb
 ,
L1
 u
b
 =
 Pp((u · ∇)u+ (u · ∇)u− µρ (b · ∇)b− µρ (b · ∇)b)
Pq
(
(u · ∇)b+ (u · ∇)b− (b · ∇)u− (b · ∇)u)
 .
El objetivo de esta seccio´n es demostrar que −L genera un semigrupo anal´ıtico acotado {e−tL}t≥0,
de clase C0, en el espacio de Banach Lpσ(Ω)× Lqσ(Ω), para exponentes p y q adecuados.
Lema 4.2.1. Sean m ∈ (3/2,∞) y (u, b) la solucio´n estacionaria dada por el Teorema 3.2.1.
Supongamos que p, q ∈ (1,∞) son tales que∣∣∣∣1p − 1q
∣∣∣∣ < 13 , 1m − 13 < mı´n{1p , 1q}. (4.9)
Entonces existe una constante Cp,q(m) > 0 tal que∥∥∥L1 [u, b]T ∥∥∥{p,q} ≤ Cp,q(m){(‖A3u‖3 + ‖Amb‖m)‖Apu‖p
+ (1 + µρ )
(
‖A3u‖3 + ‖Amb‖m
)
‖Aqb‖q
}
,
(4.10)
para todo (u, b) ∈ D(Ap)×D(Aq).
Prueba. Sea (u, b) ∈ D(Ap)×D(Aq). Usando el Lema 4.1.1, tenemos
‖L1[u, b]T ‖{p,q} ≤ ‖Pp((u.∇)u)‖p + ‖Pp((u.∇)u)‖p + µρ ‖Pp((b.∇)b)‖p + µρ ‖Pp((b.∇)b)‖p
+ ‖Pq((u.∇)b)‖q + ‖Pq((u.∇)b)‖q + ‖Pq((b.∇)u)‖q + ‖Pq((b.∇)u)‖q
≤ C1(p, 3)‖A3u‖3‖Apu‖p + µρC2(p, q,m)‖Amb‖m‖Aqb‖q
+ C3(q, 3)‖A3u‖3‖Aqb‖q + C4(p, q,m)‖Apu‖p‖Amb‖m
≤ Cp,q(m){(‖A3u‖3 + ‖Amb‖m)‖Apu‖p + µρ ‖Amb‖m‖Aqb‖q + ‖A3u‖3‖Aqb‖q}
≤ Cp,q(m){(‖A3u‖3 + ‖Amb‖m)‖Apu‖p + (1 + µρ )(‖Amb‖m + ‖A3u‖3)‖Aqb‖q},
donde Cp,q(m) := ma´x
{
C1(p, 3), C2(p,m, q), C3(q, 3), C4(p, q,m)
}
.
Para 0 < γ < pi/2, definimos Σγ := {λ ∈ C/| arg λ| < pi − γ} ∪ {0}. Entonces tenemos el siguiente
lema
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Lema 4.2.2. Sean m, p, q como en el Lema 4.2.1. Entonces para cada γ ∈ (0, pi/2), existe una
constante positiva Mp,q(m, γ) tal que∥∥∥L1(λ+ L0)−1 [u, b]T ∥∥∥{p,q} ≤ Kp,q∥∥∥ [u, b]T ∥∥∥{p,q}, (4.11)
para todo λ ∈ Σγ y (u, b) ∈ Lpσ(Ω)× Lqσ(Ω), donde
Kp,q ≡Mp,q(m, γ)K0 ma´x
ρη , (1 + µρ)µσ
 ,
con K0 como en el Teorema 3.2.1.
Prueba. Estimemos
∥∥∥∥Ap (λ+ ηρAp)−1 u∥∥∥∥
p
. Observemos primero que
Ap
(
λ+
η
ρ
Ap
)−1
=
ρ
η
I − λρ
η
(
λ+
η
ρ
Ap
)−1
.
Por lo tanto ∥∥∥∥Ap(λ+ ηρAp)−1u
∥∥∥∥
p
≤ ρ
η
‖u‖p + |λ|ρ
η
∥∥∥∥(λ+ ηρAp)−1
∥∥∥∥
p→p
‖u‖p
≤ ρ
η
‖u‖p + |λ|ρ
η
∥∥∥∥ρη (λρη +Ap)−1
∥∥∥∥
p→p
‖u‖p
≤ ρ
η
‖u‖p + |λ˜|ρ
η
∥∥∥(λ˜+Ap)−1∥∥∥
p→p
‖u‖p
≤ ρ
η
‖u‖p + (1 + |λ˜|)ρ
η
∥∥∥(λ˜+Ap)−1∥∥∥
p→p
‖u‖p, (4.12)
donde λ˜ := λρ/η. Ahora, estimemos
∥∥∥Aq(λ+ 1µσAq)−1b∥∥∥
q
.∥∥∥∥Aq(λ+ 1µσAq)−1b
∥∥∥∥
q
=
∥∥∥∥µσIb− µσλ(λ+ 1µσAq)−1b
∥∥∥∥
q
≤ µσ‖b‖q + |λ|µσ
∥∥∥∥(λ+ 1µσAq)−1
∥∥∥∥
q→q
‖b‖q
≤ µσ‖b‖q + |λ|µσ
∥∥µσ(µσλ+Aq)−1∥∥q→q ‖b‖q
≤ µσ‖b‖q + |λ̂|µσ
∥∥∥(λ̂+Aq)−1∥∥∥
q→q
‖b‖q
≤ µσ‖b‖q + (1 + |λ̂|)µσ
∥∥∥(λ̂+Aq)−1∥∥∥
q→q
‖b‖q, (4.13)
donde λ̂ := µσλ. Notemos que λ˜, λ̂ ∈ Σγ , ya que arg λ˜ = arg λ y arg λ̂ = arg λ. Definamos
Kp(γ) = sup
λ∈Σγ
(1 + |λ|)‖(λ+Ap)−1‖p→p, (4.14)
Kq(γ) = sup
λ∈Σγ
(1 + |λ|)‖(λ+Aq)−1‖q→q. (4.15)
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Sabemos que para cada γ ∈ (0, pi/2), Σγ ⊂ ρ(−Ap)∩ρ(−Aq), donde ρ(.) denota el conjunto resolvente
(ve´ase [10]). As´ı∥∥∥∥Ap(λ+ ηρAp)−1u
∥∥∥∥
p
≤ ρ
η
‖u‖p +Kp(γ)ρ
η
‖u‖p ≤ (1 +Kp(γ))ρ
η
‖u‖p, (4.16)
y ∥∥∥∥Aq(λ+ 1µσAq)−1b
∥∥∥∥
q
≤ µσ‖b‖q +Kq(γ)µσ‖b‖q ≤ (1 +Kq(γ))µσ‖b‖q. (4.17)
Como
(λ+ L0)−1
 u
b
 =
 (λ+ ηρAp)−1u
(λ+ 1µσAq)
−1b
,
por el Lema 4.2.1 y los estimativos (4.16) y (4.17), obtenemos
‖L1(λ+ L0)−1[u, b]T ‖{p,q} = ‖L1[Ap(λ+ ηρAp)−1u,Aq(λ+ 1µσAq)−1b]T ‖{p,q}
≤ Cp,q(m){(‖A3u‖3 + ‖Amb‖m)‖Ap(λ+ ηρAp)−1u‖p
+(1 + µρ )(‖A3u‖3 + ‖Amb‖m)‖Aq(λ+ 1µσAq)−1b‖q}
≤ Cp,q(m){(‖A3u‖3 + ‖Amb‖m)(1 +Kp(γ)) ρη‖u‖p
+(1 + µρ )(‖A3u‖3 + ‖Amb‖m)(1 +Kq(γ))µσ‖b‖q}.
Como (u, b) satisface ‖A3u‖3 + ‖Amb‖m ≤ K0, de la desigualdad inmediatamente anterior tenemos
que:
‖L1(λ+ L0)−1[u, b]T ‖{p,q} ≤ Cp,q(m){K0(1 +Kp(γ)) ρη‖u‖p+
(
1 + µρ
)
K0(1 +Kq(γ))µσ‖b‖q}
≤ Cp,q(m)(1 +Kp(γ) +Kq(γ)){K0 ρη‖u‖p+
(
1 + µρ
)
K0µσ‖b‖q}
≤ Cp,q(m)Mp,q(m, γ)
(
ma´x
{
ρ
η ,
(
1 + µρ
)
µσ
}
K0
)
‖[u, b]T ‖{p,q}.
En consecuencia, si Mp,q(m, γ) = Cp,q(1 +Kp(γ) +Kq(γ)) obtenemos (4.11).
Lema 4.2.3. Sean m, p, q como en el Lema 4.2.1. Para cada γ ∈ (0, pi/2) definamos
δp,q = δp,q(m, γ) ≡ mı´n
{ 1
(1 +K0)Mp,q(m, γ)
, δ¯
}
, (4.18)
donde δ¯, K0 y Mp,q(m, γ) son las constantes del Teorema 3.2.1 y el Lema 4.2.2. Si
ma´x
{ρ
η
,
(
1 +
µ
ρ
)
µσ
}
< δp,q, (4.19)
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entonces Σγ ⊂ ρ(−Lp,q). Adema´s, para cada j = 0, 1, y r, s satisfaciendo
0 ≤ β ≡ 3
2
(1
p
− 1
r
)
≤ 1− j
2
, 0 ≤ ξ ≡ 3
2
(1
q
− 1
s
)
≤ 1− j
2
, (4.20)
entonces, existen constantes positivas C = C(p, q, r, s,m, γ, η, ρ, µ, σ) y C˜ = C˜(p, q, r, s,m, γ, η, ρ, µ, σ)
tales que para cada λ ∈ Σγ y (u, b) ∈ Lpσ(Ω)× Lqσ(Ω)∥∥∥∇j(λ+ L)−1 [u, b]T ∥∥∥
{r,s}
≤ C{(1 + |λ|)β+j/2−1 + (1 + |λ|)ξ+j/2−1}
∥∥∥ [u, b]T ∥∥∥
{p,q}
. (4.21)
En particular, para λ ∈ Σγ , con λ 6= 0 se tiene∥∥∥(λ+ L)−1 [u, b]T ∥∥∥
{r,s}
≤ C˜|λ|
∥∥∥ [u, b]T ∥∥∥
{p,q}
. (4.22)
Prueba. De las hipo´tesis (4.18) y (4.19), tenemos
Kp,q ≡Mp,q(m, γ)
(
max
{
ρ
η
,
(
1 +
µ
ρ
)
µσ
}
K0
)
≤Mp,q(m, γ)δp,qK0 ≤
Mp,q(m, γ)K0
(1 +K0)Mp,q(m, γ)
< 1.
(4.23)
Por la estimativa (4.11) del Lema 4.2.2 y por (4.23), podemos concluir que:∥∥L1(λ+ L0)−1∥∥{p,q}→{p,q} < 1.
As´ı, por el Teorema 3.1.5, para todo λ ∈ Σγ , existe un operador acotado e invertible
[I + L1(λ+ L0)−1]−1 =
∞∑
n=0
{−L1(λ+ L0)−1}n,
sobre el espacio Lpσ(Ω)× Lqσ(Ω), satisfaciendo
‖[I +L1(λ+L0)−1]−1‖{p,q}→{p,q} ≤
∞∑
n=0
∥∥L1(λ+ L0)−1∥∥n{p,q}→{p,q} ≤ ∞∑
n=0
Knp,q =
1
1−Kp,q . (4.24)
De lo anterior podemos deducir que
(λ+ L)−1 = (λ+ L0)−1[I + L1(λ+ L0)−1]−1, λ ∈ Σγ , (4.25)
es un operador lineal acotado en Lpσ(Ω)× Lqσ(Ω). As´ı pues, Σγ ⊂ ρ(−Lp,q).
Ahora probaremos el estimativo (4.21) para j = 0, 1. Observemos que de la condicio´n (4.20) y del
Lema 3.1.3, se tienen las siguientes inmersiones D(Aβ+j/2p ) ⊂ W j,r(Ω) y D(Aξ+j/2q ) ⊂ W j,s(Ω), las
cuales nos permiten hacer los siguientes estimativos∥∥∥∇j(λ+ L0)−1 [u, b]T ∥∥∥{r,s} = ‖∇j(λ+ ηρAp)−1u‖r + ‖∇j(λ+ 1µσAq)−1b‖s
≤ C‖Aβ+j/2p (λ+ ηρAp)−1u‖p + C‖Aξ+j/2q (λ+ 1µσAq)−1b‖q.
(4.26)
Usaremos la Proposicio´n 3.1.4, para estimar los te´rminos
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‖Aβ+j/2p (λ+ ηρAp)−1u‖p y ‖Aξ+j/2q (λ+ 1µσAq)−1b‖q.
Estimemos ‖Aβ+j/2p (λ+ ηρAp)−1u‖p . De la Proposicio´n 3.1.4 y (4.16) tenemos
‖Aβ+j/2p (λ+ ηρAp)−1u‖p ≤ C‖Ap(λ+ ηρAp)−1u‖β+j/2p ‖(λ+ ηρAp)−1u‖1−β−j/2p
≤ C
[
(1 +Kp(γ)) ρη‖u‖p
]β+j/2 [
‖(λ+ ηρAp)−1‖p→p‖u‖p
]1−β−j/2
= C
[
(1 +Kp(γ)) ρη‖u‖p
]β+j/2 [
‖ ρη (ρλη +Ap)−1‖p→p‖u‖p
]1−β−j/2
= C
[
(1 +Kp(γ)) ρη‖u‖p
]β+j/2 [
ρ
η‖(ρλη +Ap)−1‖p→p‖u‖p
]1−β−j/2
= ρCη (1 +Kp(γ))
β+j/2‖(λρη +Ap)−1‖1−β−j/2p→p ‖u‖p
= ρCη (1 +Kp(γ))
β+j/2‖(λ˜+Ap)−1‖1−β−j/2p→p ‖u‖p.
Si λ˜ := ρλ/η, entonces λ˜ ∈∑γ y por lo tanto
‖Aβ+j/2p (λ+ ηρAp)−1u‖p ≤ ρCη (1 +Kp(γ))β+j/2
[
Kp(γ)
1+|λ˜|
]1−β−j/2
‖u‖p
≤ ρCη (1 +Kp(γ))β+j/2
[
1+Kp(γ)
1+|λ˜|
]1−β−j/2
‖u‖p
≤ ρCη (1 +Kp(γ))β+j/2(1 +Kp(γ))1−β−j/2(1 + |λ˜|)β+j/2−1‖u‖p
≤ ρCη
(
1 +Kp(γ)
)(
1 + ρη |λ|
)β+j/2−1‖u‖p
≤ C(1 +Kp(γ))(1 + |λ|)β+j/2−1‖u‖p ( ρη)β+j/2
≤ C(1 + |λ|)β+j/2−1‖u‖p.
(4.27)
Ahora estimemos ‖Aξ+j/2q (λ+ 1µσAq)−1b‖q. De nuevo, por la Proposicio´n 3.1.4 y (4.17) obtenemos
‖Aξ+j/2q (λ+ 1µσAq)−1b‖q ≤ C‖Aq(λ+ 1µσAq)−1b‖ξ+j/2q ‖(λ+ 1µσAq)−1b‖1−ξ−j/2q
≤ C [(1 +Kq(γ))µσ‖b‖q]ξ+j/2
[
‖(λ+ 1µσAq)−1‖q→q‖b‖q
]1−ξ−j/2
= C [(1 +Kq(γ))µσ‖b‖q]ξ+j/2
[‖µσ(µσλ+Aq)−1‖q→q‖b‖q]1−ξ−j/2
= Cµσ(1 +Kq(γ))ξ+j/2‖(µσλ+Aq)−1‖1−ξ−j/2q→q ‖b‖q.
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Notemos que µσλ ∈∑γ , luego
‖Aξ+j/2q (λ+ 1µσAq)−1b‖q ≤ Cµσ(1 +Kq(γ))ξ+j/2
[
Kq(γ)
1+µσ|λ|
]1−ξ−j/2
‖b‖q
≤ Cµσ(1 +Kq(γ))ξ+j/2
[
1+Kq(γ)
1+µσ|λ|
]1−ξ−j/2
‖b‖q
= Cµσ(1 +Kq(γ))(1 + µσ|λ|)ξ+j/2−1‖b‖q
≤ Cµσ(1 +Kq(γ))(µσ + µσ|λ|)ξ+j/2−1‖b‖q
= C(µσ)ξ+j/2(1 +Kq(γ))(1 + |λ|)ξ+j/2−1‖b‖q
≤ C(1 + |λ|)ξ+j/2−1‖b‖q.
(4.28)
De los estimativos (4.26), (4.27) y (4.28), tenemos que∥∥∇j(λ+ L0)−1[u, b]T∥∥{r,s} ≤ C{(1 + |λ|)β+ j2−1 + (1 + |λ|)ξ+ j2−1}‖[u, b]T ‖{p,q}. (4.29)
Para todo λ ∈ Σγ y (u, b) ∈ Lpσ(Ω)× Lqσ(Ω). Concluimos de (4.24), (4.25) y (4.29), que∥∥∇j(λ+ L)−1[u, b]T∥∥{r,s} = ∥∥(λ+ L0)−1[I + L1(λ+ L0)−1]−1[u, b]T∥∥{r,s}
≤ C
{
(1 + |λ|)β+ j2−1 + (1 + |λ|)ξ+ j2−1
}
‖[I + L1(λ+ L0)−1]−1[u, b]T ‖{p,q}
≤
C
1−Kpq
{
(1 + |λ|)β+ j2−1 + (1 + |λ|)ξ+ j2−1
}
‖[u, b]T ‖{p,q}
≤ C{(1 + |λ|)β+ j2−1 + (1 + |λ|)ξ+ j2−1}∥∥[u, b]T∥∥{p,q} .
con lo cual queda probado el estimativo (4.21).
Por u´ltimo, demostremos el estimativo (4.22). Para todo λ ∈ Σγ , con λ 6= 0 y (u, b) ∈ Lpσ(Ω)×Lqσ(Ω).
De (4.24) y (4.25) deducimos∥∥(λ+ L)−1[u, b]T∥∥{r,s} ≤ ∥∥(λ+ L0)−1∥∥{p,q} ‖[I + L1(λ+ L0)−1]−1[u, b]T ‖{p,q}
≤ 11−Kpq
∥∥∥[(λ+ ηρAp)−1, (λ+ 1µσAq)−1]T∥∥∥{p,q}→{p,q} ‖[u, b]T ‖{p,q}
≤ C˜
∥∥∥[ ρη ( ρηλ+Ap)−1, µσ(µσλ+Aq)−1]T∥∥∥{p,q}→{p,q} ‖[u, b]T ‖{p,q}
≤ C˜
{
ρ
η‖( ρηλ+Ap)−1‖p→p + µσ‖(µσλ+Aq)−1‖q→q
}
‖[u, b]T ‖{p,q}.
Recordemos que ρηλ, µσλ ∈
∑
γ , por consiguiente∥∥(λ+ L)−1[u, b]T∥∥{r,s} ≤ C˜ { ρη [ Kp(γ)1+ ρη |λ|]+ µσ [ Kq(γ)1+µσ|λ|]} ‖[u, b]T ‖{p,q} ≤ C˜|λ|‖[u, b]T ‖{p,q}.
Lo anterior concluye la prueba del Lema 4.2.3.
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Proposicio´n 4.2.4. Sean m, p, q como en el Lema 4.2.1 y supongamos que η, ρ, µ, σ satisfacen
(4.19). Entonces el operador −L genera un semigrupo anal´ıtico acotado {e−tL}t≥0 de clase C0 sobre
el espacio Lpσ(Ω)× Lqσ(Ω). Adema´s, para j = 0, 1 y r, s satisfaciendo (4.20), existe una constante
positiva C = C(r, s, p, q,m, η, ρ, µ, σ) tal que∥∥∇je−tL[u, b]T∥∥{r,s} ≤ C{t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2}∥∥[u, b]T∥∥{p,q} , (4.30)
para todo t > 0 y (u, b) ∈ Lpσ(Ω)× Lqσ(Ω).
Prueba. Del Lema 4.2.3 tenemos que el operador −L := −Lp,q verifica:
i) Para cada γ ∈ (0, pi/2), Σγ ⊂ ρ(−Lp,q).
ii) Del estimativo (4.22), existe una constante C˜ > 0 tal que
‖(λ+ L)−1‖{r,s}→{p,q} ≤
C˜
|λ|, para todo λ ∈ Σγ , λ 6= 0,
y puesto que, −L es un operador denso en Lpσ(Ω)× Lqσ(Ω), entonces en virtud del Teorema 3.1.6,
concluimos que el operador −L genera un semigrupo anal´ıtico acotado {e−tL}t≥0 de clase C0, sobre
el espacio Lpσ(Ω)× Lqσ(Ω). A continuacio´n obtenemos los estimativos (4.30)j , j = 0, 1. Para ello
haremos uso de la integral de Dunford. Esta integral establece que
∇je−tL =
1
2pii
∫
Γ
∇j(λ+ L)−1etλdλ, t > 0,
donde el resolvente es integrado de ∞e−iϕ hasta ∞eiϕ, a lo largo del camino Γ : λ = |λ|e±iϕ, para
algu´n ϕ ∈ (pi/2, pi − γ), fijo pero arbitrario.
‖∇je−tL [u, b]T ‖{r,s} =
1
2pi
∥∥∥∥∫
Γ
∇j(λ+ L)−1etλ [u, b]T dλ
∥∥∥∥
{r,s}
≤
1
2pi
∫
Γ
∥∥∥∇j(λ+ L)−1etλ [u, b]T∥∥∥
{r,s}
|dλ|
≤
1
2pi
∫
Γ
∥∥∥∇j(λ+ L)−1 [u, b]T∥∥∥
{r,s}
etReλ|dλ|
≤
C
2pi
∫
Γ
{
(1 + |λ|)β+ j2−1 + (1 + |λ|)ξ+ j2−1}∥∥[u, b]T∥∥{p,q} etReλ|dλ|
≤
C
2pi
∫
Γ
{|λ|β+ j2−1 + |λ|ξ+ j2−1}∥∥[u, b]T∥∥{p,q} etReλ|dλ|. (4.31)
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Si β + j/2 > 0 y ξ + j/2 > 0, se sigue que
‖∇je−tL [u, b]T ‖{r,s} ≤
C
2pi
∫
Γ
{|λ|β+ j2−1 + |λ|ξ+ j2−1}∥∥[u, b]T∥∥{p,q} etReλ|dλ|
≤
C
2pi
∫ ∞
0
{
τβ+
j
2−1 + τ ξ+
j
2−1
}∥∥[u, b]T∥∥{p,q} etτ cos(ϕ)dτ
≤
C
2pi
(∫ ∞
0
{
τβ+
j
2−1 + τ ξ+
j
2−1
}
e−tτ sin(ϕ−pi/2)dτ
)∥∥[u, b]T∥∥{p,q}
≤ C{t−β−j/2 + t−ξ−j/2}(∫ ∞
0
{
τβ+
j
2−1 + τ ξ+
j
2−1
}
e−τdτ
)∥∥[u, b]T∥∥{p,q}
≤ C{t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2}∥∥[u, b]T∥∥{p,q} .
Si β + j/2 = 0 y ξ + j/2 > 0, entonces 0 = β + j/2 ≥ j/2 ≥ 0, obliga a que j = 0 y r = p. As´ı, si
reemplazamos Γ por Γ¯ = Γt ∪ Γ1, donde Γt := {|λ|e±iϕ : |λ| ≥ 1/t} y Γ1 := {(1/t)ei arg λ : −ϕ ≤
arg λ ≤ ϕ} en (4.31) tenemos
‖∇je−tL [u, b]T ‖{r,s} ≤ C2pi
∫
Γ
{|λ|−1 + |λ|ξ−1}∥∥[u, b]T∥∥{p,q} etReλ|dλ|
≤ C
(∫
Γ¯
|λ|−1etReλ|dλ|+
∫
Γ
|λ|ξ−1etReλ|dλ|
)∥∥[u, b]T∥∥{p,q}
= C
(∫
Γt
|λ|−1etReλ|dλ|+
∫
Γ1
|λ|−1etReλ|dλ|+
∫ ∞
0
τ ξ−1etτ cos(ϕ)dτ
)∥∥[u, b]T∥∥{p,q}
≤ C
(∫ ∞
t−1
τ−1etτ cos(ϕ)dτ +
∫ ϕ
−ϕ
ecosϑdϑ+
∫ ∞
0
τ ξ−1e−tτ sin(ϕ−pi/2)dτ
)∥∥[u, b]T∥∥{p,q}
≤ C
(∫ ∞
t−1
τ−1e−tτ sin(ϕ−
pi
2 )dτ +
∫ pi
−pi
ecosϑdϑ+ t−ξ
∫ ∞
0
τ ξ−1e−τdτ
)∥∥[u, b]T∥∥{p,q}
≤ C
(∫ ∞
sin(ϕ−pi2 )
τ−1e−τdτ +
∫ pi
−pi
ecosϑdϑ+ t−ξ
∫ ∞
0
τ ξ−1e−τdτ
)∥∥[u, b]T∥∥{p,q}
≤ C(1 + t−ξ)
(∫ ∞
sin(ϕ−pi2 )
τ−1e−τdτ +
∫ pi
−pi
ecosϑdϑ+
∫ ∞
0
τ ξ−1e−τdτ
)∥∥[u, b]T∥∥{p,q}
≤ C{t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2}∥∥[u, b]T∥∥{p,q} .
Si β+ j/2 > 0 y ξ+ j/2 = 0. Puesto que ξ+ j/2 = 0 lleva a que s = q y j = 0, por un razonamiento
ana´logo al anterior obtenemos (4.30)j .
Si β + j/2 = 0 y ξ + j/2 = 0, implican que r = p, s = q y j = 0, luego si reemplazamos Γ por
Γ¯ = Γt ∪ Γ1, donde Γt := {|λ|e±iϕ : |λ| ≥ 1/t} y Γ1 := {(1/t)ei arg λ : −ϕ ≤ arg λ ≤ ϕ} en (4.31)
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tenemos
‖∇je−tL [u, b]T ‖{r,s} ≤ C
pi
∫
Γ
|λ|−1 ∥∥[u, b]T∥∥{p,q} etReλ|dλ|
≤ C
∫
Γ¯
|λ|−1etReλ|dλ|∥∥[u, b]T∥∥{p,q}
= C
(∫
Γt
|λ|−1etReλ|dλ|+
∫
Γ1
|λ|−1etReλ|dλ|
)∥∥[u, b]T∥∥{p,q}
≤ C
(∫ ∞
t−1
τ−1etτ cos(ϕ)dτ +
∫ ϕ
−ϕ
ecosϑdϑ
)∥∥[u, b]T∥∥{p,q}
≤ C
(∫ ∞
sin(ϕ−pi2 )
τ−1e−τdτ +
∫ pi
−pi
ecosϑdϑ
)∥∥[u, b]T∥∥{p,q}
≤ C{t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2}∥∥[u, b]T∥∥{p,q} .
Por lo tanto, la prueba del Lema 4.2.4 esta´ completada.
Observacio´n 4.2.1. Debido a que Ω es un dominio acotado de R3, entonces 0 ∈ ρ(−Lp,q), por lo
tanto existe un nu´mero positivo de ζ tal que
σ(Lp,q) ⊂ {λ ∈ C : Reλ > ζ} (4.32)
donde σ(.) representa el espectro del operador Lp,q. Esta propiedad es de gran importancia para
obtener estimativos de decaimiento exponencial del semigrupo e−tL cuando t → ∞. Adema´s, como
σ(Lp,q) es un conjunto cerrado, para cualquier ζ > 0 satisfaciendo (4.32) existe ζ∗ > ζ tal que
Re σ(Lp,q) > ζ∗ y {λ ∈ C : Re λ ≥ −ζ∗} ⊂ ρ(−Lp,q).
La siguiente proposicio´n mejora el decaimiento temporal dado en (4.30) para un decaimiento de tipo
exponencial.
Proposicio´n 4.2.5. Sean m, p, q como en el Lema 4.2.1 y supongamos que la condicio´n (4.19) se
cumple. Si ζ > 0 satisface (4.32), entonces para j = 0, 1 y {r, s} satisfaciendo (4.20), existe una
constante positiva Cζ = Cζ(r, s, p, q,m, η, ρ, µ, σ) tal que para todo t > 0 y (u, b) ∈ Lpσ(Ω)× Lqσ(Ω)∥∥∥∇je−tL [u, b]T∥∥∥
{r,s}
≤ Cζ{t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2}e−ζt
∥∥∥[u, b]T∥∥∥
{p,q}
. (4.33)
Prueba. Primero probaremos que para todo t ≥ 0∥∥∥e−tL [u, b]T ∥∥∥
{p,q}
≤ Cζe−ζt
∥∥∥ [u, b]T ∥∥∥
{p,q}
. (4.34)
Como ζ > 0 satisface (4.32), entonces por la Observacio´n 4.2.1, existe ζ∗ > ζ tal que Re σ(Lp,q) > ζ∗
y {λ ∈ C : Re λ ≥ −ζ∗} ⊂ ρ(−Lp,q). Por el Lema 4.2.3, sabemos que Σγ ⊂ ρ(−Lp,q), lo cual implica
que
Θζ
∗
γ ≡ Σγ ∪ {λ ∈ C : Re λ ≥ −ζ∗} ⊂ ρ(−Lp,q).
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Entonces podemos tomar ϕ = ϕ(ζ∗) ∈ (pi/2, pi) tal que Γ ≡ {λ ∈ C : λ = −ζ + |λ + ζ|e±iϕ} ⊂
Θζ
∗
γ . De (4.21) con j = 0 obtenemos que ‖(λ + L)−1‖{p,q}→{p,q} ≤ Cζ∗ , λ ∈ Θζ
∗
γ , donde Cζ∗ =
Cζ∗(p, q, η, ρ, µ, σ).
En consecuencia, ∥∥∥e−tL [u, b]T ∥∥∥
{p,q}
=
1
2pi
∥∥∥∫
Γ
(λ+ L)−1etλdλ [u, b]T
∥∥∥
{p,q}
≤ Cζ∗e
−ζt
pi
∫ ∞
0
etη cosϕdη ·
∥∥∥ [u, b]T ∥∥∥
{p,q}
=
−Cζ∗e−ζt
pit cosϕ
∥∥∥ [u, b]T ∥∥∥
{p,q}
,
para t > 0. Si t ≥ 1, el estimativo (4.34) es obtenido de manera directa. Si t < 1, el estimativo del
semigrupo dado por la Proposicio´n 4.2.4 implica el estimativo (4.34).
Dado ξ > 0, por la Observacio´n 4.2.1, podemos escoger τ = τ(ξ) > 0 suficientemente pequen˜o tal
que ξ/(1− τ) tambie´n cumpla (4.32). Del estimativo (4.34) tenemos que∥∥e−tL[u, b]T∥∥{p,q} ≤ Cξ/(1−τ)e−(ξ/(1−τ))t ∥∥[u, b]T∥∥{p,q}, t ≥ 0.
Esta desigualdad junto con la Proposicio´n 4.2.4 nos permiten concluir que∥∥∇je−tL[u, b]T∥∥{r,s} = ∥∥∥∇je−τtLe−(1−τ)tL[u, b]T∥∥∥{r,s}
≤ Cξ
{
(τt)−(3/2)(1/p−1/r)−j/2 + (τt)−(3/2)(1/q−1/s)−j/2
}∥∥∥e−(1−τ)tL[u, b]T∥∥∥
{p,q}
≤ Cξ
{
t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2
}
e−(ξ/(1−τ))(1−τ)t
∥∥[u, b]T∥∥{p,q}
≤ Cξ
{
t−(3/2)(1/p−1/r)−j/2 + t−(3/2)(1/q−1/s)−j/2
}
e−ξt
∥∥[u, b]T∥∥{p,q} .
Esta desigualdad prueba (4.33).
4.3. Estabilidad y decaimiento ra´pido
El objetivo de esta seccio´n es demostrar los Teoremas 3.2.2 y 3.2.3. Observemos que de la definicio´n
del operador L, podemos reescribir el sistema (3.10) como sigue
d
dt
 v
w
+ L
 v
w
+
 P3((v · ∇)v − µρ (w · ∇)w)
Pm((v · ∇)w − (w · ∇)v)
 =
 0
0
 , t > 0,
v(0) = u0 − u, w(0) = b0 − b.
(4.35)
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Como −L genera un semigrupo anal´ıtico acotado de clase C0, podemos expresar el sistema (4.35),
a partir del principio de Duhamel, en la siguiente forma integral v(t)
w(t)
 = e−tL
 u0 − u
b0 − b
− ∫ t
0
e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
Pm((v · ∇)w − (w · ∇)v)
 (s)ds. (4.36)
Para 3 ≤ r, l <∞, β = 12 − 32r y % = 1− 32l , consideraremos el espacio de Banach
B :=

tβeζt(v, w) ∈ BC((0,∞);Lrσ(Ω)× Lrσ(Ω))
(v, w) : t%eζt(∇v,∇w) ∈ BC((0,∞);Ll(Ω)× Ll(Ω))
v(0) = u0 − u, w(0) = b0 − b

dotado de la norma
‖ [v ,w ]T ‖B = sup
t>0
tβeζt(‖v(t)‖r + ‖w(t)‖r) + sup
t>0
t%eζt(‖∇v(t)‖l + ‖∇w(t)‖l).
Definamos el operador F : B → B por
F
 v
w
 (t) = e−tL
 u0 − u
b0 − b
− ∫ t
0
e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
Pm((v · ∇)w − (w · ∇)v)
 (s)ds.
El siguiente lema tiene como objetivo obtener algunos estimativos de decaimiento del semigrupo
{e−tL}t≥0 sobre el espacio B.
Lema 4.3.1. Sean 3/2 < m ≤ {r˜, l˜} <∞, y 3 ≤ {r, l} <∞, tal que
1
3
− 1
r
=
1
m
− 1
r˜
,
1
3
− 1
l
=
1
m
− 1
l˜
.
Si (u0 − u, b0 − b) ∈ L3(Ω) × Lm(Ω) y si ζ > 0 satisface (4.2.1), para {p, q} = {3,m} y adema´s
ma´x { ρη , (µρ + 1)µσ} < δ3,m, entonces existe una constante C1 = Cζ(r, r˜, l, l˜,m, η, ρ, µ, σ) > 0 tal que
para todo t > 0∥∥∥∥∥∥e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{r,r˜}
≤ C1t−(1/2−3/2r)e−ζt
∥∥∥∥∥∥
 u0 − u
b0 − b
∥∥∥∥∥∥
{3,m}
, (4.37)
∥∥∥∥∥∥∇e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{l,l˜}
≤ C1t−(1−3/2l)e−ζt
∥∥∥∥∥∥
 u0 − u
b0 − b
∥∥∥∥∥∥
{3,m}
. (4.38)
Prueba. Como m, r, r˜, l, l˜, satisfacen las condiciones (4.9) y (4.20), entonces, aplicando el estimativo
(4.33) de la Proposicio´n 4.2.5, obtenemos∥∥∥e−tL [u0 − u, b0 − b]T∥∥∥{r,r˜}
≤ Cζ{t−(3/2)(1/3−1/r) + t−(3/2)(1/m−1/r˜)}e−ζt
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,m}
= C1t−(1/2−3/2r)e−ζt
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,m} ,
(4.39)
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y ∥∥∥∇e−tL [u0 − u, b0 − b]T∥∥∥{l,l˜}
≤ Cζ{t−(3/2)(1/3−1/l)−1/2 + t−(3/2)(1/m−1/l˜)−1/2}e−ζt
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,m}
= C1t−(1−3/2l)e−ζt
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,m} .
(4.40)
As´ı finalizamos la prueba del Lema.
Los siguientes dos lemas proporcionan estimativos de la parte no lineal de (4.36).
Lema 4.3.2. Sean r, l como en el Lema 4.3.1 con 1r +
1
l >
1
3 y m = 3. Si ζ > 0 satisface
(4.2.1) y adema´s ma´x { ρη , (µρ + 1)µσ} < δ rlr+l , rlr+l . Entonces, existe una constante positiva Cζ =
Cζ(r, l, η, ρ, µ, σ) tal que para todo v, w ∈ Lrσ(Ω), ∇v,∇w ∈ Llσ(Ω) y t > 0,∫ t
0
∥∥∥∥∥∥e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
∥∥∥∥∥∥
{r,r}
ds ≤ Cζt−βe−ζt
∥∥∥[u, b]T∥∥∥2
B . (4.41)
Prueba. Por las condiciones asumidas sobre r, l, podemos deducir que p = q = rlr+l , satisfacen
las condiciones (4.9) y (4.20). Usando el estimativo (4.33) de la Proposicio´n 4.2.5 y la desigualdad
Ho¨lder, tenemos∥∥∥∥∥∥e−(t−s)L
 P3((v · ∇)v)
P3((v · ∇)w)
∥∥∥∥∥∥
{r,r}
≤ Cζ(t− s)−3/2le−ζ(t−s)
∥∥∥∥∥∥
 P3((v · ∇)v)
P3((v · ∇)w)
∥∥∥∥∥∥
{rl/r+l,rl/r+l}
≤ Cζ(t− s)−3/2le−ζ(t−s)(‖v‖r‖∇v‖l + ‖v‖r‖∇w‖l),
(4.42)
y∥∥∥∥∥∥e−(t−s)L
 P3(µρ (w · ∇)w)
P3((w · ∇)v)
∥∥∥∥∥∥
{r,r}
≤ Cζ(t− s)−3/2le−ζ(t−s)
∥∥∥∥∥∥
 P3(µρw · ∇w)
P3(w · ∇v)
∥∥∥∥∥∥
{rl/r+l,rl/r+l}
≤ Cζ(t− s)−3/2le−ζ(t−s)(‖w‖r‖∇w‖l + ‖w‖r‖∇v‖l).
(4.43)
Entonces, de (4.42) y (4.43) deducimos que
∥∥∥∥∥∥e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
∥∥∥∥∥∥
{r,r}
≤ Cζ(t− s)−3/2le−ζ(t−s)
∥∥∥[u, b]T∥∥∥
{r,r}
∥∥∥[∇u,∇b]T∥∥∥
{l,l}
. (4.44)
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De (4.44) y recordando que β = 12 − 32r , % = 1− 32l obtenemos que∫ t
0
∥∥∥∥∥∥e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
∥∥∥∥∥∥
{r,r}
ds
≤ Cζe−ζt
(∫ t
0
(t− s)−3/2ls−βs−%ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−βe−ζt
(∫ 1
0
(1− s)−3/2ls−(β+%)ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−βe−ζt
(∫ 1
0
(1− s)%−1s−(β+%)ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−βe−ζt
∥∥∥[v, w]T∥∥∥2
B
, (4.45)
con lo cual se concluye la prueba del Lema.
Lema 4.3.3. Sean l como en el Lema 4.3.1 y m = 3 < r < ∞ con 1r + 1l > 13 . Si ζ > 0
satisface (4.2.1) y si ma´x { ρη , (µρ + 1)µσ} < δ rlr+l , rlr+l . Entonces, existe una constante positiva Cζ =
Cζ(r, l, η, ρ, µ, σ) tal que para todo v, w ∈ Lrσ(Ω), ∇v,∇w ∈ Ll(Ω) y t > 0,∫ t
0
∥∥∥∥∥∥∇e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
∥∥∥∥∥∥
{l,l}
ds ≤ Cζt−%e−ζt
∥∥∥[u, b]T∥∥∥2
B
. (4.46)
Prueba. Las condiciones asumidas sobre r, l, implican que p = q = rl/r + l, rl/r + l, satisfacen las
condiciones (4.9) y (4.20). En virtud del estimativo (4.33) y la desigualdad de Ho¨lder concluimos
que∥∥∥∥∥∥∇e−(t−s)L
 P3((v · ∇)v)
P3((v · ∇)w)
∥∥∥∥∥∥
{l,l}
≤ Cζ(t− s)−(3/2r)−1/2e−ζ(t−s)
∥∥∥∥∥∥
 P3((v · ∇)v)
P3((v · ∇)w)
∥∥∥∥∥∥
{ rlr+l , rlr+l}
≤ Cζ(t− s)−(3/2r)−1/2e−ζ(t−s)(‖v‖r‖∇v‖l + ‖v‖r‖∇w‖l),
(4.47)
y∥∥∥∥∥∥∇e−(t−s)L
 P3(µρ (w · ∇)w)
P3((w · ∇)v)
∥∥∥∥∥∥
{l,l}
≤ Cζ(t− s)−(3/2r)−1/2e−ζ(t−s)
∥∥∥∥∥∥
 P3(µρ (w · ∇)w)
P3((w · ∇)v)
∥∥∥∥∥∥
{ rlr+l , rlr+l}
≤ Cζ(t− s)−(3/2r)−1/2e−ζ(t−s)(‖w‖r‖∇w‖l + ‖w‖r‖∇v‖l).
(4.48)
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Luego, deducimos de (4.47) y (4.48) que
∫ t
0
∥∥∥∥∥∥∇e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
∥∥∥∥∥∥
{l,l}
ds
≤ Cζe−ζt
(∫ t
0
(t− s)−(3/2r)−1/2s−βs−%ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−%e−ζt
(∫ 1
0
(1− s)−(3/2r)−1/2s−(β+%)ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−%e−ζt
(∫ 1
0
(1− s)β−1s−(β+%)ds
)∥∥∥[v, w]T∥∥∥2
B
≤ Cζt−%e−ζt
∥∥∥[v, w]T∥∥∥2
B
. (4.49)
Por lo tanto el estimativo (4.46) queda mostrado.
Prueba del Teorema 3.2.2. Para J > 0, definimos el conjunto
BJ =
{
(v,w) ∈ B :
∥∥∥ [v,w]T ∥∥∥
B
≤ J
}
.
Tomemos δ = mı´n{δ3,3, δ rl
r+l ,
rl
r+l
}. Si en el Lema 4.3.1, tomamos r = r˜, l = l˜ (lo que implica la
restriccio´n m = 3), obtenemos que∥∥∥∥∥∥e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
B
≤ C1
∥∥∥∥∥∥
 u0 − u
b0 − b
∥∥∥∥∥∥
{3,3}
. (4.50)
As´ı, de los Lemas 4.3.2 y 4.3.3, conclu´ımos que para todo (v, w) ∈ B∥∥∥F [v, w]T∥∥∥
B
≤ C1
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,3} + C2 ∥∥∥[v, w]T∥∥∥2B . (4.51)
En consecuencia, si tomamos J0 = C1
∥∥∥[u0 − u, b0 − b]T∥∥∥{3,3} < 14C2 , entonces tenemos que
F(BJ) ⊂ BJ , con J = 1−
√
1− 4C2J0
2C2
≤ 2J0. (4.52)
Veamos que F : BJ → BJ es una contraccio´n. Sean (v1, w1), (v2, w2) ∈ BJ . Supongamos que
v˜ = v1 − v2, w˜ = w1 − w2, luego
F [v1, w1]T −F [v2, w2]T = −
∫ t
0
e−(t−s)L
 P3((v˜ · ∇)v2 − µρ (w˜ · ∇)w2)
P3((v˜ · ∇)w2 − (w˜ · ∇)v2)
 (s)ds
−
∫ t
0
e−(t−s)L
 P3((v1 · ∇)v˜ − µρ (w1 · ∇)w˜)
P3((v1 · ∇)w˜ − (w1 · ∇)v˜)
 (s)ds.
(4.53)
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entonces de la Proposicio´n 4.2.5 y de la desigualdad de Ho¨lder obtenemos que∥∥∥F [v1, w1]T −F [v2, w2]T∥∥∥{r,r}
≤
∫ t
0
∥∥∥∥∥∥e−(t−s)L
 P3((v˜ · ∇)v2 − µρ (w˜ · ∇)w2)
P3((v˜ · ∇)w2 − (w˜ · ∇)v2)
 (s)
∥∥∥∥∥∥
{r,r}
ds
+
∫ t
0
∥∥∥∥∥∥e−(t−s)L
 P3((v1 · ∇)v˜ − µρ (w1 · ∇)w˜)
P3((v1 · ∇)w˜ − (w1 · ∇)v˜)
 (s)
∥∥∥∥∥∥
{r,r}
ds
≤ Cζ
∫ t
0
(t− s)−3/2le−ζ(t−s)
∥∥∥[v˜(s), w˜(s)]T∥∥∥
{r,r}
∥∥∥[∇v˜2(s),∇w˜2(s)]T∥∥∥{l,l} ds
+ Cζ
∫ t
0
(t− s)−3/2le−ζ(t−s)
∥∥∥[v1(s), w1(s)]T∥∥∥{r,r} ∥∥∥[∇v˜(s),∇w˜(s)]T∥∥∥{l,l} ds
≤ Cζe−ζt
∥∥∥[v2, w2]T∥∥∥B
∫ t
0
(t− s)%−1s−%
∥∥∥[v˜(s), w˜(s)]T∥∥∥
{r,r}
ds
+ Cζe−ζt
∥∥∥[v1, w1]T∥∥∥B
∫ t
0
(t− s)%−1s−β
∥∥∥[∇v˜(s),∇w˜(s)]T∥∥∥
{l,l}
ds
≤ Cζe−ζt
∥∥∥[v2, w2]T∥∥∥B ∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)%−1s−(β+%)ds
+ Cζe−ζt
∥∥∥[v1, w1]T∥∥∥B ∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)%−1s−(β+%)ds
≤ Cζe−ζt
(∥∥∥[v2, w2]T∥∥∥B + ∥∥∥[v1, w1]T∥∥∥B )∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)%−1s−(β+%)ds
≤ 2JCζt−βe−ζt
∥∥∥[v˜, w˜]T∥∥∥
B
∫ 1
0
(1− s)%−1s−(β+%)ds,
as´ı
tβeζt
∥∥∥F [v1, w1]T −F [v2, w2]T∥∥∥{r,r} ≤ 2JCζ(
∫ 1
0
(1− s)%−1s−(β+%)ds
)∥∥∥[v˜, w˜]T∥∥∥
B
. (4.54)
De nuevo por la Proposicio´n 4.2.5 y la desigualdad de Ho¨lder deducimos que∥∥∥∇(F [v1, w1]T −F [v2, w2]T )∥∥∥{l,l}
≤
∫ t
0
∥∥∥∥∥∥∇e−(t−s)L
 P3((v˜ · ∇)v2 − µρ (w˜ · ∇)w2)
P3((v˜ · ∇)w2 − (w˜ · ∇)v2)
 (s)
∥∥∥∥∥∥
{l,l}
ds
+
∫ t
0
∥∥∥∥∥∥∇e−(t−s)L
 P3((v1 · ∇)v˜ − µρ (w1 · ∇)w˜)
P3((v1 · ∇)w˜ − (w1 · ∇)v˜)
 (s)
∥∥∥∥∥∥
{l,l}
ds
≤ C˜ζ
∫ t
0
(t− s)−(3/2r)−1/2e−ζ(t−s)
∥∥∥[v˜(s), w˜(s)]T∥∥∥
{r,r}
∥∥∥[∇v2(s),∇w2(s)]T∥∥∥{l,l} ds
+ C˜ζ
∫ t
0
(t− s)−(3/2r)−1/2e−ζ(t−s)
∥∥∥[v1(s), w1(s)]T∥∥∥{r,r} ∥∥∥[∇v˜(s),∇w˜(s)]T∥∥∥{l,l} ds
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≤ C˜ζe−ζt
∥∥∥[v2, w2]T∥∥∥B
∫ t
0
(t− s)β−1s−%
∥∥∥[v˜(s), w˜(s)]T∥∥∥
{r,r}
ds
+ C˜ζe−ζt
∥∥∥[v1, w1]T∥∥∥B
∫ t
0
(t− s)β−1s−β
∥∥∥[∇v˜(s),∇w˜(s)]T∥∥∥
{l,l}
ds
≤ C˜ζe−ζt
∥∥∥[v2, w2]T∥∥∥B ∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)β−1s−(β+%)ds
+ C˜ζe−ζt
∥∥∥[v2, w1]T∥∥∥B ∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)β−1s−(β+%)ds
≤ C˜ζe−ζt
(∥∥∥[v2, w2]T∥∥∥B + ∥∥∥[v1, w1]T∥∥∥B )∥∥∥[v˜, w˜]T∥∥∥B
∫ t
0
(t− s)β−1s−(β+%)ds
≤ 2JC˜ζt−%e−ζt
∥∥∥[v˜, w˜]T∥∥∥
B
∫ 1
0
(1− s)β−1s−(β+%)ds,
luego
t%eζt
∥∥∥∇(F [v1, w1]T −F [v2, w2]T )∥∥∥{r,r} ≤ 2JC˜ζ(
∫ 1
0
(1− s)β−1s−(β+%)ds
)∥∥∥[v˜, w˜]T∥∥∥
B
. (4.55)
De (4.54) y (4.55) se sigue que∥∥∥F [v1, w1]T −F [v2, w2]T∥∥∥B ≤ 2J(Cζ + C˜ζ)(
∫ 1
0
(1− s)β−1s−(β+%)ds
)∥∥∥[v˜, w˜]T∥∥∥
B
≤ 4J0(Cζ + C˜ζ)
(∫ 1
0
(1− s)β−1s−(β+%)ds
)∥∥∥[v˜, w˜]T∥∥∥
B
≤ 4J0C˜2
∥∥∥[v˜, w˜]T∥∥∥
B
. (4.56)
Usando la hipo´tesis de pequen˜ez del dato inicial en la norma L3, lo que implica la pequen˜ez de J0,
se obtiene que 4J0C˜2 < 1. Por lo tanto, F es una contraccio´n de BJ en BJ . En virtud del Teorema
del punto fijo de Banach, existe un par [v, w]T ∈ BJ tal que F [v, w]T = [v, w]T , es decir, existe una
solucio´n de la ecuacio´n integral (4.36), satisfaciendo los estimativos∥∥[v, w]T∥∥{r,r} ≤ Cζt−(1/2−3/2r)e−ζt ∥∥[u0 − u, b0 − b]T∥∥{3,3} , (4.57)∥∥[∇v,∇w]t∥∥{l,l} ≤ Cζt−(1−3/2l)e−ζt ∥∥[u0 − u, b0 − b]T∥∥{3,3} , (4.58)
para r > 3 y 3rr−3 > l ≥ 3. Recordamos que la restriccio´n r > 3 y 3rr−3 > l ≥ 3 aparecen en las
pruebas de los Lemas 4.3.2 y 4.3.3 como condicio´nes de integrabilidad (ve´ase (4.45) y (4.49)). As´ı,
para obtener (4.57) en el caso, r = 3, y (4.58) en el caso, l ≥ 3rr−3 , se evalu´a (4.36) y el gradiente de
(4.36) con el uso de la Proposicio´n 4.2.5 y los estimativos (4.57) y (4.58), ya obtenidas en el caso,
r > 3 y 3rr−3 > l ≥ 3.
La prueba de la unicidad sigue argumentos esta´ndar, por lo cual simplemente referiremos al lector
a ver [18].
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Ahora obtendremos el estimativo de decaimiento para ‖[v, w]T ‖{∞,∞}. Para ello usaremos el estima-
tivo de decaimiento de ‖[∇v,∇w]T ‖{l,l}, para algu´n l > 3 y la desigualdad de Gagliardo-Niremberg
(ve´ase Teorema 3.1.7). Tomando θ tal que 0 = θ(1/l − 1/3) + (1 − θ)1/3, en la desigualdad de
Gagliardo-Niremberg obtenemos
‖v(t)‖∞ ≤ C‖∇v(t)‖θl ‖v(t)‖1−θ3 ≤ Ct−θ(1−3/2l)e−ζt = Ct−1/2e−ζt,
‖w(t)‖∞ ≤ C‖∇w(t)‖θl ‖w(t)‖1−θ3 ≤ Ct−θ(1−3/2l)e−ζt = Ct−1/2e−ζt,
una vez que θ tambie´n verifica θ(1− 3/2l) = 1/2.
Por u´ltimo de la regularidad de (v, w), anteriormente obtenida, podemos garantizar la continuidad
de Ho¨lder de P3((v · ∇)v), P3((v · ∇)w), P3(µρ (w · ∇)w), P3((w · ∇)v).
‖P3((v(t+ h) · ∇)v(t+ h))− P3((v(t) · ∇)v(t))‖3
≤ ‖(v(t+ h) · ∇)v(t+ h)− (v(t) · ∇)v(t)‖3
≤ ‖((v(t+ h)− v(t)) · ∇)v(t+ h)‖3 + ‖(v(t) · ∇)(v(t+ h)− v(t))‖3
≤ ‖v(t+ h)− v(t)‖∞‖∇v(t+ h)‖3 + ‖v(t)‖∞‖∇(v(t+ h)− v(t))‖3. (4.59)
En [17] (Lema A.4), Kozono & Ogawa probaron que
‖v(t+ h)− v(t)‖∞ ≤ C(hk′t− 12−k′ + h− 12 + δ2 t−1+ δ2 ), (4.60)
‖∇v(t+ h)−∇v(t)‖3 ≤ C(hk′t− 12−k′ + h− 12 + δ2 t−1+ δ2 ), (4.61)
para todo t > 0, y k′ > 0 con 0 < δ2 + k
′ < 12 .
De (4.59), (4.60) y (4.61), deducimos que para algu´n k0 > 0, el te´rmino
P3((v · ∇)v) ∈ Ck0([τ,∞);L3),
para todo τ ∈ (0,∞).
De manera ana´loga se prueba la continuidad de Ho¨lder de P3(v · ∇w), P3(µρw · ∇w), P3(w · ∇v).
As´ı por el Lema 3.1.8 concluimos que la solucio´n (u, v) es en verdad una solucio´n fuerte de (3.10)
(ve´ase [8, 10]). Esto completa la prueba del Teorema 3.2.2.
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Prueba de Teorema 3.2.3. Probemos primero (3.14). Tomando la norma ‖·‖{r,r} en la
ecuacio´n integral (4.36), se sigue que∥∥∥∥∥∥
 v(t)
w(t)
∥∥∥∥∥∥
{r,r}
≤
∥∥∥∥∥∥e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{r,r}
+
∥∥∥∥∥∥
∫ t
0
e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
 (s)ds
∥∥∥∥∥∥
{r,r}
= I0(t) + I1(t), (4.62)
donde
I0(t) =
∥∥∥∥∥∥e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{r,r}
y I1(t) =
∥∥∥∥∥∥
∫ t
0
e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
 (s)ds
∥∥∥∥∥∥
{r,r}
.
Estimemos inicialmente I1. En este caso tenemos
I1(t) ≤ Cζ
∫ t
0
(t− s)−3/2le−ζ(t−s)(‖v(s)‖r + ‖w(s)‖r)(‖∇v(s)‖l + ‖∇w(s)‖l)ds
≤ Cζ
∫ t
0
(t− s)−3/2le−ζ(t−s)s−(%+β)e−2ζssβeζs(‖v(s)‖r + ‖w(s)‖r)ds
∥∥∥[v, w]T∥∥∥
B
≤ Cζe−ζt
∫ t
0
(t− s)−3/2ls−(%+β)sβeζs(‖v(s)‖r + ‖w(s)‖r)ds
∥∥∥[v, w]T∥∥∥
B
. (4.63)
Haciendo el cambio de variable s → ts en (4.63), y como % = 1 − 32l y ‖[v, w]T ‖B ≤ J ≤ 2J0,
obtenemos que
I1(t) ≤ Cζe−ζtt1−(3/2l)−%−β2J0
∫ 1
0
(1− s)−3/2ls−(%+β)(ts)βeζts(‖v(ts)‖r + ‖w(ts)‖r)ds
= Cζe−ζtt−β2J0
∫ 1
0
(1− s)%−1s−(%+β)(ts)βeζts(‖v(ts)‖r + ‖w(ts)‖r)ds. (4.64)
Definamos
Q = l´ım sup
t→∞
[
tβeζt (‖v(t)‖r + ‖w(t)‖r)
]
. (4.65)
Recordemos que l´ım sup
t→∞
f(t) ≡ l´ım
k→∞
supt>k f(t). Entonces, por el Teorema de la Convergencia
Dominada, junto con (4.65), concluimos que
l´ım sup
t→∞
∫ 1
0
(1− s)%−1s−(%+β)(ts)βeζts(‖v(ts)‖r + ‖w(ts)‖r)ds ≤ Q
∫ 1
0
(1− s)%−1s−(%+β)ds. (4.66)
Supongamos por un momento que
l´ım sup
t→∞
[
tβeζtI0(t)
]
= 0. (4.67)
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Multiplicando (4.62) por tβeζt y despue´s computando l´ım sup
t→∞
, en vista de (4.64) y (4.66) concluimos
que
Q ≤ l´ım sup
t→∞
[
tβeζtI0(t)
]
+ 2CζJ0Q
∫ 1
0
(1− s)%−1s−(%+β)ds
= 0 + 2CζJ0Q
∫ 1
0
(1− s)%−1s−(%+β)ds.
En la prueba del Teorema 3.2.2, notamos que la constante C2 en (4.52) satisface
2J0Cζ
∫ 1
0
(1− s)%−1s−(%+β)ds = 2J0C2 < 1.
Por consiguiente, como Q es un nu´mero no negativo, deducimos que Q = 0, es decir,
l´ım
t→∞
[
tβeζt (‖v(t)‖r + ‖w(t)‖r)
]
= 0. (4.68)
Finalmente, tomemos θ tal que 0 = θ(1/l− 1/3) + (1− θ)1/r y observemos que θ%+β(1− θ) = 1/2.
Del Teorema 3.2.2 (ve´ase (4.52)), sabemos que ‖∇w(t)‖l, ‖∇v(t)‖l ≤ 2J0t−%e−ζt. Entonces por la
desigualdad de Gagliardo-Niremberg (ve´ase Teorema 3.1.7) y (4.68) se sigue que
l´ım sup
t→∞
t1/2eζt‖v(t)‖∞ ≤ C l´ım sup
t→∞
(
t1/2eζt‖∇v(t)‖θl ‖v(t)‖1−θr
)
≤ C(2J0)θ l´ım sup
t→∞
(
t1/2eζt(t−%e−ζt)θ(t−βe−ζt)1−θ(tβeζt‖v(t)‖r)1−θ
)
= C(2J0)θ
(
l´ım sup
t→∞
tβeζt‖v(t)‖r
)1−θ
= 0, (4.69)
y
l´ım sup
t→∞
t1/2eζt‖w(t)‖∞ ≤ C l´ım sup
t→∞
(
t1/2eζt‖∇w(t)‖θl ‖w(t)‖1−θr
)
≤ C(2J0)θ l´ım sup
t→∞
(
t1/2eζt(t−%e−ζt)θ(t−βe−ζt)1−θ(tβeζt‖w(t)‖r)1−θ
)
= C(2J0)θ
(
l´ım sup
t→∞
tβeζt‖w(t)‖r
)1−θ
= 0. (4.70)
De (4.69) y (4.70), obtenemos (3.14). Por lo tanto, demostremos (4.67). Es suficiente probar que
l´ım
t→∞ t
βeζt
∥∥∥∥∥∥e−tL
 ϕ
φ
∥∥∥∥∥∥
{r,r}
= 0, para [ϕ, φ]T ∈ Lrσ(Ω)× Lrσ(Ω). (4.71)
Para este fin, tomemos q < 3 y consideremos la sucesio´n {ϕk} ⊂ L3σ(Ω) ∩ Lq(Ω) y {φk} ⊂ L3σ(Ω) ∩
Lq(Ω) tal que
[ϕk, φk]T → [ϕ, φ]T en L3σ(Ω)× L3σ(Ω), cuando k →∞.
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De la Proposicio´n 4.2.5 tenemos que
l´ım sup
t→∞
tβeζt
∥∥∥∥∥∥e−tL
 ϕ
φ
∥∥∥∥∥∥
{r,r}
≤ l´ım sup
t→∞
tβeζt
∥∥∥∥∥∥e−tL
 ϕ− ϕk
φ− φk
∥∥∥∥∥∥
{r,r}
+ l´ım sup
t→∞
tβeζt
∥∥∥∥∥∥e−tL
 ϕk
φk
∥∥∥∥∥∥
{r,r}
≤ C
∥∥∥[(ϕ− ϕk), (φ− φk)]T∥∥∥{3,3} + C
(
l´ım sup
t→∞
tβeζtt−
3
2 (
1
q− 1r )e−ζt
)∥∥∥[ϕk, φk]T∥∥∥{q,q}
= C
∥∥∥[(ϕ− ϕk), (φ− φk)]T∥∥∥{3,3} + C
(
l´ım sup
t→∞
t−
3
2 (
1
q− 13 )
)∥∥∥[ϕk, φk]T∥∥∥{q,q}
= C
∥∥∥[(ϕ− ϕk), (φ− φk)]T∥∥∥{3,3} , para todo k ∈ N,
y en consecuencia (4.79) se tiene, cuando k →∞.
Por u´ltimo probemos (4.67). Notemos que de la ecuacio´n integral (4.36), deducimos que∥∥∥∥∥∥
 ∇v(t)
∇w(t)
∥∥∥∥∥∥
{l,l}
≤
∥∥∥∥∥∥∇e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{l,l}
+
∥∥∥∥∥∥
∫ t
0
∇e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
 (s)ds
∥∥∥∥∥∥
{l,l}
= I2(t) + I3(t), (4.72)
donde
I2(t) =
∥∥∥∥∥∥∇e−tL
 u0 − u
b0 − b
∥∥∥∥∥∥
{l,l}
y I3(t) =
∥∥∥∥∥∥
∫ t
0
∇e−(t−s)L
 P3((v · ∇)v − µρ (w · ∇)w)
P3((v · ∇)w − (w · ∇)v)
 (s)ds
∥∥∥∥∥∥
{l,l}
.
Estimemos inicialmente I3. En este caso tenemos
I3(t) ≤ Cζ
∫ t
0
(t− s)−3/2r−1/2e−ζ(t−s)(‖v(s)‖r + ‖w(s)‖r)(‖∇v(s)‖l + ‖∇w(s)‖l)ds
≤ Cζ
∫ t
0
(t− s)−3/2r−1/2e−ζ(t−s)s−(%+β)e−2ζss%eζs(‖∇v(s)‖l + ‖∇w(s)‖l)ds
∥∥∥[v, w]T∥∥∥
B
≤ Cζe−ζt
∫ t
0
(t− s)−3/2r−1/2s−(%+β)s%eζs(‖∇v(s)‖l + ‖∇w(s)‖l)ds
∥∥∥[v, w]T∥∥∥
B
. (4.73)
Haciendo de nuevo el cambio de variable s→ ts en (4.73), y puesto que β = 12 − 32r y ‖[v, w]T ‖B ≤
J ≤ 2J0, concluimos que
I3(t) ≤ Cζe−ζtt1/2−(3/2r)−%−β2J0
∫ 1
0
(1− s)−3/2r−1/2s−(%+β)(ts)%eζts(‖∇v(ts)‖l + ‖∇w(ts)‖l)ds
= Cζe−ζtt−%2J0
∫ 1
0
(1− s)β−1s−(%+β)(ts)%eζts(‖∇v(ts)‖l + ‖∇w(ts)‖l)ds. (4.74)
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Definamos
L = l´ım sup
t→∞
[
t%eζt (‖∇v(t)‖l + ‖∇w(t)‖l)
]
. (4.75)
En virtud del Teorema de la Convergencia Dominada y de (4.75), inferimos que
l´ım sup
t→∞
∫ 1
0
(1−s)β−1s−(%+β)(ts)%eζts(‖∇v(ts)‖l+‖∇w(ts)‖l)ds ≤ L
∫ 1
0
(1−s)β−1s−(%+β)ds. (4.76)
Asumamos que
l´ım sup
t→∞
[
t%eζtI2(t)
]
= 0. (4.77)
Multiplicando (4.72) por t%eζt y luego computando l´ım sup
t→∞
, y teniendo en cuenta (4.74) y (4.76)
se sigue que
L ≤ l´ım sup
t→∞
[
t%eζtI2(t)
]
+ 2CζJ0L
∫ 1
0
(1− s)β−1s−(%+β)ds
= 0 + 2CζJ0L
∫ 1
0
(1− s)β−1s−(%+β)ds,
Recordemos que la constante C2 satisface
2J0Cζ
∫ 1
0
(1− s)β−1s−(%+β)ds = 2J0C2 < 1.
Por lo tanto, como L es un nu´mero no negativo, entonces L = 0, as´ı pues,
l´ım
t→∞
[
t%eζt (‖∇v(t)‖l + ‖∇w(t)‖l)
]
= 0. (4.78)
Para dejar clara la prueba de (4.78), demostremos (4.77),
l´ım
t→∞ t
%eζt
∥∥∥∥∥∥∇e−tL
 ϕ1
φ1
∥∥∥∥∥∥
{l,l}
= 0, para [ϕ1, φ1]T ∈ Llσ(Ω)× Llσ(Ω). (4.79)
Para ello, escojamos p < 3 y consideraremos las sucesiones {xk} ⊂ L3σ(Ω) ∩ Lp(Ω) y {yk} ⊂
L3σ(Ω) ∩ Lp(Ω) tal que
[xk, yk]T → [ϕ1, φ1]T en L3σ(Ω)× L3σ(Ω), cuando k →∞.
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Usando la Proposicio´n 4.2.5 deducimos que
l´ım sup
t→∞
t%eζt
∥∥∥∥∥∥∇e−tL
 ϕ1
φ1
∥∥∥∥∥∥
{l,l}
≤ l´ım sup
t→∞
t%eζt
∥∥∥∥∥∥∇e−tL
 ϕ1 − xk
φ1 − yk
∥∥∥∥∥∥
{l,l}
+ l´ım sup
t→∞
t%eζt
∥∥∥∥∥∥∇e−tL
 xk
yk
∥∥∥∥∥∥
{l,l}
≤ C
∥∥∥[(ϕ1 − xk), (φ1 − yk)]T∥∥∥{3,3} + C
(
l´ım sup
t→∞
t%eζtt−
3
2 (
1
p− 1l )− 12 e−ζt
)∥∥∥[xk, yk]T∥∥∥{p,p}
= C
∥∥∥[(ϕ1 − xk), (φ1 − yk)]T∥∥∥{3,3} + C
(
l´ım sup
t→∞
t−
3
2 (
1
p− 13 )
)∥∥∥[xk, yk]T∥∥∥{p,p}
= C
∥∥∥[(ϕ1 − xk), (φ1 − yk)]T∥∥∥{3,3} , para todo k ∈ N,
cuando k →∞, obtenemos (4.79). As´ı finalizamos la demostracio´n del Teorema 3.2.3.
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