In the game of Graph Nimors, two players alternately perform graph minor operations (deletion and contraction of edges) on a graph until no edges remain, at which point the player who last moved wins. We present theoretical and experimental results and conjectures regarding this game.
Introduction
Graph Nimors is a combinatorial game in which two players take alternating turns performing graph minor operations on a graph until no edges remain, at which point the player who last moved wins. Although the rules of Graph Nimors are simple and seem obvious, it appears to be novel, and its analysis appears to be difficult. A simple online version, coded by Martin Aumüller, is online at http://itu.dk/people/mska/nimors/. How does one play this game well?
All our graphs are simple (no multiple edges) and undirected. A graph minor operation consists of deleting an edge or contracting an edge-that is, removing two adjacent vertices u and v and inserting a new vertex w adjacent to the union of the neighbourhoods of u and v in the original graph (excluding u and v themselves). We will often make use of the blocks of a graph, which are maximal biconnected subgraphs, allowing single edges as blocks, so that the edges of any graph can be partitioned into a disjoint union of blocks.
Let C n denote the cycle of n vertices and n edges; K n denote the complete graph on n vertices (which has n(n−1)/2 edges); and K p,q the complete bipartite graph with parts of p and q vertices (which has p + q vertices and pq edges). The girth of a graph is the number of vertices in its smallest cycle, or ∞ if the graph is acyclic.
Let ⊕ be the Nim sum, a binary operator on nonnegative integers usually described as "binary addition without carry"; it is also equivalent to bitwise exclusive OR, as in the C language^operator. The ordinary sum is an upper bound on the Nim sum. Given a set S, let mex S be the least nonnegative integer that is not an element of S. Note mex ∅ = 0 and mex S ≤ |S|. It is not necessary for all elements of S to be integers. Other objects might occur when the theory is extended to broader classes of games; but the mex of a set is by definition a nonnegative integer. Writing mex in Roman type is the standard notation for this function, as used by other authors [1] and consistent with analogous functions like max and min.
A combinatorial game consists of a set of positions with rules describing, for any position p, sets of positions that are called options of p for the Left player and for the Right player (thus, two directed graphs). If for all positions the Left and Right options are the same, then the game is called impartial ; otherwise, partisan. If for every position p, all directed walks starting from p are of finite length, then the game is short. All games we consider are perfect-information games, which means that each player knows the current position (instead of only some function of it) when choosing which move to make, and none involve random selections outside the players' control.
If, from a position in a combinatorial game, the next player to move can win in all cases of the opponent's choices, then that is called an N -position (mnemonic: Next player to win). If the other player can win in all cases of the next player's choices, then that is called a P-position (Previous player to win). In short impartial games, every position is in one of these two classes; other kinds of games admit other possibilities. The standard play convention is that positions with no options, at which play necessarily terminates, are P-positions: a player unable to move loses. The misère play convention is the opposite, with positions that have no options defined to be N -positions and a player unable to move declared the winner.
The literature on combinatorial games is massive, and we survey only a few of the most relevant results here. The literature on graph minors is even bigger; but as we use very little from that work here except for starting from the idea of a "graph minor operation," we will only refer readers to the survey by Lovasz [13] .
The general theory of Nim-like games owes much to the theoretical work of Sprague [19] and Grundy [10] and the popular survey Winning Ways of Berlekamp, Conway, and Guy [1] . Graph Nimors as such appears to be novel, but many other Nim-like games involving graphs are known. Hackenbush, which involves deleting subgraphs from a graph, is a constantly-used example and reference point for putting values on other games in Winning Ways.
As Demaine [4] describes, it is typical for short two-player games to be PSPACE-complete. Schaefer [18] shows PSPACE-completeness of several graph games including Geography, in which players move a token from vertex to vertex of a directed graph, never repeating an arc; and Node Kayles, where a move is to claim a vertex not adjacent to any already-claimed vertex (thus building an independent set). Fraenkel and Goldschmidt [7] show PSPACE-hardness for several more classes of games involving moving tokens and marking vertices in graphs. Bodlaender [2] describes a graph colouring game in which players take turns colouring vertices without giving any two adjacent vertices the same colour; the number of colours needed for the first player to force a complete colouring is a natural graph invariant related to this game. Bodlaender shows that the variant in which the order of colouring vertices is predetermined, is PSPACE-complete, and gives partial results for variants without that restriction.
Fukuyama [9] describes Nim on graphs, where each edge of a graph contains a Nim pile and players take turns moving a token from vertex to vertex, subtracting from the pile on each edge traversed. If every pile is of size 1 and the graph is made directed, this is the same as Geography. Calkin et al. [3] describe Graph Nim, in which a move consists of choosing one vertex and removing any nonempty subset of the edges incident to it; in the case of paths, this is easily seen to be equivalent to the take-and-break game Kayles [1, Chapter 4] . Fraenkel and Scheinerman [8] describe a deletion game on hypergraphs, with moves consisting of removing vertices or hyperedges. Harding and Ottaway [11] describe edge-deletion games with constraints on the parity of the degrees of the endpoints of the edges that may be deleted. Henrich and Johnson [12] describe a link smoothing game, in which players make "smoothing" moves on a planar embedding that represents the shadow of a link diagram, attempting to either disconnect the diagram or keep it connected. Their work is of interest in the context of ours because the smoothing moves are sometimes equivalent to edge contraction in a graph representing the game state. Few other games involving edge contraction are known.
Basic theory of Graph Nimors
There is a general theory [19, 10, 1] for a class of games that includes Graph Nimors, summarized by the following well-known result.
Theorem 1 (Sprague-Grundy Theorem). For any short impartial two-player perfect-information combinatorial game with the standard play convention and without randomness, there exists a unique function G from positions to nonnegative integers, called the Nim value or Sprague-Grundy number, with the following properties where G is any position of the game:
. . . , G(G k )}. This implies G(G) = 0 if there are no options from G, because mex ∅ = 0.
• G(G) = 0 if and only if G is a P-position.
• If G can be separated into a union of two positions G and G , such that each player's turn consists of moving in exactly one of the sub-positions and where no sequence of moves in one will affect the moves available in the other, then
• Optimal play is to move to any position of zero Nim value, which is possible if and only if the current Nim value is nonzero. Then the opponent either loses immediately or is forced to move to a position of nonzero Nim value, at which point one can apply the strategy again.
The prototype game meeting these conditions is Nim: a position is some number of piles of stones, with the legal move being to remove any nonempty subset of any one pile. In that game the Nim value of a single pile is simply the number of stones in it. The Nim sum rule above is used to evaluate multi-pile configurations, and that gives an easy winning strategy.
The game of Graph Nimors also meets the conditions. Blocks serve to partition the graph. No sequence of moves in one block can affect the moves available in any other blocks. Therefore the Nim value of a graph is the Nim sum of the Nim values of its blocks. Assuming we can easily find the Nim values of biconnected graphs, we can compute them for any other graphs, and thereby play optimally from any N -position.
However, the only obvious way to compute the Nim value of a general biconnected graph is to recursively examine all its minors, which is prohibitively time-consuming in all but the smallest cases.
Easy cases
For very small graphs, the Nim value is easy to calculate by brute force. All biconnected graphs of up to four vertices are shown in Figures 1, with arrows among graphs to show the options from each position and a few extra graphs to illustrate non-biconnected options for the four-vertex graphs. Note that breaking apart the blocks into separate components makes no difference to the Nim value, and we do that in the figure to make the boundaries between blocks as clear as possible. The Nim value of each biconnected graph is the mex of the Nim values for its options. The biconnected graphs of five vertices and their Nim values are shown in Figure 2 , but even for graphs as small as these, there are so many options that showing them all would make the diagram excessively complicated.
On an acyclic graph, every move reduces the edge count by exactly one. The game ends when the edges are exhausted, and the players' choices to delete or contract edges make no difference to the final result. The Nim value of an acyclic graph is 0 if the number of edges is even, 1 if odd. A graph with no edges has Nim value 0 (no moves possible); with one edge, Nim value 1 (mex{0} = 1), and then for larger acyclic graphs, each of the edges is a block and we take the Nim sum of an even or odd number of them.
The Nim value of C 3 is 2, because its options are paths of one and two edges, which have Nim values of 1 and 0, and mex{0, 1} = 2. The Nim value of C 4 is 0 because its options are C 3 and a three-edge path, and mex{1, 2} = 0. Larger cycles C k have Nim value 0 for even k, 1 for odd k, by an easy induction.
Not many other cases can really be called "easy." Even such a simple thing as two cycles sharing one edge (equivalent to a cycle with a chord across it) requires more than trivial work to analyse. of C q . Without loss of generality assume p ≤ q. Then
(1)
Proof. For the case F C 3,3 : there are two kinds of edges, each of which may be removed or contracted. Removing the centre edge leaves C 4 with Nim value 0. Removing a side edge leaves C 3 plus one edge, with Nim value 2 ⊕ 1 = 3. Contracting the centre edge leaves two edges, with Nim value 1 ⊕ 1 = 0. Contracting a side edge leaves C 3 with Nim value 2. Then mex{0, 2, 3} = 1. For the case F C 3,4 : We can delete or contract one of the edges that came only from C 3 , from C 4 , or the shared edge (six moves in all). Deleting an edge from C 3 leaves C 4 and one edge as blocks, total Nim value 1. Deleting an edge from C 4 leaves C 3 and two edges as blocks, total Nim value 2. Deleting the shared edge leaves C 6 , Nim value 0. Contracting an edge from C 3 leaves C 4 , Nim value 0. Contracting an edge from C 4 leaves F C 3,3 , Nim value 1 (above). Contracting the shared edge leaves C 3 plus an edge, Nim value 3. Then mex{0, 1, 2, 3} = 4.
For the case F C 3,q , q ≥ 5: Assume the theorem is true for smaller q. Deleting an edge from C 3 leaves C q plus an edge, Nim value 0 or 1 with the opposite parity from q. Contracting an edge from C 3 leaves just C q , Nim value 0 or 1 with the same parity as q. Thus, these two cases together cover the Nim values 0 and 1. Deleting or merging the shared edge leaves a cycle of length at least 4 and possibly an extra dangling edge; the Nim value of the result is 0 or 1, and already covered. Deleting an edge from C q leaves a triangle and q − 2 edges as blocks, with Nim value 2 for even q and 3 for odd q. Merging an edge from C q leaves F C 3,q−1 , which by the inductive assumption has the same Nim value as C q plus an edge, namely 2 for even q (odd q − 1) and 3 for odd q (even q − 1), unless it is F C 3,4 with Nim value 4. Thus the values of the options are 0 and 1 unconditionally, exactly one of 2 or 3, and possibly also 4. The mex of these values is 2 or 3, according to the parity of q: 2 for odd q and 3 for even q, and the result holds.
For the case F C p,q with p ≥ 4 and q ≥ 4: Assume the theorem is true for smaller p or q. Deleting an edge from C p leaves as blocks C q and p − 2 single edges; the Nim value of the result is 0 or 1 with the same parity as p + q. Symmetrically, we get the same Nim value by deleting an edge from C q . Deleting the shared edge leaves C p+q−2 , which also has the same Nim value. Contracting an edge in C p results in F C p−1,q , which by the inductive assumption has Nim value 0 or 1 with the same parity as p + q, or else greater than 1 (when p = 4); and the same is true symmetrically of contracting an edge in C q . That leaves only contracting the shared edge, which results in C p−1 and C q−1 joined by a shared vertex, the Nim value of which may be 0 or 1 with the same parity as p + q, or else (if exactly one of p and q was equal to 4) a value greater than 1.
Thus the values of the options are exactly one of the values {0, 1} depending on the parity of p + q, and possibly some value or values greater than 1. The mex of this set is 0 or 1 with the opposite parity from p + q, and the result holds.
Property S
Girth seems relevant to the analysis of Graph Nimors, both because there are some girth-related patterns visible in the computer results and because there are simple statements we can make about the consequences of moves in the game as they relate to girth. A deletion move never decreases the girth. A contraction move never increases the girth, except in the special case where it contracts an edge shared by all triangles in the graph, and if it decreases the girth, it decreases the girth by exactly one. Any move on a graph of girth at least four (a triangle-free graph) subtracts exactly one from the number of edges.
These facts suggest that if the starting girth is sufficiently large, one player may be able to keep it large as part of a simple winning strategy. But actually implementing such a strategy seems difficult. For instance, the Petersen graph has girth 5 and Nim value 1. The first player, although able to win, cannot prevent the second player from forming one or more triangles along the way. The following property is similar to girth, but represents something one player can preserve as part of a strategy. Definition 1. A graph G has property S (mnemonic: its high-degree vertices are Separated by Series vertices) if it contains no edge incident to two vertices of degree greater than two, and no block of G is a triangle.
Note that property S implies G is triangle-free. The important consequence of property S is that any move which reduces the girth can be undone on the next move, allowing one player to force an outcome determined by the parity of the number of edges. Proof. Suppose G has property S and an even number of edges. If the first player deletes an edge, then the result will have property S and an odd number of edges, at which point the second player can delete any edge, preserving the property and making the number of edges even again. Similarly, if the first player contracts an edge but leaves a graph that still has property S, then the second player can delete any edge.
Suppose the first player contracts an edge in such a way that the resulting graph does not have property S. Then the first player's move must have consisted of contracting an edge between a degree-two vertex and one of its neighbours where both neighbours had degree greater than two, creating a new edge between two vertices u and v of degree greater than two, as in Figure 3 . The edge (u, v) is the only one violating property S. Then the second player can delete that edge, restoring the property and making the number of edges even. By induction, the second player has a winning strategy on any graph with property S and an even number of edges.
On a graph with property S and an odd number of edges, the first player can win by deleting any edge and then following the second-player strategy.
Note that the winning strategies described in the proof only ever make use of deletion moves, although the other player is free to contract edges.
Bounds on the Nim value
How large can the Nim value of a graph be? The number of edges in the graph is an easy upper bound because the Nim value of a graph can be at most the maximum Nim value of any option of that graph, plus one. Since every option of a graph G has strictly fewer edges than G, we can gain no more than one unit of Nim value for each edge we add. In fact, this bound is tight only for graphs of zero or one edges; larger graphs always have Nim value strictly less than the number of edges, because there is no two-edge graph of Nim value 2 and that deficiency affects all larger graphs through the induction.
When a graph has some symmetry, there may be several edges which, if deleted or contracted, give isomorphic results. The number of options distinct up to graph isomorphism and any other operation that does not change the Nim value is an upper bound on the Nim value of a position. As a result, edgetransitive graphs have a maximum Nim value of 2: a player could delete any edge (it does not matter which one), or contract any edge, and in the maximizing case, one of those options gives Nim value 0, one gives Nim value 1, and the edge-transitive starting graph can have Nim value 2. More generally, if there are k orbits of edges under the automorphism group of G, then G(G) ≤ 2k.
But there can be other equivalent moves not captured by the graph automorphism group. For instance, deleting any edge in a chain of degree-2 vertices will yield equivalent but not necessarily isomorphic graphs regardless of which edge is deleted, because the remaining edges in the chain all become single-edge blocks, and then only the parity of how many of them there are is relevant to the Nim value. Recognizing moves that are equivalent in this way can tighten the bound a little.
On the other side, the computer results of the next section include biconnected graphs with Nim values as large as 25. By the definition of Nim values, existence of any value implies existence of all smaller values. Combining powerof-two values from 1 to 16 with the Nim sum operation allows the construction of non-biconnected graphs with arbitrary Nim values from 0 to 31. It seems intuitively reasonable that graphs ought to exist with arbitrarily large Nim values, but no Nim value greater than 31 has actually been proven to occur.
Computer experiments
We implemented the obvious dynamic programming algorithm for computing Nim values of graphs: namely recursively computing the Nim values of all options and taking the mex of them, while memoizing computed results in a hash table indexed by a canonically-labelled representation of the graph. Our software has a client-server architecture intended for use on a multicore machine. Each client reads graphs from its input and computes their Nim values as follows:
• Detect a few small basis cases (such as graphs with at most three edges) and return hardcoded answers for them.
• If the graph is not biconnected: split it into blocks, solve those separately, and compute the Nim sum.
• When working on a biconnected graph, canonically label it.
• Check a local per-client cache (hash table of 2 25 entries, roughly 1G of RAM).
• If the answer is not in the local hash table: query the database server.
• If not on the database server: recursively compute all the Nim values of options, and take their mex.
• If we did a recursive examination of options: store the result on the database server and in the local hash table, overwriting any colliding item in the local hash slot.
We used the Tokyo Tyrant key-value store [6] as the central database server, and wrote client programs in C with nauty [14] for canonical labelling. Although the recursion rule is different, this general approach of memoized recursion over smaller graphs is essentially the same as that used by our cycle-counting software ("ECCHI," the Enhanced Cycle Counter and Hamiltonian Integrator) in a previous project [5] , and we were able to re-use some of that code. We used the graph utilities included with nauty to generate sets of graphs to feed into the computation.
Bearing in mind the difficulty of verifying correctness of final answers for larger graphs, we spent significant effort on testing the code. The final test suite achieves 100% source line coverage of our client software (excluding thirdparty material and assertion-failed branches) and covers a wide range of cases reasonably expected to be relevant to correctness. For instance, one test computes the Nim values of all 8-vertex biconnected graphs (without connecting to the database server), then does it again with the graphs in a pseudorandomly permuted order, and checks that the results are the same for all of the graphs. Since the computation for each graph depends on the intermediate values stored in the local cache by previous computations, this test implies finding the answer for each graph by two different computation trees. We also ran our tests inside Valgrind [16] to guard against uninitialized values and other kinds of undefined behaviour. The results from our software agree with all our hand calculations (including on all graphs of up to five vertices) and theoretical results (including some that were not known when the software was written).
We ran our experiments on one node of a Linux cluster at the IT University of Copenhagen, with four real Intel CPU cores (eight virtual by "hyper-threading") running at 3.60GHz, and 32G of RAM. We started with the database on a 250G solid-state drive, switching to a magnetic hard drive in the final stages when space for the database (including temporary working space needed by Tokyo Tyrant's "optimization" process) ran out on the SSD.
We computed Nim values for the following graphs:
• Biconnected graphs with 3 to 11 vertices (910914360 graphs total).
• Planar biconnected graphs with 3 to 12 vertices (169178844 graphs total).
• Triangle-free biconnected graphs with 4 to 13 vertices (10757199 graphs total).
• Graphs of girth at least five, and biconnected, with 5 to 15 vertices (342385 graphs).
• Cubic triangle-free biconnected graphs with up to 16 vertices (928 graphs).
• Complete bipartite graphs K p,q with p and q at most 20 and at most 48 edges.
All but the largest vertex counts of these experiments ran within about four days. There is no single precise number because we repeated the experiments several times under varying conditions, both to confirm the results and to test different software configurations. The largest sizes, which involved more graphs and slower access to larger files, consumed more like two or three weeks of computation. Table 1 shows the maximum Nim value known for a biconnected graph, and the Nim value of the complete graph, for each value of n, the number of vertices. The case n = 4 is the only one for which a non-biconnected graph is known to achieve a greater Nim value (3, for a triangle plus an edge) than any biconnected graph. Complete graphs are interesting for their lack of pattern. We know the values are necessarily in {0, 1, 2} because complete graphs are edge-transitive, and G(K n ) = G(K n−1 ) because the next smaller complete graph is always an option; but there is no obvious way to calculate G(K n ) faster than recursing over all smaller graphs.
Searches of the sequences from are excluded by theoretical considerations; for instance, the fact that max G(G) for any number of vertices n cannot exceed n 2 , the maximum number of edges. The most exciting search result is that the indices of zeroes in G(K n ), namely 1, 4, 7, 9, . . ., agree with sequence A007066 for all known values. That sequence is described as "a(n) = 1 + (n − 1)φ 2 , φ = (1 + √ 5)/2." The next few terms are 12, 15, 17, 20, 22, 25, . . . The citations for A007066 include Morrison's work [15] on Wythoff pairs, which come from the analysis of Wythoff's wellknown game [20] . But exactly how the Golden Ratio and Wythoff's game would be linked to Graph Nimors is not clear, and there are so few terms of the sequence known as to make any connection unreliable. It would be very interesting, and may possibly be computationally feasible, to determine G(K 12 ). If the link to A007066 is genuine, that ought to be 0.
We collected the complete distribution of Nim values for each combination of vertex count (n) and edge count (m); this data is presented in Appendix A. In general, the pattern was that for any combination of n and m, there would be just a few very common Nim values accounting for nearly all the biconnected graphs with those parameters. The distribution for n = 10, m = 23 shown in Figure 4 is a typical example, with Nim values 1 and 5 accounting for approximately 85% of the graphs.
Values common for a given m are usually very rare for the next larger m. All deletion moves leave the graph with one less edge, and in a dense graph deletion moves usually leave the graph biconnected and with the same number of (nonisolated) vertices. Similarly, all contraction moves reduce the vertex count by one and the edge count by at least one; in a sparse graph, a contraction move will usually remove exactly one edge. Thus, if a given Nim value is common for (vertex, edge) counts (n, m−1) or (n−1, m−1), and to a lesser extent, n−1 and even smaller m, then we should expect that value to be uncommon for (n, m). The options for a graph of a given size will usually include a representative sample of the graphs one edge smaller. This interaction between parameter values may lead to some of the same kinds of periodic behaviour seen in simpler take-and-break games on piles of stones [1, Chapter 4], even if only as a matter of usual-case statistics not guaranteed for all graphs of a given n and m. Table 2 shows all the experimentally-calculated values of G(K p,q ); that is, Nim values of complete bipartite graphs. The evident patterns in the first two rows are proven (K 1,q because the graphs are acyclic, K 2,q by Theorem 3), but the others remain theoretically open. This is another class in which all the graphs are edge-transitive, so the values are constrained to {0, 1, 2}.
The Parity Heuristic
A deletion move always subtracts one from the total number of edges in the graph. In a sparse graph, a randomly chosen contraction move will probably be on an edge not in any triangle, so it will also subtract exactly one from the total number of edges. In a dense graph, a contraction move may remove many edges, but it still seems that a random contraction would as likely as not be on an edge that is part of an even number of triangles, so that it will reduce the edge count by an odd number. Thus, if we knew nothing about strategy, we might expect that at least within some kind of approximation, players would remove an odd number of edges on every move and we could evaluate whether a position favours the next or previous player simply by looking at the parity of the number of edges remaining. The following definition is a stronger form of that intuitive expectation. Since graphs of Nim value other than 0 and 1 exist, PH fails as a complete analysis of the game. However, the computer results, and experience with human play, suggest that PH holds for very many graphs.
The Parity Heuristic is proven to hold in these cases:
• acyclic graphs (all moves leave the graph acyclic and with one less edge, induction down to edgeless graphs);
• cycles except C 3 (as described in Subsection 2.1);
• fused cycle pairs, if neither is a triangle (Theorem 2);
• K 2,q for any q (these graphs have property S and even edge counts, see Theorem 3); and
• graphs of more than one block, if it holds for each of the blocks (by the Sprague-Grundy Theorem).
For graphs with property S, we have Theorem 3 that G(G) = 0 if and only if m is even. That is equivalent to PH when the number of edges is even, but a little weaker when it is odd.
We conjecture that PH holds for:
• graphs with property S and an odd number of edges (not all existing computer results have been searched for this, but it is a reasonable extension of the theoretical results);
• K 3,q for any q (no counterexamples up to K 3,16 );
• graphs of girth at least 5 (no counterexamples up to n = 15); and
• cubic triangle-free graphs (no counterexamples up to n = 16).
It is known not to hold in general for:
• all graphs (smallest counterexample C 3 , Nim value 2);
• cubic graphs (smallest counterexample the triangular prism graph, with n = 6, m = 9, Nim value 0);
• triangle-free graphs (smallest counterexample K 4,4 , Nim value 2); nor
• complete graphs (C 3 is a counterexample, but there are several others known also).
The Parity Heuristic is not proven to always fail for any interesting infinite classes of graphs. However, for all known cases of K p,q with p and q both at least 4, the Nim value is nonzero if and only if p and q are both even, which contradicts PH whenever p + q is even.
Further thoughts
We have described the game of Graph Nimors and some theoretical and experimental results on strategy for it. Many natural questions remain open.
All the conjectures regarding the Parity Heuristic in Section 4 seem good targets for theoretical work. We are especially interested in the girth-5 case, which seems like it should be easy to prove. Proving Nim values for wellbehaved infinite classes of graphs, such as K p,q with fixed constant p such as 3 or 4, also seems like a bite-sized problem. Any result on G(K n ) (that is, the Nim value of the arbitrary-sized complete graph) would be interesting, but may be difficult; in particular, the coincidence with OEIS sequence A007066 [17] , which is related to the Golden Ratio and Wythoff's Nim-like game, would be interesting to confirm or disprove. Just computing G(K 12 ), currently known to be either 0 or 1, could either lend additional support to that connection (if the answer is 0) or immediately disprove it (if the answer is 1); and that seems to be a large computational task, but within the range of possibility, given some improvements to software and hardware.
The experimental side of this work revealed some deficiencies in Tokyo Tyrant's ability to handle databases on magnetic disk as opposed to SSD, and other high-performance key-value stores suitable for external-memory databases are surprisingly few. Popular "noSQL databases" are frequently designed for smaller numbers of larger records, or to operate only in main memory. Building a key-value store capable of handling a random access pattern on magnetic disk with many billions of very small records (presumably, batching requests from many parallel threads to make the best of each disk seek operation) is an interesting software engineering problem.
It is reasonable to guess that calculating the Nim value of a graph with respect to Graph Nimors should be PSPACE-complete, but that remains unproven. Constraining the moves, for instance by fixing a sequence of the edges and requiring players to follow that sequence, might create a variant for which hardness is easier to prove. Much of the theoretical difficulty comes from the fact that there is currently no known way to split a graph into smaller parts with predictable relations between the Nim values of the parts, except to split it into blocks, at which point the blocks' values affect each other only through the Nim sum operation. Having any other way to localize the effects of changes in the graph would help support construction of gadgets for a hardness proof. Constructions for arbitrarily large biconnected graphs with specified Nim values; arbitrarily large Nim values; or a proof that arbitrarily large Nim values are not possible; might contribute usefully to the hardness question as well as being interesting in themselves.
Many variations of Graph Nimors are possible. The misère variation is obvious, and could be expected to yield as much complicated theory as any other impartial misère game. One could make Graph Nimors partisan by requiring one player to always delete and one to always contract. In a graph of large girth with few cycles, the deleting player may be able to break all the cycles before the contracting player can form any triangles, thus forcing the game to be determined by parity of number of edges; but if that is not in the deleting player's interest, or if the girth is small or number of cycles large, the result is not clear. When we first invented this game, we were concerned that it might turn out to be too easy under the basic rules presented here, and considered adding constraints like "no move is allowed that would leave the graph planar." Although apparently unnecessary to create a difficult game, such a constraint might be interesting as a way to link nimors and minors. A. 5 
