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Abstract
Two sharp lower bounds for the length of a longest cycle C of a graph
G are presented in terms of the lengths of a longest path and a longest
cycle of G−C, denoted by p and c, respectively, combined with minimum
degree δ: (1) |C| ≥ (p+ 2)(δ − p) and (2) |C| ≥ (c+ 1)(δ − c+ 1).
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1 Introduction
We consider only finite undirected graphs without loops or multiple edges. A
good reference for any undefined terms is [1]. The set of vertices of a graph G
is denoted by V (G) or just V ; the set of edges by E(G) or just E. For S a
subset of V (G), we denote by G − S the maximum subgraph of G with vertex
set V (G) − S. For a subgraph H of G we use G−H short for G− V (H).
Paths and cycles in a graph G are considered as subgraphs of G. If Q is
a path or a cycle then the length of Q, denoted by |Q|, is |E(Q)|. For Q a
path, we denote |Q| = −1 if and only if V (Q) = ∅. Throughout the paper each
vertex and edge can be interpreted as cycles of lengths 1 and 2, respectively.
The length of a longest cycle of G is called a circumference.
Almost all lower bounds for the circumference are based on a standard proce-
dure: choose any initial cycle C0 in a graph G and try to enlarge it via structures
of G − C0 and connections between C0 and G − C0. This can be realized by
deleting some segment of C0 of the type x
−→
C 0y and adding appropriate (x, y)-
paths passing through G−C0. In practice, mainly the maximal paths of G−C0
∗G.G. Nicoghossian (up to 1997)
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are used (combined with connectivity conditions) as an optimal structure in
G− C0 to enlarge C0.
In view of these motivations, for C a longest cycle ofG, the length of a longest
path of G−C or maybe another convenient parameter of G−C, would be the
frequently appeared parameter incorporated into various lower bounds for the
circumference. However, in practice we do not meet these expected parameters
appeared so frequently. Instead, the degree and connectivity conditions are used
in the majority of results.
In this paper we present the first two lower bounds for the length of a longest
cycle C based on two parameters of G−C, namely the lengths of a longest path
and a longest cycle of G − C, denoted by p and c, respectively, combined with
minimum degree δ.
Theorem 1. For C a longest cycle of a graph, |C| ≥ (p+ 2)(δ − p).
Theorem 2. For C a longest cycle of a graph, |C| ≥ (c+ 1)(δ − c+ 1).
The limit example (κ + 1)Kδ−κ+1 + Kκ shows that Theorems 1 and 2 are
sharp. The first preprint versions of Theorems 1 and 2 can be found in [2] and
[3], appeared still in 1998 and 2000, respectively. This preprint version aims to
combine these two results in a united terminology and format.
2 Terminology
An (x, y)-path is a path with endvertices x and y. Given an (x, y)-path L of G,
we denote by
−→
L the path L with an orientation from x to y. If u, v ∈ V (L), then
u
−→
Lv denotes the consecutive vertices on
−→
L from u to v in the direction specified
by
−→
L . The same vertices, in reverse order, are given by v
←−
Lu. For
−→
L = x
−→
Ly
and u ∈ V (L), let u+(
−→
L ) (or just u+) denotes the successor of u (u 6= y) on
−→
L ,
and u− denotes its predecessor (u 6= x). If A ⊆ V (L) − y and B ⊆ V (L) − x,
then we denote A+ = {v+|v ∈ A} and B− = {v−|v ∈ B}. Similar notation is
used for cycles. If Q is a cycle and u ∈ V (Q), then u
−→
Qu = u. For v ∈ V , put
N(v) = {u ∈ V |uv ∈ E} and d(v) = |N(v)|.
3 Special definitions
For the remainder of this section, let a subgraph H of a graph G and a path (or
a cycle)
−→
M in G −H be fixed and let u1, ..., um be the vertices of M occuring
on
−→
M in a consecutive order.
Definition 1 {MH-spreading;
−→
Υ(u); u˙; u¨}. An MH-spreading Υ is a family
of pairwise disjoint paths
−→
Υ(u1), ...,
−→
Υ(um) in G−H with
−→
Υ(ui) = ui
−→
Υ(ui)u¨i
(i = 1, ...,m). If u 6= u¨ for some
−→
Υ(u), then we use u˙ to denote the successor of
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u along
−→
Υ(u).
Definition 2 {Φu;ϕu; Ψu;ψu}. Let Υ be any MH-spreading. For each u ∈
V (M), put
Φu = N(u¨) ∩ V (Υ), ϕu = |Φu|,
Ψu = N(u¨) ∩ V (H), ψu = |Ψu|.
Definition 3 {U0;U0;U1;U∗}. For Υ an MH-spreading, put
U0 = {u ∈ V (M)|u = u¨}, U0 = V (M)− U0,
U∗ = {u ∈ U0|Φu ⊆ V (Υ(u))}, U1 = V (M)− (U0 ∪ U
∗).
Definition 4 {(U0)-minimal and (U0, U∗)-minimal MH -spreadings}. An MH-
spreading Υ is said to be (U0)-minimal, if it is chosen such that |U0| is minimum.
A (U0)-minimalMH-spreading is said to be (U0, U
∗)-minimal if it is chosen such
that |U∗| is minimum.
Definition 5 {Bu;B∗u; bu; b
∗
u}. For Υ an MH -spreading and u ∈ V (M), set
Bu = {v ∈ U0|vu˙ ∈ E} and bu = |Bu|. Further, for each u ∈ U0, set B∗u = {v ∈
U0|uv˙ ∈ E} and b∗u = |B
∗
u|.
4 Preliminaries
Lemma 1. Let C be a longest cycle in a graph G and M a path in G−C. Let
−→
L 1, ...,
−→
L r be vertex disjoint paths in G − C with
−→
L i = vi
−→
L iwi (i = 1, ..., r)
having only v1, ..., vr in common with M . Then
|C| ≥
r∑
i=1
|Zi|+
∣∣∣
r⋃
i=1
Zi
∣∣∣,
where Zi = N(wi) ∩ V (C) (i = 1, ..., r).
Lemma 2. Let H be any subgraph of a graph G andM a longest cycle in G−H
with a (U0)-minimalMH-spreading Υ. Then for each u ∈ U1, |M | ≥ ϕu+bu+1.
Lemma 3. Let H be any subgraph of a graph G and L a longest path in G−H
with a (U0)-minimal LH -spreading Υ. Then for each u ∈ U0, |L| ≥ ϕu + bu.
5 Proofs
Proof of lemma 1. Assume without loss of generality (w.l.o.g.) that vi = wi
(i = 1, ..., r) since otherwise, we can use the same arguments. If
⋃r
i=1 Zi = ∅,
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then there is nothing to prove. Let
⋃r
i=1 Zi 6= ∅ and let ξ1, ..., ξt be the elements
of
⋃r
i=1 Zi occurring on
−→
C in a consecutive order. Set
Fi = N(ξi) ∩ {w1, ..., wr} (i = 1, ..., t).
Suppose first that t = 1. If |F1| = 1, then
∑r
i=1 |Zi| = |
⋃r
i=1 Zi| = 1 and
the result follows from |C| ≥ 2 immediately. If |F1| ≥ 2 then choosing a largest
segment u
−→
Mv on M with u, v ∈ F1, we get a cycle C′ = ξ1u
−→
Mvξ1 satisfying
|C| ≥ |C′| ≥
r∑
i=1
|Zi|+ 1 =
r∑
i=1
|Zi|+
∣∣∣
r⋃
i=1
Zi
∣∣∣.
Now assume t ≥ 2. Putting f(ξi) = |ξi
−→
C ξi+1| (indices mod t) for each
i ∈ {1, ..., t}, it is easy to see that
|C| =
t∑
i=1
f(ξi),
t∑
i=1
|Fi| =
r∑
i=1
|Zi|, t =
∣∣∣
r⋃
i=1
Zi
∣∣∣. (1)
For each i ∈ {1, ..., t}, let xi
−→
Myi be the largest segment on
−→
M with xi, yi ∈
Fi∪Fi+1 (indices mod t). Now we need to show that f(ξi) ≥ (|Fi|+|Fi+1|+2)/2.
Indeed, if xi ∈ Fi and yi ∈ Fi+1 then f(ξi) ≥ |ξixi
−→
Myiξi+1| (since C is extreme)
implying that
f(ξi) ≥ max{|Fi|, |Fi+1|}+ 1 ≥
1
2
(|Fi|+ |Fi+1|+ 2).
The same inequality holds from f(ξi) ≥ |ξiyi
←−
Mxiξi+1| if xi ∈ Fi+1 and yi ∈
Fi, by a similar argument. Now suppose that either xi, yi ∈ Fi or xi, yi ∈ Fi+1.
Assume w.l.o.g. that xi, yi ∈ Fi. In addition, we have xi, yi /∈ Fi+1, since
otherwise we are in the previous case. Let x′i
−→
My′i be the largest segment on
−→
M
with x′i, y
′
i ∈ Fi+1. If |xi
−→
Mx′i| ≥ (|Fi| − |Fi+1|)/2 then f(ξi) ≥ |ξixi
−→
My′iξi+1|
and hence
f(ξi) ≥
1
2
(|Fi| − |Fi+1|) + |Fi+1|+ 1 =
1
2
(|Fi|+ |Fi+1|+ 2).
Finally, if |xi
−→
Mx′i| ≤ (|Fi| − |Fi+1| − 1)/2, then
f(ξi) ≥ |ξiyi
←−
Mx′iξi+1| = |x
′
i
−→
Myi|+ 2 = |xi
−→
Myi| − |xi
−→
Mx′i|+ 2
≥ |Fi| − 1−
1
2
(|Fi| − |Fi+1| − 1) + 2 >
1
2
(|Fi|+ |Fi+1|+ 2).
So, f(ξi) ≥ (|Fi|+ |Fi+1|+ 2)/2 (i = 1, ..., t) in any case. Therefore,
t∑
i=1
f(ξi) ≥
t∑
i=1
1
2
(|Fi|+ |Fi+1|+ 2) =
t∑
i=1
|Fi|+ t
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and the result follows from (1). ∆
Proof of lemma 2. Let u ∈ U1. For each x ∈ V (M), put Au(x) = (Φu∪Bu)∩
V (Υ(x)). By the definition,
|Φu ∪Bu| =
∑
x∈V (M)
|Au(x)|. (2)
If Au(x) 6= ∅ for some x ∈ V (M), then we choose a vertex ρu(x) in Au(x)
such that |x
−→
Υ(x)ρu(x)| is maximum. By the definition, ρu(u) = (u¨)
−. Put
ρu(x) = u¨ if ρu(x) ∈ Φu, and ρu(x) = u˙ if ρu(x) ∈ Bu −Φu. Clearly ρu(u) = u¨.
Let Λu = {x ∈ V (M)|Au(x) 6= ∅}. Further, for each distinct x, y ∈ Λu, let
Λu(x, y) = xu˙y if either x = u, y ∈ U0 or y = u, x ∈ U0. Otherwise,
Λu(x, y) = x
−→
Υ(x)ρu(x)ρu(x)Υ(u)ρu(y)ρu(y)
←−
Υ(y)y.
Let ξ1, ..., ξf be the elements of Λu, occuring on
−→
M in a consecutive order
with ξ1 = u. For each integer i (1 ≤ i ≤ f), set
Mi = ξi
−→
Mξi+1, ωi = |Au(ξi)|+ |Au(ξi+1)| (indices mod f).
Claim 1.
∑f
i=1 |Mi| ≥
∑f
i=1 ωi.
Proof. Since M is extreme, we have |Mi| ≥ ωi for each i ∈ {2, ..., f − 1}. If
Φu ∩ V (Υ(ξ2)) 6= ∅ and Φu ∩ V (Υ(ξf )) 6= ∅, then clearly |Mi| ≥ ωi (i = 1, f)
and we are done. Now let Φu ∩ V (Υ(ξ2)) = ∅ and Φu ∩ V (Υ(ξf )) = ∅. Clearly
|Mi| ≥ ωi−|Au(u)|+1 (i = 1, f). By the definition of Λu, u˙ξ2 ∈ E and u˙ξf ∈ E.
Since u ∈ U1, we have Φu ∩ V (Υ(ξs)) 6= ∅ for some 3 ≤ s ≤ f − 1. Then we can
choose i, j such that 2 ≤ i ≤ s−1 and s ≤ j ≤ f−1 with |Mi| ≥ ωi+ |Au(u)|−1
and |Mj | ≥ ωj + |Au(u)|− 1 and the result follows. Finally, because of the sym-
metry, we can suppose that Φu ∩V (Υ(ξ2)) = ∅ and Φu ∩V (Υ(ξf )) 6= ∅. Clearly
|M1| ≥ ω1− |Au(u)|+1. By the definition of Λu, u˙ξ2 ∈ E. Then we can choose
i such that 2 ≤ i ≤ f − 1 with |Mi| ≥ ωi + |Au(u)| − 1 and again the result
follows. ∆
Claim 2. If |Υ(u)| ≥ 2, then Φu ∩ U0 = ∅.
Proof. Suppose to the contrary and let v ∈ Φu ∩ U0. Then replacing Υ(u)
and Υ(v) by u
−→
Υ(u)(u¨)− and vu¨, respectively, we can form a newMH -spreading,
contradicting the (U0)-minimality of Υ. ∆
By (2) and Claim 1,
|M | =
f∑
i=1
|Mi| ≥
f∑
i=1
ωi =
f∑
i=1
(|Au(ξi)|+ |Au(ξi+1)|)
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= 2
f∑
i=1
|Au(ξi)| = 2
∑
x∈V (M)
Au(x) = 2|Φu ∪Bu|. (3)
If |Υ(u)| ≥ 2, then by Claim 2, |Φu ∪ Bu| = ϕu + bu, which by (3) gives
|M | ≥ 2(ϕu + bu) ≥ ϕu + bu + 1. Finally, if |Υ(u)| = 1, i.e. u¨ = u˙, then
|Φu ∪ Bu| = |Bu|+ |{u}| = bu + 1 = ϕu and again by (3), |M | ≥ 2|Φu ∪Bu| ≥
2ϕu ≥ ϕu + bu + 1. ∆
Proof of Lemma 3. Put L = u1...um. Let Λu, Λu(x, y) and ωi be as defined
in proof of Lemma 2. Let ξ1, ..., ξf be the elements of Λu occuring on
−→
L in a
consecutive order. Set
−→
M
′
= u1
−→
Lξ1,
−→
M
′′
= ξf
−→
Lum,
−→
M i = ξi
−→
Lξi+1 (i = 1, ..., f − 1).
Let G′ be the graph obtained from G by adding an extra edge umu1. Set−→
M = u1...umu1 and Mf = ξf
−→
Mξ1. Let Λ
′
u(ξf , ξ1) and Λ
′′
u(ξf , ξ1) be the paths
obtained from Λu(ξf , ξ1) by deleting the first and the last edges, respectively.
Since L is extreme, |Mi| ≥ |Λu(ξi, ξi+1)| (i = 1, ..., f − 1). As for Mf , observe
that
|M ′| ≥ |Λ′u(ξf , ξ1)| = |Λu(ξf , ξ1)| − 1,
|M ′′| ≥ |Λ′′u(ξf , ξ1)| = |Λu(ξf , ξ1)| − 1,
implying that
|Mf | = |M
′|+ |M ′′|+ 1 ≥ 2|Λu(ξf , ξ1)| − 1 ≥ |Λu(ξf , ξ1)|.
So, |Mi| ≥ |Λu(ξi, ξi+1)| for each i ∈ {1, ..., f}. Further, for each u ∈ U1, we
can argue exactly as in proof of Lemma 2 to get |L| = |M | − 1 ≥ ϕu + bu.
Now let u ∈ U∗. By the definition, Φu ⊆ V (Υ(u)) and therefore, |Υ(u)| ≥
|Φu| = ϕu. Since L is extreme, |L| ≥ 2(|Bu|+ |{u}|)− 2 = 2bu. Hence,
|L| ≥ |Υ(u)|+
1
2
|
−→
L | ≥ ϕu + bu. ∆
Proof of Theorem 1. Let M be a longest path in G − C of length p with
a (U0)-minimal MC -spreading Υ. If p = −1, i.e. M is a Hamilton cycle, then
|C| ≥ δ + 1 = (p+ 2)(δ − p). Let p ≥ 0. We claim that
(a1) if u ∈ U0 and v ∈ U0, then Φu ∩ V (Υ(v)) ⊆ {v, v˙},
(a2) if u ∈ U0, then ϕu ≤ p+ b∗u,
(a3) if v ∈ U0, then ϕu ≤ p− bu.
Let u ∈ U0. If v ∈ U0, then to prove (a1) we can argue exactly as in proof of
Claim 2 (see the proof of Lemma 2). The next claim follows immediately from
(a1). To prove (a3), let v ∈ U0. Since M is extreme, by Lemma 3, p ≥ ϕu + bu
for each u ∈ U0, and (a3) follows.
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Observing that
∑
u∈U0
b∗u =
∑
u∈U0
bu and using (a2) and (a3), we get
∑
u∈V (M)
ϕu ≤ p(p+ 1) +
∑
u∈U0
b∗u −
∑
u∈U0
bu = p(p+ 1).
Since Υ is extreme, we have ψu = d(u¨) − ϕu ≥ δ − ϕu for each u ∈ V (M).
By summing, we get
∑
u∈V (M)
ψu = (p+ 1)δ −
∑
u∈V (M)
ϕu ≥ (p+ 1)(δ − p). ∆
Proof of Theorem 2. Let M = u1u2...ucu1 be a longest cycle in G − C of
length c with an (U0, U
∗)-minimal MC -spreading Υ. Put
U∗1 = {u ∈ U
∗|ϕu ≤
1
2
c}, U∗2 = {u ∈ U
∗|ϕu ≥
1
2
(c+ 1)}.
We claim that
(b1) if u ∈ U0 and v ∈ U0, then Φu ∩ V (Υ(v)) ⊆ {v, v˙},
(b2) if u ∈ U0, then ϕu ≤ c− 1 + b∗u,
(b3) if u ∈ U1, then ϕu ≤ c− 1− bu,
(b4) if u ∈ U∗, then ϕu ≤ c− 1− bu + ϕu −
1
2c,
(b5) if u ∈ U1 ∪ U∗1 , then ϕu ≤ c− 1− bu.
The proof of (b1) is very similar to proof of (a1) (see the proof of Theorem
1). The next claim follows immediately from (b1). By Lemma 2, c ≥ ϕu+bu+1
for each u ∈ U1 and (b3) follows. Since M is extreme, c ≥ 2(bu + 1) for each
u ∈ U∗, which is equivalent to (b4). Finally, (b5) follows from (b3) and (b4),
immediately.
If U∗2 = ∅, then by (b2) and (b5),
∑
u ϕu ≤ c(c − 1) and as in proof of
Theorem 1, |C| ≥ (c+ 1)(δ − c+ 1). Now let U∗2 6= ∅. Choose v ∈ U
∗
2 such that
ϕv = max
u∈U∗
2
{ϕu}.
Then from (b4) we get
(b6) if u ∈ U∗2 , then ϕu ≤ c− 1− bu + ϕv −
1
2c.
Using (b2),(b5),(b6) and observing that
∑
u∈U0
b∗u =
∑
u∈U0
bu and |U0| +
|U1 ∪ U∗1 |+ |U
∗
2 | = c, we get
∑
u
ϕu =
∑
u∈U0
ϕu +
∑
u∈U1∪U
∗
1
ϕu +
∑
u∈U∗
2
ϕu ≤ c(c− 1) + |U
∗
2 |(ϕv −
1
2
c). (4)
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By the definition, Φv ⊆ V (Υ(v)). Let v1, ..., vt be the elements of Φ+v ,
occuring on
−→
Υ(v) in a consecutive order with vt = v¨. Clearly t = |Φv| = ϕv.
Put
N(vi) ∩ V (Υ) = Φ
′
i, N(vi) ∩ V (C) = Z
′
i (i = 1, ..., t).
If Φ′i 6⊆ V (Υ(v)) for some i ∈ {1, ..., t}, then replacing Υ(v) by v
−→
Υ(v)v−i v¨
←−
Υ(v)vi,
we form a new MC -spreading, contradicting the minimality of |U∗|. So, we can
assume that Φ′i ⊆ V (Υ(v)) (i = 1, ..., t). Assume w.l.o.g. that
max
i
|Φ′i| = |Φ
′
t| = |Φv| = ϕv = t. (5)
Since ψui = d(ui)−ϕui ≥ δ−ϕui (i = 1, ..., c) and |Z
′
i| = d(vi)−|Φ
′
i| ≥ δ−|Φ
′
i|
(i = 1, ..., t− 1), we have
c∑
i=1
Ψui +
t−1∑
i=1
|Z ′i| =
c∑
i=1
(δ − ϕui) +
t−1∑
i=1
(δ − |Φ′i|)
= δ(c+ t− 1)−
c∑
i=1
ϕui −
t−1∑
i=1
|Φ′i|. (6)
Case 1. |U∗2 | = 1.
By (4), (5) and (6),
c∑
i=1
ψui +
t−1∑
i=1
|Z ′i| ≥ (c+ t− 1)δ − c(c− 1)− t+
1
2
c−
t−1∑
i=1
t
= (c+ t− 1)δ − (c)2 − t2 +
3
2
c.
It follows, in particular, that
max
i
{ψui , |Z
′
i|} ≥ δ −
(c)2 + t2 − 32c
c+ t− 1
≥ δ −
3
2
c+ 2.
If δ ≤ c−1, then clearly |C| ≥ (c+1)(δ− c+1). Let δ ≥ c ≥ t+1. Applying
Lemma 1 to Q = v¨
←−
Υ(v)v
−→
Mv−, we get
|C| ≥
c∑
i=1
ψui +
t−1∑
i=1
|Z ′i|+max
i
{ψui , |Z
′
i|}
≥ (c+ 1)(δ − c+ 1) + (t− 1)(δ − t− 1) ≥ (c+ 1)(δ − c+ 1).
Case 2. |U∗2 | ≥ 2.
Choose w ∈ U∗2 − v such that ϕv ≥ ϕw ≥ ϕu for each u ∈ U
∗
2 − {v, w}. Let
wi, Z
′′
i ,Φ
′′
i (i = 1, ..., r) be the analogs of vi, Z
′
i and Φ
′
i (defined for Υ(v)) defined
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in this case for Υ(w) . As in (5), we can assume w.l.o.g. that maxi |Φ′′i | = |Φ
′′
r | =
|Φw| = ϕw = r. Clearly t+ r = ϕv + ϕw ≥ c+ 1. Then
t∑
i=1
|Z ′i|+
r∑
i=1
|Z ′′i | =
t∑
i=1
(d(vi)− |Φ
′
i|) +
r∑
i=1
(d(wi)− |Φ
′′
i |)
≥ δϕv + δϕw −
t∑
i=1
|Φ′i| −
r∑
i=1
|Φ′′i | ≥ (t+ r)δ − t
2 − r2.
In particular,
max
i
{|Z ′i|, |Z
′′
i |} ≥ δ −
t2 + r2
t+ r
.
Applying Lemma 1 to Q = v¨
←−
Υ(v)v
−→
Mw
−→
Υ(w)w¨, we obtain
|C| ≥
t∑
i=1
|Z ′i|+
r∑
i=1
|Z ′′i |+max
i
{|Z ′i|, |Z
′′
i |}
≥ (t+ r)δ − t2 − r2 + δ −
t2 + r2
t+ r
≥ (c+ 1)(δ − c+ 1) + δ(t+ r − c) + (c)2 − 1− t2 − r2 −
t2 + r2
t+ r
.
If δ ≤ c− 1, then clearly |C| ≥ (c+ 1)(δ − c+ 1). Otherwise,
|C| ≥ (c+ 1)(δ − c+ 1) + c(t+ r) − 1− t2 − r2 −
t2 + r2
t+ r
≥ (c+ 1)(δ − c+ 1) + (c− 1)(t+ r) − t2 − r2.
Then we can obtain the desired result observing that
c− 1 ≥ max{t, r} ≥
t2 + r2
t+ r
. ∆
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