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Re´sume´ :
Le mode`le Gaussien est souvent utilise´ dans de nom-
breuses applications. Cependant, cette hypothe`se est
re´ductrice. Par exemple, il est possible que les donne´es
fournies par des capteurs ne soient pas syme´triques et/ou
pre´sentent une de´croissance rapide au niveau de la queue
de la distribution. De plus, il est rare que la densite´ de pro-
babilite´ repre´sentant les donne´es soit unimodale. Il existe
des algorithmes permettant l’estimation d’un me´lange
de distributions. L’algorithme Espe´rance-Maximisation
(EM) permet entre autre d’estimer un me´lange de distri-
butions Gaussiennes.
Nous proposons dans ce papier d’e´tendre l’algorithme
EM pour estimer un me´lange de distributions α-stables.
Un des objectifs futurs de ce papier est d’appliquer la
notion de fonctions de croyance continues sachant que
les informations fournies par les sources peuvent eˆtre
mode´lise´es par un me´lange de densite´ de probabilite´ α-
stables.
Mots-cle´s :
Me´lange de distributions, Algorithme EM, distribu-
tions α-stables, Fonctions de croyance continues.
Abstract:
Some applications use assumption of Gaussian mo-
dels. However, this assumption is reductive. For example,
it is possible that data from sensors are not symme-
tric and/or tails decays rapidly. Morever, probability den-
sity function is often multimodal. There are some algo-
rithms which can estimate parameters of distributions.
Expectation-Maximization (EM) algorithm can estimate
a mixture of Gaussian distributions.
We propose in this paper to extend EM algorithm to es-
timate a mixture of α-stable distributions. One of future
objectives is to use continuous belief functions given that
informations from sensors can be modelized with a mix-
ture of α-stable probability density.
Keywords:
Mixture of distributions, EM algorithm, distributions
α-stable, Continuous belief functions.
1 Introduction
Les distributions stables ont e´te´ introduites
par Paul Le´vy dans [12]. La notion de sta-
bilite´ traduit le fait que la somme de 2 va-
riables inde´pendantes, suivant chacune une loi
de parame`tre α, suit e´galement une loi de
parame`tre α. Il est possible de repre´senter
a` partir de leurs de´finitions des distributions
plus classiques, comme les distributions Gaus-
siennes ou de Cauchy. De nombreuses applica-
tions utilisent cette notion comme en radar [1],
inge´nierie [17], finance [15] ...
En ge´ne´ral, on utilise le mode`le Gaussien car il
permet de simplifier les proble`mes. Cependant,
les signaux sont rarement Gaussiens et sont
souvent complexes. Par exemple, les donne´es
peuvent pre´senter des proprie´te´s d’asyme´trie
et/ou de queues lourdes. Une distribution est
dite a` queues lourdes si la queue de la distri-
bution conside´re´e de´croıˆt plus lentement que
la queue d’une distribution Gaussienne. La
proprie´te´ d’asyme´trie signifie qu’il n’existe
pas de mode tel que la densite´ de probabi-
lite´ soit syme´trique. L’avantage des distribu-
tions α-stables par rapport au cas Gaussien est
qu’elles permettent de prendre en compte ces
caracte´ristiques.
Il existe plusieurs moyens d’estimer les distri-
butions stables comme la me´thode des quantiles
propose´e par McCulloch [14] ou la me´thode
par re´gression line´aire de Koutrouvelis [11].
Dans le cas unimodal, il est possible d’effec-
tuer une estimation par maximum de vraisem-
blance [19]. Mais en ge´ne´ral, la densite´ de pro-
babilite´ repre´sentant les donne´es des capteurs
est multimodale [8]. Il est alors impossible de
la repre´senter par une seule densite´ de proba-
bilite´ mais par un me´lange de densite´s de pro-
babilite´. Le cas d’un me´lange de Gaussiennes a
de´ja` e´te´ traite´ et conduit a` un algorithme appele´
Expectation-Maximization (EM) de´veloppe´ par
Dempster [5]. L’estimation d’un me´lange d’α-
stables a e´te´ pre´sente´ avec une me´thode type
Baye´sienne [20]. Nous proposons ici d’e´tendre
l’algorithme EM dans le cas d’un me´lange de
densite´s de probabilite´ α-stable.
La perspective de ce papier est de pouvoir appli-
quer la the´orie des fonctions de croyance conti-
nues [21] aux distributions α-stables dans des
travaux futurs. Par exemple, les donne´es four-
nies par les capteurs peuvent eˆtre impre´cises et
incertaines. L’avantage de la the´orie des fonc-
tions de croyance par rapport a` une approche
probabiliste est de prendre en conside´ration
ces notions. Le cas me´lange de Gaussiennes,
qui est un cas particulier des lois stables,
a de´ja` e´te´ pre´sente´ dans [3]. La notion de
fonctions croyance continues a e´te´ applique´e
dans [9] en conside´rant une distribution α-
stable syme´trique.
La structure de notre papier est la suivante :
dans la section 2, nous de´finissons la no-
tion de distributions α-stables. Ensuite, nous
de´veloppons l’algorithme EM ainsi que son uti-
lisation dans le cas d’un me´lange de Gaus-
siennes dans la section 3. La section 4 pre´sente
l’extension de l’algorithme EM dans le cas d’un
me´lange de distributions α-stables. Enfin, nous
exposons nos re´sultats dans la partie 5.
2 Les distributions α-stables
Les distributions α-stables sont une classe
de distributions permettant de mode´liser les
phe´nome`nes d’asyme´trie mais aussi de queues
lourdes. Dans cette partie, nous pre´sentons la
notion de variable ale´atoire stable ainsi que la
repre´sentation de la densite´ de probabilite´.
2.1 Stabilite´
La notion de stabilite´ a e´te´ introduite par P.
Le´vy dans [12]. Une variable ale´atoire X est
dite stable si ∀(a, b) ∈ (R+)2, il existe c ∈ R+
et d ∈ R tel que :
aX1 + bX2 = cX + d (1)
avec X1 et X2 2 variables ale´atoires stables
inde´pendantes.
L’e´quation (1) de´finit la notion de stabilite´
mais ne donne en aucun cas la manie`re de pa-
rame´trer les distributions α-stable. En ge´ne´ral,
elles sont de´finies a` partir de leurs fonctions ca-
racte´ristiques.
2.2 Fonction caracte´ristique d’une α-stable
Il existe dans la litte´rature plusieurs pa-
rame´trisations des distributions α-stables,
note´es Sα(β, γ, δ). La plus connue est celle
introduite par Samorodnitsky et Taqqu [22].
Cependant, ce n’est pas la plus employe´e.
On utilise ge´ne´ralement la de´finition donne´e
par Zolotarev [23]. Une variable ale´atoire est
dite stable si sa fonction caracte´ristique φ(t)
ve´rifie :
si α 6= 1




si α = 1
φ(t) = exp(itδ − |γt|[1 + iβ 2
pi
sign(t) log |t|])
avec α ∈]0, 2], β ∈ [−1, 1], γ ∈ R+∗ et δ ∈ R.
Ces quatre parame`tres sont :
– α est appele´ l’exposant caracte´ristique.
– β est le parame`tre de d’asyme´trie.
– γ repre´sente le parame`tre d’e´chelle.
– δ indique le parame`tre de localisation.
Il est possible d’obtenir la fonction de densite´ de
probabilite´ (fdp) en effectuant une transforme´e






Il est cependant difficile d’exprimer analyti-
quement la densite´ de probabilite´ mais aussi
de la repre´senter pour deux raisons. En effet,
l’expression de la fonction caracte´ristique est
complexe et les bornes d’inte´gration sont infi-
nies. Nolan [18] sugge`re d’effectuer un change-
ment de variable pour se ramener a` des bornes
d’inte´gration finies. Un programme Matlab sui-
vant cette de´marche a e´te´ de´veloppe´ 1.
Figure 1 – Influence du parame`tre α avec β = 0,
γ = 1 et δ = 0.
Figure 2 – Influence du parame`tre β avec
α = 1.5, γ = 1 et δ = 0.
Figure 3 – Influence du parame`tre γ avec
α = 1.5, β = 0 et δ = 0.
Chaque parame`tre influe de manie`re diffe´rente
sur la repre´sentation de la densite´ de probabi-
lite´ d’une loi stable. On remarque que si α est
1. http ://math.bu.edu./people/mveillet/research.html.
Figure 4 – Influence du parame`tre δ avec
α = 1.5, β = 0 et γ = 1.
petit, la distribution pre´sente un pic tre`s impor-
tant (cf. figure 1). Lorsque β → 1, la distribu-
tion a tendance a` eˆtre asyme´trique a` gauche et
inversement lorsque β → −1 (cf. figure 2). Le
parame`tre γ permet de dilater ou de compresser
les distributions (cf. figure 3). Enfin, δ permet de
translater la distribution sur l’axe des abscisses
(cf. figure 4).
2.3 Exemples de fdp
Malgre´ la difficulte´ a` repre´senter les distri-
butions α-stables, il est possible de de´crire
quelques lois connues. Lorsque α = 2 et












avec δ repre´sentant la moyenne et σ2
la variance. A` partir de la de´finition
de la fonction caracte´ristique, il faut
que σ2 = 2γ2. Lorsque α = 1 et





γ2 + (x− δ)2 (4)
Plus ge´ne´ralement, lorsque β = 0, on dit que la
distribution α-stable est syme´trique.
3 Algorithme EM
L’algorithme Espe´rance - Maximisation
(Expectation-Maximization en anglais) a
e´te´ de´veloppe´ par Dempster et al. [5] en
1977 permettant de trouver le maximum de
vraisemblance des parame`tres de mode`les
probabilistes.
3.1 Principe
Soit x = (x1, ...xn) une re´alisation de´crite
par un vecteur contenant des observations. On
cherche a` approcher ces observations a` par-
tir d’une fonction f(x, θ), avec θ correspon-
dant aux parame`tres a` estimer. Pour ce faire, on





log f(xi, θ) (5)
On comple`te ces donne´es par un vecteur
z = (z1, ..., zn) inconnu. On peut alors de´finir
la log-vraisemblance comple´te´e :
L((x, z); θ) =
∑n
i=1(log f(zi/xi, θ)
+ log f(xi; θ))
(6)
avec f(zi/xi, θ) la densite´ de probabilite´ de zi
sachant xi et θ.
Cet algorithme est ite´ratif et se de´compose en
deux e´tapes. Tout d’abord, il y a l’e´tape
d’Espe´rance (E). Il s’agit de calculer
l’espe´rance des donne´es comple´te´es condition-
nellement au parame`tre courant. Il faut alors
calculer :
Q(θ; θl) = E[L((x, z); θ))/θl] (7)
avec θl correspondant a` la valeur de θ calcule´e
a` l’ite´ration l.
Ensuite, on passe a` l’e´tape de Maximisation
(M). Elle consiste a` maximiser la quantite´
Q(θ; θl) en cherchant la valeur θl+1 tel que :
Q(θ; θl+1) ≥ Q(θ; θl) (8)
Les e´tapes E et M sont effectue´es jusqu’a` ce que
|L(θl+1) ≥ L(θl)| soit infe´rieure a` une valeur
arbitraire.
3.2 Cas d’un me´lange de Gaussiennes
L’algorithme EM permet l’estimation de pa-
rame`tres d’un me´lange de distributions. Nous
nous plac¸ons ici dans le cas de N distri-
butions Gaussiennes. Il reste donc a` esti-
mer pi = (pi1, ..., piN), µ = (µ1, ..., µN) et
σ = (σ1, ..., σN). L’ensemble de ces parame`tres
a` estimer est repre´sente´ par l’ensembleΘ. L’ex-
pression de la densite´ de probabilite´ du me´lange




pikf(x, µk, σk) (9)
La log-vraisemblance des donne´es comple´te´es







× log(pikf(xt, µk, σk))
(10)








× log(pikf(xt, µk, σk))
(11)

















Ensuite, il faut maximiser Q(Θ,Θl) par rap-
port a` chaque parame`tre. Les diffe´rents poids de

























A` partir de ce me´lange, il est possible de cal-
culer la fonction de masse au point x en utili-
sant [3]. Le mode`le me´lange de Gaussiennes a
e´te´ teste´ sur des donne´es re´elles pour la classifi-
cation de se´diments marins [8].
4 Algorithme EM pour un me´lange
de distributions α-stables
syme´triques
Nous nous plac¸ons dans le cas de N distri-
butions α-stable syme´triques, c’est-a`-dire que
β = 0. Il reste donc a` estimer pi = (pi1, ..., piN),
α = (α1, ..., αN), γ = (γ1, ..., γN) et
δ = (δ1, ..., δN). L’ensemble de ces parame`tres
a` estimer est repre´sente´ par l’ensembleΘ. L’ex-
pression de la densite´ de probabilite´ du me´lange




pikf(x, αk, γk, δk) (16)
On de´finit la log-vraisemblance des donne´es







× log(pikf(xt, αk, γk, δk))
(17)








× log(pikf(xt, αk, γk, δk))
(18)





















On maximise la quantite´ Q(Θ,Θl) par rap-
port a` chaque parame`tre. Les diffe´rents poids de







Pour les autres parame`tres, il faut proce´der de
manie`re nume´rique. En effet, la densite´ de pro-
babilite´ d’une α-stable symme´trique est com-
plexe a` cause de l’inte´grale. Par conse´quent,
pour maximiser Q(Θ,Θl), il suffit de calcu-
ler la de´rive´e Q(Θ,Θl) par rapport a` chaque
parame`tre et de regarder lorsqu’elle s’annule.
Des travaux ont e´te´ re´alise´s pour calculer
nume´riquement ces diffe´rentes de´rive´es [13].
Les diffe´rentes repre´sentations des de´rive´es
sont observables en figure 5, figure 6 et figure 7.
Figure 5 – De´rive´e de la fdp par rapport a` α avec
γ = 1 et δ = 0.
Figure 6 – De´rive´e de la fdp par rapport a` δ avec
γ = 1 et δ = 0.
Figure 7 – De´rive´e de la fdp par rapport a` γ avec
γ = 1 et δ = 0.
5 Re´sultats
5.1 Estimation d’une distribution α-stable
Il existe dans la litte´rature plusieurs me´thodes
permettant d’estimer une distribution α-
stable [11, 14, 7]. Une estimation par maximum
de vraisemblance a e´te´ teste´e dans [2]. Dans
cette partie, nous allons estimer les parame`tres
α, γ et δ au moyen d’un maximum de vrai-
semblance, utilisant les re´sultats de [13], et
comparer ces valeurs avec la me´thode de´finie
dans [14].
Tout d’abord, nous ge´ne´rons une variable
ale´atoire stable de 200 observations a` partir
de [4]. Ensuite, il est important d’initialiser
les premie`res valeurs de α, γ et δ. Nous
utilisons alors un algorithme ge´ne´tique [10]
permettant d’obtenir une solution approche´e
des parame`tres a` estimer. Il faut noter que
plus le nombre de parame`tres a` estimer est
important et plus le temps de calcul de l’al-
gorithme ge´ne´tique est e´leve´. Typiquement,
le temps de calcul croıˆt en N lnN avec N
repre´sentant le nombre parame`tres a` estimer.
Nous reproduisons ce sche´ma sur 10 ite´rations.
Les valeurs moyenne´es sont repre´sente´es dans
le tableau 1 et les diffe´rentes courbes sont
observables en figure 8. L’erreur moyenne
normalise´e par rapport a` chaque parame`tre
comple`te ces donne´es. Nous remarquons que
les deux me´thodes permettent d’avoir des
re´sultats satisfaisants. Cependant, la me´thode
utilisant le maximum de vraisemblance est
beaucoup plus couˆteuse en temps de calcul
α γ δ
Vraies valeurs 1.64 2.25 7.57
Estimation par MV 1.6565 2.2121 7.5750
Estimation par quantiles 1.6862 2.2214 7.6297
Erreur moyenne MV 0.0494 0.0706 0.0303
Erreur moyenne quantile 0.0791 0.0700 0.0336
Tableau 1 – Estimation des diffe´rents pa-
rame`tres et erreurs commises calcule´es sur 10
ite´rations.
par rapport a` la me´thode des quantiles. Nous
ge´ne´ralisons le maximum de vraisemblance
pour l’estimation d’un me´lange d’α-stables.
Figure 8 – Comparaison entre les diffe´rentes
me´thodes d’estimation.
5.2 Cas d’un me´lange d’alpha-stables
Tout d’abord, nous ge´ne´rons trois distributions
α-stables en utilisant [4]. L’e´tape d’initialisa-
tion ne se fait plus par un algorithme ge´ne´tique
mais par un algorithme K-means [16]. Il per-
met de choisir K centroı¨des dans les re´gions
de l’espace les plus peuple´es. Ensuite, un calcul
de distance permet de placer chaque observa-
tion a` sa classe la plus proche. Dans notre cadre
d’e´tude, nous utilisons une distance de Man-
hattan. Une fois que les diffe´rentes observa-
tions sont place´es dans une classe, il est possible
de calculer chaque proportion en calculant le
rapport entre le nombre d’observations contenu
dans une classe et le nombre d’observations to-
tales. Ensuite, pour chaque classe, nous appli-
quons la me´thode par McCulloch [14] pour ini-
tialiser les valeurs α, γ et δ. Ensuite, nous in-
jectons ces parame`tres dans l’algorithme EM
de´fini en section 4. Pour pouvoir comparer l’ap-
Figure 9 – Comparaison entre un me´lange d’α-
stables et de Gaussiennes
proche avec le me´lange d’α-stables, on effec-
tue une estimation avec un me´lange de Gaus-
siennes. Pour chaque me´lange, on calcule 12
parame`tres ce qui e´quivaut a` 3 α-stables et 4
Gaussiennes. Les vraies valeurs ainsi que leurs
estime´es sont repre´sente´es dans le tableau 2.













Tableau 2 – Estimation des diffe´rents pa-
rame`tres.
On remarque que les valeurs estime´es ne sont
pas tout a` fait en accord avec les vrais pa-
rame`tres. Cependant, lorsque l’on observe la
figure 9, on remarque que le me´lange d’α-
stables suit mieux l’histogramme des observa-
tions. Nous effectuons un calcul d’erreur qua-
dratique pour comparer les performances des
deux estimations. L’erreur quadratique faite par
hypothe`se d’un me´lange de Gaussiennes est
de 0.0022 alors que le me´lange d’α-stables a
une erreur quadratique de 9.51e−4. L’hypothe`se
me´lange de Gaussiennes est moins performante
que le me´lange d’α-stables. Par exemple, on re-
marque que le me´lange de Gaussiennes discri-
mine mal les 2 premiers pics. On observe que 2
Gaussiennes sur 4 car la variance est tre`s grande
pour 2 d’entre elles ce qui atte´nue leurs effets.
Il est possible de re´soudre ce proble`me en aug-
mentant le nombre de Gaussiennes.
Figure 10 – Trace´ des diffe´rentes erreurs en
fonction du nombre d’ite´rations.
Lors de l’e´tape de maximisation, il est pos-
sible de calculer les parame`tres dans des ordres
diffe´rents. Nous avons choisi de calculer α, puis
γ et enfin δ. On peut voir sur la figure 10
le trace´ des diffe´rentes erreurs en valeur abso-
lue en fonction du nombre d’ite´rations. On re-
marque que les erreurs n’e´voluent plus beau-
coup apre`s quelques ite´rations. Ceci permet de
fixer un nombre maximal d’ite´rations infe´rieur
a` 10.
6 Conclusion
Dans cet article, nous de´veloppons un algo-
rithme EM pour l’estimation d’un me´lange de
distributions α-stables. L’estimation d’une dis-
tribution α-stable a` partir d’un maximum de
vraisemblance est une e´tape difficile. Les e´tapes
d’initialisation par un algorithme ge´ne´tique
et de minimisation par rapport a` chaque pa-
rame`tre sont longues. En effet, les calculs se
font de manie`re analytique contrairement aux
me´langes de Gaussiennes ou` la re´solution est
nume´rique. Cependant, le maximum de vrai-
semblance donne des re´sultats similaires aux
autres estimateurs. Ensuite, la ge´ne´ralisation
a` un me´lange α-stables pose des proble`mes
notamment au niveau de l’e´tape d’initialisa-
tion. L’algorithme ge´ne´tique ne donne pas des
re´sultats pertinents permettant d’approcher les
parame`tres. Cependant, l’initialisation par l’al-
gorithme K-means permet de gagner en temps
de calcul.
Une fois chaque parame`tre du me´lange estime´,
nous pouvons alors mode´liser les donne´es a`
partir d’un me´lange de distributions α-stables
puis calculer la fonction de masse associe´ a` ce
me´lange. L’e´tape suivante sera alors de combi-
ner ces fonctions de masse pour pouvoir clas-
sifier nos donne´es comme dans le cas Gaus-
sien [3]. Pour prendre en compte la densite´ de
masse consonante, il sera utile d’utiliser [6].
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