A hyperbolic model for chemotaxis and chemosensitive movement in one space dimension is considered. In contrast to parabolic models for chemotaxis the hyperbolic model allows us to take the dependence of the particle speed on external stimuli explicitly into account. This qualitatively covers recent experiments on chemotaxis in which it has been shown that particles adapt their speed to the surrounding environment. The model presented here consists of two hyperbolic differential equations of first order coupled with an elliptic equation. We assume Ž . that the speed depends on the external stimulus only and not on its gradients . In that case solutions with steep gradients are expected which have the interpretation 1 Supported by the DFG-Project ANUME. 2 Supported by the DFG Project DANSE and by the EU-TMR research network for Ž . Hyperbolic Conservation Laws Project ERBFMRXCT960033 .
INTRODUCTION
In this paper we study existence of weak solutions of the following nonlinear hyperbolic model for chemosensitive movement on the real line, where the total particle density u s uu y has been split into densities for right and left moving particles u " , respectively. The turning rates 
t x x
Here we assume that the diffusion of s is fast compared to the movement Ž . of the particles, hence it suffices to consider 3 .
To obtain a Cauchy problem the equations are supplemented with nonnegative compactly supported initial conditions
Taxis or kinesis describes the spatial movement of individuals which depends on the surrounding environment. Individual motion changes in response to external stimuli like temperature, light, concentration of food, or other substances. Taxis denotes response to an external vector field Ž . e.g., gradient of an external chemical and kinesis denotes response to some scalar field. If the external signal is a chemical nutrient which could be recognized by receptors of the individual particles, then the reaction to this stimulus is called chemotaxis or chemokinesis, respectively. In the mathematical literature the word chemotaxis has been used to summarize chemotaxis, chemokinesis, and other responses to chemicals. We prefer to follow the biological distinction of kinesis and taxis and we denote all this by chemosensiti¨e mo¨ement.
For motion of slime molds, bacteria, or leukocytes chemosensitive Ž w x movement has been observed experimentally see, e.g., Soll 25 or Othmer w x w x and Schaap 19 for slime molds, Ford et al. 2 for bacteria, and Gallin and w x . Quie 3 for leukocytes . Chemosensitive movement leads to different states of pattern formation and self organization. Local aggregations of slime molds are able to form multicellular organisms, swarms move as one organism, and street formation with periodical patterns can be observed. There is great evidence that chemotaxis is one process which leads to pigmentation pattern on animal skins and it is discussed whether or not this mechanism drives the early development of an embryo.
The first mathematical model to describe chemosensitive movement has w x been introduced by Keller and Segel 15 . Being parabolic this model allows for infinitely fast propagation speed which clearly is an unwanted w x effect. To avoid this difficulty Segel Ž . where ␥ is the constant particle speed and the constant turning rate. Ž This model combined with reactions and interactions of particles which include birth, death, predator-prey, activator-inhibitor, epidemic spread, . w x w x w x etc. has been widely studied by Holmes 13 , Hadeler 5, 6 , Hillen 10, 11 , w x w x Muller and Hillen 18 , and Schneider and Muller 22 . The interplay ofẅ x reaction and motion has been discussed in detail 6 . Moreover boundary conditions on a bounded interval have been introduced; existence and uniqueness results for weak and classical solutions have been given; energy methods have been used to describe the asymptotic behavior of solutions; invariance results and positivity results have been derived; and traveling wave solutions have been studied. These reaction random walk systems do not cover the phenomenon of chemosensitive movement; nevertheless basic properties carry over to the model studied here. w x In experiments of Soll 25 it turned out that the speed and the turning rates in Dictyostelium discoideum depend on the external signal and on temporal and spatial gradients of the external signal. Hillen and Stevens w x 12 generalized Segel's model and introduced a hyperbolic model for chemosensitive movement such that these dependencies can be modeled.
Ž . Ž . They showed local and global existence of bounded solutions for 1 , 2 , Ž . Ž . and 4 in case of constant speed ␥ s s ␥ and with both s 0 and ) 0.
In their investigation of the parabolic limit it turned out that basically two effects lead to aggregation. One is turning rates which depend on the signal and on its gradients. The other is a speed decreasing in the signal s. Ž . In numerical experiments shown at the end of this paper Section 4 it turns out that in some cases decreasing speed is not enough to establish stable aggregations.
There are several ways to model the dependence of the external signal w x on the density. As pointed out, e.g., by Othmer and Stevens 20 , one can consider nonlinear types of production of s. Here we restrict to the linear Ž . production to focus on the dependencies of ␥ s . If s is produced propor-Ž q y . w x Ž tionally to s u q u then blow-up in finite time may result 12 . Results on blow-up for the parabolic Keller᎐Segel model are well known from the w x . literature; see, e.g., 9, 17, 20, 24 .
The following section gives detailed assumptions and states the main Ž . result of this paper Theorem 2.1 . Section 3 contains the proof using the vanishing viscosity method. Finally in Section 4 we show some interesting simulations. Phenomena like swarming behavior, formation of steep gradients, and pattern formation are illustrated.
ASSUMPTIONS AND MAIN RESULT

Ž . Ž .
To obtain existence of weak solutions of 1 ᎐ 3 we introduce some reasonable basic assumptions.
A2 The turning rates : ‫ޒ‬ ª ‫ޒ‬ are nonnegative, i.e., G 0.
Symmetry with respect to s , i.e., s, s s s, ys .
The turning rates satisfy g C ‫ޒ‬ and are bounded
with some constant C ) 0.
Ž . The existence of a unique weak solution of 7 is obvious. Assumption A1 and the maximum principle for elliptic equations ensure
The assumptions A1 ᎐ A5 indeed cover biological relevant scenarios.
Ž . Assumption A3 ensures symmetry with respect to change of ''left'' and Ž . w x ''right.'' To motivate assumption A4 we refer to Hillen and Stevens 12 .
Ž . Ž . There the parabolic limit of 1 ᎐ 3 for large speeds and large turning rates has been considered in detail. It turned out that the simplest choice, which actually leads to the parabolic Keller᎐Segel model, is ␥ s constant and
Ž .
Ž . for constant c ) 0 and bounded c s . The upper case symbol q is used 1 2 to denote the positive part of the function. This example is covered by Ž . assumption A4 . In other situations the turning rate is bounded from Ž . Ž . above e.g., for bacteria and A4 is satisfied. In most applications the Ž . particle speed is bounded which is covered by assumption A5 .
Ž . Ž . System 1 ᎐ 3 is built up by two hyperbolic balance laws and constrained by an elliptic equation. It is well known that solutions of purely hyperbolic conservation laws can develop discontinuities even for arbitrarily smooth initial data. Here the situation is not so clear since the solution of the elliptic equation enters into the flux function of the conservation Ž . law. In the case of D s 0 which is not considered here it follows that According to this regularity problem we introduce a notion of solutions that allows for discontinuities.
Ž . a weak solution of the Cauchy problem 1 ᎐ 3 and 5 iff the subsequent Ž . Ž . Ž . conditions i , ii , and iii are satisfied. 
Based on Definition 2.1 we can present the main result of this paper.
s The constant C G 0 grows exponentially in T and depends on C
To prove Theorem 2.1 we will proceed along the lines of the vanishing viscosity method which has a long tradition in the existence theory of hyperbolic conservation laws. Here we rely on the methods introduced by w x Vol'pert and Kruzkov for a scalar conservation law 16, 26 . Especially wě w x use the results in 21 where a generalization of Kruzkov's results to weakly coupled hyperbolic conservation laws is given.
Within the vanishing viscosity ansatz we analyze for 0 -F 1 the subsequent parabolically regularized Cauchy problem
where we used without loss of generality D s 1. In terms of total particle density u s uu y and particle flow ␥¨with q y Ž . s u y u system 12 reads 
THE PARABOLICALLY REGULARIZED PROBLEM
p
We consider classical solutions of 12 which are bounded in L -norms.
with norms и , и , respectively. The spaces W are denoted by
Ž . The space C ‫ޒ‬ denotes bounded uniformly continuous functions on ‫.ޒ‬ ub Due to conventional notations we denote any constant by C, where we explicitly state the dependencies, when necessary. During this section we Ž . suppress the index , since here we consider the parabolic problem 12 for fixed ) 0.
L 2 -Theory
For given u g L 2 we study the elliptic equation for s:
x x
Using Green's function on ‫ޒ‬ we find a continuous solution operator
Proof. For the first estimate we apply the Fourier transformation to Ž . Eq. 14 and observe ␣ u Ž .
Since the Fourier transformation is isometric on L 2 we immediately get
Ž . Differentiation of Eq. 14 once respectively twice and Fourier transformation gives estimates for s and s . The second estimate follows directly From the continuity of Green's operator S the following is also clear.
is continuous then t ¬ S u t is continuous as well.
Ž .
We proceed to study the whole system 12 . If we formally solve the Ž . Ž q y . Ž q y . elliptic equation in 12 for s s S u q u then the system for u , u decouples into y s Ay q F y Ž .
where S s S u and u s u q u . We aim to solve this system in the Banach space 2 2
The operator A defines an analytic semigroup on both spaces L 2 and C C .
0
To prove local existence it suffices to show that F : Ž . Then we use A5 and Lemma 3.1 to see
Ž . 
The first is estimated as above with the bound of ␥ Љ and Lemma 3.1 for a Ž . bound on S u . The second part uses the global bound on ␥ Ј and again x Lemma 3.1 together with the fact that the equation for s is linear. The third part is easily estimated by the assumptions and the estimates on S.
Terms 3, 4. The terms
Ž . can be handled with assumption A4 and Lemma 3.1 similar to the terms 1 and 2. All together we have
where the constant C depends on Ž . Ž .
2
S u of Eq. 14 satisfies S u g C and
where the constant C does not depend on u. The rest is straightforward and we get the following result. 
Ž .
2 for some time T ) 0.
L 1 -Estimates
Ž . Ž . Ž . Since the original problem 1 , 2 , 3 is in conservation form the L 1 -norm, which corresponds to the total population size, is a natural measure for this system. Hence we aim to estimate s and its derivatives in terms of the population size. Ž . lim s s 0. Integration of the modulus of Eq. 15 giveŝ 
Ž .
Proof. Since in A2 we assumed nonnegative turning rates this follows Ž from the concept of invariant regions for parabolic systems see, e.g., w x. Chueh et al. 1 . From the fact that the particle densities are nonnegative it follows that the total particle size is preserved. This can be seen by integrating the first Ž . equation of 13 : 
14 satisfies:
Proof. From Lemma 3.2 we get that lim
s x q s x s 0. Then: 
Global Existence in L 2
We derive an energy estimate which shows that the L 2 -norm of solutions cannot grow faster than exponentially. This directly leads to global existence. Ž .
H H
Ž . With use of Lemma 3.5 iv and assumptions A4 and A5 we find a Ž . 
L p -Estimates
Ž . Again we consider S u to be the formal solution of the elliptic equation Ž . 14 . We define
x Ž . Ž . From assumption A4 , A5 , and Lemma 3.5 it follows that 
for all e¨en integers p G 2.
Proof. We will use the identity classical solutions of 12 for ) 0. To establish -independent W -estimates on the solutions u " let us first consider the subsequent linear
Moreo¨er for each T -ϱ there is a constant K T which depends on C
Ž . Ž .
Ž . Ž . Ž .
x Ž . Proof. ␥ s is twice differentiable with respect to space and once with w x respect to time. These derivatives are bounded in 0, = ‫ޒ‬ due to Ž . Ž . Theorem 3.4 and A5 . Consequently a unique classical solution of 24 exists. The estimate follows from the maximum principle for parabolic equations.
The estimate is independent of .
Proof. First we note that for solutions u q , u y given by Theorem 3.1 1 Ž x the L -norm is uniformly bounded with respect to g 0, 1 :
This is obvious in view of the positivity of u y , u q and the fact that the
. and finite at t s 0 . 
Ž .
To obtain W estimates we differentiate the first equation of 12 once with respect to space. Setting¨"s u " we obtain
H H HH
Note that 30 holds for all g g C ‫ޒ‬ . Since L is the dual space of L 0 0
we end up with
Analogously we obtain for the second equation of 12 after differentiation with respect to space, y y q y 
Proof. By Theorem 3.4 the set s t, и is bounded in W for each t and 0 -F 1. The embedding W 2, 2 ª C 1 is compact and hence there is a convergent subsequence. The -independent estimates from Lemmas 3.1 and 3.2 ensure that s belongs to the spaces indicated. Now we are ready to present the proof of Theorem 2.1:
Proof. From Theorem 3.4 we know that for all 0 -F 1 and all T ) 0 Ž q y . there exists a classical solution u , u , s of the parabolic Cauchy Ž . weak solution, wellposedness within the associated class of constrained w x weak solutions can be achieved for scalar problems 16 . In our case, i.e., Ž . Ž . Ž . Ž . problem 1 , 2 , 3 , 5 , the corresponding entropy condition reads
Using this condition and following the technique developed by Kruzkov, we believe that uniqueness can be obtained for the weak solution that we obtained by the viscosity method. However, a detailed proof is out of the scope of this paper.
NUMERICAL EXAMPLES
In this section we illustrate the behavior of the solutions of the hyperbolic model for chemosensitive movement by a number of numerical Ž . Ž . experiments. To solve the hyperbolic equations 1 , 2 we use an ENOscheme of formally second order using the Engquist᎐Osher flux function w x Ž . 7 . The elliptic equation 3 is solved by a simple finite difference scheme. EXAMPLE 1. We consider the time evolution of a swarm moving to the right, where the speed increases with increasing signal concentration s.
5 " Ž .5 ϱ The simulations demonstrate the fact that the function u t, и in L general does not decrease with time and that u " can develop extremely steep gradients or possibly shocks for arbitrarily smooth initial data. This factᎏsimilar to the behavior of purely nonlinear hyperbolic conservation Ž . Ž . lawsᎏmotivated us to consider weak solutions for 1 ᎐ 3 .
From a biological perspective this behavior indicates that no individual leaves the swarm to the right. For smooth fronts there are always individuals, which might leave the swarm at its leading edge and eventually be captured by the swarm again. Here the right boundary of the swarm is sharp. This can be observed in nature in slug-swarms which are formed by Ž w x. Dictyostelium discoideum amoeba see, e.g., Othmer and Schaap 19 .
For simplicity we take 
Ž . solved for Dirichlet boundary conditions with s 0 s s 10 s 0. In Fig. 1 the results obtained for u q respectively s with 800 mesh points are shown at different time levels t s 0, 0.5, 1.0, 1.5. Steepening of the gradient for the right-moving population can clearly be observed. Furthermore the steep front leads also to a steep gradient of s which in turn produces the peak for u q behind the front becoming dramatic for t ) 0.5. EXAMPLE 2. In this simulation we illustrate the behavior of solutions of Ž . Ž . Ž . s q 1
Note that the quantity u q is then described for D s 0 by a scalar conservation law with convex flux for the range of the initial datum.
As initial datum for u q we choose Ž .
Ž .
Since u respectively 3200 cells for D s 0.0001. We carefully checked that further refinement of the grid does not change the results virtually. Note that the end time t s 0.075 is bigger than the critical time which can be easily derived from an analysis of the characteristic speeds.
We clearly obtain convergence to the entropy solution in the smooth parts for vanishing D. In the neighborhood of the shock we detect severe oscillations of the approximating sequence. Note that the estimates used to Ž . Ž . w x EXAMPLE 3. In Hillen and Stevens 12 it has been predicted that a Ž . decreasing speed ␥ s ␥ s can lead to aggregation. This can be observed in the following simulation of Fig. 3 only up to time t s 0.32. Suddenly the aggregation breaks down and the particle distribution adapts to the distribution of the external signal. This is a surprising effect but it can be explained as follows. The initial swarm starts to aggregate in the center of the interval and is able to establish a relatively high maximum for the Ž . signal distribution. Once an aggregation is established at t s 0.32 the maximum of s decreases and finally the swarm spreads out.
The parameter values are 
