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3Prefacio
Estas notas corresponden a un curso de 8 horas de introduccio´n-motivacio´n a los sistemas
dina´micos para alumnos de licenciatura de la Universidad Sergio Arboleda de Bogota´, que tuve
el placer de impartir durante el PRE-EIMUSA los dias del 28 al 31 de Julio del 2008. La idea
inicial del curso era tratar de forma pormenorizada la dina´mica de aplicaciones del cı´rculo. Sin
embargo, y a riesgo de obtener un material un tanto confuso en conjunto, se elimino´ parte del
material inicial y se incluyeron distintos temas de intere´s en sistemas dina´micos relacionados
de forma ma´s o menos directa con dichas aplicaciones.
Quiero agradecer a todos los participantes del curso ası´ como a P. Acosta y D. Blazquez
por darme la oportunidad de vivir tal experiencia. Por supuesto que estoy muy agradecido a J.
Delgado, que realizo´ el curso paralelo, por el intercambio de ideas que hizo posible, espero que
para bien, la adaptacio´n de los contenidos del curso a lo largo de las sesiones. Debo agradecer
a todas las personas de la Universidad Sergio Arboleda por hacerme sentir como en casa.
Debo an˜adir que mi falta de experiencia me planteo´ serias dudas sobre los contenidos de
este curso. Por ello, se vera´n fuertemente reflejadas muchas de las lecciones que he aprendido
durante estos an˜os de doctorando. Es por ello que agradezco a los miembros del grupo de
sistemas dina´micos UB-UPC, y en especial a mi director de tesis J. Villanueva, todo lo que
aprendo de ellos.
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1. Aplicaciones del cı´rculo
Lo primero que vamos a discutir son algunas nociones ba´sicas acerca de aplicaciones del
cı´rculo que son “parecidas” a una rotacio´n. Para ello, seguiremos los capı´tulos 1, 11 y 12 de la
referencia [8].
1.1. Rotaciones rı´gidas
Empezaremos discutiendo el caso ma´s sencillo posible, que es el de rotaciones rı´gidas. Ve-
remos como este tipo de aplicaciones aparece una y otra vez en distintos contextos. Respecto a
la notacio´n, vamos a denotar el cı´rculo como S cuando hagamos referencia al cı´rculo unidad en
el plano complejo
S = {z ∈ C : |z| = 1} = {e2piix : x ∈ R}.
Por otro lado, vamos a usar la notacio´n T = R/Z cuando hablemos del cı´rculo como el intervalo
de extremos identificados. Obviamente tenemos un isomorfismo entre ambas representaciones
dado por e2piix 7→ x.
Sea Rα a una rotacio´n de a´ngulo 2πα sobre el cı´rculo. Dependiendo de si estamos trabajando
en S o T usamos notacio´n multiplicativa
S −→ S
z 7−→ Rα(z) = e2piiαz,
o aditiva
T −→ T
x 7−→ Rα(x) = x+ α (mod 1).
De ahora en adelante vamos a trabajar con T y vamos a considerar el sistema dina´mico
definido por los iterados de una rotacio´n, es decir, xn = Rnα(x) = x + nα (mod 1). Obser-
vemos co´mo las propiedades de las o´rbitas definidas por una condicio´n inicial cualquiera x0
dependenden de si α es racional o irracional.
Proposicio´n 1. La rotacio´n Rα cumple:
1. Si α ∈ Q y escribimos α = p/q con (p, q) = 1, entonces Rqp/q = id.
2. Si α ∈ R\Q, entonces para todo x0 ∈ T la o´rbita orb(x) = {Rnα(x0)}n∈Z es densa en T
(se dice que Rα es minimal).
Demostracio´n. El caso racional es claro
Rqp/q(x) = x+
p
q
q (mod 1) = x+ p (mod 1) = x (mod 1).
En el caso irracional, supongamos que para algu´n x ∈ T la o´rbita orb(x) no es densa. En tal
caso, el conjunto T\orb(x) es no vacı´o, abierto, invariante y consiste en intervalos disjuntos.
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Sea I el mayor de tales intervalos. Debido a que la accio´n de Rα sobre un intervalo preserva
su longitud, sabemos que los intervalos Rα(I) no intersecan (de otro modo, tendrı´amos un
intervalo mayor que I). Observamos tambie´n que los intervalos generados no pueden coincidir,
pues si x ∈ I es tal que x + kα (mod 1) = x (mod 1) tendremos que kα = l para algu´n l ∈ Z,
es decir α ∈ Q.
Ası´, los intervalos Rnα(I) son de igual longitud y disjuntos, pero esto es imposible ya que T
tiene longitud finita. 
1.2. Homeomorfismos del cı´rculo y nu´mero de rotacio´n
Lema 1. Sea f : T → T una aplicacio´n continua. Consideremos la proyeccio´n π : R → T y
elevemos f a R, es decir, consideremos una aplicacio´n cumpliendo
R R
T T
?
pi
-f˜
?
pi
-f
π ◦ f˜ = f ◦ π.
Entonces, f˜(x+ 1)− f˜(x) es un entero independiente de x y de la elevacio´n escogida.
Demostracio´n. Hagamos el ca´lculo siguiente
π(f˜(x+ 1)) = f(π(x+ 1)) = f(π(x)) = π(f˜(x)),
que implica que f˜(x + 1) − f˜(x) ∈ Z. Por continuidad de f˜ , es claro que esta cantidad no
depende del punto x.
Sea g˜ otra elevacio´n de f . Entonces, π ◦ g˜ = f ◦ π = π ◦ f˜ y tenemos π(f˜(x)− g˜(x)) = 0,
∀x ∈ R. Por lo tanto f˜(x)− g˜(x) ∈ Z. Llamemos n := f˜(x)− g˜(x) a tal entero. Entonces
g˜(x+ 1)− g˜(x) = f˜(x+ 1) + n− f˜(x)− n = f˜(x+ 1)− f˜(x)
como querı´amos ver. 
Definicio´n 1. Si f : T → T es una aplicacio´n continua y f˜ es una evelacio´n de f , entonces
f˜(x+ 1)− f˜(x) recibe el nombre de grado y se denota como deg(f).
La proyeccio´n π : R → T tambie´n proporciona una elevacio´n de un homeomorfismo de T
a un homeomorfismo de R, que nuevamente es u´nico salvo una constante. En este caso debe
ser deg(f) = ±1. Diremos que f preserva la orientacio´n si deg(f) = 1 y que invierte la
orientacio´n si deg(f) = −1. La siguiente proposicio´n se debe a Poincare´, quien introdujo el
concepto de nu´mero de rotacio´n en el estudio de problemas de meca´nica celeste.
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Proposicio´n 2. Sea f : T → T un homeomorfismo que preserva la orientacio´n y f˜ una eleva-
cio´n. Entonces
τ(f˜) = l´ım
|n|→∞
f˜n(x)− x
n
existe para todo x ∈ R, es independiente de x y esta´ bien definido. Adema´s, si tomamos dos
elevaciones f˜1 y f˜2 entonces τ(f˜1)− τ(f˜2) ∈ Z.
Demostracio´n. Por preservar orientacio´n, podemos ver que cualquier elevacio´n cumple f˜(x+ 1) =
f˜(x) + 1 para todo x ∈ R. Adema´s, tambie´n tenemos la propiedad que |f˜(y)− f˜(x)| < 1 para
todo x, y ∈ [0, 1). Con esta u´ltima propiedad es fa´cil ver que τ(f˜)) no depende del x escogido,
pues ∣∣∣∣∣
∣∣∣∣ f˜n(x)− xn
∣∣∣∣∣−
∣∣∣∣∣ f˜
n(y)− y
n
∣∣∣∣
∣∣∣∣∣ ≤ |f˜
n(x)− x− f˜n(y) + y|
n
≤
|f˜n(x)− f˜n(y)|+ |x− y|
n
≤
2
n
.
Vamos a demostrar ahora la existencia del lı´mite. Para ello distinguimos primero el caso
en que f tenga un punto perio´dico, es decir, existe x ∈ R tal que f˜ q(x) = x + p para ciertos
enteros q, p. Entonces, para todo n ∈ Z podemos considerar la divisio´n entera n = qm+ r con
0 ≤ r < q, obteniendo
f˜n(x)
n
=
f˜ qm+r(x)
qm+ r
=
f˜ r(f˜ qm(x))
qm+ r
=
f˜ r(f˜ q ◦ · · · ◦ f˜ q(x)))
qm+ r
=
f˜ r(x+mp)
qm+ r
=
f˜ r(x) +mp
qm+ r
m→∞
−→
p
q
.
Observamos que hemos demostrado tambie´n que si f tiene algu´n punto perio´dico, entonces su
nu´mero de rotacio´n debe ser racional.
Supongamos finalmente que f no tiene puntos perio´dicos. Entonces existe una sucesio´n
{kn}n∈Z de nu´meros enteros cumpliendo
kn ≤ f˜
n(x)− x < kn + 1
para todo x ∈ R. Dado otro entero m, podemos aplicar las desigualdades anteriores tomando
los puntos 0, f˜n(0), . . ., f˜ (m−1)n(0), obteniendo ası´
kn ≤ f˜n(0) < kn + 1
kn ≤ f˜n(fn(0))− fn(0) < kn + 1
.
.
.
kn ≤ f˜n(f (m−1)n(0))− f (m−1)n(0) < kn + 1


sumando
=⇒ mkn ≤ f˜
nm(0) < mkn +m.
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Hemos obtenido las desigualdades
kn
n
≤
f˜nm(0)
nm
<
kn + 1
n
y entonces ∣∣∣∣∣ f˜
nm(0)
nm
−
f˜n(0)
n
∣∣∣∣∣ < kn + 1n − knn = 1n.
Podemos hacer lo mismo para cualquier entero m obteniendo cotas similares∣∣∣∣∣ f˜
nm(0)
nm
−
f˜m(0)
m
∣∣∣∣∣ < km + 1m − kmm = 1m,
de modo que podemos hacer la siguiente acotacio´n∣∣∣∣∣ f˜
n(0)
n
−
f˜(0)
m
∣∣∣∣∣ =
∣∣∣∣∣ f˜
n(0)
n
−
f˜nm(0)
nm
+
f˜nm(0)
nm
−
f˜(0)
m
∣∣∣∣∣ < 1n + 1m,
viendo que la sucesio´n es de Cauchy. 
Definicio´n 2. La proposicio´n anterior permite definir el nu´mero de rotacio´n de un homeomor-
fismo f como ρ(f) = π(τ(f˜)).
Veamos ahora que el nu´mero de rotacio´n es invariante por conjugaciones topolo´gicas pre-
servando orientacio´n.
Proposicio´n 3. Si h : T → T es un homeomosfismo preservando orientacio´n, entonces
R R
T T
-f
6
h
-h
−1◦f◦h
6
h ρ(h−1 ◦ f ◦ h) = ρ(f).
Demostracio´n. Sean f˜ y h˜ elevaciones de f y h respectivamente. Tenemos que π ◦ f˜−1 =
f−1 ◦ f ◦ π ◦ f˜−1 = f−1 ◦ π ◦ f˜ ◦ f˜−1 = f−1 ◦ π, de forma que f˜−1 es elevacio´n de f−1.
Ana´logamente, tenemos que π ◦ h˜−1 ◦ f˜ ◦ h˜ = h−1 ◦π ◦ f˜ ◦ h˜ = h−1 ◦f ◦π ◦ h˜ = h−1 ◦f ◦h◦π,
de modo que h˜−1 ◦ f˜ ◦ h˜ es una elevacio´n de h−1 ◦ f ◦ h.
Supongamos que h˜ is tal que h(0) ∈ [0, 1). Vamos a estimar
|h˜−1 ◦ f˜n ◦ h˜(x)− f˜n(x)| = |(h˜−1 ◦ f˜ ◦ h˜)n(x)− f˜n(x)|
en dos pasos:
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1. Para x ∈ [0, 1) tenemos 0 − 1 < h˜(x) − x < h˜(x) < h˜(1) < 2 y usando periodicidad
tenemos |h˜(x) − x| < 2 para todo x ∈ R (h˜ preserva orientacio´n). De forma ana´loga
tenemos que |h˜−1(x)− x| < 2 para todo x ∈ R.
2. Si tomamos |y − x| < 2 entonces tenemos que |[y] − [x]| ≤ 2 y podemos realizar la
siguiente acotacio´n
−3 ≤ [y]− [x]− 1 = f˜n([y])− f˜n([x] + 1) < f˜n(y)− f˜n(x)
< f˜n([y] + 1)− f˜n([x]) = [y] + 1− [x] ≤ 3,
que nos permite escribir |f˜n(y)− f˜n(x)| < 3.
Las dos estimaciones anteriores conducen a
|h˜−1 ◦ f˜n ◦ h˜(x)− f˜(x)| ≤ |h˜−1 ◦ f˜nh˜(x)− f˜n ◦ h˜(x) + f˜n ◦ h˜(x)− f˜(x)| < 2 + 3,
de forma que ∣∣∣∣∣(h˜
−1 ◦ f˜ ◦ h˜)n(x)− f˜n(x)
n
∣∣∣∣∣ < 5n → 0
y por lo tanto ρ(h−1 ◦ f ◦ h) = ρ(f). 
Ya habı´amos visto, durante la demostracio´n de la proposicio´n 2, que si existe algu´n pun-
to perio´dico entonces el nu´mero de rotacio´n es racional. A continuacio´n vamos a ver que la
afirmacio´n recı´proca tambie´n es cierta.
Proposicio´n 4. Sea f un homeomorfismo preservando la orientacio´n. Entonces ρ(f) ∈ Q si, y
so´lo si, f tiene algu´n punto perio´dico.
Demostracio´n. Supongamos que ρ(f) = p/q con (p, q) = 1. La definio´n de nu´mero de rotacio´n
nos dice que
ρ(fm) = l´ım
n→∞
(f˜m)n(x)− x
n
(mod 1) = m l´ım
n→∞
f˜mn(x)− x
mn
(mod 1) = mρ(f),
de forma que ρ(f q) = qρ(f) = qp/q (mod 1) = 0. En consecuencia, es suficiente demostrar
que si ρ(f) = 0 entonces f debe tener un punto fijo.
Supongamos que f no tiene puntos fijos y sea f˜ una elevacio´n tal que f˜(0) ∈ [0, 1). Entonces
f˜(x)− x ∈ T para todo x ∈ R ya que f˜(x)− x ∈ Z implica que π(x) es un punto fijo de f . En
consecuencia, tenemos que 0 < f˜(x)− x < 1 por el teorema del valor medio. Ya que f˜ − id es
continua en [0, 1] alcanzara´ su ma´ximo y su mı´nimo en dicho intervalo y por lo tanto existe un
δ > 0 tal que
0 < δ ≤ f˜(x)− x ≤ 1− δ < 1.
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Por periodicidad de f − id podemos garantizar esta cota para todo x ∈ R. En particular
podemos tomar x = f˜ i(0) y sumar dicha desigualdad desde i = 0 hasta n− 1 para obtener
nδ ≤ f˜n(0) ≤ (1− δ)n
es decir, δ ≤ f˜
n(0)
n
≤ 1− δ, hecho que implica que ρ(f) 6= 0. 
Proposicio´n 5. Sea f un homeomorfismo preservando orientacio´n de nu´mero de rotacio´n ra-
cional. Entonces, todos los puntos perio´dicos tienen el mismo periodo.
Demostracio´n. Se ρ(f) = p/q ∈ Q con (p, q) = 1, entonces necesitamos mostrar que para todo
punto periodico π(x) existe una elevacio´n f˜ para la cual f˜ q(x) = x+ p. Si π(x) es perio´dico y
f˜ es una elavacio´n, entonces f˜ r(x) = x+ s para algu´n s, r ∈ Z y
k +
p
q
= τ(f˜) = l´ım
n→∞
f˜nr(x)− x
nr
= l´ım
n→∞
ns
nr
=
s
r
.
Podemos suponer sin probelmas que k = 0 (ya sea fijando la elevacio´n f˜ adecuada o pro-
yectando por π) y tenemos que debe ser s = mp y r = mq. Si f q(x)− p ≥ x entonces tenemos
que se cumple
f˜ 2q(x)− 2p = f˜ q(f˜ q(x)− p)− p ≥ f˜ q(x)− p > x
y por induccio´n tenemos que f˜ r(x)− s = f˜mq(x)−mp > x, contradiciendo nuestra hipo´tesis.
Ası´ obtenemos que f˜mq(x)−mp ≥ x y f˜mq(x)−mp ≤ x. 
Finalmente, vamos a estudiar la dependencia del nu´mero de rotacio´n en famı´lias parame´tri-
cas de aplicaciones, es decir, vamos a estudiar el comportamiento del nu´mero de rotacio´n como
funcio´n definida en el espacio de homeomorfismos del cı´rculo preservando orientacio´n. Empe-
zamos viendo que esta dependencia es continua.
Proposicio´n 6. El nu´mero de rotacio´n ρ es continuo en la topologı´a C0.
Demostracio´n. Sean ρ(f) = ρ y p/q, p′/q′ ∈ Q tales que p′/q′ < ρ < p/q. Tomemos la
elevacio´n de f de forma que−1 < f˜ q(x)−x−p ≤ 0 para algu´n x ∈ R. Entonces f˜ q(x) < x+p
para todo x ∈ R ya que de otro modo serı´a f˜ q(x) = x+ p para alg´un x ∈ R y ρ = p/q.
Como hemos usado antes, debido a que la funcio´n f˜ q − id es perio´dica y continua, al-
canzara´ su ma´ximo. Ası´, existe δ > 0 tal que f˜ q(x) < x + p − δ para todo x ∈ R. Esto
implica para toda perturbacio´n suficientemente pequen˜a g˜ de f˜ en la topologı´a uniforme cum-
ple g˜q(x) < x + p para todo x ∈ R. En consecuencia, tenemos que ρ(g) < p/q, donde g es el
correspondiente homeomorfismo del cı´rculo. Un argumento similar respecto p′/q′ completa la
demostracio´n. 
Por otro lado, la propia definicio´n de nu´mero de rotacio´n sugiere adema´s que el nu´mero de
rotacio´n es mono´tono. Esto motiva a definir un orden ≺ en el espacio de homeomorfismos del
cı´rculo que preservan orientacio´n.
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Definicio´n 3. Dados f0 : T → T y f1 : T → R homeomorfismos del cı´rculo preservando
orientacio´n y no antipodales, construimos una homotopı´a lineal entre f0 y f1. Es decir, pensando
en T como el cı´rculo unidad en R2, tomamos
ft =
tf0 + (1− t)f1
||tf0 + (1− t)f1||
.
Elevando esta homotopı´a a R obtenemos elevaciones compatibles f˜0 y f˜1 de f0 y f1, respecti-
vamente. Entonces diremos que f0 ≺ f1 si f˜0(x) < f˜1(x) para todo x ∈ R.
Notemos que esta definicio´n de orden no es transitiva.
Proposicio´n 7. La funcio´n ρ es mono´tona: si f1 ≺ f2 entonces ρ(f1) ≤ ρ(f2).
En particular, dada una famı´lia {ft}t∈R, tal que ft(x) es creciente respecto de t para todo
x ∈ R, entonces el nu´mero de rotacio´n ρ(ft) es no decreciente en t. Vamos a ver que au´n
podemos caracterizar mejor las propiedades de crecimiento de esta funcio´n.
Proposicio´n 8. Si f1 ≺ f2 y ρ(f1) ∈ R\Q entonces ρ(f1) < ρ(f2).
Demostracio´n. Si f˜1 y f˜2 son elevaciones compatibles, sabemos que f˜2(x) − f˜1(x) > 0 para
todo x ∈ R y usando continuidad y periodicidad, tenemos que f˜2(x) − f˜1(x) > δ para algu´n
δ > 0 y para todo x ∈ R. Tomemos entonces p/q ∈ Q de forma que p/q− δ/q < τ(f˜1) < p/q.
Podemos afirmar entonces que existe un punto x0 ∈ R tal que f˜ q(x0) − x0 > p − δ, pues en
caso contrario
τ(f˜1) = l´ım
n→∞
f˜nq1 (x)− x
nq
≤ l´ım
n→∞
n(p− δ)
nq
=
p
q
−
δ
q
,
en contra de nuestra hipo´tesis. Observamos ahora que
f˜ q2 (x0) = f˜2(f˜
q−1
2 (x0)) > f˜1(f˜
q−1
2 (x0)) + δ
> f˜1(f˜
q−1
1 (x0)) + δ = f˜
q
1 (x0) + δ > x0 + p
y deducimos entonces que
f˜ q2 (x) > x+ p, ∀x ∈ R,
o bien
∃x1 ∈ R tal que f˜ q2 (x1) = x1 + p.
En cualquier caso tenemos que τ(f˜1) < p/q ≤ τ(f˜2) como querı´amos demostrar. 
Proposicio´n 9. Sea f un homeomorfismo preservando la orientacio´n con nu´mero de rotacio´n
ρ(f) = p/q. Supongamos que f tiene puntos no perio´dicos. Entonces, todas las aplicaciones g
suficientemente cercanas a f cumpliendo g ≺ f o f ≺ g tienen el mismo nu´mero de rotacio´n
p/q.
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Figura 1: Tı´pica escalera del diablo que se obtiene al representar el nu´mero de rotatio´n para una famı´lia de
homeomorfismos del cı´rculo. La funcio´n es localmente constante en todos los puntos donde la imagen es un
racional.
Demostracio´n. Debido a que f contiene puntos no perio´dicos, tenemos que f˜ q − id − p no
se anula ide´nticamente para cualquier elevacio´n f˜ que tomemos. Si existe x ∈ R tal que
f˜ q(x) − x + p > 0 entonces para perturbaciones g ≺ f suficientemente pequen˜as tendre-
mos que g˜q(x) − x − p > 0 y por tanto τ(g˜) ≥ p/q, es decir, p/q ≤ ρ(g) ≤ p/q. Usamos el
mismo argumento si f ≺ g. 
Lo que acabamos de ver es que las aplicaciones del cı´rculo que contienen una o´rbita pe-
rio´dica pueden perturbarse sin cambiar el nu´mero de rotacio´n. De esto se deriva que, a pesar de
que el nu´mero de rotacio´n es una funcio´n contı´nua, depende de la aplicacio´n f de forma poco
regular (ver Figura 1). Hablando de forma ma´s precisa, podemos formular lo siguiente:
Definicio´n 4. Una funcio´n contı´nua y mono´tona φ : [0, 1] → R recibe el nombre de escalera
del diablo si existe una famı´lia de subintervalos abiertos de [0, 1], con unio´n densa, tal que φ
toma distintos valores contantes en dichos subintervalos.
1.3. Otras consideraciones
Por falta de tiempo, no vamos a poder discutir acerca del comportamiento de las o´rbitas de
los homeomorfismos del cı´rculo. Por ejemplo, el hecho que los puntos perio´dicos se ordenen de
igual modo que los iterados de una rotacio´n rı´gida del mismo nu´mero de rotacio´n. Otro resul-
tado muy interesante es que todas las o´rbitas no perio´dicas de un homeomorfismo del cı´rculo
de nu´mero de rotacio´n racional son asinto´ticas a o´rbitas perio´dicas. Si el nu´mero de rotacio´n
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es irracional tambie´n encontramos comportamientos asinto´ticos similares sobre conjuntos ma´s
complicados. Estos comportamientos se engloban en lo que se conoce como clasificacio´n de
Poincare´. Invitamos al lector a consultar [8].
El siguiente paso es estudiar el comportamiento de estas aplicaciones al an˜adir regularidad.
El Teorema de Denjoy dice que si f es un difeomorfismo de clase C2 preservando orientacio´n
tal que ρ(f) es irracional, entonces f es topolo´gicamente conjugada a una rotacio´n rı´gida del
mismo nu´mero de rotacio´n. Por tanto, podemos clasificar estos difeomorfismos mo´dulo conju-
gacio´n topolo´gica. Sin embargo, no es posible obtener una clasificacion mediante conjugacio´n
por difeomorfismos sin an˜adir hipo´tesis adicionales sobre el nu´mero de rotacio´n. Ba´sicamente,
sucede que la velocidad a la que un irracional dado pueda aproximarse por racionales juega un
papel fundamental en la dina´mica de la aplicacio´n. Estas condiciones se deben a un feno´mero
intrı´nseco a problemas de conjugacio´n de este tipo que recibe el nombre de pequen˜os divisores.
Para tener un “sabor” de las dificultades asociadas a problemas de pequen˜os divisores, en la
seccio´n siguiente vamos a considerar el problema de linearizacio´n entorno a un punto fijo de una
aplicacio´n holomorfa. Por un lado, el problema de linealizacio´n es ma´s sencillo de tratar que
el conjugacio´n de aplicaciones del cı´rculo, pero adema´s nos va a permitir introducir un punto
de vista que aparece recurrentemente en sistemas dina´micos: entender localmente feno´menos
nolineales a partir de su aproximacio´n lineal.
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2. Teorema de linealizacio´n de Siegel
El estudio de la dina´mica compleja, en particular la iteracio´n de funciones holomorfas de
una variable, empieza con la descripcio´n del comportamiento local en un entorno de un punto de
equilibrio. Una pregunta natural es si es posible encontrar un “cambio de variable” que exprese
el sistema de intere´s de forma que su interpretacio´n sea lo ma´s sencilla posible. La situacio´n
ma´s deseada en este caso es obtener un sistema lineal. La referencia principal que seguiremos
es [5], aunque si lo deseais podeis mirar la demostracio´n que se da en [9] con una formulacio´n
ma´s general que os permitira´ introduciros en problemas ma´s complicados.
Supongamos que f una funcio´n analı´tica que define un sistema dina´mico por medio de
sus iterados, i.e. dado un punto z0 ∈ C, consideramos la o´rbita orb(z0) = {zn}n∈Z dada por
zn = f
n(z0).
La o´rbita ma´s sencilla en que podemos pensar corresponde al caso en que z0 es un punto
fijo de f , esto es, f(z0) = z0 y orb(z0) = {z0}. El nu´mero λ = f ′(z0) recibe el nombre de
multiplicador de f en z0. De acuerdo con λ, el punto fijo se clasifica como
Atractor: |λ| < 1. Los iterados de puntos en un entorno de z0 tienden a z0.
Repulsor: |λ| > 1. Los iterados de puntos en un entorno de z0 se alejan de z0 (o, dicho de
otro modo, tienden a z0 iterando la funcio´n inversa f−1).
Racionalmente neutral: |λ| = 1 y λn = 1 para algun entero n.
Irracionalmente neutral: |λ| = 1 y λn 6= 1.
Definicio´n 5. Diremos que una funcio´n f : U → U es (conformemente) conjugada a la funcio´n
g : V → V , si existe una aplicacio´n conforme (i.e. holomorfa y biyectiva) ϕ : U → V tal que
g = ϕ ◦ f ◦ ϕ−1, esto es, tal que
ϕ(f(z)) = g(ϕ(z))
U U
V V
-f
?
ϕ
?
ϕ
-g
La ecuacio´n ϕ(f(z)) = g(ϕ(z)) recibe el nombre de ecuacio´n de Schro¨der. Ası´, si la ecua-
cio´n de Schro¨der tiene solucio´n, las aplicaciones f y g pueden identificarse por medio de la
conjugacio´n ϕ. Observamos que
Los iterados fn y gn son tambie´n aplicaciones conjugadas por medio de ϕ, esto es,
gn = ϕ ◦ fn ◦ ϕ−1.
ϕ envia puntos fijos de f a puntos fijos de g y conserva los multiplicadores.
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Toda cuenca de atraccio´n de f es conjugada por ϕ a una cuenca de atraccio´n de g.
Supongamos que f es de la forma
f(z) = z0 + λ(z − z0) + a(z − z0)
p + . . .
con p ≥ 2. Resulta razonable pensar que, entorno a z0 la aplicacio´n f se comportara´ como
g(ξ) =
{
λξ si λ 6= 0,
aξp si λ = 0, a 6= 0,
donde ξ = z − z0 es la variable transladada. ¿Es cierto que existe esta conjugacio´n? De forma
ma´s particular, estamos interesados en determinar la existencia de una conjugacio´n lineal, es
decir, del tipo g(ξ) = λξ. Responder a esta pregunta es una tarea no trivial, especialmente en el
caso irracionalmente neutral (debido a la presencia de pequen˜os divisores).
Consideremos el caso f(z) = λz +O2(z), con λ = e2piiθ, θ ∈ R\Q, que recibe el nombre
de problema de Siegel. En este caso podemos encontrar formalmente una conjugacio´n en serie
de potencias (eventualmente divergente). En 1912, E. Kasner conjeturo´ que tal linealizacio´n era
siempre posible, sin embargo, G. A. Pfeiffer presento´ un contraejemplo en 1917 para el cual tal
linearizacio´n no es posible (ver los detalles en [5]). Al poco tiempo, en 1919, Julia afirmo´ que
(para funciones racionales de grado dos en adelante) la respuesta era siempre negativa, sin
embargo su demostracio´n resulto no ser correcta. El primero en dar una respuesta parcial al
problema fue Cremer
Teorema 1 (Cremer, 1927). Si θ ∈ R\Q cumple una “cierta condicio´n” y si f tiene un punto
fijo de multiplicador e2piiθ, entonces f no es linealizable.
Los nu´meros que cumplen la “condicio´n gene´rica” de Cremer reciben el nombre de nu´meros
de Cremer. En la seccio´n siguiente se presentan las nociones ba´sicas de teorı´a de aproximacio´n
de nu´meros para plantear condiciones de este tipo. No obstante, no volveremos a mencionar la
condicio´n de Cremer, puesto que nuestro intere´s es saber cuando una aplicacio´n si es linealiza-
ble. Para ma´s detalles acerca del teorema de Cremer puede consultarse [10].
2.1. Fracciones continuas y nu´meros diofa´nticos
Es bien conocido que Q es denso en R y adema´s R es completo. Ası´, no u´nicamente po-
demos aproximar cualquier nu´mero real mediante racionales hasta cualquier precisio´n dada,
sino´ que adema´s lo podemos hacer de infinidad de formas diferentes. Sin embargo, dado un
nu´mero real, ¿resulta fa´cil su aproximacio´n mediante racionales? o lo que es lo mismo, ¿con-
vergemos ra´pidamente hacia e´l?
Precisamente en las cuestiones arriba planteadas reposa la idea de los llamados nu´meros
diofa´nticos que juegan un papel protagonista en el contexto de los pequen˜os divisores.
En esta seccio´n recogemos algunos resultados de [7] sobre aproximacio´n de nu´meros reales
que nos permitira´n comprender el significado de tales condiciones diofa´nticas.
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Definicio´n 6. Llamamos fraccio´n continua finita (simple)1 a la funcio´n de N + 1 variables
a0, a1, . . . , aN dada por
a0 +
1
a1 +
1
a2 +
1
a3 +
1
· · ·+
1
aN
, (1)
donde a0 ∈ Z y ai ∈ N para i = 1 . . .N .
Este tipo de objetos es importante en diferentes contextos y en particular en la teorı´a de
aproximacio´n de nu´meros reales por racionales, como vamos a ver.
Debido que la expresio´n (1) resulta inco´moda, es frecuente escribir una fraccio´n continua
de forma ma´s compacta
a0 +
1
a1+
1
a2+
· · ·
1
aN
o bien [a0, a1, . . . , aN ].
Los coeficientes a0, a1, . . . , aN reciben el nombre de cocientes parciales o sı´mplemente
cocientes de la fraccio´n continua. Puede comprobarse que
[a0] = a0, [a0, a1] = a0 +
1
a1
, [a0, a1, . . . , an] =
[
a0, a1, . . . , an−2, an−1 +
1
an
]
Diremos que [a0, a1, . . . , an] con 0 ≤ n ≤ N es el n-e´simo convergente a [a0, a1, . . . , aN ].
El siguiente teorema establece una forma de ca´lcular los convergentes de una fraccio´n continua.
Teorema 2. Si pn y qn se definen mediante
p0 = a0
q0 = 1
p1 = a1a0 + 1
q1 = a1
pn = anpn−1 + pn−2
qn = anqn−1 + qn−2
, (2)
para 2 ≤ n ≤ N . Entonces
[a0, a1, . . . , an] =
pn
qn
.
Demostracio´n. La demostracio´n es por induccio´n. Los casos n = 0, 1 se cumplen por definicio´n
y supongamos que es cierto para todo n ≤ m com m < N . Entonces, por hipo´tesis,
[a0, a1, . . . , am] =
pm
qm
=
ampm−1 + pm−2
amqm−1 + qm−2
,
1El te´rmino simple hace referencia a la existencia de fracciones continuas ma´s generales que no consideraremos
aquı´.
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y queremos calcular [a0, a1, . . . , am+1]. Ası´
[a0, a1, . . . , am−1, am, am+1] =
=
[
a0, a1, . . . , am−1, am +
1
am+1
]
=
(am + 1/am+1)pm−1 + pm−2
(am + 1/am+1)qm−1 + qm−2
=
=
am+1(ampm−1 + pm−2) + pm−1
am+1(amqm−1 + qm−2) + qm−1
=
am+1pm + pm−1
am+1qm + qm−1
=
pm+1
qm+1
,
como querı´amos ver. 
A continuacio´n presentamos algunas propiedades las funciones que acabamos de definir.
Proposicio´n 10. Las funciones pn y qn cumplen
1. pnqn−1 − pn−1qn = (−1)n−1.
2. pnqn−2 − pn−2qn = (−1)n−2an.
Demostracio´n. Es inmediata a partir de la definicio´n recurrente de pn y qn dada en el teorema
2. Tenemos
pnqn−1 − pn−1qn = (anpn−1 + pn−2)qn−1 − pn−1(anqn−1 + qn−2) =
= −(pn−1qn−2 − pn−2qn−1).
Repitiendo este argumento con n− 1, n− 2, . . . , 2 tenemos
pnqn−1 − pn−1qn = (−1)
n−1(p1q0 − p0q1) = (−1)
n−1.
Si ahora los tomamos de cada dos
pnqn−2 − pn−2qn = (anpn−1 + pn−2)qn−2 − pn−2(anqn−1 + qn−2) =
= an(pn−1qn−2 − pn−2qn−1),
y aplicamos ahora la afirmacio´n 1. 
Ası´, dada una fraccio´n continua simple (donde pn y qn son enteros y qn estrı´ctamente posi-
tivo), si tenemos que
[a0, a1, . . . , aN ] =
pN
qN
= x,
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diremos que el nu´mero x (el cual es necesariamente racional) esta´ representado por la fraccio´n
continua. Ası´, toda fraccio´n continua simple representa un nu´mero racional. Recı´procamente,
puede verse que todo nu´mero racional tiene una representacio´n en forma de fraccio´n continua
simple.
Todo nu´mero real x ∈ R esta´ comprendido entre dos nu´meros enteros consecutivos, es decir,
existe n tal que
n ≤ x < n + 1.
En el caso que x sea entero, entonces n = x. El nu´mero n recibe el nombre de parte entera
de x y se escribe como n = ⌊x⌋.
El nu´mero u = x − n cumple 0 ≤ u < 1. ası´, dado un nu´mero real existe una u´nica
descomposicio´n x = n + u, donde n ∈ Z y 0 ≤ u < 1. Adema´s, u = 0 si y so´lo si x es un
entero.
Veamos ahora como representar x en forma de fraccio´n continua simple mediante un pro-
ceso recursivo. Dado x, realizamos la descomposicio´n
x = n1 + u1, (3)
donde n1 ∈ Z y 0 ≤ u1 < 1. Si u1 = 0 el proceso te´rmina. En caso contrario, entonces
el recı´proco 1/u1 cumple 1/u1 > 1 y podemos realizar de nuevo la despomposicio´n anterior,
obteniendo
1
u1
= n2 + u2, (4)
donde, esta vez n2 ∈ N y 0 ≤ u2 < 1. Combinando (3) y (4), vemos que
x = n1 +
1
n1 + n2
.
En general, si uk = 0, entonces x = nk−1 + 1/nk y hemos termidado. Si uk > 0, tomamos
1/uk = nk+1 + uk+1 y seguimos el proceso. De este modo, tras k iterados obtenemos
n1 +
1
n2 +
1
n3 +
1
n4 +
1
· · ·+
1
nk + uk
, (5)
que coincide con el k-e´simo convergente definido anteriormente. Puede verse que este proceso
es equivalente al algoritmo de Euclides y por ello si x ∈ Q el proceso termina en un nu´mero
finito de pasos. En cambio, si x ∈ R\Q obtenemos una sucesio´n de convergentes que tienden a
x, es decir, x queda representado por una fraccio´n continua simple infinita de la forma
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xn = [n1, n2, . . . , nk, . . .],
que por analogı´a con la notacio´n introducida anteriormente escribiremos
[a0, a1, . . . , an, . . .],
Esta construccio´n pone de manifisto lo que ya sabı´amos, esto eso, que x ∈ R\Q es aproxi-
mable mediante racionales. Sin embargo, podemos enunciar el siguiente teorema
Teorema 3 (Dirichlet, 1842). Dado x ∈ R\Q, existe una infinidad de fracciones p/q que cum-
plen ∣∣∣∣pq − x
∣∣∣∣ < 1q2 .
Definicio´n 7. Diremos que x ∈ R\Q es aproximable mediante racionales de orden n si existe
una constante c(x) para la cual ∣∣∣∣pq − x
∣∣∣∣ < c(x)qn ,
tiene una infinidad de soluciones.
De alguna forma, n es un indicador de la velocidad de convergencia de la sucesio´n de p/q
hacia x. En base a discusiones anteriores, tenemos que
Un racional es aproximable de orden 1 y de ningu´n orden superior.
Todo irracional es aproximable almenos de orden 2 (teorema 3).
Estamos motivamos ahora para seguir explorando el conjunto R\Q en base a su aproxima-
cio´n mediante racionales. Es natural distinguir primeramente los nu´meros algebraicos de los
transcendentes.
Definicio´n 8. Un nu´mero algebraico es un nu´mero x que satisface una ecuacio´n algebraica,
esto es, una ecuacio´n del tipo
a0x
n + a1x
n−1 + . . .+ an = 0,
donde los coeficientes a0, a1, . . . , an son enteros, no todos ellos nulos. Un nu´mero no algebraico
recibe el nombre de transcendente.
La existencia de nu´meros transcendentes no es obvia, a pesar que la mayorı´a de los nu´meros
lo son como establece la siguiente
Proposicio´n 11. El conjunto de los nu´meros algebraicos es numerable y el conjunto de los
nu´meros transcendentes es no numerable.
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Demostracio´n. Se trata de “etiquetar” todos los posibles polinomios que dan lugar a nu´meros
algebraicos. 
Teorema 4 (Liouville, 1844). Un nu´mero algebraico real x de grado n no es aproximable a
o´rdenes mayores que n, es decir, existe una constante c(x) tal que∣∣∣∣pq − x
∣∣∣∣ > c(x)qn ,
para todo p/q ∈ Q.
Demostracio´n. Sea P el polinomio a coeficientes enteros que satisface x. Supongamos que
p/q 6= x es una aproximacio´n de x. Entonces,∣∣∣∣P
(
p
q
)∣∣∣∣ = | a0pn + a1pn−1q + . . . |qn ≥ 1qn . (6)
Por otro lado, aplicando el teorema del valor medio
P
(
p
q
)
= P
(
p
q
)
− P (x) =
(
p
q
− x
)
P ′(ξ),
para ξ entre p/q y x. Obviamente podemos suponer que |p/q−x| < 1 y por lo tanto |ξ| < 1+|x|.
Adema´s, podemos acotar |P ′(ξ)| < 1/c para alguna constante positiva c = c(x). Con todo esto
y usando (6) vemos que ∣∣∣∣pq − x
∣∣∣∣ = |P (p/q)||P ′(ξ)| > c(x)qn ,
de forma que x no es aproximable a orden mayor que n. 
El teorema de Liouville nos dice que los nu´meros algebraicos no se pueden aproximar “de-
masiado bien” mediante nu´meros racionales. En consecuencia, un nu´mero real que pueda ser
aproximado de forma ma´s satisfactoria debe ser transcendente. Ası´ tenemos la siguiente
Definicio´n 9. Un nu´mero x ∈ R\Q es un nu´mero de Liouville si para todo entero positivo m
existen nu´meros enteros a, b (que dependen de m) tales que
0 <
∣∣∣x− a
b
∣∣∣ < 1
bm
con b > 1.
Al conjunto de todos los nu´meros de Liouville lo denotaremos por L, y puede verse que todo
x ∈ L es transcendente. Adema´s, puede verse tambie´n L es un conjunto numerable (pequen˜o
topolo´gicamente) y tiene medida de Lebesgue cero (pequen˜o me´tricamente)
El complementario de este conjunto recibe el nombre de nu´meros diofa´nticos que, debido a
su importancia, definimos de forma independiente
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Definicio´n 10. Diremos que un nu´mero real x es diofa´ntico si existe c > 0 y µ < ∞ de forma
que ∣∣∣∣x− pq
∣∣∣∣ ≥ cqµ , (7)
para todo par de enteros p y q, con q 6= 0.
Denotaremos por D al conjunto de nu´meros diofa´nticos2 y puede verse que tiene estructura
de conjunto de Cantor. De hecho tiene estructura de conjunto de Cantor muy grande, pues
recordemos que L tiene medida cero.
Para nuestro interese´s, extendemos la definicio´n de nu´mero diofa´ntico a los complejos. De
este modo, si θ ∈ R y tomamos λ = e2piiθ, entonces
|λq − 1| = |e2pii(qθ−p) − 1| ∼ 2πq|θ − p/q|,
y al ser (pθ − q)→ 0 tenemos la siguiente condicio´n diofa´ntica para este caso
|λq − 1| ≥ cq1−µ, q ≥ 1.
2.2. Superando los pequen˜os divisores
De ahora en adelante consideraremos λ = e2piiθ, donde θ es irracional. Queremos una solu-
cio´n ϕ de la ecuacio´n de Schro¨der ϕ(f(z)) = λϕ(z), normalizada por ϕ′(0) = 1. Denotando
h = ϕ−1 tenemos
f(h(z)) = h(λz), h′(0) = 1. (8)
Sin ninguna pe´rdida de generalidad, supondremos que el equilibrio de f esta´ en el origen.
Teorema 5 (Siegel, 1942). Si θ es diofa´ntico y si f tiene un punto fijo de multiplicador e2piiθ,
entonces existe una solucio´n de la ecuacio´n de Schro¨der (8), es decir, f puede conjugarse en un
entorno del punto fijo a una multiplicacio´n por e2piiθ.
Demostracio´n. Queremos resolver la ecuacio´n h(λz) = f(h(z)). Si definimos fˆ y hˆ mediante
f(z) = λz + fˆ(z) y h(z) = z + hˆ(z), entonces la ecuacio´n puede escribirse como
hˆ(λz)− λhˆ(z) = fˆ(h(z)). (9)
Consideraremos cambios de coordenadas ψ alrededor de z = 0 cercanos a la identidad, es
decir h(z) = z + hˆ(z), donde hˆ(z) = O2(z). Construiremos recursivamente una solucio´n de la
ecuacio´n de Schro¨der, es decir, consideraremos ψ de forma que
2Esta notacio´n no es habitual. Ma´s adelante veremos el porque´ de su uso.
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(h−1 ◦ f ◦ h)(z) = g(z) = λz + gˆ(z), (10)
donde gˆ es una funcio´n, en cierto sentido, “ma´s pequen˜a” que f . Iterando este proceso ob-
tendremos la conjugacio´n deseada. Ası´, ba´sicamente tenemos que comprobar que el esquema
converge y que la conjugacio´n obtenida esta´ definida en una bola de radio positivo. La idea es
usar que hˆ(z) = O2(z) es menor que z, luego tenemos que
hˆ(λz)− λhˆ(z) = hˆ(z) +O3(z), (11)
y vamos a tomar hˆ como solucio´n de la ecuacio´n linealizada
hˆ(λz)− λhˆ(z) = fˆ(z). (12)
Escribiendo fˆ de la forma
fˆ(z) =
∞∑
n=2
bnz
n,
podemos resolver fa´cilmente la ecuacio´n (12) de manera formal, obteniendo
hˆ(z) =
∞∑
j=2
bj
λj − λ
zj ,
y esperamos que la funcio´n gˆ obtenida al introducir esta expresio´n en (10) sea “menor” que fˆ .
No obstante hay una serie de dificultades que hay que superar debido a que los divisores λn−λ
pueden hacerse muy pequen˜os (recordemos que estamos en el caso irracionalmente neutral).
De hecho, podrı´a ser que la solucio´n formal anterior si siquiera tenga sentido como funcio´n
analı´tica. Es aquı´ donde entran en juego las condiciones diofa´nticas que nos permiten controlar
este tipo de divisores. Supongamos que tenemos las siguientes cotas (la primera se deriva de la
condicio´n diofa´ntica)
1
|λn − λ|
≤ c0
nµ
µ!
, |fˆ ′(z)| < δ si z ∈ B0(r). (13)
Estimemos ahora las cotas para g = ψ−1 ◦ f ◦ ψ. En primer lugar estimaremos ψˆ en un
disco ligeramente ma´s pequen˜o, es decir, en B0(r(1 − η)), con 0 < η < 1/5. Utilizando las
estimaciones de Cauchy para la derivada fˆ ′ tenemos que los coeficientes |bj | cumplen
|bj | ≤
δ
jrj−1
,
de modo que para z ∈ B0(r(1− η)) tenemos
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|hˆ′| ≤
∞∑
j=2
j
|bj |
|λj − λ|
|z|j−1 ≤
∞∑
j=2
jbj
|λj − λ|
rj−1(1− η)j−1 ≤
c0δ
µ!
∞∑
j=2
jµ(1− η)j−1
<
c0δ
µ!
∞∑
j=1
j(j + 1) . . . (j + µ− 1)(1− η)j−1 =
c0δ
ηµ−1
.
Si suponemos que c0δ < ηµ+2 entonces tenemos que |ψˆ′| ≤ η en la bola B0(r(1− η)). Por
otro lado, hay que observar que el diagrama siguiente esta´ bien definido (ver detalles en [5])
B0(r(1− 4η)) B0(r(1− 3η))
B0(r(1− η)) B0(r(1− 2η))
-ψ
?
g
?
f
ﬀψ
−1
,
y estamos en condiciones de estimar gˆ. De (10) tenemos
gˆ(z) = λhˆ(z)− hˆ(λz + gˆ(z)) + fˆ(z + hˆ(z)),
y usando que hˆ(z) es solucio´n de la ecuacio´n linealizara (12), obtenemos
gˆ(z) = hˆ(λz)− hˆ(λz + gˆ(z)) + fˆ(z + hˆ(z))− fˆ(z).
Sea C el ma´ximo de |gˆ| en la bola B0(r(1− 4η)). Entonces
C ≤ sup |hˆ′|C + sup |fˆ(z + hˆ(z))− fˆ(z)| ≤ ηC + δ sup |hˆ|.
Como hˆ(z) = O(z2), obtenemos la siguiente cota a partir del lema de Schwarz e integrando
|hˆ(z)| ≤
1
2
c0δ
ηµ+1
(1− η)r, |z| ≤ (1− η)r.
Substituyendo y resolviendo para C, obtenemos C ≤ c0δ2η−(µ+1) r2 . Aplicamos ahora Cau-
chy en un disco de radio rη y obtenemos
|gˆ′| ≤
1
2
c0δ
2
ηµ+2
, |z| ≤ r(1− 5η). (14)
Observamos como δ en la estimacio´n de fˆ ′ aparece como δ2 en la estimacio´n de gˆ′. Esta es
la clave para que el esquema iterativo que hemos construido funcione.
Supongamos que hemos llevado a cabo un paso del esquema iterativo, es decir, hemos parti-
do de f cumpliendo |fˆ ′| ≤ δ en B0(r) y la hemos sustituido por g cumpliendo (14). Recordemos
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que para hacer esto, tuvimos que suponer que r ≤ r0, donde f esta´ definida en B0(r0) y tambie´n
que
0 < η < 1/5, c0δ < η
µ+2, δ < η.
Si tomamos c1 > 0 suficientemente pequen˜o y pedimos que η ≤ c1, entonces la primera
condicio´n se cumple de forma inmediata y la tercera condicio´n es consecuencia de la segunda.
Supongamos ahora que hemos escogido η0 y δ0 de forma que cumplen estas condiciones.
Definimos entonces α de forma que αµ+2 = 1/2, y definimos las sucesiones
ηn = α
nη0
rn+1 = rn(1− 5ηn)
δn+1 = c0δ
2ηn
Puede comprobarse por induccio´n que estas sucesiones cumplen la condicio´n requerida,
esto es, c0δn ≤ ηµ+2n . De esta forma, tenemos dos sucesiones {hn}n y {gn}n con g0 = f y
gn = h
−1
n ◦ gn−1 ◦ hn, o de forma equivalente
gn = h
−1
n ◦ h
−1
n−1 ◦ . . . ◦ h
−1
1 ◦ f ◦ h1 ◦ h2 ◦ . . . ◦ hn.
Finalmente, consideramos
R := r0
∞∏
n=0
(1− 5ηn) > 0,
entonces |gˆ′n| ≤ δn ∼ η
µ+2
n → 0 en B0(R), de forma que gn → λz y h1 ◦ . . . ◦ hn → h, que
conjuga f con λz. 
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3. Flujos y secciones de Poincare´
Ahora vamos a cambiar nuevamente de tema. Nuestro objetivo ahora es darnos cuenta que
los conceptos anteriores (sobretodo estoy pensando en el papel que pueden jugar las aplicacio-
nes del cı´rculo) juegan un papel importante a la hora de estudiar muchos problemas en sistemas
dina´micos. Uno de los contextos ma´s cla´sicos es el de ecuaciones diferenciales. Buenas re-
ferencias introductorias para el estudio de ecuaciones diferenciales desde este punto de vista
son [3, 6].
3.1. Definicio´n de la seccio´n de Poincare´
Consideremos una ecuacio´n diferencial x˙ = X(x) y su flujo asociado
φ : D ⊂ R× Rn −→ Rn
(t, x) 7−→ φ(t, x) = φt(x),
que esta´ caracterizado por
∂
∂t
φ(t, x) = X(φ(t, x)), φ(0, x) = x.
Si el flujo anterior esta´ definido ∀t ∈ R diremos que el campo es completo. En este case,
tenemos que φt : Rn → Rn establece un difeomorfismo
R −→ Diff(Rn)
t 7−→ φt
que cumple la propiedad de grupo φt ◦ φs = φt+s, ∀t, s ∈ R.
Sea p0 ∈ Rn un punto regular del campo vectorial anterior, i.e. X(p0) 6= 0 y consideramos
p1 = φ1(T, p0), T 6= 0
otro punto de la o´rbita de p0, que denotamos por γ(p0) = {φ(t, p0), t ∈ R}. Consideremos en-
tonces Σ1 una seccio´n transversal al campo X en p1, i.e. Σ1 es una subvariedad de codimension
1 de R, dimΣ1 = n− 1 tal que X(p1) /∈ Tp1Σ1. Podemos suponer que en un entorno U1 de p1
Σ1 ∩ U1 = {x ∈ R
n : h(x) = 0},
con h : U1 → R tal que Dh(x) 6= 0, x ∈ U1. Consideramos ahora la aplicacio´n
(t, x) 7−→ h(φ(t, x)).
El teorema de la funcio´n implı´cita nos da entornos U0 de p0 e I de [0, T ] y una u´nica aplica-
cio´n
τ : U0 −→ I
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tales que sobre (t, x) ∈ I × U0 tenemos que φ(t, x) ∈ Σ1 si, y so´lo si, t = τ(x). Notemos que
en particular τ(p0) = T . La aplicacio´n
x ∈ U0 7−→ P (x) = φ(τ(x), x) ∈ Σ1,
recibe el nombre de aplicacio´n de Poincare´.
Observemos que la aplicacio´n ası´ definida es constante sobre las o´rbitas del campo. En
efecto, dado un punto p ∈ U0 definimos
O(p) = {φ(t, p) : φ(s, p) ∈ U0, ∀s ∈ [0, t]},
y vemos que para todo punto x ∈ O(p) tenemos P (x) = P (p). Esto no es molestia si escogemos
otra seccio´n transversal Σ0 ∋ p0, dimΣ0 = n− 1 y restringimos la aplicacio´n anterior
P |Σ0 : Σ0 ∩ U0 −→ Σ1.
Supongamos que tenemos que
{x ∈ Σ0 : φ(t, x) ∈ Σ0, t 6= 0} 6= ∅,
como es el caso si p0 pertenece a una o´rbita perio´dica. Entonces, es interesante definir Σ1 = Σ0
y considerar la aplicacio´n de Poincare´ sobre esta seccio´n. Los iterados P n de la aplicacio´n de
Poincare´ nos proporcionara´n mucha informacio´n sobre la dina´mica entorno a la o´rbita perio´dica
que pasa por p0.
Supongamos ahora que tenemos una subvariedad T invariante por el flujo φt que envuelve la
o´rbita perio´dica anterior (pedimos esto para garantizar que la interseccio´n de T con Σ este´ bien
definida). Al considerar C = Σ ∩ T obtenendremos una curva invariante por la aplicacio´n de
Poincare´, esto es, cumpliendo que P n(p) ∈ C si p ∈ C. Miremos co´mo se comportan los
iterados de P sobre esta curva C. En primer lugar, observamos (ver Figura 2) que al integrar
un punto p ∈ C volveremos a C transcurrido un tiempo τ(p). Como las o´rbitas de un campo
vectorial no pueden intersecar, si seguimos integrando el punto P (p) entonces volveremos a C
siguiendo una ordenacio´n determinada por el flujo. Si pensamos en la curva C como un cı´rculo,
lo que observamos es que la dina´mica de P sobre C preserva la orientacio´n en el sentido que
discutimos al principio de estas notas. De hecho, la pregunta natural es plantearse la existencia
de una conjugacio´n de la forma
C C
T T
-P
6
γ
-f
6
γ ,
y encontramos ası´ una relacio´n entre la dina´mica de aplicaciones del cı´rculo y el estudio de
ecuaciones diferenciales. Por ejemplo, si an˜adimos al campo vectorial X una pequen˜a pertur-
bacio´n, el comportamiento de la variedad T (¿persiste y podemos continuarla? ¿se rompe?)
puede estudiarse a partir de la aplicacio´n del cı´rculo f . De hecho, nuevamente el nu´mero de ro-
tacio´n juega un papel fundamental. Para una descripcio´n pormenorizada de lo que aquı´ estamos
tratando so´lo de forma heurı´stica nos referimos a [2, 3, 6, 8, 9].
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Figura 2: Seccio´n de Poincare´ asociada a una o´rbita perio´dica y a un toro invariante.
3.2. Integracio´n nume´rica de ecuaciones diferenciales
Vamos a dar alguna indicacio´n de co´mo calcular nume´ricamente una seccio´n de Poincare´.
Ba´sicamente, so´lo necesitaremos dos ingredientes:
1. Resolver (aproximar) nume´ricamente la ecuacio´n diferencial.
2. Determinar cuando la solucio´n interseca con la seccio´n Σ.
Empezaremos tratando el primer problema, es decir, el de aproximar nume´ricamente las
soluciones del siguiente problema de condiciones iniciales{
x˙ = X(t, x)
x0 = x(t0).
Ciertamente, existe una gran cantidad de me´todos nume´ricos para cubrir las diferentes pato-
logı´as que puede presentar abordar el problema. Una referencia cla´sica e interesante (incluye el
co´digo de los programas) para entrar en el tema es [11]. Lo que vamos a hacer aquı´ es introducir
un me´todo extremadamente sencillo conceptualmente que resulta ser muy eficiente en una gran
catidad de problemas: el me´todo de Taylor. Como referencia, dejo la web del grupo de sistemas
dina´micos UB-UPC
http://www.maia.ub.es/dsg
donde encontrareis una gran cantidad de material (artı´culos, manuales, presentaciones, etc) de
`A. Jorba, C. Simo´, M. Zou (etc!) que tienen mucha experiencia en el uso de estos me´todos.
Sabemos que la solucio´n del problema anterior se expresara´
x(t) = φ(t; t0, x0) = φ(t0 + h; t0, x0) =
∞∑
j=0
x(j)hj, x(j) =
1
j!
dφ(t0; t0, x0)
dt
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y por tanto approximar la solucio´n de nuestra ecuacio´n pasa por approximar los coeficientes
x(j) del desarrollo de Taylor anterior. Esto se puede implementar de forma muy eficiente en un
computador utilizando te´cnicas de diferenciacio´n automa´tica.
A modo de ejemplo, vamos a utilizar las ecuaciones del modelo de Lorenz, que son las
siguientes:
x˙ = σ(y − x),
y˙ = x(ρ− z)− y,
z˙ = xy − βz.
Suponiendo que conocemos una condicio´n inicial x(t0) = x0, y(t0) = y0 y z(t0) = z0,
vamos a aproximar la solucio´n en el instante t0 + h
x(t0 + h) =
∞∑
j=0
x(j)hj , y(t0 + h) =
∞∑
j=0
y(j)hj, z(t0 + h) =
∞∑
j=0
z(j)hj .
Introducimos formalmente estas series de potencias en la ecuacio´n diferencial obteniendo
x˙ =
∑
j≥1
jx(j)hj−1 = σ
∑
j≥0
y(j)hj − σ
∑
j≥0
x(j)hj ,
y˙ =
∑
j≥1
jy(j)hj−1 =
∑
j≥0
x(j)hj
(
ρ−
∑
j≥0
z(j)hj
)
−
∑
j≥0
y(j)hj,
z˙ =
∑
j≥1
jz(j)hj−1 =
(∑
j≥0
x(j)hj
)(∑
j≥0
y(j)hj
)
− β
∑
j≥0
z(j)hj .
La expresio´n anterior puede simplificarse usando que(∑
j≥0
x(j)hj
)(∑
j≥0
y(j)hj
)
=
∑
j≥0
( j∑
k=0
x(k)y(j−k)
)
hj , (15)
e igualando grado a grado obtenemos las formulas recursivas siguientes para los coeficientes de
Taylor.
(j + 1)x(j+1) = σy(j) − σx(j),
(j + 1)y(j+1) = ρx(j) −
j∑
k=0
x(k)z(j−k) − y(j),
(j + 1)z(j+1) =
j∑
k=0
x(k)y(j−k) − βz(j),
que inicializamos mediante a0 = x0, b0 = y0 y c0 = z0. Tras calcular estos coeficientes hasta
grado N , obtenemos una aproximacio´n de la solucio´n arbitraciamente buena. Ahora bien, para
implementar correctamente estos ca´lculos debemos tomar una serie de decisiones:
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Grado N donde truncamos la serie. Esto tiene que ver con el coste computacional aso-
ciado al nu´mero de operacio´nes. Ba´sicamente, la decisio´n depende del nu´mero de dı´gitos
que se usa.
Paso ma´ximo h hasta donde podemos approximar la solucio´n. Esto esta´ limitado por el
radio de convergencia de la serie de potencias que define la solucio´n. Existen me´todos
para estimar el paso o´ptimo en cada circunstancia que esta´n explicados en el material que
hemos mencionado anteriormente.
De forma ana´loga a como hemos tratado el ejemplo de Lorez, podemos aplicar el me´todo
a la resolucio´n de campos vectoriales polinomiales sı´mplemente aplicando recurrentemente la
fo´rmula (15) para el producto de dos series de potencias. De forma igualmente sencilla se pue-
den extender las recurrencias para considerar campos (analı´ticos) ma´s generales. Por ejemplo,
supongamos que en nuestras ecuaciones aparece el te´rmino
f(x, y, z) = x2y
exp(xz)
sin(x)
.
En este caso, reducimos el problema a una serie de operaciones elementales introduciendo va-
riables adicionales. Ası´ tenemos que
u1 = x
2,
u2 = u1y,
u3 = xz,
u4 = sin(x),
u5 = exp(u3),
u6 = u5/u4,
f(x, y, z) = u7 = u2u6.
Como hemos indicado antes, evaluar los coeficientes de u1, u2 y u2 es inmediato a partir de
la regla del producto. En concreto, tenemos que
u
(j)
1 =
j∑
k=0
x(k)x(j−k), u
(j)
2 =
j∑
k=0
u
(k)
1 y
(j−k), u
(j)
3 =
j∑
k=0
x(k)z(j−k).
Para evaluar expresiones donde aparezcan funciones elementales como sin o exp no utilizare-
mos los desarrollos de Taylor de dichas funciones. Es mejor utilizar expresiones recurrentes que
se derivan de forma natural usando que todas estas funciones son solucio´n de alguna ecuacio´n
diferencial conocida. Por ejemplo, para calcular la expansio´n de u5 = exp(u3) usamos que se
debe cumplir la ecuacio´n u˙5 = u5u˙3, es decir,∑
j≥1
ju
(j)
5 h
j−1 =
(∑
j≥0
u
(j)
5 h
j
)(∑
j≥1
ju
(j)
3 h
j−1
)
,
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de donde obtenemos la siguiente relacio´n para los coeficientes
(j + 1)u
(j+1)
5 =
j∑
k=0
(j − k + 1)u(k)5 u
(j−k+1)
3 .
Y esto se puede complicar tanto como haga falta, sin involucrar mayores dificultades de
implementacio´n.
3.3. Ca´lculo nume´rico de secciones de Poincare´
Consideremos de nuevo una ecuacio´n deferencial x˙ = X(x) y una seccio´n de Poincare´ Σ
definida implı´citamente por h(x) = 0, donde h : U → R cumple que Dh tiene rango ma´ximo.
La condicio´n de transversalidad en un punto p0, X(p0) /∈ Tp0Σ, donde
Tp0Σ = {p ∈ R
n : p = p0 + v, con 〈v,∇h〉 = 0}
se escribe
〈X,∇h〉 6= 0.
Si pedimos por ejemplo que 〈X,∇h〉 > 0, tendremos entonces que funcio´n g crecera´ a lo
largo de las soluciones, ya que dh
dt
= 〈X,∇h〉. Adema´s, recordamos que la seccio´n Σ esta´ ca-
racterizada por los puntos tales que h(p) = 0. Ası´, podemos plantear usar el me´todo de Newton
para calcular las intersecciones del flujo con Σ.
Si denotamos xk = x(tk) el valor de la solucio´n en el instante tk (aunque de hecho, cono-
ceremos so´lo una aproximacio´n de este valor obtenida con los me´todos de la seccio´n anterior),
entonces la sucesio´n
tn+1 = tn −
h(xn)
h′(xn)
= tn −
h(xn)
〈∇h(xn), X(xn)〉
converge a un instante de tiempo t∗ tal que x∗ ∈ Σ. Como condicio´n inicial para iterar el
me´todo de Newton tomamos la que corresponde al instante en que la funcio´n h cambia de signo
(de hecho, aquella que minimize el mo´dulo |h|).
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4. Sistemas hamiltonianos
Ahora vamos a introducir una clase concreta de ecuaciones diferenciales que aparecen de
forma sistema´tica en una gran cantidad de problema de la fı´sica, los llamados sistemas hamil-
tonianos. Lo que queremos destacar es que situaciones como las de la figura (2) aparecen con
frecuencia en este contexto. En el curso paralelo, J. Delgado ha hablado extensamente de es-
te tipo de sistemas (dando herramientas para el estudio y ca´lculo de soluciones perio´dicas) y
por ello voy a plantear un enfoque ma´s geome´trico del tema. Por falta de tiempo, no vamos a
tratar aquı´ la construccio´n de transformaciones cano´nicas (o simplectomorfismos) que permi-
ten preservar la estructura hamiltoniana (e´stos han sido expuestos en el curso de J. Delgado)
e intentaremos hablar del teorema de Liouville-Arnold. Como referencias de esta seccio´n da-
mos [1, 2, 3, 4]. Empezaremos recordando los conceptos ba´sicos en cordenadas.
Definicio´n 11. Dada una funcio´n H : Rn × Rn → R tal que (q, p) 7→ H(q, p), el sistema de
ecuaciones diferenciales ordinarias
q˙i =
∂H
∂pi
(q, p) p˙i = −
∂H
∂qi
(q, p) i = 1, . . . , n, (16)
recibe el nombre de sistema de ecuaciones cano´nicas de Hamilton de n grados de libertad y
la funcio´n H se llama hamiltoniano. Las variables qi reciben el nombre de posiciones mientras
que las variables pi se llaman momentos.
Observacio´n. Expresamente no hago referencia al dominio de definicio´n de la funcio´n H ,
ası´ como a su regularidad. A menudo omitire´ tales detalles para no recargar el texto.
Observamos como, si denotamos x = (q, p), entonces es equivalente escribir
x˙ = J gradH(x) = J ·DH(x)⊤ = XH(x), (17)
donde J es una matriz 2n× 2n de la forma
J =

 0 −Id
Id 0

 ,
que es antisime´trica (J⊤ = −J) y no singular (det J = 1). El campo vectorial XH ası´ definido
recibe el nombre de campo hamiltoniano asociado a H .
El sistema (16) es auto´nomo y en toda la discusion nos restringiremos a este caso. Dadas
unas condiciones iniciales x(0) = x0, existe una u´nica solucio´n de x˙ = XH(x) que denotamos
por t 7→ φ(t, x0) = φt(x0) y definida en un intervalo maximal I(x0). El conjunto D = {(t, x) :
t ∈ I(x)} es un abierto de R × R2n y la aplicacio´n (t, x) 7→ φ(t, x) recibe el nombre de flujo
asociado al campo XH . Observamos como el flujo queda determinado por
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∂
∂t
φ(t, x) = XH(φ(t, x)), φ(0, x) = x.
Consideremos ahora una funcio´n definida en el retrato de fases f : R2n → R. Es natural
preguntarse como varı´a f a lo largo (o sobre) las soluciones asociadas al campo XH .
d
dt
f(φ(t, x)) = Df(φ(t, x))XH(φ(t, x)) = gradF (φ(t, x))
⊤J gradH(φ(t, x)). (18)
La expresio´n anterior puede motivar la definicio´n del pare´ntesis de Poisson de dos funciones
f, g : R2n → R como
{f, g} =
n∑
i=1
∂f
∂qi
∂g
∂pi
−
∂f
∂pi
∂g
∂qi
,
de forma que, en te´rminos de esta relacio´n, el sistema (17) puede escribirse como
x˙ = {x,H}. (19)
Vemos adema´s que la expresio´n (18) puede expresarse de forma ma´s compacta como
d
dt
(f ◦ φt) = {f,H} ◦ φt, o bien f˙ = {f,H},
de donde es inmediato decudir la conservacio´n de la energı´a.
Ejemplo. Un hamiltoniano de la forma
H(q, p) =
n∑
i=1
mip
2
i
2
+ V (q),
corresponderı´a a un sistema newtoniano conservativo de energı´a cine´tica T y energı´a potencial
V , es decir, las ecuaciones (16) corresponden a las ecuaciones de Newton de modo que la fuerza
Fk que actua sobre la partı´cula k-esima es Fk(q) = −gradkV (q) (el gradiente se toma respecto
a la posicio´n de la partı´cula en cuestio´n).
Ası´, parece ser que el formalismo hamiltoniano nos permite escribir las ecuaciones del mo-
vimiento de forma ma´s compacta. En lugar del sistema de segundo orden de Newton, el for-
malismo hamiltoniano nos permite escribir el sistema como ecuaciones de primer orden, donde
toda la informacio´n queda “registrada” en una funcio´n: el hamiltoniano. Adema´s, la importan-
cia del formalismo hamiltoniano se manifiesta cuando trabajamos con las llamadas coordenadas
generalizadas, que aparecen de forma natural en meca´nica al incluir ligaduras (difı´ciles de tratar
como fuerzas exteriores). Estas ligaduras se modelan definiendo el sistema en una variedad Q
(retrato de fases) donde la dina´mica tiene lugar sobre el fibrado cotangente T ∗Q. Adema´s, esta
es la via correcta para relacionar (16) con las cla´sicas ecuaciones de Euler-Lagrange.
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4.1. Geometrı´a simple´ctica
El esdudio de sistemas hamiltonianos se puede sumergir en el marco de la geometrı´a simple´cti-
ca, que nos proporciona una mayor comprensio´n geome´trica del espacio de fases y de los objetos
allı´ definidos. Para simplificar la exposicio´n, no haremos referencia explı´cita a la categorı´a en
que definimos la estructura diferenciable de cada objeto.
Una forma simple´ctica sobre una variedad M es una 2-forma cerrada y no degenerada. En
concreto, es una seccio´n Ω : M →
∧2M que asigna cada a punto p ∈ M una forma bilineal y
anti-sime´trica Ωp sobre el tangente TpM , de forma que
(i) Ωp es no degenerada para todo p ∈M , es decir, cada par (TpM,Ωp) es un espacio vecto-
rial simple´ctico.
(ii) dΩ = 0.
Una variedadM dotada de una estructura simple´ctica recibe el nombre de variedad simple´cti-
ca y se escribe (M,Ω). Como consecuencia de (i), tenemos que toda variedad simple´ctica debe
tener dimensio´n par, de modo que tomaremos dimM = 2n. Adema´s, toda variedad simple´ctica
es orientable y la 2n-forma Vol = Ω∧ n. . . ∧Ω es una medida sobre M y recibe el nombre de
forma de volumen de Liouville.
Una aplicacio´n f : M → N estre variedades simple´cticas (M,Ω) y (N,Σ) recibe el nombre
de simplectomorfismo si preserva la estructura simple´ctica, es decir, f ∗Σ = Ω.
Una subvariedad simple´ctica S ⊂ M es una subvariedad tal que el espacio tangente es
un subespacio simple´ctico TpS ⊂ TpM en cada punto p ∈ M . Si consideramos la inclusio´n
i : S →֒ M , entonces la forma i∗Ω es simple´ctica en S y (S, i∗Ω) es una variedad simple´ctica.
Sea (M,Ω) una variedad simple´ctica y Sp(M) ⊂ Diff(M) el subgrupo de simplectomor-
fismos de M que resulta un grupo de Lie de dimensio´n infinita. El a´lgebra de Lie asociada
esta´ constituida por los campos vectoriales cuyo flujo preserva la 2-forma Ω, y se detona sp(M).
Debido a que Ω es no-degenerada, para todo campo vectorial X sobre M , tenemos una 1-
forma ♭(X) = −X yΩ := Ω(X, · ), que se anula si, y so´lo si, el campo X se anula. Ası´, si
recordamos que Ω es invariante por X si, y so´lo si, la derivada de Lie LXΩ = d(Ω yX) se
anula3 y entonces vemos que X es simple´ctico si, y so´lo si, Ω yX es cerrada.
Notemos que el mapa anterior
♭ : T(M)→ Ω1(M)
es un isomorfismo de secciones e induce un isomorfismo natural en las fibras de TM y T ∗M .
Denotaremos la inversa ♯ : Ω1(M) → T(M).
Con la notacio´n anterior, podemos escribir sp(M) = ♯(Z1(M)) donde Z1(M) denota el
espacio vectorial de 1-formas cerradas sobre M .
3Esta relacio´n es consecuencia de la fo´rmula de Carta´n LXω = X y dΩ+ d(X yΩ), usando que la 2-forma es
cerrada.
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Definicio´n 12. Para toda funcio´n f ∈ F(M), el campo vectorial Xf = ♯(df) recibe el nom-
bre de campo vectorial hamiltoniano asociado. El conjunto de todos los campos vectoriales
hamiltonianos se denota h(M).
Ası´, por definicio´n h(M) = ♯(B1(M)), donde B1(M) son las formas exactas sobre M .
Notamos que h(M) ⊂ sp(M) se trata de un ideal del a´lgebra de Lie (no es difı´cil ver que
[sp(M), sp(M)] ⊂ h(M), ya que [Y, Z] = XΩ(Y,Z) para todo Y, Z ∈ sp(M)).
Definicio´n 13. En una variedad simple´ctica (M,Ω), definimos el pare´ntesis de Poisson de dos
funciones f, g ∈ F(M) como {f, g} = Ω(Xf , Xg).
Observemos que el pare´ntesis de Poisson transporta la estructura de a´lgebra de Lie de cam-
pos vectoriales respecto al pare´ntesis de Lie sobre las funciones hamiltonianas. En particular,
tenemos [Xf , Xg] = X{f,g}, para todo par f, g ∈ F(M).
Tenemos ası´ una sucesio´n exacta
0 −→ h(M) −→ sp(M) −→ H1dR(M,R) −→ 0,
donde H1dR(M,R) es el primer grupo de cohomologı´a de deRam. Ası´, hemos visto que un
campo vectorial es simple´ctico si XyΩ es cerrada y es hamiltoniano si XyΩ es exacta. Ası´,
ambas definiciones coinciden cuando H1dR(M,R) = 0.
En general, un sistema dina´mico se define como la accio´n de un grupo G sobre un espacio
X . En el caso que X sea una variedad diferenciable y G = φt un grupo uniparame´trico de
difeomorfismos generado por un campo vectorial X ∈ T(M), se habla de sistemas hamiltonia-
nos diferenciables. En el caso particular que nos ocupa, un campo vectorial hamiltoniano viene
descrito por una funcio´n H ∈ F(M).
Definicio´n 14. Un Sistema hamiltoniano es un trio (M,Ω, H) formado por una variedad simple´cti-
ca (M,Ω) y una funcio´n hamiltonianaH ∈ F(M), que induce un campo vectorial hamiltoniano
XH ∈ h(M) sobre M .
Utilizando coordenadas de Darboux, es decir, tomando una carta local donde la forma
simple´ctica se expresa de la forma
Ω =
n∑
i=1
dqi ∧ dpi,
es fa´cil ver que el campo XH en coordenadas es
XH =
n∑
i=1
(
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
)
,
y por lo tanto, localmente, tenemos que resolver las ecuaciones de hamilton para un sistema de
n grados de libertad. El flujo de una ecuacio´n diferencial como la anterior se denotara´ φt : U →
M , t ∈ I ⊂ R y es un simplectomorfismo local, ya que
d
dt
(ϕt)
∗Ω = dϕ∗t (X yΩ) = dϕ
∗
t (♭(X)) = ϕ
∗
td(♭(X)) = 0.
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4.2. Sistemas hamiltonianos integrables
Recordemos que la aplicacio´n sostenida ♯ es un homomorfismo entre el a´lgebra de Lie F(M)
respecto al pare´ntesis de Poisson { , } y el a´lgebra de Lie de campos vectoriales hamiltonianos
h(M) respecto al pare´ntesis de Lie [ , ]. Notamos que el nucle de ♯ esta´ formado por las funcio-
nes localmente constantes.
Diremos que f, g ∈ F(M) esta´n en involucio´n si {f, g} = 0. Ana´logamente, diremos que
dos campos vectoriales X, Y ∈ h(M) conmutan si [X, Y ] = 0. Gracias al homomorfismo
anterior resulta que dos campos vectoriales hamiltonianos conmutan si, y so´lo si, las funciones
hamiltonianas asociadas esta´n en involucio´n. Este hecho, junto con la proposicio´n siguiente,
revela el significado geome´trico del pare´ntesis de Poisson.
Proposicio´n 12. Sean funciones f, g ∈ F(M) sobre una variedad simple´ctica (M,Ω) y sea
φt : U →M el flujo local del campo hamiltoniano Xg = ♯(dg) tal que g0 = idU . Entonces,
{f, g}|U =
d
dt
∣∣∣∣
t=0
(ϕt)
∗f.
Demostracio´n. Es inmediata, pues
d
dt
(ϕt)
∗f = (ϕt)
∗(Xf y df) = (ϕt)
∗df(Xf) = (ϕt)
∗Ω(Xf , Xg) = (ϕt)
∗{f, g},
y basta tomar t = 0. 
Definicio´n 15. Dada una variedad M , diremos que f ∈ F(M) es una integral primera del
campo X ∈ T(M) si Xf = 0, es decir, el valor de f es invariante por el flujo de X .
En el caso que (M,Ω) sea simple´ctica, la definicio´n anterior puede traducirse en te´rminos
del pare´ntesis de Poisson diciendo que {f |U , H} = 0 para todo hamiltoniano local H : U → R
de X ∈ h(M).
Definicio´n 16. Sea (M,Ω) un variedad simple´ctica de dimensio´n 2n. Diremos que un campo
hamiltoniano local X es completamente integrable si existen funciones fi ∈ F(M), 1 ≤ i ≤ n,
tales que
(a) son integrales primeras de X .
(b) esta´n en involucio´n.
(c) sus diferenciales {dfi|x, 1 ≤ i ≤ n} son linealmente independientes excepto, tal vez, en
un conjunto de medida cero.
Teorema 6 (Arnold-Liouville). Sean f1, . . . , fn funciones como en la definicio´n 16, sea M⊂M
el conjunto regular de la aplicacio´n f = (f1, . . . , fn) : M → R y Nc = f−1(c) una fibra en
c ∈ f(Mr). Entonces:
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Nc es una subvariedad diferenciable de M , invariante por el flujo asociado a cualquier
hamiltoniano dado por fi.
SiNc es compacta, sus componentes conexas son difeomorfas al toro n-dimensional Tn =
Rn/Zn.
Si Nc no es compacto, entonces sus componentes conexas son difeomorfas al cilindro
Tn−k ×Rk para algu´n k ≤ n.
Adema´s, el flujo φt de Xfi sobre cada componente conexa de Nc (compacta o no) es de tipo
translacio´n, es decir, en coordenadas adecuadas φt(θ, y) = φt(θ1, . . . , θk, yk+1, . . . , yn) = (θ +
tω, y + tν), donde ω y ν dependen de c.
Vamos a precisar la definicio´n de traslacio´n sobre el toro Tk. Una traslacio´n quasi-perio´dica
sobre Tk es una aplicacio´n Tt,ω : Tk → Tk, que definimos explı´citamente por su elevacio´n en
el recubrimiento universal de Tk mediante T˜t,ω(x) = x+ ωt. Es decir, el diagrama
Rk Rk
Tk Tk
-
eTt,ω
?
pi
?
pi
-Tt,ω
es conmutativo, donde π : Rk → Tk es la projeccio´n cano´nica del recubrimiento. El vector ω
recibe el nombre de vector de frequencias y determina las propiedades topolo´gicas de Tt,ω.
Entonces k = n y Nc ≃ Tn. Los coeficientes de ω, que denotaremos ωi con i = 1, . . . , n
reciben el nombre de las frecuencias del fluyo sobre el toro y dependen del toro en cuestio´n4.
El nombre de translacio´n viene del aspecto que tienen las trayectorias si las vemos sobre un
toro sin identificar: e´stas corresponden a lineas rectas de pendientes ω1, . . . , ωn cuyos puntos se
mueven a velocidad constante.
Las frecuencias y la mayorı´a de los movimientos no acotados pertenecen a superficies sen-
cillas. Ası´, el flujo de un sistema integrable es altamente regular, esto es, no puede ser cao´tico.
Es ma´s, tenemos el siguiente
Teorema 7 (Variables accio´n-a´ngulo). Si se cumplen las condiciones del teorema 6 y la variedad
Nc es compacta, entonces
Un entorno de Nc sumergido en R2n es difeomorfo al producto directo Tn × G, donde G
es un abierto de Rn.
En Tn×G existen coordenadas (θ, I) en las cuales las funciones f1, . . . , fn dependen so´lo
de I .
4Por esta correspondencia, se suele decir simplemente que ωi son las frecuencias del toro.
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En particular, en las variables (θ, I) ∈ Tn × G, el hamiltoniano del sistema tiene la forma
H = H(I). En consecuencia, las ecuaciones de Hamilton se escriben
θ˙ =
∂H
∂I
(I) = ω(I), I˙ = −
∂H
∂θ
(I) = 0,
y ası´, I(t) = t0, ω(I, t) = ω(t0). Las variables I reciben el nombre de variables de accio´n y las
variables θ reciben el nombre de variables angulares.
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