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We consider a system of N trapped bosons with repulsive interactions in a combined semiclas-
sical mean-field limit at positive temperature. We show that the free energy is well approximated
by the minimum of the Hartree free energy functional – a natural extension of the Hartree en-
ergy functional to positive temperatures. The Hartree free energy functional converges in the
same limit to a semiclassical free energy functional, and we show that the system displays Bose–
Einstein condensation if and only if it occurs in the semiclassical free energy functional. This
allows us to show that for weak coupling the critical temperature decreases due to the repulsive
interactions.
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1 Introduction and main results
1.1 Background and summary
The rigorous mathematical analysis of quantum many-particle systems has a long history, dating back to
the early days of quantum mechanics. In case of (dilute) Bose gases, there has been a period of renewed
interest since the first experimental observation of Bose–Einstein condensation (BEC) in trapped alkali gases
in 1995 [5, 15] and the breakthrough work of Lieb and Yngvason in 1998 [60], who proved a lower bound
for the ground state energy of the dilute Bose gas in the thermodynamic limit. In combination with the
matching upper bound that Dyson had proven in 1957 [19], this established its leading order asymptotics.
By now, the techniques of Lieb and Yngvason have been significantly extended to prove related results for
the ground state energy of the two-dimensional Bose gas [61], the free energy of two- and three-dimensional
Bose gases [16, 68, 76, 84], as well as the ground state energy [24, 55] and pressure [75] of the Fermi gas.
Recently, also the next to leading order correction to the ground state energy of the dilute Bose gas, that is,
the Lee–Huang–Yang formula, could be established [31, 83].
While the thermodynamic limit is appropriate to describe samples of macroscopic size, the Gross–Pitaevskii
(GP) limit is relevant for the study of (mesoscopic) dilute trapped Bose gases as prepared in typical experi-
ments with cold atoms. In such a situation the ground state energy of the interacting system is to leading order
given by the minimum of the GP energy functional [53, 54, 57, 64], and a convex combination of projections
onto its minimizers approximates the one-particle density matrix (1-pdm) of any approximate minimizer of
the energy. In case of a unique minimizer of the GP energy functional, this, in particular, proves complete
BEC for approximate ground states. Also in the GP limit the next to leading order correction to the ground
state energy predicted by Bogoliubov in 1947 could be justified [12]. The accuracy reached in this work al-
lows for an approximate computation of the ground state wave function and for a characterization of the low
energy excitations of the system, consisting of sound waves. Apart from equilibrium properties of dilute Bose
gases, also their dynamics after the trapping potential has been switched off is important for the interpretation
of modern experiments. The dynamics of initially fully Bose–Einstein condensed systems in the GP limit can
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be described by the time-dependent GP equation, see [9,22,23,71]. For a more extensive list of references to
the mathematical analysis of dilute Bose gases we refer to [11, 56, 74].
The ground state energy and the ground state wave function yield a good approximation of the system for very
low temperatures. If positive temperatures are relevant one needs to consider the free energy and the related
Gibbs state. Recently it was shown that also for a system of trapped Bosons at positive temperature the GP
energy functional turns out to be the relevant effective theory. More precisely, it was shown in [18] that for a
system in a harmonic trap in the GP limit the difference between the free energies of the interacting and the
ideal gas is given by the minimum of a GP energy functional to leading order. Additionally, the 1-pdm of any
approximate minimizer of the Gibbs free energy functional is to leading order given by the one of the ideal
gas, where the condensate wave function has been replaced by the minimizer of the GP energy functional.
The result shows that the interaction can be seen to leading order only in the condensate, which is related to
the fact that in a trap with soft walls the thermal cloud (all particles outside the condensate) is even more dilute
than the condensate. Modern experimental techniques also allow for the study of dilute Bose gases in box
potentials [32]. The computation of the free energy for such a system is mathematically more challenging than
for a system in a power law trap because all interactions are relevant to leading order (there is no separation
of length scales). With techniques based on the ones that were introduced for the analysis of the free energy
in the thermodynamic limit [76], a proof of the BEC phase transition for this system was given in [17].
Although the GP limit is the most relevant for the description of experiments with cold quantum gases, there
has been a considerable interest in systems in the mean-field (MF) (or Hartree) limit of weak and long-range
interactions, or in limits that interpolate between the MF and the GP limit. See e.g. [33, 43, 44, 49, 59, 65, 77]
for works concerned with ground state properties of such systems, [1–4,14,20,21,25,29,35–39,48,62,63,80]
for their dynamics and [26–28, 45–47] for the analysis of systems at temperatures slightly above the critical
temperature for BEC. For a more extensive list of references concerning the MF limit we refer to [11,41]. The
MF limit is mathematically easier to handle than the GP limit, and therefore allows for the development of
new techniques that can later be applied to study the more complicated GP regime. Note, moreover, that long
range interactions among bosons have been successfully implemented in recent experiments [69].
A semiclassical MF limit for fermions was considered in [8, 10, 30, 42]. This regime is also of relevance for
bosons at temperatures of the order of the critical temperature, and shall be our main concern here. We prove
optimal bounds for the difference between the free energy of the system and the minimum of the Hartree
free energy functional. Moreover, we show that the Hartree free energy functional can be related to a novel
semiclassical free energy functional, whose critical temperature for BEC can be characterized explicitly in the
weak coupling regime. This allows us to show that the repulsive interactions decrease the critical temperature
for BEC, at least for weak coupling.
1.2 The model
We are interested in a trapped bosonic many-particle system at positive temperature and we start by introduc-
ing the model. Let h denote the harmonic oscillator Hamiltonian with oscillator frequency ω acting on the
one-particle Hilbert space L2(R3),
h = −~2∆ + ω
2x2
4
. (1.1)
Due to the factor 1/4 multiplying the trapping potential, the level spacing of h equals ~ω. Without loss of
generality we could set ω equal to 1, but we prefer to keep it general in order to explicitly display physical
units. The particle mass is set equal to 1/2, and Planck’s constant ~ is chosen to depend on the particle number
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N of the system as
~ = N−1/3 , (1.2)
which corresponds to a semiclassical regime. The physics of the N-particle system is governed by the N-
particle Hamiltonian
HN =
N∑
i=1
hi +
1
N
∑
1≤i< j≤N
v(xi − x j) (1.3)
acting on L2sym(R
3N), the closed linear subspace of L2(R3N) consisting of those functions Ψ(x1, ..., xN) that
are invariant under any permutation of coordinates x1, . . . , xN . We employ the usual notation that hi is the
operator acting as h on the i-th particle, and the identity on all the others.
The motivation for the prefactor N−1 in (1.3), as well as the choice (1.2) of ~, will be explained below after
introducing the relevant temperature scale. Concerning the regularity of the interaction potential v, we make
the following assumption.
Assumptions 1.1. We assume that v ∈ L1(R3)⋂W2,∞(R3) is a nonnegative function with v(x) = v(−x) for all
x ∈ R3, such that
sup
x∈R3
∥∥∥D2v(x)∥∥∥ < ω2
2
(1.4)
holds. Here D2v denotes the Hessian of v and ‖ · ‖ is the operator norm on 3 × 3 matrices. Additionally, we
assume vˆ ≥ 0, that is, v is of positive type.
We shall comment on the significance of the assumption (1.4) in Remark 6 after the statement of our main
results.
Gibbs free energy functional, free energy and Gibbs states
Let us denote by
ScN =
Γ ∈ B (L2sym (R3N))
∣∣∣∣∣∣ 0 ≤ Γ ≤ 1, TrΓ = 1, Tr

N∑
i=1
hiΓ
 < +∞
 (1.5)
the set of bosonic N-particle states. In the above definition and in the following, we interpret Tr[HΓ] for
positive operators H and Γ as Tr[H1/2ΓH1/2]. This expression is always well-defined if one allows the value
+∞. In particular, finiteness of Tr[HΓ] does not require the operator HΓ to be trace-class, only that H1/2ΓH1/2
is.
For states Γ ∈ Sc
N
the Gibbs free energy functional at inverse temperature β is defined by
F (Γ) = Tr [HNΓ] −
1
β
S (Γ), with the von-Neumann entropy S (Γ) = −Tr [Γ ln(Γ)] . (1.6)
When we minimize F over states in Sc
N
, we obtain the canonical free energy of the system
Fc(β,N, ω) = inf
Γ∈Sc
N
F (Γ) = −1
β
ln
(
Tr exp (−βHN)
)
. (1.7)
The unique minimizer of the above minimization problem is the canonical Gibbs state
GcN =
e−βHN
Tr
[
e−βHN
] . (1.8)
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Motivation for the scaling limit
To motivate our scaling limit let us for the moment set ~ = 1. In the absence of interactions, the ideal Bose gas
shows BEC for β > β0,N = ω−1(ζ(3)/N)1/3, where ζ denotes the Riemann zeta function. This shows that the
relevant regime for the inverse temperature is βω ∼ N−1/3. In this regime, the expected energy per particle in
the ideal gas is proportional to β−1 = O(ωN1/3). Particles with this energy typically occupy a volume of order
(ω−1/2N1/6)3 in the harmonic trap (see also the introduction in [18]). Accordingly, it is natural to consider
interactions acting on that length scale, i.e., an interaction potential of the form vN(x) = cNωv(N−1/6ω1/2x)
for some coupling constant cN > 0. When evaluated in the Gibbs state of the ideal gas, the corresponding
interaction energy is of the order ωcNN2. The choice cN = N−2/3 thus makes this comparable to the free
energy of the ideal gas in the harmonic trap, which is of the order ωN4/3. To relate this scaling to our
semiclassical MF scaling, we rescale length by a factor N−1/6, which transforms the N-particle Hamiltonian
N∑
i=1
(
−∆i +
ω2x2
4
)
+
∑
1≤i< j≤N
ωN−2/3v(N−1/6ω1/2(xi − x j)) (1.9)
into
N1/3

N∑
i=1
(
−~2∆i + ω
2x2
4
)
+
∑
1≤i< j≤N
ωN−1v(ω1/2(xi − x j))
 (1.10)
with ~ = N−1/3 as in (1.2). This motivates our scaling. To simplify the notation, we absorb the ω factors into
the potential v, leading to HN in (1.3). Moreover, we neglect the multiplicative factor N1/3 in the definition of
HN in (1.3), thus we have to choose β ∼ N1/3β0,N ∼ ω−1. In fact, we only assume βω ≥ C for some C > 0,
allowing in particular for the zero-temperature limit βω → ∞. In case of fermions the same scaling limit has
been considered e.g. in [8, 10, 30, 42].
One-particle reduced density matrix and Bose–Einstein condensation
For a state Γ ∈ Sc
N
, we define its one-particle density matrix (1-pdm) via its integral kernel by
γΓ(x, y) = Tr
[
a∗yaxΓ
]
. (1.11)
Here a∗x and ax denote the usual creation and annihilation operators (actually operator-valued distributions) of
a particle at a point x ∈ R3, which obey the canonical commutation relations [ax, a∗y] = δ(x − y). By δ(x) we
denote the Dirac delta distribution. The operator γΓ is a positive operator on the one-particle Hilbert space
L2(R3) with trace equal to N. Equivalently,
γΓ(x, y) = N
∫
R3(N−1)
Γ(x, x2, ..., xN; y, x2, ..., xN) d(x2, ..., xN), (1.12)
with the integral kernel Γ(x1, ..., xN; y1, ..., yN) of the state Γ. By ̺Γ(x) = γΓ(x, x) we denote the density of a
state Γ.
A sequence of states ΓN ∈ ScN indexed by the particle number shows BEC if and only if
lim inf
N→∞
sup‖ψ‖=1〈ψ, γΓNψ〉
N
> 0 (1.13)
holds for its 1-pdms γΓN . In case the sequence ΓN shows BEC, we call the eigenvector corresponding to the
largest eigenvalue of its 1-pdm γΓN the condensate wave function.
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The Husimi function
To be able to state our main result we need to introduce the Husimi function related to a state, which, roughly
speaking, contains the information how the particles are distributed in the classical phase space. Let ℓ ∈
C∞c (R3) be a nonnegative radial function with L2(R3)-norm equal to 1 and define for p, q ∈ R3
ℓ~p,q(x) = ~
−3/4ℓ
(
x − q
~1/2
)
eipx/~. (1.14)
For a given 1-pdm γ we define its Husimi function by
mγ(p, q) =
〈
ℓ~p,q, γℓ
~
p,q
〉
≥ 0. (1.15)
Since the coherent states |ℓ~p,q〉〈ℓ~p,q| yield a resolution of the identity of the form(
1
2π~
)3 ∫
R6
∣∣∣ℓ~p,q〉 〈ℓ~p,q∣∣∣ d(p, q) = 1L2(R3), (1.16)
see e.g. [52, Theorem 12.8], we have
1
(2π~)3
∫
R6
mγ(p, q) d(p, q) = tr[γ], (1.17)
where tr[·] denotes the trace on the one-particle Hilbert space L2(R3). That is, the Husimi function is a
distribution on the classical phase space whose phase space integral equals the particle number N.
1.3 The effective models
The Hartree free energy functional
Our goal is to show that the free energy (1.7) of the full quantum mechanical model (1.3) can be approximated
by a simpler model, which we introduce now. We define the set of 1-pdms
DHN =
{
γ ∈ B
(
L2
(
R
3
)) ∣∣∣∣ γ ≥ 0, tr[γ] = N, tr[hγ] < +∞} . (1.18)
For an operator γ ∈ DH
N
the Hartree free energy functional is defined by
F H(γ) = tr
[(
h +
1
2N
v ∗ ̺γ
)
γ
]
− 1
β
s(γ), (1.19)
where ̺γ(x) = γ(x, x), and ∗ denotes convolution. By s(γ) we denote the bosonic entropy
s(γ) = − tr [ f (γ)] , with f (x) = x ln(x) − (1 + x) ln(1 + x). (1.20)
The functional F H is a natural extension of the Hartree energy functional to positive temperatures. The
Hartree free energy is given by
FH(β,N, ω) = inf
γ∈DH
N
F H(γ). (1.21)
It is not difficult to see that under our assumptions on v it has a unique minimizer γH that solves the Euler–
Lagrange equation
γ =
1
eβ(h+N−1v∗̺γ−µ) − 1
, (1.22)
where the chemical potential µ is chosen such that tr γH = N. (See Lemma 2.1 below.)
6
The semiclassical free energy functional
We shall now introduce a novel semiclassical free energy functional that is independent of N and turns out to
capture the correct leading order behavior of the free energy and the 1-pdm of the corresponding Gibbs state
in the semiclassical MF limit considered. It is more complicated than its fermionic equivalent in [42] due to
the possible occurrence of BEC.
LetDsc denote the set of pairs (γ, g) with an integrable function γ(p, x) ≥ 0 on the phase space R3 ×R3 and a
number g ∈ [0, 1], satisfying ∫
R6
(
p2 +
ω2x2
4
)
γ(p, x) d(p, x) < +∞ (1.23)
as well as the normalization condition
1
(2π)3
∫
R6
γ(p, x) d(p, x) + g = 1 . (1.24)
We think of g as a condensate fraction and say that a pair (γ, g) shows BEC if g > 0. The phase space density
γ describes a thermal cloud.
For (γ, g) ∈ Dsc we define the semiclassical free energy functional by
F sc(γ, g) = 1
(2π)3
∫
R6
(
p2 +
ω2x2
4
)
γ(p, x) d(p, x) − 1
β
S sc(γ) +
1
2
∫
R6
v(x − y)̺(x)̺(y) d(x, y). (1.25)
Here the density ̺ is given by
̺(x) =
1
(2π)3
∫
R3
γ(p, x) dp + gδ(x), (1.26)
where δ denotes the Dirac delta measure with unit mass at the point x = 0. Moreover,
S sc(γ) =
−1
(2π)3
∫
R6
f (γ(p, x)) d(p, x) (1.27)
is the bosonic entropy of the phase space density γ with f defined in (1.20). The semiclassical free energy is
defined by
Fsc(β, ω) = inf
(γ,g)∈Dsc
F sc(γ, g) , (1.28)
and the unique minimizer of this minimization problem (see Lemma 3.1) is denoted by (γsc, gsc). It solves the
self-consistent equation
γ(p, x) =
1
exp
(
β
(
p2 + ω
2x2
4 + v ∗ ̺(x) − µ
))
− 1
(1.29)
for some chemical potential µ ≤ v ∗ ̺(0).
The semiclassical ideal Bose gas
In case of v = 0 the semiclassical free energy functional F sc in (1.25) can be minimized explicitly, and the
minimizing phase space density γ0 is given by (1.29) with v = 0. If
1
(2π)3
∫
R6
1
exp
(
β
(
p2 + ω
2x2
4
))
− 1
d(p, x) =
ζ(3)
(βω)3
< 1 (1.30)
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the minimizing condensate fraction g0 is positive and assures the normalization condition in (1.24). The
chemical potential related to the minimizing phase space density γ0 will be denoted by µ0 and ̺0(x) =
(1/(2π))3
∫
R3
γ0(p, x) dp+ g0δ(x). Because of the monotonicity of the map µ 7→
∫
R6
γ0(p, x) d(p, x), the model
shows a BEC phase transition with inverse critical temperature β0 determined by equality in (1.30), i.e.,
β0 =
ζ(3)1/3
ω
. (1.31)
We have g0 = 0 and µ0 < 0 if β < β0, 0 < g0 < 1 and µ0 = 0 if β > β0 as well as g0 = 0 and µ0 = 0 if β = β0.
Note that β0 times N−1/3 equals the critical temperature β0,N for BEC in the ideal Bose gas in the harmonic
trap ω2x2/4, as discussed in the paragraph about the motivation of our scaling limit above.
1.4 Notation
For functions a and b depending on N or on other parameters, we use the notation a . b to say that there
exists a constant C > 0 independent of the parameters such that a ≤ Cb. If a . b and b . a we write a ∼ b.
1.5 Main results
Our first main result concerns the relation between the full quantum mechanical model (1.6) and the Hartree
free energy functional (1.19).
Theorem 1.1. Let Assumption 1.1 hold. In the limit N →∞ with βω & 1 we have∣∣∣Fc(β,N, ω) − FH(β,N, ω)∣∣∣ . ωN1/3. (1.32)
Moreover, for any any sequence of states ΓN ∈ ScN with 1-pdm γN and∣∣∣F (ΓN) − FH(β,N, ω)∣∣∣ ≤ ωδ (1.33)
for some δ > 0, we have ∥∥∥γN − γH∥∥∥1 . N5/6(1 + δ)1/4. (1.34)
Here γH denotes the unique minimizer of F H in (1.19).
Recall that for βω ∼ 1, Fc(β,N, ω) ∼ ωN to leading order. The bound (1.32) states that not only the leading
order is correctly captured by the Hartree free energy FH(β,N, ω), but also lower order terms larger than
O(ωN1/3). Moreover, as long as δ = o(N2/3), the 1-pdm of a state satisfying (1.33) agrees with the Hartree
minimizer γH to leading order. This is in particular true for the true Gibbs state, for which δ . N1/3.
Our second main result concerns the asymptotic behavior of the Hartree free energy functional in the semi-
classical MF limit and its relation to the semiclassical free energy functional (1.25).
Theorem 1.2. Let Assumption 1.1 hold. In the limit N →∞ with βω & 1 we have∣∣∣FH(β,N, ω) − NFsc (β, ω)∣∣∣ . ωN2/3. (1.35)
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Moreover, with γH the unique minimizer of F H, let PH be the projection onto the eigenspace of the largest
eigenvalue of γH and define QH = 1 − PH. Let (γsc, gsc) be the minimizing pair of F sc in (1.25). In the limit
N → ∞ with βω & 1 we have ∣∣∣∣N−1 tr [PHγH] − gsc∣∣∣∣ . N−1/9+σ as well as (1.36a)∫
R6
∣∣∣mQHγH(p, x) − γsc(p, x)∣∣∣ d(p, x) . N−1/9+σ (1.36b)
for any σ > 0.
Recall the definition of the Husimi function mγ in (1.15). Theorem 1.2 shows that γsc agrees to leading order
with the Husimi function of the Hartree minimizer γH once the condensate has been removed. Moreover, the
condensate fraction in Hartree theory is to leading order given by gsc.
The next two statements are a direct consequence of the bounds derived in order to prove Theorems 1.1 and 1.2,
and we therefore state them as Corollaries. The first concerns a weak form of BEC under a weak energy
condition on approximate minimizers of the Gibbs free energy functional. The question whether the full
quantum mechanical model shows BEC in this sense is equivalent to the question whether the semiclassical
free energy functional in (1.25) shows BEC in the sense that gsc > 0.
Corollary 1.1. Let Assumption 1.1 hold and assume that ΓN with 1-pdm γN is an approximate minimizer of
the Gibbs free energy functional in the sense that (1.33) holds with δ = o(N). Let BR ⊂ R3 be the ball with
radius R centered at the origin, denote its complement by Bc
R
and consider the limit N → ∞ with βω > 0 fixed.
Then
lim
N→∞
∫
R3×Bc
R
∣∣∣mγN (p, x) − γsc(p, x)∣∣∣ d(p, x) = 0 (1.37)
for any R > 0 and, in particular,
lim
R→0
lim
N→∞
(
1
2π
)3 ∫
R3×BR
mγN (p, x) d(p, x) = g
sc . (1.38)
Under a stronger energy assumption on approximate minimizers of the Gibbs free energy functional, the above
relation can be strengthened to imply BEC in the sense of (1.13) for the full quantum mechanical model if the
semiclassical free energy functional in (1.25) shows BEC.
Corollary 1.2. Let Assumption 1.1 hold. Assume that ΓN with 1-pdm γN is an approximate minimizer of the
Gibbs free energy functional in the sense of (1.33), denote by P the projection onto its largest eigenvalue and
define Q = 1 − P. In the limit N → ∞ with βω & 1 we have∣∣∣∣∣ tr[PγN]N − gsc
∣∣∣∣∣ . N−1/9+σ + N−1/6δ1/4 as well as (1.39a)∫
R6
∣∣∣mQγN (p, x) − γsc(p, x)∣∣∣ d(p, x) . N−1/9+σ + N−1/6δ1/4 (1.39b)
for any σ > 0.
In particular, for δ = o(N2/3), the condensate fraction of an approximate minimizer equals the semiclassical
value gsc to leading order. This applies in particular to the actual Gibbs state, for which δ . N1/3 according
to Theorem 1.1. We note that the condition δ = o(N2/3) is sharp even for an ideal Bose gas, since the energy
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gap above the ground state of h in (1.1) equals ~ω = ωN−1/3, and hence moving a fraction of the condensed
particles to the first excited state leads to energy increase of the order ωN2/3.
Our final statement concerns the BEC transition temperature in the semiclassical free energy functional and
hence, because of Corollary 1.1 and 1.2, also the one for the full quantum mechanical model. We show that
for weak coupling there is a unique critical temperature which is strictly lower than the critical temperature
for the ideal Bose gas.
Proposition 1.1. Let Assumption 1.1 hold and assume that the interaction potential is given by λv(x) with
0 < λ ≤ 1. Denote by gsc the condensate fraction of the unique minimizer of the semiclassical free energy
functional in (1.25) and let µsc be the chemical potential in γsc in (1.29). For small enough λ, the following
holds:
a) There exists an inverse critical temperature βc such that g
sc > 0 and µsc = 0 for β > βc, and gsc = 0 as
well as µsc < 0 for β < βc. At β = βc we have gsc = 0 = µsc.
b) Let
Ξ =
β0
24π3
∫
R6
γ20(p, x) exp
(
β0
(
p2 +
ω2x2
4
))
(v ∗ ̺0(0) − v ∗ ̺0(x)) d(p, x) > 0, (1.40)
where γ0 denotes the minimizer of (1.25) for v ≡ 0 at the ideal gas critical inverse temperature β0 in
(1.31), with ̺0 its density. The inverse critical temperature satisfies
βc(λ) = β0
(
1 + λΞ + O
(
λ2
))
(1.41)
as λ→ 0.
In particular, since Ξ > 0, the inverse critical temperature increases for small λ due to the repulsive interactions.
The change Ξ is known as the mean-field shift (see [72]), and is due to the decrease in particle density at the
center of the trap.
Remarks
1. The constants in the bounds in Theorem 1.1, Theorem 1.2 and Corollary 1.2 are uniform in βω & 1,
and therefore allow for a zero temperature limit. In particular, (1.34) shows that the 1-pdm of an
approximate ground state of HN approaches the projection onto the minimizer of the semiclassical
Hartree energy functional
EH(Φ) =
〈
Φ,
(
−~2∆ + ω
2x2
4
)
Φ
〉
+
1
2
∫
R6
|Φ(x)|2v(x − y)|Φ(y)|2 d(x, y) (1.42)
among all functions with ‖Φ‖ = 1. In particular, there is complete BEC in the ground state. Due to the
factor ~2 = N−2/3 in front of the Laplacian in (1.42), the density of the minimizer of EH in supported
on the length scale ω−1/2~1/2 and converges to a delta function as ~→ 0.
2. As the other statements, the proof of Corollary 1.1 is based on quantitative estimates. That is, we show
an explicit rate for the convergence of the terms in (1.37) for fixed R > 0 as N → ∞. The condition
that βω > 0 is fixed could be replaced by the requirement that it approaches a positive limiting value as
N → ∞.
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3. The results in Theorem 1.1, Theorem 1.2, Corollary 1.1 and Corollary 1.2 remain true if the canonical
free energy Fc(β,N, ω) is replaced by its grand-canonical analogue (defined in Section 2.1 below), and
if approximate minimizers in Sc
N
are replaced by approximate minimizer among grand-canonical states.
This, in particular, shows that the canonical and the grand-canonical free energies agree within our
accuracy, and the same is true for the 1-pdms of approximate minimizers.
4. The result for the free energy in Theorem 1.1 is optimal in the sense that the order of magnitude ωN1/3
of the remainder equals the order of magnitude of the exchange term, which would be present in Hartree-
Fock theory but is absent in Hartree theory.
5. For βω ∼ 1 all terms in the Gibbs free energy functional contribute to the free energy at the order
ωN. As Theorem 1.1 and Theorem 1.2 show, the leading order behavior of the free energy can be
described by the semiclassical free energy functional. Because the condensate density converges to a
delta distribution on the relevant length scale, the leading order contribution of the interaction is felt by
the condensate as an effective chemical potential. At the order ~ωN = ωN2/3 we expect a contribution
from the semiclassical Hartree energy functional in (1.42) describing the local energy of the condensate.
This contribution is captured by the Hartree free energy but not by the semiclassical free energy.
6. The assumption (1.4) on the interaction potential in the above statements is crucial since it guaran-
tees that the condensate is located around the center of the harmonic trap. In the Hartree free energy
functional the condensate sees an effective potential from interactions with the thermal cloud. If its
curvature exceeds the one of the harmonic trap the total potential for the condensate becomes concave.
In this case we expect the condensate to localize in the vicinity of some sphere around the origin. If
this is true the semiclassical free energy functional F sc (1.25) is certainly not the correct effective the-
ory because it assumes that the condensate is sitting in the center of the trap. Hence Theorem 1.2 and
the Corollaries cannot be expect to hold in this case. Moreover, in this situation the resulting effective
potential in the Hartree operator hH = h + N−1v ∗ ̺γH(x) will have a Mexican hat like shape and its low
lying excitation spectrum will consist of waves moving in the valley of the Mexican hat. The effective
potential lives on the length scale ω−1/2, and hence the spectral gap above the ground state of hH will be
of the order ω~2 = ωN−2/3. The first excited state will accordingly have an expected occupation of the
order N2/3. This should be compared to the case when (1.4) holds. Here the spectral gap is of the order
~ω (the effective potential resembles a harmonic oscillator close to the origin) and the first excited state
has an expected occupation of the order N1/3. The higher occupation number of the first excited state
would imply that the exchange term is of the order ωN2/3 instead of ωN1/3, compare with Remark 4.
Accordingly, also Theorem 1.1 would not be true in the form it is stated if (1.4) does not hold.
7. The statement in Corollary 1.2 remains true if the spectral projections P and Q related to γN are re-
placed by PH and QH, where PH denotes the spectral projection onto the subspace related to the largest
eigenvalue of γH and QH = 1−PH. In particular, the condensate wave function of γN and that of γH are
equal within our accuracy.
1.6 Accuracy of Hartree theory in the mean-field limit
The semiclassical mean-field limit is a natural parameter regime for the trapped Bose gas because all terms
of the Gibbs free energy functional, that is, the energy related to h, the interaction energy and 1/β times
the entropy, are of the same order in N. There is, however, another interesting parameter regime for the
trapped Bose gas, whose relevance stems from the fact that as the temperature goes to zero, one recovers
the Hartree energy functional (without a semiclassical parameter) in case of a mean-field scaling, and the
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Gross-Pitaevskii (GP) energy functional if an appropriate dilute limit is considered. Both models have been
investigated in detail in the literature, and we refer to the introduction for more details and for references. In
this subsection, we shall investigate this second parameter regime. The results discussed here are independent
from the ones in the previous subsection, but share some similarity in their proofs. For simplicity, we shall
use the same notation for the relevant objects as above, even though these are really different from before.
The relevant one-particle Hamiltonian describing the above parameter regime is given by (1.3) with the choice
~ = 1, that is,
h = −∆ + ω
2x2
4
(1.43)
and the N-particle Hamiltonian reads
HN =
N∑
i=1
hi +
∑
1≤i< j≤N
vN(xi − x j) , (1.44)
where now
vN(x) = N
−1+3κv(Nκx) (1.45)
for some 0 ≤ κ ≤ 1. For κ = 0 this is the mean-field Hamiltonian for a trapped Bose gas and with increasing
values of κ the interaction potential vN becomes stronger and shorter ranged. For κ = 1 we obtain the dilute
GP scaling. In this work we will be concerned with rather small values of κ (κ ≤ 1/6), which is why we refer
to the scaling in (1.45) as the MF scaling. As N → ∞ and for κ = 0, the ground state energy of HN divided
by N converges to the minimum of the Hartree energy functional EH in (1.42) with ~ = 1, and the 1-pdm of
any approximate ground state of HN converges in trace norm to the minimizer of EH, see e.g. [43]. In case
of κ = 1 the relevant limiting theory is the GP energy functional and comparable statements than in the MF
scaling hold, see e.g. [56].
We shall again consider inverse temperatures of the order of the inverse critical temperature for BEC in the
ideal Bose gas, β0,N = ω−1(ζ(3)/N)1/3, which now means that βω ∼ N−1/3. For κ = 1, this is the regime
considered in [18]. Choosing κ smaller will allow us to extend these results and compute the free energy, as
well as the 1-pdm of (approximate) Gibbs states, with greater accuracy.
The Gibbs free energy functional of a state Γ ∈ Sc
N
and the canonical free energy for the Hamiltonian HN in
(1.44) are denoted by
F (Γ) = Tr [HNΓ] − 1
β
S (Γ) and Fc(β,Nω) = inf
Γ∈Sc
N
F (Γ), (1.46)
respectively. The relevant Hartree free energy functional and the Hartree free energy are now
F H(γ) = tr
[(
h +
1
2
vN ∗ ̺γ
)
γ
]
− 1
β
s(γ) and FH(β,N, ω) = inf
γ∈DH
N
F H(γ) (1.47)
with h defined in (1.43), vN in (1.45),DHN in (1.18) and the bosonic entropy s(γ) in (1.20). The main result in
this section is the following Theorem.
Theorem 1.3. Let v : R3 → R+ ∪ {0} be a function in L1(R3) with v(−x) = v(x), vˆ ∈ L1(R3) and vˆ ≥ 0. Let vN
be given by (1.45) with 0 ≤ κ ≤ 1/6. In the limit N → ∞ with βω & N−1/3 we have∣∣∣Fc(β,N, ω) − FH(β,N, ω)∣∣∣ . ωN1/3 (Nκ + lnN) . (1.48)
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Moreover, for any sequence of states ΓN ∈ ScN with 1-pdm γN and∣∣∣F (ΓN) − FH(β,N, ω)∣∣∣ . ωδ (1.49)
for some δ > 0, we have ∥∥∥γN − γH∥∥∥1 . N5/6 (Nκ + lnN)1/4 + N3/4δ1/4. (1.50)
Here γH denotes the unique minimizer of F H in (1.47).
Remarks
1. For β ∼ β0,N we have FH(β,N, ω) ∼ ω(βω)−4 ∼ ωN4/3. The accuracy of (1.48) allows us to describe
the interaction between all particles in the system. While the interaction among particles inside the
condensate is of order ωN, all interactions among particles in the thermal cloud are only of the order
ωN1/2. This is because the density of the thermal cloud lives on the length scale ω−1/2N1/6 (while
the length scale of the condensate wave function is ω−1/2), compare with the discussion in Section 1.2.
For κ = 1/6 the exchange term and the direct interaction energy in the thermal cloud are of the same
order, which is why we choose to state Theorem 1.2 only for the range 0 ≤ κ ≤ 1/6. Theorem 1.2
should be contrasted with the result in [18] in the GP limit, where the interaction can be seen only in
the condensate.
2. The result for the free energy in Theorem 1.3 is optimal in the following sense: (a) The size of the
remainder in (1.48) equals for 0 < κ ≤ 1/6 the size of the exchange term, which is not included in the
Hartree free energy. To avoid this contribution one would need to consider Hartree-Fock theory instead.
(b) In the Hartree free energy functional the condensate is effectively described by a quasi-free state.
Due to the large fluctuations of the number of particles in the condensate (they are of order N for a
quasi-free state), the entropy of the condensate is of order lnN. This leads to a contribution to the free
energy of the order β−1 lnN, which is the order of magnitude of the remainder if κ = 0. To avoid this
contribution one needs to describe the condensate by a coherent state, see e.g. [66].
3. Similarly to Remark 3 in the previous section, the result in Theorem 1.3 remains true if Fc(β,N, ω) is
replaced by its grand-canonical analogue, and the same holds for approximate minimizers of the Gibbs
free energy functional. Theorem 1.3 therefore shows that, within our accuracy, the free energies of the
canonical and of the grand-canonical ensemble are equal, and likewise for the 1-pdms of approximate
Gibbs states. The entropy related to the fluctuation of the number of particles in the grand-canonical
ensemble is of order lnN and leads to a contribution to the free energy of the order β−1 lnN. The
canonical ensemble does not have such a contribution, and we therefore expect that the free energies in
the two ensembles indeed differ by a term of this order.
1.7 Proof strategy and organization of the article
For the convenience of the reader we give here a short summary of the organization of the paper and the proof
of the statements in the previous two subsections.
In Section 2 we study the Hartree free energy functional F H in (1.19). We also introduce a canonical version
of this functional and bound the difference in the corresponding free energies. This bound will later allow us
to show that the canonical and the grand-canonical free energies of the full quantum model agree within the
desired accuracy.
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The semiclassical free energy functional F sc in (1.25) is studied in Section 3. We prove the existence of a
unique minimizer and derive the corresponding Euler–Lagrange equation. With these preparations at hand we
shall give the proof of Proposition 1.1.
In Section 4 we study the Hartree free energy functional in the semiclassical MF limit and prove Theorem 1.2.
To relate the Husimi function of the Hartree minimizer to the minimizing phase space density of the semiclas-
sical free energy functional, we prove a lower bound for a phase space version of the bosonic relative entropy
to quantify its coercivity. This bound is analogous to the one used for the same problem in the case of density
matrices in [17, 18].
In Section 5 we derive upper and lower bounds for the free energy Fc in (1.7) showing that it can be approxi-
mated with good precision by the Hartree free energy. For the lower bound this can be done with a standard
inequality for interaction potentials of positive type, while for the upper bound we need to estimate the size
of the exchange terms. This proves the first statement in Theorem 1.1.
The second statement in Theorem 1.1 concerning estimates for the 1-pdm of approximate minimizers of the
Gibbs free energy functional is proved in Section 6. The analysis is based on the free energy bounds in
Section 5 and on an inequality for the bosonic relative entropy proved in [17, 18, Lemma 4.1]. The proofs of
Corollary (1.1) and Corollary (1.2) are a consequence of these bounds and of Theorem 1.2, and are also given
in this section.
In Section 7 we shall explain the necessary modifications of the analysis in Sections 5 and 6 in order to prove
Theorem 1.3. The main difference lies in the analysis of the spectral gap of the Hartree operator, which in
the case of the semiclassical mean-field limit is guaranteed by the assumption (1.4) on the Hessian of the
interaction potential, but needs a separate proof here because of the different scaling in the mean-field limit.
2 The Hartree free energy functional
At several points in the paper it will be convenient to use the second quantized formalism and we start by
introducing the relevant notation. Afterwards, we define a canonical version of the Hartree free energy func-
tional, which plays an important role in the proof of an upper bound for the free energy Fc in Section 5.2. We
prove several statements for the two versions of the Hartree free energy functional that are used during the
proof of the main results, e.g. the existence of a unique minimizer. In the last part of this section we bound the
difference of the canonical and the grand-canonical Hartree free energies. This bound will allow us to show
in Section 5 that the canonical and the interacting grand-canonical free energies of the full quantum model
agree within the desired accuracy.
2.1 Second quantized formalism
Let F denote the bosonic Fock space over the one-particle Hilbert space L2(R3). The second quantization of
a one-particle operator A, which is an operator on F , is denoted by dΥ(A) = 0
⊕∞
M=1
∑M
i=1 Ai, where Ai is
the operator acting as A on the i-th particle, and as the identity on the others. Similarly, the second quantized
version of the interaction potential is given by
VN = 0 ⊕ 0
∞⊕
M=2
∑
1≤i< j≤M
vN(xi − x j). (2.1)
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Here vN equals either by N−1v in (1.3) or vN in (1.45). We emphasize that the interaction potential is given
by vN in all M-particle sectors of the Fock space, and not by vM. The second quantized equivalent of the
N-particle Hamiltonians (1.3) and (1.44) acting on the bosonic Fock space thus reads
H = dΥ(h) +VN (2.2)
with h in (1.1) or in (1.43). By
Sgc
N
=
{
Γ ∈ B (F )
∣∣∣∣ 0 ≤ Γ ≤ 1, Tr[Γ] = 1,Tr[NΓ] = N, Tr [ dΥ(h)Γ] < +∞} (2.3)
we denote the set of bosonic states on F with an expected number of N particles. Here N = ⊕∞
M=0 M
denotes the particle number operator. By the definitions of Sc
N
and Sgc
N
in (1.5) and (2.3), and the fact that
L2sym(R
3N) equals the N-particle sector of F , we have Sc
N
⊂ Sgc
N
for N ∈ N. For states Γ ∈ Sgc
N
the Gibbs free
energy functional is defined by
F (Γ) = Tr [HΓ] − 1
β
S (Γ), (2.4)
where the trace in the first term and the one in the definition of the entropy are now over F . The grand-
canonical free energy is given by
Fgc(β,N, ω) = inf
Γ∈Sgc
N
F (Γ) = −1
β
ln
(
Tr exp (−β (H − µN))) + µN, (2.5)
where the chemical potential µ is chosen such that the grand-canonical Gibbs state
G
gc
N
=
e−β(H−µN)
Tr
[
e−β(H−µN)
] (2.6)
has an expected number of N particles. It is the unique minimizer of F when the minimization is performed
over states in Sgc
N
.
2.2 A canonical version of the Hartree free energy functional
For a state Γ ∈ Sc
N
we define the canonical Hartree free energy functional by
F H,c(Γ) = Tr
[
dΥ
(
h +
1
2
vN ∗ ̺Γ
)
Γ
]
− 1
β
S (Γ). (2.7)
Here h and vN are either given by (1.1) and N−1v or by (1.43) and (1.45). The corresponding canonical Hartree
free energy is given by
FH,c(β,N, ω) = inf
Γ∈Sc
N
F H,c(Γ). (2.8)
In the next subsection we will see that our assumptions on v imply the existence of a unique minimizer for the
above minimization problem. The minimizer satisfies the Euler–Lagrange equation
GH,c =
e−β
∑N
i=1(hi+vN∗̺GH,c (xi))
Tr
[
e−β
∑N
i=1(hi+vN∗̺GH,c (xi))
] , (2.9)
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which is a self-consistent equation for the state GH,c since its density ̺GH,c(x) appears on the right-hand side.
The canonical Hartree free energy can be written in terms of the unique minimizer GH,c in (2.9) as
FH,c(β,N, ω) = −1
β
ln
Tr exp
−β
N∑
i=1
(
hi + vN ∗ ̺GH,c (xi)
)
 − DN (̺GH,c , ̺GH,c) . (2.10)
Here and in the following we denote
DN( f , g) =
1
2
∫
R6
vN(x − y) f (x)g(y) d(x, y), (2.11)
and by a slight abuse of notation we use the symbol DN(µ, ν) also for the natural extension of the above
definition to finite Borel measures µ and ν on R3. In case of N = 1 we simply write D instead of D1. The
1-pdm of GH,c will be denoted by γH,c.
Finally let us mention that minimization of F H,c over states in Sgc
N
in (2.3) yields the Hartree free energy
FH(β,N, ω) in (1.21). To see this, we note that S (Γ) ≤ s(γΓ) holds for any state Γ ∈ SgcN , see [82, Chap-
ter 2.5.14.5], with the von-Neumann entropy S in (1.6) (the trace is taken over Fock space) and the bosonic
entropy s in (1.20). This proves
inf
Γ∈Sgc
N
F H,c(Γ) ≥ FH(β,N, ω). (2.12)
The reverse inequality follows if we use the unique quasi-free state with 1-pdm γH as a trial state. This state
is also the unique minimizer of F H,c(Γ) when minimized over the set Sgc
N
.
2.3 Existence of a unique minimizer and Euler–Lagrange equation
The following three statements concern the existence of a unique minimizer of the Hartree free energy func-
tional in the canonical and in the grand-canonical setting, and the justification of the corresponding Euler–
Lagrange equations. Since N is a fixed parameter here, the precise form of vN is not important. We shall
only need that vN , vˆN ∈ L1(R3) and that vN , vˆN ≥ 0 holds, which is guaranteed by our assumptions. The first
statement concerns the Hartree free energy functional F H.
Lemma 2.1. The Hartree free energy functional F H in (1.19) admits a unique minimizer in the setDH
N
defined
in (1.18) and the minimizer solves the Euler–Lagrange equation in (1.29). The Hartree free energy can be
expressed in terms of the minimizer γH as
FH(β,N, ω) =
1
β
tr
[
ln
(
1 − e−β(h+vN∗̺H−µ)
)]
+ µN − DN
(
̺H, ̺H
)
, (2.13)
where ̺H(x) = γH(x, x) and with DN defined in (2.11).
Proof. A proof of the first two statements can be found in [47, Lemma 3.2]. Eq. (2.13) is a direct consequence
of the definition of F H and of the Euler–Lagrange equation in (1.29). 
The next two statements concern the canonical version of the Hartree free energy functional.
Lemma 2.2. The canonical Hartree free energy functional F H,c in (2.7) admits a unique minimizer in the set
Sc
N
defined in (1.5).
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Proof. Since vN ≥ 0, F H,c is easily seen to be bounded from below. Let {Γn}∞n=1 be a minimizing sequence
for F H,c in Sc
N
. Since Γn is a sequence of states there exists a state Γ on the truncated Fock space
F
≤N
= C ⊕
N⊕
m=1
Hm, where Hm = L2sym
(
R
3m
)
(2.14)
such that Γn converges to Γ in the geometric topology, see [40, Lemmas 3 & 4]. This means that every k-
particle reduced density matrix (k-pdm) of Γn with k ≥ 0 converges in the weak operator topology to the
k-pdm of Γ [40, Definition 1].
Let γn and γ be the 1-pdm of Γn and Γ, respectively. As far as density matrices are considered, convergence in
the weak operator topology implies convergence in the weak-∗ topology of the trace class. In combination with
the fact that tr[hγΓn ] is uniformly bounded in n and that h has a compact resolvent, this shows tr[γn] → tr[γ].
Using [40, Lemma 4], we conclude that Γn → Γ in trace-norm and that Γ ∈ ScN .
Next we will show that F H,c is lower semicontinuous along the sequence {Γn}∞n=1. We can write
Tr

N∑
i=1
hiΓn
 − 1βS (Γn) = 1βS (Γn,G) − 1β ln
Tr exp
−β
N∑
i=1
hi

 , (2.15)
with the relative entropy S (Γ,G) = Tr [Γ (ln Γ − lnG)] and the canonical Gibbs state of the ideal gas G =
exp(−β(∑Ni=1 hi))/Tr[exp(−β(∑Ni=1 hi))]. The relative entropy is known to be lower semicontinuous w.r.t. the
trace-class topology, see e.g. [82, 2.2.20] or [70, Corollary 5.12], and hence the same is true for the left-
hand side of (2.15). It remains to consider the continuity properties of the interaction term tr[vN ∗ ̺Γnγn] =
2DN(̺Γn , ̺Γn ). Using that ̺Γn → ̺Γ in L1(R3), which follows from γn → γ in trace norm, see e.g. [34,
Lemma 5.1], and [52, Theorem 2.7], we see that ̺Γn → ̺Γ pointwise almost everywhere, at least for a suitable
subsequence. Fatou’s Lemma and the assumption vN ≥ 0 therefore imply that
lim inf
n→∞
∫
R6
vN(x − y)̺Γn (x)̺Γn (y) d(x, y) ≥
∫
R6
vN(x − y)̺Γ(x)̺Γ(y) d(x, y) (2.16)
along this subsequence. In combination, these considerations show that lim infn→∞ F H,c(Γn) ≥ F H,c(Γ) and
we conclude the existence of a minimizer Γ ∈ Sc
N
.
Uniqueness of minimizers follows from the strict convexity of F H,c, since vˆN ≥ 0 and the map Γ 7→ S (Γ) is
strictly concave. 
The third statement establishes the Euler–Lagrange equation for GH,c
N
as well as the formula in (2.10) for the
minimal free energy. Its proof follows standard arguments and is left to the reader.
Lemma 2.3. The unique minimizer of the canonical Hartree free energy functional F H,c in Sc
N
solves the
self-consistent equation (2.9). Moreover, the minimal free energy is given by (2.10).
2.4 A bound on the difference of the canonical and the grand-canonical Hartree free
energies
In this Section we characterize the infimum of F H by an alternative variational principle, which we use
afterwards to derive a bound for the difference of the canonical and grand-canonical Hartree free energies. As
in the previous Section we assume vN , vˆN ∈ L1(R3) and that vN , vˆN ≥ 0.
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Lemma 2.4. Define the set
Dgc
N
=
{
(η, µ) ∈ L1
(
R
3
)
× R
∣∣∣∣∣ tr
[
1
eβ(h+vN∗η−µ) − 1
]
= N
}
. (2.17)
We have
FH(β,N, ω) = sup
(η,µ)∈Dgc
N
{
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN (η, η)
}
. (2.18)
Proof. For Γ ∈ Sgc
N
and η ∈ L1(R3), define the functional
G(Γ, η) = Tr
[
dΥ (h + vN ∗ η) Γ
] − 1
β
S (Γ) − DN(η, η). (2.19)
One easily checks that
sup
σ∈L1(R3)
G(Γ, σ) = F H,c(Γ) (2.20)
holds. The left-hand side of (2.20) is bounded from below by G(Γ, η) for any η ∈ L1(R3). We minimize this
expression over Γ ∈ Sgc
N
and arrive at
F H,c(Γ) ≥ 1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN (η, η) (2.21)
for any µ ∈ R such that h + vN ∗ η − µ is strictly positive. When we take the infimum over Γ ∈ SgcN as well the
supremum over (η, µ) ∈ Dgc
N
on both sides of (2.21), we find
FH(β,N, ω) ≥ sup
(η,µ)∈Dgc
N
{
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN (η, η)
}
. (2.22)
Here we also used that (2.12) holds as an equality. It remains to prove the reverse inequality.
Let µH be the chemical potential for the Hartree minimizer γH in (1.22), and denote ̺H(x) = γH(x, x). Since
(̺H, µH) ∈ Dgc
N
we have
sup
(η,µ)∈Dgc
N
{
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN (η, η)
}
(2.23)
≥ 1
β
tr
[
ln
(
1 − e−β(h+vN∗̺H−µH)
)]
+ µHN − DN
(
̺H, ̺H
)
.
In combination with Lemma 2.1 and (2.22), this proves the claim. 
In the next Lemma we estimate the difference of FH(β,N, ω) and FH,c(β,N, ω).
Lemma 2.5. We have the bound
FH(β,N, ω) ≤ FH,c(β,N, ω) ≤ FH(β,N, ω) + 1
β
(1 + ln (1 + N)) . (2.24)
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Proof. The lower bound on FH,c(β,N, ω) in (2.24) follows from Sc
N
⊂ Sgc
N
and the fact that (2.12) holds as an
equality. From [18, Corollary A.1] we know that
− 1
β
ln
Tr exp
−β
N∑
i=1
hi + vN ∗ η(xi)

 − DN(η, η) (2.25)
≤ 1
β
Tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN(η, η) +
1
β
(1 + ln (1 + N))
≤ sup
(σ,˜µ)∈Dgc
N
{
1
β
Tr
[
ln
(
1 − e−β(h+vN∗σ−µ˜)
)]
+ µ˜N − DN(σ,σ)
}
+
1
β
(1 + ln (1 + N))
holds for any η ∈ L1(R3). By choosing η = ̺GH,c with GH,c in (2.9) on the left-hand side of (2.25), the desired
upper bound follows from Lemma 2.4. 
3 The semiclassical free energy functional and its critical temperature
This third section is devoted to the study of the semiclassical free energy functional F sc in (1.25). In the first
part we prove the existence of a unique minimizer and establish the corresponding Euler–Lagrange equation.
In the second part we use these preparations to prove Proposition 1.1.
3.1 Properties of the semiclassical free energy functional
Lemma 3.1. Let Assumption 1.1 hold. Then the semiclassical free energy functional F sc admits a unique
minimizer (γ, g) in the setDsc in (1.24). Moreover, the minimizer solves the Euler–Lagrange equation
γ(p, x) =
1
exp
(
β
(
p2 + ω
2x2
4 + v ∗ ̺(x) − v ∗ ̺(0) − µ
))
− 1
(3.1)
pointwise a.e., where the density ̺ is defined in (1.26) and the chemical potential satisfies µ ≤ 0 as well as
µg = 0. The semiclassical free energy can be written in terms of the minimizer (γ, g) as
Fsc(β, ω) =
1
β
1
(2π)3
∫
R6
ln
(
1 − exp
(
−β
(
p2 +
ω2x2
4
+ v ∗ ̺(x) − v ∗ ̺(0) − µ
)))
d(p, x) (3.2)
+ v ∗ ̺(0) + µ − D(̺, ̺).
Note that the condition µg = 0 implies that µ = 0 whenever g > 0, and g = 0 whenever µ < 0.
Proof. Since v ≥ 0 we have D(̺, ̺) ≥ 0, and this implies the lower bound
F sc(γ, g) ≥ 1
2(2π)3
∫
R6
(
p2 +
ω2x2
4
)
γ(p, x) d(p, x) +
1
β(2π)3
∫
R6
ln
(
1 − e−β/2
(
p2+ω
2 x2
4
))
d(p, x). (3.3)
The first term on the right-hand side is nonnegative and the second term is finite. In particular, F sc is bounded
from below.
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The proof of the existence of a unique minimizer will be carried out in three steps. Our approach is motivated
by a similar proof strategy in [66]. In the first step we show the existence of a unique minimizer (γC , gC) in
the set
D˜C =
{
(γ, g) ∈ Dsc
∣∣∣ γ(p, x) ≤ C for all (p, x) ∈ R6} (3.4)
with C > 0, which can be achieved with standard techniques. Afterwards, we show that (γC , gC) is a minimiz-
ing sequence for the original problem as C → ∞, and in the final step we conclude the existence of a unique
minimizer for the original problem. This procedure is necessary in order to exclude the possibility that the
phase space density of the minimizing sequence converges to a measure that is not absolutely continuous w.r.t.
the Lebesgue measure. The Euler–Lagrange equation of the unrestricted problem can then be established with
standard arguments. Eq. (3.2) for Fsc(β, ω) follows if one inserts the solution of the Euler–Lagrange equation
into F sc.
Step 1 (Existence of a unique minimizer for the restricted problem): Let (γn, gn) ∈ D˜C be a minimizing
sequence for the restricted problem. We know that ‖γn‖L1(R6) ≤ (2π)3 and 0 ≤ γn(p, x) ≤ C, and hence γn is
uniformly bounded in Lp(R6) for 1 ≤ p ≤ ∞. Pick 1 < q < ∞. By going to a subsequence (which we do not
display in the notation for simplicity) we conclude that there exists a γ ∈ Lq(R6) such that γn ⇀ γ weakly in
Lq(R6). Using Mazur’s theorem, see e.g. [52, Theorem 2.13], we can, by going to a convex combination of the
original sequence, assume that γn → γ strongly in Lq(R6). This new sequence is still minimizing because F sc
is convex. Using [52, Theorem 2.7] we can also assume that γn → γ pointwise almost everywhere. For the
sequence of condensate fractions we have 0 ≤ gn ≤ 1, and hence there exists a subsequence and a g ∈ [0, 1]
such that gn → g. Next we show that (γ, g) ∈ D˜C , which can be deduced from the fact that the model has a
confining potential. More precisely, since∫
R6
(
p2 +
ω2x2
4
)
γn(p, x) d(p, x) ≤ const. (3.5)
by (3.3), we have (
1
2π
)3 ∫
{
p2+ω
2x2
4 >R
2
} γn(p, x) d(p, x) ≤ const.
R2
, (3.6)
from which we conclude that(
1
2π
)3 ∫
{
p2+ω
2x2
4 ≤R2
} γn(p, x) d(p, x) ≥
(
1
2π
)3 ∫
R6
γn(p, x) d(p, x) − const.
R2
= 1 − gn − const.
R2
. (3.7)
We take the limit n → ∞ on both sides, use the convergence γn → γ in L1loc(R6) and gn → g, and afterwards
take the limit R→ ∞. This proves (
1
2π
)3 ∫
R6
γ(p, x) d(p, x) ≥ 1 − g. (3.8)
The reverse inequality follows from Fatou’s Lemma, and we conclude that (γ, g) ∈ D˜C .
To see that F sc is lower semicontinuous along the minimizing sequence, we first observe that(
p2 +
ω2x2
4
)
γn(p, x) +
1
β
f (γn(p, x)) ≥ 1
β
ln
(
1 − e−β
(
p2+ω
2 x2
4
))
(3.9)
with f defined in (1.20). In combination, (3.9), Fatou’s Lemma and the pointwise convergence of γn imply
lim inf
n→∞
1
(2π)3
∫
R6
[(
p2 +
ω2x2
4
)
γn(p, x) +
1
β
f (γn(p, x))
]
d(p, x) (3.10)
≥ 1
(2π)3
∫
R6
[(
p2 +
ω2x2
4
)
γ(p, x) +
1
β
f (γ(p, x))
]
d(p, x).
20
Similarly, using Fatou’s Lemma, the pointwise convergence of γn and the convergence of gn, we also see that
lim inf
n→∞ D(̺n, ̺n) ≥ D(̺, ̺). (3.11)
This proves the lower semicontinuity along the minimizing sequence, and we conclude the existence of a
minimizing pair (γC , gC) ∈ D˜C . The minimizer is unique because F sc is strictly convex. This follows from
vˆ ≥ 0 and the fact that the semiclassical entropy is strictly concave.
By standard arguments one can conclude that the minimizing pair (γC , gC) solves the equation
γC(p, x) = min
C , 1exp (β (p2 + ω2x24 + v ∗ ̺C(x) − v ∗ ̺C(0) − µC)) − 1
 (3.12)
for some µC ∈ R, where ̺C denotes the density of the minimizer (γC , gC) (defined in (1.26)). We claim that
µC ≤ 0. To see this, assume on the contrary that µC > 0 and define, for ε > 0, the trial states (γ˜ε, g˜ε) by
γ˜ε(p, x) = min
C , 1exp (β (p2 + ω2x24 + v ∗ ̺C(x) − v ∗ ̺C(0) − µC + ε)) − 1
 (3.13)
with corresponding g˜ε > gC such that the normalization condition (1.24) holds. A simple calculation shows
that
lim
ε→0
ε−1
(F sc(γ˜ε, g˜ε) − F sc(γC , gC)) = −µC
(2π)3
∫
{γC<C}
γC(p, x) (γC(p, x) + 1) d(p, x) (3.14)
and contradicts the assumption that (γC , gC) is a minimizer. Hence µC ≤ 0. We note that if gC > 0, the above
calculation actually shows that µC = 0, since in this case ε can also be taken negative. In particular, µCgC = 0.
Step 2 ((γC , gC) is a minimizing sequence for the unrestricted problem): We have
lim inf
C→∞
F sc(γC , gC) ≥ inf
(γ,g)∈Dsc
F sc(γ, g). (3.15)
To establish the reverse inequality for the lim sup, we pick (γ, g) ∈ Dsc and define
γ˜C(p, x) = γ(p, x)1{γ<C}(p, x). (3.16)
The condensate fraction g˜C ≥ g is chosen such that the normalization condition (1.24) holds for the pair
(˜γC , g˜C). In the following, we derive a lower bound for the free energy of (γ, g) in terms of the one of (˜γC , g˜C).
First, we note that∫
R6
[(
p2 +
ω2x2
4
)
γ(p, x) +
1
β
f (γ(p, x))
]
d(p, x) ≥
∫
R6
[(
p2 +
ω2x2
4
)
γ˜C(p, x) +
1
β
f (˜γC(p, x))
]
d(p, x)
+
1
β
∫
{γ≥C}
ln
(
1 − e−β
(
p2+ω
2 x2
4
))
d(p, x). (3.17)
To bound the second term on the right-hand side, we use
|{γ ≥ C}| ≤ (2π)
3
C
, (3.18)
which follows from 1
(2π)3
∫
R6
γ(p, x) d(p, x) ≤ 1. Here |A| denotes the Lebesgue measure of the set A. More
precisely, we have
1
β
1
(2π)3
∫
{γ≥C}
ln
(
1 − e−β
(
p2+ω
2 x2
4
))
d(p, x) ≥ 1
β
1
(2π)3
∫
{
β
(
p2+ω
2 x2
4
)
≤ βω
(C/6)1/3
} ln
(
1 − e−β
(
p2+ω
2x2
4
))
d(p, x)
=
1
β(βω)3
8
(2π)3
∫
{
p2+x2≤ βω
(C/6)1/3
} ln (1 − e−(p2+x2)) d(p, x) & − ln (C)
βC
. (3.19)
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To obtain the first inequality, we replaced the set {γ ≥ C} by a ball with the same volume centered around zero
in R6. Since | ln(1 − exp(−β(p2 + ω2x24 )))| is a radial and monotone decreasing function this can only increase
the absolute value of its integral.
It remains to consider the interaction energy. Since g˜C ≥ g, we have the lower bound
D(̺, ̺) ≥ D(˜̺C , ˜̺C) + (g − g˜C)∫
R3
v(x)̺γ˜C (x) dx +
v(0)
2
(
g2 − g˜2C
)
(3.20)
≥ D(˜̺C , ˜̺C) − 2‖v‖L∞(R3)|g − g˜C |.
Here ̺γ˜C (x) =
1
(2π)3
∫
R3
γ˜(p, x) dp and ˜̺C(x) = ̺γ˜C (x)+ g˜Cδ(x). In combination, (3.17), (3.19) and (3.20) imply
the bound
F sc(γ, g) ≥ F sc(˜γC , g˜C) −
const.
βC
ln (C) − 2‖v‖L∞(R6)|g − g˜C | (3.21)
≥ F sc(γC , gC) −
const.
βC
ln (C) − 2‖v‖L∞(R6)|g − g˜C |.
with the minimizing pair (γC , gC) of the restricted problem. Next, we take the lim supC→∞ on both sides of
(3.21), and use the definition of γ˜C in (3.16) as well as the normalization condition in (1.24) to check that
g − g˜C → 0 as C → ∞. Finally, we minimize over (γ, g) ∈ Dsc and find
inf
(γ,g)∈Dsc
F sc(γ, g) ≥ lim sup
C→∞
F sc(γC , gC). (3.22)
In combination with (3.15) this proves that (γC , gC) is a minimizing sequence for the unrestricted problem.
Step 3 (Existence of a unique minimizer for the unrestricted problem): Let ̺ : R3 → R be a nonnegative func-
tion with
∫
R3
̺(x) dx ≤ 1 and ̺(−x) = ̺(x) or, more generally, a non-negative measure with these properties.
The assumption (1.4) on v implies the bound
ω2x2
4
+ v ∗ ̺(x) − v ∗ ̺(0) ≥ cω2x2 (3.23)
for some c > 0. To see this, we use a second order Taylor approximation to write the effective interaction
potential as
v ∗ ̺(x) = v ∗ ̺(0) + xT ·
(
1
2
∫
R3
∫ 1
0
D2v (y + s(x − y)) ̺(y) ds dy
)
· x, (3.24)
and use (1.4) to obtain a lower bound for the second term on the right-hand side. This proves (3.23).
From v(−x) = v(x) and the fact that the pair (γC , gC) is the unique minimizer of the restricted problem, we
know that ̺C(−x) = ̺C(x). Since µC ≤ 0, Eq. (3.23) thus shows that γC in (3.12) is bounded by
γC(p, x) ≤ 1
exp
(
β
(
p2 + cω2x2
)) − 1 . (3.25)
In particular, the sequence γC is uniformly in Lp(R6) for p < 3. With this information we apply Mazur’s
theorem in the same way as in the case of the restricted problem and prove the existence of a unique minimizer
for the unrestricted problem. Uniqueness follows from the strict concavity of the semiclassical entropy, which
implies that F sc is strictly convex.
The Euler–Lagrange equation for the unrestricted problem can be obtained in the same way as the one for the
restricted problem, and in the same way one concludes that µg = 0. Eq. (3.2) for Fsc(β, ω) follows if we insert
the solution of the Euler–Lagrange equation into the formula for F sc. We omit the details. This completes the
proof of Lemma 3.1. 
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3.2 Proof of Proposition 1.1
Let (γsc, gsc) be the unique minimizing pair of F sc, whose existence is guaranteed by Lemma 3.1, let µsc be
the corresponding chemical potential in (3.1), and ̺sc(x) = ̺γsc(x) + gscδ(x). By γ0 and ̺0 we denote the
corresponding quantities of the ideal gas at inverse critical temperature β0 in (1.31).
We start by observing that γsc and gsc depend continuously on β. This follows from uniqueness of the minimiz-
ers. Following the proof of Lemma 3.1, one readily checks that for a sequence {βn} with limn→∞ βn = β > 0,
the corresponding minimizers form a minimizing sequence for the problem at inverse temperature β and actu-
ally converge to the corresponding minimizer.
From the continuity of both µsc and gsc in β we conclude that the boundary of the temperature region where
gsc = 0 is characterized by the conditions that µsc = gsc = 0. In the following, we show that this characterizes
a unique critical temperature, at least for weak coupling. The latter restriction comes from the use of a fixed
point argument.
The Euler–Lagrange equation (3.1) at gsc = µsc = 0 implies upon integration over p the equation
̺sc(x) = β−3/2η
(
β
(
ω2
4 x
2
+ λv ∗ ̺sc(x) − λv ∗ ̺sc(0)
))
(3.26)
where
η(t) =
1
(2π)3
∫
R3
1
exp
(
p2 + t
) − 1 dp (3.27)
for t ≥ 0. Note that η is a bounded, rapidly decreasing and convex function. On the set X = {̺ ∈ L1(R3), ̺ ≥
0,
∫
̺ = 1} define the map T that maps
X ∋ ̺ 7→ β−3/2η
(
β
(
ω2
4 x
2
+ λv ∗ ̺(x) − λv ∗ ̺(0)
))
, (3.28)
where β > 0 is chosen (depending on ̺) as the unique value such that the integral of the right-hand side of
(3.26) equals 1. Note that by strict monotonicity in β, there exists a unique such β for every ̺ ∈ X.
Lemma 3.2. For λ small enough, the map T : X → X is a contraction. In particular, in this case there exists
a unique solution (β, ̺sc) ∈ R+ × X of Eq. (3.26).
Proof. We start by giving uniform bounds on the possible values that β can take. The assumption (1.4) on v
implies, as in (3.23), that
ω2x2
4
(1 + cλ) ≥ ω
2x2
4
+ λv ∗ ̺(x) − λv ∗ ̺(0) ≥ ω
2x2
4
(1 − cλ) (3.29)
for a suitable 0 < c < 1. By the monotonicity of η we thus have, for any ̺ ∈ X,
1 =
∫
T̺ ≤
∫
R3
β−3/2η
(
βω2x2 14 (1 − cλ)
)
dx =
(
β0
β
)3
(1 − cλ)−3/2 (3.30)
and a similar argument can be used for a bound in the opposite direction. In particular,
(1 + cλ)−1/2 β0 ≤ β ≤ β0 (1 − cλ)−1/2 (3.31)
holds for any ̺ ∈ X.
23
To show that T is a contraction, we write, for any ̺1, ̺2 ∈ X,∫
|T̺1 − T̺2| =
∫
R3
∣∣∣∣β−3/21 η (β1 (ω24 x2 + λV1(x))) − β−3/22 η (β2 (ω24 x2 + λV2(x)))∣∣∣∣ dx , (3.32)
where β1 and β2 are the values β takes in T̺1 and T̺2, respectively, and we introduced the notation V j(x) =
v ∗ ̺ j(x) − v ∗ ̺ j(0) for j ∈ {1, 2} for simplicity. In particular,∫
|T̺1 − T̺2| ≤
∣∣∣1 − (β1/β2)3/2∣∣∣ + β−3/22
∫
R3
∣∣∣∣η (β1 (ω24 x2 + λV1(x))) − η (β2 (ω24 x2 + λV2(x)))∣∣∣∣ dx . (3.33)
To bound the difference of β1 and β2, let us assume without loss of generality that β1 > β2. Then, by the
monotonicity of η,
1 = β−3/22
∫
R3
η
(
β2
(
ω2
4 x
2
+ λV2(x)
))
dx
≥ β−3/22
∫
R3
η
(
β1
(
ω2
4 x
2
+ λV2(x)
))
dx
= (β1/β2)
3/2 − β−3/22
∫
R3
(
η
(
β1
(
ω2
4 x
2
+ λV1(x)
))
− η
(
β1
(
ω2
4 x
2
+ λV2(x)
)))
dx . (3.34)
Using a first-order Taylor expansion of the integrand, the monotonicity of η′ as well as (3.29), we can bound
the last term as ∫
R3
(
η
(
β1
(
ω2
4 x
2
+ λV1(x)
))
− η
(
β1
(
ω2
4 x
2
+ λV2(x)
)))
dx
≤ β1 λ
∫
R3
∣∣∣∣η′ (β1 (ω24 x2(1 − cλ)))∣∣∣∣ |V1(x) − V2(x)| dx . (3.35)
Using again Assumption (1.4) on v we can bound |V1(x) − V2(x)| . ω2x2‖̺1 − ̺2‖1. The resulting integral is
then finite and uniformly bounded because of (3.31). We thus conclude that
β
−3/2
2
∫
R3
(
η
(
β1
(
ω2
4 x
2
+ λV1(x)
))
− η
(
β1
(
ω2
4 x
2
+ λV2(x)
)))
dx . λ‖̺1 − ̺2‖1 . (3.36)
In particular,
|β1 − β2| . λ‖̺1 − ̺2‖1 . (3.37)
By using a similar argument, one readily checks that the last term on the right-hand side of (3.33) can be
bounded in terms of |β1 − β2| and λ‖̺1 − ̺2‖1. Altogether, this proves that∫
|T̺1 − T̺2| . λ‖̺1 − ̺2‖1 (3.38)
and hence shows the desired contraction property for λ small enough. The uniqueness of solutions of (3.26)
then follows from the Banach fixed point theorem. 
This completes the proof of part a) of Proposition 1.1. In order to prove part b), we first derive a bound on the
difference of ̺sc at inverse temperature βc and ̺0 at inverse temperature β0. Using (3.26) we can write
̺sc(x) − ̺0(x) = β−3/2c η
(
βc
(
ω2
4 x
2
+ λv ∗ ̺sc(x) − λv ∗ ̺sc(0)
))
− β−3/20 η
(
β0
(
ω2
4 x
2
))
. (3.39)
From (3.31) we already know that |βc − β0| . λ. A first order Taylor expansion as in the proof of Lemma 3.2
then readily shows that ‖̺sc − ̺0‖1 . λ.
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Integration of (3.26) over x shows that the inverse critical temperature βc satisfies the equation
β
3/2
c =
∫
R3
η
(
βc
(
ω2
4 x
2
+ λv ∗ ̺sc(x) − λv ∗ ̺sc(0)
))
dx . (3.40)
A second order Taylor expansion, the monotonicity of η′′ as well as the bound (3.29) lead to the estimate∣∣∣∣∣β3/2c − β30β−3/2c − λβc
∫
R3
η′
(
βc
(
ω2
4 x
2
)) (
v ∗ ̺sc(x) − v ∗ ̺sc(0)) dx∣∣∣∣∣
≤ 1
2
λ2β2c
∫
R3
η′′
(
βc
(
ω2
4 x
2(1 − cλ)
)) (
v ∗ ̺sc(x) − v ∗ ̺sc(0))2 dx . λ2 (3.41)
where the last inequality follows from the uniform bound (3.31) as well as the fact that the assumption (1.4)
on v implies that |v ∗ ̺sc(x) − v ∗ ̺sc(0)| . x2. In the integrand of the last term on the left-hand side of (3.41)
we can replace ̺sc by ̺0 and bound the difference as∣∣∣v ∗ ̺sc(x) − v ∗ ̺sc(0) − v ∗ ̺0(x) + v ∗ ̺0(0)∣∣∣ . x2‖̺sc − ̺0‖1 . λx2 . (3.42)
Altogether, this shows that∣∣∣∣∣β3/2c − β30β−3/2c − λβc
∫
R3
η′
(
βc
(
ω2
4 x
2
))
(v ∗ ̺0(x) − v ∗ ̺0(0)) dx
∣∣∣∣∣ . λ2 . (3.43)
Similar arguments as above allow to replace βc by β0 in the last term on the left-hand side, at the expense of
another correction of order λ2. Then (1.41) readily follows.
The fact that Ξ > 0 is a consequence of v ∗ ̺0(x) ≤ v ∗ ̺0(0) for all x ∈ R3. This, in turn, follows from the fact
that ̺0 has a nonnegative Fourier transform:
ˆ̺0(p) =
1
(2π)9/2
∫
R6
e−ipx
1
exp
(
β0
(
q2 + ω
2x2
4
))
− 1
d(q, x) (3.44)
=
1
(2π)9/2
∞∑
α=1
(∫
R3
exp
(
−β0αω
2x2
4
)
e−ipx dx
) (∫
R3
exp
(
−β0αq2
)
dq
)
.
Both integrals on the right-hand side are nonnegative, and accordingly ˆ̺0(p) is nonnegative. This completes
the proof of Proposition 1.1.
4 Semiclassical mean-field limit of the Hartree free energy functional
In this section we give the proof of Theorem 1.2, which will be carried out in three steps. In the first two steps
we prove upper and lower bounds on the Hartree free energy that, when combined, imply (1.35). In the third
step we prove bounds for the Husimi function and the condensate fraction of the Hartree minimizer γH that
imply (1.36).
4.1 Free energy bounds
Proof of the upper bound for FH(β,N, ω)
Our argument is based on a trial state that is motivated in part by a similar argument at zero temperature in [51]
and in part by an analysis at positive temperature using coherent states in [67]. We start with the definition of
the trial state.
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Let (γsc, gsc) be the minimizer of the semiclassical free energy functional, whose existence is guaranteed by
Lemma 3.1, and let ℓ be a nonnegative radial function with
∫
R3
ℓ2(x) dx = 1 and 〈ℓ, (−∆+ω2x2)ℓ〉 < +∞. Our
trial state is given by
γ~ = g
scN
∣∣∣ℓ~0,0〉 〈ℓ~0,0∣∣∣ +
(
1
2π~
)3 ∫
R6
∣∣∣ℓ~p,q〉 〈ℓ~p,q∣∣∣ γsc(p, q) d(p, q) (4.1)
with ℓ~p,q defined in (1.14). Note that ~
−3
= N implies
tr[γ~] = N
gsc +
(
1
2π
)3 ∫
R6
γsc(p, q) d(p, q)
 = N. (4.2)
We need to compute F H(γ~) with F H defined in (1.19) and we start with the entropy.
The function f in the definition of the bosonic entropy in (1.20) is monotone decreasing. This implies that the
map A 7→ tr[ f (A)] is monotone decreasing in the sense that A ≥ B implies tr[ f (A)] ≤ tr[ f (B)] for bounded
operators A, B ≥ 0. Accordingly, we have
tr[ f (γ~)] ≤ tr
 f

(
1
2π~
)3 ∫
R6
∣∣∣ℓ~p,q〉 〈ℓ~p,q∣∣∣ γsc(p, q) d(p, q)

 . (4.3)
An upper bound on the right-hand side is provided by the Berezin–Lieb inequality, which we state in the
following Lemma. For a proof see [13, 50, 79].
Lemma 4.1. Let ζ : R+ ∪ {0} → R be a convex function and define
A =
(
1
2π~
)3 ∫
R6
∣∣∣ℓ~p,q〉 〈ℓ~p,q∣∣∣ a(p, q) d(p, q) (4.4)
with a(p, q) ≥ 0 chosen such that ζ(a) ∈ L1(R6). Then
tr[ζ(A)] ≤
(
1
2π~
)3 ∫
R6
ζ (a(p, q)) d(p, q) (4.5)
holds.
In combination, Lemma 4.1, the convexity of f and (4.3) imply
tr[ f (γ~)] ≤
(
1
2π~
)3 ∫
R6
f
(
γsc(p, q)
)
d(p, q). (4.6)
It remains to compute the energy. To that end, we write
tr[hγ~] = gN
〈
ℓ~0,0, hℓ
~
0,0
〉
+
(
1
2π~
)3 ∫
R6
〈
ℓ~p,q, hℓ
~
p,q
〉
γsc(p, q) d(p, q) (4.7)
and note that the first term on the right-hand side is given by〈
ℓ~0,0, hℓ
~
0,0
〉
= ~
〈
ℓ, (−∆ + ω2x2/4)ℓ
〉
. (4.8)
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The inner product in the second term on the right-hand side of (4.7) reads〈
ℓ~p,q, hℓ
~
p,q
〉
= ~
2
∫
R3
~
−3/2
∣∣∣∣∣~−1/2(∇ℓ) ( x − q
~1/2
)
+ ℓ
(
x − q
~1/2
)
ip
~
∣∣∣∣∣2 dx +
∫
R3
~
−3/2
∣∣∣∣∣ℓ ( x − q
~1/2
)∣∣∣∣∣2 ω2x24 dx (4.9)
= p2 +
ω2q2
4
+ ~ω〈ℓ, (−∆ + ω2x2/4)ℓ〉.
To arrive at the second line, we used that ℓ is a radial function. In combination, (4.7), (4.8) and (4.9) imply
the bound
tr[hγ~] ≤
(
1
2π~
)3 ∫
R6
(
p2 +
ω2q2
4
)
γsc(p, q) d(p, q) + N~〈ℓ, (−∆ + ω2x2/4)ℓ〉. (4.10)
In the last step we compute the interaction energy of γ~. The density ̺γ~ of γ~ is given by
̺γ~ (x) = N~
−3/2
∫
R3
∣∣∣∣∣ℓ ( x − q
~1/2
)∣∣∣∣∣2 ̺sc(q) dq, (4.11)
where ̺sc(q) = gscδ(q) + ̺γsc (q). We need to compute DN(̺γ~ , ̺γ~ ). A second order Taylor expansion yields
the bound
~
−3
∫
R6
v(x − y)
∣∣∣∣∣ℓ ( x − q1
~1/2
)∣∣∣∣∣2
∣∣∣∣∣ℓ (y − q2
~1/2
)∣∣∣∣∣2 d(x, y) =
∫
R6
v
(
q1 − q2 + ~1/2(x − y)
)
|ℓ (x)|2 |ℓ (y)|2 d(x, y)
≤ v(q1 − q2) + ~ sup
x∈R3
‖D2v(x)‖〈ℓ, x2ℓ〉, (4.12)
where D2v denotes the Hessian of v. Hence
1
N
D(̺γ~ , ̺γ~ ) ≤ ND(̺sc, ̺sc) + N~ sup
x∈R3
‖D2v(x)‖〈ℓ, x2ℓ〉 . (4.13)
In combination, (4.6), (4.10) and (4.13) imply the final estimate
~
3F H(γ~) ≤ Fsc(β, ω) + ~
(
〈ℓ, (−∆ + ω2x2/4)ℓ〉 + sup
x∈R3
‖D2v(x)‖〈ℓ, x2ℓ〉
)
. (4.14)
Proof of the lower bound for FH(β,N, ω)
The strategy for the lower bound is to estimate the free energy F H(γ) for a given 1-pdm γ with tr[γ] = N
from below in terms of the semiclassical free energy of its Husimi function. Let ℓ : R3 → R be a nonnegative
radial function with
∫
R3
ℓ2(x) dx = 1 and 〈ℓ, (−∆ + ω2x2)ℓ〉 < +∞, and recall the definition (1.14)–(1.15) of
the Husimi function of γ.
We start the analysis by noting that for any Borel measure η ∈ M+(R3) the positivity of vˆ implies that
F H(γ) ≥ Tr
[(
−~2∆ + ω
2x2
4
+
1
N
v ∗ η(x)
)
γ
]
− 1
β
s(γ) − 1
N
D(η, η). (4.15)
The first term on the right-hand side of (4.15) equals
Tr
[(
−~2∆ + ω
2x2
4
+
1
N
v ∗ η(x)
)
γ
]
(4.16)
=
1
(2π~)3
∫
R6
(
p2 +
ω2x2
4
+
1
N
v ∗ η(x)
)
mγ(p, x) d(p, x)
− N~
∫
R3
|∇ℓ(x)|2 dx +
∫
R3
̺γ(x)
(
ω2x2
4
+
1
N
v ∗ η(x) −
(
ω2(·)2
4
+
1
N
v ∗ η
)
∗ |ℓ~0,0|2(x)
)
dx,
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see [51, Eq. (5.20)] or [30, Corollary 2.5]. The fact that ℓ is a radial function implies that∫
R3
̺γ(x)
(
ω2x2
4
− ω
2(·)2
4
∗ |ℓ~0,0|2(x)
)
dx = −N~
∫
R3
|ℓ(x)|2 ω
2x2
4
dx. (4.17)
Similarly, we find that
1
N
∫
R3
̺γ(x)
(
v ∗ η(x) − (v ∗ η) ∗ |ℓ~0,0|2(x)
)
dx ≥ −~η
(
R
3
) (
sup
x∈R3
∥∥∥D2v(x)∥∥∥) ∫
R3
|ℓ(y)|2y2 dy . (4.18)
We choose η such that η(R3) = N. Hence (4.16) is bounded from below by the terms in the second line minus
a correction of the order N~ω.
The completeness relation for coherent states in (1.16), Jensen’s inequality and the convexity of f implies the
Berezin–Lieb inequality
−s(γ) = tr [ f (γ)] ≥ 1
(2π~)3
∫
R6
f
(
mγ(p, x)
)
d(p, x), (4.19)
see also [13, 50, 79]. In combination with (4.15)–(4.18) we thus have the lower bound
F H(γ) ≥ 1
(2π~)3
∫
R6
(
p2 +
ω2x2
4
+
1
N
v ∗ η(x) − 1
N
v ∗ η(0) − µ
)
mγ(p, x) d(p, x) −
1
β~3
S sc
(
mγ
)
(4.20)
− D(η, η)
N
+ N
(
1
N
v ∗ η(0) + µ
)
− const. N~ω
where we added and subtracted a constant N
(
1
N
v ∗ η(0) + µ
)
for convenience.
We denote by ̺sc and µsc the density and the chemical potential of the minimizing pair (γsc, gsc), and choose
η = N̺sc as well as µ = µsc. With this choice the first two terms on the right-hand side of (4.20) are given by
1
β~3
Ssc
(
mγ, γ
sc
)
+
1
β(2π~)3
∫
R6
ln
(
1 − exp
(
−β
(
p2 +
ω2x2
4
+
1
N
v ∗ ̺sc(x) − 1
N
v ∗ ̺sc(0) − µsc
)))
d(p, x)
(4.21)
where the semiclassical relative entropy Ssc for two nonnegative integrable functions a and b on R6 equals
Ssc(a, b) = 1
(2π)3
∫
R6
[
f (a(p, x)) − f (b(p, x)) − f ′(b(p, x)) (a(p, x) − b(p, x))] d(p, x). (4.22)
Because of the convexity of f the integrand is nonnegative, hence Ssc is always well-defined (if we allow it to
take the value +∞). When we combine (4.20), (4.21) and (3.2) in Lemma 3.1, we arrive at the lower bound
~
3F H(γ) ≥ Fsc(β, ω) + 1
β
Ssc
(
mγ, γ
sc
)
− const. ~ω . (4.23)
The semiclassical relative entropy can be dropped for a lower bound. In combination with (4.14) we thus
obtain (1.35). In Section 6.2 we will use (4.23) with the term Ssc(mγ, γsc) in order to prove Corollary 1.1.
4.2 Asymptotics of the minimizer of F H
In this Section we prove the claimed asymptotics for the minimizer γH of F H in Theorem 1.2. For this purpose
we shall need a refined lower bound for F H. This is necessary because it is the Husimi function of QHγH that
converges to γsc and not the one of γH. Here QH denotes the projection onto the orthogonal complement of
the eigenspace corresponding to the largest eigenvalue of γH. This makes it necessary to obtain a bound with
mγ replaced by mQγ in the semiclassical relative entropy in (4.23), where Q is defined as in the case of γH but
w.r.t. γ. We start by deriving this bound.
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Refined lower bound for F H
Let γ ∈ DH
N
, denote by P the projection onto the eigenspace of its largest eigenvalue and define Q = 1 − P.
Since −~2∆ + ω2x24 + v ∗ ̺sc(x) − v ∗ ̺sc(0) − µsc ≥ 0, which follows from (3.23), we have
Tr
[(
−~2∆ + ω
2x2
4
+ v ∗ ̺sc(x) − v ∗ ̺sc(0) − µsc
)
γ
]
≥ Tr
[(
−~2∆ + ω
2x2
4
+ v ∗ ̺sc(x) − v ∗ ̺sc(0) − µsc
)
Qγ
]
(4.24)
and we can then proceed as in (4.16)–(4.18) above. For the next step we need the following Lemma.
Lemma 4.2. Let A be a self-adjoint operator on a Hilbert spaceH and let Q be an orthogonal projection. By
σ(A) we denote the spectrum of A and by Conv (σ(A)) its convex hull. Let f : Conv (σ(A)) → R be a convex
function and assume that Q f (A)Q and f (QAQ) are trace-class. Then we have
tr[Q f (A)Q] ≥ tr[ f (QAQ)]. (4.25)
Proof. Denote by {ai}∞i=1 and {vi}∞i=1 the eigenvalues and eigenvectors of A. Moreover, let {w j}∞j=1 be the
eigenvectors of QAQ in the range of Q and let {˜a j}∞j=1 be the corresponding eigenvalues. An application of
Jensen’s inequality yields
tr[Q f (A)Q] =
∞∑
j=1
〈w j, f (A)w j〉 =
∞∑
j=1
∞∑
i=1
f (ai)|〈w j, vi〉|2 (4.26)
≥
∞∑
j=1
f
 ∞∑
i=1
ai|〈w j, vi〉|2
 = ∞∑
j=1
f
(
〈w j, Aw j〉
)
= tr[ f (QAQ)].

The bosonic entropy function f in (1.20) is convex and decreasing. Hence Lemma 4.2 implies that
−s(γ) = tr [P f (γ)P] + tr [Q f (γ)Q] ≥ f (N) + tr [ f (QγQ)] . (4.27)
We use the above considerations, (4.16)–(4.19) with the obvious replacements and (4.21) to arrive at
~
3F H(γ) ≥ Fsc(β, ω) + 1
β
Ssc
(
mQγ, γ
sc
)
− const. lnN
βN
− const. ~ω (4.28)
Asymptotics of γH
From (4.14) and (4.28) we know that the Husimi function of γH obeys the bound
Ssc
(
mQHγH , γ
sc
)
. β~ω. (4.29)
In order to obtain the claimed bound on the L1(R6)-norm distance of mQHγH and γ
sc, we need the following
Lemma. It is motivated by [17, 18, Lemma 4.1].
Lemma 4.3. There exists a constant C > 0 such that for any two nonnegative functions a, b ∈ L1(R6) we have
Ssc (a, b) ≥ C
(∫
R6
|a(p, x) − b(p, x)| d(p, x)
)2
∫
R6
(a(p, x) + b(p, x)) (1 + b(p, x)) d(p, x)
. (4.30)
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Proof. From [17, Eqs. (4.11) & (4.12)] we know that
f (x) − f (y) − f ′(y)(x − y) ≥ const. (x − y)
2
(1 + y)(x + y)
≥ const.
(√
x − √y
)2
1 + y
(4.31)
holds for all x, y > 0. Hence,
Ssc (a, b) ≥ const.
∫
R6
(
a(p, x)1/2 − b(p, x)1/2
)2
1 + b(p, x)
d(p, x). (4.32)
With the aid of the Cauchy–Schwarz inequality, we also see that
∫
R6
|a(p, x) − b(p, x)| d(p, x) ≤

∫
R6
∣∣∣a(p, x)1/2 − b(p, x)1/2∣∣∣2
1 + b(p, x)
d(p, x)

1/2
(4.33)
×
(∫
R6
(
a(p, x)1/2 + b(p, x)1/2
)2
(1 + b(p, x)) d(p, x)
)1/2
.
For the term in the second line we use the upper bound
(
a(p, x)1/2 + b(p, x)1/2
)2 ≤ 2a(p, x) + 2b(p, x). In
combination, (4.32) and (4.33) imply the claim. 
By combining Lemma 4.3 and the bound (4.29), we find
∫
R6
∣∣∣mQHγH(p, x) − γsc(p, x)∣∣∣ d(p, x) . (~βω)1/2
(∫
R6
(
mQHγH(p, x) + γ
sc(p, x)
) (
1 + γsc(p, x)
)
d(p, x)
)1/2
.
(4.34)
From (3.1) and (3.23) we see that
‖γsc‖Lq(R3) ≤
(∫
R6
(
1
exp
(
β
(
p2 + cω2x2
) − 1)
)q
d(p, x)
)1/q
.
(
1
βω
)3/q
(4.35)
holds for some c > 0 if 1 ≤ q < 3. It remains to bound the integrals over mQHγH and over mQHγH times γsc in
(4.34). For the latter integral we use the bound∫
R6
mQHγH(p, x)γ
sc(p, x) d(p, x) ≤
∥∥∥mQHγH∥∥∥1−1/pL∞(R6) ∥∥∥mQHγH∥∥∥1/pL1(R6) ∥∥∥γsc∥∥∥Lq(R6) , (4.36)
which follows from Hölder’s inequality for 1 = p−1 + q−1. To obtain a bound for the L∞(R6)-norm of mQHγH
we need the following Lemma, which provides us with an estimate for the spectral gap of the Hartree operator.
Lemma 4.4. Let ̺ : R3 → R be a nonnegative function with
∫
R3
̺(x) dx = 1 and ̺(−x) = ̺(x), and denote
by ∆e the spectral gap of the operator H = −~2∆ + ω2x2/4 + v ∗ ̺(x) above its unique ground state. Under
Assumptions 1.1 on v there exists a constant c > 0 independent of ̺, ω and ~ such that
∆e ≥ c~ω . (4.37)
Proof. The assumption on the Hessian of v in (1.4) guarantees that there exists a constant c > 0 such that the
potential ω2x2/4 + v ∗ ̺(x) − cω2x2 is convex. Accordingly, we have H = −~2∆ + cω2x2 +W(x), whereW(x)
is convex. It follows from the work of Brascamp and Lieb [6] that ∆e is bounded from below by the spectral
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gap of the operator −~2∆+ cω2x2, which is given by ~ω√c. In order to see this, we note that the ground state
of H can be written as
ψ0(x) =
(
ω
√
c
2π
)3/4
exp
(
−
√
cωx2
4
)
φ(x) (4.38)
with a log concave function φ, see [6, Theorem 6.1]. The function on the right-hand side multiplying φ(x) is
the ground state of H −W(x). For the first excited state of H we make the ansatz ψ(x) = ψ0(x)χ(x) and note
that its energy can be written as
〈ψ,Hψ〉 = e0 +
∫
R3
|∇ξ(x)|2 ψ0(x)2 dx, (4.39)
where e0 denotes the ground state energy of H. With (4.39) we conclude that the spectral gap of H can be
written as
∆e = inf
‖ψ0χ‖=1, 〈ψ20,χ〉=0
∫
R3
|∇ξ(x)|2 ψ0(x)2 dx. (4.40)
From [6, Theorem 4.1] and
∫
R3
ψ20(x)χ(x) dx = 0 we know that∫
R3
ψ20(x) |χ(x)|2 dx ≤ −
〈
∇χ,
[
D2 ln
(
ψ20
)]−1 ∇χ〉 , (4.41)
where [D2 ln(ψ20)]
−1 denotes the inverse of the Hessian of ln(ψ20). Since φ is log concave,
−D2 ln
(
ψ20(x)
)
=
(
~ω
√
c
)−1 − D2 ln (φ2(x)) ≥ (~ω√c)−1 (4.42)
holds. In combination, (4.41) and (4.42) imply∫
R3
|∇ξ(x)|2 ψ0(x)2 dx ≥ ~ω
√
c, (4.43)
and prove the claim that the spectral gap of H is at least as large as the one of H − W(x). This proves
Lemma 4.4. 
To apply Lemma (4.4) to the Hartree operator −~2∆ + ω2x2/4 + N−1v ∗ ̺γH(x), we note that the uniqueness
of the minimizer of F H, see Lemma 2.1, implies that ̺γH(−x) = ̺γH(x). Using Lemma 4.4, we can therefore
estimate the L∞(R3)-norm of mQHγH as
sup
(p,q)∈R6
〈
ℓ~p,q,Q
HγHℓ~p,q
)
≤ sup
‖ψ‖=1
〈
ψ,QH
1
exp
(
β
(
−~2∆ + ω2x24 + 1N v ∗ ̺γH(x) − µH
))
− 1
ψ
〉
(4.44)
. (β~ω)−1,
where µH denotes the Hartree chemical potential.
Next we derive a bound for the L1(R6)-norm of mQHγH , which satisfies
(
1
2π~
)3 ∫
R6
mQHγH(p, x) d(p, x) = tr
QH 1exp (β (−~2∆ + ω2x24 + 1N v ∗ ̺γH(x) − µH)) − 1
 . (4.45)
To proceed, we need the following Lemma.
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Lemma 4.5. Let ̺ : R3 → R be a nonnegative function with
∫
R3
̺(x) dx = 1 and ̺(−x) = ̺(x), and let
H = −~2∆ + ω
2
4
x2 + v ∗ ̺(x) − v ∗ ̺(0) . (4.46)
By Q we denote the spectral projection of H onto the orthogonal complement of its ground state subspace,
and by µ we denote the chemical potential satisfying the equation
tr
[
1
exp (β (H − µ)) − 1
]
= N = ~−3 . (4.47)
Let ζ : R+ → R be a nonnegative and monotone decreasing function behaving as ζ(x) ∼ x−α for x → 0 with
0 ≤ α < 3 and as ζ(x) ∼ x−ν for x → ∞ with ν > 3. Then
tr
[
Qζ(β(H − µ))] . (β~ω)−3 . (4.48)
Proof. We first show that the chemical potential µ obeys the bound
µ ≤
√
2~ω . (4.49)
This follows from the fact that v∗̺(x)− v∗̺(0) ≤ ω2x2/4 (compare with (3.23) and (3.29)), hence the ground
state energy of H is bounded from above by
√
2~ω.
We denote by {e j}∞j=0 the eigenvalues of H and by {˜e j}∞j=0 the eigenvalues of the operator −~2∆ + cω2x2 with
c > 0 chosen such that (3.23) holds. Next, we choose M ∈ N such that e j − µ ≥ e˜ j/2 for all j > M. With
(4.49) and e j ≥ e˜ j for all j ≥ 0, we see that M can be chosen independently of ~ and ̺. The monotonicity of
ζ then implies that
tr
[
Qζ(β(H − µ))] ≤ M∑
j=1
ζ(β(e j − µ)) +
∞∑
j=M+1
ζ(β e˜ j/2). (4.50)
An application of Lemma 4.4 shows that the first term on the right-hand side of (4.50) is bounded from above
by a constant times M(β~ω)−α for β~ω ≤ 1. If β~ω > 1 it is bounded from above by a constant times
M(β~ω)−ν.
To estimate the second term on the right-hand side of (4.50), we note that the eigenvalues e˜ j are given by√
c~ω(n + 3/2) with n ∈ N0, and are (n + 1)(n + 2)/2-fold degenerate. When we interpret the relevant sum as
a lower Riemann sum for the corresponding integral, we find the bound
∞∑
j=M+1
ζ
(
β e˜ j
)
=
1
2
∑
n≥m
(n + 1)(n + 2)ζ
(
β~ω
√
c(n + 3/2)/2
)
.
1
(β~ω)3
. (4.51)
The first identity holds for an appropriately chosen m ∈ N0 depending only on M. This completes the proof
of (4.48). 
Applying Lemma 4.5 to the Hartree operator yields the bound
‖mQHγH‖L1(R6) = (2π~)3 tr[QHγH] . (βω)−3. (4.52)
With (4.35), (4.36), (4.44) and (4.52) we also conclude that∫
R6
mQHγH(p, x)γ
sc(p, x) d(p, x) . ~−1/q (βω)−3−1/q (4.53)
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for any 1 ≤ q < 3. From (4.34), (4.35) and (4.53) we obtain the final estimate
∫
R6
∣∣∣mQHγH(p, x) − γsc(p, x)∣∣∣ d(p, x) . ~1/2
βω
+ ~
(1−1/q)/2
(
1
βω
)1+1/(2q)
. (4.54)
For βω & 1, the choice q = 3 − σ with σ > 0 implies∫
R6
∣∣∣mQHγH(p, x) − γsc(p, x)∣∣∣ d(p, x) . ~1/2 + ~1/3−σ (4.55)
and proves the second part of (1.36). To prove the first part, we use (tr[PHγH] + tr[QHγH])/N = 1 with
PH = 1 − QH, (1/(2π))3
∫
R6
γsc(p, x) d(p, x) + g = 1 and the resolution of the identity (1.16) to find∣∣∣∣∣∣ tr[P
HγH]
N
− gsc
∣∣∣∣∣∣ = 1(2π)3
∣∣∣∣∣
∫
R6
(
mQHγH(p, x) − γsc(p, x)
)
d(p, x)
∣∣∣∣∣ . (4.56)
Hence (1.36a) follows immediately from (1.36b). This concludes the proof of Theorem 1.2.
5 Bounds on the free energy
In this section we prove upper and lower bounds on the free energy (1.7) of the full quantum model that imply
the claimed free energy asymptotics in Theorem 1.1. An important ingredients for our bounds is the canonical
version of the Hartree free energy functional introduced in Section 2.2, and the bound on the difference of
the canonical and the grand-canonical Hartree free energies in Lemma 2.5. Our bounds apply both in the
canonical and the grand-canonical setting.
5.1 Lower bound
In the first step, we apply a standard technique to utilize the assumed positivity of vˆ in order to replace the
two-body interaction potential by an effective one-body potential.
Lemma 5.1. For any η ∈ L1(R3) and any N ∈ N0 we have
∑
1≤i< j≤N
v(xi − x j) ≥
N∑
i=1
η ∗ v(xi) − D(η, η) −
Nv(0)
2
. (5.1)
Proof. Since v is of positive type, we know that
∫
R6
v(x−y) dν(x) dν(y) ≥ 0 holds for any signed Borel measure
ν on R3. The statement of the Lemma follows from the choice ν(x) =
∑N
i=1 δxi (x)−η(x) dx, where δy(x) denotes
the Dirac delta measure with unit mass at the point y. 
For the second quantized interaction potential this implies the lower bound
VN ≥ dΥ
(
N−1η ∗ v
)
− N−1D(η, η) − Nv(0)
2N
. (5.2)
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Using (5.2), we see that the free energy of a given state Γ ∈ Sgc
N
is bounded from below by
Tr
[HΓ] − 1
β
S (Γ) ≥ Tr
[
dΥ
(
h + N−1v ∗ η(x)
)
Γ
]
− 1
β
S (Γ) − N−1D(η, η) − v(0)
2
(5.3)
≥ 1
β
Tr
[
ln
(
1 − e−β(h+N−1v∗η−µ)
)]
+ µN − N−1D(η, η) − v(0)
2
.
The second inequality follows from the Gibbs variational principle and holds for any choice of the chemical
potential µ. In particular, we can chose µ such that
Tr
[
1
eβ(h+N−1v∗η−µ) − 1
]
= N . (5.4)
To obtain the optimal lower bound we take the supremum over all pairs (η, µ) ∈ Dgc
N
, with Dgc
N
defined in
(2.17). In combination with Lemma 2.4, this implies
Tr
[HΓ] − 1
β
S (Γ) ≥ FH(β,N, ω) − v(0)
2
. (5.5)
5.2 Upper bound
To prove the upper bound, we choose the minimizer GH,c in (2.9) of the canonical version of the Hartree free
energy functional F H,c in (2.7) as a trial state. To simplify the notation, we drop superscripts and denote this
state in the following by G. We start the analysis by considering the interaction energy of G.
Interaction energy of G
The interaction energy can be written in terms of the 2-particle density ̺(2)
G
of G as
N−1 Tr
 ∑
1≤i< j≤N
v(xi − x j) G
 = 12N
∫
R6
v(x − y)̺(2)
G
(x, y) d(x, y). (5.6)
Here ̺(2)
G
is normalized such that
∫
R6
̺
(2)
G
(x, y) d(x, y) = N(N − 1). In order to give a bound on ̺(2)
G
(x, y), we
write it as
̺
(2)
G
(x, y) =
∑
j≥0
|ϕ j(x)|2|ϕ j(y)|2
〈
n j(n j − 1))
〉
G
+ 2
∑
i, j≥0
i, j
∣∣∣∣∣∣∣12
∑
σ∈S 2
ϕσ(i)(x)ϕσ( j)(y)
∣∣∣∣∣∣∣
2 〈
nin j
〉
G
, (5.7)
where {ϕ j}∞j=0 denote the eigenfunctions of the Hartree operator h + N−1v ∗ ̺G(x) (ordered with increasing
energy), and n j counts the number of particles in the state ϕ j, i.e, n j = dΥ(|ϕ j〉〈ϕ j|). We note that {ϕ j}∞j=0
are also the eigenfunctions of the 1-pdm of G. Since G is a non-interacting Gibbs state, we know from [81,
Theorem (ii)] that 〈nin j〉G ≤ 〈ni〉〈n j〉G holds as long as i , j. We use this inequality in order to bound
2
∣∣∣∣∣∣∣12
∑
σ∈S 2
ϕσ(i)(x)ϕσ( j)(y)
∣∣∣∣∣∣∣
2 〈
nin j
〉
G
≤ |ϕi(x)|2|ϕ j(y)|2〈ni〉G〈n j〉G + ϕi(x)ϕ j(y)ϕ j(x)ϕi(y)〈ni〉G〈n j〉G. (5.8)
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In combination with the estimate n j(n j − 1) ≤ n2j for j ≥ 0, this implies the following bound for the 2-particle
density of G:
̺
(2)
G
(x, y) ≤
∑
j≥1
|ϕ j(x)|2|ϕ j(y)|2〈n2j〉G + |ϕ0(x)|2 |ϕ0(y)|2
(
〈n20〉G − 〈n0〉2G
)
(5.9)
+
∑
i, j≥0
|ϕi(x)|2|ϕ j(y)|2〈ni〉G〈n j〉G +
∑
i, j≥0
i, j
ϕi(x)ϕ j(y)ϕ j(x)ϕi(y)〈ni〉G〈n j〉G .
Note that we added the positive term
∑
j≥1 |ϕ j(x)|2|ϕ j(y)|2〈n j〉2G on the right-hand side to obtain the first term
in the second line. The state G has exactly N particles, which implies that
〈
n20
〉
G
− 〈n0〉2G =
〈∑
j≥1
n j

2〉
G
−
〈∑
j≥1
n j
〉2
G
. (5.10)
Using [81, Theorem (ii)] once more, we therefore have
〈n20〉G − 〈n0〉2G =
∑
i, j≥1
(
〈nin j〉G − 〈ni〉G〈n j〉G
)
≤
∑
j≥1
〈n2j〉G. (5.11)
Additionally, by including terms i = j ≥ 1 in the sum, the last term on the right-hand side of (5.9) is bounded
from above by ∑
i, j≥0
i, j
ϕi(x)ϕ j(y)ϕ j(x)ϕi(y)〈ni〉G〈n j〉G ≤ 2Reγ>(x, y)N0ϕ0(x)ϕ0(y) + |γ>(x, y)|2, (5.12)
where γ>(x, y) =
∑
j≥1〈n j〉Gϕ j(x)ϕ j(y) and N0 = 〈n0〉G. In combination, (5.6), (5.9), (5.10) and (5.12) allow
us to bound the interaction energy of G (times N) from above by
1
2
∫
R6
v(x − y)̺(2)
G
(x, y) d(x, y) ≤ D (̺G, ̺G) +
1
2
∫
R6
v(x − y)|γ>(x, y)|2 d(x, y) (5.13)
+ Re
∫
R6
v(x − y)γ>(x, y)N0ϕ0(x)ϕ0(y) d(x, y) + 12
∫
R6
v(x − y)|ϕ0(x)|2 |ϕ0(y)|2 d(x, y)
∑
j≥1
〈n2j〉G
+
1
2
∑
j≥1
〈n2j〉G
∫
R6
v(x − y)|ϕ j(x)|2|ϕ j(y)|2 d(x, y).
It remains to estimate all terms on the right-hand side of this inequality except for the first.
We start with the term in the last line of (5.13) and estimate∫
R6
v(x − y)|ϕ j(x)|2|ϕ j(y)|2 d(x, y) ≤ ‖v‖L∞(R3). (5.14)
To estimate the remaining sum over j in this term, and in the fourth term on the right-hand side of (5.13), we
need the following Lemma.
Lemma 5.2. We have ∑
j≥1
〈n2j〉G .
(
1
β~ω
)3
. (5.15)
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Proof. Denote by 〈·〉gc the expectation with respect to the Gibbs state
e−β dΥ(h+N
−1v∗̺G−µ)
Tr[e−β dΥ(h+N−1v∗̺G−µ)]
, (5.16)
with µ chosen such the expected number of particles in the system equals N. From [18, Remark A.1] we
know that 〈n j〉G . 〈n j〉gc for all j ≥ 0. Denote by e j the eigenvalues of the operator h + N−1v ∗ ̺G(x). A short
computation shows that
〈n2j〉gc =
1 + exp
(
β(e j − µ)
)
(
exp
(
β(e j − µ)
)
− 1
)2 . (5.17)
The sum over j ≥ 1 of 〈n2
j
〉gc is thus of the form considered in Lemma 4.5, with ζ(t) = (1 + et)/(et − 1)2. An
application of the Lemma thus leads to the desired result. 
The bound in (5.14) and an application of Lemma 5.2 show that the last two terms on the right-hand side of
(5.13) are bounded from above as
∑
j≥1
〈n2j〉G
(∫
R6
v(x − y)|ϕ0(x)|2 |ϕ0(y)|2 d(x, y) +
∫
R6
v(x − y)|ϕ j(x)|2|ϕ j(y)|2 d(x, y)
)
. ‖v‖L∞(R3)(~βω)−3.
(5.18)
It remains to give a bound for the second and the third term on the right-hand side of (5.13), that is, for the
two exchange terms. We start with the second term on the right-hand side of (5.13) and use [18, Remark A.1]
again to bound it as∫
R6
v(x − y)|γ>(x, y)|2 d(x, y) =
∑
i, j≥1
〈ni〉G〈n j〉G
∫
R6
v(x − y)ϕi(x)ϕi(y)ϕ j(x)ϕ j(y) d(x, y) (5.19)
.
∑
i, j≥1
〈ni〉gc〈n j〉gc
∫
R6
v(x − y)ϕi(x)ϕi(y)ϕ j(x)ϕ j(y) d(x, y) =
∫
R6
v(x − y)
∣∣∣γgc> (x, y)∣∣∣2 d(x, y).
Here γgc> (x, y) =
∑
j≥1〈n j〉gcϕ j(x)ϕ j(y) is the part of the 1-pdm of the grand-canonical Gibbs state (5.16) not
including its largest eigenvalue, and we used the positivity of vˆ which implies that the coefficients multiplying
〈ni〉G〈n j〉G in (5.19) are non-negative for any i and j. The right-hand side of (5.19) can be bounded by∫
R6
v(x − y)
∣∣∣γgc> (x, y)∣∣∣2 d(x, y) ≤ ‖v‖L∞(R3) tr [(γgc> )2] ≤ ‖v‖L∞(R3) ∥∥∥γgc> ∥∥∥ tr [γgc> ] . N‖v‖L∞(R6)β~ω . (5.20)
To estimate the operator norm of γgc> by a constant times (β~ω)
−1 in the last step, we used Lemma 4.4.
A similar estimate holds for the third term on the right-hand side of (5.13). We have
Re
∫
R6
v(x − y)γ>(x, y)N0ϕ0(x)ϕ0(y) d(x, y) . Re
∫
R6
v(x − y)γgc> (x, y)N0ϕ0(x)ϕ0(y) d(x, y). (5.21)
Let us denote the operator with integral kernel ϕ0(x)v(x − y)ϕ0(y) by K. Then
N0Re
∫
R6
v(x − y)ϕ0(x)ϕ0(y)γgc> (x, y) d(x, y) = N0Re tr
[
Kγ
gc
>
]
≤ N
∥∥∥γgc> ∥∥∥ ‖K‖1 (5.22)
= N
∥∥∥γgc> ∥∥∥ tr[K] = Nv(0) ∥∥∥γgc> ∥∥∥ . N‖v‖L∞(R3)β~ω .
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Here we have used that K is a positive operator, and applied again Lemma 4.4 in the last step.
In combination, (5.13), (5.14) and (5.18)–(5.22) imply the bound
N−1 Tr
 ∑
1≤i< j≤N
v(xi − x j) G
 ≤ N−1D (̺G , ̺G) + const.β~ . (5.23)
The constant in the above inequality is uniform in βω & 1. It remains to consider the kinetic energy and the
entropy of the state G.
Kinetic energy and entropy of the state G and the final upper bound
Since G is a Gibbs state, we have
Tr

N∑
i=1
hiG
 − 1βS (G) = −1β ln
Tr exp
−β
N∑
i=1
(
hi + N
−1v ∗ ̺G(xi)
)
 − 2N−1D (̺G , ̺G) . (5.24)
In combination with (5.23), this implies
Tr [HNG] −
1
β
S (G) ≤ −1
β
ln
Tr exp
−β
N∑
i=1
(
hi + N
−1v ∗ ̺G(xi)
)
 − N−1D (̺G, ̺G) + const.β~ . (5.25)
From (2.10) we see that the first two terms on the right-hand side of (5.25) equal FH,c(β,N, ω), and Lemma 2.5
shows that this is bounded from above by FH(β,N, ω) plus a remainder of the order β−1 lnN. In combination
with (5.25), we find the final upper bound
Fc(β,N, ω) ≤ FH(β,N, ω) + const.
β~
. (5.26)
The constant in the above inequality is uniform in N ≥ 1 and βω & 1. Together with (5.5), this proves (1.32).
6 Bounds on the 1-pdm and the Husimi function of approximate Gibbs
states
In the first part of this section we prove (1.34), which will conclude the proof of Theorem 1.1. Our approach
is based on a lower bound for the bosonic relative entropy that quantifies its coercivity and was proved in [17,
Lemma 4.1]. Afterwards we show how this result can be combined with Theorem 1.2 to prove Corollaries 1.1
and 1.2.
6.1 Bound on the 1-pdm
Let Γ ∈ Sgc
N
with 1-pdm γ be an approximate minimizer of the Gibbs free energy functional F in the sense
that (1.33) holds. We allow for the larger set Sgc
N
instead of Sc
N
in view of Remark 3 in Section 1.5; the proof
is literally the same in both cases. From [82, 2.5.14.5] we know that the entropy satisfies S (Γ) ≤ s(γ), where s
denotes the bosonic entropy in (1.20). Let us have a closer look at the first line on the right-hand side of (5.3).
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We obtain a lower bound if we replace S (Γ) by s(γ). We apply the Gibbs variational principle, optimize over
the pair (η, µ) ∈ Dgc
N
withDgc
N
defined in (2.17) and use Lemma 2.4 to conclude that
F (Γ) ≥ FH(β,N, ω) + 1
β
S
(
γ, γH
)
− v(0)
2
(6.1)
holds. Here γH is the unique minimizer of F H in (1.19) and S(γ, γH) denotes the bosonic relative entropy of
γ w.r.t. γH, which is defined by
S
(
γ, γH
)
= tr
[
f (γ) − f
(
γH
)
− f ′
(
γH
) (
γ − γH
)]
(6.2)
for f given in (1.20). In combination, (1.33) and (6.1) imply the bound
S
(
γ, γH
)
≤ βωδ + βv(0)
2
. (6.3)
In order to quantify the coercivity of the bosonic relative entropy we use the following Lemma, which was
proved in [17, Lemma 4.1]. For the sake of completeness we state it here.
Lemma 6.1. There exists a constant C > 0 such that for any two nonnegative trace-class operators a and b
we have
S (a, b) ≥ C ‖a − b‖
2
1
‖1 + b‖ tr [a + b] . (6.4)
The above bound is only helpful in case the operator b does not have a condensate, i.e., its norm is not
too large. Accordingly, we first need to get rid of the contribution from the condensate of γH in S(γ, γH).
Denote by P the projection onto the (unique) ground state of h + N−1v ∗ ̺H(x) and let Q = 1 − P. We write
γ =
∑∞
α=0 γα|ψα〉〈ψα|, γH =
∑∞
α=0 γ
H
α |ϕα〉〈ϕα| and note that
tr
[
P
(
f (γ) − f
(
γH
)
− f ′
(
γH
) (
γ − γH
))
P
]
=
∞∑
α=0
|〈ϕ0, ψα〉|2
(
f (γα) − f
(
γH0
)
− f ′
(
γH0
) (
γα − γH0
))
≥ 0 (6.5)
since f is convex. This implies that
S
(
γ, γH
)
≥ tr
[
Q
(
f (QγQ) − f
(
γH
)
− f ′
(
γH
) (
γ − γH
))
Q
]
+ tr
[
Q f (γ)Q − Q f (QγQ)Q] . (6.6)
From Lemma 4.2 we know that the last term on the right-hand side is nonnegative and can be dropped for a
lower bound. In combination with Lemma 6.1 this yields
S
(
γ, γH
)
≥ S
(
QγQ,QγHQ
)
≥ C
∥∥∥∥Q (γ − γH)Q∥∥∥∥2
1∥∥∥1 + QγHQ∥∥∥ tr [Q (γ + γH)Q] . (6.7)
Lemma 4.4 implies that
∥∥∥QγHQ∥∥∥ . (β~ω)−1. In combination with (6.3) and (6.7) we thus obtain∥∥∥∥Q (γ − γH)Q∥∥∥∥
1
. (1 + β~ω)1/2N2/3(1 + δ)1/2. (6.8)
It remains to estimate ‖P(γ − γH)P‖1 as well as the trace norm of the off-diagonal of γ w.r.t. P and Q.
We first consider ‖P(γ − γH)P‖1 and note that
N = tr γ = tr
[
PγP
]
+ tr
[
QγQ
]
= 〈ϕ0, γϕ0〉 + tr
[
QγHQ
]
+ tr
[
Q(γ − γH)Q
]
. (6.9)
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Since tr γH = N we conclude with (6.8) that∥∥∥∥P (γ − γH)P∥∥∥∥
1
=
∣∣∣〈ϕ0, γϕ0〉 − 〈ϕ0, γHϕ0〉∣∣∣ . (1 + β~ω)1/2N2/3(1 + δ)1/2. (6.10)
The trace norm of the off-diagonal of γ w.r.t. P and Q can be estimated as
‖PγQ‖1 ≤ ‖γQ‖ ≤ ‖γ‖1/2‖γ1/2Q‖ ≤ N1/2‖QγQ‖1/2 ≤ N1/2
(∥∥∥∥Q (γ − γH)Q∥∥∥∥
1
+
∥∥∥γH∥∥∥)1/2 . (6.11)
Using again that ‖γH‖ . (β~ω)−1, this implies
‖PγQ‖1 . (1 + β~ω)1/4N5/6(1 + δ)1/4. (6.12)
We combine (6.12) with (6.8) and (6.10) to conclude that∥∥∥γ − γH∥∥∥
1
. (1 + β~ω)1/4N5/6(1 + δ)1/4 + (1 + β~ω)1/2N2/3(1 + δ)1/2 . (6.13)
This bound proves (1.34) as long as β~ω . 1. To obtain the claimed uniformity in the whole region β~ω &
N−1/3, we combine it with a second bound that we apply in the region β~ω & 1.
This second bound can be obtained by perturbing around the zero temperature (β = +∞) case. We use
S (Γ) ≤ s(γ) and (5.3) with the choices η = ̺H and µ = µH and obtain
F (Γ) ≥ Tr
[(
h + N−1v ∗ ̺H − µH
)
γ
]
+ µHN − 1
β
s(γ) − N−1D
(
̺H, ̺H
)
− v(0)
2
(6.14)
≥ 1
2
Tr
[(
h + N−1v ∗ ̺H − µH
)
γ
]
+ µHN − N−1D
(
̺H, ̺H
)
− v(0)
2
+
1
β
tr
[
ln
(
1 − exp
(
−β
2
(
h + N−1v ∗ ̺H − µH
)))]
.
Let {eH
j
}∞
j=0 and {e j}∞j=0 be the eigenvalues of the operators h + N−1v ∗ ̺H(x) and h, respectively. Similarly to
(4.50) we choose M ∈ N independently of ~ and ̺H, such that eH
j
− µH ≥ e j/2 holds for all j > M. The last
term on the right-hand side of (6.14) is for β~ω & 1 bounded from below by
1
β
M∑
j=0
ln
(
1 − exp
(
−β
2
(
eHj − µH
)))
+
1
β
∞∑
j>M
ln
(
1 − exp
(
−β
4
e j
))
&
−M lnN
β
− 1
β
. (6.15)
To obtain the bound for the first sum we used (exp(β(eH
j
− µH)) − 1)−1 ≤ N for all j ≥ 0, and to bound the
second sum we used the explicit form of the eigenvalues of h as well as β~ω & 1.
In combination with Lemma 2.1 and the fact that Γ is an approximate minimizer of the Gibbs free energy
functional in the sense of (1.33), this implies that
1
2
Tr
[(
h + N−1v ∗ ̺H − µH
)
γ
]
≤ 1
β
tr
[
ln
(
1 − exp
(
−β
(
h + N−1v ∗ ̺H − µH
)))]
+ ωδ + const.
lnN
β
. (6.16)
The first term on the right-hand side is negative and can be dropped for an upper bound. When we apply the
spectral gap estimate in Lemma 4.4, we obtain a lower bound for the left-hand side of (6.16) and find
tr
[
QγQ
]
. N1/3δ +
lnN
β~ω
. (6.17)
As above, Q denotes the spectral projection onto the orthogonal complement of the ground state subspace of
the Hartree operator h + N−1v ∗ ̺H(x).
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To conclude the desired bound for the trace norm difference of γ and γH, we proceed as in (6.9)–(6.11) to
estimate ∥∥∥γ − γH∥∥∥
1
≤ 2
(
tr
[
QγQ
]
+ tr
[
QγH
]
+ N1/2‖QγQ‖1/2
)
. (6.18)
Lemma 4.5 implies that tr[QγH] . (β~ω)−3. In combination with (6.17) and the fact that the trace norm
dominates the operator norm, we thus obtain∥∥∥γ − γH∥∥∥
1
. N2/3(1 + δ)1/2 (6.19)
for β~ω & 1. In combination with (6.13), (6.19) proves (1.34). This concludes the proof of Theorem 1.1.
6.2 Proof of Corollary 1.1
To prove Corollary 1.1, we directly relate the Husimi function of an approximate minimizer of the Gibbs
free energy functional in the sense of (1.33) to the corresponding quantity of the semiclassical free energy
functional. We combine (5.3) with the choices η = N̺sc, µ = v ∗ ̺sc(0) + µsc and (4.23) to see that
~
3F (Γ) ≥ Fsc(β, ω) + 1
β
Ssc
(
mγ, γ
sc
)
− O (~ω) . (6.20)
In combination with (1.33) for δ = o(N) this implies for R > 0
Ssc
(
1Bc
R
mγ,1Bc
R
γsc
)
≤ Ssc
(
mγ, γ
sc
)
≤ o(1), (6.21)
where 1Bc
R
denotes multiplication with the characteristic function 1Bc
R
(x) of the complement of the ball BR ⊂
R
3 centered at the origin. An application of Lemma 4.3 thus implies
∫
R3×Bc
R
∣∣∣mγ(p, x) − γsc(p, x)∣∣∣ d(p, x) ≤ o(1)

∫
R3×Bc
R
(
mγ(p, x) + γ
sc(p, x)
) (
1 + γsc(p, x)
)
d(p, x)

1/2
. (6.22)
We use (4.35) to estimate the L1(R6)- and the L2(R6)-norm of γsc, as well as
∫
R3×Bc
R
mγ(p, x) ≤ (2π)3. More-
over, with the Euler–Lagrange equation (3.1) and (3.23) we check that∫
R3×Bc
R
mγ(p, x)γ
sc(p, x) d(p, x) ≤
∥∥∥1Bc
R
γsc
∥∥∥
L∞(R6)
(2π)3 .
1
βω2R2
(6.23)
holds. In combination with (6.22) this yields (1.37). Eq. (1.38) is a direct consequence of (1.37), (1.17) and
the normalization condition (1.24). This proves Corollary 1.1.
6.3 Proof of Corollary 1.2
To prove Corollary 1.2, we relate the condensate fraction and the Husimi function of an approximate mini-
mizer of the Gibbs free energy functional to the corresponding quantities of the Hartree free energy functional
in (1.19). In combination with Theorem 1.2, this will imply the claim.
Let γ be the 1-pdm of an approximate minimizer of the Gibbs free energy functional in the sense of (1.33).
By P we denote the projection onto the eigenspace of its largest eigenvalue and Q = 1− P. Let also PH be the
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projection onto the eigenspace of the largest eigenvalue of γH and define QH = 1 − PH. Theorem 1.1 and the
fact that the trace norm dominates the operator norm imply that
N5/6(1 + δ)1/4 &
∥∥∥γ − PHγH + QHγH∥∥∥ ≥ ∥∥∥γ − PHγH∥∥∥ − ∥∥∥QHγH∥∥∥ . (6.24)
In (4.44) we showed that the last term on the right-hand side of (6.24) is bounded by a constant times
(β~ω)−1 . N1/3. Using the min-max principle, see e.g. [52, Theorem 12.1], and Theorem 1.1 we see that
‖Qγ‖ ≤
∥∥∥QHγQH∥∥∥ ≤ ∥∥∥∥QH (γ − γH)QH∥∥∥∥ + ∥∥∥QHγH∥∥∥ . N5/6(1 + δ)1/4 . (6.25)
In combination, (6.24) and (6.25) yield∥∥∥Pγ − PHγH∥∥∥ . N5/6(1 + δ)1/4. (6.26)
Since the operators in (6.26) have rank one, the inequality is also true if the operator norm is replaced by the
trace norm. In combination with Theorem 1.2 this proves (1.39a).
Next, we prove the claimed bound (1.39b) for the Husimi function, and start by estimating
1
(2π~)3
∫
R6
∣∣∣mQγ(p, q) − mQHγH(p, q)∣∣∣ d(p, q) = 1(2π~)3
∫
R6
∣∣∣∣〈ℓ~p,q, (Qγ − QHγH) ℓ~p,q〉∣∣∣∣ d(p, q)
≤ 1
(2π~)3
∫
R6
〈
ℓ~p,q,
∣∣∣∣(Qγ − QHγH)∣∣∣∣ ℓ~p,q〉 d(p, q) = ∥∥∥Qγ − QHγH∥∥∥1 . (6.27)
From Theorem 1.1 and (6.26) with the operator norm replaced by the trace norm, we know that∥∥∥Qγ − QHγH∥∥∥
1
. N5/6(1 + δ)1/4. (6.28)
In combination with Theorem 1.2, Eq. (1.39b) readily follows from the triangle inequality. This completes
the proof of Corollary 1.2.
7 Proof of Theorem 1.3
In this section we show how the analysis in Sections 5 and 6 needs to be adjusted in order to prove Theorem 1.3.
One main difference between the proof of Theorem 1.1 and the one of Theorem 1.3 concerns the proof of
the spectral gap estimate for the Hartree operator. In case of the semiclassical MF scaling such a bound
follows from the assumed bound on the Hessian of the interaction potential in (1.4), see Lemma 4.4. Here the
interaction is of much shorter range and we do not have such a bound at our disposal, and therefore need to
rely on other techniques. Our analysis below is based on the fact that the interaction can be seen to leading
order only in the condensate. This, in particular, implies that the Hartree minimizer is to leading order given
by the 1-pdm of a Gibbs state corresponding to a Hartree operator at T = 0. Using the diluteness of the
density of the thermal cloud of this Gibbs state, we reduce the task of estimating the spectral gap for the
Hartree operator to estimating the one of a Hartree operator at T = 0. In the latter case the existence of a
uniform (in N ≥ 1 and βω & N−1/3) spectral gap can easily be proved. The second main difference between
the two parameter regimes is that the exchange terms are more difficult to estimate in the scaling limit we
consider here. In particular, we need to carefully estimate the integral kernel of the 1-pdm of our trial states in
order to be able to obtain bounds with the claimed accuracy. This has to be compared to the relatively simple
estimates in (5.20) and (5.22).
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7.1 Spectral gap estimate for the Hartree operator in the mean-field limit
In this section we consider the Hartree free energy functionals F H and F H,c in (1.46) and (2.7), respectively,
with h defined in (1.43) and vN in (1.45). We recall that γH,c denotes the 1-pdm of the unique minimizerGH,c of
F H,c, whose existence is guaranteed by Lemma 2.2. By ̺H,c we denote its density, that is, ̺H,c(x) = γH,c(x, x).
The goal of this section is to prove the following statement:
Proposition 7.1. Let vN satisfy the assumptions of Theorem 1.3 and denote by ∆e
H the spectral gap of the
Hartree operator hH = h + vN ∗ ̺H,c(x) above its unique ground state. Then
∆eH & ω (7.1)
holds uniformly in N ≥ 1 and βω & N−1/3.
Remark 7.1. The condition 0 ≤ κ ≤ 1/6 is not needed in the proof of Proposition 7.1. We only require κ ≥ 0.
Remark 7.2. The above Proposition remains valid if ̺H,c is replaced by ̺H in the definition of the Hartree
operator hH. We need the bound in the form stated in Proposition 7.1 because we choose GH,c as a trial state
to prove an upper bound for the free energy in Section 7.2.
The proof of Proposition 7.1 is carried out in three steps. In the first step we show that the Hartree free
energy can be approximated by the free energy of a non-interacting thermal cloud plus the minimum of the
Hartree energy functional capturing the energy of the condensate. From this statement we conclude in the
second step that γH,c can be approximated by the 1-pdm of a grand-canonical Gibbs state corresponding to a
Hartree operator at T = 0, to leading order in trace norm. In the third step, we use this statement to relate the
spectral gap estimate for the Hartree operator in (7.1) to the same question for a Hartree operator at T = 0.
The physical picture behind this reasoning is that because of its higher kinetic energy, the thermal cloud
spreads over a much larger volume in the trap than the condensate. Accordingly, it is much more dilute and
its interaction energy is much smaller than the one of the condensate.
Before we start with the proof, we introduce the Hartree and NLS energy functionals and some notation
concerning the ideal Bose gas in the trap. Let Q(h) denote the form domain of h. For functions φ ∈ Q(h) we
define the two energy functionals by
EH(φ) = 〈φ, hφ〉 + λ
2
∫
R3
|φ(x)|2vN(x − y)|φ(y)|2 d(x, y) (7.2)
with λ ≥ 0 and by
ENLS(φ) = 〈φ, hφ〉 + α
2
∫
R3
|φ(x)|4 dx (7.3)
with α ≥ 0, respectively. The constants λ and α are introduced to be able to capture a condensate fraction
different from one. The corresponding energies are given by
EH(λ) = inf
‖φ‖=1
EH(φ) and ENLS(α) = inf
‖φ‖=1
ENLS(φ). (7.4)
Both energy functionals (7.2) and (7.3) have a unique minimizer, which we denote by φH
λ
and φNLSα , respec-
tively. In case of the Hartree energy functional this follows from the assumption vˆ ≥ 0. Note that the Hartree
energy EH(λ) and φH
λ
depend, besides λ, also on N through vN , but we suppress this dependence in the notation
for simplicity.
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By
F0(β,N, ω) =
1
β
tr
[
ln
(
1 − e−β(h−µ0)
)]
+ µ0N (7.5)
we denote the free energy of the ideal Bose gas in the grand-canonical ensemble. Here the chemical potential
µ0 is chosen such that the expected number of particles in the systems equals N, that is, tr γN,0 = N with
γN,0 =
1
eβ(h−µ0) − 1 . (7.6)
Additionally, N0 = (eβµ0 − 1)−1 is the expected number of particles in the condensate.
The first two steps in the proof of Proposition 7.1 are captured in the following Lemma.
Lemma 7.1. Let vN satisfy the assumptions of Theorem 1.3 but let κ ≥ 0 be arbitrary. In the limit N → ∞
with βω & N−1/3 we have ∣∣∣FH(β,N, ω) − F0(β,N, ω) − N0EH(N0)∣∣∣ . ωN2/3. (7.7)
If γN is a sequence of approximate minimizers of the Hartree free energy functional in the sense that∣∣∣F H(ΓN) − F0(β,N, ω) − N0EH(N0)∣∣∣ ≤ ωδ (7.8)
for some δ > 0 then∥∥∥∥∥∥∥∥γN −
1
exp
(
β
(
h + N0vN ∗ |φHN0 |2(x) − µN
))
− 1
∥∥∥∥∥∥∥∥
1
. N11/12 + N3/4δ1/4 . (7.9)
Here µN = E
H(N0) +
N0
2
∫
R6
|φH
N0
(x)|2vN(x − y)|φHN0 (y)|2 d(x, y) + µ0 with µ0 in (7.6).
A statement similar to Lemma 7.1 was proved in [18] for the full quantum mechanical free energy in the GP
limit (i.e., κ = 1). The proof of Lemma 7.1 uses similar ideas but in a much simpler setting. To not interrupt
the main line of the argument, we therefore defer the proof of Lemma 7.1 to Section 7.4 and continue with
the proof of Proposition 7.1 here.
Proof of Proposition 7.1
We only consider the case κ > 0 because it is more complicated since the interaction potential vN converges
to a delta distribution as N → ∞. We first show that the operator h + α|φα(x)|2 has a spectral gap above its
unique ground state that is uniform in α ∈ [0, α0], where α0 =
∫
R3
v(x) dx, and afterwards reduce the full
problem to this case. To simplify the notation, we denoted the NLSminimizer by φα. For the first step, we use
that the map [0,∞) ∋ α 7→ |φα|2 is continuous in L2(R3), which follows from the uniqueness of minimizers
in a standard way. The operator h + α|φα(x)|2 has discrete spectrum and a non-zero spectral gap above its
ground state, and from the continuity in α we deduce that its eigenvalues are continuous functions of α (see,
e.g., [73, Theorem VIII.23], or (7.38)–(7.40) below). Hence a uniform non-zero lower bound for the spectral
gap for α ∈ [0, α0] follows from continuity.
Before we reduce the statement of Proposition 7.1 to the above statement we prove three technical Lemmas.
The first shows that the operator h + N0vN ∗ |φHN0 |2(x) has a uniform spectral gap above its ground state.
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Lemma 7.2. Let ∆e denote the spectral gap of the operator h+N0vN ∗ |φHN0 |2(x) above its unique ground state.
Then
∆e & ω (7.10)
holds uniformly in N ≥ 1 and βω & N−1/3.
Proof. Let {e j}∞j=0 and {λ j}∞j=0 be the increasingly ordered eigenvalues of the operators h1 = h+N0vN∗|φHN0 |2(x)
and h2 = h + α|φα(x)|2 with α = N0N−1
∫
v(x) dx. In the following we will show that
lim
N→∞
sup
βω&N−1/3
∣∣∣e j − λ j∣∣∣ = 0 (7.11)
holds for j = 0, 1. In combination with the discussion in the paragraph preceding Lemma 7.2 concerning the
spectral gap of the operator h2, this will prove the claim.
We only give the proof for the difference of the lowest eigenvalues. The statement for the difference of the
second eigenvalues follows from the same arguments and the min-max principle, see e.g. [52, Theorem 12.1].
(This way one easily checks that (7.11) actually holds for all j ≥ 0.). Note that h2φα = λ0φα because φα is the
minimizer of ENLS in (7.3). We have
e0 = inf‖ψ‖=1
〈ψ, h1ψ〉 ≤ 〈φα, h1φα〉 = λ0 +
∫
R3
|φα(x)|2
(
N0vN ∗
∣∣∣φHN0 ∣∣∣2 (x) − α|φα(x)|2
)
dx. (7.12)
In the following we use the notation ̺ f (x) = | f (x)|2. Since vˆN(p) = N−1vˆ(p/Nκ) we can bound the absolute
value of the last term on the right-hand side of (7.12) by
N0
N
∣∣∣∣∣
∫
R3
ˆ̺φα(p)vˆ(p/N
κ)
[
ˆ̺φH
N0
(p) − ˆ̺φα(p)
]
dp
∣∣∣∣∣ + N0N
∣∣∣∣∣
∫
R3
∣∣∣ ˆ̺φα(p)∣∣∣2 [vˆ(p/Nκ) − vˆ(0)] dp
∣∣∣∣∣ . (7.13)
The second term is bounded by sup
p∈R3
∣∣∣∣(1 + p2) ˆ̺φα(p)∣∣∣∣

2
×
∫
R3
(
1
1 + p2
)2 ∣∣∣vˆ(p/Nκ) − vˆ(0)∣∣∣ dp. (7.14)
Since v ∈ L1 by assumption, vˆ is continuous and the last integral goes to zero as N → ∞ by dominated
convergence. To derive a bound on the first term in (7.14), we note that (1+ p2) ˆ̺φα(p) is the Fourier transform
of
(1 − ∆)φ2α = φ2α − 2φα∆φα − 2|∇φα |2 = (1 + 2λ0)φ2α −
ω2
2
x2φ2α − 2αφ4α − 2|∇φα |2 , (7.15)
hence the supremum is bounded by the L1-norm of this expression. All the terms on the right-hand side are
clearly uniformly bounded in L1 for 0 ≤ α ≤ α0 since they are dominated by the energy.
It remains to investigate the first term on the right-hand side of (7.13). We bound it as
N0
N
∣∣∣∣∣
∫
R3
ˆ̺φα(p)vˆ(p/N
κ)
[
ˆ̺φH
N0
(p) − ˆ̺φα(p)
]
dp
∣∣∣∣∣ ≤ ‖vˆ‖L∞(R3)‖ ˆ̺φα‖L1(R3) ∥∥∥∥∣∣∣φHN0 ∣∣∣2 − |φα|2∥∥∥∥L1(R3) (7.16)
≤ 4‖vˆ‖L∞(R3)‖ ˆ̺φα‖L1(R3)
∥∥∥φHN0 − φα∥∥∥ .
The analysis above shows that ˆ̺φα is uniformly bounded in L
1, hence the claimed uniform convergence of the
right-hand side follows if
lim
N→∞
sup
βω&N−1/3
∥∥∥φHN0 − φα∥∥∥ = 0 . (7.17)
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To prove (7.17) we first show that
lim
N→∞
sup
βω&N−1/3
∣∣∣EH(N0) − ENLS(α)∣∣∣ = 0. (7.18)
Since vˆN(0) ≥ vˆN(p) for all p ∈ R3 we have ENLS(α) ≥ EH(N0). Moreover,
ENLS(α) ≤ Eα
(
φHN0
)
= EH(N0) +
N0
2N
∫
R3
∣∣∣ ˆ̺φα(p)∣∣∣2 [vˆ(0) − vˆ(p/Nκ)] dp. (7.19)
In combination with the bound in (7.14) this implies (7.18). Using (7.18), we check that φH
N0
is a minimizing
sequence for ENLS. The minimizer of ENLS is unique, and standard arguments therefore imply (7.17). This
proves an upper bound for e0 − λ0 with the claimed asymptotic behavior. A lower bound is obtained with the
same argument if the roles of h1 and h2 are interchanged. This proves (7.10) for j = 0. 
The second Lemma concerns a uniform bound for ‖φα‖L∞(R3). For a proof, see e.g., [58, Lemma 2.1].
Lemma 7.3. The norm ‖φα‖L∞(R3) is bounded uniformly in α ∈ [0,
∫
v(x) dx].
The third Lemma provides us with pointwise bounds for ̺H,c(x) and
η(x) =
1
exp
(
β
(
h + N0vN ∗
∣∣∣∣φHN0
∣∣∣∣2 (x) − µN)) − 1(x, x) (7.20)
with µN defined below (7.9).
Lemma 7.4. Let vN satisfy the assumptions of Theorem 1.3. Then we have
‖̺H,c‖L∞(R3) . ω3/2N as well as
∥∥∥∥η − N0 ∣∣∣φHN0 ∣∣∣2∥∥∥∥L∞(R3) . β−3/2 (1 + (βω)1/2) . (7.21)
The constants in the above inequalities are uniform in N ≥ 1 and βω & N−1/3.
Proof. We write ̺H,c(x) =
∑∞
j=0〈n j〉GH,c |ϕ j(x)|2 with the eigenfunctions {ϕ j}∞j=0 of the Hartree operator hH =
h + vN ∗ ̺H,c(x) and denote by 〈·〉gc the expectation w.r.t. the grand-canonical Gibbs state with one-particle
Hamiltonian hH (and expected particle number N). From [18, Remark A.1] we know that 〈n j〉GH,c . 〈n j〉gc for
all j ≥ 0, and hence
̺H,c(x) .
∞∑
j=0
〈n j〉gc|ϕ j(x)|2 = 1
eβ(h+vN∗̺H,c−µH) − 1
(x, x). (7.22)
The chemical potential µH is chosen s.t. the integral over the right-hand side of (7.22) equals N.
We pick D > 0 and n ∈ N and use the identity (ex − 1)−1 = ∑∞α=1 e−αx for x > 0 to write the right-hand side of
(7.22) as
∞∑
α=1
e−βα(h
H−µH)(x, x) =
∑
1≤α≤ Dβω
e−βα(h
H−µH)(x, x) +
∑
α> Dβω
n∑
j=0
e
−βα
(
eH
j
−µH
) ∣∣∣ϕ j(x)∣∣∣2 + ∑
α> Dβω
∑
j>n
e
−βα
(
eH
j
−µH
) ∣∣∣ϕ j(x)∣∣∣2 .
(7.23)
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Here {eH
j
}∞
j=0 denote the eigenvalues of the operator h
H. A simple variational argument using the harmonic
oscillator ground state ψ0 as trial state shows that
µH ≤ eH0 ≤
3ω
2
+
∥∥∥vN ∗ ̺H,c∥∥∥L1(R3) ‖ψ0‖2L∞(R3) . ω + ‖vN‖L1(R3) ∥∥∥̺H,c∥∥∥L1(R3) . ω. (7.24)
The Feynman–Kac formula (see e.g. [7,78]) implies that we can drop the positive potential ω
2x2
4 + vN ∗ ̺H,c(x)
in the exponentials in (7.23) for an upper bound. The first term on the right-hand side of (7.23) is therefore
bounded by ∑
1≤α≤ D
βω
e−βα(h+vN∗̺
H,c−µH)(x, x) .
∑
1≤α≤ D
βω
eβα∆(x, x) . β−3/2 (7.25)
for all x ∈ R3, with a constant depending only on D.
Next we consider the second term on the right-hand side of (7.23). We have
n∑
j=0
∑
α> D
βω
e
−βα
(
eH
j
−µH
) ∣∣∣ϕ j(x)∣∣∣2 ≤ n∑
j=0
1
e
β
(
eH
j
−µH
)
− 1
∣∣∣ϕ j(x)∣∣∣2 ≤
sup
j≤n
∥∥∥ϕ j∥∥∥2L∞(R3)
N. (7.26)
We thus need a bound for the L∞-norm of the eigenfunctions of the Hartree operator. These can be obtained
via
∣∣∣ϕ j(x)∣∣∣ ≤ ∫
R3
eH
j
+ ω
−∆ + ω2x24 + vN ∗ ̺H,c(x) + ω
(x, y)
∣∣∣ϕ j(y)∣∣∣ dy ≤ ∫
R3
eH
j
+ ω
−∆ + ω (x − y)
∣∣∣ϕ j(y)∣∣∣ dy. (7.27)
To obtain (7.27) we used a−1 =
∫ ∞
0
e−ax dx and the Feynman–Kac formula. The resolvent on the right-hand
side of (7.27) is a bounded linear map from L2(R3) to H2(R3), and hence from L2(R3) to L∞(R3). Moreover,
an argument similar to (7.24) can be used to bound eH
j
for j ≤ n, and hence
sup
j≤n
∥∥∥ϕ j∥∥∥L∞(R3) ≤ Cnω3/4 (7.28)
for some constant Cn depending only on n.
It remains to consider the last term in (7.23). We choose n such that eH
j
− µH ≥ ω for j > n. Note that this can
be done independently of N ≥ 1 and βω & N−1/3 because eH
j
≥ e j, where e j denote the eigenvalues of h, and
µH . ω. Accordingly, we have
∑
α> D
βω
∑
j>n
e
−βα
(
eH
j
−µH
) ∣∣∣ϕ j(x)∣∣∣2 ≤ e−D(hH−µH)/(2ω)(x, x) ∑
α> D
βω
e−βωα/2 .
ω1/2
β
. (7.29)
In the last step we used again the Feynman–Kac formula to bound the heat kernel of the Hartree operator by
the one the Laplacian. In combination, (7.25)–(7.29) prove the first claim in (7.21).
The bound for η(x) − N0|φHN0 (x)|2 can be obtained in a similar way using that
η(x) − N0
∣∣∣φHN0(x)∣∣∣2 =
∞∑
α=1
e
−βα
(
h+vN∗|φHN0 |
2(x)−µN
)
(x, x) − 1
eβ((e0−µN )) − 1 |ψ0(x)|
2 (7.30)
≤
∑
1≤α≤ D
βω
e
−βα
(
h+vN∗|φHN0 |
2(x)−µN
)
(x, x) +
∑
α> D
βω
∞∑
j=1
e−βα(e j−µN)
∣∣∣ψ j(x)∣∣∣2 ,
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where {e j}∞j=0 and {ψ j}∞j=0 denote the eigenvalues and eigenfunctions of h + vN ∗ |φHN0 |2, with ψ0 = φHN0 . A
simple trial state argument shows µN . ω and allows us to use (7.25) to bound the first term in the second
line of (7.30). To bound the last term we use (7.29) with n = 0. This is possible because Lemma (7.2) shows
that the spectral gap of the operator h + vN ∗ |φHN0 |2 above its unique ground state can be bounded from below
uniformly in N ≥ 1 and βω & N−1/3 by a constant times ω. In combination, these considerations prove the
claim. 
We define
∆̺H,c(x) = ̺H,c(x) − η(x), (7.31)
with η in (7.20), and write the Hartree potential as
vN ∗ ̺H,c(x) = vN ∗ ∆̺H,c(x) + vN ∗
(
η − N0|φHN0 |2
)
(x) + N0vN ∗ |φHN0 |2(x). (7.32)
Our goal is to show that the difference between the j-th eigenvalue of h + vN ∗ ̺H,c(x) and the j-th eigenvalue
of h + N0vN ∗ |φHN0 |2(x) converges to zero as N → ∞ with βω & N−1/3. In order to prove this, it suffices to
show that the operator norm of the difference of the resolvents of h + vN ∗ ̺H,c(x) and h + N0vN ∗ |φHN0 |2(x)
converges to zero in this limit (see, e.g., [73, Theorem VIII.23]).
We start by noting that γH,c is an approximate minimizer of the Hartree free energy functional F H in the sense
of (7.8) for δ = O(N1/3 lnN). This follows from S (GH,c) ≤ s(γH,c) (see [82, Chapter 2.5.14.5]) and the free
energy bound in Lemma 2.5. Eq. (7.9) and [34, Lemma 5.1] therefore imply that∥∥∥∆̺H,c∥∥∥
L1(R3)
. N11/12. (7.33)
In combination with Lemma 7.3 and Lemma 7.4, we conclude that∥∥∥vN ∗ ∆̺H,c∥∥∥L1(R3) ≤ ‖vN‖L1(R3) ∥∥∥∆̺H,c∥∥∥L1(R3) . N−1/12, (7.34)∥∥∥vN ∗ ∆̺H,c∥∥∥L∞(R3) ≤ ‖vN‖L1(R3) ∥∥∥∆̺H,c∥∥∥L∞(R3) . ω3/2
and, in particular, ∥∥∥vN ∗ ∆̺H,c∥∥∥L2(R3) . ω3/4N−1/24. (7.35)
We also have∥∥∥∥vN ∗ (η − N0|φHN0 |2)∥∥∥∥L2(R3) ≤ ‖vN‖L1(R3) ∥∥∥η − N0|φHN0 |2∥∥∥1/2L∞(R3) ∥∥∥η − N0|φHN0 |2∥∥∥1/2L1(R3) . ω3/4N−1/4, (7.36)
which follows from Lemma 7.4 and 0 ≤
∫
R3
(η(x)−N0|φHN0 |2) dx . N. In combination, (7.35), (7.36) and (7.32)
show that ∥∥∥∥vN ∗ (̺H,c − N0|φHN0 |2)∥∥∥∥L2(R3) . ω3/4N−1/24 . (7.37)
To show that (7.37) implies the claimed convergence of the difference of the resolvents, we estimate∥∥∥∥∥∥∥ 1h + vN ∗ ̺H,c + i −
1
h + N0vN ∗ |φHN0 |2 + i
∥∥∥∥∥∥∥ (7.38)
=
∥∥∥∥∥∥∥ 1h + vN ∗ ̺H,c + i vN ∗
(
̺H,c − N0|φHN0 |2
) 1
h + N0vN ∗ |φHN0 |2 + i
∥∥∥∥∥∥∥
.
∥∥∥∥∥∥∥vN ∗
(
̺H,c − N0|φHN0 |2
) 1
h + N0vN ∗ |φHN0 |2 + ω
∥∥∥∥∥∥∥
2
=

∫
R6
∣∣∣vN ∗ ̺H,c(x) − N0vN ∗ |φHN0(x)|2∣∣∣2 1h + N0vN ∗ |φHN0 |2 + ω (x, y)
2 d(x, y)

1/2
.
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The Feynman–Kac formula implies that
0 ≤ 1
h + N0vN ∗ |φHN0 |2 + ω
(x, y) ≤ 1−∆ + ω (x − y) , (7.39)
and hence ∥∥∥∥∥∥∥ 1h + vN ∗ ̺H,c + i − 1h + N0vN ∗ |φHN0 |2 + i
∥∥∥∥∥∥∥ .
∥∥∥∥vN ∗ (̺H,c − N0|φHN0 |2)∥∥∥∥L2(R3) . (7.40)
In combination with (7.37) this proves the claimed bound for the difference of the resolvents, and therefore
the closeness of the eigenvalues of h + vN ∗ ̺H,c and h + N0vN ∗ |φHN0 |2 in the limit considered. In combination
with Lemma 7.2, this completes the proof of Proposition 7.1 (in the case κ > 0).
7.2 Bounds on the free energy
The proof of the lower bound for the free energy is literally the same as the one in Section 5.1. We therefore
focus on the proof of the upper bound.
The analysis in Section 5.2 remains unchanged until (5.13). Eq. (5.14) needs to be replaced by the bound∫
R6
vN(x − y)|ϕ j(x)|2|ϕ j(y)|2 d(x, y) ≤ N3κ−1‖v‖L∞(R3). (7.41)
The proof of Lemma 5.2 is based on Lemma 4.5, whose proof uses Lemma 4.4. The proofs of the first two
Lemmas can be applied with obvious adjustments also in the present situation if the spectral gap estimate
for the Hartree operator in Lemma 4.4 is replaced by the one in Proposition 7.1. The result of Lemma 5.2
translated to the present case reads ∑
j≥1
〈n2j〉G .
(
1
βω
)3
. (7.42)
Using (7.41) and (7.42) we check that
∑
j≥1
〈n2j〉G
(∫
R6
vN(x − y)|ϕ0(x)|2|ϕ0(y)|2 d(x, y) +
∫
R6
vN(x − y)|ϕ j(x)|2 |ϕ j(y)|2 d(x, y)
)
. N3κ‖v‖L∞(R3) . (7.43)
Let
γ> = Q
1
eβ(h+vN∗̺H,c(x)−µH) − 1
, (7.44)
with Q denoting the spectral projection onto the complement of the ground state subspace of the Hartree
operator h + vN ∗ ̺H,c(x). The chemical potential µH is chosen such that the trace of the 1-pdm on the right-
hand side of (7.44) without Q equals N. In order to estimate the exchange terms, we need the following
Lemma providing us with an estimate for the integral kernel of γ>. Its proof is based on the spectral gap
estimate in Proposition 7.1.
Lemma 7.5. Let vN satisfy the assumptions of Theorem 1.3. For fixed D > 0 there exists a constant C > 0
such that
|γ>(x, y)| .
∑
1≤α≤ D
βω
e−αβh(x, y) +
1
βω
(
ϕ0(x)ϕ0(y) + ω
3/2e−Cω(x
2
+y2)
)
. (7.45)
Here ϕ0 denotes the ground state of the Hartree operator h + vN ∗ ̺H,c(x).
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Proof. We use the identity (ex − 1)−1 = ∑∞α=1 e−αx for x > 0 to write γ> as
γ> = Q
1
eβ(h+vN∗̺H,c−µH) − 1
=
∞∑
α=1
e−βα(h+vN∗̺
H,c−µH) − 1
eβ(e
H
0 −µH) − 1
|ϕ0〉〈ϕ0|. (7.46)
Here eH0 denotes the lowest eigenvalue of h + vN ∗ ̺H,c(x). By the Feynman–Kac formula, we can drop the
positive potential vN ∗ ̺H,c(x) in the exponential in (7.46) for an upper bound. Since µH . ω (see (7.24)) we
get, for fixed D > 0, ∑
1≤α≤ D
βω
e−βα(h+vN∗̺
H,c−µH)(x, y) .
∑
1≤α≤ D
βω
e−αβh(x, y) (7.47)
for all x, y ∈ R3.
As above, we denote by {eH
j
}∞
j=0 the eigenvalues of h + vN ∗ ̺H,c(x) and by {ϕ j}∞j=0 the corresponding eigen-
functions. The remaining terms read
−
∑
1≤α≤ D
βω
e−βα(e
H
0 −µH)ϕ0(x)ϕ0(y) +
∑
α> D
βω
∑
j≥1
e
−βα
(
eH
j
−µH
)
ϕ j(x)ϕ j(y) . (7.48)
The absolute value of the first term is bounded from above by a constant times (βω)−1ϕ0(x)ϕ0(y). The absolute
value of the second term can be estimated by
∑
α> D
βω
∑
j≥1
e
−βα
(
eH
j
−µH
)
|ϕ j(x)|2

1/2 
∑
α> D
βω
∑
j≥1
e
−βα
(
eH
j
−µH
)
|ϕ j(y)|2

1/2
. (7.49)
The latter sums can be bounded as∑
α> D
βω
∑
j≥1
e
−βα
(
eH
j
−µH
)
|ϕ j(x)|2 ≤
∑
α> D
βω
e−βα(e
H
1 −µH)/2e−βα(h+vN∗̺
H,c−µH)/2(x, x) (7.50)
≤ e−D(h+vN∗̺H,c−µH)/(2ω)(x, x)
∑
α> D
βω
e−βα(e
H
1 −µH)/2 ≤ 2e
−D(h+vN∗̺H,c−µH)/(2ω)(x, x)
β
(
eH1 − µH
) . e−Dh2ω (x, x)
βω
.
In the last step, we used Proposition 7.1 which states that eH1 − µH & ω, as well as µH . ω and the Feynman–
Kac formula to drop the effective potential vN ∗ ̺H,c. From the explicit form of the Mehler kernel
e−th(x, y) =
(
ω
2
)3/2 ( 1
2π sinh(tω)
)3/2
exp
( −1
sinh(tω)
ω
2
{
cosh(tω)
(
x2 + y2
)
− 2x · y
})
(7.51)
we obtain the bound
e−
Dh
2ω (x, x) . ω3/2e−Cωx
2
(7.52)
for some C > 0 depending only on D. In combination with the considerations above, the completes the proof
of (7.45) 
We apply Lemma 7.5 to estimate the first exchange term on the right-hand side of (5.13) by
1
2
∫
R6
vN(x − y)|γ>(x, y)|2 d(x, y) . ‖vN‖L∞(R3)

∥∥∥∥∥∥∥∥∥
∑
1≤α≤ Dβω
e−βαh
∥∥∥∥∥∥∥∥∥
2
2
+ (βω)−2
 , (7.53)
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where ‖ · ‖2 denotes the Hilbert-Schmidt norm. The explicit form of the Mehler kernel in (7.51) allows to
estimate it as ∥∥∥∥∥∥∥∥∥
∑
1≤α≤ D
βω
e−βαh
∥∥∥∥∥∥∥∥∥
2
.
1
(βω)3/2
. (7.54)
Accordingly, (7.53) is bounded from above by a constant times ωN3κ.
In order to estimate the second exchange term on the right-hand side of (5.13), we apply Lemma 7.5 once
more and find
N0Re
∫
R6
vN(x − y)ϕ0(x)ϕ0(y)γ>(x, y) d(x, y)
. N0
∫
R6
vN(x − y)|ϕ0(x)||ϕ0(y)|

∑
1≤α≤ D
βω
e−βαh(x, y)
 d(x, y) +
N0‖v‖L1(R3)
Nβω
(
‖ϕ0‖4L4(R3) + ω3/2
)
. (7.55)
The L4(R3)-norm of the ground state ϕ0 of the Hartree operator h + vN ∗ ̺H,c can be bounded uniformly in
N by a constant times ω3/8. This follows from (7.28) and ‖ϕ0‖ = 1. To estimate the first term on the right-
hand side of (7.55), we split the sum over α into terms with 1 ≤ α ≤ N−2κ/(βω) and the complement with
N−2κ/(βω) < α ≤ D/(βω). In the first case, we bound vN by its L∞ norm and obtain
N0
∫
R6
vN(x − y)|ϕ0(x)||ϕ0(y)|

∑
1≤α≤ N−2κβω
e−βαh(x, y)
 d(x, y) ≤
Nκ
βω
‖v‖L∞(R3) (7.56)
since e−βαh ≤ 1 as on operator. In the second case, we bound vN by its L1 norm and the exponential factor in
(7.51) by 1 with the result that
N0
∫
R6
vN(x − y)|ϕ0(x)||ϕ0(y)|

∑
N−2κ
βω
≤α≤ D
βω
e−βαh(x, y)
 d(x, y) . ‖v‖L1(R3)
∑
N−2κ
βω
≤α≤ D
βω
(βα)−3/2 . ω3/2‖v‖L1(R3)
Nκ
βω
.
(7.57)
In combination with (5.13), (7.43) and (7.53)–(7.55), we find
Tr
[
VNGH,c
]
≤ DN(̺H,c, ̺H,c) + const. ω
[
N3κ +
Nκ
βω
]
(7.58)
with DN defined in (2.11). In combination with (5.24), the representation of the Hartree free energy in terms
of the minimizer γH,c in Lemma 2.1 and Lemma 2.5 it implies
Fc(β,N, ω) ≤ FH(β,N, ω) + const. ωN1/3 (Nκ + lnN) , (7.59)
with a constant that is uniform in βω & N−1/3. This concludes the proof of (1.48).
Remark 7.3. The spectral gap estimate for the Hartree operator in Proposition 7.1 is necessary in order
to obtain the free energy bounds in the canonical ensemble. If one is only interested in the statement of
Theorem 1.3 for the grand-canonical ensemble the spectral gap estimate can be avoided. In order to do that,
one chooses a trial state based on the grand-canonical Gibbs state but with the lowest M = O(1) modes
replaced by a coherent state. More precisely, these modes have to be removed from the Gibbs with a partial
trace. The trial state is then defined as a tensor product of this Gibbs state with a coherent state. The latter is
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chosen such that the previously traced out modes have the same expected occupation as in the grand-canonical
Gibbs state related to the Hartree minimizer. This leaves the kinetic energy unchanged, changes the entropy
only by an additive term of the order lnN and allows one to obtain an effective spectral gap of the order ω for
the thermal cloud if M is chosen sufficiently large (independently of N ≥ 1 and βω & N−1/3). In case of the
canonical ensemble such a construction is not available and we need Proposition 7.1.
7.3 Bound on the 1-pdm
The analysis in Section 6.1 applies with obvious adjustments to the present situation and proves (1.50) for any
approximate minimizer of the Gibbs free energy functional in the sense of (1.49). This concludes the proof
of Theorem 1.3.
7.4 Proof of Lemma 7.1
We first derive appropriate upper and lower bounds for the Hartree free energy. Afterwards we prove the
statement (7.9) about the asymptotics of approximate minimizers of F H.
Upper bound for FH(β,N, ω)
The proof of the upper bound is based on a trial state argument. As the result suggests, we need a trial state that
looks like a non-interacting thermal cloud plus a condensate that is, as in the zero temperature case, described
by the Hartree minimizer.
The trial state: Let Q be the spectral projection onto the orthogonal complement of the ground state subspace
of h in (1.43). Our trial state is given by
γN = N0|φN0〉〈φN0 | + QγN,0, (7.60)
with φN0 the minimizer of the Hartree energy functional (7.3), γN,0 in (7.6) and N0 the expected number of
particles in the condensate of the ideal gas defined below (7.6). We dropped the superscript H in φN0 to
simplify the notation. Note that tr[γN] = N. We need to compute the free energy F H(γN).
As in (4.3) we use the monotonicity of f in (1.20) to see that
−s(γN) ≤ tr[Q f (γN,0)] . (7.61)
The kinetic energy reads
tr[hγN] = N0〈φN0 , hφN0〉 + tr[QhγN,0] (7.62)
and the interaction energy is bounded by
DN
(
̺γN , ̺γN
)
≤ N20DN(|φN0 |2, |φN0 |2) + N0‖vN‖L1(R3) sup
x∈R3
(QγN,0)(x, x) +
1
2
‖vN‖L1(R3)N sup
x∈R3
(QγN,0)(x, x).
(7.63)
From Lemma 7.4 (second bound in (7.21) with v = 0) we know that the suprema on the right-hand side are
bounded from above by a constant times β−3/2(1 + (βω)1/2). Hence
DN
(
̺γN , ̺γN
)
≤ N20DN(|φN0 |2, |φN0 |2) + const. ω3/2‖v‖L1(R3)
(
(βω)−3/2 + (βω)−1
)
. (7.64)
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In the final step we combine the term on the right-hand side of (7.61) and the second term on the right-hand
side of (7.62) and find
tr[QhγN,0] +
1
β
tr[Q f (γN,0)] =
1
β
tr
[
Q ln
(
1 − exp(−β(h − µ0))
)]
+ µ0(N − N0) (7.65)
≤ F0(β,N, ω) +
const. lnN
β
− µ0N0 ,
where the free energy F0(β,N, ω) of the ideal gas and µ0 are defined in (7.5) and (7.6). Using the definition
of N0 below (7.6) we see that
µ0 = −
1
β
ln
(
1 + N−10
)
+
3ω
2
, (7.66)
and hence −µ0N0 ≤ β−1. In combination, the above considerations imply
F H(γN) ≤ F0(β,N, ω) + N0EH(N0) + const. ω
[
1
(βω)3/2
+
lnN
βω
]
. (7.67)
This concludes the upper bound.
Lower bound for FH(β,N, ω)
For 0 ≤ γ ≤ N with tr γ = N and η ∈ L1(R3) we have
F H(γ) ≥ tr[(h + vN ∗ η) γ] −
1
β
s(γ) − DN(η, η) =
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
+ µN − DN(η, η) (7.68)
+
1
β
S
(
γ, γGη
)
for any µ such that h + vN ∗ η − µ > 0. The bosonic relative entropy S is defined in (6.2) and
γGη =
1
eβ(h+vN∗η−µ) − 1 . (7.69)
We denote
µ˜N = E
H(N0) +
N0
2
∫
R3
∣∣∣φN0(x)∣∣∣2 vN(x − y) ∣∣∣φN0 (y)∣∣∣2 dx (7.70)
and choose η(x) = N0|φN0(x)|2 as well as µ = µ˜N + µ0 with µ0 in (7.66). Note that with this choice we have
inf spec (h + vN ∗ η − µ) = inf spec (h − µ0) = β−1 ln(1 + N−10 ).
Pick M ∈ N such that e j(h) − µ ≥ ω for j > M, where e j(A) denotes the j-th eigenvalue of the operator
A in increasing order. Note that M can be chosen independently of N ≥ 1 and βω & N−1/3 because µ˜N ≤
2EH(N0) . ω. Hence ∑
j<M
ln
(
1 − e−β(e j(h+vN∗η)−µ)
)
& − lnN, (7.71)
which implies that
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
≥ 1
β
∑
j≥M
ln
(
1 − e−β(e j(h)−µ)
)
− const. lnN
β
. (7.72)
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Using the concavity of the function x 7→ ln(1 − e−x) we see that
∑
j≥M
ln
(
1 − e−β(e j(h)−µ˜N−µ0)
)
≥
∑
j≥0
ln
(
1 − e−β(e j(h)−µ0)
)
−
∑
j≥M
βµ˜N
eβ(e j(h)−µ˜N−µ0) − 1
. (7.73)
A similar argument based on the concavity of x 7→ −1/(ex − 1) and µ˜N ≤ 2EH(N0) . ω implies
−
∑
j≥M
µ˜N
eβ(e j(h)−µ˜N−µ0) − 1
≥ −
∑
j≥M
µ˜N
eβ(e j(h)−µ0) − 1
− const. ω
(βω)2
. (7.74)
In combination, (7.72)–(7.74) show that
1
β
tr
[
ln
(
1 − e−β(h+vN∗η−µ)
)]
≥ 1
β
tr
[
ln
(
1 − e−β(h−µ0)
)]
− (N − N0)µ˜N − const.
(
lnN
β
+
ω
(βω)2
)
, (7.75)
and hence (7.68) yields
F H(γ) ≥ F0(β,N, ω) + N0EH(N0) + 1
β
S
(
γ, γGη
)
− const. ω
(
lnN
βω
+
1
(βω)2
)
. (7.76)
Together with (7.67) this proves (7.7).
Asymptotics of the 1-pdm of approximate minimizers of the Hartree free energy functional
Let γN be an approximate minimizer of F H in the sense that (7.8) holds. Using (7.76), we see that its 1-pdm
γN obeys
S
(
γN , γ
G
η
)
. βω
(
N2/3 + δ
)
. (7.77)
The same arguments as in Section 6.1 then imply (7.9). We note that the spectral gap estimate in Lemma (7.2)
is needed during this analysis. This concludes the proof of Lemma 7.1.
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