We describe the construction of the QDOT survey, which is publicly available from an anonymous FTP account. The catalogue consists of infrared properties and redshifts of an all-sky sample of 2387 IRAS galaxies brighter than the IRAS PSC 60-mm completeness limit S 60 . 0X6 Jy, sparsely sampled at a rate of one-in-six. At jbj . 108, after removing a small number of Galactic sources, the redshift completeness is better than 98 per cent (2086/2127). New redshifts for 1401 IRAS sources were obtained to complete the catalogue; the measurement and reduction of these are described, and the new redshifts tabulated here. We also tabulate all sources at jbj . 108 with no redshift so far, and sources with conflicting alternative redshifts either from our own work, or from published velocities. A list of 95 ultraluminous galaxies (i.e. with L 60 mm . 10 12 L ( ) is also provided. Of these, ,20 per cent are AGN of some kind; the broad-line objects typically show strong Fe ii emission. Since the publication of the first QDOT papers, there have been several hundred velocity changes: some velocities are new, some QDOT velocities have been replaced by more accurate values, and some errors have been corrected.
A B S T R A C T
We describe the construction of the QDOT survey, which is publicly available from an anonymous FTP account. The catalogue consists of infrared properties and redshifts of an all-sky sample of 2387 IRAS galaxies brighter than the IRAS PSC 60-mm completeness limit S 60 . 0X6 Jy, sparsely sampled at a rate of one-in-six. At jbj . 108, after removing a small number of Galactic sources, the redshift completeness is better than 98 per cent (2086/2127). New redshifts for 1401 IRAS sources were obtained to complete the catalogue; the measurement and reduction of these are described, and the new redshifts tabulated here. We also tabulate all sources at jbj . 108 with no redshift so far, and sources with conflicting alternative redshifts either from our own work, or from published velocities. A list of 95 ultraluminous galaxies (i.e. with L 60 mm . 10 12 L ( ) is also provided. Of these, ,20 per cent are AGN of some kind; the broad-line objects typically show strong Fe ii emission. Since the publication of the first QDOT papers, there have been several hundred velocity changes: some velocities are new, some QDOT velocities have been replaced by more accurate values, and some errors have been corrected.
We also present a new analysis of the accuracy and linearity of IRAS 60-mm fluxes. We find that the flux uncertainties are well described by a combination of 0.05-Jy fixed size uncertainty and 8 per cent fractional uncertainty. This is not enough to cause the large Malmquist-type errors in the rate of evolution postulated by Fisher et al. We do, however, find marginal evidence for non-linearity in the PSC 60-mm flux scale, in the sense that faint sources may have fluxes overestimated by about 5 per cent compared with bright sources.
We update some of the previous scientific analyses to assess the changes. The main new results are as follows. (1) The luminosity function is very well determined overall but is uncertain by a factor of several at the very highest luminosities L 60 mm . 5 Â 10 12 L ( , as this is where the remaining unidentified objects are almost certainly concentrated. (2) The best-fitting rate of evolution is somewhat lower than our previous estimate; expressed as pure density evolution with density varying as 1 1 z p , we find p 5X6^2X3. Making a rough correction for the possible (but very uncertain) non-linearity of fluxes, we find p 4X5^2X3. (3) The dipole amplitude decreases a little, and the implied value of the density parameter, assuming that IRAS galaxies trace the mass, is V 0X910X45Y 20X25. (4) Finally, the estimate of density variance on large scales changes negligibly, still indicating a significant discrepancy from the predictions of simple cold dark matter cosmogonies.
I N T R O D U C T I O N
This paper describes an all-sky redshift survey of IRAS galaxies, principally aimed at producing the first reliable quantification of the large-scale distribution of galaxies on scales greater than 10 h 21 Mpc. Originally the project was known by the acronym QCD', as the collaborators involved came from research groups at Queen Mary College, Cambridge and Durham. , for example, use this acronym when discussing early results from the survey.] As several members of the collaboration subsequently moved (and one institution changed its name), our project became known by the acronym`QDOT' (Queen Mary and Westfield College, Durham, Oxford and Toronto). Since then, further movements of the collaborators have taken place, but the name QDOT is now thankfully frozen. Several papers by the current authors have already reported scientific results from the survey. The luminosity function has been given by Saunders et al. (1990) . The local gravity field and the predicted velocity field have been mapped and compared both with the Local Group motion and with the peculiar velocities of a large sample of nearby galaxies, in order to constrain the value of V (Rowan- Robinson et al. 1990; Kaiser et al. 1991; Taylor & Rowan-Robinson 1994) . The statistical behaviour, detailed cosmography and topology of structures in the galaxy distribution on a scale of 300 h 21 Mpc have been studied by Efstathiou et al. (1990) , Saunders et al. (1991) and Moore et al. (1992 Moore et al. ( , 1994 . Very strong evolution has been found in the sample by Saunders et al. (1990) . Since these papers, further work by other authors has been carried out, using a privately supplied copy of the QDOT catalogue (e.g. Martinez & Coles 1994; Cole, Fisher & Weinberg 1995; Hamilton 1993) . With the publication of this paper, the data set becomes officially publicly available, as explained in Section 11.
We first outline our general approach, then describe the selection of the sample in Section 2. In Section 3 we present a new analysis of the reliability of 60-mm fluxes. In Section 4 we discuss the spectroscopic observations used to measure redshifts, the accuracy of our velocities, and the level of redshift completeness of the catalogue. In Section 5 we discuss the redshift distribution and selection function. In Section 6 we list ultraluminous galaxies found, and discuss their spectroscopic nature. Then, in Sections 7±10 we present updated scientific results and discussion. This is required as, since publication of the original scientific papers based on the QDOT data, there have been several hundred updates of various kinds. We discuss in turn the evolution of IRAS galaxies, the luminosity function, the dipole and large-scale structure.
IRAS galaxies as tracers of the large-scale distribution of matter
There are several reasons why samples of galaxies drawn from IRAS catalogues are of great importance cosmologically. (i) The IRAS survey is complete and uniformly calibrated over a very large fraction of the sky, and an exclusion mask can be objectively defined. Many studies require 4p coverage, for example comparison of the Local Group motion with the dipole moment of surrounding galaxies. (ii) There is no extinction problem, which for optically selected galaxies can lead an artificial variation in surface density around the sky. Furthermore, galaxies can be selected objectively very close to the Galactic plane. (iii) IRAS samples are deep compared with other large-area surveys, with a median depth of 100 h 21 Mpc (Lawrence et al. 1986 ). This allows measurement of the statistics of galaxy clustering on scales larger than 10 Mpc. Also, this depth is necessary for dynamical studies, since the matter dipole converges on a scale of ,100 h 21 Mpc or more Strauss et al. 1992b) . (iv) IRAS galaxies, mostly spirals, sample the matter distribution with a different bias from traditionally optically selected samples. It is not obvious which method may be closest to the mass distribution. (v) Dynamical studies using various IRAS catalogues have found the combination b V 0X6 ab, where b is the linear biasing factor relating galaxy fluctuations to matter fluctuations, to be in the range 0.5 to 1.0, and mostly around b 0X8. These studies have used both the surface brightness dipole (Yahil, Walker & RowanRobinson 1986; Meiksin & Davis 1986; Rowan-Robinson et al. 1991a; Scharf et al. 1992 ) and the 3D galaxy distribution from redshift surveys Strauss et al. 1992b ) to compare with Local Group motion, and have also used the 3D galaxy distribution to compare with estimated peculiar velocities of a large sample of other galaxies (Kaiser et al. 1991; Dekel et al. 1993; Fisher et al. 1994a,b,c; Nusser & Davis 1994; Roth 1994; Davis, Nusser & Willick 1996) . A comparable study using the surface dipole of optically selected galaxies (Lahav, Lynden-Bell & Rowan-Robinson 1988) 
Of course IRAS samples lean strongly towards galaxies with strong star formation, and one might worry that this property could bias the sample. In fact, the integral over the observed infrared and optical luminosity functions shows that the total luminosity density in far-infrared radiation is about one-third that of the optical luminosity density . On average, then, far-Infrared radiation is a major component of the cosmic light distribution. In more detail, the physical nature of galaxies in the IRAS catalogue varies with distance. Up to roughly 50 h 21 Mpc, IRAS galaxies are simply normal spirals, as an object with L60 10 can be seen this far. [Here we use L60 to mean log 10 nL n aL ( ) evaluated at 60 mm assuming H 0 50 km s 21 Mpc 21 .] Up to 150 h 21 Mpc, 1 we can see objects with L60 11, which are at the tail end of the luminosity distribution for normal spirals, and are, for example, no more likely than optically selected galaxies to be in interacting pairs Sanders et al. 1988; Leech et al. 1994) . At larger distances, however, IRAS galaxies are mostly very luminous starbursts, and occur very frequently in interacting pairs. One might then worry that the density of pairs, n pr , is proportional to the square of the local galaxy density n 2 gal rather than n gal . The final resulting bias is not immediately clear, and is a problem worthy of further attention.
Past and present IRAS redshift surveys
The first IRAS galaxy redshift surveys were of a few hundred galaxies, either deep but small-area (Lawrence et al. 1986 ) or large-area and shallow (Soifer et al. 1986 ). Other small surveys include Smith et al. (1987) ; Strauss & Huchra (1988) ; Vader & Simon (1987a,b) and Allen et al. (1991) . Following this, two separate groups undertook all-sky surveys, to realize the obvious potential for cosmological studies. The first such all-sky survey is the QDOT project described in this paper. The basic philosophy was to use random sampling, but to go to the full depth of the Point Source Catalog (PSC) (0.6 Jy at 60-mm). The second sky-survey project began as the`2-Jy survey'. [The sample selection and the data are presented in Strauss et al. (1990 Strauss et al. ( , 1992c ; main scientific results can be found in Yahil et al. (1991) ; ; Dekel et al. (1993) ; Strauss et al. (1992a); Fisher et al. (1993) .] Subsequently the same team extended the project to a depth of 1.2 Jy. The sample is described in Fisher et al. (1995) , and key scientific results in Fisher et al. (1992 Fisher et al. ( , 1993 Fisher et al. ( , 1994a , Strauss et al. (1992b) , Nusser & Davis (1994) ; Davis, Nusser & Willick (1996) .
The ultimate IRAS all-sky survey is being undertaken by some of the current authors together with other collaborators, measuring redshifts for a fully sampled survey of ,15 000 IRAS galaxies down to S 60 . 0X6 Jy, the completeness limit of the PSC. This is known as the`PSC-z' survey (Saunders et al. 1995) .
Some of the present authors and other collaborators have taken a rather different approach, going several times deeper over a limited area using sources selected from the Faint Source Catalog. (This collaboration has been referred to by the acronym`QCCOD' but is now known as`FSS-z'.) In two related projects, there are samples totalling ,3728 IRAS galaxies over 1310 deg.
2 to a flux limit S 60 . 0X2 Jy. This survey aims principally at studying galaxy evolution and large-scale structure. Results on large-scale structure are presented in Oliver et al. (1996) , where the survey is described, and results on evolution are in Oliver (1993) . The most spectacular early result was the discovery of the hyperluminous z 2X286 galaxy IRAS F1021414724 (Rowan-Robinson et al. 1991b) , which has since become a minor industry of its own.
Finally, during the course of the QDOT observations, we collected redshifts for three other fully sampled small areas, giving an extra sample of around ,1000 galaxies. These have been subsumed into the PSC-z project.
C O N S T R U C T I O N O F T H E Q D O T S A M P L E
The QDOT sample is essentially a one-in-six selection of galaxies from the`QIGC' sample of Rowan-Robinson et al. (1991a) , which itself was selected from the IRAS PSC. In this section we summarize the construction of the QIGC, and explain precisely how the one-in-six selection was made for the QDOT project. In this paper we do not tabulate the resulting QDOT sample itself. A machine-readable version is available, as explained in Section 11.
Construction of the 2D parent catalogue (QIGC)
The basic source catalogue is Version 2 of the IRAS PSC. We wish to select from the sources that we believe to be galaxies, and objectively exclude areas of sky where we believe such a sample may not be reliable for some reason. The catalogue we have used is that of Rowan-Robinson et al. (1991a) , the`QMW IRAS Galaxy Catalogue' (`QIGC'). Selection procedures are described in detail in that paper. Here we summarize the main features: (i) define a sky-mask outside which source selection should be reliable; (ii) select at 60 mm; (iii) exclude (by colour selection) objects that are too hot (stars and planetary nebulae); (iv) exclude objects that are too cool (cirrus clumps) unless identified with a catalogued galaxy. (Essentially all cold galaxies in the PSC are lowluminosity and so nearby.)
The sky-mask is defined by dividing the sky into 18 Â 18 ecliptic bins, and listing those not considered, either because of a coverage gap, i.e. HCON , 2 (3 per cent of the sky), or because of high source density, i.e. HSD ± 0 (another 15 per cent of the sky). There is no explicit latitude/longitude mask, and no cirrus mask. However, of course such a mask mostly excludes the Galactic plane, and bad cirrus regions in general. Note, however, that the anti-Centre region has plenty of unmasked sky: in 1208 , l , 2408Y jbj , 58 only 52 per cent of the sky is masked. The total unmasked area is 10.28 sr, 81.8 per cent of the sky. The mask is effectively defined by software, which is publicly available (see Section 11). The mask is shown in Fig. 1 , together with the location of the QDOT sources.
Fluxes are intended to represent integrated values. Mostly the PSC flux is used, except as follows. For galaxies appearing in the Large Galaxy Catalog (LGC, Rice et al. 1988) , we have used the LGC fluxes. All sources appearing in the Small Scale Structure Catalog (SSSC), or flagged in PSC as extended, q 1999 RAS, MNRAS 308, 897±927 Figure 1 . The distribution of QDOT sources on the sky, and the sky-mask used. The plot is an equal-area Aitoff projection, in Galactic coordinates with the anti-Centre at the centre of the plot. The symbol size for each source is proportional to the log of one over the recession velocity of the source.
Downloaded from https://academic.oup.com/mnras/article-abstract/308/4/897/1030114 by guest on 03 January 2019 confused, or having poor correlation with the point source template, were co-added or addscanned. Associations and redshifts in the catalogue are based on crosscorrelation with optical catalogs using a 2-arcmin search radius. Multiple candidate identifications are settled on the basis of nearest/brightest/largest/latest, in that order. Approximately 50 of these catalogue associations are expected to be spurious. Redshifts come from: (i) cross-correlation with the Huchra redshift catalogue, 1990 version, supplemented by a literature search, and by private communications from various colleagues; (ii) our own IRAS redshift surveys and associated work (this paper; Leech et al. 1988 ); (iii) other IRAS redshift surveys. Where several velocities are available, the most accurate is used. We are particularly grateful to John Huchra, Michael Strauss, David Allen, Ray Wollstonecroft and Quentin Parker for a generous supply of unpublished redshifts.
The QIGC catalogue has 17 664 sources in total. Source counts suggest the catalogue is complete to S 60 $ 0X6 Jy, which is 14 463 sources. In the publication (publicly available) version of QIGC, 8738 sources have redshifts. Based on the QDOT n(z), we believe that velocities should be at least 80 per cent complete within 5000 km s 21 .
2.2 Selection of the one-in-six subset (QDOT) Kaiser (1986) showed that random sampling of a flux-limited catalogue is the most efficient way to estimate certain statistical quantities related to the galaxy distribution, e.g. the autocorrelation function. Such flux-limited catalogues are of course already increasingly dilute samples of the whole luminosity function with increasing distance. The problem is that the optimum sampling rate depends on the scale to be measured, and the variance on that scale. In the end, our chosen rate of one in every six was a compromise between a rough estimate of the optimum rate, and the size of total sample that we thought we could achieve, given the basic desire to use the full depth of the QIGC. Simulations showed that this would provide at least interesting limits on clustering on scales in the range 10 to 50 h 21 Mpc. In principle, then, the QDOT sample is simply a one-in-six random selection of sources in the QIGC with S 60 . 0X6 Jy. However, there are some historical complications, partly because it was not clear at first that we would gain the necessary observing time for an all-sky survey, so that selection was in several stages and sky areas, summarized in Table 1 .
(1) For the observing run in 1986 June (see Table 2 ), a list was selected from the QIGC version of the time over all of jbj . 208, but only some of that sky area was completed. A subsequent run in 1987 January was completely rained out.
(2) When we were fortunate enough to be awarded one of the month-long William Herschel Telescope (WHT)`commissioning slots' in 1987 December, the project was more or less started anew. First, as we knew that Davis et al. intended collecting redshifts for all IRAS galaxies above 2 Jy, we selected sources only between 0.6 and 2 Jy. Next, primarily for later observing purposes, we divided the sky into`Q-sectors', as follows. The sky was first divided into latitude bands in Galactic coordinates, .608, 408 to 608, 208 to 408, 108 to 208, 2108 to 108 and so on. Each band was then divided into six longitude bins. Q1 is b . 608Y l 08 to 608, Q7 is b 408 to 608, l 08 to 608, and so on. Next we selected only Dec. .2 308, as at that time we still had no guarantee of Southern observing time. The one-in-six selection was then performed in several large groups as listed in Table 1 , in the following manner. (i) Sources were numbered 1 to T in RA order, where T is the total number of sources in that group. (ii) The number of objects to be picked, N, was chosen to be the nearest integer to T/6. (iii) A random number between 1 and T was generated N times. (iv) In areas covering the`old one-in-six', the required number was filled up first with objects from the old survey in random order, and any further objects needed selected at random. In 1995, an error in this`filling up' process came to our attention. In sectors Q12, Q7 and Q8, the required number of objects totalled 137, whereas the`old one-in-six' contained 144 sources. In these sectors, then, we should have removed seven sources, but neglected to do so. If any subsequent investigators feel that this matters significantly, we recommend removing seven sources selected at random from the region b 408 2 608, l 3008 2 1208.
(3) Finally, when we were successful in obtaining Angloq 1999 RAS, MNRAS 308, 897±927 Australian Telescope (AAT) time, we selected a one-in-six sample from all the sky at DecX , 2308. This overall selection procedure resulted in a final list of 2387 sources. An all-sky plot of the final resulting sources, together with the sky-mask, is presented in Fig. 1 . There is a further important subtlety concerning the fluxes of QDOT sources. Selection of the QDOT sample was performed on an earlier version of the QIGC, before the addscanning described in Section 2 was done; since then 185 fluxes have changed. These cases are all very nearby galaxies, of course, and mostly showed an increase in flux (see Fig. 2 ). However, some decreases occurred: there are six sources that have dropped below 0.6 Jy, and so would not be in the QDOT sample if it were re-selected from the final QIGC. These sources are listed in Table 3 . On the other hand, a selection from the entire final published version of QIGC would have led to 2410 sources rather than 2387.
R E L I A B I L I T Y O F F L U X E S
It is important to know how reliable the 60-mm fluxes that we have used are. This question has been addressed in the IRAS Explanatory Supplement, of course, but it has become of particular interest in the estimation of the evolutionary rate of IRAS galaxies (as discussed in Section 7), which is sensitive to quite subtle errors at the lowest fluxes (Fisher et al. 1992 ). Here we address two particular contentious issues ± one is the relative contribution of fixed-size and fractional errors, and the other is the linearity or otherwise of fluxes.
Fractional versus absolute errors
The Explanatory Supplement analysis concluded that flux errors are of the order of 10 per cent of flux. Fisher et al. (1992) pointed out that a flux error of fixed size could potentially produce severe Malmquist bias, as this would dominate at low fluxes. To address this particular problem, we assume that the net error on the 60-mm flux S 60 is made of two parts. The fractional error is proportional to the flux: s f KS 60 . The absolute error is s a . By`absolute error' we mean a random error of fixed size, not a systematic error. Our approach to estimate these errors is to select objects believed to be stellar photospheres, with known S 60 aS 12 ratio, and then to look at the scatter in this ratio as a function of S 12 , on the assumption that the error in S 12 is negligible.
Construction of the two-colour diagram S 60 aS 25 versus S 12 aS 25 shows a distinct cluster of data points corresponding to stellar photosphere sources; a sample almost entirely dominated by stellar photosphere sources can be generated by selecting objects detected in both the 12-and 25-mm bands, and with logS 12 aS 25 . 0X5. Fig. 3 shows the resulting S 60 aS 12 distribution as a function of S 12 , including sources with upper limits at 60 mm. The predicted colour for a 5000-K blackbody is logS 60 aS 12 21X39 (Explanatory Supplement VI.C.6). Note that the IRAS calibration studies found photospheric colours to vary little with effective temperature or surface gravity. Any absolute error in S 60 should show itself by the scatter in Fig. 3 increasing towards low q 1999 RAS, MNRAS 308, 897±927 ²Various exposures made during FSS-z survey runs (see Oliver et al. 1996) .`Ref' is used to indicate data origin in machine-readable catalogue. values of S 12 . However, throughout the diagram there is a tail of long-wavelength excess sources.
Our procedure is then to model the distribution of r logS 60 aS 12 as a Gaussian with variance s r . Assuming s 2 60 s 2 f 1 s 2 a we then find that s 2 r log e 2 K 2 1 s a aS 60 2 . Finally, of course, S 60 is a function of r and S 12 . We end up then by considering the distribution of points in the (r, S 12 ) plane, and finding the values of r Å, K and s a that give the maximum likelihood solution to the data set. The data set is first trimmed by using only those sources with 12-mm flux above some S 12 min (below which the sources with only upper limits at 60 mm start to dominate) and with colour warmer than r max (to exclude non-photospheric sources). The results are fairly insensitive to S 12min and r max for values in a sensible range 5 , S 12min , 20 JyY and 21X4 , r max , 21X3. Adopting S 12min 10 Jy and r max 21X35, we have 491 sources for the fit (13 with upper limits), find an q 1999 RAS, MNRAS 308, 897±927 Notes: (1)`dull' means that the optical spectrum taken showed no features; (2)`cirr' refers to the CIRR3 flag from the IRAS PSC; (3)`CC' refers to the correlation coefficient code from the IRAS PSC.
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On the face of it, then, the fractional error is of the order of 10 per cent, as found by different methods in the Explanatory Supplement. On the other hand, we have a highly significant detection of an absolute error of 0.049 Jy, which becomes comparable to the fractional error at S 60 , 0X45 Jy. The estimate of K is actually an upper limit, as we have assumed that errors in S 60 are the only source of scatter in r. In reality, there will be some scatter in the intrinsic colours of stars, and there will be some error in S 12 . The Explanatory Supplement quotes the fractional error on S 12 for bright stars as being 6 per cent; further estimating crudely the expected intrinsic scatter in colours for known bright stars, we estimate very roughly that the true fractional error in 60-mm fluxes is roughly 8 per cent.
Non-linearity of fluxes
Using the same analysis, we can check for non-linearities in the PSC flux scale, by allowing the mean colour r Å to vary with S 12 . We replace r Å above with r 0 1 g logS 12 a1 Jy and find the maximum likelihood solution for r 0 , g, K and s a , for given S 12min and r max as before. The maximum likelihood solution is again only weakly dependent on S 12min , but we need to have r max high enough to make sure that we have included the bulk of the distribution at all values of S 12 . For S 12min 10 Jy and r max 21X3 we get
Thus we have a 3s detection of non-linearity. This is apparently very significant, but of course the systematic problems owing to the trimming of non-photospheric sources are more worrying here, so this result cannot be seen as conclusive. Taken at face value, the value of g found corresponds to a 4.5 per cent systematic change over a factor of 10 in 60-mm flux. This sounds very small, but could be important in some circumstances. The effects of the estimated non-linearity and absolute error on evolutionary estimates are discussed in Section 7.
T H E R E D S H I F T S U RV E Y O F T H E Q D O T S A M P L E
Here we describe the identification of optical counterparts, the spectroscopic measurements made to measure redshifts, the accuracy of the resulting velocities, and the redshift completeness of the survey. We tabulate all new redshift measurements made in order to complete the catalogue.
Identification of optical candidates
The associations and redshifts taken from the QIGC parent catalogue were assumed to be correct. For sources with no redshift, optical counterparts were manually identified on Sky Survey plates, using astrometric finder stars on transparent overlays. The accuracy of this process we found to be of the order of 30 arcsec. In fact real-time identification on the acquisition TV systems of the various telescopes that we used was usually more accurate: the AAT and WHT have 3-arcsec pointing, and the Isaac Newton Telescope (INT) has 10-arcsec pointing. The IRAS error ellipses have 1s , 15 arcsec on average. Most QDOT sources are identified with galaxies brighter than m , 17, which have a space density of around 0.003 per square arcminute ± so the correct identification is rarely in doubt. The most frequent kind of ambiguity was the presence of more than one galaxy, but in almost all these cases they had the same redshift. From known galaxy counts, and the overall magnitude distribution of IRAS galaxies, one can estimate the fraction of cases where a bright line-of-sight galaxy is mistakenly taken to be the counterpart, when the true counterpart is actually a fainter galaxy ± see Lawrence et al. (1986) . Roughly, we expect such a coincidence in about 0.5 per cent of cases. In other words, there may be in the QDOT sample roughly 10 faint IRAS galaxies that we have mistakenly mis-identified in this way. In fact, there are probably fewer ± we are aware of some cases where a bright galaxy failed to show the usual expected strong Ha emission line, and so we examined another fainter object, which did indeed clearly have strong Ha and so was taken to be the correct identification.
It has to be remembered that the QDOT project was very much of a statistical nature, and streamlined to be only this. We therefore have minimal information on optical counterparts and spectroscopic types, and are not publishing finding charts or individual spectra. Persons interested in particular objects are welcome to contact us.
Redshift measurement
Details of observing runs are given in Table 2 . Lists of sources requiring redshifts were grouped by Q-sector. The basic idea was to complete the sectors one at a time in order to maximize continuing completeness, but of course, in order to have objects to observe at a large range of RAs, we typically had several sectors open' on any one night. For most observing runs, we had made polaroid finding charts, but in nearly all cases these were not q 1999 RAS, MNRAS 308, 897±927 necessary as the correct counterpart was obvious on the telescope acquisition TV; occasionally there was more than one possible galaxy counterpart, but in nearly all these cases the redshift found was the same within our errors. In these cases, we do not need to know, for the purposes of the QDOT project, which galaxy actually is the IRAS source. Cases where alternative redshifts did not agree are listed in Table 4 . For the 1987 December WHT run, we took no finding charts. In ambiguous cases, we consulted Sky Survey plates the following afternoon. We also kept sketches of the TV field. A variety of UK telescopes and instruments were employed, but in nearly all cases we used high-throughput, low-resolution (,15-20 A Ê ), fixed-format, red-sensitive Faint Object Spectrographs (FOS), all based on the Wynne collimatorless design (Wynne 1982; Breare et al. 1987; Allington-Smith et al. 1989 ). However, for part of the 1986 June INT observing run, because of temporary instrument failure, a number of spectra were taken with the bluesensitive IDS spectrograph and IPCS detector. This had rather lower quantum efficiency but much better spectral resolution (see discussion below). The slit width used varied with sky brightness and seeing conditions, but was mostly around ,1.5 arsec. In some cases we have long-slit data, but in most cases slit length was limited by use of a Dekker to 25 arcsec. This still gave plenty of sky to use for sky-subtraction. Arcs and flat-fields were taken only at the beginning and end of each night, as the spectrographs used are all very stable; any error from this is certainly much less than our overall velocity error.
Exposure times were cut as short as possible, the general aim being to detect Ha and S ii 6724 A Ê and little else. For the WHT and AAT runs, most exposures were 100 s, with a maximum of 1000 s. At maximum efficiency, we were collecting redshifts for approximately 10 IRAS sources per hour. A quick data reduction including wavelength calibration was performed in real time, as it was essential to decide immediately whether we had secured a convincing redshift.
For the 1986 June run, data were reduced using figaro on Starlink. Redshifts were measured by manual identification of line centroid. For the (higher resolution) IPCS data, all lines used were well resolved. For the FOS data, Ha and N ii were unresolved. By comparing the difference between redshifts measured from S ii and`Ha ', we deduced an effective blend wavelength for Ha /N ii of 6570 A Ê . (The S ii doublet was also unresolved, of course, and was taken to be at an effective wavelength of 6724 A Ê ; the possible variation of this effective wavelength with ionized gas density was ignored.) Of course, the true effective wavelength of the Ha blend will vary from object to object, depending on the Ha /N ii ratio. The effective wavelength found is about right for Ha , 2 Â N ii, probably reflecting a mixture of H ii region-like spectra with Ha , 3 Â N ii, and LINER-like objects with Ha , N ii. At one extreme, an object with negligible N ii will have had its velocity overestimated by ,300 km s
21
. At the other extreme, an object with negligible Ha will have had its velocity underestimated by , 600 km s
. However, these extremes are unlikely, and in nearly all cases we have additional information from the S ii line. Overall, we may guess that this problem contributes an average velocity error of around 1±200 km s
. For all later runs, data reduction was undertaken using automated software written by one of us (IRP). The largest peak q 1999 RAS, MNRAS 308, 897±927 was assumed to be Ha , and other lines were then searched for to confirm and improve the redshift. For these later data, resolution was a little better, with N ii just short of being resolved from Ha ; as the various FOS detectors are poorly sampled (,2 pixels per FWHM resolution element), the result depended very much on placement of the lines with respect to pixel boundaries. In some cases, N ii is clearly separated from Ha , and in other cases it is seen as a shoulder. In the first instance, then, the line seen was assumed to be dominated by Ha and the wavelength estimated by a Gaussian fit to the top third of the line. The output from the automated process was inspected briefly in each case. In a small number of cases the automated software had taken a cosmic ray to be Ha ; in many others, we judged that N ii was important and fitted an effective wavelength to the blended line.
Finally, the resulting log of observed velocities was merged with the QDOT catalogue. Table 5 lists all new velocities for QDOT IRAS sources taken during our observing runs (1401 objects).
Accuracy of velocities
Published scientific analyses of the QDOT data have so far used the catalogue as it was completed in 1990. Since then some errors have come to light. None of these badly affects the published results (see later sections). First, for data from the 1988 August AAT observing run, the automated software was mistakenly applied with an incorrect wavelength calibration, resulting in velocities too large by 2800 km s
21
. In the eventual 1990 catalogue, 211 sources relied on these observations for their velocity entry. We are grateful to Dr A. Hamilton, who first spotted some discrepancies that led us to discover the source of error. The overall effect then was an average ,20 per cent error on ,10 per cent of the redshifts.
Next, we have made a more scrupulous quality check of identifications and spectra for (i) all objects with z . 0X1, and (ii) all objects with L60 . 12, because these were in the most danger of being incorrect, and have the most influence on estimates of evolution and the bright end of the luminosity function. A small number of definite mistakes were found, such as cases where a cosmic ray produced spike was mistaken for an emission line, but more frequently the claimed emission lines were not completely convincing. Because of the importance of these objects, we have chosen to delete such marginal redshifts. Some of the better cases are listed in Tables 7 and 9 (later) as`further possible ultraluminous galaxies'. The results varied strikingly with increasing redshift. At z 0X1±0X2, the number of rejections was 7 per cent (16/215); at z 0X2±0X3, 12 per cent (3/25); and at z . 0X3, 56 per cent (5/9). The number of serious velocity errors at z , 0X1 is likely to be very small. This is borne out by the comparison with published velocities, described next.
Although correspondence with other groups has minimized duplication, inevitably some non-QDOT velocities have been measured for cases where we also measured a velocity.
Comparison with the 1993 version of QIGC yielded 279 duplications. Fig. 4 compares QDOT and other velocities. From the top panel, it can be seen that there is a reasonably tight overall correlation, with no sign of zero-point offset or non-linearity, plus a small number of seriously discrepant points. We examined each of the 10 cases with velocities differing by more than 900 km s 21 . Details are listed in Table 6 . These are certainly not cases where our own spectrum is weak or ambiguous; in almost all cases there is strong Ha emission, strongly suggesting that we did observe the galaxy that was the source of infrared emission. As the non-QDOT redshift associations have been obtained with a rather large search radius, it is likely that, in most of these cases, the conflicting redshifts do not refer to the same object, and so we should prefer our own redshift. For 1025181110158, for example, this clearly is the case ± we saw two galaxies in the field, for one of which we get a velocity in agreement with the Huchra redshift catalogue (Huchra 1989), but this is not the IRAS source, as the other galaxy had lines of much larger equivalent width. This is also an example of the expected rare cases of the correct identification being a faint galaxy behind a bright one.
The lower panel of Fig. 4 shows the distribution of the difference between QDOT and other velocities after removing the 10 discrepant cases. For objects measured with the IPCS, the mean difference is 216 km s 21 with a dispersion of 100 km s
. For all other observing runs lumped together, we find a mean difference of 215 km s 21 with a dispersion of 253 km s
. Overall, then, this exercise seems to indicate that QDOT velocities are accurate to within ,^250 km s 21 , that they have no systematic offset, and that there are very few errors, except at high redshift, where we have now cautiously removed marginal cases.
Redshift completeness and unidentified sources
We next examined all sources remaining with no redshift information. The percentage of these was clearly larger at jbj 108 to 258 then it was at higher latitudes, so we list the results separately for these areas. Results are in Table 3 (Galactic sources), Table 7 (galaxies with no redshift), and be cirrus clumps rather than real sources ± evidence for this was high values of the PSC CIRR flags, and/or structured irregularities in the stellar distribution on the Sky Survey plates, suggesting dark clouds. Secondly, a number of objects, despite our efforts to exclude planetary nebulae etc. by colour, seem to be genuine IRAS sources, but located within our own Galaxy. This was concluded either from the presence of zero-redshift emission lines, or simply from the presence of a very bright star consistent with the IRAS position, which is very unlikely to happen by chance. Both cirrus and Galactic sources are strongly concentrated to lower latitudes. Table 3 lists all such objects, recommended for removal, plus objects for which the revised flux has dropped below 0.6 Jy, although it is not at all clear whether these should be removed. Table 7 lists the genuine remaining cases of presumably extragalactic IRAS sources with no redshift information. Some of q 1999 RAS, MNRAS 308, 897±927 (Rowan-Robinson et al. 1991a ), but are also given explicitly in this paper.
these are`ordinary' sources, with a fairly bright galaxy identification, which we either have not got round to yet, or have found to be featureless so far. Many others, however, are identified with faint galaxies which are highly likely to be ultraluminous objects. Some of these identifications have not been attempted yet, and others have so far not yielded a result (possible redshifts are listed). Finally, a small number of fields are blank, or at least contain only faint stellar objects. Again these are of course highly likely to be objects of extreme luminosity.
The overall completion statistics are summarized in Table 8 . It can be seen that, after removal of Galactic and cirrus sources, we are better than 98 per cent complete. For many purposes, this is the relevant figure, and is of course very impressive. However, it is important to remember that nearly all the incompleteness is likely to be concentrated at high redshifts/luminosities. This is discussed further in later sections. Fig. 5 shows the redshift distribution from the final catalogue. Much structure is evident at low redshifts, but the high-redshift end declines smoothly. Notes: (1) the comment`dull' means that the optical spectrum taken showed no features; (2) the possible redshifts probably have about a 50 per cent chance of being right on average.
R E D S H I F T D I S T R I B U T I O N A N D S E L E C T I O N F U N C T I O N
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QDOT catalogue. The dashed line is a selection function based on the step-wise maximum likelihood (SWML) luminosity function solution from the work of Saunders et al. (1990) . The particular solution used was calculated in steps of 0.2 in log 10 (luminosity), and used a K-correction assuming a power-law slope of 2.0 (this is not actually tabulated in the published paper). The selection function at a given distance is then calculated by numerically integrating the luminosity function above the minimum luminosity visible at that distance. The power of the SWML method is that it is insensitive to density irregularities, assuming that there exists everywhere a luminosity function that is universal apart from its normalization. This means that the resulting selection function has had density evolution removed. The dashed line shown in Fig 5 has had density evolution re-inserted at rate 1 1 z 4 . For many purposes, one simply wants a smoothed empirical N(z), regardless of what combination of cosmological parameters, luminosity function and evolution has produced the observed shape. We have found a suitable formula which is a very good fit:
where D log 10 dad * and d va100, where v is in km s 21 , i.e. d * is a kind of characteristic distance in H 0 =100 units. The values that yield a good fit are
This gives the number of IRAS galaxies with S 60 $ 0X6 Jy at velocity v km s 21 in units of h 3 Mpc 23 . (Note that to predict the number of QDOT sources, one should divide by 6.)
The solid line in Fig. 5 shows this selection function. It is accurate to 10 per cent over a large range, and usable over the whole observed range. Given the many uncertainties, it is for most purposes as good as as anything else. We therefore recommend use of the above formula for most selection function purposes. Fig. 6 shows the local relative density field, i.e. with selection function divided out, separately for the Northern and Southern hemispheres. Although QDOT was designed primarily to give statistical results, it is worth noting that several individual cosmographic features can be clearly seen.
U LT R A L U M I N O U S G A L A X I E S
Ultraluminous galaxies (ULGs) with luminosity L60.12 are of particular interest for several reasons. Such objects are as luminous as quasars, but with a space density many times higher, depending on whether one compares densities at the same 60-mm luminosity or the same bolometric luminosity (Lawrence et al. 1986; Soifer et al. 1986 ). Much debate has centred on whether the energy source for these objects is a burst of star formation, or a hidden quasar (e.g. Sanders et al. 1988; Lawrence et al. 1989; Leech et al. 1989 Leech et al. , 1994 Sopp & Alexander 1991; Condon et al. 1991; Veilleux et al. 1995; Rigopoulou, Lawrence & RowanRobinson 1996) . Being the most distant objects in IRAS redshift surveys, these objects also dominate the measurement of evolution, and must be crucial to determining whether starburst galaxies contribute substantially to the X-ray background (cf. Griffiths & Padovani 1990; Rephaeli et al. 1991) . Of course, the dividing line at L60 12 is fairly arbitrary, but it is more or less at this line that contention begins ± at luminosities around L60 11, there is substantial agreement that nearly all objects show H ii region-like spectra, and are in interacting pairs only a little more often than optically selected galaxies are (Sanders et al. 1988; Lawrence et al. 1989; Leech et al. 1989 Leech et al. , 1994 . Note that Sanders et al. work in terms of L FIR , estimated from both 60-mm and 100-mm fluxes, and also with H 0 75. For a power-law spectrum with a 2, L FIR 1X35L 60 ; for a 1, L FIR 1X07L 60 . Table 9 lists all objects (81) from the QDOT catalogue with L60 . 12, calculated assuming H 0 50 km s 21 Mpc 23 and V 1, and using a K-correction assuming a 1. A supplementary list gives 14 further possible ULGs with marginal redshifts, and objects that would be ULGs if a 2. Nearly all of the objects listed are new ULGs. Our table increases the number of known ULGs by a factor of several. In general, very little other than colours and luminosity is known about these objects. 24 of the objects in Table 9 , along with roughly 20 others, have been studied by some of the present authors in a CCD imaging study (Leech et al. 1994 ) which concludes that 80 per cent of such objects are morphologically peculiar in some way, a figure between the previous rival claims of Sanders et al. (1988) ; Lawrence et al. (1989) .
Of particular interest is their spectroscopic type, but we must warn the reader that the available material on which to judge this is both heterogenous, depending on both published spectra and our new spectra, and mostly of low signal-to-noise ratio and heavily q 1999 RAS, MNRAS 308, 897±927 Table 9 . The default assumption must be that these are low-excitation starbursts, but of course it remains possible that some of them are high-excitation objects with line-of-sight reddening to the emission-line gas. Out of 81 ULGs, it seems that 64 (79 per cent) are starbursts, of which five (8 per cent) are of relatively high excitation; 17 (21 per cent) are AGN, of which six are type 1 and 11 are type 2. The relative numbers of type 1 and 2 AGN should be taken as only the roughest of guides ± we are insensitive to faint broad wings. The AGN fraction overall is in marked contrast to the findings of Sanders et al. (1988) , who argued that 9/10 ULGs from their 5-Jy sample were AGN of some kind, but broadly consistent with the findings of Leech et al. (1989) who found only 1/6 ULGs to be an AGN. Possibly the main reason for the discrepancy is that we are sensitive only to clear type 1/2 AGN, whereas Sanders et al. count objects with LINER-like spectra as AGN. Amongst the type 1 objects, one striking fact is that 4/6 show strong Fe ii emission compared with optically selected objects in general, and one out of the six is known to be a broad absorption-line object. Most broad absorption features are in the UV, so there may be more broad absorption-line objects amongst the sample. The already known broad absorption-line object is MKN 231, which also shows extremely strong Fe ii emission (see Boksenberg et al. 1977 , and discussion in Lawrence et al. 1988) , although owing to lack of space this is not noted in Table 9 . The strongest known Fe ii emitter is an IRAS source, 0759816508 . It was discovered during a QDOT observing run, although it is not part of the QDOT sample. (It is a member of one of the fully sampled small-area redshift surveys subsumed into PSC-z.) The apparent connection between strong infrared emission and Fe ii strength has been also been discussed by Low et al. (1989) ; Boroson & Meyers (1992) ; Lawrence et al. (1997) .
As a word of overall caution, we note that the list of ULGs is likely to be highly incomplete. At jbj . 108 we currently know of 80 ULGs, but there 34 QDOT objects that so far have no redshift and have either a faint galaxy identification, or are blank fields. A large fraction of these are likely to be ULGs; the total number could therefore be larger by as much as a factor of 1.43. Restricting to jbj . 258 the situation is a little better: there are 64 ULGS, with a further 19 possibles, so the total number could be larger by a factor of up to 1.30.
E VO L U T I O N
The claim for evolution in the IRAS galaxy population comes from two kinds of analysis ± source counts in the Faint Source Catalogue (FSC) (Lonsdale et al. 1990 ), and analysis of various q 1999 RAS, MNRAS 308, 897±927 Figure 5 . The redshift distribution for the QDOT survey, over the whole sky. The dashed line is the expected N(z) based on the z 0 luminosity function calculated by Saunders et al. (1990) , together with an assumed density evolution following (1+z) 4 (see text for details). The solid line is a smooth function with no theoretical significance which is found to be a good fit to N(z) (see text). PSC redshift surveys ). The latter included a preliminary version of the QDOT catalogue (referred to as`QCD' by Saunders et al.) ; the QDOT data clearly dominated the result on evolution. Given the substantial changes and obvious incompleteness at high redshift, this result needs to be checked. Table 10 shows VaV max calculated for various QDOT subsamples, with various applied K-corrections. The QDOT sample overall shows evidence for evolution at 2.4s . The largest VaV max is for objects with L60 . 12Y but they do not give the most significant detection, and of course are unreliable because of the high level of incompleteness. Objects with L60 . 11 show the most significant detection of evolution, and the percentage incompleteness is q 1999 RAS, MNRAS 308, 897±927 extremely small. At L60 , 11 there is no significant detection of evolution. This does not necessarily imply that such objects are evolving at a lower rate than higher luminosity objects, as they are detected only over a small range of redshifts. We can estimate the rate of evolution as follows. Assuming that any evolution present can be modelled as pure density evolution, rz r 0 1 1 z p , then we calculate density-weighted volumes 1 1 z p dV/dz, for various trial values of p, to find what range of values of p is consistent with VaV max 0X5, given that the error is 1a p 12N where N is the number of sources in the analysis. These estimates depend on the assumed colour correction. For a 1 we find that p 5X6^2X3. This result is somewhat lower than the result found by Saunders et al. (1990) , p 6X7^2X3, but larger than the value of p 2^2^1 found by Fisher et al. (1992) , although of course these values are all statistically consistent. Performing the weighted VaV max analysis on the 1990 version of QDOT, we find p 6X4^2X3, confirming that the difference is mostly in the revised catalogue, not the method of analysis. Our revised value of p 5X6 is also still slightly higher than the rate suggested by FSC source count analysis, p , 4 (Lonsdale et al. 1990) , but is consistent with the value of 5X5^1X6 found by Oliver (1993) from the FSS-z redshift survey. Fisher et al. (1992) raised the suggestion that the Saunders et al. evolution result was at least partly due to Malmquist bias. Generally speaking, errors that are a constant fraction of source flux have no net effect on VaV max , but errors of a fixed size (i.e. absolute error s a as in Section 3.1) become increasingly important as the flux limit is reached, producing a false bulge at low fluxes. Fisher et al. performed simulations assuming various values of s a . They found that the change in the naively deduced evolution exponent p was very sensitive to the assumed value of s a , and speculated that s a could be as large as 0.15 Jy, and could thus be completely responsible for the apparent evolution. However, we have shown in Section 3.1 that s a , 0X05 Jy, and that a value as large as 0.15 Jy is strongly ruled out. The simulations of Fisher et al. do not cover this range of s a , but it is fairly clear from the trend of their simulations that the effect on the observed evolution will be small, probably Dp , 0X5.
On the other hand, the possible non-linearity that we detected in Section 3.2 could be important. Very crudely, there is a 5 per cent non-linearity between bright (6 Jy) and faint (0.6 Jy) sources, leading to 7.5 per cent extra faint sources. Since the characteristic depth for detecting the evolution is z , 0X1, this seems likely to change the density of sources by approximately one power of (11z). We tried to test this effect approximately by re-scaling all the QDOT fluxes by a factor S 60 aS min 0X018 , where S min is the catalogue completeness level of 0.6 Jy, and then re-doing the V/V max analysis. For L60 . 11 and a 1 we found p 4X5^2X3X This result should not be taken too literally, as the possible non-linearity is highly uncertain, and unknown in functional form. None the less, it indicates the likely size of the effect.
Finally, we note that a recent analysis of the 1.2-Jy survey by Springel & White (1998) finds p 4X3^1X4^1, in close agreement with our final estimate, and the estimate from FSC number counts. The 1.2-Jy survey should be more or less immune from Malmquist effects, and suffer much less from non-linearity, but has fewer high-redshift objects. All the current estimates for IRAS galaxy evolution should obviously be viewed with some caution, as other yet unimagined subtle catalogue errors could make a substantial difference. It is probably safe to say that an evolution signal has been detected, but that its form and rate are very unclear.
L U M I N O S I T Y F U N C T I O N
Currently, our best estimate of the 60-mm luminosity function comes from the analysis of Saunders et al. (1990) . This was based on several samples, but a substantial fraction of the information, and most of it above L60 12, came from the 1990 epoch QDOT. Our aims in this section are to examine the changes owing to the revisions in the data set, but also to assess the current status of our knowledge of the luminosity function, and in particular its q 1999 RAS, MNRAS 308, 897±927 Strauss et al. (1992c) ; (2) Vadar & Simon (1987a,b) ; (3) Soifer et al. (1986) ; (4) Allen et al. (1991) ; (5) Sanders et al. (1988) ; (6) Strauss & Huchra (1988) ; Dey et al. (1989) ; (7) Huchra, private communication (ZCAT, and references therein); (8) Leech et al. (1994) ; (9) Spinrad et el. (1985) . Notes: (1) Fluxes are in centi-Jy. A negative sign implies an upper limit. (2) Redshifts are from this paper unless otherwise noted. (3) Luminosities are lognL n 60-mmaL ( , calculated assuming H 0 50 and V 1, and K-corrected assuming a 1. (4) Comments refer to other spectroscopic and imaging observations, and the spectroscopic type where known or clear from QDOT observations. Key: SB starburst; HX high-excitation but not Sy2, O iii , 2hb .
Downloaded from https://academic.oup.com/mnras/article-abstract/308/4/897/1030114 by guest on 03 January 2019 sensitivity to the assumed form of evolution and the K-correction, and to the incompleteness of the catalogue. We have calculated the z 0 luminosity function, fL dFadlogL, where F is the space density of objects more luminous than L, and the log is base 10, using a straightforward S1aV max technique, but using a density-evolution-weighted V max . [In other words, f(L) is corrected for various assumed rates of density evolution.] The observed luminosity distribution is shown in Fig. 7 , and the luminosity function [plotted as L 2 fL in Fig. 8 , where it is compared with the parametric solution of Saunders et al. (1990) . The curve labelled`soln 12' is the overall best solution from Saunders et al. using the merged sample; the curve labelled`soln 5' is the solution using the QDOT (1990 epoch) data alone. We have plotted L 2 f in order to`flatten' the plot; this makes it much easier to assess both the luminosity function shape, and the quality of the fit. Note that the`p 0' curve is simply a traditional 1aV max calculation.
At the very low-luminosity end, the 1aV max method substantially overestimates f because of the Local Supercluster, but this lowluminosity end does not concern us here. At the high-luminosity end, the evolution exponent assumed is of course critical. If one is using the luminosity function to calculate the selection function, for instance in order to reconstruct the density field, then the assumed evolution is not so critical as it is automatically allowed for. However, for purposes that require absolute knowledge of the luminosity function, for instance in order to compare with other classes of astrophysical object, the evolution exponent matters very much. The maximimum likelihood methods used by Saunders et al. are designed to give the correct shape for f(L) regardless of radial density variations, which of course includes the case of pure density evolution. One can then see from Fig. 8 that the revised QDOT data are consistent with a combination of the Saunders et al. (1990) luminosity function, and density evolution roughly of the order of (11z) 4 . We have also calculated a luminosity function from the 1990 QDOT catalogue, using the same 1/V max method. The lower panel of Fig. 8 shows the fractional change in result owing to the updates between 1990 and this paper. Over the range L60 9 to 12 there is a net change in f roughly of size 20 per cent. This is almost entirely due to the wavelength calibration error that previously affected the data for 211 sources; on average those objects have been taken from the peak of N(L) and shifted to slightly lower L. The net effect is equivalent to a change in logarithmic slope of f over this range of Da ,0.03. At the very highest luminosities there is a substantial drop in f because of our weeding out of suspect redshifts.
The K-correction is also vital if one wants an absolute estimate of f rather than a route to the selection function. Fig. 9 shows f calculated assuming an evolution exponent p 4 but with three different assumptions about source spectra: (i) a universal a 2, (ii) a universal a 1, and (iii) individual values of a based on the observed value of the ratio of 100-and 60-mm fluxes. The latter is not quite the same as the colour-based corrections of , who calculated single-temperature blackbody Kcorrections: we take the power-law interpolation between 100 and 60-mm which generally gives slightly larger K-corrections. As in Saunders et al., where the 100-mm flux is an upper limit only, we first calculate an approximate L60 assuming a 2, then use the 100/60 ratio typical for that luminosity, using the formula q 1999 RAS, MNRAS 308, 897±927 Saunders et al. (1990) . Finally, as noted in Section 6, objects with L60 . 12 are probably highly incomplete. Using the colour-based K-correction, there are 75 objects with L60 . 12, and 34 possible extra such objects. In the four bins above L60 12, there are actually 33, 26, 13 and 3 objects respectively. The missing objects are of course likely to be more heavily concentrated towards the top end, and so will have the most dramatic effect at the very highest luminosities. Simply as an exercise to illustrate the possible effect, we have arbitrarily divided the 34 missing objects equally amongst the top four bins. As one can see from Fig. 9 , the effect of incompleteness is easily as large as changing the assumed source spectrum from a 1 to a 2.
Our strongest conclusion is that the functional form of f(L) at high luminosity is very uncertain. Saunders et al. (1990) fitted a lognormal function, slowly curving down in the log±log plane, but we can see that, within the uncertainties arising from incompleteness, f(L) is consistent with a simple power law of slope ,2.5 for L60 . 11. In particular, it is quite consistent with the form of the quasar luminosity function: Boyle et al. (1993) quote a high-end slope of 2X4^0X1 for the X-ray luminosity function.
T H E Q D O T D I P O L E
The dipole moment of the 1990 epoch QDOT data was calculated by Rowan-Robinson et al. (1990) . There were two main results. First, an estimate of the cosmological density parameter was found to be V 0 0X7(10.3,2 0.2), assuming that IRAS galaxies trace the matter, and that the observed dipole is responsible for the Local Group motion with respect to the cosmic microwave background (CMB). Secondly, the dipole moment was found to converge at surprisingly large distances (, 100 Mpc), whereas the preliminary results from the (shallower) 2-Jy survey had suggested convergence by , 40 Mpc (Strauss & Davis et al. 1988a,b) .
To assess the changes owing to the 1993 revisions, we now re-calculate the dipole in exactly the same manner ± see section 3 of Rowan-Robinson et al. (1990) . What is actually calculated is a combination of the density parameter, the predicted vector peculiar velocity, and the linear biasing parameter,
, as a function of distance. Fig. 10 shows the growth of V p , on the assumption that b 1 and V 0 1. The right-hand vertical axis shows the deduced value of V 0 if one assumes that the velocity produced is 600 km s 21 , i.e. equal to the Local Group motion deduced from the CMB dipole. The most significant change is that the dipole is noticeably lower than the 1990 estimate at large distances. The agreement with the 2-Jy survey results is somewhat improved. The revised value of b V 0X6 0 ab is 0.94(10.26,2 0.16), or, assuming b 1, V 0 0X9(10.45,2 0.25). Table 11 tabulates the growth of the dipole, and the individual x, y, z components. As in Rowan-Robinson et al. (1990) , we have stopped the calculation at 150 h 21 Mpc. The value of b found here is somewhat larger than, but statistically consistent with, the value found by Strauss et al. (1992b) We also take the opportunity to update the analytical model of the local velocity field in terms of 12 clusters, as described in sections 4±7 of Rowan-Robinson et al. (1990) , using the revised data set. The results are summarized in Table 12 (cf. table 5 in Rowan-Robinson et al. 1990 ). The results are qualitatively similar. The most significant change is an increased amplitude (mass) for the Eridanus±Fornax cluster. The model agrees satisfactorily with the observed dipole motion of the Local Group with respect to the CMB.
0 S TAT I S T I C A L L A R G E -S C A L E S T R U C T U R E
Perhaps the most widely publicized result from the QDOT survey has been the quantitative demonstration that the amount of structure on large scales exceeds that predicted by the (1990 epoch) cosmological orthodoxy ± i.e. that the Universe is dominated by cold dark matter with V 0 1, and that the postinflation power spectrum of fluctuations that seeded structure formation was given by the Harrison±Zeldovich form. The amount of large-scale structure was calculated in several different ways by the QDOT team Saunders et al. 1990; Moore et al. 1992 ; see also Feldman, Kaiser & Peacock 1994) . In order to check the effect of the 1993 revisions, we here repeat the`counts in cells' calculation of Efstathiou et al. (1990) .
[The topological analysis of Moore et al. (1992) is essentially unchanged (Moore, private communication) .] The calculation was actually performed as part of the thesis work of Oliver (1993) . Here we are applying precisely the same technique as used by Efstathiou et al. (1990) , to see the effects of the catalogue revisions. Below we discuss other improved analyses of the same data set.
The calculation proceeds by dividing the Universe into roughly cubical cells of size l in a series of concentric shells. Then, within each shell, the selection function is approximately constant and the fractional galaxy density variance s 2 l can be estimated from galaxy counts in each shell independently, using the maximum likelihood technique described in Efstathiou et al. (1990) . The cell division and mask-handling method are also as in Efstathiou et al. (1990) . Table 13 gives the final estimate of s 2 l averaged over all shells for a range of cell sizes from 10 to 60 Mpc, for the 1990 and 1993 epoch QDOT data bases, and also for the ensemble of CDM simulations, as described in Efstathiou et al. The change in the QDOT results is very small.
The discrepancy with CDM has been questioned by Fisher et al. (1993) , who give a similar analysis of the 1.2-Jy survey, and find smaller variances. In fact the 95 per cent confidence limits are consistent in all except one case, the 40-Mpc cells, where Fisher et al. find s 2 l to be in the range 0.056 to 0.080, consistent with the expected CDM value. There seems no reason to suspect the formal statistical result from either survey. The likely reason for disagreement becomes clear from examination of fig. 1 of Efstathiou et al. (1990) , which shows estimates of s 2 l from individual shells, which vary dramatically. The signal is dominated by a small number of distinct structures, such as Hercules [see the cosmographical analyses of Saunders et al. (1990) and Moore et al. (1992) ], so sampling errors can still be significant on large scales. This point has been emphasized by Tadros & Efstathiou (1996) , who experiment with excluding the Hercules region and find that this brings the QDOT and 1.2-Jy samples into agreement. Oliver et al. (1996) found that counts-in-cells results are quite sensitive to the precise gridding scheme used; by using a multiple grid technique, they also bring the QDOT and 1.2-Jy results into agreement, without any need to exclude any specific regions.
q 1999 RAS, MNRAS 308, 897±927 Figure 9 . The luminosity function, as in Fig. 8 , except that the density exponent is p 4 throughout, and various different assumptions about Kcorrections have been made. The vertical lines indicate the likely errors owing to incompleteness at very high luminosity (see text). Figure 10 . The dipole amplitude calculated from the QDOT data, for both the revised data set and the 1990 epoch data set. The curve labelled SD' is the dipole calculated from the 2-Jy survey by Strauss & Davis (1988) .
(Their technique also removes the bias owing to the slope of the selection function across the radial shells, by selecting volumelimited subsets.] Until the PSC-z is analysed, the results of Oliver et al. (1996) should be seen as the definitive statement on the clustering of IRAS galaxies on large scales.
P U B L I C AVA I L A B I L I T Y
The QDOT and QIGC catalogues, the text and Figs. of this paper, supporting software, and various other related catalogues have been made publicly available in an`anonymous FTP' area. Potential users should proceed as follows: (1) FTP to ftp.roe. ac.uk, specifying username`anonymous`. (2) cd /pub/al/qdot; (3) get filename. The obvious filenames to pick are`qdotpaper.tex' (the file for the text and tables of this paper) and`explain.txt' (which lists the contents of the directory with some background explanation, and explains file formats and use of software).
2 C O N C L U S I O N S
The construction of the QDOT survey has been described, and the new velocities measured presented here. The catalogue itself is available in machine-readable form. The accuracy of the fluxes and velocities has been assessed, and some of the main scientific results based on the QDOT data have been re-evaluated, in the light of some substantial revisions in the data base. The main points are as follows.
(1) We have tested the reliability of PSC 60-mm fluxes by looking at the colours of sources likely to be stellar photospheres. We find a highly significant detection of a`fixed error', but this is of quite modest size, 0.05 Jy. We find more tentative evidence that the PSC 60-mm flux scale is very slightly non-linear.
(2) The QDOT redshift survey is very highly complete, but the remaining incompleteness is almost certainly dominated by highluminosity/high-redshift sources, and, indeed, could constitute a substantial fraction of such sources. We have listed all remaining sources with no velocity and/or identification, and also the small number of sources that, despite our best selection efforts, have turned out not to be galaxies.
(3) From comparison with other published redshifts, it seems the net accuracy of new velocities in the QDOT catalogue iŝ 250 km s
21
. There are a small number of velocity discrepancies, and also a number of cases where we have found more than one possible new velocity, which we have listed.
(4) We present a new mathematical form for an empirical selection function appropriate to the QDOT survey.
(5) We list 95 ultraluminous galaxies, which increases the number of such objects known by a substantial factor. Roughly one in every five is an obvious AGN, many of which have strong Fe ii emission. There also seems to be a class of high-excitation starbursts, with [O iii]/Hb ,2.
(6) We have re-evaluated the evolution of IRAS galaxies using a weighted VaV max technique. The density evolution exponent found, p 5X6^2X3, is slightly smaller than earlier estimates. A further tentative correction based on the possible non-linearity of fluxes gives p 4X5^2X3.
(7) We have re-calculated the luminosity function. There is a small but significant change in slope compared with the 1990 q 1999 RAS, MNRAS 308, 897±927 epoch QDOT. More importantly, we stress that the highluminosity end is very poorly constrained, because of incompleteness, and uncertainty in the form of evolution and appropriate K-corrections. The high-end luminosity function is consistent with a power law of slope ,2.5.
The revised dipole has decreased in amplitude somewhat at large distances, resulting in an estimate of V 0 even closer to unity than before. It remains uncertain whether the dipole has truly converged, even by 150 h 21 Mpc. (9) Finally, the various catalogue revisions make a negligible difference to our estimate of large-scale structure. The disagreement with the result of Fisher et al. (1993) remains when we use the original analysis methods, but is removed by the improved techniques of Oliver et al. (1996) .
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