This paper discusses the basic paradigm of how image information mining methods work in the field of remote sensing. To this end, we compare our approaches to the approaches being used in the world of multimedia; then we discuss the annotation specifics of remote sensing data and describe the different types of remote sensing data that we are faced with today. We conclude with a description of algorithmic alternatives and compare several competing systems that are currently in use. Finally, we provide an outlook of what we expect in the near future.
INTRODUCTION
Image retrieval is a topic of active current research, mainly in the fields of multimedia and remote sensing. Therefore, it is of interest to compare the similarities as well as the dissimilarities of both application fields in order to obtain a deeper understanding of the applicable strategies. The comparison will show that remote sensing has specific application requirements that have to be met by any image retrieval system that has been conceived for a typical satellite mission that delivers either optical or SAR image data.
THE CASE OF MULTIMEDIA
For typical multimedia image retrieval applications, there are large databases containing thousands of images or videos of mostly limited size; the images are annotated with text information mainly describing time, location, events, and hints to further reading. Typical examples are databases of press agencies, advertising companies, travel reports, etc.
Typical characteristics of multimedia images are the few metadata that accompany an image. On the other hand, most images are easy to understand and do not require a lengthy list of additional parameters that are necessary for content understanding.
As a result, common methods have emerged of how to retrieve images from a database that comply with given user criteria; today we see systematic approaches to resolve user enquiries such as "retrieve all images from our press archives showing the president swimming in the ocean during his past visits to Hawaii". While some key parameters can de derived directly from accompanying metadata (such as names of persons, locations, dates, etc.), there is still a semantic gap between the user requirements and the image content such as "swimming in the ocean". This gap can only be bridged by active learning and relevance feedback.
THE CASE OF EARTH OBSERVATION
In contrast to the example given above, a typical remote sensing application is "to retrieve all images of yesterday's earthquake region showing damaged buildings." Again, the location and date can be identified directly via metadata; however, the selection of buildings and their classification of being damaged is a major task for image understanding.
The classical semantic gap problem is aggravated as diverse user disciplines may lead to applicationdependent interpretations: an archeologist and a rescue worker might have a different understanding of what kind of building is to be considered as damaged. This aspect can be called "user gap" and leads to the issue of how to understand application-dependent effects that are contained in our images.
The approach how to address these remote sensing issues is to design generic image retrieval systems that are adapted to multi-sensor and multi-mode image data, allow the exploratory discovery of objects, provide interactive semantic annotation, lead to image understanding, and allow the extraction of knowledge.
THE EARTH OBSERVATION PARADIGM
If one compares current image retrieval systems in the field of remote sensing then one finds typical generic components that provide the required functionalities. These components have to cover typical cases of remote sensing data that are contained in Table I . As a consequence, our algorithms may be sensor or data dependent; however, the overall retrieval system can be designed in a generic architecture. Table I: Typical remote sensing data In addition, there some advanced applications calling for special processing approaches such as tomographic methods where multiple observations have to be combined and transformed. In these cases some specific requirements might complicate the design of a truly generic system.
When it comes to the conception of an image retrieval system, the components shown in Table II have evolved as a common approach. This can also be seen from [1] to [5] , where independent teams tried to find solutions for remote sensing tasks. Many systems profit from wellknown theoretical work such as the publications [6] to [8] . This theoretical work has paved the way towards generic components.
More diversity can be found when we look into the internal details of similarity measures, active learning, and knowledge representation. Similarities might be measured in a metric space, by probability measures, or even via compression-based measures. The last category can be regarded as being parameter-free; thus, we can circumvent the determination of model parameters.
Likewise, active learning can be based either on neural networks, Bayesian techniques, support vector machines, or other approaches. Dirichlet models have become popular as latent semantic models.
Further, knowledge representation may be designed with few external constraints. As long as no external interfaces will be affected, one may consider the design as being uncritical with respect to the other components.
Finally, the interaction between the components can be considered as a communication channel. In this case, efficient coding reduces the volume of data to be exchanged. A compact representation (e.g., following a Morse alphabet approach) is a desirable option; however, this is an efficiency aspect rather than a fundamental design decision affecting the basic components of an image retrieval system. Input data to be handled: -Image data products comprising pixels and metadata -Supplementary data including text and data from geographical information systems (GIS)
Conversion into feature space: -Handling pixels or patches -Sensor-dependent feature extraction -Data cleaning (e.g., removal of artifacts)
Clustering and grouping: -Grouping color, texture, time -Exploiting hidden information ("latency") -Strategy: handling and statistics of "visual words"
User driven interactions: -Semantic annotation by "linguistic words" -Active learning Table II : Components of an image retrieval system
OUTLOOK
In future, we expect that multi-source data handling will become an important field of image retrieval. Typical remote sensing multi-source data are data sets comprising images, metadata, and texts taken from information systems of any kind. In simple cases, these multi-source data will allow us to shrink the semantic gap between image data and their meaning; however, there may also be cases where application-specific texts aggravate the situation. In particular, we foresee these complications in the case of high resolution images containing detailed man-made structures. Then we have to index and retrieve complicated objects rather than simple classes.
Panchromatic optical images (brightness, texture, objects, analysis of pixels and patches, time series)
Multispectral optical images (channel differences)
Hyperspectral optical images (signatures, endmembers)
SAR images (brightness, scatterers, texture, objects, coherence, analysis of pixels or patches, time series)
Polarized SAR images (scattering characteristics)
InSAR data (e.g., phases, phase gradients)
PolInSAR data (combined features)
Interferometry data (3D, displacements)
