INTRODUCTION
Hyperspectral Image (HSI) analysis has been an emerging research topic in recent years. Hyperspectral sensors divide the electromagnetic spectrum into hundreds of spectral bands, which can provide the potential and detailed land-cover distinction and identification [1] . The highly correlated spectral bands of hyperspectral images contain a large amount of redundancy, which brings extra time-consuming for hyperspectral data transmission, storage and processing. Additionally, these highly spectral bands may produce the "Hughes phenomenon" [2] and induce overfitting estimation for hyperspectral image classification [3] . Therefore, dimensionality reduction is crucial for hyperspectral image classification. The commonly-used dimensionality reduction methods can be divided into two categories: feature selection [4] and feature extraction [5] . With feature extraction methods, such as principal component analysis (PCA) [6] , the highdimensional feature space is mapped to a low-dimensional space by linear or nonlinear transformations. As a result some crucial information may have been distorted [7] . Otherwise, feature selection methods select appropriate bands from the original set of spectral bands that can preserve the physical meaning of original spectral bands. In this paper, attention is focused on band selection methods. Feature selection methods apply a set of statistical decision rules, such as the greedy search method [8] . Recently, many heuristic approaches have played an important role in HSI bands selection. Yang et al. [9] proposed a PSO-based dimensionality reduction approach, using the searching criterion function of minimum estimated abundance covariance. Daamouche et al. [10] adopted PSO to select the most informative morphological profiles features for classification. Ghamisi and Benediktsson [11] proposed a new hybridization method for bands selection by integrating both GA and PSO.
In this paper, an improved dimensionality reduction method is presented based on a novel BPSO with mutation mechanism (MNBPSO). The proposed method can select features and determinate Support Vector Machines (SVM) parameters simultaneously effectively. Experiments performed on the Indian Pines dataset demonstrate the effectiveness of the proposed method.
The remainder of this paper is organized as follows. In Section II, we review Particle Swarm Optimization (PSO), Binary Particle Swarm Optimization (BPSO). In Section III, we formulate the framework of our proposed method. We present the experimental results in Section IV, and conclude our work in Section V.
II. PRELIMINARIES: PSO AND BPSO

A. PSO
PSO is an evolutionary optimization algorithm originally developed by Kennedy and Eberhart [12] , which inspired by observation of social behaviors of animals (e.g., bird flocking). In PSO, a population of particles are used to correspond to individuals. Given that p_besti is the best fitness value recorded so far by the i th particle in all the preceding iterations. Moreover, the g_best is the best position recorded so far by the entire swarm. The velocity and the position of each particle in a d-dimensional space can be updated according to the following formulas:
Where w is the inertia weight which is constrained to the 
B. BPSO
PSO is operated in continuous space. But many optimization problems are set in discrete space. So Kennedy and Eberhart extended the PSO to a binary space (BPSO) in 1997 [13] . In BPSO, a particle moves in a state space restricted to 0 and 1 on each dimension, where id v represents the probability of the bit id x taking the value 1. As Figure 1 show, a logistic transformation ( ) id v can be used to accomplish this modification, and the position will be updated according to equation (3) and (4). In this section, we address the proposed method: a novel BPSO with mutation mechanism (MNBPSO) for HSI classification bands selection and parameters determination simultaneously.
A. A Novel BPSO with Mutation Mechamism
In the standard PSO, a big value of id v in the positive and negative direction means the particle requires a greater movement based on its previous position. But in BPSO, the bigger value in the positive and negative direction causes bigger probability of 1 and 0 for the particle position respectively. Also, in the standard PSO, id v goes to zero means the particle has a suitable position and does not move again. While, in BPSO, according to sigmoid function, id v goes to zero means the position may be changed by taking the value of 1 or 0 with the probability of 0.5. This causes the algorithm not to converge well.
To overcome these disadvantage associated with the BPSO, a novel BPSO (NBPSO) is presented by Nezamabadi-pour and Rostami-shahrbabaki [14] . In the algorithm a proper probability function can be defined as equation (5). The position will be updated according to equation (6) . The same as standard PSO, NBPSO may converge at the early stage, it usually sinks into the local optimum during the later stages of the optimization. This phenomenon is referred to as stagnation.
To overcome the premature convergence and slow convergent speed, the mutation mechanism is adopted to the NBPSO (MNBPSO) to enhance the global search capability. In this way, when the global optimal solution does not improve
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with the increasing number of generations, p percent of particles and q t percent dimensions of the t th particle are selected randomly to do mutation operation.
for (i=1; i<=N*p; i++){ t=(int)(rand()*N); for (j=1; j<=D; j++){ if (rand()<q t ) then if (x(t, j)==0) then x(t, j)=1; else x(t, j)=0; } } Seven benchmark [15] functions are use to verify the MNBPSO method. Figure 3 and Figure 4 show the convergence characteristics for one of these benchmark functions. Other functions can get the similar results. These results show that MNBPSO can achieve the best result.
FIGURE III. CONVERGENCE CHARACTERISTICS: AVERAGE MEAN FITNESS FIGURE IV. CONVERGENCE CHARACTERISTICS: BEST-SO-FAR
B. Feature Selection and Parameters Determinationnits Based on MNBPSO
The nonlinear SVM classifier based on the Gaussian kernel is proved has a promising generalization performance for supporting the HSI classification [16] . But, it needs to choose proper kernel parameters c and  . Because of the good performances generally achieved with our improved MNBPSO, we propose an algorithm based on MNBPSO for parameters determination and feature selection simultaneously.
In the proposed approach, each particle consists of two part bits. One part is for feature selection, which has D bits according to D features, the value of each bit is either 1 or 0, which respectively indicates whether the corresponding feature is selected or not. The other part is for parameter determination, in which there are L bits for each parameter ( c and  ). All of the L bits are 0 indicates the minimums values of the parameter, vise versa, all bits are 1 indicates the max value of the parameter. In this paper L is set to be 15. A transform function is developed to obtain the values of these parameters from inputting bits string.
As shown in Figure 5 , the total bits of a particle is D+2L.
FIGURE V. SOLUTION REPRESENTATION
The fitness function in this study is the classification accuracy. Finally the particle's velocity and position are updated based on the proposed method MNBPSO until the termination condition is satisfied.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Data Set Description
The India Pines dataset was collected by the AVIRIS sensor over the Indian Pines region, Northwestern Indian, USA, in 1992, which is widely used to verify the performance of classification algorithms. The Indian Pines data set comprises 220 bands with the spatial size of 145*145 pixels. Removing the noisy bands, 200 bands remained. The ground truth has 10,062 labeled pixels which consists of 16 land cover classes. Figure 7 (a) shows the ground truth.
In our experiment, small sample size classes are removed, only 9 classes are considered. Table 1 summarizes these considered classes and the number of training and testing samples for these classes.
B. Experimental Result and Discussion
According to our proposed method, bands selection and SVM parameters determination is performed simultaneously. We compare MNBPSO with BPSO to verify our proposed method. Figure 6 Three evaluation metrics, overall accuracy (OA), average accuracies (AA), and Kappa coefficient, are widely used to measure the statistical significance for hyperspectral image classification. From Figure 7 and table 1, we can easily see that, our proposed method, SVM+MNBPSO, obtains a higher accuracy compared with SVM and SVM+BPSO. It is clear that SVM+MNBPSO can obtain the better performance. 
V. CONCLUSION
In this paper, a heuristic approach about MNBPSO has been applied to hyperspectral remote sensing image classification. Our proposed method can select the bands and determinate SVM parameters simultaneously effectively. Experimental results show that the proposed method obtain more accurate results than the SVM, SVM+BPSO. The algorithm is a promising method on HSI classification.
