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Abstract
We compare several ways of describing how far the homogeneous coordinate ring of a projective
monomial curve is from being Cohen–Macaulay. We give a number of examples and then use these
ideas to show that the fraction of projective monomial curves of a given degree that are Cohen–
Macaulay approaches zero as the degree goes to infinity.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let S = {a1, . . . , ak} be a sequence of integers with 0 < a1 < · · · < ak = d and
gcd(a1, . . . , ak) = 1. Let ΓS (or simply Γ if there is no ambiguity) be the numeri-
cal semigroup generated by S . To S we associate the semigroup SS (or simply S)
generated by {(d,0), (d − a1, a1), (d − a2, a2) · · · (d − ak−1, ak−1), (0, d)}, and the rings
RS = K[sd , sd−a1 ta1, sd−a2 ta2, . . . , td ] (or simply R) and gr(S ) (defined below). Here
K can be any field. Note that RS ∼= K[S], the semigroup ring of S. The quotient group of
SS will be denoted GS (or simply G, or Gd if we wish to indicate what d is) and (because
of our assumption that gcd(a1, . . . , ak) = 1) is equal to {(x, y) ∈ Z2 | x + y ≡ 0 mod d}.
We assume that gcd(a1, . . . , ak) = 1, because if not, one could divide all the ai by their
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ensures that there are elements of Γ in each congruence class mod d . The generating set
{(d,0), (d − a1, a1), (d − a2, a2) · · · (d − ak−1, ak−1), (0, d)} is the Hilbert basis Hilb(S)
of S in the language of [1]. The scheme Proj(RS ) is a projective monomial curve of de-
gree d whose homogeneous coordinate ring is RS . We will informally identify S with
the curve.
In this paper we first compare several ways of describing how far R is from being
Cohen–Macaulay. In Section 3 we illustrate our theory with an easy example. Then in
Section 4 we apply our results to the more complicated examples of [6], gaining new
insight into what is special about these examples. Then in Section 5 we prove that as d
goes to infinity the fraction of the rings RS that are Cohen–Macaulay goes to 0 (as S
ranges over all sequences {a1, . . . , ak} with 0 < a1 < · · · < ak = d as above). In Section 6
we present some numerical results illustrating the previous work. Note that if k = 1 then
we have only S = {1} (corresponding to S = N2) and if k = 2 then R is always Cohen–
Macaulay.
Throughout, N denotes the natural numbers {0,1,2,3, . . .}. All our semigroups are
contained in Nn for some integer n > 0, and contain 0. A numerical semigroup is a sub-
semigroup of N. The cardinality of a set X is denoted by |X|.
For x ∈ Γ , ordS (x) was defined in [7] to be the smallest integer n such that x can be
written as the sum of n elements of S (repetition allowed). The ring RS is graded by
assigning degree 1 to its algebra generators. That is, if si tj ∈ RS then si tj is assigned
degree (i + j)/d as an element of R. (Note that i + j is a multiple of d .) Similarly if
(x, y) ∈ GS define deg(x, y) = (x + y)/d . It is easily seen that if x ∈ Γ then ordS (x)
is the smallest integer n such that snd−xtx ∈ R. In [7] the ring gr(S ) is defined to be the
K-vector space with basis {tn | n ∈ Γ } and multiplication defined by
ta · tb :=
{
ta+b, if ordS (a + b) = ordS (a) + ordS (b),
0, otherwise.
(1)
The ring gr(S ) is graded by deg(ta) = ordS (a). Then it is easily checked that R/sdR ∼=
gr(S ) (as graded rings) with the class of snd−xtx in R/sdR corresponding to tx (where
ordS (x) = n). Since {sd , td} is a homogeneous system of parameters of RS , RS is
Cohen–Macaulay if and only if td is a non-zero-divisor in gr(S ). Integers x ∈ Γ were
defined in [6] to be unstable if tx is killed by some power of td in gr(S ), equivalently
there exists a positive integer i such that ordS (x + id) < ordS (x) + i. Let T be the sub-
semigroup of S generated by (d,0) and (0, d). The spanning set of S over T is defined in
[5] to be B = {σ ∈ S | σ cannot be written in the form σ = σ ′ + τ with τ ∈ T , σ ′ ∈ S}.
It is shown in [5] that a minimal generating set of R as a module over K[sd , td ] ∼= K[T ]
is {satb | (a, b) ∈B}, and that R is a free T -module if and only if B contains d elements.
Furthermore it is well known (or true by definition in some developments of the theory)
that R is Cohen–Macaulay if and only if R is a free T -module (see for example [3, Propo-
sition 2.5.3]).
In [4] and [8] the semigroup S′ is defined to be {σ ∈ GS | σ + a(0, d) ∈ S and σ +
b(d,0) ∈ S for some a, b  0}. By [4], RS is Cohen–Macaulay if and only if S′ = S. We
will also define S˜ to be {σ ∈ GS | σ + (0, d) ∈ S and σ + (d,0) ∈ S}. It is immediate that
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Theorem 1.1. Let S = {a1, . . . , ak} be a sequence of integers with 0 < a1 < · · · < ak = d
and gcd(a1, . . . , ak) = 1, and let S = SS , Γ , T , R = RS , S˜, S′, B and gr(S ) be as
defined in the above discussion. Then the following are equivalent.
(1) R is Cohen–Macaulay.
(2) R is a free K[T ]-module.
(3) The spanning set B of S over T contains d elements.
(4) S′\S = ∅.
(5) S˜\S = ∅.
(6) Γ contains no unstable elements (which is the same as saying that no non-zero element
of gr(S ) is killed by a power of td ).
(7) No non-zero element of gr(S ) is killed by td .
Example 1.2. Let S = {1,5,6,7,8,9,11,13,15}. Then S˜\S = {(13,2), (27,3), (41,4)}.
We have (13,2) + (13,2) = (26,4) /∈ S˜ (because (26,4) + (15,0) = (41,4) ∈ S˜\S). So S˜
need not be a semigroup.
2. A generalization of Theorem 1.1
In this section we compare several ways of describing how far R is from being Cohen–
Macaulay. The case a = 0 of Theorem 2.1 below, together with the observations from [5],
give a new proof of Theorem 1.1.
Theorem 2.1. Let the notation be as in Theorem 1.1. Then the following are equivalent.
(1) The spanning set B of S over T contains d + a elements (a  0).
(2) |S˜\S| = a.
(3) a = |{x ∈ Γ | tx td = 0 in gr(S )}|.
Proof. First consider the equivalence of parts (1) and (2). Choose one particular congru-
ence class mod d of N2 ∩ GS and let (α1, α2) be the representative of this congruence
class with 0  αi < d . The points (α1 + id,α2 + jd) can be identified with the lattice
points (i, j) ∈ N2. Let I be the set of all (i, j) that correspond to an element of S. Then I is
non-empty and is an “ideal,” i.e., if (i, j) ∈ I then so is (i′, j ′) whenever i′  i, j ′  j . The
minimal elements of I in the product partial ordering on N2 given by  are the elements
of B in the congruence class mod d of (α1, α2), and can be visualized as the “corners”
of I . Similarly the maximal elements of N2\I correspond to the elements of S˜\S in this
congruence class, and can be visualized as the corners of N2\I . Clearly I has one more
corner than N2\I . Repeating this argument over all d congruence classes we obtain the
equivalence of parts (1) and (2).
174 L. Reid, L.G. Roberts / Journal of Algebra 291 (2005) 171–186Now we establish a one-to-one correspondence between S˜\S and {x ∈ Γ | tx td = 0 in
gr(S )}. Suppose that (id − x, x) ∈ S˜\S. Then, by definition of S˜, ((i + 1)d − x, x) ∈ S
and (id − x, x + d) ∈ S, so that ordS (x) = i + 1 and ordS (x + d)  i + 1. From this
it follows that tx td = 0 in gr(S ). Conversely suppose that tx td = 0 in gr(S ). Clearly
x > d so that ordS (x) 2. Let i + 1 = ordS (x). Since tx td = 0 in gr(S ) we have that
ordS (x+d) i+1. Then (id−x, x) /∈ S but ((i+1)d−x, x) ∈ S and (id−x, x+d) ∈ S,
so that (id − x, x) ∈ S˜. This establishes the equivalence of parts (2) and (3). 
Definition 2.2. Let S = {a1, . . . , ak} with 0 < a1 < · · · < ak = d as in Section 1. Then
define the dual of S to be Sˆ = {d − ak−1, d − ak−2, . . . , d − a1, d}. The semigroup
generated by the elements of Sˆ will be denoted by Γˆ .
It is easily seen that SSˆ ∼= SS , by interchanging coordinates. Furthermore Γ is the
projection of SS onto the second coordinate and Γˆ is the projection of SS onto the first
coordinate. In the same way as with S , one defines ordSˆ (x) for any x ∈ Γˆ and uses this
to define gr(Sˆ ), with the result that R/tdR ∼= gr(Sˆ ). If x ∈ Γˆ with ordSˆ (x) = n, then
the class of sxtnd−x in R/tdR corresponds to sx ∈ gr(Sˆ ).
We can give more precise information about the correspondences in Theorem 2.1.
Theorem 2.3. Let the notation be as in Theorem 1.1 and Definition 2.2.
(1) The elements x of Γ such that tx td = 0 in gr(S ), equivalently ordS (x + d) 
ordS (x), are the second coordinates of the elements of S˜\S.
(2) The unstable elements of Γ are the second coordinates of the elements of S′\S.
(3) The corresponding elements of Γˆ are the first coordinates of S˜\S, respectively S′\S.
Proof. Part (1) is proved in the proof of Theorem 2.1. Now consider part (2). Suppose
that x is the second coordinate of an element of S′\S, with (id − x, x) ∈ S′\S. Clearly
x is not a multiple of d so id > x, and hence i > 0. By the definition of S′ there exist
a, b > 0 such that ((i + a)d − x, x), (id − x, x + bd) ∈ S. Pick the smallest such a, b.
Then ordS (x) = i + a, and ordS (x + bd)  i + b. Since b + ordS (x) = b + a + i we
have ordS (x+bd) < b+ordS (x) so x is unstable. Conversely suppose x ∈ Γ is unstable.
Then α = ordS (x+bd) < b+ordS (x) for some b 1. Again we can assume that x is not
a multiple of d . Let β = ordS (x), so (βd −x, x) ∈ S but ((β −1)d −x, x) /∈ S. Since α =
ordS (x + bd) we have ((α − b)d − x, x + bd) ∈ S. But α < b + β so also ((β − 1)d − x,
x + bd) ∈ S. Hence ((β − 1)d − x, x) is an element of S′\S with second coordinate x, as
desired, proving part (2). Part (3) follows by interchanging coordinates. 
Remark 2.4. It follows from the equivalence of parts (2) and (3) in Theorem 2.1 that
|{x ∈ Γ | tx td = 0 in gr(S )}| = |{x ∈ Γˆ | sxsd = 0 in gr(Sˆ )}|. An independent ring-
theoretic proof of this is as follows. For any integral domain A, and f,g ∈ A, let (f ), (g) be
the ideals of A generated by f and g respectively, and (f ) : (g) = {x ∈ A | x(g) ⊆ (f )}. We
have (f ) : (g) ∼= (g) : (f ) as A-modules. For if a ∈ (f ) : (g) then ag = bf for b ∈ A. Since
A is a domain, b is unique. Mapping a to b ∈ (g) : (f ) gives the desired isomorphism.
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and (g) : (f ) are finite dimensional K-vector spaces with the indicated bases yields the
desired result. However Γ and Γˆ need not have the same number of unstable elements, as
we see in Example 3.1 and in Section 4. Thus the number of unstable elements is not an
invariant of R. We might remark that, even though a is an invariant of S, we do not have
an interpretation of a in terms of (for example, the cohomology of) R. This is in contrast
to the socle of gr(S ), respectively gr(Sˆ ) (the elements killed by the entire maximal ideal
of the respective ring) which does have a cohomological interpretation in terms of R [2,
1.2.15 and 1.2.19].
Now we discuss the “missing elements,” i.e., the elements of (GS \S) ∩ N2.
Definition 2.5. An element (α,β) of (GS \S) ∩ N2 is stably missing if either (α,β) +
a(d,0) /∈ S for all a  0 or (α,β) + a(0, d) /∈ S for all a  0.
The “stably missing” elements are just the elements of (GS ∩ N2)\S′, however the
terminology is very suggestive. If (α,β) + a(d,0) /∈ S for all a  0 we say that (α,β) is
stably missing horizontally, and if (α,β)+ a(0, d) /∈ S for all a  0 we will say that (α,β)
is stably missing vertically.
Lemma 2.6. An element (α,β) of (GS \S) ∩ N2 is stably missing if and only if either
β /∈ Γ or α /∈ Γˆ . Equivalently S′ = {(α,β) ∈ GS ∩ N2 | α ∈ Γˆ , β ∈ Γ }.
Proof. It follows from the description of the relation between S and SS in Section 1
that (α,β) + a(d,0) /∈ S for all a  0 if and only if β /∈ Γ . Similarly by interchanging
coordinates (α,β) + a(0, d) /∈ S for all a  0 if and only if α /∈ Γˆ . 
3. An easy example
The above theory is illustrated by the following example.
Example 3.1. Let S = {1,5,7}. Then Γ = N, Sˆ = {2,6,7}, Γˆ = N\{1,3,5}. The el-
ements of SS up to degree 4 are illustrated by solid dots in Fig. 1. The origin is at the
lower left, with s-axis horizontal and t-axis vertical. The numbers indicate the degree of
the elements in the diagonal between them. The large solid dots are the elements of the
spanning set B of S over the subsemigroup generated by (7,0) and (0,7). These are iden-
tified graphically by the observation that one does not remain in S if one moves either 7
units left or 7 units down. The small solid dots are the remaining elements of S. The open
squares are the stably missing elements, namely (1,6), (3,4), (5,2) and all vertical trans-
lations of these. These correspond to the complement of Γˆ as explained in the proof of
Lemma 2.6. Since Γ = N, no elements are stably missing horizontally. The open circles
(11,3), (17,4) are the elements of S˜\S and are identified graphically by the observation
that one moves into S if one moves 7 units to the right and also if one moves 7 units up.
The open circles (4,3), (10,4) with the × in them are the remaining elements of S′\S.
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They are identified graphically by the observation that one gets into S by moving both
in the horizontal and vertical directions, but one of these directions (here horizontal) re-
quires movement by more that one multiple of d . The unstable elements of Sˆ are 4, 10,
11, 17. For example ordSˆ (4) = 2 but ordSˆ (4 + 2 · 7) = ordSˆ (18) = 3 (instead of 4).
These are the projections of S′\S onto the first coordinate, as indicated in Theorem 2.3.
The unstable elements ofS are 3 and 4, which are the projections of S′\S onto the second
coordinate by Theorem 2.3. The two sets of unstable elements have different cardinalities
because the four elements of S′\S have distinct first coordinates, but not distinct second
coordinates. But two distinct elements of S˜\S cannot have a coordinate in common so their
projections have the same cardinality in both directions, which is a graphical explanation
of Remark 2.4. (In fact, if S′\S˜ is non-empty, some distinct elements of S′\S must have
a coordinate in common.) Here a = |S˜\S| = 2 and {x ∈ Γ | tx td = 0 in grS } = {3,4}, in
agreement with Theorem 2.1(2) ⇔ (3).
As an illustration of the proof of Theorem 2.1(1) ⇔ (2) consider the congruence class
of (3,4) mod 7. With (3,4) in the lower left-hand corner the elements in this class looks
like
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(17,4) of S˜\S and the corners of S in this congruence class are the elements (24,4) and
(10,11) of B (represented by the large solid dots). This illustrates graphically how one
element of S˜\S leads to two elements of B in the same congruence class. Similarly the
congruence class of (4,3) contains one element of S˜\S and two elements of B, leading to
the two surplus elements of B in this example.
We have found examples where a congruence class mod d contains more than one
element of S˜\S. For exampleS = {4,10,11,13,14,20,24} where the congruence class of
(12,12) mod 24 contains 2 elements of S˜\S, namely (12,36) and (36,12) and 3 elements
of B, namely (12,60), (36,36), (60,12).
4. The examples of Patil–Roberts
In this section let S = {δ,m0,m1, . . . ,mp,mp+1} where δ,m = m0 are relatively
prime, and mi = m + iδ, 0  i  p + 1. This case was studied in [6], where the authors
found explicitly the degrees of all elements of Γ , and hence the unstable elements, and
Hilbert function for curves arising from S . (Here we use δ in place of d , which was used
in [6] for this quantity, to avoid conflict with our use of d for degree. Of course d = mp+1
and k = p + 3, but we will use m and p in this section to facilitate use of results from [6].)
As in previous sections of this paper SS (or simply S) will denote the semigroup in N2
constructed from S in Section 1, Γ will denote the projection of S onto the second coor-
dinate and Γˆ be the projection onto the first coordinate. Our goal in this section is to study
the elements of S′\S, starting from the unstable elements of Γ .
If δ < m the unstable elements of Γ (together with their ordS ) are given by [6, (4.5)],
which we will now recall. Put the unstable elements in the form of a table with first row
δ, δ <   m − 1 and each successive row obtained from the preceding row by adding
mp+1 in each coordinate, and dropping the last p + 1 entries. Altogether this yields σ =

(m − δ − 1)/(p + 1) rows. As an illustration we use [6, Example (4.7)], where S =
{4,11,15,19} (i.e., δ = 4,m = 11,p = 1). Then the table of unstable elements is
20 24 28 32 36 40
39 43 47 51
58 62
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1 in each subsequent upward diagonal, so that here 20 is of S -order 5, 39 and 24 are of
order 6, etc.
Definition 4.1. Let Uj denote column j of this table, 1  j  m − δ − 1, starting with
j = 1 at the left. Explicitly Uj = {δ(j + δ) + mp+1 | 0  < 
(m − δ − j)/(p + 1)}.
The next definition will be explained by the proof of Theorem 4.3.
Definition 4.2. Let Uˆj = {(j + δ)mp − mp+1 | 1  j}, 1 j m − δ − 1.
Theorem 4.3. Let S = {δ,m0,m1, . . . ,mp,mp+1} with δ < m = m0 and mi = m + iδ,
0 i  p + 1. Let S = SS and S′ be constructed from this data as in Section 1 and let Uj
and Uˆj be as in Definitions 4.1 and 4.2. Let x ∈ Uj . Then
(1) {(a, x) | a ∈ Uˆj } is the set of elements of S′\S projecting onto x,
(2) the set of all unstable elements of Γˆ is ⋃1jm−δ−1 Uˆj ,
(3) S′\S =⋃1jm−δ−1{(a, b) | a ∈ Uˆj and b ∈ Uj }, and
(4) there is one element of S˜\S for each j , namely (aj , bj ) where aj is the largest element
of Uˆj and bj is the largest element of Uj .
Proof. First recall from the proofs of Theorems 2.1 and 2.3 how the number of elements
of S′\S projecting onto x ∈ Γ can be found. If ordS (x) = e then to x we have associ-
ated the element (emp+1 − x, x) ∈ S. The elements of S′\S projecting onto x ∈ Γ are
then all the pairs ((e − u)mp+1 − x, x), u  1, such that (e − u)mp+1 − x ∈ Γˆ . (Since
(emp+1 − x, x) ∈ S, ((e−1)mp+1 −x, x) /∈ S, and mp+1 ∈ Γˆ the set of such u is an inter-
val 1 u r for some integer r  1.) The element in column j of the first row of our table
of unstable elements is (j + δ)δ and this is of order j + δ. The element of S corresponding
to this is
(
(j + δ)mp+1 − (j + δ)δ, (j + δ)δ
)= ((j + δ)mp, (j + δ)δ).
Any other element of column j corresponds to an element of S with the same first coordi-
nate. Our claim is that (j + δ)mp − jmp+1 ∈ Γˆ but (j + δ)mp − (j + 1)mp+1 /∈ Γˆ . For
the first claim we have
(j + δ)mp − jmp+1 = (j + δ)mp − j (mp + δ) = δ(mp − j) ∈ Γˆ
(remembering that j m − 1 < mp so that mp − j > 0). For the second we have
(j + δ)mp − (j + 1)mp+1 = (j + δ)mp − (j + 1)(mp + δ) = (δ − 1)mp − (j + 1)δ.
Usually it will be difficult to decide if a general integer is an element of Γˆ , but in this
particular case Γˆ is the numerical semigroup generated by δ and mp , which are relatively
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remaining assertions follow from this and Theorem 2.3. 
Note that there is at most one element of S˜\S in each congruence class mod mp+1,
making the example at the end of the previous section more interesting. The unstable ele-
ments of Γˆ can be arranged in a table whose j th column (decreasing downwards, say) is
Uˆj (1 j m− δ−1). In the exampleS = {4,11,15,19} the table of unstable elements
of Γˆ is
56 71 86 101 116 131
52 67 82 97 112
48 63 78 93
44 59 74
40 55
36
the elements of S′\S are (56,20), (56,39), (56,58), (71,24), (52,24), (71,43), (52,43),
(71,62), (52,62), (86,28), (67,28), (48,28), (86,47), (67,47), (48,47), (101,32),
(82,32), (63,32), (44,32), (101,51), (82,51), (63,51), (44,51), (116,36), (97,36),
(78,36), (59,36), (40,36), (131,40), (112,40), (93,40), (74,40), (55,40), (36,40) and
the elements of S˜\S are (56,58), (71,62), (86,47), (101,51), (116,36), (131,40).
In general (still in the case δ < m) the table of unstable elements of Γˆ is of a similar
triangular form with δmp − δ (here 4 · 15 − 4 = 56) at the upper left-hand corner, the
integers δmp − jδ, 1 j m − δ − 1, down the diagonal, and with addition of mp (here
15) as one moves one step right in the table and subtraction of mp+1 (here 19) as one goes
one step down in the table.
If δ > m then the unstable elements of Γ are described by [6, (4.4)]. They are of the form
n = δ + cmp+1 with c < 0 and m − (p + 1)c   < δ, with ordS (n) = c + δ. (In order
for there to be any unstable elements we must thus have m + p + 1 < δ.) For convenience
we will write C = −c so that C > 0. The unstable elements can be arranged in a table with
rows C = 1,C = 2, . . . justified at the right. As an illustration consider [6, Example (4.8)],
whereS = {8,3,11,19} (i.e., δ = 8,m = 3,p = 1), and the table of unstable elements is
21 29 37
18
The first row of our table (C = 1) contains the most elements, namely δ − (m+p + 1), so
there are δ − m − p − 1 columns in our table.
Definition 4.4. Let Uj denote the j th column of the above table, 1 j  δ − m − p − 1,
counting from the right beginning with j = 1 (corresponding to  = δ − j in the above
expression n = δ + cmp+1). Explicitly Uj = {δ(δ − j) − Cmp+1 | 1  C  (δ − j −
m)/(p + 1)}.The next definition is explained by the proof of Theorem 4.6.
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Then we have
Theorem 4.6. Let S = {δ,m0,m1, . . . ,mp,mp+1} with δ > m = m0 and mi = m + iδ,
0  i  p + 1. Let S = SS and S′ be constructed from this data as in Section 1 and Uj
and Uˆj be as in Definitions 4.4 and 4.5. Let x ∈ Uj . Then
(1) {(a, x) | a ∈ Uˆj } is the set of elements of S′\S projecting onto x,
(2) the set of all unstable elements of Γˆ is ⋃1jδ−m−p−1 Uˆj ,
(3) S′\S =⋃1jδ−m−p−1{(a, b) | a ∈ Uˆj and b ∈ Uj },
(4) there is one element of S˜\S for each j , namely (aj , bj ) where aj is the largest element
of Uˆj and bj is the largest element of Uj .
Proof. If x is in row C and column j of the above table then x = (δ − j)δ − Cmp+1.
Since x is of degree δ − C the element of S corresponding to x is ((δ − C)mp+1 −
(δ − j)δ + Cmp+1, (δ − j)δ − Cmp+1). Subtracting mp+1 from the first coordinate we
get (δ−C)mp+1 − (δ− j)δ+Cmp+1 − mp+1, which simplifies to (δ− )mp − (− j)δ.
As in the proof of Theorem 4.3 it suffices to prove that this is in Γˆ if  = j but not if
 = j + 1. In the first case we have (δ − j)mp which is clearly in Γˆ . In the second case
we have (δ − j − 1)mp − δ. Since δ − j − 1 < δ and mp , δ are relatively prime (gener-
ating Γˆ ) we must have (δ − j − 1)mp − δ /∈ Γˆ . Our claims now follow as in the proof of
Theorem 4.3. 
Again note that there is at most one element of S˜\S in each congruence class mod
mp+1. The unstable elements of Γˆ can be arranged in a table whose j th column (counting
from the right, decreasing downwards) is Uˆj (1  j  δ − m − p − 1). In the example
S = {8,3,11,19} this table is
93 85 77
74 66
55
the elements of S′\S are (93,21), (74,21), (55,21), (85,29), (66,29), (77,37), (77,18)
and the elements of S˜\S are (93,21), (85,29), (77,37).
In general (still in the case δ > m) the table of unstable elements of Γˆ is of a similar
triangular form with (δ − 1)mp (here 7 · 11 = 77) at the upper right corner, the integers
(δ − j)mp , 1 j  δ − m − p − 1, down the diagonal, with addition of δ (here 8) as one
goes one step left in the table, and subtraction of mp+1 as one goes one step down.
The degrees of the unstable elements of Γˆ follow from the above results. If x ∈ Uˆj and
y is the largest element of Uj then (x, y) ∈ S′\S but (x, y + mp+1) ∈ S so ordSˆ (x) =
(x + y + mp+1)/mp+1.
If δ < m then x = (j +δ)mp −mp+1 for some ,1  j , and y = δ(j +δ)+(
(m−
δ − j)/(p + 1) − 1)mp+1 which yields ordSˆ (x) = j + δ −  + 
(m − δ − j)/(p + 1).
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same manner as the table of unstable elements itself,  being the row of our table starting
with  = 1) are thus
7 8 8 9 9 10
7 7 8 8 9
6 7 7 8
6 6 7
5 6
5
If δ > m then x = (δ − )mp − (− j)δ for an integer ,1  j , and y = δ(δ − j)−
mp+1 so ordSˆ (x) = δ − , where again  is the row in our table, starting with 1. In the
example S = {8,3,11,19} the unstable elements 93 85 77 thus have Sˆ -order δ − 1 = 7,
74 66 have order 6 and 55 has order 5.
Remark 4.7. In both Theorems 4.3 and 4.6, for each j there are two elements of B in
the corresponding congruence class mod mp+1, namely (α1, β1) and (α2, β2) where α1 is
the smallest element in Uˆj , β1 is mp+1 plus the largest element in Uj , α2 is mp+1 plus
the largest element in Uˆj , and β2 is the smallest element in Uj . In the congruence classes
mod mp+1 where there is only one element of B, this element (as is the case for any curve)
is (a, b) where b is the smallest element of Γ in its congruence class mod mp+1 and a is
the smallest element of Γˆ congruent to mp+1 − b.
Remark 4.8. In the non-Cohen–Macaulay examples of this section, the smallest degree of
an element of S˜\S is δ + σ − 1 if δ < m and all elements of S˜\S have degree δ − 2 if
δ > m. This is in contrast to the results of the next section where we prove that “most” of
the time there is an element of degree 1 in S˜\S.
In the examples S = {δ,m0,m1, . . . ,mp,mp+1} of [6] we have seen that if a is an
unstable element of Γˆ and b is an unstable element of Γ (such that a + b ≡ 0 mod the
degree mp+1 of the curve) then (a, b) ∈ S′\S. This is not true for arbitrary S , as shown
by the following example.
Example 4.9. Let S = {1,3,7,8}. Then the unstable elements of Γˆ are 2, 3, 4, 6, 11
and the unstable elements of Γ are 2, 4, 5, 6, 12, 13, 20, but (11,13) = (5,3) + (5,3) +
(1,7) ∈ S.
5. The fraction of curves that are Cohen–Macaulay is asymptotically 0
In this section we prove in Theorem 5.3 that as d → ∞ the fraction of all curves of
degree d that contain an element of S˜\S of degree one approaches 1. By Theorem 1.1 it fol-
lows that the fraction of all curves of degree d that are Cohen–Macaulay approaches 0. We
use the notation of Section 1, namely S = {a1, a2, . . . , ak} with a1 < a2 < · · · < ak = d
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x ∈ Γ , with (d − x, x) /∈ S, (2d − x, x) ∈ S, and (d − x, x + d) ∈ S. These three assertions
mean that ordS (x) = 2 and ordS (x + d) 2 or equivalently that x /∈S , x = ai + aj and
x + d = a + am with ai, aj , a, am ∈S . We wish to show that as d becomes large there
will be such an x for “most”S . In the course of the proof we will find it convenient to con-
sider sets S = {a1, a2, . . . , ak} with a1 < a2 < · · · < ak = d and gcd(a1, . . . , ak) = g > 1.
Setting ai = ai/g, 1 i  k, yields S = {a1, a2, . . . , ak} satisfying our usual hypotheses,
along with corresponding semigroup ring
S = SS,
and accompanying sets S′ and S˜. It is clear that S˜\S contains an element of degree one
in the grading of S if and only if there exists x satisfying the same conditions x /∈ S ,
x = ai + aj and x + d = a + am with ai, aj , a, am ∈S . We first prove a proposition
on sets which will be applied in the proof of Theorem 5.3 to subsets Ai of the set of all
projective monomial curves of a given degree.
Proposition 5.1. Suppose we have a collection of non-empty finite sets Ai , 1 i  n, and
a subset Xi ⊆ Ai for each i, such that |Xi |/|Ai | = αi > 0. Then
|⋃Xi |
|⋃Ai | 
1
(
∑n
i=1 1/αi) − (n − 1)
.
Proof. Let γi = 1/αi = |Ai |/|Xi |. Clearly we have
∣∣∣⋃Ai∣∣∣ ∣∣∣⋃Xi∣∣∣+ n∑
i=1
|Ai\Xi | =
∣∣∣⋃Xi∣∣∣+ n∑
i=1
(γi − 1)|Xi |.
Dividing by |⋃Xi | we obtain
|⋃Ai |
|⋃Xi |  1 +
n∑
i=1
(γi − 1) |Xi ||⋃Xi |  1 +
n∑
i=1
(γi − 1) =
(
n∑
i=1
γi
)
− (n − 1).
Taking the reciprocal of the above expression and replacing γi by 1/αi yields the re-
sult. 
Corollary 5.2. Suppose that |Xi |/|Ai | α for all i. Then
|⋃Xi |
|⋃Ai | 
α
(1 − α)n + α .
Proof. Since the function of α1, . . . , αn in the previous proposition is increasing in each
variable, the result follows by replacing each αi with α and regrouping. 
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gcd(a1, . . . , ak) = 1} and CMd = {S ∈ Cd | RS is Cohen–Macaulay}. Then
lim
d→∞
|CMd |
|Cd | = 0.
Proof. We will temporarily drop the condition that gcd(a1, . . . , ak) = 1. Let C′d ={{a1, a2, . . . , ak} | ai ∈ N, 0 < a1 < a2 < · · · < ak = d}, CM′d = {S ∈ C′d | RS is Cohen–
Macaulay}, and NCM′d = C′d \ CM′d . We will first show that limd→∞(|NCM′d |/|C′d |) = 1.
As explained at the beginning of this section, for a given S ∈ C′d , we seek an element
x /∈S such that x = ai + aj and x + d = a + am with ai, aj , a, am ∈S .
Let C′d,x = {S ∈ C′d | x /∈S }, CM′d,x = CM′d ∩ C′d,x , and NCM′d,x = C′d,x \ CM′d,x .
Now
NCM′d =
⋃
0<x<d
NCM′d,x,
so we would like to have a uniform lower bound for |NCM′d,x | in order to apply our corol-
lary. We wish to determine the number of ways of choosing subsets B1 ⊆ {1,2, . . . , x − 1}
and B2 ⊆ {x + 1, x + 2, . . . , d − 1} such that x = ai + aj has a solution with ai, aj ∈ B1
and x + d = a + am has a solution with a, am ∈ B2 for then S = B1 ∪ B2 will yield
a non-Cohen–Macaulay RS . For a fixed x,0 < x < d , there are (x − 1)/2 pairs
{ai, aj } = {1, x − 1}, {2, x − 2}, . . . , {(x − 1)/2, 
(x + 1)/2} such that x = ai + aj
with ai < aj . If x is even, there is also the possibility of a singleton with ai = aj = x/2.
There are 3(x−1)/2 ways of choosing a subset of {1,2, . . . , x − 1} such that none of these
pairs (or singleton) occur (we cannot choose the singleton (if x is even) and for each of the
(x − 1)/2 pairs, there are three subsets of the pair which do not include both elements).
There are a total of 2x−1 subsets of {1,2, . . . , x − 1}, so the number of subsets where there
is at least one solution to x = ai +aj is 2x−1 −3(x−1)/2. Similarly, the number of subsets
of {x + 1, x + 2, . . . , d − 1} where there is at least one solution to x + d = a + am is
2d−x−1 − 3(d−x−1)/2. There are 2d−2 elements in C′d,x , so we have
|NCM′d,x |
|C′d,x |
 (2
x−1 − 3(x−1)/2)(2d−x−1 − 3(d−x−1)/2)
2d−2
=
(
1 − 3
(x−1)/2
2x−1
)(
1 − 3
(d−x−1)/2
2d−x−1
)
= f (x).
We would like to apply Corollary 5.2 with α = min(f (x)), but there are two problems
with this. First f (x) is small for x close to 1 or d , so we will bound x away from 1
and d for the time being. The second problem is that f (x) is highly non-monotonic. We
will therefore bound it below by the unimodal function g(x) = (1 − 3(x−1)/2/2x−1)×
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that 0 < λ < 1/2.) Consider
d−d/4⋃
x=d/4
NCM′d,x .
Since g(x) is symmetric about x = d/2 and is increasing on [0, d/2], we have
|NCM′d,x |/|C′d,x |  g(x)  g(d/4), for d/4  x  d − d/4. Taking α(d) =
g(d/4), noting that there are n(d) = d − 2d/4 + 1 subsets in our union, and applying
the corollary above we obtain
∣∣⋃d−d/4
x=d/4 NCM
′
d,x
∣∣∣∣⋃d−d/4
x=d/4 C′d,x
∣∣  α(d)(1 − α(d))n(d) + α(d) .
Now
⋃d−d/4
x=d/4 C′d,x = {S ∈ C′d | there is an x, d/4 x  d −d/4, such that x /∈S },
so its complement in C′d consists of all S containing {d/4, . . . , d − d/4}. Since each
such S is determined by a subset of the 2d/4 − 2 element set {1,2, . . . , d/4 − 1,
d−d/4+1, . . . , d−1}, there are 22d/4−2 elements in the complement. As |C′d | = 2d−1,
we have ∣∣∣∣∣
d−d/4⋃
x=d/4
C′d,x
∣∣∣∣∣= 2d−1 − 22d/4−2
and therefore
|NCM′d |
|C′d |

∣∣⋃d−d/4
x=d/4 NCM
′
d,x
∣∣
|C′d,x |
|C′d,x |
|C′d |
 α(d)
(1 − α(d))n(d) + α(d)
2d−1 − 22d/4−2
2d−1
= α(d)
(1 − α(d))n(d) + α(d)
(
1 − 22d/4−d−1).
Asymptotically 1 − α(d) decays exponentially and n(d) grows linearly, so we have
limd→∞(1 − α(d))n(d) = 0. Combining this with the fact that limd→∞ α(d) = 1 and
limd→∞(1 − 22d/4−d−1) = 0, we have
lim
d→∞
|NCM′d |
|C′d |
= 1.
Letting NCMd = Cd\CMd , the last step is to show that, in fact,
|NCMd |lim
d→∞ |Cd | = 1.
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∑
i|d |Ci |, by the Mo¨bius Inversion Formula,
|Cd | =
∑
i|d
µ(i)
∣∣C′d/i∣∣=∑
i|d
µ(i)2d/i−1,
where µ(x) is the Mo¨bius function. More concretely, if d = pβ11 pβ12 . . . pβrr with the pi
being distinct primes, then
|Cd | = 2d−1 −
∑
1ir
2d/pi−1 +
∑
1i<jr
2d/(pipj )−1 · · · .
Letting
h(d) =
∑
1ir
2d/pi−1 −
∑
1i<jr
2d/(pipj )−1 · · · ,
we have |Cd | = |C′d | − h(d) and
|NCMd |
|Cd | 
|NCM′d | − h(d)
|C′d | − h(d)
= |NCM
′
d |/|C′d | − h(d)/|C′d |
1 − h(d)/|C′d |
.
Therefore if we can show that limd→∞(h(d)/|C′d |) = limd→∞(h(d)/2d−1) = 0, we will
be done. But
h(d)
∑
1ir
2d/pi−1 
∑
1ir
2d/2−1 = r2d/2−1  d2d/2−1
and since limd→∞(d2d/2−1/2d−1) = 0, the result follows. 
6. Numerical results
In this section we describe computational results illustrating the previous section. No-
tation is as in Section 1. In particular we identify S with the curve, and will refer to
k as the length of the curve. In Table 1, c (= |Cd |) is the number of curves of degree d ,
cm (= |CMd |) is the number of our curves that are Cohen–Macaulay, and ncm (= |NCMd |)
is the number that are not. The number of curves of degree d that contain an element of
degree 1 in S˜\S is denoted by d1. The table is computed using the algorithm described
in [7] or [6].
Clearly, for a given d we have c  ncm d1. In (the proof of) Theorem 5.3 we proved
as d → ∞ the ratio d1/c → 1 (hence a fortiori the ratio ncm/c → 1). This is clearly illus-
trated by the values in the table. From our discussion it is clear that c, ncm and d1 all grow
approximately as 2d−1. As d → ∞, cm → ∞ because as d becomes large the number of
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d c cm ncm d1
1 1 1 0 0
2 1 1 0 0
3 3 3 0 0
4 6 5 1 1
5 15 12 3 2
6 27 16 11 10
7 63 37 26 20
8 120 51 69 62
9 252 97 155 123
10 495 142 353 333
11 1023 257 766 663
12 2010 359 1651 1555
13 4095 647 3448 3132
14 8127 920 7207 6966
15 16365 1605 14760 13886
16 32640 2266 30374 29631
17 65535 3795 61740 59431
18 130788 5410 125378 123555
possible sets S that are arithmetic progressions grows at least in proportion to d (for ex-
ample S = {d − 1, d}, {d − 2, d − 1, d}, . . .) and these curves are all Cohen–Macaulay.
It would be interesting to have a better estimate of the growth of cm. The differences
ncm − d1 = 1 for d = 5,6 are accounted for by {1,4,5} and {1,5,6}.
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