A graph is d-orientable if its edges can be oriented so that the maximum in-degree of the resulting digraph is at most d. d-orientability is a well-studied concept with close connections to fundamental graph-theoretic notions and applications as a load balancing problem. In this paper we consider the d-Orientable DeletiOn problem: given a graph G = (V, E) , delete the minimum number of vertices to make G d-orientable. We contribute a number of results that improve the state of the art on this problem. Specifically:
Introduction
In this paper we study the following natural optimization problem: we are given a graph G = (V, E) and an integer d, and are asked to give directions to the edges of E so that in the resulting digraph as many vertices as possible have in-degree at most d. Equivalently, we are looking for an orientation of E such that the set of vertices K whose in-degree is strictly more than d is minimized. Such an orientation is called a d-orientation of G[V ⧵ K] , and we say that K is a set whose deletion makes the graph d-orientable. The problem of orienting the edges of an undirected graph so that the in-degree of all, or most, vertices stays below a given threshold has been extensively studied in the literature, in part because of its numerous applications. In particular, one way to view this problem is as a form of scheduling, or load balancing, where edges represent jobs and vertices represent machines. In this case the in-degree represents the load of a machine in a given assignment, and minimizing it is a natural objective (see e.g. [6, 13, 18, 26] ). Finding an orientation where all in-or outdegrees are small is also of interest for the design of efficient data structures [14] . For more applications we refer the reader to [2] [3] [4] [5] 11] and the references therein.
State of the Art
d-Orientability has been well-studied in the literature, both because of its practical motivations explained above, but also because it is a basic graph property that generalizes and is closely related to fundamental concepts such as d-degeneracy (as a graph is d-degenerate if and only if it admits an acyclic d-orientation), and bounded degree. This places d-Orientable DeletiOn in a general context of graph editing problems that measure the distance of a given graph from having one of these properties [7, 21] .
The problem of orienting the edges of an unweighted graph such that the maximum out-degree of vertices is minimized is solvable in polynomial time [5] , though the problem becomes APX-hard [18] and even W [1] -hard parameterized by treewidth [24] if one allows edge weights. In this paper we focus on unweighted graphs, for which computing the minimum number of vertices that need to be deleted to make a graph d-orientable is easily seen to be NP-hard, as the case d = 0 corresponds to Vertex COVer. This hardness has motivated the study of both polynomialtime approximation and parameterized algorithms, as well as algorithms for specific graph classes. For approximation, if the objective function is to maximize the number of non-deleted vertices, the problem is known to be n 1− -inapproximable; if one seeks to minimize the number of deleted vertices, the problem admits an O(log d) -approximation, but it is not known if this can be improved to a constant [2] . From the parameterized point of view, the problem is W[1]-hard for any fixed d if the parameter is the number of non-deleted vertices, but FPT parameterized by d and tw [11] . To the best of our knowledge, the complexity of this problem parameterized by the number of deleted vertices is open. Moreover, [7] shows that the related problem of deleting as few vertices as possible from a given graph, such that the resulting graph has maximum vertex degree d is W [1] -hard parameterized by tw , while FPT when parameterized by tw and k.
We remark that sometimes in the literature a d-orientation is an orientation where all out-degrees are at most d, but this can be seen to be equivalent to our formulation by reversing the direction of all edges. d-Orientable DeletiOn has sometimes been called Min-(d + 1) -HeaVy/Max-d -ligHt [2] , depending on whether one seeks to minimize the number of deleted vertices, or maximize the number of non-deleted vertices (the two are equivalent in the context of exact algorithms). The problem of finding an orientation minimizing the maximum out-degree has also been called MiniMuM MaxiMuM Out-Degree [5] .
An important special case that has recently attracted attention from the FPT algorithms point of view is that of d = 1 . 1-orientable graphs are called pseudo-forests, as they are exactly the graphs where each component contains at most one cycle. 1-Orientable DeletiOn, also known as PseuDOFOrest DeletiOn, has been shown to admit a 3 k algorithm, where k is the number of vertices to be deleted [12, 23] .
Our Contribution
We study the complexity of d-Orientable DeletiOn mostly from the point of view of exact FPT algorithms. We contribute a number of new results that improve the state of the art and, in some cases, resolve open problems from the literature.
We first consider the parameterized complexity of the problem with respect to the natural parameter k, the number of vertices to be deleted to make the graph d-orientable. We show that for any fixed d ⩾ 2 , d-Orientable DeletiOn is W [2] -hard parameterized by k. This result is tight in two respects: it shows that, under the ETH, the trivial n k algorithm that tries all possible solutions is essentially optimal; and it cannot be extended to the case d = 1 , as in this case the problem is FPT [12] . Because our proof is a reduction from DOMinating set that preserves the optimal, we also show that the problem cannot be approximated with a factor better than ln n . This matches the performance of the algorithm given in [2] , and closes a gap in the status of this problem, as the previously best known hardness of approximation bound was 1.36 [2] .
Second, we consider the complexity of d-Orientable DeletiOn when restricted to chordal graphs, motivated by the work of [11] , who study the problem on classes of graphs with polynomially many minimal separators. We are able to completely characterize the complexity of the problem for this class of graphs with respect to the two main natural parameters d and k: the problem is W[1]-hard parameterized by d, W[2]-hard parameterized by k, but solvable in time O * (d O(d+k) ) , and hence FPT when parameterized by d + k . We recall that the problem is poly-time solvable on chordal graphs when d is a constant [11] , and trivially in P in general graphs when k is a constant, so these results are in a sense tight.
Third, we consider the complexity of d-Orientable DeletiOn parameterized by the input graph's treewidth, perhaps the most widely studied graph parameter. Our main contribution here is a lower bound which, assuming the Strong ETH, states that the problem cannot be solved in time less than O * ((d + 2) tw ) , for any constant d ⩾ 1 . As a consequence, this shows that the O * (3 tw ) algorithm given for PseuDO-FOrest DeletiOn in [12] is optimal under the SETH. We recall that Bodlaender et al. [12] had explicitly posed the existence of a better treewidth-based algorithm as an open problem; our results settle this question in the negative, assuming the SETH. Our result also extends the lower bound of [20] which showed that Vertex COVer (which corresponds to d = 0 ) cannot be solved in O * ((2 − ) tw ).
Finally, we consider the complexity of the problem parameterized by cliquewidth. We recall that clique-width is probably the second most widely studied graph parameter in FPT algorithms (after treewidth), so after having settled the complexity of d-Orientable DeletiOn with respect to treewidth, investigating clique-width is a natural question. On the positive side, we present a dynamic programming algorithm whose complexity is roughly d O(d⋅cw) , and is therefore FPT when parameterized by d + cw . This significantly improves upon the dynamic programming algorithm for this case given in [11] , which runs in time roughly n O(d⋅cw) . The main new idea of this algorithm, leading to its improved performance, is the observation that sufficiently large entries of the DP table can be merged using a more careful characterization of feasible solutions that involve large bi-cliques. On the negative side, we present a reduction showing that d-Orientable DeletiOn is W[1]-hard if cw is the only parameter and d is part of the input. This presents an interesting contrast with the case of treewidth: for both parameters we can obtain algorithms whose running time is a function of d and the width; however, because graphs of treewidth w always admit a w-orientation (since they are w-degenerate), this immediately also shows that the problem is FPT for treewidth, while our results imply that obtaining a similar result for clique-width is impossible (under standard assumptions).
Definitions and Preliminaries

Complexity Background
We assume that the reader is familiar with the basic definitions of parameterized complexity, such as the classes FPT and W[1] [17] . We will also make use of (slightly weaker statements of) the Exponential Time Hypothesis (ETH) and its strong variant (SETH), two conjectures by Impagliazzo et al. asserting that there is no 2 o(n) -time algorithm for 3-sat on instances with n variables [19] (ETH) and that sat cannot be solved in time O * ((2 − ) n ) for any > 0 [19] (SETH).
Graph Widths
We also make use of standard graph width measures, such as pathwidth, treewidth, and clique-width, denoted as pw, tw, cw respectively.
A tree decomposition of a graph G = (V, E) is a pair (X, T) with T = (I, F) a tree and X = {X i |i ∈ I} a family of subsets of V (called bags), one for each node of T, with the following properties:
1.
⋃ i∈I X i = V; 2. for all edges (v, w) ∈ E , there exists an i ∈ I with v, w ∈ X i ; 3. for all i, j, k ∈ I , if j is on the path from i to k in T, then X i ∩ X k ⊆ X j .
The width of a tree decomposition ((I, F),
The treewidth of a graph G is the minimum width over all tree decompositions of G, denoted by tw(G) ( [8] [9] [10] ). The definition of pathwidth is similar, with T being a path instead of a tree in this case.
We next define the notion of clique-width (see [16] ): the set of graphs of cliquewidth cw is the set of vertex-labelled graphs that can be inductively constructed by using the following operations:
1. Introduce: i(l), for l ∈ [1, cw] is the graph consisting of a single vertex with label l; 2. Join: (G, a, b) , for G having cliquewidth cw and a, b ∈ [1, cw] is the graph obtained from G by adding all possible edges between vertices of label a and vertices of label b; 3. Rename: (G, a, b) , for G having cliquewidth cw and a, b ∈ [1, cw] is the graph obtained from G by changing the label of all vertices of label a to b; 4. Union:
Note we here assume the labels are integers in [1, cw] , for ease of exposition.
A clique-width expression of width cw for G = (V, E) is a recipe for constructing a cw-labelled graph isomorphic to G. More formally, a cliquewidth expression is a rooted binary tree T G , such that each node t ∈ T G has one of four possible types, corresponding to the operations given above. In addition, all leaves are introduce nodes, each introduce node has a label associated with it and each join or rename node has two labels associated with it. For each node t, the graph G t is defined as the graph obtained by applying the operation of node t to the graph (or graphs) associated with its child (or children). All graphs G t are subgraphs of G and for all leaves of label l, their associated graph is i(l).
Additionally, we will require the equivalent definition of pathwidth via the mixed search number ms(G) (see [25] ). In a mixed search game, a graph G is considered as a system of tunnels. Initially, all edges are contaminated by a gas and an edge is cleared by placing searchers at both its endpoints simultaneously or by sliding a searcher along the edge. A cleared edge is re-contaminated if there is a path from a contaminated edge to the cleared edge without any searchers on its vertices or edges. A search is a sequence of operations that can be of the following types: (a) placement of a new searcher on a vertex; (b) removal of a searcher from a vertex; (c) sliding a searcher on a vertex along an incident edge and placing the searcher on the other end. A search strategy is winning if after its termination all edges are cleared. The mixed search number of G, denoted by ms(G) , is the minimum number of searchers required for a winning strategy of mixed searching on G.
Graphs and Orientability
We use standard graph-theoretic notation. If G = (V, E) is a graph and S ⊆ V , G[S] denotes the subgraph of G induced by S. For v ∈ V , the set of neighbors of v in G is denoted by N G (v) , or simply N(v), and N G (S) ∶= ( ⋃ v∈S N(v)) ⧵ S will often be written just N(S). We define N[v] ∶= N(v) ∪ {v} and N[S] ∶= N(S) ∪ S . Depending on the context, we use (u, v), where u, v ∈ V to denote either an undirected edge connecting two vertices u, v, or an arc (that is, a directed edge) with tail u and head v. An orientation of an undirected graph G = (V, E) is a directed graph on the same set of vertices obtained by replacing each undirected edge (u, v) ∈ E with either the arc (u, v) or the arc (v, u). In a directed graph we define the in-degree − (u) of a vertex u as the number of arcs whose head is u. A d-orientation of a graph G = (V, E) is an orientation of G such that all vertices have in-degree at most d. If such an orientation exists, we say that G is d-orientable. Deciding if a given graph is d-orientable is solvable in polynomial time, even if d is part of the input [5] . Let us first make some easy observations on the d-orientability of some basic graphs. Lemma 3 K 2d+1 , the clique on 2d + 1 vertices, is d-orientable. Furthermore, in any d-orientation of K 2d+1 all vertices have in-degree d.
Proof
We show that there is a way to orient all the edges of any K 2d+1 so that all vertices have in-degree exactly d. To see this, number the vertices {0, 1, … , 2d} , and then for each i ∈ {0, … , 2d} orient away from vertex i all edges whose other endpoint is {i + 1, … , i + d} , where addition is done modulo 2d + 1 . Observe that this defines the orientation of all edges, and for each vertex it orients away from it d of its 2d incident edges. Hence, all vertices have in-degree d in the end (see also Fig. 1 ). u For the second part, observe that K 2d+1 has d(2d + 1) edges and 2d + 1 vertices, hence in any orientation the average in-degree must be exactly d. In an orientation where the maximum in-degree is d we therefore also have that the minimum indegree is also d. ◻
Lemma 4
The complete bipartite graph K 2d+1,2d is not d-orientable.
Proof We observe that in any orientation the sum of all in-degrees is equal to the total number of edges, which is 4d 2 + 2d . Hence, the average in-degree is > d , meaning there will always be at least one vertex of in-degree > d . ◻
Definition 5
In d-Orientable DeletiOn we are given as input a graph G = (V, E) and an integer d. We are asked to determine the smallest set of vertices K ⊆ V (the deletion set) such that G[V ⧵ K] admits a d-orientation.
Definition 6
In CaPaCitateD-d-Orientable DeletiOn we are given as input a graph G = (V, E) , an integer d ⩾ 1 , and a capacity function ∶ V → {0, … , d} . We are asked to determine the smallest set of vertices K ⊆ V such that G[V ⧵ K] admits an orientation with the property that for all u ∈ V ⧵ K , the in-degree of u is at most (u) .
It is clear that CaPaCitateD-d-Orientable DeletiOn generalizes d-Orientable DeletiOn, which corresponds to the case where we have (u) = d for all vertices. It is, however, not hard to see that the two problems are in fact equivalent, as shown in the following lemma. Furthermore, the following lemma shows that increasing d can only make the problem harder.
Lemma 7 There exists a polynomial-time algorithm which, given an instance
with the same optimal value and the following properties:
Proof We use a saturation gadget to simulate the fact that some vertices of G are meant to be able to accept strictly fewer than d incoming edges. In particular, for each u ∈ V for which (u) < d � we construct a clique K 2d � +1 on 2d � + 1 new vertices and connect d � − (u) of these vertices (arbitrarily chosen) to u.
Let us argue that this produces an equivalent instance. First, consider a solution to the original instance. We delete the same set of vertices from G ′ , and use the same orientation for edges of E. For the added edges, there is a way to orient all the edges of any K 2d � +1 by Lemma 3. We therefore use this orientation for all the copies of K 2d � +1 we added, and orient all other edges incident on such cliques away from the clique. This does not make the in-degree of any vertex of V higher than d ′ , since such vertices have at most (u) incoming edges from E (by assumption), and d � − (u) edges coming from the clique.
For the converse direction, consider a solution of the new instance. We first observe that without loss of generality we may assume that the solution does not delete any of the vertices of the cliques we added to the graph. This is because, if the solution deletes a vertex of a K 2d � +1 attached to u ∈ V , we can instead delete u and use the orientation described above for the vertices of the clique (which is now disconnected from the graph). If the solution does not delete any vertex from a K 2d � +1 , by Lemma 3, all vertices of the clique have in-degree exactly d ′ in the clique. This implies that all edges with one endpoint in the clique must be oriented away from the clique, hence any vertex u ∈ V may have in-degree at most (u) from edges of E.
For the width bounds, first consider any path decomposition of G. We can construct a path decomposition of G ′ as follows: for each u ∈ V to which we attached a K 2d � +1 we find a bag B of the original decomposition that contains u, and insert after B a copy of the same bag into which we add all the vertices of the clique attached to u. Consider now a clique-width expression for G. We can use it to construct a clique-width expression for G ′ using three new labels by introducing a clique of size d � − (u) using two labels, connecting it to u using another and then completing the clique using the first two labels. Finally, to see that G ′ is chordal if G is chordal observe that no induced cycle of length 4 or more can contain any of the new vertices since they induce a union of cliques and are connected to the rest of the graph through single cut-vertices. ◻
Hardness of Approximation and W[2]-Hardness
In this section we present a reduction from DOMinating set to d-Orientable Dele-tiOn for d ⩾ 2 that exactly preserves the size of the solution. As a result, this establishes that, for any fixed d ⩾ 2 , d-Orientable DeletiOn is W[2]-hard, and the minimum solution cannot be approximated with a better than logarithmic factor. We observe that it is natural that our reduction only works for d ⩾ 2 , as the problem is known to be FPT for d = 1 , which is known as PseuDOFOrest DeletiOn, and d = 0 , which is equivalent to Vertex COVer.
Proof We will describe a reduction to CaPaCitateD-d-Orientable DeletiOn for d = 2 , from the well-known DOMinating set problem: we are given a graph G = (V, E) and an integer k and are asked if there exists a dominating set of size k.
DOMinating set is W[2]-hard and not solvable in f (k) ⋅ n o(k) under the ETH [17] . We will then invoke Lemma 7 to obtain the claimed result for d-Orientable Dele-tiOn. Let [G(V, E), k] be an instance of Dominating Set. We begin by constructing a bipartite graph H by taking two copies of V, call them
We identify the root of this binary tree with v ∈ V 2 and its leaves with the corresponding vertices in V 1 . We now define the capacities of our vertices: each vertex of V 1 has capacity 0; each internal vertex of the binary trees has capacity 2; and each vertex of V 2 has capacity 1.
We will now claim that G has a dominating set of size k if and only if H can be oriented in a way that respects the capacities by deleting at most k vertices.
For the forward direction, suppose that there is a dominating set in G of size k. In H we delete the corresponding vertices of V 1 . We argue that the remaining graph is orientable in a way that respects the capacities. We compute an orientation as follows:
1. We orient the remaining incident edges away from every vertex of V 1 that is not deleted. 2. For each non-leaf vertex u of the binary tree rooted at v ∈ V 2 we define the orientation of the edge connecting u to its parent as follows: u is an ancestor of a set S u ⊆ N G [v] of vertices of V 1 . If S u contains a deleted vertex, then we orient the edge connecting u to its parent towards u, otherwise we orient it towards u's parent.
The above description completely defines the orientation of the remaining graph (see also Fig. 2 ). Let us argue why the orientation respects all capacities. This should be clear for vertices of V 1 . For any non-leaf vertex u of a binary tree, if we orient the edge connecting it to its parent away from u, then the in-degree of u is at most 2, which is its capacity. On the other hand, if we orient this edge towards u, there is a deleted vertex in S u . However, this implies either that one of u's children has been deleted, or that one of the edges connecting u to one of its children is oriented away from u. In both cases, the in-degree of u is at most 2, equal to its capacity. Finally, for each u ∈ V 2 , if we started with a dominating set, then one of the children of u in the binary tree is either deleted or its edge to u is oriented towards it. For the converse direction, suppose that there is a set of k vertices in H whose deletion makes the graph orientable in a way that respects the capacities. Suppose now that we have a solution that deletes some vertex v ∈ V 2 or some internal vertex of a binary tree. We re-introduce v in the graph, orient all its incident edges towards v, and then delete one of the children of v. This preserves the size and validity of the solution. Repeating this argument ends with a solution that only deletes vertices of V 1 . We now claim that these k vertices are a dominating set. To see this, observe that any undeleted vertex of V 1 has all its edges connecting it to binary trees oriented away from it. Hence, if there is a binary tree with root v ∈ V 2 such that none of its leaves are undeleted, all its internal edges must be oriented towards v, which would make the in-degree of v greater than its capacity. Proof We observe that the reduction from DOMinating set given in Theorem 8 exactly preserves the optimal value. We can therefore invoke known hardness of approximation results on Dominating Set (see e.g. [22] ). ◻
Chordal Graphs
In this section we consider the complexity of d-Orientable DeletiOn on chordal graphs parameterized by either d or k (the number of deleted vertices). Our main results state that the problem is W[1]-hard for each of these parameters individually (Theorems 10 and 11); however, the problem is FPT parameterized by d + k (Theorem 12). Proof We give a reduction from inDePenDent set: given a graph G = (V, E) and an integer k, we are asked if G contains an independent set of size k. We assume without loss of generality that k is odd. We set d = k and we will construct a chordal instance of CaPaCitateD-d-Orientable DeletiOn, on which we will invoke Lemma 7 to obtain the claimed result, together with the standard fact that inDePenDent set is W[1]-hard and not solvable in n o(k) under the ETH [17] . We construct a graph G ′ from G as follows. First, we subdivide all edges of E, and then we connect all (original) vertices of V into a clique. Let us now define the capacities: for any vertex introduced during a subdivision of an edge e ∈ E we set its capacity to 1. Furthermore, for each u ∈ V we set its capacity to d−1 2 . This completes the construction (see also Fig. 3 ), while our budget will be set to n − k . Observe that we have constructed a split graph, therefore G ′ is chordal.
Suppose that there is an independent set of size k in G, hence there is a vertex cover of size n − k . We delete the corresponding n − k vertices of G ′ and claim that the remaining graph is orientable in a way that respects the capacities. For every edge e ∈ E , its corresponding vertex has a deleted neighbor (since we started by deleting the vertices corresponding to a vertex cover). Hence, it now has degree at most 1, which is at most equal to its capacity, so we orient its possible remaining incident edge towards it. Finally, for the k = d undeleted vertices of V, we use Lemma 3 to obtain an orientation of the K d they induce where all vertices have indegree d−1 2 , which is equal to their capacities. For the converse direction, suppose that it is possible to orient the graph respecting the capacities by deleting at most n − k vertices. To simplify things we assume we have a solution that deletes exactly n − k vertices, which can be achieved by adding arbitrary vertices to a smaller solution. If a solution deletes a vertex corresponding to e ∈ E , we can place that vertex back, orient all edges towards it, and if it now has in-degree 2 arbitrarily delete one of its neighbors in V. We therefore suppose that the solution deletes n − k vertices of V and we must show that these vertices are a vertex cover of G. Suppose for contradiction that there is an edge e ∈ E such that neither of its endpoints in V was deleted. We now observe that in any orientation one edge connecting the vertex produced in the subdivision of e to V must be oriented towards V, because the vertex corresponding to e has capacity 1. However, the d undeleted vertices of V form a clique, and by Lemma 3, any orientation of the edges of this clique that gives all vertices indegree at most d−1 2 (their capacities), gives all vertices exactly this in-degree. Hence, the additional edge from e will force one non-deleted vertex to violate its capacity. Proof We start from an instance of DOMinating set: we are given a graph G = (V, E) and an integer k and are asked if there exists a dominating set of size k. We will retain the same value of k and construct a chordal instance of CaPaCitateD-d-Orientable DeletiOn, for which we later invoke Lemma 7. Let |V| = n and we assume without loss of generality that n − k is odd (otherwise we can add an isolated pair of vertices to G connected by an edge). We construct G ′ as follows. Take two copies of V, call them V 1 , V 2 and add all possible edges between vertices of V 2 . For each
, i.e. all vertices v that are neighbors of u in G. Let us also define the capacities: each u ∈ V 1 has capacity equal to its degree in G; each u ∈ V 2 has capacity n−k−1 2 . This completes the construction. G ′ is chordal because it is a split graph.
Suppose that G has a dominating set of size k. We delete the corresponding vertices of V 2 and claim that G ′ becomes orientable. We observe that all vertices of V 1 have at least a deleted neighbor, since we deleted a dominating set of G, hence for Fig. 3 A sample graph with its independent set of size 3 in black on the left. The corresponding constructed instance with its 3-orientation on the right. The n − k = 2 deleted vertices are drawn in gray.
Original edges with a deleted vertex as an endpoint are drawn dotted. For clarity, edges of the clique in V for deleted vertices are not drawn each such vertex the number of remaining incident edges is at most its capacity. We therefore orient all edges incident on V 1 towards V 1 . Finally, for the remaining vertices of V 2 which induce a clique of size n − k we orient their edges using Lemma 3 so that they all have in-degree exactly n−k−1 2 . For the converse direction, suppose we can delete at most k vertices of the new graph to make it orientable respecting the capacities. Again, as in Theorem 10 we assume we have a solution of size exactly k, otherwise we add some vertices. Furthermore, any used vertex of V 1 can be exchanged with one of its neighbors in V 2 , since all vertices of V 1 have degree one more than their capacities, hence we assume that the solution deletes k vertices of V 2 . We show that these vertices are a dominating set of G. Suppose for contradiction that they are not, so u ∈ V 1 does not have any deleted neighbors in V 2 . Since the number of edges connecting u ∈ V 1 to V 2 is equal to the degree of u plus 1, at least one of them is oriented towards V 2 . But now the n − k non-deleted vertices of V 2 , because of Lemma 3 all have in-degree exactly equal to the capacities inside the clique they induce. Hence, the additional edge from V 1 will force a vertex to violate its capacity. Proof This proof relies on standard techniques (dynamic programming on tree decompositions), so we will sketch some of the details. Recall that given a chordal graph G, it is known that we can obtain in polynomial time an optimal tree decomposition of G of width (G) , where (G) is the maximum clique size of G. We now observe that, because of Lemma 3, we can assume that (G) < 2d + k + 2 , because if the graph contains a clique on 2d + k + 2 vertices, even after deleting k vertices we will not be able to produce a d-orientation and we can immediately reject. We therefore have tw(G) ⩽ 2d + k + 1.
Our algorithm now performs standard dynamic programming on the given tree decomposition, similarly to the algorithm of [12] : we maintain a table in each bag which, for each vertex of the bag states either that the vertex has been deleted, or its in-degree in the orientation of the current partial solution. Since the in-degree is a number in {0, … , d} , each vertex has d + 2 possible states. This makes the total size of the DP table at most (d + 2) tw ⩽ (d + 2) 2d+k+1 . It is now not hard to see that such a table can be updated in time polynomial in its size, giving us a solution at the root of the tree decomposition. ◻
SETH Lower Bound for Treewidth
Overview
We follow the approach for proving SETH lower bounds for treewidth algorithms introduced in [20] (see also Chapter 14 in [17] ), that is, we present a reduction from sat to d-Orientable DeletiOn, for any fixed d ⩾ 1 , showing that if there exists a better than (d + 2) tw algorithm for d-Orientable DeletiOn, we obtain a better than 2 n algorithm for sat. Similarly to these proofs, our reduction is based on the construction of "long paths" of Block gadgets, that are serially connected in a path-like manner. Each such "path" corresponds to a group of variables of the given formula, while each column of this construction is associated with one of its clauses. Intuitively, our aim is to embed the 2 n possible variable assignments into the (d + 2) tw states of some optimal dynamic program that would solve the problem on our constructed instance. The hard part of the reduction is to take the natural d + 2 options available for each vertex, corresponding to its in-degree ( d + 1 ) or the choice to delete it ( +1 ), and use them to compress n boolean variables into roughly n log(d+2) units of treewidth. Below, we present a sequence of gadgets used in our reduction. The aforementioned block gadgets, which allow a solution to choose among d + 2 reasonable choices, are the main ingredient. We connect these gadgets in a path-like manner that ensures that choices remain consistent throughout the construction, and connect clause gadgets in different "columns" of the constructed grid in a way that allows us to verify if the choice made represents a satisfying assignment, without increasing the graph's treewidth.
OR Gadget
We use an OR gadget with two endpoints v, u whose purpose is to ensure that in any optimal solution, either v or u will have to be deleted. This gadget is simply a set of 2d + 2 vertices of capacity 1, connected to both v and u, as shown in Fig. 4 .
d} be an instance of CapaCitated-d-Orientable deletiOn, and u, v be two vertices connected via an OR gadget. Then, any optimal solution must delete at least one of u, v.
Proof Suppose there exists an optimal solution that does not delete u or v. Because there are 2d + 2 internal vertices in the gadget, and at most 2d of the edges of the gadget can be oriented towards u or v, there are at least two internal vertices of the gadget that are deleted by the solution. We place these vertices back in the graph and delete u in their place. We now have a strictly smaller solution, for which we Proof Consider a path decomposition of G ′ and an OR gadget of G between vertices u, v. Since G ′ contains the edge (u, v), there is a bag containing both u and v. We insert immediately after this bag 2d + 2 copies of it, and insert into each copy one of the internal vertices of the OR gadget. Repeating this for all OR gadgets gives a path decomposition of G of width 1 more than the original decomposition. ◻
Clause Gadget Ĉ (N)
This gadget is responsible for determining clause satisfaction, based on the choices made in the rest of the graph. It is identical to the one used for inDePenDent set in [20] , as finding a maximum independent set can be seen as equivalent to finding a minimum-sized deletion set for 0-orientability. The gadget consists of a sequence of N triangles, where every pair of consecutive triangles is connected by two edges, along with two pendant vertices attached to the first and last triangle. We set the capacities of all vertices to 0 and refer to the N degree-2 vertices within the triangles as the inputs. Figure 5 provides an illustration. For a clause C with q literals, the gadget's purpose is to offer an 1-in-q choice, while its pathwidth remains constant: in any valid solution, there must be at least two vertices deleted from every triangle, but not all of the inputs, as this would leave a non-orientable edge between two capacity-0 vertices. In our final construction, the non-deleted leaf will correspond to some true literal within the clause.
Lemma 15
The minimum size of a deletion set K in Ĉ (N) is equal to 2N, while this cannot include all input vertices and pw(Ĉ(N)) ⩽ 3.
Proof
We observe that, due to the capacities of all vertices being set to 0, there can be no edge left in the graph after deletion of K, meaning Ĉ (N) ⧵ K must be an independent set. The lemma then follows from lemmas 2 and 3 of [20] (see also Claim 14.39 in [17] ). ◻ 
Block Gadget B
This gadget is the basic building block of our construction:
1. Make three vertices a, a ′ , b . Note that in the final construction, our block gadgets will be connected serially, with vertex a ′ being identified with the following gadget's vertex a. 2. Make three independent sets X ∶= {x 1 We set the capacities as follows (see also Fig. 6 ). Intuitively, there are d + 2 options in each gadget, linked to the circumstances of vertices a, a ′ and b: 1 there will have to be d vertices deleted in total from X ∪ Y and the numbers will be complementary: if i vertices remain in X then, due to Q being of size 2d + 1 (it is never useful to delete any of them), there must be d − i vertices remaining in Y. Thus, the d + 1 options can be seen as represented by the number of vertices remaining in X, while for each one, vertex b must also be deleted due to the OR gadgets connecting it to a, a ′ . The extra option is to ignore the actual number of deletions within X and remove both a, a ′ instead. The sets W, Z are connected in such a way that any reasonable feasible solution will delete all of their vertices, except for a pair w i , z i for some i ∈ {0, … , d + 1} . The non-deleted pair is meant to encode a choice for this block gadget.
Global Construction
Fix some integer d, and suppose that for some > 0 there exists a O * ((d + 2 − ) tw ) algorithm for d-Orientable DeletiOn. We give a reduction which, starting from any sat instance with n variables and m clauses, produces an instance of d-Orientable DeletiOn, such that applying this supposed algorithm on the new instance would give a better than 2 n algorithm for sat.
We are faced with the problem that d + 2 is not a power of 2, hence we will need to create a correspondence between groups of variables of the sat instance and groups of block gadgets. We first choose an integer p = ⌈ 1 (1− ) log 2 (d+2) ⌉ , for = log d+2 (d + 2 − ) < 1 . We then group the variables of into t = ⌈ n ⌉ groups F 1 , … , F t , where = ⌊log 2 (d + 2) p ⌋ is the maximum size of each group. Our construction then proceeds as follows (see Fig. 7 Fig. 8 for an example). 5. Make m(tpd + 2) copies of this first "column" of gadgets. 6. Identify each vertex a ′ in B l, with the vertex a of its following gadget B l+1, , i.e. for fixed ∈ [1, t] and ∈ [1, p] , all block gadgets are connected in a path-like manner.
7. For every clause C , with ∈ [1, m] , make a clause gadget Ĉ h with N = q inputs, where q is the number of literals 2 in clause C and for each h ∈ [0, tpd + 1]. 8. For every ∈ [1, t] , associate one of the (d + 2) p vertices of U l (that is in turn associated with one of d + 2 options for each of the p block gadgets of group F ), with an assignment to the variables in group F . In this way, an assignment to the variables in group F corresponds to a set of (d + 2) p vertices from p block gadgets B l, ( d + 2 from each one), as well as a vertex of U l . Note that as there are at most 2 = 2 ⌊log 2 (d+2) p ⌋ assignments to the variables in F and (d + 2) p ⩾ 2 such vertices, the association can be unique for each (and the same for all l ∈ [1, m(tpd + 2)]). 9. Each of the clause gadget's q inputs will correspond to a literal appearing in clause C . 10. Connect via OR gadgets each input from each Ĉ h , corresponding to a literal whose variable appears in group F , to the all vertices from the set U mh+ (in its appropriate column) whose associated assignments do not satisfy the input's literal. 2 We assume that q is always even, by duplicating some literals if necessary.
Intuitively, our block gadgets B connected on long paths are responsible for maintaining a consistent selection of vertices over each line that corresponds to an assignment to the variables of each group. These selections are then reflected on the situation of sets U, that are in turn responsible for passing these selections in each column to the clause gadgets Ĉ to ensure each clause is satisfied. Due to the possible shift in selections/assignments over each line, this arrangement is repeated tpd + 2 times to ensure that at least one of the repetitions of consecutive columns (one for each clause) will contain a consistent assignment whose satisfiability we can check.
Lemma 16
If has a satisfying assignment, then there exists
Proof Given a satisfying assignment for we will show the existence of a deletion set K in G of size k, whose removal from G would leave the graph d-orientable. We first identify, for each ∈ [1, t] , the vertex in U l (being the "same" for all l ∈ [1, m(tpd + 2)] ) associated with the partial assignment to the group F of variables and include in K all other vertices of U l , for each , l . Further, in each block gadget B , we identify the corresponding option for deletion and include in K all such vertices: vertex a or b and d vertices in total from X ∪ Y (that correspond to the vertex deleted from U, for all p block gadgets this U is connected to), as well as the 2(d + 1) vertices from sets W, Z that do not match this option. Finally, we include in K two vertices per triangle from each clause gadget Ĉ that do not match the above selections from the sets U: as this is a satisfying assignment, there will be at least one literal that is satisfied in each clause and the set U of the group F that the literal's variable appears in will contain only one vertex that is not already included in K, while the clause gadget will have one input vertex that is connected to the other vertices of this U (via OR gadgets), i.e. the vertices whose associated assignments do not satisfy the literal. We thus include all other inputs in K, along with the other vertex per triangle whose removal would leave an independent set within Ĉ (by Claim 14.39 in [17] , we can always find such an independent set). Concerning the size of K, we have 3(d + 1) vertices from each block gadget B , t(3p(d + 1) + (d + 2) p − 1) vertices from all t p-groups of block gadgets, 2q + t(3p(d + 1) + (d + 2) p − 1) for each column, giving for each m-section of columns ∑ m =1 (2q + t(3p(d + 1) + (d + 2) p − 1)) (for one cycle through all clauses), that finally gives for all tpd + 2 m-sections a total of k = (tpd + 2)
In each block gadget B , if b ∈ K , we orient all remaining edges from X to a and from Y to a ′ (the following gadget's a). As the capacity of a vertices is d and there are i vertices deleted from each X and d − i from each Y (on the same line), this orientation does not exceed the limit of d for any vertex a. Next, we orient all remaining edges from X and Y towards the vertices of Q, whose capacities of d are again sufficient. Since the vertices remaining in W, Z (not w d+1 , z d+1 , as b ∈ K ) match the number of deletions within X, Y, we can safely orient all edges from X, Y towards the two remaining vertices in W, Z, whose capacities will be exactly sufficient (observe that b ∈ K implies all edges from b to W, Z are also deleted). Further, all OR gadgets are satisfied, as at least one of their endpoints are in K: we only retain one vertex from each W and Z (that are not connected via an OR gadget as they match the right deletions from X, Y), while vertices b, w d+1 , z d+1 ∈ K . On the other hand, if a ∈ K , then a � ∈ K as well and the vertices remaining in W, Z are w d+1 , z d+1 , whose OR gadgets to a, a ′ are satisfied, while there is no edge between them and b. The division of deletions within X, Y is now irrelevant but their number must still add up to d, thus we can again orient all edges from X, Y towards Q, while there are no remaining edges between X, Y and W, Z.
Concerning the connections between block and clause gadgets, the OR gadgets are again satisfied as K includes at least one of their endpoints and we can safely orient all edges from the other endpoint towards the gadget's inner vertices: there is only one vertex remaining from each W, Z and these complement the only vertex remaining from their connected set U, that in turn complements the remaining input from the column's clause gadget Ĉ . Within each Ĉ , the remaining 0-capacity vertices form an independent set. For the capacity cliques attached to each vertex, we orient all internal edges such that the vertices of the clique all have d incoming edges each and the edges towards the vertex the clique is attached to are oriented towards it, thus fixing its capacity, that is externally satisfied as described above (see also Lemma 7) . ◻
) , then has a satisfying assignment.
Proof Given a deletion set K of size k such that G ⧵ K is d-orientable, we will show the existence of a satisfying assignment for . To identify the necessary structure of K, we first observe that the number of m-sections of columns (corresponding to a complete cycle over all clauses) being tpd + 2 , it suffices to show that for each m-section, any deletion set K will have to include ∑ m =1 (2q + t(3p(d + 1) + (d + 2) p − 1)) vertices, meaning that in each column the number of vertices included in K must be 2q + t(3p(d + 1) + (d + 2) p − 1) , by showing that G ⧵ K would not be d-orientable otherwise.
By Lemma 15, there will have to be at least 2q vertices included in K from every Ĉ , while this cannot include all its inputs. This leaves t(3p(d + 1) + (d + 2) p − 1) vertices for all t groups and we again aim to show that each group will require the deletion of at least 3p(d + 1) + (d + 2) p − 1 vertices.
As each set U is a clique on (d + 2) p vertices of capacity 0, at least all but one of them will have to be included in K, leaving 3p(d + 1) vertices for the p block gadgets of each group, with 3(d + 1) required from each B : sets W, Z are OR-cliques, meaning that at least all but one vertex can be retained from each, thus accounting for the 2(d + 1) vertices, while each vertex in set Q is of capacity d with 2d edges from X, Y. As |Q| = 2d + 1 , set K cannot include all of them and deleting fewer vertices from Q would not suffice to orient the remaining edges. Thus we know there must be at least d vertices from sets X, Y included in K, while for the final vertex from B we note that as a and b are connected via an OR gadget, at least one of them will also have to be in K. This gives the correct number of vertices included in K from each part of G.
If in each Ĉ there is one input that is not included in K, then all vertices in the sets U of this column that it is connected to (via OR gadgets) must be in K. This means the single vertices remaining in sets U in each column must match the inputs remaining in gadgets Ĉ , as every input is connected to all vertices associated with some partial assignment that does not satisfy its corresponding literal. Also, each vertex from each set U is connected to all but one vertex of each of the p pairs of sets W, Z in the group of block gadgets B of this set U (again via OR gadgets). Thus the vertices remaining within each W, Z must match the vertex retained from their connected set U. Then in each B , due to the OR gadgets between non-matching vertices of W, Z, we know the vertices retained from W and Z must agree, i.e. they must be of the same index i. For i ≠ d + 1 , this implies b ∈ K (due to the edges from b to both w d+1 , z d+1 ) and further, that the number of vertices in K from X is i, while the number of vertices in K from Y is d − i (due to the capacities of w d+1 , z d+1 ). For i = d + 1 , we must have a ∈ K and also a � ∈ K . Thus the number of deletions within sets X and Y of each block gadget B , along with deletion of either a or b (i.e. the options within B ) must match the vertices remaining in sets W, Z, that in turn must match (complement) the vertex remaining in set U (over all p block gadgets of that group), that must finally also match (complement) the input remaining in that column's clause gadget Ĉ .
Next, we require that there exists at least one h ∈ [0, tpd + 1] for every ∈ [1, t] for which the selected options within all p block gadgets B mh+ , (and thus also the corresponding retained vertices from sets U) do not change for all ∈ [1, m] , i.e. that there exists some m-section (m successive columns) for which the selected options remain unchanged (over all rows). Observe that, if i vertices are included in K from a set X and d − i from Y in some gadget B l, and a, a � ∉ K , then a ′ must have i incoming edges from Y, which implies it can have at most d − i incoming edges from the set X of the following gadget B l+1, (inside which it is the vertex a). If, on the other hand, b ∉ K in some gadget B l, , then both a, a ′ must be in K due to the OR gadgets between b and a, a ′ and the budget ( 3(d + 1) ) for the following gadget B l+1, implies that b ∉ K there as well. This means the options for deletion over a row of gadgets (fixed ∈ [1, t] , ∈ [1, p] ) are monotone: if the selected option in some gadget B l, corresponds to deleting i vertices from X, then the selected option in the following gadget B l+1, must correspond to deleting i ′ vertices from X, with i ′ ⩾ i , while if vertex b is retained in some gadget (even if it was deleted in its predecessor) then it must also be retained in its follower. Thus this "shift" in options can happen at most d + 1 times for each ∈ [1, p] , giving p(d + 1) times for each ∈ [1, t] , or tp(d + 1) times over all . By the pigeonhole principle, there must thus exist an h ∈ [0, tp(d + 1)] such that no shift happens among the gadgets B mh+ , , ∀ ∈ [1, t] , ∈ [1, p] , ∈ [1, m] .
Our assignment for is then given by the selected options within each gadget B mh+1 for this h: for every group F we consider the single remaining vertex in U mh+1 that is associated with a partial assignment for the variables in F . As there must be exactly one remaining vertex in each set U that matches both the selected options within all p gadgets of its group, as well as the remaining input within that column's clause gadget Ĉ , these selected options being unchanged over the complete m-section, this assignment also satisfies each clause C for all ∈ [1, m] . ◻
Proof We will show a pathwidth bound of pw(G) ⩽ tp + O(d p ) by providing a mixed search strategy to clean G using at most this many searchers simultaneously. The treewidth bound then follows from Lemma 2 and the well known relationship between pathwidth and mixed search number ms (see [25] ): for any graph G, it is pw(G) ⩽ ms(G) ⩽ pw(G) + 1.
We initially place one searcher on every vertex a of gadgets B 1, for all ∈ [1, t], ∈ [1, p] . These account for the tp searchers that we will be moving to the vertices a of the following gadgets on each line after the inner parts of each column have been cleaned, while the remaining searchers will be (re)used to clean each part of each column.
In particular, we assume the input vertices of Ĉ 1 1 are ordered in terms of the group F of variables that their associated literals appear in and place a searcher on each vertex of the set U 1 that the first input vertex of Ĉ 1 1 is connected to, along with three searchers on the vertices of the first triangle. Using some of the remaining searchers we first clean all paths between this input and U 1 . Note that OR gadgets involve 2d + 3 vertices, with only 3 searchers being sufficient (Lemma 14). Concerning the cliques attached to each vertex to set its capacity, see Lemma 7. If the next input is also associated with a variable in group F , we slide the searchers on the next triangle. If the next input is associated with a variable appearing in some following group F ′ , we keep the searchers on the same triangle until this block gadget has been cleaned and we reach the group of variables (and block gadgets) F ′.
To clean a block gadget B 1, , we place a searcher on each vertex of sets X, Y, W, Z, Q. These are < 12d and we can completely clean the gadget (and all vertices between it and U 1 ) using the remaining searchers. We then remove the searcher from vertex a and place it on a ′ (to clean the following gadget after the first column has been cleaned). Having thus cleaned B 1, we remove all searchers from it and place them on the corresponding vertices of B 1, ′ and repeat the process. After all p gadgets for have been cleaned in this way, the initial searchers having moved from vertices a to a ′ , we can remove all searchers from U 1 and place them on U 1 ′ and repeat the process for ′ . Performing the above for all ∈ [1, t] cleans the first column, along with the first clause gadget and we can then remove the three searchers from Ĉ 1 1 and place them on the first triangle of Ĉ 1 2 (see also Lemma 15) . Repeating the above process for all m(tpd + 2) columns completely cleans the graph and the number of searchers we have used simultaneously is ⩽ tp + O(d p ) : our tp initial searchers that we move from vertices a to a ′ , three searchers for each clause gadget, (d + 2) p searchers for each set U, at most 12d searchers for each block gadget for some , ′ , ′′ < 1 . Observe that in line (2) the function f (d, ) is considered constant, as is p in line (4), while in line (5) we used the fact that there always exists a ′ < 1 such that p ⌊p log 2 (d + 2)⌋ = � log 2 (d + 2) , as we have:
that is precisely our definition of p. This concludes the proof. ◻
Corollary 20
If pSeudOfOreSt deletiOn can be solved in O * ((3 − ) tw(G) ) time for some > 0 , then there exists some > 0 , such that Sat can be solved in O * ((2 − ) n ) time.
Algorithm for Clique-Width
In this section we present a dynamic programming algorithm for d-Orientable DeletiOn parameterized by the clique-width of the input graph, of running time O * (d O(d⋅cw) ) . The algorithm is based on the dynamic programming of [11] for Max W -ligHt, the problem of assigning a direction to each edge of an undirected graph so that the number of vertices of out-degree at most W is maximized. As noted in [11] (and our Sect. 1), that problem is supplementary to Min ( W + 1)-HeaVy, the problem of minimizing the number of vertices of out-degree at least W + 1 in terms of exact computation (though their approximability properties may vary), that in turn can be seen as the optimization version of d-Orientable DeletiOn for d = W , if we simply consider the in-degree of every vertex instead of the out-degree (by reversing the direction of every edge in any given orientation).
The dynamic programming algorithm of [11] runs in XP-time n O(d⋅cw) , by considering the full number of possible states for each label of a clique-width expression T for the input graph G: 3 for each node t of T, it computes an in-degreesignature of G t (i.e. the graph constructed up to the operation of t), being a table A t = (A i,j t ), ∀i ∈ [1, cw] , j ∈ [0, d] , if there is an orientation Λ t (of every edge of G t ) such that for each label i ∈ [1, cw] and in-degree-class j ∈ [0, d] , the entry A i,j t is the number of vertices labelled i with in-degree j in G t under Λ t , and also a deletion set K t , where K t ∶= ⋃ i∈ [1,cw] K i t for each i ∈ [1, cw] , where K i t is the set of vertices labelled i that are deleted from G t . Based on this scheme, the updating process of the tables is straightforward for Leaf, Relabel and Union nodes, while for Join nodes, the computation of the degree signatures is based on a result by [1] , stating that an orientation satisfying any given lower and upper in-degree bounds for each vertex p log 2 (d + 2) − 1 < ⌊p log 2 (d + 2)⌋ ⇔ p log 2 (d + 2) p log 2 (d + 2) − 1 > p log 2 (d + 2) ⌊p log 2 (d + 2)⌋ , from which, by substitution, we get p log 2 (d + 2) p log 2 (d + 2) − 1 > � , now requiring p log 2 (d + 2) p log 2 (d + 2) − 1 ⩽ 1, or p ⩾ 1 (1 − ) log 2 (d + 2) , unchanged. As we now require (d 4 ) d+2 states for each label (instead of n d+2 ), our running time is O * (d O(d⋅cw) ) . ◻
W[1]-Hardness for Clique-Width
In this section we present a reduction establishing that the algorithm of Sect. 6 is essentially optimal. More precisely, we show that, under the ETH, no algorithm can solve d-Orientable DeletiOn in time n o(cw) . As a result, the parameter dependence of d O(cw) of the algorithm in Sect. 6 cannot be improved to a function that only depends on cw . We prove this result through a reduction from k -MultiCOlOreD inDePenDent set. As before, we employ capacities and implicitly utilize CaPaCitateD-d-Orientable DeletiOn.
Construction
Recall that an instance [G = (V, E), k] of k -MultiCOlOreD inDePenDent set consists of a graph G whose vertex set is given to us partitioned into k sets V 1 , … V k , with |V i | = n for all i ∈ [1, k] , and with each V i inducing a clique. Given such an instance, we will construct an instance G � = (V � , E � ) of d -Orientable DeletiOn, where d = n . Let V i ∶= {v 1 i , … , v n i }, ∀i ∈ [1, k] . To simplify notation, we use E to denote the set of non-clique edges, i.e. those connecting vertices in parts V i , V j for i ≠ j . Our construction is given as follows, while Fig. 9 provides an illustration: Concerning the cliques attached to each vertex to set their capacity, observe that we can introduce the vertex in question using some work label first, then introduce the vertices of the clique that should be adjacent to it using another work label, join them and then continue with the construction of the complete subgraph that forms the gadget using the same work label (see also Lemma 7) . Having thus constructed the clique for this vertex, we can relabel it to its "proper" label as described above in order to continue with our construction and also relabel all vertices of the clique to the junk label, thus being able to reuse the same work labels for the remaining cliques. Proof Given some instance of k -MultiCOlOreD inDePenDent set, we construct an instance of d -Orientable DeletiOn with d = n , as described above. Lemmas 23, 24 show correctness of the reduction, while Lemma 25 gives the bound on the cliquewidth of the constructed graph. For the running time bound we recall that an algorithm for k -MultiCOlOreD inDePenDent set running in time n o(k) would contradict the ETH. ◻
