Reservoir computing has recently been introduced as a new paradigm in the field of machine learning. It is based on the dynamical properties of a network of randomly connected nodes or neurons and shows to be very promising to solve complex classification problems in a computationally efficient way. The key idea is that an input generates nonlinearly transient behavior rendering transient reservoir states suitable for linear classification. Our goal is to study up to which extent systems with delay, and especially photonic systems, can be used as reservoirs.
RESERVOIR COMPUTING
Reservoir Computing has recently been put forward as the generic name of a new research line in machine learning . 4 It combines earlier approaches employing similar techniques: Echo State Networks, which were first introduced by Jaeger in ref.
, 5 Liquid State Machines, published in ref. 6 by Maass and the technique of Backpropagation Decorrelation.
7 These systems were proposed as an alternative to the recurrent neural networks with very intensive and time consuming training algorithms and can be used to solve complex classification problems in a computationally efficient way. The general idea of reservoir computing is that by splitting the neural network into two separate layers, the training can be simplified drastically, even to the level of a least squares algorithm. The first layer is called the reservoir or the liquid. This layer contains all the nonlinear nodes of the network and will transform the original input signal into a high number of reservoir states, every state corresponding to the value of a node. Different from the strategy used in traditional neural networks, the coupling weights between the nodes in the reservoir itself are not trained. They are chosen in a random way and remain fixed. Nevertheless, they can be globally scaled in order to bias the network in a certain dynamical regime. The training only takes place in the second layer. This second layer does not provide any additional nonlinear transformation. It will only observe all the reservoir states in the first layer and subsequently calculate the coefficients of the linear combination that combines them into the desired target value.
The fact that a reservoir allows to transform a nonlinearly separable input into a linearly separable reservoir state is a direct consequence of the fact that a reservoirs nonlinearly maps the input variables from a low-dimensional input space to a high-dimensional reservoir state space. While the input has only a limited number of dimensions, all node states can be seen as extra dimensions. Since usually the number of nodes in the reservoir is high, this corresponds to a high-dimensional phase space. Inputs with the same features will tend to cluster together and hence a linear hyperplane can be used to make a linear separation in the high-dimensional phase space. 8 In order to provide a computationally efficient and correct processing of the inputs, three basic properties are required for the reservoir. Firstly, different inputs should be mapped onto different reservoir states, generally referred to as the separation property. Secondly, reservoir states that are only slightly different should be mapped onto identical targets. If not, different realizations of the same input variable would suffice to map inputs belonging to the same class onto different target values. This is called the approximation property. Finally, a fading memory is desired. For a large number of tasks, the information is stored in the temporal behavior of the input (e.g. speech recognition), however, in most cases only recent inputs are relevant and input values of a far past should no longer be taken into account. As a complex nonlinear system with recurrent connections, the reservoir will store some of the previous inputs. In other words, they do not need to be remembered externally, the dynamics of the system will behave as a memory and a processing unit in one. From all the different dynamical regimes of the system, an optimal point, corresponding to certain dynamics, has to be found that combines these three properties in a suitable way.
Although numerical simulations yield very good results, experimental implementations were not able to reach the same performance as their digital counterpart.
9-11 On top of that, most hardware implementations suffers from the fact that a large amount of artificial neurons needs to be constructed.
DELAYED FEEDBACK SYSTEMS AS RESERVOIRS
To the best of our knowledge, we are first to have published the concept, as well as both numerical and experimental results of using delay coupled systems to create the highdimensional phase space necessary for reservoir computing.
1 In this work, it is demonstrated that the most simple configuration of one nonlinear node subject to delayed feedback, can replace an entire network of randomly connected nonlinear nodes.
The nonlinear node provides the nonlinear transformation, while the delay line contains all the dimensions that will span the reservoir state space. Several delayed states are tapped from the delay line and they represent virtual nodes. We refer to them as virtual because no actual nonlinear transformation takes place at that point. The input has been transformed earlier, when being injected in the hardware node. All states in the delay line will have an influence on the future state of the node, implying that they can be regarded as different dimensions. In conventional neural networks, the input is injected in a large number of nodes in the reservoir. Every node has its proper input scaling, which is multiplied with the input before the nonlinear transformation takes place. In the case of a delayed feedback system, there is only one accessible nonlinear node and a delay line, see Figure 1 (b). In order to benefit from all the delayed states in the delay line as nodes and to provide a high-dimensional mapping, we preprocess the input before injecting into the nonlinear node. Every sample undergoes a sample-and-hold operation such that every value is kept constant during one delay interval τ . Next, the input scaling factors, also referred to as the mask, of all the nodes are superimposed on the expanded input. The result can be seen in Figure 1(a) . In this figure the mask consists of two discrete values, randomly assigned to all the nodes. The nodes are in fact delayed states of the physically present hardware node and we will refer to them as virtual nodes. The virtual nodes are located along the delay line and are a distance θ apart. Once the expanded input value, with the mask superimposed, has been completely injected into the nonlinear node, and consequently has filled the complete delay line, the values of all the virtual nodes are read out.
The hardware node exhibits some inertia in response to a rapidly changing input. When the virtual node NL node Figure 1 . The system consists of one nonlinear node and a delay line that feeds back the output of that node after storing it for a time τ , as shown in scheme (b). The input generated by using the masking procedure is illustrated in in (a). A linear training algorithm determines a set of coefficients that, when multiplied with the reservoir responses, leads to the desired target time trace (b).
distance θ is large compared to the internal time scale of the oscillator, the oscillator has the time to reach a steady-state that depends only on the input and the feedback signal, the state of the same node one delay time ago. It is completely independent of the states of the neighboring nodes. When decreasing θ down to values comparable to or smaller than the internal timescale the steady-state cannot be reached within the timespan of one node and hence the final value in that node will depend on the last value that was reached in the previous, neighboring node. This relation between adjacent nodes results in the construction of a virtual interconnectivity structure, which can be written down in a matrix, equivalent to what is used to describe a conventional neural network with many randomly interconnected nodes. In our case the interconnectivity matrix is not purely random. The connectivity between close neighbours is stronger than that between distant neighbours, resulting in a matrix with a large weight on the diagonal and exponentially decreasing weights on the off-diagonals. As we will show in the next section, this structure is sufficiently rich to yield a high performance on a number of benchmarks. Since a delayed feedback system can be easily implemented using photonics, in an optical approach the nonlinear element could be a semiconductor laser. [12] [13] [14] [15] [16] Recently, ring lasers have been put forward for optical reservoir computing. [17] [18] [19] [20] [21] [22] If one would consider using VCSELs, the polarization degree of freedom could be beneficial for the variability in the reservoir 23, 24 .
RESULTS

Choice of nonlinear node
We opted for a Mackey-Glass oscillator, since it can be easily implemented electronically. 25 After renormalizing time with the internal timescale, the equation is given bẏ
with C, the coupling factor, p, the exponent, b, a nonlinearity coefficient, and τ , the delay time. The factor α determines how much of the feedback signal is mixed with the input, while the factor β scales the magnitude of the input signal. The mixing of input and feedback signal happens just before the injection into the Mackey-Glass nonlinearity.
This nonlinear time delay differential equation without input was first introduced by M.C. Mackey and L. Glass to illustrate the appearance of complex dynamics in physiological control systems by way of bifurcations in the dynamics. 26 The equation can be easily implemented electronically in a way that has many advantages over more complex structures, like easy hardware implementation, noise robustness and the possibility to tune the characteristics of the nonlinearity.
Because of the large number of parameters, we decide to rewrite the equation to eliminate some. It can be rewritten asẊ
is a rescaled version of x(t) and η and γ fulfill the role of α, β and C. This transformation eliminates two parameters, facilitating the optimization of the problem.
Quantifying reservoir memory
We found that the delayed feedback reservoir performs well on time series prediction tasks such as Lorenz and Santa Fe laser data, 2 where the system is fed with an input sequence and every point it needs to predict the next output of the system. Another task that on which good performance can be achieved is the NARMA10 task 1 as defined in.
27 Particular about this benchmark is that in order to obtain a low error, a memory of at least 10 steps in the past is required. In 2002 Jaeger defined the memory capacity metric. 28 In order to only measure the impact of the reservoir on the measured memory, the input signal used is white noise, drawn from a uniform distribution [0,0.5]. The idea is to feed a random input timetrace into the reservoir and to reconstruct a delayed version of this input time timetrace. In Figure 2 a memory curve is depicted, indicating how well the reconstruction can be performed. The y-value is the correlation between the reconstructed delayed version of the input and the correct delayed version. A value of 1 denotes a perfect correlation, implying that the reservoir has a perfect memory of the delayed input. The x-axis denotes the delay of the reconstructed signal. We start from an input timetrace that is delayed only 1 timestep and we increase it up to 30 timesteps. The curve corresponds to the parameter settings of the optimal point that is found for this system when solving the NARMA10 task, 1 at η = 0.48. We can observe that the network has almost perfect memory of the past 11 time steps. The area under the memory curve is defined as the memory capacity which theoretically is bounded by the number of nodes in the system. We obatin a memorry capacity of 24 for 400 virtual nodes. Since for NARMA the input 9 timesteps ago is crucial, it is necessary to have a high memory value for at least 9 steps on the x−axis.
CONCLUSION
We have introduced a new concept by performing reservoir computing with one single nonlinear component. Instead of using a network of randomly connected, weakly nonlinear nodes, we employ only one nonlinear node with delayed feedback. This single node is capable of mapping the input signal into a phase space with a high-dimension, rendering the obtained reservoir state suitable for linear classification. We use delayed feedback Memory curve for η = 0.48. The system is able to reconstruct the delayed input signal perfectly up to 11 delayed input steps. After that the memory decays gradually. We have γ = 0.02, p = 1, τ = 80, 400 virtual nodes with separation distance θ = 0.2 systems for reservoir computing and our approach allows to drastically reduce the number of necessary nodes in a neural network. Next to studying traditional benchmarks, in this work we show results for the memory of a delayed feedback reservoir. We show that previous inputs can be perfectly reconstructed up to 11 steps in the past. For older inputs the reconstruction capability decreases steadily. When the requirements of a certain benchmark task in terms of memory are known, it becomes possible to predict in advance up to which extent a system can meet these requirements.
