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Abstract
We study the constraints on models of topcolor-assisted technicolor arising
from measurements of high-ET jets and high-mass lepton pairs at the Teva-
tron collider. Existing data can eliminate models that have appeared in the
literature.
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The dynamical electroweak symmetry breaking scheme known as topcolor-assisted tech-
nicolor (TC2) was proposed [1] to resolve the difficulties of top-condensate models [2,3] and
of technicolor models [4,5]. Technicolor, augmented by extended technicolor, has been un-
able to explain the large mass of the top quark without conflict with precision electroweak
measurements [6] or unacceptable fine tuning of parameters. On the other hand, mod-
els with electroweak symmetry breaking induced by strong topcolor interactions that are
consistent with precision electroweak measurements require a topcolor energy scale much
higher than the electroweak scale and, therefore, very severe fine tuning. These problems
are ameliorated in TC2. Technicolor interactions at the electroweak scale are responsible for
electroweak symmetry breaking, and extended technicolor generates the hard masses of all
quarks and leptons except that of the top quark. Strong topcolor interactions, broken near
1 TeV, induce a large top condensate and all but a few GeV of the top mass, but contribute
little to electroweak symmetry breaking.
In the simpler TC2 models, an (as yet unspecified) extended technicolor gauge group
breaks down to [1,7–9]:
GTC ⊗ SU(3)1 ⊗ U(1)1 ⊗ SU(3)2 ⊗ U(1)2 ⊗ SU(2)L (1)
with coupling constants gTC , g1, g
′
1, g2, g
′
2, and g, respectively, where g
2
1 ≫ g
2
2 and g
′2
1 ≫ g
′2
2 .
At an energy scale of order 1 TeV, the gauge symmetries in Eq. (1) break down into the
usual color and hypercharge groups: SU(3)1 ⊗ SU(3)2 → SU(3)c, U(1)1 ⊗ U(1)2 → U(1)Y .
Because of this breaking, the model has eight color-octet vector bosons and one neutral Z ′,
all of which have masses of order 1 TeV. In the models of Ref. [8], SU(3)1 couples only to
third-generation quarks, but the strong U(1)1 couples to all fermions. This was necessary
to achieve mixing between the third generation of quarks and the two lighter generations
while ensuring, among other things, that gauge anomalies cancelled. Thus, only the Z ′
couples strongly to the first two families of quarks and leptons. In what follows, we show
that Tevatron experiments on high-ET jets and high-invariant-mass lepton pairs already put
stringent constraints on the Z ′ mass and couplings for models such as those in Refs. [8,9].
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At the Tevatron energy the Z ′ interactions relevant for jet production are well approxi-
mated by four-fermion terms:1
Lqq = −
g2Z′
2M2Z′

 ∑
q=u,d,c,s
(b q¯LγµqL + b
′ q¯RγµqR) + d(t¯LγµtL + b¯LγµbL) + d
′ t¯RγµtR + d
′′ b¯RγµbR


2
.
(2)
where gZ′ =
√
g′1
2 + g′2
2. The Z ′ interaction modifying ℓ+ℓ− production is
Lqℓ = −
g2Z′
M2Z′
∑
q=u,d,c,s
(bq¯Lγ
µqL + b
′q¯Rγ
µqR)
∑
ℓ=e,µ
(aℓ¯LγµℓL + aℓ¯RγµℓR). (3)
The U(1)1 hypercharges a, b, b
′, d, d′, d′′ are expected to be not much less than one. The
charge a must be the same for left and right-handed electrons to avoid large atomic parity
violation when MZ′ ∼ 1 TeV [9]. In the computations that follow, we have taken d = b and
d′ = d′′ = b′ for the b-quark terms, and have ignored the t-quark terms. This simplification
has negligible effect on our results.
We start by considering dijet production. The relevant leading-order parton-level cross
sections that are modified by Z ′ exchange are:
dσˆ
dtˆ
(qq → qq) = 4π
9sˆ2
α2s
[
sˆ2+uˆ2
tˆ2
+ sˆ
2+tˆ2
uˆ2
− 2
3
sˆ2
tˆuˆ
]
− 8
9
α
Z′
αs
M2
Z′
[
sˆ2
tˆ
+ sˆ
2
uˆ
]
(b2 + b′2)
+
α2
Z′
M4
Z′
[
8
3
(b4 + b′4)sˆ2 + 2b2b′2(uˆ2 + tˆ2)
]
dσˆ
dtˆ
(qq′ → qq′) = 4π
9sˆ2
α2s
(
sˆ2+uˆ2
tˆ2
)
+
α2
Z′
M4
Z′
[
(b4 + b′4)sˆ2 + 2b2b′2uˆ2
] (4)
plus the cross sections related by crossing. Here, q and q′ denote quarks of different flavors;
αZ′ = g
2
Z′/4π.
Using Eq. (4), we computed the high-ET jet rate and compared it to lowest-order QCD
(LO QCD) in Fig.1. To compare with the CDF data, also shown there with statistical
errors only [10], we integrated over the jet pseudorapidity region 0.1 < |η| < 0.7, and used
the MRSD0′ parton distribution functions [11] with the renormalization scale µ = ET . We
varied the U(1)1 hypercharges b and b
′ while fixing αZ′/M
2
Z′ = 0.075 TeV
−2. (This is not a
1Here and throughout, we ignore the energy-dependent width of the Z ′.
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restriction, since the cross section depends only on products of αZ′b
2/M2Z′ and αZ′b
′2/M2Z′.
For MZ′ = 2 TeV, this corresponds to the moderately strong coupling αZ′ = 0.3.) We
normalized our results by fitting to CDF data in the region 40 < ET < 120 GeV where jet
production is dominated by t and u-channel gluon exchange. For a χ235 ≡ χ
2/d.o.f. = 1.2
(d.o.f. = 35), we found that the best-fit choice of parameters satisfies b2+ b′2 = 4. There is a
a 20% probability of obtaining a larger value of χ235. The region with χ
2
35 < 3.0 corresponds
to 1.0 < b2 + b′2 < 5.8. For comparison, the QCD prediction (the horizontal line at zero
in Fig.1) has χ237 = 3.4. Note that, because CDF did not provide numerical values for
systematic errors on their jet-ET data, we have not included them in determining χ
2
35.
A more stringent limit on Z ′ parameters can be obtained by performing the same anal-
ysis with the CTEQ4HJ set of parton distribution functions [12]. These distributions were
obtained after CDF released its jet-ET data by including that in the overall fit. These distri-
bution functions have more gluons at high-x than earlier sets. With αZ′/M
2
Z′ = 0.075 TeV
−2
as before, the minimum χ235 ≃ 2 occurs for b
2 + b′2 < 1. As above, systematic errors were
not included. We understand that this means the significance of our fits to this data are
not very meaningful. Rather, our point here is that one can obtain a good fit to the CDF
jet-ET spectrum with either a TC2 Z
′ or a set of distribution functions designed to fit the
data. In the rest of this paper, we are going to discuss results obtained with the same MRS
functions the CDF collaboration used in their published plots.
We also studied the dijet angular distribution dependence on the TC2 parameters. The
CDF Collaboration has measured the ratio [13,14]
R =
∫
0.46
0
dη⋆
d2σ
dMjjdη⋆∫
0.80
0.46
dη⋆
d2σ
dMjjdη⋆
, (5)
where η⋆ = (η1−η2)/2 is the pseudorapidity of a jet in the subprocess center-of-mass frame,
ηi is the i-th jet rapidity, and Mjj is the dijet invariant mass. This ratio is fairly insensitive
to the choice of parton distribution functions; we used MRSD0’. We have computed the
same quantity using the best-fit parameters determined above, and the results are compared
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with the experimental data in Fig.2. In this figure, we followed the CDF procedure [13] of
normalizing the LO QCD + Z ′ curve by multiplying it, in each Mjj bin, by the ratio of
the NLO QCD to LO QCD R-values in that bin. The CDF data points in this case include
systematic errors, added in quadrature with statistical ones. For the Z ′ fit, we have χ23 ≈ 1.3,
whereas the NLO QCD fit has χ25 ≈ 0.69. In terms of probabilities, 30% of fits will give
χ23 > 1.3, while approximately 60% will give χ
2
5 > 0.69.
The CDF measurements of the Drell-Yan rate [15] provide strong constraints on the Z ′
couplings to leptons. The subprocess cross section is
dσˆ
dtˆ
(qiq¯i → ℓ
−ℓ+) =
πα2
3sˆ2

Ai(sˆ)
(
uˆ
sˆ
)2
+ Bi(sˆ)
(
tˆ
sˆ
)2 , (6)
where
Ai(sˆ) =
[
Qi +
4
sin2 2θW
(T3i −Qi sin
2 θW )
(
1
2
− sin2 θW
)(
sˆ
sˆ−M2Z
)
+
sˆ
M2Z′
αZ′
α
ba
]2
+
[
Qi +Qi tan
2 θW
(
sˆ
sˆ−M2Z
)
+
sˆ
M2Z′
αZ′
α
b′a
]2
(7)
Bi(sˆ) =
[
Qi −
1
cos2 θW
(T3i −Qi sin
2 θW )
(
sˆ
sˆ−M2Z
)
+
sˆ
M2Z′
αZ′
α
ba
]2
+
[
Qi −
1
cos2 θW
Qi
(
1
2
− sin2 θW
)(
sˆ
sˆ−M2Z
)
+
sˆ
M2Z′
αZ′
α
b′a
]2
. (8)
Following CDF’s usage, we computed the LO QCD-plus-Z ′ Drell-Yan rate using the MRS(A)
parton distribution functions [11]. We obtained good agreement with the CDF data below
dilepton invariant mass M = 120 GeV by multiplying the cross section by K = 1.5. (A
simple, multiplicative “K-factor” of this magnitude typically brings the LO QCD calculation
of the Drell-Yan rate into agreement with the NLO calculation and with low-energy data.)
The CDF data was then used to constrain the hypercharge products ab and ab′. The
allowed regions corresponding to fits with χ24 = 1.18 (corresponding to a 32% probability of
obtaining a worse fit) and χ24 = 1.95 (10% probability) are shown in Fig.3. In Fig.4 we show
the CDF data and the computed cross section for a choice of parameters with χ24 = 1.95:
αZ′/M
2
Z′ = 0.075 TeV
−2, ab = 0.9 and ab′ = 0. For comparison, the LO QCD calculation
5
with K = 1.5 is also shown in the figure; it has χ26 = 0.94 (i.e., approximately 50% of fits
will have larger χ26).
Although no fully acceptable TC2 model has been constructed so far (a typical problem
is the presence of unwanted Goldstone bosons), it is interesting to apply our constraints to
a set of parameters that guarantee anomaly cancellation for the gauge interactions based on
Eq. (1) [9]: a = −1.6983, b = 0.5157, b′ = 0.6233. Chivukula and Terning [16] have found
that consistency of this model with precision electroweak measurements requires MZ′ >
2.7 TeV. We cannot set bounds on αZ′ andMZ′ separately, but the inclusive-jet test provides
a best-fit (χ235 = 1.2) value for this ratio which is comfortably within the limits we obtained
above in the sense that the Z ′ mass constraint is less stringent for the same value of αZ′:
αZ′/M
2
Z′ = 4/((0.52)
2 + (0.62)2)× 0.075 TeV−2 = 0.46 TeV−2.
A much more stringent bound comes from the Drell-Yan data, which require αZ′/M
2
Z′ <
0.021 TeV−2 for χ24 = 1.95. This constraint cannot be satisfied unless either MZ′ > 4 TeV
or αZ′ ≪ 1. In either case, there is unacceptable fine tuning because the topcolor breaking
scale is much larger than the top-quark mass that it generates or the SU(3)1 coupling must
be set very close to its critical value for chiral symmetry breaking [17]. Although this specific
choice of parameters is ruled out, the same conclusion is not necessarily true for the whole
class of TC2 models. It remains an open question whether a TC2 model exists that is both
experimentally allowed and theoretically palatable.
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FIG. 1. Difference plot of (data-QCD)/QCD and (TC2-QCD)/QCD for the inclusive jet cross
section as a function of jet transverse energy ET in the central pseudorapidity region 0.1 < |η| < 0.7.
Points with statistical (only) error bars are CDF data [10]. The solid curve shows the LO QCD plus
the Z ′ gauge boson in TC2 models with b2 + b′2 = 4 (best-fit value) and αZ′/M
2
Z′ = 0.075 TeV
−2.
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FIG. 2. Dijet angular ratio R as a function of the dijet invariant mass. Points with error
bars are CDF data [13]; statistical and systematic errors are added in quadrature. The solid
curve shows the LO QCD plus the extra gauge boson Z ′ in a TC2 model with b2 + b′2 = 4 and
αZ′/M
2
Z′ = 0.075 TeV
−2. The normalization of this curve is described in the text.
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FIG. 3. Parameter space regions allowed by CDF Drell-Yan data. For αZ′/M
2
Z′ = 0.075 TeV
−2,
32% of fits have χ24 > 1.18 (dashed curve) while 10% have χ
2
4 > 1.95 (solid curve). The star
corresponds to the best-fit and has χ24 = 0.84.
10
Invariant Mass of Dileptons (GeV)
d2
s
/d
M
dh
*
 
fo
r 
|h*
|<1
 [p
b/
(G
eV
/c2
)]
LO+K_factor  Z+DY
LO+K_factor  Z+DY+Z´
CDF data
10
-5
10
-4
10
-3
10
-2
10
-1
1
10
10 2
0 100 200 300 400 500 600
FIG. 4. Drell-Yan dilepton (ee, µµ) pair production cross section d2σ/dMdη∗ (averaged over
|η∗| < 1) as a function of the dilepton invariant mass. Points with error bars are CDF data [15].
The solid curve shows the LO QCD plus the extra gauge boson Z ′ with αZ′/M
2
Z′ = 0.075 TeV
−2,
ab = 0.9, ab′ = 0. For comparison, the LO QCD curve is shown by the dashed line.
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