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The framework of non-extensive statistical mechanics, proposed by Tsallis, has been used to
describe a variety of systems. The non-extensive statistical mechanics is usually introduced in a
formal way, thus simple models exhibiting some important properties described by the non-extensive
statistical mechanics are useful to provide deeper physical insights. In this article we present a simple
model, consisting of a one-dimensional chain of particles characterized by binary random variables,
that exhibits both the extensivity of the generalized entropy with q < 1 and a q-Gaussian distribution
in the limit of the large number of particles.
I. INTRODUCTION
There exist a number of systems featuring long-range interactions, long-range memory, and anomalous diffusion, that
possess anomalous properties in view of traditional Boltzmann-Gibbs statistical mechanics. Non-extensive statistical
mechanics is intended to describe such systems by generalizing the Boltzmann-Gibbs statistics [1–3]. In general, the
non-extensive statistical mechanics can be applied to describe the systems that, depending on the initial conditions,
are not ergodic in the entire phase space and may prefer a particular subspace which has a scale invariant geometry,
a hierarchical or multifractal structure. Concepts related to the non-extensive statistical mechanics have found
applications in a variety of disciplines: physics, chemistry, biology, mathematics, economics, and informatics [4–6].
The non-extensive statistical mechanics is based on a generalized entropy [1]
Sq =
1− ∫ [p(x)]qdx
q − 1 , (1)
where p(x) is a probability density function of finding the system in the state characterized by the parameter x, while
q is a parameter describing the non-extensiveness of the system. Entropy (1) is an extension of the Boltzmann-Gibbs
entropy
SBG = −
∫
p(x) ln p(x)dx (2)
which is recovered from Eq. (1) in the limit q → 1 [1, 2]. More generalized entropies and distribution functions
are introduced in Refs. [7, 8]. Statistics associated to Eq. (1) has been successfully applied to phenomena with
the scale-invariant geometry, like in low-dimensional dissipative and conservative maps in the dynamical systems
[9–11], anomalous diffusion [12, 13], turbulent flows [14], Langevin dynamics with fluctuating temperature [15, 16],
spin-glasses [17], plasma [18] and to the financial systems [19–21].
By maximizing the entropy (1) with the constraints
∫ +∞
−∞ p(x)dx = 1 and∫ +∞
−∞ x
2[p(x)]qdx∫ +∞
−∞ [p(x)]
qdx
= σ2q , (3)
where σ2q is the generalized second-order moment [22–24], one obtains the q-Gaussian distribution density
pq(x) = C expq(−Aqx2) . (4)
Here expq(·) is the q-exponential function, defined as
expq(x) ≡ [1 + (1− q)x]
1
1−q
+ , (5)
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2with [x]+ = x if x > 0, and [x]+ = 0 otherwise. The q-Gaussian distribution (or distribution very close to it) appears in
many physical systems, such as cold atoms in dissipative optical lattices [25], dusty plasma [18], motion of hydra cells
[26], and defect turbulence [27]. The q-Gaussian distribution is one of the most important distributions in the non-
extensive statistical mechanics. It’s importance stems from the generalized central limit theorems [28–30]. According
to q-generalized central limit theorem, q-Gaussian can result from a sum of N q-independent random variables. The
q-independence is defined in [28] through the q-product [31, 32], and the q-generalized Fourier transform [28]. When
q 6= 1, q-independence corresponds to a global correlation of the N random variables. However, the rigorous definition
of q-independence is not transparent enough in physical terms.
The non-extensive statistical mechanics is introduced in a formal way, starting from the maximization of the
generalized entropy [1]. Therefore, simple models providing some degree of intuition about non-extensive statistical
mechanics can be useful for understanding it. There has been some effort to create such simple models. In Ref. [33]
a system composed of N distinguishable particles, each particle characterized by a binary random variable, has
been constructed so that the number of states with non-zero probability grows with the number of particles N not
exponentially, but as a power law. For such a system in the limit N → ∞ the ratio Sq(N)/N is finite not for the
Boltzmann-Gibbs entropy but for the generalized entropy with some specific value of q. The starting point in the
construction is the Leibnitz triangle, then initial probabilities are redistributed into a small number of all the other
possible states, in such a way that the norm is preserved. For example, in the restricted uniform model [33] for a fixed
value of N all nonvanishing probabilities are equal. In the proposed models that yield q 6= 1 there are d + 1 no-zero
probabilities and the value of q is given by q = 1− 1/d.
In Refs. [34, 35], the goal has been to construct simple models providing q-Gaussian distributions. As in [33], the
models considered in [34] consist of N independent and distinguishable binary variables, each of them having two
equally probable states. The models presented in [34] are strictly scale-invariant, however, they do not approach a
q-Gaussian form when the number of particles N in the model increases [36]. The situation is different with the
models presented in [35]: the two proposed models do approach a q-Gaussian form, the second of them does so by
construction. All models in [34, 35], except the last model of [35] are for q ≤ 1. The drawback of the models from
Ref. [35] is that the standard Boltzmann-Gibbs entropy remains extensive. In addition, the models are constructed
artificially and it is hard to see how they can be related to real physical systems.
The goal of this paper is to provide a simple model that achieves both the extensivity of the generalized entropy
with q 6= 1 and q-Gaussian distribution in the limit of the large number of particles. In addition, we want to construct
a model that is closer to situations in physical systems. We expect that such a model can provide deeper insights into
non-extensive statistical mechanics than the previously constructed simple models.
The paper is organized as follows: To highlight differences from our proposed model, a simple model consisting of
uncorrelated binary random variables and leading to extensive Boltzmann-Gibbs entropy and a Gaussian distribution
is presented in Section II. In Section III we construct a simple model exhibiting the extensivity of the generalized
entropy with q 6= 1 and q-Gaussian distribution in the limit of the large number of particles. Section IV summarizes
our findings.
II. MODEL OF UNCORRELATED BINARY RANDOM VARIABLES
At first let us consider a model consisting from N uncorrelated binary random variables. Physical implementation
of such a model could be N particles of spin 12 , the projection of each spin to the z axis can acquire the values ± 12 .
The microscopic configuration of the system can be described by a sequence of spin projections s1s2 . . . sN , where
each si = ± 12 . There are W = 2N different microscopic configurations. As is usual in statistical mechanics for the
description of a microcanonical ensemble, we assign to each microscopic configuration the same probability. Thus the
probability of each microscopic configuration is
P =
1
W
=
1
2N
. (6)
Note, that this system has a property of composability: if we have two spin chains with W1 and W2 microscopic
configurations, then we can join them to form a larger system. The description of a larger system is just concatenation
of the descriptions of each subsystems and the number of microscopic configurations of the whole system isW = W1W2.
The standard Boltzmann-Gibbs entropy SBG = kB lnW is extensive for this system: SBG = NkB ln 2 grows linearly
with N .
Let us consider a macroscopic quantity, the total spin of the system
M =
N∑
i=1
si . (7)
3FIG. 1. One-dimensional spin chain having N spins. There are d spin flips, so that the spin chain consists of d+ 1 domains of
spins pointing to the same direction. The lengths of the domains are n1, n2, . . . , nd+1.
The total spin can take values M = −N2 ,−N2 + 1, . . . , N2 − 1, N2 . The value of M can be obtained when there are
n = M + N2 spins with the projection +
1
2 , the remaining spins have projection − 12 . The macroscopic configuration
corresponding to the given value of M can be realized by N !n!(N−n)! microscopic configurations, thus using Eq. (6) the
probability of each macroscopic configuration is
PM =
1
2N
N !
n!(N − n)! . (8)
Note, that the probabilities of macroscopic configurations are normalized:
N∑
M=−N
PM = 1 . (9)
Using Eq. (8) we can calculate the average spin of the system 〈M〉 = 0 and the standard deviation
√
〈M2〉 − 〈M〉2 =
√
N
2
. (10)
From Eq. (10) it follows that the relative width of the distribution of the total spin M decreases with number of spins
N as 1√
N
. When N is large then we can approximate the factorials using Stirling formula
n! ≈
√
2pinnne−n (11)
and obtain a Gaussian distribution
PM ≈ 1√
piN2
e−
2M2
N (12)
The Gaussian distribution can be obtained by maximizing the Boltzmann-Gibbs entropy (2) with appropriate con-
straints.
III. MODEL OF CORRELATED SPINS
In this Section we investigate a system consisting from N correlated binary random variables. Similarly as in the
previous Section, we can think about a one-dimensional spin chain consisting from N spins. However, the spins are
correlated: spins next to each other have almost always the same direction, except there are d cases when the next
spin has an opposite direction, as is shown in Fig. 1. Thus the spin chain consists from d + 1 domains with spins
pointing in the same direction and has d boundaries between domains. This model is inspired by a connection between
non-extensive statistics and critical phenomena [37–39]. As it has been shown in Refs. [37–39], the properties of a
single large cluster of the order parameter at a critical point in thermal systems can be described by non-extensive
statistics. The restriction of the number of allowed states in our model is very similar to the models presented in [33].
Let us calculate the number of allowed microscopic configurations of the spin chain. If the length of i-th domain is
ni then we need to calculate the number of possible partitions such that
d+1∑
i=1
ni = N . (13)
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FIG. 2. Dependence of the generalized entropy Sq on the number of particles N in the spin chain for various values of q. The
number of domain walls d = 4. Only for q = qstat = 1 − 1/d = 0.75 the limit limN→∞ Sq(N)/N has a finite value; the limit
vanishes (diverges) for q > 0.75 (q < 0.75).
This number is equivalent to the number of ways one can place d domain boundaries into N − 1 possible positions.
Since the spins in the first domain can be up or down, the number of microscopic configurations is twice as large.
Thus the number of allowed microscopic configurations of the spin chain is
W =
2(N − 1)!
d!(N − d− 1)! =
2
d!
(N − 1) · · · (N − d) . (14)
For large N  d we have that the number of microscopic configurations grows as a power-law of the number of spins,
not exponentially:
W ∼ 2
d!
Nd . (15)
Assigning to each allowed microscopic configuration the same probability P = 1/W we get that in this situation the
traditional Boltzmann-Gibbs entropy is not linearly proportional to N and thus is not extensive. The generalized
entropy Eq. (1) for equal probabilities 1/W takes the form
Sq = kB
1−W 1−q
q − 1 . (16)
Using Eqs. (15) and (16) on gets that the generalized entropy is extensive (proportional to N) only when q is
qstat = 1− 1
d
. (17)
This is the same dependency of q on d as in [33].
In Fig. 2 the dependence of the generalized entropy (16) on the size N of the spin chain for various values of q is
shown. As one can see, only for q = qstat the limit limN→∞ Sq/N is finite, this limit vanishes or diverges for all other
values of q. Thus our simple model can be characterized by the generalized entropy with q < 1.
Now let us consider the macroscopic variable, the total spin M . If there are d+ 1 domains and the total spin is M
then we have the equality
s1
d+1∑
i=1
(−1)i−1ni = M . (18)
Eq. (18) can be written as
Nodd −Neven = M
s1
, (19)
5where
Nodd =
b d2 c∑
k=0
n1+2k (20)
is the total length of odd-numbered domains,
Neven =
b d+12 c∑
k=1
n2k (21)
is the total length of even-numbered domains. Here b·c denotes an integer part of a number. In addition, the total
lengths of odd- and even-numbered domains should obey the equation
Nodd +Neven = N . (22)
Eqs. (19) and (22) have only one solution
Nodd =
1
2
(
N +
M
s1
)
, Neven =
1
2
(
N − M
s1
)
. (23)
The total length of odd-numbered domains Nodd is a sum of
⌊
d
2
⌋
+1 terms, the total length of even-numbered domains
Neven is a sum of
⌊
d+1
2
⌋
terms. Similarly as in Eq. (14), the number of ways to choose n1, n2, . . . , nd+1 is equal to the
number of ways to place
⌊
d
2
⌋
domain boundaries into Nodd − 1 positions multiplied by the number of ways to place⌊
d+1
2
⌋− 1 domain boundaries into Neven − 1 positions. Thus the number of ways to choose the domain lengths when
M , N and s1 are given is
W (N,M, s1) =
1(⌊
d
2
⌋)
!
(
Nodd − 1
)
· · ·
(
Nodd −
⌊
d
2
⌋)
1(⌊
d−1
2
⌋)
!
(
Neven − 1
)
· · ·
(
Neven −
⌊
d− 1
2
⌋)
. (24)
The number of microscopic configurations corresponding to a given value of M is
W (N,M) =
∑
s1=±1/2
W (N,M, s1) . (25)
Using Eqs. (23)–(25) we obtain that the number of microscopic configurations corresponding to a given value of M is
W (N,M) =
1
2d−2
[(
d−1
2
)
!
]2 ((N − 2)2 − 4M2) · · · ((N − (d− 1))2 − 4M2) (26)
when d is odd and
W (N,M) =
(N − d)
2d−2 d2
[(
d
2 − 1
)
!
]2 ((N − 2)2 − 4M2) · · · ((N − (d− 2))2 − 4M2) (27)
when d is even. When N  d then Eqs. (26) and (27) can be approximated as
W (N,M) ≈ N
d−1
2d−2
(⌊
d
2
⌋)
!
(⌊
d−1
2
⌋)
!
(
1− 4M
2
N2
)b d−12 c
. (28)
Instead of the total spin M it is convenient to consider a scaled variable
x =
2M
N
. (29)
From Eq. (28) we get that the distribution Px(x) of the variable x for large N is proportional to
Px(x) ∝ (1− x2)b
d−1
2 c . (30)
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FIG. 3. Comparison of numerically obtained histogram of total spin M (gray area) with q-Gaussian distribution (solid red
line). The histogram is calculated using an ensemble of randomly generated spin chains that have the length N = 1000 spins
and d = 5 spin flips. The q-Gaussian distribution is given by Eq. (32) with xq = N/2.
When q < 1 then the q-Gaussian distribution (4) has compact support, the range of possible values of x is limited
by the condition |x| 6 xq, where
xq =
1√
(1− q)Aq
. (31)
Using the limiting value xq the expression (4) for the q-Gaussian distribution takes the form
pq(x) =
Γ
(
5−3q
2(1−q)
)
√
pixqΓ
(
2−q
1−q
) [1− x2
x2q
] 1
1−q
+
. (32)
By rescaling the variable x the expression (32) for q-Gaussian distribution in the case of q < 1 can be written as
pq(x) ∝ (1− x2) 11−q . (33)
Comparing Eq. (30) with Eq. (33) we see that the distribution of the total spin M in our model in the limit of large
number of spins N is a q-Gaussian with
qdist = 1− 1⌊d−1
2
⌋ . (34)
Comparison of the histogram of the total spin M , calculated using an ans amble of randomly generated spin chains,
with a q-Gaussian distribution (32) is shown in Fig. 3. We see that the q-Gaussian describes the distribution of the
total spin very well. By increasing the number of spin flips d, both qstat and qdist approaches the value of 1, as follows
from Eqs. (17) and (34). In the limit of d→∞ the distribution of total spin becomes Gaussian.
From Eqs. (17) and (34) follows the relationship between the two q values:
1
1− qdist =
⌊
1
2
(
1
1− qstat − 1
)⌋
. (35)
This equation is similar to relations presented in Eq. (18) of Ref. [40], in the footnote in page 15378 of Ref. [33], and
Eq. (5) in Ref. [41].
IV. DISCUSSION
Our simple model of a spin chain exhibits both non-extensive behavior of Boltzmann-Gibbs entropy and q-Gaussian
distribution of the total spin. This is in contrast to the other models involving N binary random variables: the
7models presented in [33] demonstrate that the generalized entropy with q 6= 1 can be extensive, but they do not
provide q-Gaussian distribution, whereas the models from Ref. [35] yield q-Gaussians but for them the Boltzmann-
Gibbs entropy is extensive. Thus the model, presented in this paper, is an improvement over earlier models and may
provide deeper insights into non-extensive statistical mechanics.
By comparing the model with the chain of uncorrelated spins, presented in Section II, we see that the reason for
the non-extensivity of Boltzmann-Gibbs entropy and the extensivity of the generalized entropy is the reduction of
the number of allowed microscopic configurations, resulting from the restriction of the number of allowed spin flips.
Similar reason is behind the differences in the distribution of the total spin M : the number of possible configurations
having Nodd spins pointing in one direction and Neven spins in the opposite direction in the chain of uncorrelated
spins is the exponential function of NoddNeven, resulting in the Gaussian function of M . When the number of spin
flips is restricted, the number of configurations is a power-law function of NoddNeven, resulting in the q-Gaussian.
The model can be slightly modified by requiring that the number of spin flips is not constant, but can be a random
number not larger than d. Since the number of microscopic configurations having d spin flips grows as Nd, the
contribution of configurations with smaller number of spin flips becomes negligible in the limit of large N . Thus the
conclusions of Section III remain valid also for this modified model.
Note, that the values of q obtained from the entropy (17) and from the distribution (34) are different. This difference
is not surprising and is similar to the q-triplet in the non-extensive statistical mechanics. Usually the systems described
by the non-extensive statistical mechanics have three different values of q, the q-triplet [1]. This triplet consist from
the values of q, (qsen, qrel,qstat) obtained from the sensitivity to the initial conditions, the relaxation in phase-space,
and the distribution of energies at a stationary state [1]. Since our model does not involve the energy and there is
no evolution in time, we have obtained only two values q. It would be interesting task for the future to extend the
model and get the full q-triplet.
The model presented here provides q-Gaussian distribution with q < 1. Thus another open question is whether it
is possible to modify the model to obtain q-Gaussian distribution with q > 1.
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