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Vorwort
Die vorliegende Arbeit enstand aufgrund meiner Ta¨tigkeit am Insti-
tut fu¨r Angewandte Physik im Zeitraum von Januar 2006 bis August
2009, ausgehend von der Frage, in wieweit sich Mikrophonarrays als
Alternative zu Einzelmikrofonen eignen. Diese sehr allgemein for-
mulierte Frage zielt zuna¨chst auf zwei Anwendungsfa¨lle: Der eine
Fall betrachtet eine Konferenzsituation, in der die einzelnen Spre-
cher bzw. ihre lautsprachlichen A¨ußerungen zu erfassen sind. Hier-
bei erweisen sich Einzelmikrofone in zweierlei Hinsicht als unvorteil-
haft: Zum einen sind sie optisch mehr oder weniger sto¨rend, da sie
den Sprecher eventuell teilweise verdecken. Zum anderen tritt das
Problem auf, daß ausladende Kopfbewegungen des Sprechenden zu
entsprechenden A¨nderungen seiner Position zum Mikrofon fu¨hren,
wodurch es zu großen Schwankungen im Signalpegel und zu Beein-
tra¨chtigungen in der Versta¨ndlichkeit der A¨ußerung kommt. Mikro-
fonarrays bieten hierfu¨r einen Lo¨sungsansatz, indem sie in Richtcha-
rakteristik und Empfindlichkeit der jeweiligen Sprecherposition an-
gepaßt werden ko¨nnen. Zudem kann ein Mikrofonarray unauffa¨llig
in eine Konsole auf dem Rednerpult integriert werden. Der zwei-
te Fall, der mich als musikinteressierten Menschen sehr bescha¨ftigte,
war die Aufzeichnung von Musik, insbesondere klassischer Chor- und
Orchestermusik, wo die Erfassung des Klangapparates oft mittels in-
dividueller Mikrofone fu¨r einzelne Sa¨nger, Instrumente oder Sa¨nger-
und Instrumentengruppen erfolgt, was je nach Kanalzahl einen ho-
hen Aufwand, auch bei Auf- und Abbau, bedeuten kann. Die Frage,
die mich hier bewegte, war, ob nicht anstelle der vielen Einzelmi-
krofone ein kompaktes Mikrofonarray zum Einsatz kommen kann,
das die Handhabung vereinfacht und bei geeigneter Ausrichtung die
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Trennung von Instrumenten, Instrumentengruppen etc. erlaubt. Bei-
de Aufgabenstellungen, d.h. die Erfassung von Sprache wie diejenige
von Musik, stellen an das Mikrofonarray gleichartige Anforderungen:
Es sollte klein in seinen Abmessungen sein, um gut handhabbar und
zugleich mo¨glichst unauffa¨llig zu sein. Weiterhin sollte es breitban-
dig sein, d.h. u¨ber einen mo¨glichst großen, der jeweiligen Anwendung
gerecht werdenden Frequenzbereich hinweg Richtwirkung besitzen.
Diese sollte zudem, mit Blick auf das a¨sthetische Ho¨rempfinden, fre-
quenzinvariant sein. Die vorliegende Arbeit befaßt sich daher mit der
Vereinbarkeit der genannten Anforderungen (Kompaktheit, Breit-
bandigkeit, Frequenzinvarianz) und beleuchtet einige Beamforming-
Methoden, die sich hierfu¨r anbieten.
An dieser Stelle mo¨chte ich all denjenigen danken, die zum Entstehen
dieser Arbeit beigetragen haben. Mein herzlicher Dank gilt zu aller-
erst Herrn Prof. Dr. Arild Lacroix fu¨r die Betreuung dieser Arbeit
sowie fu¨r seine großzu¨gige Unterstu¨tzung bei der Beschaffung der
erforderlichen Gera¨tschaften und der Vero¨ffentlichung der erzielten
Ergebnisse. Danken mo¨chte ich ebenso Herrn Sven Reploeg, Herrn
Florian Hohmann und Herrn Stephan Denner fu¨r die zuvorkommen-
de und unbu¨rokratische Hilfe bei der Anfertigung der Mikrofonarray-
Aufbauten. Herrn Richter von der Universita¨ts-Schreinerei sei ge-
dankt fu¨r die Realisierung der Trennwand in der Akustik-Messkam-
mer, sowie Herrn Daniel Thiessen und Herrn Claus Ohrnberger fu¨r
ihre tatkra¨ftige Mithilfe bei der zusa¨tzlichen Auskleidung des Mess-
raumes. Fu¨r die angenehme Zusammenarbeit und manch anregende
Diskussion danke ich den Kolleginnen und Kollegen der Arbeitsgrup-
pen im Bereich Kommunikationsphysik: Gunter Geis, Frank Gollas,
Christian Lu¨ke, Christian Niederho¨fer, Claus Ohrnberger, Frank Ra-
nostaj, Hermine Reichau, Christian Schickedanz und Karl Schnell.
Nicht zuletzt danken mo¨chte ich Frau Charlotte Schleyer im Sekreta-
riat fu¨r ihre aufopfernde und allzeit freundliche Unterstu¨tzung in un-
geza¨hlten Dingen des ta¨glichen Institutsbetriebs.
Frankfurt am Main, den 15. September 2009 Martin Eichler
1 Einleitung
Mikrofonarrays sind seit u¨ber 20 Jahren Gegenstand unterschiedlich-
ster Forschungsprojekte. Sie sind ein Spezialfall der noch allgemei-
ner als Sensor-Arrays bezeichneten Anordnungen, bei denen meh-
rere Sensoren oder Antennen gleicher Bauart zusammengeschaltet
werden. Derartige Anordnungen bieten gegenu¨ber der Einzelanten-
ne oder dem Einzelsensor grundsa¨tzlich zwei Vorteile: Zum einen
kann die durch das Empfa¨nger- oder Senderarray empfangene bzw.
abgestrahlte Energie proportional der Sensoranzahl gesteigert wer-
den (dieser Effekt wird z.B. bei den großen Parabolantennenarrays
in der Weltraumforschung genutzt, wo zum Teil a¨ußerst schwache Si-
gnale zu empfangen bzw. aufzuzeichnen sind). Zum anderen kann –
je nach Art der vor- bzw. nachgeschalteten Signalverarbeitung – dem
Array eine zusa¨tzliche Richtwirkung verliehen werden. Sind bereits
die Einzelsensoren aufgrund ihrer Bauart mit einer Richtwirkung
behaftet, so entsteht eine Gesamtrichtwirkung, die das Produkt von
Array- und Sensorrichtwirkung ist. Dieser Effekt kann in der Praxis
zur Verbesserung der Fokussierung, d.h. zur Verengung der Emp-
fangskeule, eingesetzt werden.
1.1 Mikrofonarrays
Mikrofonarrays stellen zuna¨chst einen Spezialfall der o.g. Arrays dar:
Zum einen sind sie grundsa¨tzlich reine Empfa¨nger (ein entsprechen-
der Sender wa¨re als Lautsprecherarray zu realisieren). Zum anderen
zielen sie auf akustische Anwendungen und damit auf ein anderes Me-
dium und einen ga¨nzlich anderen Frequenzbereich im Vergleich zu
1
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demjenigen, der z.B. bei Radioteleskopie oder Rundfunktechnik ver-
wendet wird. Die folgende Tabelle soll grob einige typische Gro¨ßen-
ordnungsunterschiede verdeutlichen:
Anwendung : Radioteleskopie Akustik
Wellenla¨nge : 1 cm− 30m 1.7 cm− 13.6m
Frequenz : 10MHz− 30GHz 25Hz− 20 kHz
Sensorgro¨ße : ≈ 10m (Parabolantenne) ≈ 1 cm (Mikrofon)
Sensoranzahl : 10− 350 10− 100
Arraygro¨ße : ≈ 100m 10 cm− 5m
Zu beachten ist, daß hier unter
”
Radioteleskopie“ mehrere typische
Frequenzbereiche verschiedener Projekte zusammengefaßt sind, etwa
von SETI (0.5− 25GHz, Quelle: http://www.seti.org) und LOFAR
(10− 240MHz, Quelle: http://www.lofar.org), die also unterschied-
liche Frequenzba¨nder beobachten. Unter
”
Akustik“ hingegen ist der
vollsta¨ndige, fu¨r den Menschen ho¨rbare Frequenzbereich von 25Hz
bis 20 kHz genannt, der im Falle von HiFi-Anwendungen (z.B. Mu-
sik) vollsta¨ndig zu betrachten ist. Vergleicht man also obere und
untere Eckfrequenzen einzelner Anwendungen, so kommt man bei
der Radioteleskopie auf eine relative Bandbreite von ca. 2 Dekaden,
in der Akustik von ca. 3 Dekaden.
Ein weiterer Unterschied zwischen den akustischen Arrays und den
meisten Radioteleskopie- bzw. fernmeldetechnischen Arrays besteht
in dem Verha¨ltnis ihrer Baugro¨ße zu den jeweils verarbeiteten Wel-
lenla¨ngen: Wa¨hrend radioteleskopische Arrays u¨blicherweise wesent-
lich gro¨ßer sind als die von ihnen beobachteten Wellenla¨ngen, gilt
dies nicht grundsa¨tzlich fu¨r Mikrofonarrays. Speziell die Klasse der
superdirektiven, differentiellen Mikrofonarrays setzt fu¨r ihr Funktio-
nieren eine Baugro¨ße, d.h. Sensorabsta¨nde, unterhalb der betrachte-
ten Wellenla¨nge voraus.
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1.1.1 Mikrofone
Ein Mikrofon stellt einen einzelnen Sensor dar, mit dem das vor-
handene Schallfeld abgetastet werden kann. Es ist ein akustischer
Wandler, der eine akustische Feldgro¨ße (Schalldruck, Schallschnelle)
in ein elektrisches Signal umwandelt. Einige der bekannten Arbeits-
weisen solcher Sensoren seien kurz genannt [1]:
• Kontaktwandler: Die durch den Schalldruck ausgelenkte Mem-
bran beeinflusst durch ihre Schwingung direkt die Dichte eines
ko¨rnigen Kohleko¨rpers und vera¨ndert damit dessen U¨bergangs-
widerstand zu den beiden angrenzenden Elektroden.
• Piezoelektrische Mikrofone: Der Schalldruck wird auf Kristal-
pla¨ttchen u¨bertragen, an deren Oberfla¨che aufgrund des Pie-
zoeffekts eine elektrische Spannung entsteht.
• Elektrodynamische Mikrofone: Ein du¨nnes, geriffeltes Metall-
ba¨ndchen (Ba¨ndchenmikrofon) oder eine Tauchspule (Tauch-
spulenmikrofon) bewegt sich im Feld eines Dauermagneten, wo-
bei eine Spannung induziert wird. Je nach Bauart sind diese
Mikrofone Schnelle- oder Druckwandler: Wirkt der Schalldruck
durch Vorhandensein eines ru¨ckwa¨rtigen Einlasses auf beide
Seiten der Membran, so ist das Mikrofon ein Schnellesensor.
• Elektrostatische Mikrofone: Die Membran bildet mit einer fest-
stehenden Gegenelektrode einen Kondensator. Zur Linearisie-
rung des Ausgangsverhaltens ist eine im Vergleich zur Nutz-
spannung sehr große Polarisationsspannung erforderlich (u¨bli-
cherweise 48V), die beim Elektretmikrofon durch eine dauer-
hafte elektrostatische Aufladung realisiert wird (Elektretfolie).
• Hitzdraht-Mikrofon: Zwei eng benachbarte, stromdurchflosse-
ne Dra¨hte werden in dem durch die Schallschnelle verursach-
ten Luftstrom je nach dessen Richtung unterschiedlich stark
geku¨hlt; aus den entstehenden Impedanzdifferenzen wird ein
4 1 Einleitung
(a) (b)
Kugel
Acht
Bild 1.1: Mikrofon-Richtcharakteristiken: (a) Kugel- und Acht-
Charakteristik, (b) Nieren-Charakteristik. Die gestrichelten Kurven
zeigen die Gewichtung von Kugel- und Nierentanteil.
Nutzsignal erzeugt. Diese Technik wurde von der niederla¨ndi-
schen Firma Microflown vorgestellt und eignet sich zum Bau
extrem kompakter, mehrdimensionaler Flußsensoren [2].
Ein reiner Drucksensor hat aufgrund der Isotropie des Schalldruckes
die Richtcharakteristik einer Kugel, ein typischer Schnellesensor hat
hingegen die Charakteristik einer
”
Acht“ (Bild 1.1(a)). Dieses Ver-
halten zeigen auch Druckgradientenempfa¨nger, die mit zwei Mem-
branen arbeiten. Wird in die Kapsel ein akustisches Netzwerk einge-
bracht, das an einer der Membranen eine zusa¨tzliche Phasendrehung
erzeugt, so lassen sich Charakteristiken einstellen, die Linearkombi-
nationen von Kugel und Acht darstellen (z.B. Niere, Superniere und
Hyperniere, siehe Bild 1.1(b) und Bild 1.2) [1].
1.1.2 Der Begriff des Arrays
Der englische Begriff des Arrays bedeutet
”
Anordnung, Aufstellung,
Feld, Matrix“. In der Datenverarbeitung wird unter einem Array-
Prozessor eine Einrichtung zur parallelen Datenverarbeitung durch
1.1 Mikrofonarrays 5
(a) (b)
Bild 1.2: (a) Superniere, (b) Hyperniere. Die unterschiedlichen For-
men unterscheiden sich in der Auspra¨gung der Nebenkeule und der
Lage der Nullstellen (vgl. Bild 1.1).
viele gleichartige Prozessoren verstanden (Vektorrechner). Ein An-
tennen- oder Mikrofonarray bezeichnet hingegen eine Anordnung aus
mehreren, zumeist gleichartigen, Antennen oder Mikrofonen. Die-
se werden, sofern sie u¨ber eine eigene Richtcharakteristik verfu¨gen,
u¨blicherweise parallel zueinander ausgerichtet. Durch eine nachge-
schaltete Signalverarbeitung, welche die einzelnen Mikrofonsignale
zusammenfaßt (Beamformer, siehe Abschnitt 1.1.3), kann ihre Richt-
wirkung dann versta¨rkt oder beeinflußt werden. Auch im Falle omni-
direktionaler Sensoren (z.B. Kugelmikrofone) kann dem Array durch
Beamforming eine Richtwirkung aufgepra¨gt werden.
Die Geometrie der Anordnung bestimmt dabei, welche Ausrichtun-
gen mo¨glich sind. Passend zu den verschiedenen Anwendungen, von
denen im folgenden einige exemplarisch genannt werden, gibt es ei-
ne Vielzahl vom Arrayformen. Unabha¨ngig von der Art des Beam-
formings gelten - im Falle omnidirektionaler Mikrofone - folgende
grundsa¨tzliche Eigenschaften fu¨r Arraygeometrien:
• Eindimensionale Arrays: Lineare, eindimensionale Mikrofon-
anordnungen entlang einer Geraden weisen eine zylindersym-
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metrische Charakteristik auf. Ihre Sensitivita¨t unterscheidet le-
diglich Signaleinfallsrichtungen aus unterschiedlichen Winkeln
zur Arrayachse; das Array unterscheidet nicht zwischen Signa-
len, die aus zueinander um die Arrayachse rotierten Richtungen
kommen.
• Zweidimensionale Arrays: Arrays, deren Mikrofone in einer
Ebene angeordnet sind, ko¨nnen prinzipiell in alle Richtungen
innerhalb des von der Array-Ebene begrenzten Halbraumes
ausgerichtet werden. Sie unterscheiden jedoch nicht zwischen
Richtungen, die zueinander gespiegelt an der Array-Ebene lie-
gen. Diese Arrays sind also
”
vorn-hinten-blind“.
• Dreidimensionale Arrays: Diese Arrays erlauben prinzipiell die
Ausrichtung auf beliebige Raumrichtungen. Vorn-hinten-Blind-
heit und Insensivita¨t gegen Rotation werden vermieden.
Diese Aussagen gelten vorbehaltlich der Eignung der Geometrie fu¨r
den interessierenden Frequenzbereich; insbesondere ist eine geeigne-
te Wahl der Mikrofonabsta¨nde erforderlich, um ra¨umliche Aliasing-
Effekte (Ausbildung starker Nebenkeulen in unerwu¨nschten Raum-
richtungen) zu vermeiden.
1.1.3 Beamformer und Beamforming
Der Begriff des Beamformings mittels eines Beamformers ist fu¨r diese
Arbeit von zentraler Bedeutung und soll hier anschaulich erla¨utert
werden; eine formale Definition mit Beispielen folgt in Kapitel 2.
Werden die Signale der Mikrofone eines Arrays dergestalt mitein-
ander verknu¨pft, daß das Array eine Richtwirkung erha¨lt und so-
mit Schallquellen nach ihrer Position im Raum unterscheiden kann,
so bezeichnet man die Einheit, die diese Verknu¨pfung vornimmt,
als einen Beamformer. Im einfachsten Fall werden alle Mikrofon-
signale zu einem Gesamtsignal aufaddiert (Sum-Beamformer), an-
dere Beamformer fu¨hren vor der Summation eine zeitliche Verschie-
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bung oder Filterung der Signale durch (Delay-and-Sum-Beamformer,
Filter-and-Sum-Beamformer). Ist der Beamformer zur Laufzeit dy-
namisch einstellbar, so kann das Array, ohne selbst seine Position
oder Ausrichtung im Raum zu vera¨ndern, auf unterschiedliche Rich-
tungen fokussiert werden.
Unter einem Beam wird in diesem Zusammenhang eine Empfangs-
keule verstanden, also ein einer bestimmten Raumrichtung entspre-
chendes Maximum der richtungsabha¨ngigen Empfindlichkeit der Ar-
ray-Beamformer-Konstellation. Diese Empfindlichkeit, die allgemein
eine Funktion von Einfallsrichtung (d.h. Raumwinkel) und Frequenz
ist, werden wir im folgenden als Beampattern bezeichnen. Auch wenn
ein Beampattern grundsa¨tzlich durch Kombination eines Mikrofonar-
rays mit einem Beamformer entsteht, wird hier der Einfachheit hal-
ber vom Beampattern eines Beamformers die Rede sein.
Je nach Arbeitsweise erfordert ein Beamformer explizites Wissen
u¨ber die Geometrie des verwendeten Arrays, d.h. u¨ber die exak-
te Anordnung der Mikrofone im Raum. Dies gilt insbesondere fu¨r
Beamformer, mit denen eine Ausrichtung der Empfangskeule in eine
explizit vorgegebene Raumrichtung erfolgen soll. Verfahren, die einen
Beamformer einsetzen, um durch Ausnutzung statistischer Signalei-
genschaften eine blinde Quellentrennung durchzufu¨hren (Blind Sour-
ce Separation (BSS), [3, 4, 5]) oder Sto¨rgera¨usche zu unterdru¨cken
(z.B. Generalized Sidelobe Canceller (GSC) oder andere adaptive
Methoden [6, 7, 8]) kommen ha¨ufig ohne solche Information aus.
Eine aktuelle, zusammenfassende Darstellung einiger grundlegender
Verfahren findet sich in [9].
1.1.4 Mikrofonarrays in der Messtechnik
Durch die Fokussierbarkeit auf unterschiedliche Raumrichtungen eig-
nen sich Mikrofonarrays fu¨r die ra¨umliche Abtastung des Schallfel-
des und damit fu¨r die Schaffung bildgebender Systeme, die meist als
akustische Kamera bezeichnet werden und eine Schallfeldkartierung
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erlauben. Hier wird ein Mikrofonarray auf ein Objekt (Flugzeug,
Automobil, Kopiermaschine) ausgerichtet und tastet mittels geeig-
net gesteuerter Beams das von dem Objekt ausgehende Schallfeld ab.
Die so gewonnenen Informationen werden einem optischen Bild des
Objektes nach Art eines Wa¨rmebildes u¨berlagert (Bild 1.3). Dies
ermo¨glicht die unmittelbare Beobachtung und Ortung von Schall-
quellen [10, 11]. Als Anwendungen seien beispielhaft genannt:
• Bahn: Untersuchung der Windgera¨usche an Wagenaufbauten
sowie der Laufgera¨usche des Fahrwerks [12, 13];
• Flugzeug: Untersuchung des La¨rmabstrahlverhaltens [14];
• Auto: Auffinden von Windgera¨uschquellen außen bzw. Lecka-
gen, die Gera¨usche ins Wageninnere lassen [10, 11, 14].
Fu¨r akustische Kameras werden zwei- und dreidimensionale Arrays
verwendet, zumeist ringfo¨rmige Arrays und Kugelarrays. Da auf hohe
Ortslauflo¨sung Wert gelegt wird, kommen hohe Sensoranzahlen zum
Einsatz (Gro¨ßenordnung 100).
1.1.5 Mikrofonarrays in der Kommunikation
Mikrofonarrays werden auch zur Sto¨rschallunterdru¨ckung verwen-
det. Der Beamformer wird auf die interessierende Schallquelle ausge-
richtet; ist diese beweglich, so kann mit geeigneten Methoden (Spre-
cher- bzw. Quellenlokalisierung) die Position der Schallquelle ge-
scha¨tzt und der Beamformer entsprechend gesteuert (
”
nachgefu¨hrt“)
werden. Um die Signalqualita¨t zu erho¨hen bzw. Nebengera¨uschan-
teile zu reduzieren, kann im Anschluß eine weitere Filterung erfol-
gen:
• Der Generalized Sidelobe Canceller (GSC) bildet aus N Mikro-
fonsignalen N − 1 zum eigentlichen Sum-Beamformer orthogo-
nale Mixturen, filtert diese mit einem FIR-Filter und mischt
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Ringarray
Kamera
Visualisierung
Bild 1.3: Akustische Kamera (schematisches Beispiel). Links: Er-
fassung des Schallfeldes mit einem Ringarray; zugleich wird mit ei-
ner Kamera ein optisches Bild des Objektes aufgenommen. Rechts:
U¨berlagerung der mittels Beamformer erhaltenen Schallintensita¨ts-
verteilung mit dem optischen Bild. Das Beispiel zeigt zwei Haupt-
schallquellen: Motor und Auspuffmu¨ndung.
die gefilterten Signale dem Ausgangssignal bei. Die Filterko-
effizienten werden dann numerisch so optimiert, daß die Aus-
gangsleistung minimal wird [7, 15].
• Eine Prima¨rkomponentenanalyse (PCA), einem Array anstelle
eines Beamformers nachgeschaltet, kann verwendet werden, um
anhand der Signalstatistik zweiter Ordnung z.B. diejenige(n)
Signalquelle(n) mit der ho¨chsten Energie zu erfassen und die
u¨brigen zu unterdru¨cken [16, 17].
• A¨hnlich erlauben Independent Component Analysis (ICA) und
andere blinde Trennmethoden (Blind Source Separation (BSS))
unter Ausnutzung der Signalstatistik ho¨herer Ordnungen die
Extraktion einzelner Schallquellen [16, 18, 19].
Einige typische Anwendungen:
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L
R
Kopf
Blickrichtung
Mikrofone
» 40mm
»7,5mm
Bild 1.4: Ho¨rgera¨te mit eingebautemMikrofonarray (Prinzip). Meh-
rere Mikrofone pro Seite erlauben gerichtetes Ho¨ren.
• (Mobil-)Telefonie: Verbesserung der Qualita¨t des u¨bertragenen
Signals; Hintergrund- und Echounterdru¨ckung (Echo Cancel-
ling).
• Ho¨rgera¨te: Anvisieren des Gespra¨chspartners bei gleichzeitiger
Unterdru¨ckung von Umgebungsgera¨uschen (Gespra¨che ande-
rer, Gla¨serklirren, Musik) (Bild 1.4) [20]. Binaurale Verfahren
optimieren die Filterkoeffizienten fu¨r beide Ohren unter Ein-
beziehung der Mikrofone beider Ho¨rgera¨te (Beispiel in [21]).
• Automobil: Sprachsteuerung von Fahrzeugfunktionen und Te-
lefonie. Ziel: Besseres, von Fahrgera¨uschen befreites Eingangs-
signal fu¨r Spracherkenner und Telefon. Ebenso kann die Kom-
munikation zwischen den Fahrzeuginsassen durch Innenraum-
kommunikationssysteme verbessert werden [22].
• Konferenztechnik: Wird statt eines Rednermikrofons ein Array
verwendet, so la¨ßt sich, bei geeigneter Anpassung der Richtcha-
rakteristik an die Position des Redners, der von einem einzel-
nen Mikrofon her bekannte Effekt vermeiden, daß das Gesagte
je nach Kopfbewegung des Redners stark in der Lautsta¨rke
fluktuiert oder ganz abstirbt. Solche Anwendungen erfordern
entweder genu¨gend breite Empfangskeulen oder eine aktive
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Bild 1.5: Williams-Mikrofonarray fu¨r Surround-Sound-Aufnahmen.
Verschiedene Konstellationen sind mo¨glich; typische Bereiche der
Freiheitsgrade: x1 = 30 − 50 cm, x2 = 24 − 36 cm, y1 = 17 − 32 cm,
y2 = 46− 63 cm, α = 0− 50◦, β = 30− 50◦. [24].
Nachfu¨hrung des Beamformers aufgrund einer instantanen Spre-
cherlokalisierung [23]. Ein Mikrofonarray kann zudem unauffa¨lli-
ger gestaltet werden als ein Einzelmikrofon.
Die Anzahl der Mikrofone in diesen Anwendungen ist eher gering:
In einem Ho¨rgera¨t finden sich aufgrund der Gesamtbaugro¨ße typi-
scherweise 2–4 Mikrofone; im Automobil wird die Anzahl der Mi-
krofone so gering wie mo¨glich gehalten, da akustisch sinnvoll ange-
ordnete Mikrofone zwangsla¨ufig im Raum sichtbar und somit op-
tisch sto¨rend sind; umgekehrt sind unauffa¨llige Positionen (z.B. hin-
ter geschlitzten Abdeckungen) meist akustisch alles andere als opti-
mal.
1.1.6 Mikrofonarrays bei Musik und Film
Im Kontext von musik- und gera¨uschverarbeitenden Kunstformen
wie Musikproduktion und Film steht weniger die Erfassung einzel-
ner Schallquellen im Vordergrund, als vielmehr die Aufzeichnung
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und korrekte Wiedergabe des gesamten ra¨umlichen Schallereignisses
aus vielen Quellen. Seit den fru¨hen 1990er Jahren hat Surround-
Sound in Kinoproduktionen Einzug gehalten [25]. Hier wird mit
mehreren, in unterschiedliche Raumrichtungen ausgerichteten Mi-
krofonen (z.B. mit Nierencharakteristik) die Schallszenerie erfaßt
(Bild 1.5). Damit wird die Grundlage dafu¨r geschaffen, dem Zu-
schauer im Kino eine authentische Schallszenerie vor Ohren zu fu¨hren
[25, 26, 27].
Was den Einsatz von Mikrofonarrays bei der Audioproduktion be-
trifft, finden sich im Umfeld von Tonmeistertagungen gelegentlich
Arbeiten, die von Projekten zur ra¨umlichen Aufzeichnung mit einem
Mikrofonarray bzw. zur Wiedergabe mit einem Lautsprecherarray
berichten. Dabei geht es beispielsweise um moderne Werke mit im
Raum verteilten und u.U. beweglichen Instrumenten, deren Position
und Ortswechsel Teil der ku¨nstlerischen Komposition sind und also
in einer ra¨umlichen Reproduktion ebenfalls wiedergegeben werden
sollen [28].
Die Verwendung von Mikrofonarrays zur Erfassung von einzelnen In-
strumenten und Instrumentengruppen fu¨r die spa¨tere Abmischung
einer Audioproduktion geschieht ha¨ufig in Kombination mit Stu¨tz-
mikrofonen, die in der Na¨he einzelner Instrumente (Harfe, Bla¨ser,
etc.) oder Sa¨nger aufgestellt werden, um auf deren besondere Ab-
strahleigenschaften einzugehen bzw. allzu starke Einflu¨sse durch die
Raumakustik zu vermeiden oder ausgleichen zu ko¨nnen; vergleichen-
de Untersuchungen mit unterschiedlichen Arraysystemen legen dies
nahe [29, 30]. Auch ist es in der Praxis – zur Beurteilung der Auf-
nahme wa¨hrend des Abmischvorganges – ha¨ufig von Interesse, daß
durch kurze Signallaufwege zwischen Instrument und Mikrofon eine
hinreichende Klangreinheit sichergestellt ist, wodurch eine Einzel-
mikrofonierung, d. h. die Erfassung der einzelnen Instrumente mit
individuellen Mikrofonen, erforderlich wird [31].
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1.2 Zum Aufbau dieser Arbeit
Diese Arbeit widmet sich der Untersuchung von Beamforming-Algo-
rithmen im Hinblick auf Breitbandigkeit. Breitbandigkeit bedeutet
dabei die Eignung fu¨r Sprach- und Musikanwendungen hoher Qua-
lita¨t, bei denen der ho¨rbare Frequenzbereich von 25Hz bis 20 kHz
mo¨glichst weitgehend ausgescho¨pft werden soll. Um Sprecher, Sa¨nger
und Musikinstrumente zu trennen, muß ein Beamformer nicht nur
u¨ber den relevanten Frequenzbereich hinweg wirksam sein, sondern
auch eine mo¨glichst frequenzunabha¨ngige Richtwirkung aufweisen,
um spektrale Verzerrungen zu vermeiden. In der vorliegenden Ar-
beit werden daher einige mo¨gliche Lo¨sungen dieser Aufgabe behan-
delt.
Zuna¨chst werden in einem Grundlagenkapitel zum Thema
”
Beam-
forming“ (Kapitel 2) die eingangs erwa¨hnten Begriffe des Beamfor-
mings und des Beampatterns formal gefaßt und einige fundamentale
Algorithmen kurz vorgestellt. Kapitel 3 befaßt sich mit einer spe-
ziellen Klasse zeitdiskreter Filter, die z.B. fu¨r die ra¨umliche Aus-
richtung eines Delay-and-Sum-Beamformers erforderlich sind: den
”
Fractional-Delay-Filtern“. Dabei wird ein neuer Ansatz untersucht,
mit dem bei gleicher Filterordnung ein gro¨ßerer Frequenzbereich kon-
stanter Gruppenlaufzeit erreicht wird, so daß die Ausrichtung (das
”
Steering“) des Beamformers u¨ber einen gro¨ßeren Frequenzbereich
mo¨glich wird. Fractional-Delay-Filter spielen auch bei bestimmten
Implementierungen des im folgenden Kapitel 4 besprochenen, alter-
nativen Beamforming-Ansatzes mittels spezieller differentieller Ar-
rays eine Rolle. Hierbei wird durch in regelma¨ßigen Polygonen ange-
ordnete Mikrofone mit spezieller Gewichtung ein Satz von superdi-
rektiven Basis-Beampatterns erzeugt (Multipol-Beampattern), aus
denen ein vorgegebenes Soll-Beampattern durch Reihenentwicklung
aufgebaut werden kann. Da dieser Ansatz jedoch spezielle Mikrofon-
Anordnungen erfordert und sich im Dreidimensionalen als analytisch
aufwa¨ndig erweist, wird in Kapitel 5 mit der modalen Subraumzer-
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legung ein weiterer, noch allgemeinerer Ansatz vorgestellt, der mit
beliebigen Geometrien (Anordnungen) funktioniert und der das Soll-
Beampattern mit Hilfe bestimmter Eigenfunktionen der Sensorgeo-
metrie und des nachgeschalteten Filter-and-Sum-Beamformers ap-
proximiert. Fu¨r diesen Ansatz wird eine superdirektive Erweiterung
vorgeschlagen, die den zuvor diskutierten Multipol-Ansatz als Spe-
zialfall entha¨lt und außerdem vollkommen zwanglos und ohne Zu-
nahme an Komplexita¨t den U¨bergang zu drei Raumdimensionen er-
laubt.
Bei der Diskussion dieser superdirektiven Ansa¨tze wird auch eine
weitere interessante Eigenschaft sowohl des Multipol-Beamformers
als auch des superdirektiven modalen Subraum-Beamformers sicht-
bar: Da superdirektive Arrays klein gegen die gro¨ßte zu verarbeitende
Wellenla¨nge sein sollten, lassen sie sich wesentlich kompakter bau-
en als Arrays, die mit einem Delay-and-Sum-Beamformer betrieben
werden, was diesen Typ Arrays in der Praxis wesentlich handhabba-
rer macht.
Fu¨r die Verifikation der theoretischen Ergebnisse wurden einige der
diskutierten Beamforming-Algorithmen fu¨r das Experiment mit ei-
nem realen Array implementiert. Hierzu wurde im Rahmen dieser
Arbeit eine echtzeitfa¨hige Multikanal-Signalverarbeitungsumgebung
mit grafischer Oberfla¨che unter Microsoft Windows XP geschaffen.
Kapitel 6 beschreibt diese, nebst dem fu¨r die Messungen eigens umge-
bauten Akustik-Labor und den verwendeten Hardware-Komponenten,
und widmet sich dann den einzelnen Experimenten, den jeweiligen
Messaufbauten und den Messergebnissen. Kapitel 7 schließt die Ar-
beit mit einer zusammenfassenden Diskussion ab; im Anhang finden
sich zusa¨tzlich einige mathematische Beweise und Parametertabel-
len.
2 Beamforming: Grundlagen
In diesem Kapitel soll der eingangs qualitativ eingefu¨hrte Begriff des
Beamformings mathematisch gefaßt werden. Fu¨r die Formulierung
eines akustischen Beamformers ist zuna¨chst die Beschreibung des
Schallfeldes erforderlich; auf dieser aufbauend werden dann der De-
lay-and-Sum-Beamformer und der Filter-and-Sum-Beamformer for-
muliert. Hierbei kommt dem Begriff des Beampatterns zentrale Be-
deutung zu, welches das Verhalten, genauergesagt: die Richtwirkung
des Beamformers in Form einer frequenz- und richtungsabha¨ngigen
Funktion beschreibt. Ein Beampattern la¨ßt sich auch fu¨r andere An-
ordnungen mit Richtwirkung, etwa fu¨r ein Richtmikrofon mit Para-
bolreflektor, angeben. Im Unterschied zu diesem ist jedoch das Beam-
pattern eines Beamformers zur Laufzeit vera¨nderbar, d.h. die Richt-
wirkung kann den Erfordernissen angepaßt werden, und zwar ohne
daß das Array an sich vera¨ndert oder bewegt werden muß. So ist es
zum Beispiel mo¨glich, die Empfangsrichtung allein durch Anpassung
der Beamformer-Koeffizienten zu vera¨ndern, wa¨hrend ein Richtmi-
krofon hierfu¨r physikalisch rotiert werden muß.
2.1 Grundbegriffe
Wir wollen nun die wichtigsten Gro¨ßen, die im Zusammenhang mit
Mikrofonarrays diskutiert werden sollen, mathematisch beschreiben.
Hierzu gehen wir zuna¨chst von der Herleitung der akustischen Wel-
lengleichung aus. Da sa¨mtliche Betrachtungen die Verwendung von
Schalldruck-Sensoren voraussetzen werden, wird hier vorrangig der
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Schalldruck als Feldgro¨ße betrachtet. Ausgehend von einer Beschrei-
bung des Schalldruck-Wellenfeldes werden dann eine allgemeine For-
mulierung des Beampatterns sowie einige Kenngro¨ßen vorgestellt.
2.1.1 Die akustische Wellengleichung
Die Herleitung der Wellengleichung der Akustik soll nur kurz skiz-
ziert werden (ausfu¨hrliche Diskussion in [32]): Ein quaderfo¨rmiges
Volumenelement dV = dx dy dz in einem Gas der mittleren Dichte
ρ¯ wird aufgrund des Druckgradienten beschleunigt. In x-Richtung
wirkt der Druck p auf das Fla¨chenelement dy dz und erzeugt so die
Kraft
dF = p dy dz −
(
p+
∂p
∂x
dx
)
dy dz = −dV ∂p
∂x
. (2.1)
Diese bewirkt eine Impulsa¨nderung, die nach dem Newtonschen Ge-
setz dF = dm·amit dm = ρ¯ dV geschrieben werden kann als
dF = ρ¯ dV
dvx
dt
= ρ¯ dV
(
∂vx
∂t
+ vx
∂vx
∂x
)
. (2.2)
Der zweite Term in den runden Klammern (konvektive Ableitung)
entsteht durch Bildung der totalen Ableitung von vx nach der Zeit
und wird als Term zweiter Ordnung im folgenden vernachla¨ssigt.
Setzt man (2.1) und (2.2) gleich und betrachtet die u¨brigen Raumdi-
mensionen in analoger Weise, so erha¨lt man vektoriell zusammenge-
faßt die sogenannte erste akustische Grundgleichung
grad p = −ρ¯ ∂v
∂t
. (2.3)
Die akustischen Schalldruckschwankungen werden nun als adiaba-
tische Zustandsa¨nderungen angenommen (pV κ = const. mit dem
Adiabatenkoeffizienten κ), die durch Massenzustrom aufgrund der
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Schallschnelle v zustande kommen. Dies fu¨hrt in vektorieller Schreib-
weise auf die Kontinuita¨tsgleichung , die zugleich die zweite akusti-
sche Grundgleichung ist:
div v = − 1
p¯κ
∂p
∂t
. (2.4)
Differenziert man (2.4) nach der Zeit und setzt das Resultat in (2.3)
ein, so erha¨lt man die Wellengleichnug des Schalldrucks1:
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
=
1
c2
∂2p
∂t2
, (2.5)
wobei die Schallgeschwindigkeit c durch
c =
√
p¯κ
ρ¯
(2.6)
gegeben ist (p¯: mittlerer Luftdruck; ρ¯: mittlere Luftdichte). Eine
Aufstellung typischer Werte der Schallgeschwindigkeit c in verschie-
denen Gasen findet sich z.B. in [32]. In dieser Arbeit nehmen wir
c = 340m/s an; dieser Wert gilt in guter Na¨herung in Luft bei Zim-
mertemperatur und p¯ = 105 Pa = 1bar Luftdruck.
Einige spezielle Lo¨sungen der Wellengleichung
Da es sich bei (2.5) um eine lineare, homogene Differentialgleichung
handelt, gilt das Superpositionsprinzip, d.h. jede Linearkombination
einzelner Lo¨sungen ist wiederum eine Lo¨sung. Zwei spezielle Lo¨sun-
gen seien kurz genannt:
1. Ebene Wellen. Sei ek ∈ R3 ein beliebiger Vektor der La¨nge
1 und r = (x, y, z) der Ortsvektor. Dann ist fu¨r beliebige, zweifach
stetig differenzierbare Funktionen f(·)
p(r, t) = f(ct− ek · r)
1 Bei umgekehrter Vorgehensweise erha¨lt man die Wellengleichung fu¨r die
Schallschnelle: grad div v = △v + rot rot v = 1/c2 · ∂2v/∂t2.
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eine Lo¨sung der Wellengleichung (2.5) und stellt ebene Wellenfron-
ten dar, die sich mit der Geschwindigkeit c in Richtung des Vektors
ek fortbewegen. Von besonderem Interesse sind die harmonischen
ebenen Wellen
p(r, t) = p0 · eiωt−ik·r , (2.7)
mit denen sinusfo¨rmige Wellen der Frequenz f dargestellt werden
ko¨nnen; hierzu setzt man ω = 2πf und k = (ω/c) · ek. Der Vektor k
heißt der Wellenvektor mit der Norm k = ‖k‖ und beschreibt Fre-
quenz und Ausbreitungsrichtung der Welle. Es gilt: ω = kc.
2. Kugelwellen. Lo¨st man die Wellengleichung (2.5) in Kugelko-
ordinaten unter der Bedingung ∂p/∂ϕ = 0 und ∂p/∂ϑ = 0, so re-
duziert sich die Wellengleichung auf eine Radialgleichung der Form
(r = ‖r‖)
∂2(pr)
∂r2
=
1
c2
∂2(pr)
∂t2
, (2.8)
welche ein- und auslaufende Kugelwellen als Lo¨sung besitzt. Die in
der Praxis meist bedeutsameren auslaufenden, d.h. vom Ursprung
ausgehenden, Kugelwellen haben fu¨r beliebige, zweifach stetig diffe-
renzierbare Funktionen f(·) die Form
p(r, t) =
f(ct− r)
r
; (2.9)
die kugelfo¨rmigen Wellenfronten entfernen sich mit der Geschwindig-
keit c gleichma¨ßig in alle Richtungen vom Ursprung. Auch fu¨r diesen
Fall la¨ßt sich eine harmonische Form angeben:
p(r, t) =
p0 · ei(ωt−kr)
r
. (2.10)
An beiden Formen (2.9) und (2.10) ist das Abstandsgesetz zu erken-
nen, das zu einer Abnahme des Schalldruckes antiproportional zum
Abstand (p ∝ 1/r) bzw. des Schallpegels J ∝ p2 antiproportional
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zum Abstandsquadrat (J ∝ 1/r2) fu¨hrt.
Allgemeine Kugelwellen erha¨lt man, wenn man die in (2.8) gemach-
te Voraussetzung ∂p/∂ϕ = 0 und ∂p/∂ϑ = 0 fallen la¨ßt. Zu lo¨sen
ist nun die Laplace-Gleichung in Kugelkoordinaten, die in einen
Winkel- und einen Radialteil separiert. Als Lo¨sungen erha¨lt man
entsprechend Produkte aus Kugelfla¨chenfunktionen und Besselfunk-
tionen.
2.1.2 Fourier-Transformation
Die Fourier-Transformierte einer Zeitfunktion x(t) ist definiert als:
F{x(t)} = X(ω) =
∞∫
−∞
x(t) · e−iωt dt. (2.11)
Die zugeho¨rige Umkehrtransformation lautet:
F−1{X(ω)} = x(t) = 1
2π
∞∫
−∞
X(ω) · eiωt dω. (2.12)
Eine vollsta¨ndige Diskussion kann hier aus Platzgru¨nden nicht erfol-
gen; als wichtigste Eigenschaften seien genannt:
1. Existenz: Das Fourier-Integral und damit die Fourier-Trans-
formierte einer Funktion x(t) existiert unter anderem fu¨r quadratin-
tegrable und absolut integrierbare Funktionen. Diese Bedingungen
sind hinreichend, aber nicht notwendig.
2. Linearita¨t: Die Fouriertransformation ist linear, d.h. es gilt fu¨r
konstante Koeffizienten α, β ∈ C:
F(αf + βg) = αF(f) + βF(g). (2.13)
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3. Faltungssatz: Fu¨r das durch (g ⋆ h)(t) :=
∫∞
−∞ g(τ)h(t − τ)dτ
definierte Faltungsprodukt gilt mit G = F{g} und H = F{h} der
Faltungssatz:
F{g ⋆ h} = G ·H (2.14)
F{g · h} = 1
2π
G⋆H (2.15)
F−1{G⋆H} = 2π g · h (2.16)
F−1{G ·H} = g ⋆ h (2.17)
Eine umfangreichere Diskussion der Fourier-Transformation und ih-
rer Eigenschaften findet sich in [33]. Weiterhin existieren abweichen-
de Formulierungen der Fourier-Transformation und ihrer Inversen,
fu¨r die entsprechend modifizierte Formen des Faltungssatzes gelten
(siehe Anhang A.1, Seite 242).
2.1.3 Schallwellen und Schallfeld p(r, t)
Wir betrachten ein Schallfeld p(r, t), das sich aus ebenen Wellen
gema¨ß (2.7) zusammensetzt. Gegeben sei dazu eine Quellenfunktion
S(k), die fu¨r jeden Wellenvektor k ∈ K ⊂ K eine komplexe Amplitu-
de der entsprechenden ebenen Welle angibt; K ist hier das Intervall
der im Schallfeld vorhandenen Wellen und K der Vektorraum al-
ler Wellenvektoren. Der Schalldruck ist eine Funktion von Ort und
Zeit:
p(r, t) =
∫∫∫
K
S(k′) · ei(ω′(k′)t−k′·r) d3k′, (2.18)
wobei S(k) auch als ra¨umliche Fouriertransformierte des Schalldruk-
kes betrachtet werden kann2. Fu¨r das Weitere fordern wir Dispersi-
onsfreiheit des Schallfeldes, womit fu¨r den Term ω′(k′) in (2.18) folgt:
2 Das Schallfeld wird hier als stationa¨r und S somit als zeitlich konstant
angenommen. Ein nichtstationa¨res Wellenfeld ließe sich durch ein explizit
zeitabha¨ngiges S(k, t) oder dessen Fouriertransformierte darstellen. Dies ist
fu¨r unsere Zwecke jedoch nicht erforderlich.
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ω′(k′) = ‖k′‖ · c = k′c. Damit ergibt sich die Fouriertransformierte
des Schalldruckes am Ort r nach (2.11) zu
P (r, ω) =
∞∫
−∞
∫∫∫
K
e−iωt · S(k′) · ei(k′ct−k′·r) d3k′ dt
=
∫∫∫
K
S(k′) · e−ik′·r · 2πδ(ω − k′c) d3k′, (2.19)
wobei δ(·) die Dirac-Distribution ist. Wa¨hlt man als Integrationsbe-
reich K eine kugelfo¨rmige Umgebung des Ursprungs in K, begrenzt
durch die Radien k1 und k2 (k1 ≤ k ≤ k2), so la¨ßt sich die Delta-
Funktion herausintegrieren und man erha¨lt
P (r, ω) =
2πω2
c3
π∫
−π
π∫
0
S
(ω
c
e(ϑ, ϕ)
)
· e− iωc e(ϑ,ϕ)·r sinϑdϑ dϕ(2.20)
fu¨r k1c ≤ ω ≤ k2c. Dabei ist e(ϑ, ϕ) ein Einheitsvektor in der durch
die Winkel ϑ und ϕ gegebenen Richtung:
e(ϑ, ϕ) =
 sinϑ cosϕsinϑ sinϕ
cosϑ
 . (2.21)
Man sieht an (2.20), daß P (r, ω) sa¨mtliche von S bestimmtenWellen-
Anteile mit der Wellenzahl ω/c entha¨lt, je nach Einfallsrichtung ge-
wichtet mit einem der Position r entsprechenden Phasenfaktor. Ei-
ne entsprechende Formulierung findet man auch fu¨r zwei Raumdi-
mensionen: Schreibt man (2.18) und (2.19) in zwei Raumdimensio-
nen um und lo¨st das Raumintegral in Polarkoordinaten, so erha¨lt
man
P (r, ω) =
2πω
c2
π∫
−π
S
(ω
c
e(ϕ)
)
· e− iωc e(ϕ)·r dϕ, (2.22)
diesmal mit dem Einheitsvektor e(ϕ) = (cosϕ, sinϕ)T . Das hier be-
schriebene ebene Schallwellenfeld eignet sich fu¨r die Diskussion von
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Mikrofonarrays und Beamformern im Fernfeld , d.h. in hinreichend
großem Abstand zu Schallquellen und Reflexionsfla¨chen, so daß die
an den Mikrofonen eintreffenden Wellen anna¨hernd als ebene Wellen
betrachtet werden ko¨nnen.
2.1.4 Beampattern B(k)
Besitzt ein einzelner Sensor oder ein Array von Sensoren eine Richt-
wirkung, so werden aus unterschiedlichen Richtungen einfallendeWel-
len unterschiedlich stark erfaßt bzw. versta¨rkt. Mathematisch la¨ßt
sich dieses Verhalten durch eine richtungs- und frequenzabha¨ngige
Funktion B beschreiben, welche die im Schallfeld vorhandenen Wel-
lenanteile ihrer Richtung und Frequenz nach gewichtet. Das Aus-
gangssignal eines entsprechenden Sensors im Ursprung ergibt sich im
Falle des ebenen Schallwellenfeldes (2.18) somit zu
y(t) =
∫∫∫
K
S(k′) ·B(k′) · eik′ct d3k′. (2.23)
Die hier als Beampattern bezeichnete Funktion3 B(k′) ist im all-
gemeinen komplex, da die Richtwirkung auch eine Phasendrehung
beinhalten kann. Die Richtung des Wellenvektors k′ beschreibt die
Richtung der einfallenden Welle, seine Norm ihre Frequenz: ‖k′‖ =
2πf/c.
2.1.5 Direktivita¨ts-Index DI
Der Direktivita¨ts-Index DI ist definiert als logarithmische Bewer-
tung des Direktivita¨ts-Faktors Q: DI = 10 log10Q. Dieser beschreibt
3 In der Literatur wird statt B ha¨ufig die Gro¨ße 10 log10 |B|
2 (in dB) als Beam-
pattern bezeichnet. Mit der hier verwendeten Nomenklatur jedoch folgen wir
derjenigen in [34]. Diese bietet den Vorteil, daß mit dem Begriff des Beam-
patterns direkt auf eine Funktion Bezug genommen wird, die auch die Phase
als Information mit beinhaltet.
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das Verha¨ltnis der Energie, die aus der eingestellten Hauptempfangs-
richtung (ϑ0, ϕ0) empfangen wird, zu der gesamten, aus allen Rich-
tungen empfangenen Energie, unter der Annahme, daß sich das Ar-
ray in einem Schallfeld aus isotropem Rauschen (|S(k)| = 1 ∀ k ∈
K) befindet [35]. Diese Definition fu¨hrt unter Verwendung von (2.23)
mit B(k) = B(k, ϑ, ϕ) zu
Q(k, ϑ0, ϕ0) =
4π|B(k, ϑ0, ϕ0)|2∫ π
−π
∫ π
0
|B(k, ϑ, ϕ)|2 sinϑdϑ dϕ, (2.24)
DI(k, ϑ0, ϕ0) = 10 log10Q(k, ϑ0, ϕ0). (2.25)
In dieser Form ist der Direktivita¨ts-Index eine Funktion der Fre-
quenz. Dies ist sinnvoll, da die Richtwirkung eines Arrays oder Sen-
sors je nach Arbeitsweise stark frequenzabha¨ngig sein kann. Bei ei-
nem klassischen Delay-and-Sum-Beamformer verschwindet die Richt-
wirkung bei extrem niedrigen Frequenzen vollsta¨ndig. In diesem Fall
ist Q = 1 bzw. DI = 0dB; je ho¨her beide Werte, desto sta¨rker ist die
Richtwirkung in der Richtung (ϑ0, ϕ0) ausgepra¨gt; fu¨r Q < 1 (d.h.
DI < 0) wird Schall aus der Richtung (ϑ0, ϕ0) gegenu¨ber dem aus
anderen Raumrichtungen unterdru¨ckt.
2.1.6 White-Noise Gain GWN
Ein weiteres Maß fu¨r die Wirksamkeit eines Beamformers ist der
White-Noise Gain (WNG), der auch fu¨r die Bewertung der Robust-
heit des Beamformers Verwendung findet. Hierzu wird zuna¨chst ein
Array mit N Sensoren betrachtet, bei dem das Ausgangssignal y
durch gewichtete Summierung der N Eingangssignale mit komple-
xen, frequenzabha¨ngigen Koeffizienten cn(ω) gebildet wird
4:
Y (ω) =
N−1∑
n=0
c∗n(ω)Pn(ω) = c
H(ω)P (ω), (2.26)
4 Dies entspricht dem Prinzip des Filter-and-Sum-Beamformers, der in Ab-
schnitt 2.2 diskutiert wird.
24 2 Beamforming: Grundlagen
wobei die Koeffizienten durch c(ω) = (c0(ω), . . . , cN−1(ω))T und die
Signale durch P (ω) = (P0(ω), . . . , PN−1(ω))T vektoriell zusammen-
gefaßt sind5. Sei das Schallfeld nun eine U¨berlagerung aus Rauschen
und einem Nutzsignal, deren von den N Sensoren aufgefangene Si-
gnale die ra¨umlichen Kreuzkorrelationsmatrizen R(ω) (Rauschen)
und S(ω) (Nutzsignal) bilden. Setzt man voraus, daß Rauschen und
Signal stationa¨re, voneinander unabha¨ngige Prozesse sind, so er-
gibt sich das Signal-Rausch-Verha¨ltnis (SNR) der am Beamformer-
Ausgang erzeugten Energien zu (vgl. [35])
G(ω) =
c(ω)HS(ω) c(ω)
c(ω)HR(ω) c(ω)
. (2.27)
Nimmt man dekorreliertes, weißes Rauschen (WN) an [36], so wird
R zur Einheitsmatrix und G vereinfacht sich zu dem White-Noise
Gain
GWN (ω) =
c(ω)HS(ω) c(ω)
c(ω)Hc(ω)
. (2.28)
Je gro¨ßer GWN , desto robuster ist der Beamformer gegenu¨ber weißen
Rauscheinstreuungen bzw. Eigenrauschen in den Sensoren [35].
2.2 Filter-and-Sum-Beamforming
Eine sehr allgemeine Form eines Beamformers ist der Filter-and-
Sum-Beamformer. Wie der Name bereits treffend andeutet, wer-
den hierbei zuna¨chst die Mikrofonsignale durch individuelle Filter
gefu¨hrt und dann die Ausgangssignale aller Filter aufsummiert. Wir
betrachten N Mikrofone, die an den Positionen rn, n = 0, . . . , N−1
sitzen. Jedes Mikrofon sei zuna¨chst als omnidirektionaler Schall-
drucksensor angenommen (Kugelmikrofon). Das Signal des n-ten Mi-
krofons werde durch ein entsprechendes Filter mit der U¨bertragungs-
funktion Hn(ω) gefiltert, also mit der zugeho¨rigen Impulsantwort
5 Der Stern ∗ bezeichnet die komplexe Konjugation, T die Transposition und
H die hermitesche Transposition (Transposition und komplexe Konjugation).
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Bild 2.1: Prinzip des Filter-and-Sum-Beamformers. Das Beampat-
tern B(k) ist Resultat (1.) der Geometrie der Mikrofonanordnung
und (2.) der nachgeschalteten Filter. Es ist allgemein eine Funktion
der Frequenz (ω = 2πf) und der Einfallsrichtung, ausgedru¨ckt durch
den Raumwinkel Ω. Es gilt: k = −ω/c · e(Ω).
hn(t) gefaltet (siehe Bild 2.1). Das Ausgangssignal y(t) des Beam-
formers ist folglich
y(t) =
N−1∑
n=0
hn(t) ⋆ p(rn, t). (2.29)
Mit (2.11) und (2.14) erhalten wir die Darstellung des Ausgangssi-
gnals im Frequenzbereich. Diese ergibt sich aufgrund (2.19) zu
Y (ω) =
N−1∑
n=0
Hn(ω) · P (rn, ω) (2.30)
=
N−1∑
n=0
Hn(ω)
∫∫∫
K
S(k′) · e−ik′·rn · 2πδ(ω − k′c) d3k′.
Wir definieren nun die Beampattern-Funktion
B(k′) =
N−1∑
n=0
Hn(k
′c) · e−ik′·rn . (2.31)
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Hiermit vereinfacht sich (2.30) weiter zu
Y (ω) =
∫∫∫
K
S(k′) ·B(k′) · 2πδ(ω − k′c) d3k′. (2.32)
Ru¨cktransformation von (2.32) in den Zeitbereich liefert
y(t) =
∫∫∫
K
S(k′) ·B(k′) · eik′ct d3k′. (2.33)
Diese Beziehung ist bereits von der allgemeinen Definition des Beam-
patterns in Abschnitt 2.1.4 bekannt (siehe Gleichung (2.23)). Da sie
auch das Ausgangssignal eines im Ursprung befindlichen Sensors mit
der Richtwirkung B(k) beschreibt, kann gefolgert werden, daß ein
Mikrofonarray mit dem Beampattern B(k) a¨quivalent ist zu einem
punktfo¨rmigen Sensor mit identischer Richtwirkung.
Fu¨hrt man die hier gemachten Betrachtungen fu¨r zwei statt drei
Raumdimensionen durch, so erha¨lt man den Gleichungen (2.29)–
(2.33) a¨quivalente Ausdru¨cke, die sich von diesen nur durch die
Auspra¨gung des Integrals unterscheiden, d.h. die Integrale lauten∫∫
K
. . . d2k′ anstelle von
∫∫∫
K
. . . d3k′. Entscheidend ist, an dieser
Stelle festzuhalten, daß die Form der Beampattern-Funktion (2.31)
fu¨r den zwei- und dreidimensionalen Fall identisch ist, also universell
fu¨r zwei und drei Raumdimensionen verwendet werden kann.
Gerichtete Mikrofone. Sollen statt omnidirektionalen Mikrofo-
nen solche mit individuellen Richtwirkungen beru¨cksichtigt werden,
so muß zuna¨chst das Ausgangssignal eines solchen Mikrofons be-
rechnet werden. Dieses ergibt sich, indem das mikrofoneigene Beam-
pattern M(k′) in (2.18) an den Term e−ik
′·r anmultipliziert wird
(Pattern Multiplication Theorem [37]):
pM (r, t) =
∫∫∫
K
S(k′) ·M(k′) · ei(ω′(k′)t−k′·r) d3k′.
Bei Betrachtung von N Mikrofonen ist pM mit entsprechend indivi-
duellen Mikrofon-Beampattern Mn(k
′) in Gleichung (2.29) einzuar-
beiten. In der Konsequenz erscheint ein Faktor Mn(k
′) neben dem
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Exponentialterm in (2.30) und die Beampattern-Funktion ergibt sich
zu
BM (k
′) =
N−1∑
n=0
Hn(k
′c) ·Mn(k′) · e−ik′·rn , (2.34)
wobei die Gleichungen (2.32) und (2.33) unvera¨ndert bleiben und
lediglich B durch BM zu ersetzen ist. Besitzen alle Mikrofone die
gleiche Richtwirkung und sind parallel zueinander im Raum ausge-
richtet (Mn(k
′) =M(k′)), so geht (2.34) u¨ber in:
BM (k
′) =M(k′) ·
N−1∑
n=0
Hn(k
′c) · e−ik′·rn =M(k′) ·B(k′), (2.35)
wobei B(k′) wiederum das Beampattern nach (2.31) bei Verwendung
omnidirektionaler Mikrofone ist.
2.3 Delay-and-Sum-Beamforming
Der einfachste Ansatz eines Beamformers, der zugleich auch der un-
mittelbaren Anschauung zuga¨nglich ist, ist der des Delay-and-Sum-
Beamformers. Hier wird dem Signal eines jeden Mikrofons, abha¨ngig
von dessen Position und der gewu¨nschten Empfangsrichtung (die
auch als Steering Direction bezeichnet wird) eine Laufzeit hinzu-
gefu¨gt. Diese ist jeweils so bemessen, daß die Laufzeitunterschiede,
die ein Signal aus der bevorzugten Empfangsrichtung beim Eintreffen
an den einzelnen Mikrofonen hat, ausgeglichen werden. Anschließend
werden die so korrigierten Signale aufaddiert. Dies bewirkt, da al-
le Signale nun wieder in Phase sind, eine der Anzahl der Mikrofone
entsprechende Versta¨rkung des gewu¨nschten Signals (siehe Bild 2.2).
Trifft ein Signal aus einer anderen Richtung ein, so werden die Lauf-
zeitunterschiede nicht mehr in dieser Weise ideal ausgeglichen und
die zur Addition gelangenden Einzelsignale sind gegeneinander zeit-
lich verschoben, also nicht mehr in Phase. Es kommt somit zu einer
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Bild 2.2: Prinzip des Delay-and-Sum-Beamformers. Der Aus-
gleich der sich aus dem Wegunterschied ∆xn ergebenden Laufzeit-
Unterschiede ∆tn = ∆xn/c erfolgt mittels passender Laufzeitfilter
Hn = e
−iω∆tn = z−∆tn/TS (Gleichungen (2.36) und (2.37)).
teilweisen bis vollsta¨ndigen gegenseitigen Auslo¨schung der Signale
und das Ausgangssignal des Beamformers wird abgeschwa¨cht oder
sogar zu Null (siehe Beispiel in Abschnitt 2.4, Bild 2.4). Die Lauf-
zeitkorrektur ∆tn am n-ten Mikrofonsignal ergibt sich aus dem Weg-
unterschied ∆xn, den Schall aus der bevorzugten Empfangsrichtung
nach dem Eintreffen am n-ten Mikrofon zusa¨tzlich noch bis zum
letzten Mikrofon zuru¨ckzulegen hat: ∆tn = ∆xn/c (Bild 2.2). Die
Laufzeitkorrektur kann mit einem Filter mit entsprechender Grup-
penlaufzeit ∆tn erfolgen (n = 0, . . . , N − 1):
Hn(ω) = e
−iω∆tn . (2.36)
Der Delay-and-Sum-Beamformer stellt somit einen Spezialfall des
Filter-and-Sum-Beamformers dar. Im Falle einer zeitdiskreten Imple-
mentierung ist das Filter (2.36) ein zeitdiskretes Filter der Form
Hn(z) = z
−∆tn/TS . (2.37)
Dabei ist z = eiωTS die Bildvariable der z-Transformation zur Dar-
stellung der verarbeiteten zeitdiskreten Signale im Frequenzbereich.
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TS ist das Abtastintervall, korrespondierend zu einer Abtastfrequenz
fS = 1/TS (aufgrund des Abtasttheorems mu¨ssen somit alle Signale
auf den Bereich 0 ≤ f < fS/2 bandbegrenzt sein, um spektrales
Aliasing zu vermeiden).
Ist ∆tn ein Vielfaches des Abtastintervalls (∆tn = ν TS , ν ∈ Z+0 ), so
kann (2.37) einfach durch ein ν-faches Laufzeitglied der Form z−ν
realisiert werden6. Dies ist jedoch nur in Ausnahmen der Fall; allge-
mein ist ∆tn/TS nichtganzzahlig. Viele Anwendungen behelfen sich
daher damit, eine weit ho¨here Abtastfrequenz zu verwenden, als rein
fu¨r die Darstellung des interessierenden (z.B. ho¨rbaren) Frequenz-
bereiches erforderlich wa¨re (z.B. fS = 96 kHz), um so den absolu-
ten Laufzeitfehler bei der Rundung auf ganzzahlige Werte zu ver-
kleinern. Eine andere Mo¨glichkeit besteht in der Approximation der
nichtganzzahligen Laufzeit durch ein Fractional-Delay-Filter . Diese
Filter werden in Kapitel 3 diskutiert.
2.4 Aliasing
Abha¨ngig von der Art des verwendeten Beamformers, der Array-
Geometrie und den betrachteten/verarbeiteten Frequenzen kann es
auch außerhalb der bevorzugten Empfangsrichtung zur Ausbildung
einer hohen Empfindlichkeit und damit von Nebenkeulen kommen.
Dieses Pha¨nomen wird als ra¨umliches Aliasing bezeichnet und korre-
spondiert zu dem vom Abtasttheorem her bekannten spektralen Ali-
asing im Frequenzraum: Wa¨hrend spektrales Aliasing auftritt, wenn
ein Signal mit einer zu geringen Abtastfrequenz fS abgetastet wurde,
so kommt es zu ra¨umlichem Aliasing, wenn das Array zu wenig dicht
liegende ra¨umliche Abtastwerte (=Sensorsignale) liefert, um eine ge-
gebene Wellenla¨nge hinreichend abzutasten. Wa¨hrend im einen Fall
6 Bei 44.1 kHz Abtastrate entspricht ein Abtastintervall einem Wegunterschied
von 7.7mm. Fu¨r 22 kHz kommt man entsprechend auf 15.5mm, bei 96 kHz
auf 3.5mm.
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Bild 2.3: Sensorgeometrie fu¨r die Aliasing-Beispiele in Bild 2.4 und
Bild 2.5: (a) diskrete Mikrofone; (b) kontinuierlicher Sensor.
das bekannte Abtasttheorem (d.h. die Bedingung fu¨r die erforderli-
che Mindestabtastfrequenz) verletzt wird, bedeutet der zweite Fall
die Verletzung einer ra¨umlichen Abtastbedingung. Dies soll an zwei
Beispielen erla¨utert werden.
1. Diskrete Apertur. Wir betrachten sieben Mikrofone, die ent-
lang der y-Achse im Abstand d = 2 cm zueinander angeordnet sind
(Bild 2.3(a)). Bei gleicher Gewichtung aller Mikrofone berechnet sich
das Beampattern zu
B(k) =
3∑
n=−3
e−ikynd
= 1 + 2 · (cos 3kyd+ cos 2kyd+ cos kyd) , (2.38)
wobei ky = −k sinϕ ist. Bild 2.4 zeigt das vorstehende Beampat-
tern als Funktion der Frequenz f (k = 2πf/c) und des Einfallswin-
kels ϕ (polare Darstellung). Bei 25Hz ist noch keine Richtwirkung
vorhanden; sie setzt erst ab ca. 2 kHz deutlich ein. Mit steigender
Frequenz bilden sich zunehmend kleine Nebenkeulen aus; oberhalb
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Bild 2.4: Beampattern der diskreten Apertur (Breite: 6d = 12 cm,
Mikrofonabstand d = 2 cm; vgl. Bild 2.3(a)). In der x-y-Ebene ist
der Betrag des Beampatterns B polar dargestellt; entlang der (ver-
tikalen) z-Achse variiert die Frequenz. Die Frequenzen 25Hz sowie
1, 2, 5, 10, 15, 20 kHz sind als schwarze Kurven hervorgehoben. Das
Vorzeichen von B ist farblich gekennzeichnet: Rot: +, Blau: −.
ca. 15 kHz ist massives Aliasing durch eine große Nebenkeule zu be-
obachten, deren betragsma¨ßiges Maximum dem der Hauptkeule ent-
spricht. Anhand von (2.38) la¨st sich leicht zeigen, daß das Maximum
dieser Keule fu¨r ϕ = ±90◦ bei f = c/d = 17 kHz liegt. Aufgrund
dieser direkten Kopplung an die Gitterkonstante d des Arrays wer-
den solche Nebenkeulen als
”
Gitterkeulen“ (engl.
”
grating lobes“)
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bezeichnet. Um das Auftreten von Gitterkeulen zu vermeiden, sollte
der Beamformer im Bereich f < c/d betrieben werden, was der Be-
dingung λ > d entspricht. Anders ausgedru¨ckt ist die Frequenz, ab
der ra¨umliches Aliasing auftritt, umso ho¨her, je geringer der Abstand
der Mikrofone zueinander ist.
2. Kontinuierliche Apertur. Wir nehmen einen eindimensiona-
len, entlang der y-Achse von y = −D/2 bis y = +D/2 kontinuier-
lich verteilten Sensor an (vgl. Abschnitt 2.5). Die bevorzugte Emp-
fangsrichtung sei senkrecht zu der Sensoranordnung und der Schall-
druck werde u¨ber die gesamte Ausdehnung des Sensors aufsummiert
(Bild 2.3(b)). Das Beampattern ist folglich
B(k) =
D/2∫
−D/2
e−ikyy dy =
D/2∫
−D/2
eiky sinϕ dy
= D
sin(kD/2 · sinϕ)
kD/2 · sinϕ = D si(kD/2 · sinϕ), (2.39)
wobei si(x) = sin(x)/x die unnormierte sinc-Funktion ist. Die Dar-
stellung des Beampatterns in Bild 2.5 zeigt, daß auch im Falle der
kontinuierlichen Apertur Aliasing auftreten kann: Die erste Neben-
keule tritt jenseits der ersten Nullstelle der si-Funktion auf, die bei π
liegt. Damit treten die ersten Nebenkeulen ab der Frequenz f = c/D
auf; je gro¨ßer die Apertur D, desto niedriger liegt diese Grenzfre-
quenz. Allerdings bleiben sa¨mtliche Nebenkeulen aufgrund der Ge-
stalt der si-Funktion mit ihrem Maximalbetrag deutlich unter der
Hauptkeule; zur Ausbildung von Gitterkeulen kommt es nicht.
Wie aus den obigen Beispielen ersichtlich wird, tritt ra¨umliches Ali-
asing auf, sobald die Wellenla¨nge λ einen gewissen kritischen Wert
unterschreitet. Dies entspricht einer maximalen Frequenz, bis zu der
der Beamformer aliasingfrei arbeitet. Zugleich kann an den beiden
Beispielen beobachtet werden, daß die Wellenla¨nge auch nicht belie-
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Bild 2.5: Beampattern der kontinuierlichen Apertur (D = 5 cm;
vgl. Bild 2.3(b)). In der x-y-Ebene ist der Betrag des Beampat-
terns B polar dargestellt; entlang der (vertikalen) z-Achse variiert
die Frequenz. Die Frequenzen 25Hz sowie 1, 2, 5, 10, 15, 20 kHz sind
als schwarze Kurven hervorgehoben. Das Vorzeichen von B ist farb-
lich gekennzeichnet: Rot: +, Blau: −.
big groß sein darf: Sinkt die Frequenz unter eine kritische Grenze,
so wird die Wellenla¨nge so groß, daß die Phasenunterschiede zwi-
schen den Mikrofonen nicht mehr ausreichen, eine Richtwirkung auf-
zubauen. Fu¨r eine vorgegebene untere Grenzfrequenz muß das Array
demnach eine gewisse Mindestgro¨ße besitzen, um wirksam zu sein.
Einen Ansatz, dieses Problem zu umgehen, stellen die differentiel-
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len Mikrofonarrays und die superdirektiven Beamformer dar, die in
Kapitel 4 und 5 behandelt werden.
2.5 Frequenzinvariantes Beamforming
Ist das Beampattern von der Frequenz unabha¨ngig, also B(k) =
B(k/‖k‖) = B(Ω), so spricht man von frequenzinvariantem Beam-
forming oder constant-directivity beamforming . Frequenzinvariante
Beamformer sind dann erforderlich, wenn Sprache oder Musik fu¨r
eine qualitativ hochwertige Wiedergabe erfaßt werden sollen. In ei-
nem solchen Fall sind spektrale Verfa¨rbungen unerwu¨nscht. Aus die-
sem Grunde sollte also nicht nur der Empfang aus der bevorzugten
Empfangsrichtung mo¨glichst einen konstanten Frequenzgang haben,
sondern es sollte zusa¨tzlich auch die Gestalt des Beampatterns, also
sein Abklingen mit zunehmendem Winkelabstand von der bevorzug-
ten Empfangsrichtung, fu¨r alle Frequenzen gleich verlaufen, so daß
nicht Sprecher oder Musikinstrumente, die sich in die Empfangskeule
hinein- oder aus ihr herausbewegen, bei dieser Gelegenheit spektral
verzerrt werden.
Theoretischer Ansatz. Wir stellen uns einen kontinuierlichen
Sensor vor, der an jedem Punkt r im Raum den Schalldruck auf-
nimmt [38]. Entsprechend definieren wir ein orts- und frequenzab-
ha¨ngiges Gewichtungsfilter H(r, ω = kc), das den Schalldruck am
Punkt r individuell filtert. Analog zu (2.31) berechnet sich das Beam-
pattern nun als Integral u¨ber alle Raumpunkte:
B(k) =
∫
∞
H(r, kc) · e−ik·r dDr. (2.40)
Dabei bezeichnet D = 1, 2, 3 die Anzahl an betrachteten Raumdi-
mensionen, auf die sich der kontinuierliche Sensor erstrecken soll und
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u¨ber die das Integral folglich auszufu¨hren ist7. Aufgrund der endli-
chen Ausdehnung des Arrays fordern wir, daß H außerhalb eines
bestimmten Radius verschwinden soll:
H(r, kc) ≡ 0 fu¨r ‖r‖ > R, (2.41)
so daß die Integrationsgrenzen im Unendlichen liegen du¨rfen. Wir
wa¨hlen nun
H(r, kc) = kℓ · H˜(r · kc), (2.42)
wobei der Exponent ℓ = 1, 2, 3 geeignet zu wa¨hlen ist. Mit der Sub-
stitution s = k · r und (2.42) wird (2.40) nun zu
B(k) =
∫
∞
kℓ · H˜(rk · c) · e−ik·r dDr
= kℓ · k−D ·
∫
∞
H˜(s · c) · e−i(k·s)/‖k‖ dDs (2.43)
= kℓ−D · f(1/k · k). (2.44)
Das Integral in (2.43) ist eine reine Funktion der Richtung von k, so
daß der Ausdruck (2.44) fu¨r ℓ = D frequenzinvariant wird. Aus der
Forderung (2.41) folgt mit der Definition (2.42), daß H(r, kc) fu¨r je-
den Punkt r ein Tiefpassfilter darstellt, dessen Betragsgang ab einer
bestimmten Frequenz exakt Null wird. Je weiter r vom Ursprung ent-
fernt liegt, desto niedriger ist diese Grenzfrequenz. Mit zunehmender
Frequenz wird somit der ra¨umliche Empfindlichkeitsbereich des Sen-
sors von außen beginnend immer weiter eingeengt, d.h. die Apertur
wird kleiner und damit proportional der abnehmenden Wellenla¨nge
angepaßt. Der Effekt der konstanten Richtwirkung kommt also da-
durch zustande, daß die Gro¨ßenrelation zwischen Wellenla¨nge und
Sensorgeometrie konstant bleibt. Der Gewichtungsterm kℓ gleicht
hierbei wegen ℓ = D den Faktor k−D aus, durch den die ho¨heren
Frequenzen sonst (aufgrund des kleineren effektiv wirksamen Inte-
grationsvolumens) schwa¨cher gewichtet wu¨rden.
7 Eine alternative Formulierung des eindimensionalen Falles findet sich in [38].
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U¨bertragung auf diskrete Arrays. Wir ersetzen nun den oben
eingefu¨hrten, kontinuierlichen Sensor durch N diskrete Mikrofone
an den Postionen rn, n = 0, . . . , N − 1. Dabei wird jedes Mikrofon
zusa¨tzlich mit einem Faktor ∆Vn gewichtet
8:
H(r, kc) =
N−1∑
n=0
kℓ · H˜(rkc) · δ(r − rn) ·∆Vn.
Mit dieser Formulierung erhalten wir fu¨r das Beampattern (2.40)
nunmehr
B(k) =
∫
∞
N−1∑
n=0
kℓ · H˜(rkc) · δ(r − rn) · e−ik·r ·∆Vn dDr
= kℓ ·
N−1∑
n=0
H˜(rnkc) · e−ik·rn ·∆Vn. (2.45)
Hierbei fa¨llt folgendes auf: Die Summe in (2.45) ist in ihrer Gestalt,
anders als (2.43), unabha¨ngig von D, der Kompensationsterm kℓ
ist aber noch vorhanden. Wa¨hrend dieser Term im kontinuierlichen
Fall das geringer werdende wirksame Integrationsvolumen ausgleicht
(s.o.), muß er im diskreten Falle mit zunehmender Frequenz denWeg-
fall der außenliegenden Sensoren kompensieren. Aus diesem Grunde
aber ist die pauschale Wahl ℓ = D, wie sie im kontinuierlichen Fall
greift, nicht zwangsla¨ufig korrekt.
Zur Verdeutlichung folgende U¨berlegung: Die Mikrofone seien a¨qui-
distant zueinander entlang von mehreren Halbgeraden angeordnet,
die vom Ursprung ausgehen. Entlang jedes dieser
”
Strahlen“ besetzt
nun jedes Mikrofon ein gleich großes Streckenelement ∆Vn = ∆V ,
das wir in (2.45) also vor die Summe ziehen ko¨nnen:
B(k) = kℓ ·∆V ·
N−1∑
n=0
H˜(rnkc) · e−ik·rn . (2.46)
8 Dies entspricht der Approximation des Integrals in (2.40) per Trapezregel,
bei der jedes Mikrofon ein diskretes Volumenelement ∆Vn besetzt [38].
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Bild 2.6: Wahl von ℓ: ℓ ist so zu wa¨hlen, daß die Abha¨ngigkeit
der Anzahl der aktiven Sensoren (N) von der Frequenz kompensiert
wird. (a) Lineare Mikrofonanordnung (ℓ = 1); (b) fla¨chige Mikrofon-
anordnung (ℓ = 2).
Eine aus der bevorzugten Empfangsrichtung am n-ten Mikrofon ein-
treffende harmonische, ebene Schallwelle mit der Wellenzahl k0 wird
nun gema¨ß der Filterung mit H(rnkc) in seiner Laufzeit korrigiert,
so daß der Summand H(rnkc) · e−ik·rn die Phase Null besitzt (Prin-
zip des Delay-and-Sum-Beamformers). Nehmen wir an, daß H(rnkc)
betragsma¨ßig ein idealer Tiefpass ist, so liefert die Summe in (2.46)
einen Wert, der der Zahl der bei der Frequenz k beru¨cksichtigten
aktiven Sensoren proportional ist. Bei einer Schallwelle mit der Wel-
lenzahl 2k0 wird der zu beru¨cksichtigende Radius der Anordnung, in
dem die aktiven Sensoren liegen, halb so groß sein, und damit auch –
wegen der Sensoranordnung – die Zahl der aktiven Sensoren selbst.
Damit nimmt der Wert der Summe mit 1/k ab (Bild 2.6(a))! Folglich
muß zur Kompensation ℓ = 1 gewa¨hlt werden, und zwar unabha¨ngig
davon, ob die
”
Strahlen“, entlang derer die Mikrofone angeordnet
sind, in einer Ebene liegen (zweidimensionales Array, D = 2) oder
nicht (dreidimensionales Array, D = 3).
Die Wahl von ℓ richtet sich also nicht nach der Dimension D der
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Bild 2.7: Beispiel zum frequenzinvarianten Beamforming. (a) Fre-
quenzabha¨ngige Gewichtung (H˜, siehe Gl. (2.45)) der Mikrofone im
Abstand rn vom Ursprung; (b) Mikrofonanordnung und -positionen
(13 Mikrofone). Ab f > 3.4 kHz sind nur noch die Mikrofone mit
rn ≤ r5 aktiv, ab f > 7.6 kHz die Mikrofone mit rn ≤ r3, ab
f > 11.3 kHz nur noch diejenigen mit rn ≤ r2.
Gesamtanordnung der Mikrofone, sondern nach der Potenz, mit der
die Anzahl der aktiven Sensoren bei steigender Frequenz abnimmt.
Sind die Mikrofone z.B. derart gleichverteilt u¨ber eine Fla¨che, so
daß die Zahl an Mikrofonen, die in einem Kreis um den Ursprung
liegen, proportional zu dessen Fla¨che ist, so muß ℓ = 2 gesetzt werden
(Bild 2.6(b)). Analog zu dem oben diskutierten Fall gilt das auch,
wenn mehrere solcher
”
fla¨chigen“ Arrays zu einem dreidimensionalen
Array kombiniert werden.
Beispiel. Wir betrachten eine eindimensionale Anordnung aus 13
Mikrofonen (Bild 2.7(b)). Ausgehend von einem im Ursprung befind-
lichen Mikrofon reihen sich zuna¨chst a¨quidistant jeweils 3 Mikrofone
zu beiden Seiten an (∆r = 2 cm), dann mit exponentiell wachsen-
dem r weitere 3 Mikrofone (Faktor jeweils 1.5). Als Gewichtungs-
funktion H˜(krc) wa¨hlen wir eine abklingende cos2-Funktion, die bei
krc = 4πc den Wert Null erreicht. Damit ergeben sich je Mikrofon
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Bild 2.8: Frequenzinvariantes Beamforming unter Verwendung
der 13-Mikrofon-Anordnung und der frequenzvariablen Gewichte in
Bild 2.7, gema¨ß (2.45) mit ℓ = 1.
die in Bild 2.7(a) gezeigten Gewichtungen. Entsprechend den obigen
U¨berlegungen wa¨hlen wir weiter ℓ = 1. Bild 2.8 zeigt das resultieren-
de Beampattern. Die bei 2 kHz erreichte Richtwirkung wird praktisch
bis 10 kHz beibehalten, daru¨ber bildet sich eine dem kleinsten Mi-
krofonabstand entsprechende Gitterkeule aus. Zum Vergleich zeigt
Bild 2.9 einen Delay-and-Sum-Beamformer mit identischer Geome-
trie: Bei 2 kHz ist die Richtwirkung vergleichbar. Wa¨hrend jedoch
mit weiter zunehmender Frequenz die Hauptkeule immer schmaler
wird, bilden sich zugleich mehr und mehr starke Nebenkeulen heraus.
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Bild 2.9: Delay-and-Sum-Beamformer (zum Vergleich mit Bild 2.8).
Mikrofon-Geometrie wie in Bild 2.7, jedoch reine Addition aller Mi-
krofonsignale ohne frequenzabha¨ngige Gewichtung.
Beide Beamformer bauen zwischen 0 und 2 kHz ihre Richtwirkung
allma¨hlich auf. Dabei bewirkt der Skalierungsfaktor kℓ, daß der fre-
quenzinvariante Beamformer in Bild 2.8 bei 0Hz zuna¨chst kein Aus-
gangssignal liefert und erst allma¨hlich mit wachsender Frequenz
”
ein-
blendet“, wa¨hrend der Delay-and-Sum-Beamformer in Bild 2.9 sich
bei 0Hz wie ein omnidirektionales Mikrofon verha¨lt. Eine eingehen-
de Diskussion dieses Ansatzes zum frequenzinvarianten Beamforming
nebst einer algorithmischen Beschreibung der Wahl der Sensorposi-
tionen findet sich in [38].
3 Fractional-Delay-Filter
In diesem Kapitel werden Filter untersucht, welche die zeitliche Ver-
schiebung eines zeitdiskreten Eingangssignals um Bruchteile eines
Abtastwertes erlauben und aus diesem Grunde als Fractional-Delay-
Filter, kurz FD-Filter, bezeichnet werden. Im Kontext des Delay-
and-Sum-Beamformers ko¨nnen solche Filter dazu verwendet werden,
einen exakten Laufzeitausgleich der einzelnen Mikrofonsignale zu er-
zielen.
U¨bertragungsfunktion. Wir nehmen ein Filter mit der (nicht-
ganzzahligen) Laufzeit α an. Ein Filter H(z), das diese Laufzeit rea-
lisiert, wird durch folgende (ideale) U¨bertragungsfunktion beschrie-
ben:
Hideal(z) = z
−α. (3.1)
Dies sieht man direkt durch Betrachtung der Gruppenlaufzeit τ : Die-
se berechnet sich durch Differentiation des Phasenganges nach der
normierten Frequenz ψ [39]. Fu¨r das obige Filter Hideal ergibt sich
mit z = eiψ:
τ =
d
dψ
(−∠Hideal(eiψ)) = d
dψ
(αψ) = α,
wobei z = eiψ die Bildvariable der z-Transformation ist1. Da zeit-
diskrete Filter grundsa¨tzlich nur aus Elementen aufgebaut werden
ko¨nnen, die ganzzahlige Laufzeiten darstellen (z−n, n ∈ N), kann
1 ψ ∈ [−pi;pi ]. Bei einer physikalischen Frequenz f und einer Abtastfrequenz
fS gilt: ψ = 2pif/fS = ωTS mit ω = 2pif und TS = 1/fS .
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die Systemfunktion (3.1) lediglich approximiert werden. Dies bedeu-
tet insbesondere, daß die Gruppenlaufzeit τ im Allgemeinen eine
Funktion der Frequenz ψ wird und nicht u¨ber den gesamten Fre-
quenzbereich −π ≤ ψ ≤ π konstant sein kann. Es gibt eine Reihe
von Ansa¨tzen, solche Approximationen mit FIR- oder IIR-Filtern zu
realisieren [40, 41, 42]. Eine gute und u¨bersichtliche Zusammenfas-
sung ist in [43] gegeben.
3.1 Der ideale Interpolator
Die Verschiebung eines Signals um ein nichtganzzahliges Vielfaches
des Abtastintervalls kommt einer Interpolation gleich, da Signalwerte
an Stu¨tzstellen zu berechnen sind, die im (zeitdiskreten) Signal nicht
vorliegen. Diese Aufgabe lo¨st der ideale Interpolator : Die Wunsch-
funktion (3.1) werde durch eine Reihenentwicklung nach z−1 darge-
stellt:
H(z) = z−α =
∞∑
n=−∞
bnz
−n.
Wir setzen z = eiψ, multiplizieren eiψk(k ∈ Z) an und integrieren
u¨ber den Frequenzbereich [−π;π ]:
π∫
−π
eiψ(k−α)dψ =
π∫
−π
∞∑
n=−∞
bne
iψ(k−n)dψ.
Wegen der Periodizita¨t der komplexen e–Funktion liefert nur der
Summand bn=k einen Beitrag zum Integral und wir erhalten:
bk =
1
2π
π∫
−π
eiψ(k−α)dψ =
1
π(k − α) ·
1
2i
[
eiψ(k−α)
]π
−π
=
sin π(k − α)
π(k − α) = si (π(k − α)). (3.2)
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Bild 3.1: Koeffizienten des idealen Interpolators nach (3.2) fu¨r ein
FIR-Filter der La¨nge 11. Zur Gewa¨hrleistung der Kausalita¨t wird die
Folge der Koeffizienten fu¨r negative Indizes k zu Null gesetzt. Oben:
α = 5.3, unten: α = 5.5 (Spiegelpolynom). Gestrichelt: si-Funktion.
Bild 3.1 zeigt ein Beispiel. Fu¨r ganzzahliges α wird bα = 1, wa¨hrend
alle anderen Koeffizienten zu Null werden (bk = δkα). Fu¨r halbzah-
liges α werden die Koeffizienten spiegelsymmetrisch und bilden ein
Spiegelpolynom (Bild 3.1, unten). Dies fu¨hrt bekanntermaßen zu ei-
ner exakten Linearphasigkeit des resultierenden Filters [39].
Wie man an (3.2) sieht, bilden die Koeffizienten eine nach beiden
Seiten ins Unendliche reichende Folge. Zur Realisierung des Inter-
polators muß die Koeffizientenfolge daher beschnitten werden, was
wiederum die Gu¨te der Approximation einschra¨nkt. Umgekehrt wer-
den jedoch fu¨r eine gute Approximation schnell sehr hohe Filterord-
nungen erforderlich, was den theoretisch
”
idealen“ Intepolator fu¨r
die Praxis unbrauchbar macht [44]. Wir werden im folgenden daher
alternative Approximationen durch FIR-Filter (Abschnitt 3.2) und
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IIR-Filter (Abschnitt 3.3) behandeln.
3.2 Approximation durch FIR-Filter
In diesem Abschnitt wird zuna¨chst die aus der Literatur bekann-
te Langrange-Interpolation zur Approximation von (3.1) vorgestellt.
Im weiteren wird dann ein neuer Ansatz mittels Taylorreihenent-
wicklung diskutiert. Wie gezeigt wird, entha¨lt dieser den Langrange-
Interpolator als Spezialfall.
3.2.1 Maximally-Flat-Ansatz &
Lagrange-Interpolator
Die Wunschfunktion (3.1) soll durch ein FIR-Filter gegebener, endli-
cher OrdnungN approximiert werden. Wir schreiben also
H(z) =
N∑
k=0
hkz
−k ≈ z−α. (3.3)
Zur Bestimmung der Filterkoeffizienten hk wird nun eine Fehler-
funktion definiert, welche die (komplexe) Abweichung der FIR-Filter-
Systemfunktion von der idealen Systemfunktion angibt (z = eiψ):
E(z) =
(
N∑
k=0
hkz
−k
)
− z−α
=
(
N∑
k=0
hke
−ikψ
)
− e−iαψ. (3.4)
Wir setzen nun die 0-te bis N -te Ableitung nach ψ an der Stelle ψ =
ψ0 = 0 zu Null und erhalten fu¨r (n = 0, 1, 2, . . . , N):
dn
dψn
E(eiψ)
∣∣∣∣
ψ0
=
(
N∑
k=0
hk(−ik)ne−ikψ0
)
− (−iα)ne−iαψ0 = 0. (3.5)
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Aufgrund des zu-Null-Setzens aller Ableitungen wird der hier ver-
folgte Ansatz als Maximally-Flat-Ansatz bezeichnet. Wegen ψ0 = 0
la¨ßt sich (3.5) weiter umformen zu
N∑
k=0
hkk
n = αn fu¨r n = 0, 1, 2, . . . , N, (3.6)
oder, in Matrixform2:
1 1 1 · · · 1
0 1 2 · · · N
...
...
...
. . .
...
0N 1N 2N · · · NN
 ·

h0
h1
...
hN
 =

α0
α1
...
αN
 . (3.7)
Die Matrix auf der linken Seite in (3.7) ist nun eine spezielle Form
der (transponierten) Vandermonde-Matrix
V T (x0, x1, . . . , xN ) =

x00 x
0
1 x
0
2 · · · x0k · · · x0N
x10 x
1
1 x
1
2 · · · x1k · · · x1N
...
...
...
. . .
...
. . .
...
xN0 x
N
1 x
N
2 · · · xNk · · · xNN
 ,
wenn man xk = k ∀k setzt. Die Determinante der Vandermonde-
Matrix und somit auch ihrer Transponierten berechnet sich zu
detV T (x0, x1, . . . , xN ) =
∏
N≥m>n≥0
(xm − xn) (3.8)
=
N−1∏
n=0
N∏
m=n+1
(xm − xn). (3.9)
2 Eine a¨hnliche Matrixgleichung entsteht, wenn die an den Stu¨tzstellen x =
0, 1, 2, . . . , N gegebene Funktion f(x) = z−x per Langrange-Interpolation
durch ein Polynom in z dargestellt und mit z = eiψ bei x = α ausgewertet
wird. Aus diesem Grunde werden die hier behandelten FIR-FD-Filter und der
Maximally-Flat-Ansatz in der Literatur oft auch als Lagrange-Interpolator
bezeichnet ([43], p.40).
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Wir lo¨sen das Gleichungssystem (3.7) mit der Cramerschen Regel.
Da der Spaltenvektor auf der rechten Seite von (3.7) die Potenzen von
α entha¨lt, nehmen sowohl Za¨hler- als auch Nennerterm im folgenden
Ausdruck die Form einer Vandermonde-Matrix an:
hk =
detV T (0, 1, . . . , xk = α, . . . , N)
detV T (0, 1, . . . , xk = k, . . . , N)
. (3.10)
Zur Lo¨sung betrachten wir (3.9) genauer. Wir greifen uns einen In-
dex k heraus (0 ≤ k ≤ N) und schlu¨sseln das Doppelprodukt (3.9)
auf. Wir erhalten
detV T =
k−1∏
n=0
N∏
m=n+1
m6=k
(xm − xn)

︸ ︷︷ ︸
A1
·
 N−1∏
n=k+1
N∏
m=n+1
(xm − xn)

︸ ︷︷ ︸
A2︸ ︷︷ ︸
A(x0,...,xk−1;xk+1,...,xN )
. . . ·
[
k−1∏
n=0
(xk − xn)
]
︸ ︷︷ ︸
B1
·
[
N∏
m=k+1
(xm − xk)
]
︸ ︷︷ ︸
B2︸ ︷︷ ︸
B(x0,...,xk−1;xk;xk+1,...,xN )=(−1)k
Q
N
n=0
n 6=k
(xn−xk)
. (3.11)
Bild 3.2 verdeutlicht das Zustandekommen der beiden Teilterme A =
A(x0, . . . , xk−1;xk+1, . . . , xN ) und B = B(x0, . . . , xN ). Diese werden
nun in (3.10) eingesetzt: Da der Term A von xk unabha¨ngig ist, ist er
fu¨r den Za¨hler und den Nenner gleich und ku¨rzt sich heraus. Term B
unterscheidet sich zwischen Za¨hler und Nenner lediglich hinsichtlich
xk. Wir erhalten:
hk =
B(0, 1, . . . , k − 1, xk = α, k + 1, . . . , N)
B(0, 1, . . . , k − 1, xk = k, k + 1, . . . , N) .
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Bild 3.2: Zur Veranschaulichung der Produktzerlegung in (3.11).
Jeder Punkt repra¨sentiert eine Kombination der Indizes m und n,
mit denen ein Faktor fu¨r die Teilprodukte A1, A2, B1 und B2 gebildet
wird.
Unter Verwendung der expliziten Form von B,
B(x0, . . . , xk−1;xk;xk+1, . . . , xN ) = (−1)k
N∏
n=0
n 6=k
(xn − xk),
folgt daraus fu¨r die explizite Form der Koeffizienten hk:
hk =
N∏
n=0
n 6=k
α− n
k − n fu¨r k = 0, 1, 2, . . . , N. (3.12)
Bei na¨herer Untersuchung der Filterpolynome mit diesen Koeffizien-
ten3 zeigt sich, daß die Approximation von z−α im Bereich N2 − 12 ≤
α ≤ N2 + 12 den kleinsten RMS-Gesamtfehler liefert [44]. Bild 3.6
3 Die Koeffizienten nach (3.12) ko¨nnen alternativ auch durch eine verschobene,
abgetastete und mit einem speziellen binomial-Fenster gewichtete si-Funktion
dargestellt werden ([44], Seite 87ff.).
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Bild 3.3: Koeffizienten des Lagrange-Interpolators (violett gestri-
chelt) der Ordnung N = 11 nach (3.12) und optimierte Koeffizi-
enten (blau) nach dem in Abschnitt 3.2.6 beschriebenen Verfahren.
Oben: α = 5.3, unten: α = 5.5 (Spiegelpolynom). Zum Vergleich:
Koeffizienten des idealen Interpolators (schwarze Kreise).
und Bild 3.7 (Seite 62f.) zeigen beispielhaft einige Gruppenlaufzeit-
Kurven. Wie beim idealen Interpolator werden fu¨r ganzzahlige α bis
auf hk=α = 1 alle Koeffizienten zu Null und die Wunschfunktion
wird exakt nachgebildet; zugleich verschwindet der Einfluß von z0.
Fu¨r α = N2 (und nur in diesem Fall) ergibt sich wiederum eine sym-
metrische Folge von Koeffizienten (Spiegelpolynom). Das zugeho¨ri-
ge Polynom weist im Falle ungerader N eine Nullstelle in −1 (d.h.
ψ = ±π) auf, so daß das Filter zwar exakt linearphasig ist, jedoch ei-
ne Tiefpasscharakteristik aufweist (siehe Bild 3.8).
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3.2.2 Taylorreihen-Entwicklung
Wir untersuchen nun einen alternativen Zugang zu der FD-Filter-
funktion (3.1), der eine neue Sicht auf den oben ausgefu¨hrten Maxi-
mally-Flat-Ansatz ero¨ffnet. Dazu betrachten wir zuna¨chst eine Tay-
lorreihen-Entwicklung der Funktion z+α in ein Polynom der Ord-
nung N . Als Entwicklungspunkt wa¨hlen wir z−10 :
T (z) =
N∑
k=0
ak(z − z−10 )k =
N∑
k=0
bkz
k !≈ zα. (3.13)
Aufgrund der bekannten Berechnungsvorschrift fu¨r Taylorreihen-Ko-
effizienten,
ak =
1
k!
· d
k
dzk
zα
∣∣∣∣
z=z−1
0
,
erhalten wir die Koeffizienten ak (k = 0, 1, 2, . . . , N):
ak = z
−(α−k)
0 ·
1
k!
·
k−1∏
m=0
(α−m), (3.14)
und weiter, durch Ausmultiplizieren von (3.13) mit Hilfe des Binomi-
schen Lehrsatzes die Koeffizienten bk (fu¨r k = 0, 1, 2, . . . , N):
bk =
N∑
m=k
am
(
m
k
)
(−z0)k−m. (3.15)
Das Polynom T (z), das durch die Koeffizienten bk gema¨ß (3.13) dar-
gestellt wird, stellt nun ein nicht-kausales Filter dar. Wir erhalten
ein kausales Filter H, indem wir in T das Argument z durch z−1 er-
setzen: H(z) = T (z−1). Dieses Filter approximiert nun die Funktion
z−α:
H(z) =
N∑
k=0
ak(z
−1 − z−10 )k =
N∑
k=0
bkz
−k ≈ z−α. (3.16)
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Es ist leicht zu sehen, daß bei dieser Vorgehensweise sogar die Gu¨te
der Approximation erhalten bleibt: Fu¨r z = eiψ auf dem Einheits-
kreis bedeutet die Ersetzung z → z−1 eine komplexe Konjugati-
on. Damit erfa¨hrt der Fehler H(z) − Hideal(z) ebenfalls eine Kon-
jugation und bleibt betragsma¨ßig gleich. Bei z = z0 ist der Fehler
Null.
Durch vollsta¨ndige Induktion la¨ßt sich nun zeigen (siehe Anhang A.2,
Seite 244), daß die Koeffizienten bk nach (3.15) (und (3.14)) sich in
folgende, einfachere Form bringen lassen:
bk = z
k−α
0 ·
N∏
n=0
n 6=k
α− n
k − n . (3.17)
Im Spezialfall z0 = 1 wird der Vorfaktor z
k−α
0 in (3.17) zu 1 und
wir erhalten die Koeffizienten (3.12) des Lagrange-Interpolators nach
dem Maximally-Flat-Ansatz, der im vorigen Abschnitt gezeigt wur-
de. Schreibt man diesen fu¨r ein allgemeines ψ0 6= 0 um (siehe An-
hang A.3, Seite 248), so erha¨lt man die Koeffizienten
hk = e
iψ0(k−α) ·
N∏
n=0
n 6=k
α− n
k − n . (3.18)
Offensichtlich gehen (3.17) und (3.18) durch die Beziehung z0 = e
iψ0
ineinander u¨ber (d.h. bk = hk). Der bekannte Lagrange-Interpolator
ist demnach ein Spezialfall des hier formulierten Taylorreihen-Ansat-
zes und a¨quivalent zu einer Taylorreihen-Entwicklung von z+α um
z−10 = 1. Im allgemeinen Fall ψ0 6= 0 ist er a¨quivalent zu einer ent-
sprechenden Entwicklung von z+α um z−10 = e
−iψ0 . Die maximally-
flat-Bedingung (d.h. das Verschwinden der 0. bis N. Ableitung, siehe
(3.5)) ist dabei jeweils im Punkt z0 = e
iψ0 erfu¨llt.
Reellwertigkeit und Komplexwertigkeit. Es ist anzumerken,
daß das resultierende Filter nur fu¨r reelle z0 auch reellwertig bleibt.
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Das ist beim Maximally-Flat-Ansatz fu¨r ψ0 = 0 auch der Fall; an-
dere reelle Frequenzen ψ0 6= 0 fu¨hren zu einem z0 auf dem Ein-
heitskreis und damit zur Komplexwertigkeit. Umgekehrt entspre-
chen reelle z0 6= 1 rein imagina¨ren ψ0. In Abschnitt 3.2.6 werden
wir diesen Fall untersuchen und zeigen, daß durch Variation von z0
auf der reellen Achse eine Erho¨hung der Filterbandbreite mo¨glich
ist.
3.2.3 Variation des Entwicklungspunktes z−10
Wir betrachten nun die Auswirkung, die eine Vera¨nderung des Ent-
wicklungspunktes z−10 auf die Filterkoeffizienten hat. Dazu fassen
wir die Koeffizienten ak in (3.14) und bk in (3.15) als Funktion von
z0 auf: ak = ak(z0), bk = bk(z0). Sei ζ nun eine komplexe Zahl
(ζ ∈ C \ {0}). Aus der expliziten Form von (3.14) folgt unmittelbar,
daß fu¨r die Koeffizienten ak(ζz0), die bei einem Entwicklungspunkt
(ζz0)
−1 gelten, folgende Beziehung gilt:
ak(ζz0) = ζ
−(α−k) · ak(z0). (3.19)
Durch Einsetzen von (3.15) in (3.14) sieht man weiterhin, daß
bk(ζz0) = ζ
−(α−k) · bk(z0). (3.20)
Hζz0(z) sei nun eine Taylorreihenentwicklung von z
−α um den Ent-
wicklungspunkt (ζz0)
−1. Dann ist
Hζz0(z) =
N∑
k=0
ak(ζz0) · (z−1 − (ζz0)−1)k
=
N∑
k=0
ζ−(α−k) · ak(z0) ·
(
ζ−1
(
ζz−1 − z−10
))k
= ζ−α ·
N∑
k=0
ak(z0) ·
((
z
ζ
)−1
− z−10
)k
= ζ−α ·Hz0
(
z
ζ
)
, (3.21)
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wobei Hz0(z) die Entwicklung von z
−α um den Entwicklungspunkt
z−10 darstellt (vgl. (3.16)). Die Verlagerung des Entwicklungspunktes
von z−10 nach (ζz0)
−1 bewirkt also eine Modifikation der Filterkoef-
fizienten gema¨ß (3.19) und (3.20). Alternativ kann das resultierende
Filter anhand der Beziehung (3.21) durch das aus der Reihenent-
wicklung um z−10 enstandene Filter dargestellt werden. Analog zu
der obigen Vorgehensweise la¨ßt sich außerdem zeigen, daß fu¨r den
Approximationsfehler Ex(z) = Hx(z)− z−α gilt:
Eζz0(z) = ζ
−α · Ez0
(
z
ζ
)
. (3.22)
3.2.4 Variablensubstitution
Wir werden nun zeigen, daß der Weg, auf dem (3.17) hergeleitet wur-
de, a¨quivalent zu einer Variablensubstitution im Argument des fu¨r
z0 = 1 gu¨ltigen Filters ist. Dazu betrachten wir eine beliebige Funkti-
on G1(z), die z
−α approximiert, d.h. wir definieren
G1(z) = z
−α −O1(z),
wobei O1(z) der Approximationsfehler ist. Weiterhin gelte O1(1) =
0, d.h. die Approximation sei exakt fu¨r z = 1. Wir substituieren im
Argument nun z durch z/z0 und betrachten die Funktion
Gz0(z) := z
−α
0 ·G1
(
z
z0
)
. (3.23)
Aufgrund der Definition vonG1(z) sieht man direkt, daß
Gz0(z) = z
−α
0 ·
(
z
z0
)−α
− z−α0 ·O1
(
z
z0
)
= z−α −Oz0(z)
≈ z−α
gilt, wobei Oz0(z) = z
−α
0 ·O1(z/z0) ist. Folglich approximiert Gz0(z)
die Funktion z−α ebenfalls, und zwar so, daß die Approximation in
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z = z0 exakt ist, denn es gilt offensichtlich: Oz0(z0) = 0. Der Punkt
der exakten U¨bereinstimmung wurde also von 1 nach z0 verschoben.
Sei G1(z) nun ein beliebiges FIR-Filter:
G1(z) =
N∑
k=0
hk(1) · z−k ≈ z−α,
wobei der Punkt der exakten U¨bereinstimmung mit z−α an G durch
den Index und an den Koeffizienten hk durch ein Argument in Klam-
mern kenntlich gemacht ist. Einsetzen in (3.23) liefert uns die Koef-
fizienten von Gz0(z):
Gz0(z) = z
−α
0 ·
N∑
k=0
hk(1) ·
(
z
z0
)−k
=
N∑
k=0
hk(z0) · z−k,
worin die Koeffizienten hk(z0) bestimmt sind durch
hk(z0) = z
k−α
0 · hk(1). (3.24)
Anwendung dieser Beziehung fu¨hrt direkt von (3.12) auf (3.17). Es
ist wichtig an dieser Stelle festzuhalten, daß wir oben keine weiteren
Annahmen u¨ber die Herleitung von G1(z) gemacht haben, und daß
die hier gemachten U¨berlegungen fu¨r beliebige Polynome gelten, die
ein zβ mit β ∈ C approximieren.
3.2.5 Symmetrieeigenschaften
Die durch Gleichung (3.17) beschriebenen Koeffizienten weisen eine
interessante Symmetrie auf. Schreiben wir die Koeffizienten hk als
Funktion des Entwicklungpunktes z0 und der Soll-Gruppenlaufzeit
α, so besteht folgende Beziehung (k = 0, 1, 2, . . . , N):
hk(z0, α) = hN−k(z−10 , N − α). (3.25)
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Dies kann man durch Einsetzen von (3.17) leicht nachpru¨fen:
hN−k(z−10 , N − α) = z−((N−k)−(N−α))0 ·
N∏
n=0
n 6=(N−k)
(N − α)− n
(N − k)− n
= zk−α0 ·
N∏
m=0
m6=k
α−m
k −m
= hk(z0, α),
wenn man n = N−m substituiert. Aus dieser Symmetrie der Koeffi-
zienten folgen fu¨r reelle z0 drei weitere Symmetrien:
1. Koeffizientensymmetrie: Spiegelpolynome bei α = N/2.
Setzen wir z0 = 1 und α = N/2, so erhalten wir aus (3.25) direkt
hk(1,
N
2 ) = hN−k(1,
N
2 ) oder, einfacher,
hk = hN−k fu¨r k = 0, 1, 2, . . . , N.
Die Koeffizienten sind also symmetrisch. Die sich so ergebenden Spie-
gelpolynome fu¨hren zu einer exakten Linearphasigkeit der betreffen-
den Filter. Es existieren im ganzen vier Grundtypen linearphasiger
Filter, die in [39] charakterisiert worden sind; in unserem Fall tritt
fu¨r gerade N ein Spezialfall der linearphasigen Filter des ersten Typs
auf, bei denen hN/2 = 1 wird und alle anderen Koeffizienten ver-
schwinden. Im Falle ungerader N erhalten wir ein Spiegelpolynom
zweiten Typs mit einer Nullstelle bei z = −1. Dank dieser Nullstelle
wird die halbzahlige Gruppenlaufzeit exakt nachgebildet, allerdings
erha¨lt der Betragssang des Filters die Charakteristik eines Tiefpasses
(Beispiel in Bild 3.8). Sowohl fu¨r gerade als auch fu¨r ungeradeN wird
jedoch die Gruppenlaufzeit exakt identisch N/2.
2. Laufzeit-Symmetrie bezu¨glich z−
N
2 . Eine Laufzeit von N2 ist
immer exakt einstellbar; alle anderen, nichtganzzahligen Werte von
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α fu¨hren auf Gruppenlaufzeiten, die nur u¨ber einen begrenzten Fre-
quenzbereich konstant sind und dann mehr oder minder stark abwei-
chen oder divergieren. Aus (3.25) folgt nun, daß diese Kurvenverla¨ufe
symmetrisch sind bezu¨glich z−
N
2 . Wir setzen
H(z; z0, α) =
N∑
k=0
hk(z0, α) · z−k
und ziehen zur Betrachtung der Phasensymmetrie die Phase von
z−
N
2 ab, indem wir z
N
2 anmultiplizieren:
z
N
2 ·H(z; z0, α) =
N∑
k=0
hk(z0, α) · z N2 −k.
Mithilfe von (3.25) folgt hierfu¨r weiter:
z
N
2 ·H(z; z0, α) =
N∑
k=0
hk(z0, α) · z N2 −k
=
N∑
k=0
hN−k(z−10 , N − α) · z
N
2
−k
=
N∑
m=0
hm(z
−1
0 , N − α) · z−(
N
2
−m)
= z−
N
2 ·H(z−1; z−10 , N − α),
wobei wir m = N − k substituiert haben. Der letzte Teil dieser
Beziehung la¨ßt sich fu¨r |z| = 1 umschreiben in
z
N
2 ·H(z; z0, α) =
[
z
N
2 ·H(z; (z−10 )∗, N − α)
]∗
. (3.26)
Dies besagt direkt, daß die Phasenga¨nge des linken und des rech-
ten Ausdruckes sich nur um ein Vorzeichen unterscheiden; somit
tun dies auch die Phasen- und Gruppenlaufzeiten. Da die Terme
in (3.26) die Phasen relativ zu z−
N
2 beschreiben, folgt somit ei-
ne Symmetrie der Phasen-, Phasenlaufzeit- und Gruppenlaufzeit-
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Kurvenscharen bezu¨glich der Laufzeit N2 . Diese kann sowohl fu¨r ge-
rade als auch ungerade Ordnungen N in den Beispieldaten beobach-
tet werden (Bild 3.6 und 3.7). Diese Symmetrie gilt sowohl im Fall
z0 = 1 (Standardfilter), als auch im Fall der erweiterten Filter, wenn
wir fu¨r die Laufzeiten α und N −α die Entwicklungspunkte z0 bzw.
1
z0
wa¨hlen: z0(α) = 1/z0(N − α).
3. Symmetrie von z0. Aus (3.26) folgt weiterhin, daß fu¨r |z| = 1
gilt:
|H(z; z0, α)| =
∣∣H(z; (z−10 )∗, N − α)∣∣ . (3.27)
Da, wie wir durch (3.26) gesehen haben, die Kurvenscharen der
Phasen- und Gruppenlaufzeiten symmetrisch zu N2 sind, stellt das
Filter H(z; z0, α) sowohl betrags- als auch phasenma¨ßig eine ebenso-
gute Approximation fu¨r z−α dar wieH(z; (z−10 )
∗, N−α) fu¨r z−(N−α).
Wenn wir also fu¨r ein gegebenes α einen Entwicklungspunkt z0,opt
finden, der eine optimale Bandbreite ergibt, so wird fu¨r die Lauf-
zeit N − α der optimale Entwicklungspunkt (z−10,opt)∗ sein (siehe
Bild 3.10). Hieraus folgt unmittelbar, daß im Falle α = N2 der opti-
male Wert von z0,opt immer 1 betra¨gt
4.
3.2.6 Bandbreitenmaximierung
Wie wir in Abschnitt 3.2.3 gesehen haben, wird der Approximations-
fehler bei einer Verschiebung des Entwicklungspunktes z0 um einen
Faktor ζ−1 mit diesem mitverschoben. Liegt ζ auf dem Einheitskreis,
so werden Betragsgang und Phasen-/Gruppenlaufzeit um den Betrag
∠ζ auf der normierten Frequenzachse verschoben (Phasengang und
Phasen-/Gruppenlaufzeit erfahren einen Versatz um ∠ζ). Mit diesem
4 Diese U¨berlegung folgt rein aus Gl. (3.27); allerdings werden die Koeffizienten
(3.17) im Falle ganzzahliger α unabha¨ngig von z0, so daß z0 strenggenommen
beliebig ist.
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Verfahren la¨ßt sich der Bereich (nahezu) konstanter Gruppenlauf-
zeit einseitig zu hohen Frequenzen hin verschieben; allerdings wird
das Filter, da der Entwicklungspunkt entsprechend von der reellen
Achse wegrotiert wird, zugleich komplexwertig und verlangt dann
neben einem erho¨hten Rechenaufwand zusa¨tzlich die eingangsseitige
Erzeugung eines analytischen (komplexen) Eingangssignals mittels
Hilbertfilter [45]. Eine Mo¨glichkeit, die Bandbreite zu erho¨hen, ohne
die Komplexwertigkeit in Kauf nehmen zu mu¨ssen, besteht in der Va-
riation von z0 entlang der reellen Achse
5, z0 ∈ R+.
Definition der Bandbreite. Damit das FD-Filter die Signalform
eines bandbegrenzten Signals unvera¨ndert la¨ßt, fordern wir, daß die
Gruppenlaufzeit τ des Filters u¨ber einen entsprechenden Frequenz-
bereich konstant sein soll. Diese ist eine Funktion der Frequenz ψ
und ist definiert als
τ(ψ) =
d
dψ
(−∠H(z = eiψ)) . (3.28)
Auf der Gruppenlaufzeit bauen die folgenden Definitionen der FD-
Filterbandbreite auf6:
1. Momentane Gruppenlaufzeit-Bandbreite γG(N,α, z0): Die
Frequenz, bis zu der die Gruppenlaufzeit des FD-Filters der Ordnung
N , eingestellt auf die Soll-Laufzeit α, vollsta¨ndig innerhalb eines Feh-
lerbalkens von ±∆τ um die Soll-Laufzeit α liegt:
γG(N,α, z0) := max {ψ : ψ ∈ [0;π ] ∧ |τ(ψ′)− α| ≤ ∆τ ∀ |ψ′| ≤ ψ} .
(3.29)
Diese Bandbreite ist von dem Entwicklungs-Parameter z0 abha¨ngig.
5 Dies entspra¨che im Bild des Maximally-Flat-Ansatzes dem U¨bergang zu einer
rein imagina¨ren Frequenz ψ0 = −i ln z0.
6 Alternativ wa¨ren auch entsprechende Definitionen anhand der Phasenlaufzeit
τP = −∠H(e
iψ)/ψ mo¨glich.
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2. Maximale Gruppenlaufzeit-Bandbreite γG,max(N,α): Bei
fester Soll-Laufzeit α mittels Variation von z0 maximal erreichbare
Bandbreite des FD-Filters der Ordnung N :
γG,max(N,α) := max
z0∈R+
{γG(N,α, z0)} . (3.30)
Der hierzu einzustellende optimale Wert von z0 ist folglich gema¨ß
z0,opt(N,α) := argmax
z0∈R+
{γG(N,α, z0)} (3.31)
zu bestimmen und ebenfalls eine Funktion von Filterordnung und
Soll-Laufzeit.
3. Gesamt-Gruppenlaufzeit-Bandbreite ΓG(N): Gibt an, bis
zu welcher Frequenz das Filter der Ordnung N , unabha¨ngig von der
Soll-Gruppenlaufzeit α, verzerrungsfrei arbeitet:
ΓG(N) := min
N−1
2
≤α≤N+1
2
{γG,max(N,α)} . (3.32)
Vorausgesetzt wird hierbei, daß α im optimalen Bereich (N−1)/2 ≤
α ≤ (N+1)/2 liegt. ΓG(N) ist damit diejenige Bandbreite, innerhalb
derer mehrere FIR-FD Filter, die zwar von gleicher Ordnung sind
aber auf unterschiedliche Soll-Laufzeiten α eingestellt wurden, die
Fehlerschranke ∆τ gemeinsam einhalten.
Fehlerschranke und Fehlermaß. Alle oben definierten Band-
breiten sind abha¨ngig von der vorgegebenen Fehlerschranke ∆τ . Die
Bestimmung des optimalen z0,opt(N,α) entspricht der Minimierung
des Fehlers
Eγ = π − γG(N,α, z0). (3.33)
Dieser la¨ßt sich beispielsweise als Fehlergebirge fu¨r eine vorgegebene
Ordnung N , abha¨ngig von α und z0 darstellen (Beispiel fu¨r ∆τ =
0.01 in Bild 3.4). Fu¨r ∆τ physikalisch sinnvolle Werte werden in
Abschnitt 3.4 diskutiert.
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Bild 3.4: Links: FIR-Fehlerkarte, N = 5. Die blauen, senkrechten
Streifen (Fehler Eγ=0) zeigen, daß z0 bei ganzzahligem α keinen
Einfluß auf die Koeffizienten hat. Rechts: Fehlergebirge, Ausschnitt
im optimalen Bereich 2 ≤ α ≤ 3.
Numerische Optimierung von z0. Der optimale Wert von z0
zu gegebenem N und α wird durch Minimierung des in (3.33) de-
finierten Fehlers Eγ bestimmt; Bild 3.4 und Bild 3.5 zeigen einen
typischen Verlauf von Eγ am Beispiel des FIR-FD-Filters 5. Ord-
nung. Es fa¨llt auf, daß die Kurve in der Umgebung jedes lokalen
Minimums jeweils auf einer Seite eine endliche Steigung aufweist,
auf der anderen jedoch sprunghaft ansteigt. Dies kann damit er-
kla¨rt werden, daß mit monotoner A¨nderung von z0 der Schnittpunkt
von Gruppenlaufzeit-Kurve mit der Begrenzung des Fehlertoleranz-
bereiches zuna¨chst nach rechts wandert, die momentane Bandbreite
also zu- und der Fehler abnimmt (endliche Steigung). Zugleich bil-
det sich aber ein lokales Extremum der Gruppenlaufzeit aus, das
bei einem bestimmten Wert von z0 die Fehlergrenze durchsto¨ßt, und
zwar bei einer wesentlich kleineren Frequenz ψ. Damit fa¨llt die mo-
mentane Bandbreite gema¨ß Definition (3.29) schlagartig, der Fehler
springt also auf einen ho¨heren Wert (Bild 3.5, Pfeil). Der Fehler Eγ
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Bild 3.5: Links oben: Typischer Verlauf des Fehlers Eγ (Gl. (3.33))
fu¨r N = 5 und α = 2.3. Rechts unten: Variation von z0. Der Pfeil
zeigt den Bandbreiten-Einbruch bei U¨berschreiten des Optimums
z0 = z0,opt.
des Filters als Funktion von z0 bei vorgegebenem N und α ist so-
mit nicht stetig differenzierbar. Daher ko¨nnen das Newton-Verfahren
oder a¨hnliche Methoden zur Extremwertsuche nicht angewendet wer-
den; auch bei Intervall-Suchverfahren ist das Auffinden des absolu-
ten Minimums nicht garantiert. Aus diesem Grunde wurde z0 im
Intervall [0.25; 3 ] 7 mit der Schrittweite 0.01 variiert und um den
Wert z0,min mit dem kleinsten gefundenen Fehler eine neue Suche im
Bereich [z0,min − 0.01; z0,min + 0.01 ] mit Schrittweite 0.001 durch-
gefu¨hrt. Die so aufgefundenen Optimalwerte von z0 sind somit auf
7 Dieser Bereich erwies sich wa¨hrend der Untersuchungen als sinnvoll.
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drei Nachkommastellen genau. Dieses Verfahren ist zwar langsam, si-
chert jedoch das Auffinden des absoluten Minimums im durchsuchten
Bereich.
Ergebnisse. Bild 3.6 und 3.7 zeigen das Resultat der oben be-
schriebenen Optimierung von z0 fu¨r FIR-FD-Filter der 5. und 10.
Ordnung. Violett gestrichelt ist zum Vergleich der Lagrange-Interpo-
lator dargestellt, den man fu¨r z0 = 1 erha¨lt. Die blau durchgezogenen
Gruppenlaufzeiten der optimierten Filter zeigen, daß durch Optimie-
rung von z0 eine beachtliche Erho¨hung der Gesamt-Gruppenlaufzeit-
Bandbreite (3.32) erreicht werden kann. Der dafu¨r zu einer gegebe-
nen Soll-Gruppenlaufzeit α zu wa¨hlende z0-Wert ist in seinem Ver-
lauf in Bild 3.10 dargestellt. Der diskontinuierliche Verlauf des Op-
timums bei geraden Ordnungen (in diesem Beispiel N = 10) stellt
dabei kein Problem dar, da α = N/2 ganzzahlig ist und die Koeffi-
zientenfolge unabha¨ngig von z0 in einen Einheitsstoß bk = δkα u¨ber-
geht (vgl. Bild 3.4). Wa¨hrend jedoch die Gruppenlaufzeit-Bandbreite
durch die Optimierung angehoben wird, macht sich am oberen Ende
des korrespondierenden Frequenzbandes das Tiefpass-Verhalten des
Filters mehr und mehr bemerkbar (Bild 3.8): Zwar wird die lauf-
zeitabha¨ngige Betrags-Absenkung hin zu hohen Frequenzen durch
die z0-Variation nicht bedeutend vera¨ndert oder versta¨rkt; jedoch
ist die Absenkung bei den hinzugewonnenen Frequenzen ohnehin
sta¨rker (Tiefpass-Verhalten). Somit besitzt das optimierte FIR-FD-
Filter an seiner oberen Bandgrenze eine sta¨rkere Abschwa¨chung als
der Lagrange-Interpolator an der seinen. Bild 3.9 zeigt diesen Ef-
fekt fu¨r optimierte FIR-FD-Filter und den Lagrange-Interpolator.
Bei kleinen Filterordnungen betra¨gt die Abschwa¨chung bis zu 0.5 dB
fu¨r ∆τ = 0.01, wohingegen der Lagrange-Interpolator nur um ca.
0.1 dB da¨mpft. Fu¨r ∆τ = 0.05 wird der Effekt noch drastischer
(≈ 2 dB Da¨mpfung), da mit der Lockerung der Fehlertoleranz noch
ho¨here Gruppenlaufzeit-Bandbreiten erreicht werden und damit die
”
Bemessungsgrenze“ fu¨r die Abda¨mpfung zu entsprechend ho¨heren
Frequenzen wandert.
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Bild 3.6: Gruppenlaufzeit und -Bandbreiten des FIR-FD-Filters 5.
Ordnung. Violett/gestrichelt: Standard-Filter fu¨r z0 = 1 (Lagrange-
Interpolator); blau/durchgezogen: optimierte Bandbreiten fu¨r ∆τ =
0.01. Die Kreise markieren die momentanen Gruppenlaufzeit-
Bandbreiten, die vertikalen Linien die Gesamt-Gruppenlaufzeit-
Bandbreite.
3.2.7 Parametrische Beschreibung von z0,opt(N,α)
Bei der Implementierung der vorstehend diskutierten Filter ist zu
beachten, daß vor Berechnung der Koeffizienten nach (3.17) der op-
timale z0-Wert zu ermitteln ist. Dazu kann entweder z0 im Vorfeld
u¨ber einen ausreichend fein gerasterten Bereich von α optimiert und
in einer Tabelle gespeichert werden, oder aber man wa¨hlt eine ge-
eignete parametrische Na¨herung durch z.B. ein Polynom. Die ein-
fachste Approximation, die sich auch als tauglich erwiesen hat, ist
diejenige durch eine Gerade fu¨r ungerade Ordnungen, und durch
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Bild 3.7: Gruppenlaufzeit und -Bandbreiten des FIR-FD-Filters 10.
Ordnung. Violett/gestrichelt: Standard-Filter fu¨r z0 = 1 (Lagrange-
Interpolator); blau/durchgezogen: optimierte Bandbreiten fu¨r ∆τ =
0.01. Die Kreise markieren die momentanen Gruppenlaufzeit-
Bandbreiten, die vertikalen Linien die Gesamt-Gruppenlaufzeit-
Bandbreite.
zwei Geradena¨ste fu¨r gerade Ordnungen (in der halblogarithmischen
Darstellung, siehe Bild 3.10). z0,opt(N,α) wird demnach durch ei-
ne Exponentialfunktion mit in α linearem Argument approximiert,
wodurch auch die Symmetrie (3.27) mit beru¨cksichtigt ist. Die Kur-
venbeschreibung lautet:
zˆ0(N,α) =

e(α−N/2)·mN fu¨r ungerade N,
c−1N · e(α−
N−1
2
)·mN fu¨r gerade N und α < N/2,
1 fu¨r gerade N und α = N/2,
cN · e(α−N+12 )·mN fu¨r gerade N und α > N/2.
(3.34)
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Bild 3.8: Betragsgang des FIR-FD-Filters 5. Ordnung (vgl.
Bild 3.6. Die Kreise zeigen die Frequenz an, ab der die zugeho¨ri-
ge Gruppenlaufzeit-Kurve die Fehlertoleranz ∆τ u¨berschreitet. Vio-
lett/gestrichelt: Standard-Filter fu¨r z0 = 1 (Lagrange-Interpolator);
blau/durchgezogen: Optimiertes Filter fu¨r ∆τ = 0.01.
Der Koeffizient mN wird dabei wie folgt bestimmt:
mN =

2
2α′−N · ln z′0(N,α′) fu¨r ungerade N ,
2
2α′−(N−1) · ln z
′
0(N,α
′)
z′
0
(N,N−1
2
)
fu¨r gerade N ;
(3.35)
fu¨r gerade N berechnet sich cN zu
cN =
1
z′0
(
N, N−12
) . (3.36)
Dazu sind zuvor, nach Festlegen der gewu¨nschten Fehlertoleranz
∆τ , fu¨r einige Soll-Laufzeiten α ∈ [(N − 1)/2;N/2 ] (z.B. in Schrit-
ten von 0.1 gerastert) die Bandbreite γG,max(N,α) (Gl. (3.30))und
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Bild 3.9: Betrags-Ansenkung der FIR-Filter der Ordnungen 1 bis
21 (in dB), bezogen auf den idealen Betragsgang |H(z)| ≡ 1.
die zugeho¨rigen z0-Werte z
′
0(N,α) = z0,opt(N,α) (Gl. (3.31)) nu-
merisch zu bestimmen8. α′ ist dann diejenige Soll-Laufzeit, bei der
der kleinste Wert von γG,max(N,α) erzielt wurde. Dabei muß gelten:
(N − 1)/2 < α′ < N/2. Eine Tabelle von mN und cN fu¨r die 1 bis
21 findet sich in Anhang B.1, Seite 264; Abschnitt 6.4 zeigt Beispiel-
messungen an einer Echtzeit-Implementierung.
Anmerkung. Die beschriebene Approximation ist einfach zu hand-
haben und zu implementieren. Allerdings stellt sie nicht sicher, daß
die bei der Bestimmung von mN und cN verwendete Fehlerschran-
ke ∆τ grundsa¨tzlich eingehalten wird: Bei einigen α-Werten wird
8 Optimierung z.B. wie zuvor beschrieben. Wegen der Symmetrien (3.26) und
(3.27) ist die Beschra¨nkung auf das Intervall [(N − 1)/2;N/2 ] zula¨ssig.
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Bild 3.10: Verlauf des optimalen z0-Wertes fu¨r FIR-Filter 5. Ord-
nung (Quadrate) und 10. Ordnung (Kreise) als Funktion der Soll-
gruppenlaufzeit α und der Fehlerschranke ∆τ . Rot: Lineare Appro-
ximation (Beispiel, siehe Abschnitt 3.2.7).
∆τ u¨berschritten, wenn |zˆ0(N,α) − 1| > |z0,opt(N,α) − 1| wird.
Eine Abhilfe kann hier eine exaktere Approximation zˆ0,poly durch
Polynome ho¨herer Ordnung schaffen, bei der |zˆ0,poly(N,α) − 1| ≤
|z0,opt(N,α)− 1| fu¨r alle α gilt.
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3.3 Approximation durch IIR-Filter
Da ein Fractional-Delay-Filter idealerweise einen konstanten Betrags-
gang aufweisen sollte, existieren auch Methoden, (3.1) mit Hilfe von
Allpass-Filtern zu approximieren, fu¨r die, aufgrund ihrer Struktur,
grundsa¨tzlich |H(z)| = const. gilt. Wir betrachten hier den Fall
des Thiran’schen Allpass-Filters, das in [43] eingehender dargestellt
ist.
Allgemeiner Allpass. Ein Allpass-Filter kann in seiner allgemein-
sten Form geschrieben werden als
HAllpass(z) =
z−ND(z−1)
D(z)
. (3.37)
Dabei ist D(z) ein beliebiges Polynom.
3.3.1 Maximally-Flat-Ansatz fu¨r Allpa¨sse
Wir nehmen nun D als Polynom N -ter Ordnung an und schrei-
ben:
D(z) = Dζ(z) =
N∑
k=0
ak(ζ) · z−k; (3.38)
der Index ζ an Dζ bzw. im Argument von ak(ζ) soll dabei wieder-
um den
”
Punkt der exakten U¨bereinstimmung“ angeben, in dem
D(z) exakt einer vorgegebenen Wunschfunktion entspricht. Hier soll
nun durch D ein FD-Filter erzeugt werden; dazu verwenden wir die
in [46] unter Verwendung eines Maximally-Flat-Ansatzes (vgl. Ab-
schnitt 3.2.1) hergeleiteten Koeffizienten:
ak(1) = (−1)k
(
N
k
) N∏
n=0
α−N + n
α−N + n+ k . (3.39)
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Fu¨r sie gilt ζ = 1, d.h. die Fehlerfunktion und ihre ersten N Ablei-
tungen verschwinden in z = 1 (vgl. Abschnitt 3.2.1). Bildet man mit
diesen Koeffizienten das Polynom D1(z) gema¨ß (3.38), so erha¨lt man
mit H(z) = 1/D1(z) ein rein rekursives Filter mit der Gruppenlauf-
zeit (α−N)/2. Setzt man D1 hingegen in (3.37) ein, so entsteht ein
Allpass-Filter mit der Gruppenlaufzeit α (Thiran-Allpass, [43]).
3.3.2 Erweiterung durch Variablensubstitution
Wir wollen nun, wie in Abschnitt 3.2 bei den FIR-Filtern, den Punkt
der exakten U¨bereinstimmung variieren. Dazu soll mit Hilfe der vo-
rigen U¨berlegungen (Abschnitt 3.2.3 und Abschnitt 3.2.4) der Punkt
der exakten U¨bereinstimmung von 1 nach z0 verlegt werden.
Voru¨berlegung. Genauere Betrachtung von D1(z) zeigt, daß die-
ses Polynom zwar den Phasengang, nicht jedoch den Betragsgang
von z(α−N)/2 approximiert9. D1 entspricht also zuna¨chst nicht der
in Abschnitt 3.2.4 angenommenen Funktion G1. Wir fu¨hren daher
die Normierungsfunktion M1(z) = |D1(z)| ein, die auf ganz C reell-
wertig ist. Unter Verwendung vonM1(z) kannD1(z) nun geschrieben
werden als
D1(z) =
[
σ · z α−N2 −O1(z)
]
·M1(z). (3.40)
Dabei ist σ = sgn(D1(1)) das Vorzeichen des Funktionswertes von
D1 bei z = 1; weiterhin ist O1(z) der komplexwertige Fehler, der
sich durch Umstellen von (3.40) aus D1(z) und M1(z) berechnen
la¨ßt. (Diese Darstellung ist wegen der Reellwertigkeit der Koeffizi-
enten (3.39) mo¨glich, aus der folgt: D1(1) ∈ R.) Fu¨r den Fehler
folgt insbesondere: O1(1) = 0. Diese Eigenschaft ist wichtig, denn
9 D1(z) weist einen stark fluktuierenden Betragsgang auf und ist daru¨ber hin-
aus nicht normiert. In [46] wird daher auch ein Normierunsfaktor diskutiert,
der fu¨r unsere Betrachtung hier jedoch ohne Bedeutung ist.
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sie zeigt, daß D1(z)/M1(z) offenbar σz
(α−N)/2 approximiert.
Variablensubstitution. Analog zu der in Abschnitt 3.2.4 gewa¨hl-
ten Vorgehensweise setzen wir gema¨ß (3.23) an und finden
Dz0(z) = z
α−N
2
0 D1
(
z
z0
)
=
[
σ · z α−N2 − z
α−N
2
0 O1
(
z
z0
)]
·M1
(
z
z0
)
.
Hieran sieht man unmittelbar, daß Dz0(z) denselben Phasenverlauf
approximiert wie D1(z), allerdings diesmal mit dem Punkt der ex-
akten U¨bereinstimmung (bezu¨glich der Phase) bei z = ζ = z0.
Wir ko¨nnen daher die Beziehung (3.24) anwenden und erhalten, in-
dem wir α durch −(α−N)/2 ersetzen, direkt die Koeffizienten von
Dz0(z):
ak(z0) = z
k+α−N
2
0 · (−1)k
(
N
k
) N∏
n=0
α−N + n
α−N + n+ k . (3.41)
Durch Einsetzen von Dz0(z) in (3.37) erha¨lt man wiederum ein
Allpass-Filter.
Stabilita¨t. Da die so bestimmten Allpass-Filter im allgemeinen
rekursiv sind, muß ihre Stabilita¨t sichergestellt werden. In [46] wird
analytisch nachgewiesen, daß im Falle α > N alle Nullstellen von
D1(z) innerhalb des Einheitskreises liegen; laut [44] ist dies sogar fu¨r
α > N − 1 der Fall. Damit ist auch der aus D1(z) gebildete Allpass
fu¨r α > N − 1 stabil. Da fu¨r D1 und Dz0 die gleiche Beziehung gilt
wie fu¨r G1 und Gz0 in (3.23), gilt fu¨r ihre Nullstellen znull,n (mit
n = 1, . . . , N):
znull,n|Dz0 = z0 · znull,n|D1 ,
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wobei znull,n|Dz0 und znull,n|D1 die n-te Nullstelle von Dz0 bzw. D1
sind. Die Nullstellen erfahren also eine Multiplikation mit z0 und
werden im Falle |z0| > 1 na¨her an den Einheitskreis herangeru¨ckt.
Hieraus erhalten wir direkt die Stabilita¨tsbedingung fu¨r die modi-
fizierten Allpass-Filter mit den Koeffizienten nach (3.41): Gegeben
eine Filterordnung N und eine Soll-Gruppenlaufzeit α > N − 1, ist
der Allpass stabil, wenn
|z0| < z0,max(N,α) = 1
max
k
{
| znull,k(N,α)|D1 |
} , (3.42)
wobei znull,k|D1 wiederum die Nullstellen des fu¨r das gegebene N
und α resultierenden D1(z) mit den Koeffizienten (3.39) – und so-
mit die Pole des daraus gewonnenen Thiran-Allpasses – sind. Die
Wahl von α zu einer gegebenen Ordnung N schra¨nkt den zula¨ssigen
Wertebereich von z0 also ein: Die Obergrenze fu¨r |z0| ist abha¨ngig
von N und α.
3.3.3 Bandbreitenmaximierung
Entsprechend der Vorgehensweise, die in Abschnitt 3.2.6 besprochen
wurde, soll nun auch fu¨r die Allpass-FD-Filter die Bandbreite durch
Variation von z0 entlang der reellen Achse maximiert werden. Dafu¨r
gelten weitestgehend die in Abschnitt 3.2.6 gemachten Definitionen
der momentanen und der maximalen Gruppenlaufzeit-Bandbreiten,
γG(N,α, z0) und γG,max(N,α). Bei letzterer – und bei der Bestim-
mung des optimalen z0-Wertes – ist jedoch die Stabilita¨tsbedingung
(3.42) zu beru¨cksichtigen, also
γG,max(N,α) := max
z0∈ ]0;z0,max(N,α) [
{γG(N,α, z0)} , (3.43)
z0,opt(N,α) := argmax
z0∈ ]0;z0,max(N,α) [
{γG(N,α, z0)} . (3.44)
Ebenso ist aufgrund der Stabilita¨t ein anderer Wertebereich fu¨r α
gu¨ltig: N − 1 < α < N . Dieser schla¨gt sich in der Definition der
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Bild 3.11: Typisches Fehlergebirge des erweiterten IIR-Allpasses
(hier: 5. Ordnung).
Gesamt-Gruppenlaufzeit-Bandbreite nieder:
ΓG(N) := min
N−1<α<N
{γG,max(N,α)} . (3.45)
Mit diesen Definitionen ist eine Optimierung von z0 analog zu dem
in Abschnitt 3.2.6 beschriebenen Verfahren mo¨glich. Der Fehler Eγ
nach Definition (3.33) ist wiederum nicht stetig nach z0 differenzier-
bar, so daß sich dieses Verfahren erneut anbietet (siehe Bild 3.11 und
3.12). Ein interessanter Unterschied zur Optimierung der FIR-Filter
ist, daß sich die gesamte Gruppenlaufzeit-Kurve mit wachsendem
z0 verschiebt, so daß die Bandbreite nach Definition (3.29) ab ei-
nem bestimmten z0-Wert zu Null wird (rot gestrichelte Kurve in
Bild 3.12).
Ergebnisse. Bild 3.13 und 3.14 zeigen beispielhaft die optimierten
Filter 5. und 10. Ordnung (blau) und zum Vergleich den bekann-
ten Thiran-Allpass (violett, gestrichelt). Es zeigt sich, daß bei den
Allpa¨ssen kein so großer Gewinn an Bandbreite erreicht wird, wie
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Bild 3.12: Links oben: Typischer Verlauf des Fehlers Eγ (Gl. (3.33))
fu¨r N = 5 und α = 4.8. Rechts unten: Variation von z0. Der Pfeil
zeigt den Bandbreiten-Einbruch bei U¨berschreiten des Optimums
z0 = z0,opt.
bei den FIR-Filtern. Interessant ist auch, daß erho¨hte Bandbreiten
grundsa¨tzlich nur bei z0 > 1 auftreten. Weiterhin wird durch das
Stabilita¨tskriterium (3.42) der erlaubte Bereich von z0 stark einge-
schra¨nkt (Bild 3.15), was die Suche nach dem optimalen Wert etwas
beschleunigt. In Bild 3.13 bis 3.15 sind der kleinste und der gro¨ßte
dargestellte Wert von α nicht ganzzahlig, da die Koeffizienten (3.39)
und (3.41) hierfu¨r nicht definiert sind. Um das Verhalten der Fil-
ter nahe ganzzahligen Laufzeiten zu zeigen, wurden daher als klein-
ster bzw. gro¨ßter Wert α = (N − 1) + 0.001 bzw. α = N + 0.001
gewa¨hlt.
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Bild 3.13: Gruppenlaufzeit und -Bandbreiten des IIR-FD-
Filters 5. Ordnung. Violett/gestrichelt: Thiran-Allpass (z0 = 1);
blau/durchgezogen: optimierte Bandbreiten fu¨r ∆τ = 0.01. Die Krei-
se markieren die momentanen Gruppenlaufzeit-Bandbreiten, die ver-
tikalen Linien die Gesamt-Gruppenlaufzeit-Bandbreite.
3.3.4 Parametrische Beschreibung von z0,opt(N,α)
Wie bei den FIR-Filtern mu¨ssen auch bei den Allpa¨ssen bei einer Im-
plementierung die optimierten z0-Werte bereitgestellt werden. Neben
einer Tabelle ist die Approximation von z0,opt(N,α) durch eine linea-
re Funktion auch hier die einfachste Lo¨sung. Folgende Beschreibung
ist sinnvoll:
zˆ0(N,α) = 1 +mN · (α− (N − 1)). (3.46)
Da es in der Gestalt des Verlaufes von z0,opt keinen Unterschied
zwischen geraden und ungeraden Ordnungen gibt (Bild 3.15), kann
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Bild 3.14: Gruppenlaufzeit und -Bandbreiten des IIR-FD-Filters
10. Ordnung. Violett/gestrichelt: Thiran-Allpass fu¨r z0 = 1;
blau/durchgezogen: optimierte Bandbreiten fu¨r ∆τ = 0.01. Die Krei-
se markieren die momentanen Gruppenlaufzeit-Bandbreiten, die ver-
tikalen Linien die Gesamt-Gruppenlaufzeit-Bandbreite.
hier eine Fallunterscheidung entfallen. Der Koeffizient mN berech-
net sich (diesmal nach vorheriger Berechnung von γG,max(N,α) und
z′0(N,α) = z0,opt(N,α) gema¨ß Gl. (3.43) und (3.44) u¨ber dem Inter-
vall α ∈ ]N − 1;N [) wie folgt:
mN =
z′0(N,α
′)− 1
α′ − (N − 1) . (3.47)
α′ ist auch hier die Soll-Laufzeit, bei der der kleinste Wert von
γG,max(N,α) gefunden wurde. Diese sehr einfache Approximation
von z0,opt mag sehr grob erscheinen, insbesondere, da sie bei α =
N − 1 grundsa¨tzlich zˆ0(N,N − 1) = 1 liefert, was dem nicht op-
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Bild 3.15: Verlauf des optimierten z0-Wertes sowie des maximalen
Polradius fu¨r bandbreitenoptimierte Allpa¨sse 5. Ordnung (Quadra-
te) und 10. Ordnung (Kreise) als Funktion der Soll-Gruppenlaufzeit
α und der Fehlerschranke ∆τ . Gepunktet: Maximaler Polradi-
us des Thiran-Allpasses (max{|zpole,k|}) und die obere Schranke
z0,max(N,α) (Gl. (3.42)). Rot: Lineare Approximation (Beispiel fu¨r
N = 5, siehe Abschnitt 3.3.4).
timierten Allpass (=Thiran-Allpass) entspricht. Ein Blick auf z.B.
Bild 3.13 zeigt jedoch, daß bei α = N − 1 bereits die maximale
Gruppenlaufzeit-Bandbreite γG,max des Thiran-Allpasses weit u¨ber
der Gesamt-Gruppenlaufzeit-Bandbreite ΓG liegt; die fu¨r die Er-
ho¨hung von ΓG maßgeblichen Verbesserungen von γG,max gesche-
hen erst bei α-Werten, die na¨her an α = N liegen. In diesem Be-
reich liefert die lineare Approximation denn auch brauchbare Werte.
Wie schon bei den FIR-Filtern kann es zu einer U¨berschreitung der
Fehlergrenze ∆τ kommen, wenn zˆ0 den optimalen Wert u¨berschrei-
tet: zˆ0(N,α) > z0,opt(N,α). Dies kann jedoch auch hier mit einer ge-
eigneten Polynom-Approximation vermieden werden.
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3.4 Diskussion
Zur Beschreibung eines Fractional-Delay-Filters wurde, ausgehend
von der Taylorreihenentwicklung von zα um einen Punkt z−10 in Ab-
schnitt 3.2 ein FIR-Filterkonzept zur Approximation von z−α ent-
wickelt, das im Fall z0 = 1 mit dem in der Literatur bekannten
Maximally-Flat-Ansatz identisch ist. Fu¨r z0 6= 1 ergibt sich eine
um einen Vorfaktor erweitere Form der Filterkoeffizienten, welche
alternativ auch durch eine Variablensubstitution hergeleitet werden
kann. Analog wurde in Abschnitt 3.3 ein (IIR)-Allpass-Filter ent-
wickelt, das ebenfalls den Parameter z0 entha¨lt und fu¨r z0 = 1 in den
bekannten Thiran-Allpass u¨bergeht. In beiden Fa¨llen (FIR und IIR)
ergeben sich bei reellem z0 reellwertige Filter, bei komplexem z0 hin-
gegen komplexwertige Filter. Es wurde weiterhin gezeigt, daß durch
Variation von z0 auf der reellen Achse die Erweiterung der Band-
breite konstanter Gruppenlaufzeit unter Zugrundelegung eines dies-
bezu¨glichen Fehlermaßes ∆τ mo¨glich ist [47, 48].
Der Wert von ∆τ wird sich in der Praxis an den Erfordernissen
der jeweiligen Anwendung orientieren. Sollen FD-Filter beispielswei-
se fu¨r die Winkelausrichtung von Delay-and-Sum-Beamformern ver-
wendet werden, so stellen Werte im Bereich 110 bis
1
100 sicherlich
die Grenze des Sinnvollen dar: Bei 44.1 kHz Abtastrate und einer
Schallgeschwindigkeit von 340m/s entspricht ein Abtastwert einem
Gangunterschied von knapp 8mm. Tabelle 3.1 zeigt die Gangunter-
schiede bei kleineren Laufzeitunterschieden fu¨r verschiedene Abtast-
raten. In Tabelle 3.2 sind die Winkel angegeben, unter denen diese
Gangunterschiede bei zwei Mikrofonen im Abstand von 45mm zu-
einander auftreten. Soll der kleinste vom Beamformer realisierbare
Winkel der bevorzugten Empfangsrichtung 1◦ betragen, so ist es bei
44.1 kHz diesen Werten zufolge ausreichend, wenn das verwendete
FD-Filter in 0.1er-Schritten einstellbar ist und die gewa¨hlte Grup-
penlaufzeit mit mindestens ∆τ = ±0.05 Abtastwerten Genauigkeit
einha¨lt. Im Falle von 16 kHz ist dieses Kriterium mit 0.02er-Schritten
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Abtastrate ∆τ = 0.01 ∆τ = 0.02 ∆τ = 0.05 ∆τ = 0.1
44.1 kHz 0.077mm 0.154mm 0.385mm 0.771mm
22.05 kHz 0.154mm 0.308mm 0.771mm 1.542mm
16.0 kHz 0.213mm 0.425mm 1.063mm 2.125mm
Tabelle 3.1: Gangunterschiede bei gegebenem Laufzeitunterschied
∆τ (in Abtastwerten) und c = 340m/s Schallgeschwindigkeit.
Abtastrate ∆τ = 0.01 ∆τ = 0.02 ∆τ = 0.05 ∆τ = 0.1
44.1 kHz 0.098◦ 0.196◦ 0.490◦ 0.982◦
22.05 kHz 0.196◦ 0.392◦ 0.982◦ 1.964◦
16.0 kHz 0.271◦ 0.541◦ 1.354◦ 2.707◦
Tabelle 3.2: Winkel, unter dem die in Tabelle 3.1 angegebenen
Gangunterschiede an zwei Mikrofonen im Abstand von 45mm zu-
einander auftreten.
bzw. ∆τ = ±0.01 Abtastwerten Genauigkeit erfu¨llt.
In Bild 3.16 sind die durch z0-Optimierung erreichbaren Gesamt-
Gruppenlaufzeit-Bandbreiten (FIR- und IIR-Filter) sowie diejenigen
der aus der Literatur bekannten Filter (Lagrange-Interpolator und
Thiran-Allpass) fu¨r verschiedene Filterordnungen dargestellt. Ent-
sprechend den vorstehenenden U¨berlegungen wurde hierbei ∆τ =
0.01 und ∆τ = 0.05 gewa¨hlt.
Vergleicht man die Gestalt der erhaltenen Kurven, so fa¨llt bei den
FIR-Filtern die gezackte Form auf: Die Standardfilter (z0 = 1) un-
gerader Ordnung erreichen immer deutlich ho¨here Bandbreiten als
die
”
benachbarten“ Filter gerader Ordnung. Dies kann damit erkla¨rt
werden, daß Filter ungerader Ordnung eine halbzahlige Laufzeit mit-
tels einer Nullstelle bei z = −1 exakt darstellen ko¨nnen und sich da-
her fu¨r nichtganzzahlige Laufzeiten insgesamt besser eignen. Aller-
dings zeigt sich, daß bei Optimierung von z0 der Zugewinn an Band-
breite bei den Filtern gerader Ordnung ho¨her ausfa¨llt, so daß die
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Bild 3.16: Gesamt-Gruppenlaufzeit-Bandbreiten der FIR- und IIR-
Allpass-FD-Filter der Ordnungen 1 bis 21 fu¨r ∆τ = 0.01 (oben) und
∆τ = 0.05 (unten).
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gezackte Form der Bandbreitenkurve nun weit weniger ausgepra¨gt
ist (man vergleiche jeweils die beiden Kurven mit den kreisfo¨rmigen
Markierungen). Interessanterweise ist bei den IIR-Allpa¨ssen kein der-
artiger Charakterunterschied zwischen geraden und ungeraden Ord-
nungen zu erkennen: Die Kurven sind monoton steigend, d.h. mit
zunehmender Filterordnung nimmt die Gruppenlaufzeitbandbreite
ebenfalls zu.
Generell ist weiterhin zu beobachten, daß bei Ordnungen N > 1
die Bandbreite der Thiran-Allpass-Filter (mit wenigen Ausnahmen)
gro¨ßer ist als die der FIR-FD-Filter (gestrichelte Kurven). Dieser
teils bedeutsame Bandbreitenunterschied verschwindet jedoch weit-
gehend, wenn z0 optimiert wird: Die resultierenden Bandbreitenge-
winne sind bei den FIR-Filtern wesentlich gro¨ßer als bei den Allpa¨ssen,
so daß die optimierten FIR-Filter sehr nahe an die IIR-Filter heran-
reichen oder diese sogar u¨bertreffen. Weitere Berechnungen zeigen,
daß Gleichheit oder sogar bessere Bandbreiten bei ∆τ = 0.02, 0.05
nur von den FIR-Filtern ungerader Ordnung erzielt werden; im Fall
∆τ = 0.1 leisten dies sogar die FIR-Filter gerader Ordnung.
Zu den in Bild 3.16 dargestellten Filtern la¨ßt sich auch eine Gesamt-
Phasenlaufzeit-Bandbreite ermitteln. Dazu verwendet man die in Ab-
schnitt 3.2.6 und Abschnitt 3.3.3 gegebenen Definitionen, setzt je-
doch fu¨r τ jeweils die Phasenlaufzeit τP = −∠H(eiψ)/ψ ein10. Die
sich so ergebenden Bandbreiten sind in Bild 3.17 dargestellt; sie zei-
gen die gleichen charakteristischen Verla¨ufe wie die Gruppenlauf-
zeit-Kurven. Die erhaltenen Bandbreiten fallen dabei im Vergleich
zu denen der Gruppenlaufzeit generell ho¨her aus, da die Phasen-
laufzeit direkt u¨ber die Phase, die Gruppenlaufzeit aber u¨ber die
Ableitung der Phase nach der Frequenz definiert ist. Somit reagiert
die Phasenlaufzeit auf das Integral der Gruppenlaufzeit u¨ber die Fre-
quenz, und die Abweichung eines Filters von der Soll-Gruppenlauf-
10 Liegt das Interesse ausschließlich auf der Phasenlaufzeit-Bandbreite, so
ko¨nnen die so modifizierten Bandbreiten-Definitionen alternativ auch direkt
bei der Optimierung von z0 verwendet werden.
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Bild 3.17: Gesamt-Phasenlaufzeit-Bandbreiten der FIR- und IIR-
Allpass-FD-Filter der Ordnungen 1 bis 21 fu¨r ∆τ = 0.01 (oben) und
∆τ = 0.05 (unten), basierend auf den fu¨r maximale Gruppenlaufzeit-
Bandbreite optimierten z0-Werten.
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zeit ab einer bestimmen Frequenz ψ kann sich damit erst bei einer
ho¨heren Frequenz auch als entsprechend große Abweichung von der
Soll-Phasenlaufzeit auswirken.
Alles in allem kann festgestellt werden, daß die Bandbreiten der FIR-
FD-Filter sich durch z0-Optimierung auf diejenigen der Allpass-FD-
Filter und weiter anheben lassen. Auch bei den Allpa¨ssen fu¨hrt ei-
ne z0-Optimierung zu ho¨heren Bandbreiten, jedoch liegen diese je
nach Wert der Fehlerschranke ∆τ unter denen der optimerten FIR-
Filter. Eine gegebene Bandbreite kann also mit FIR-Filtern realisiert
werden, die nur den halben Rechenaufwand eines entsprechenden
Allpass-(IIR-)Filters erfordern. Der Nachteil, daß die FIR-Filter na-
turgema¨ß einen nichtkonstanten Betragsgang haben, der zu hohen
Frequenzen hin mehr oder weniger einbricht, kann dabei in Kauf ge-
nommen werden, wenn die auftretenden Abweichungen im Betrags-
gang in der betreffenden Anwendung vernachla¨ssigt werden ko¨nnen
(z.B. Fehler < 0.5 dB bei ∆τ = 0.01, vgl. Bild 3.9).
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In diesem Kapitel wenden wir uns einem Beamforming-Ansatz zu,
der einem ga¨nzlich anderen Grundgedanken nachgeht als der in Ab-
schnitt 2.3 beschriebene Delay-and-Sum-Beamformer: An die Stel-
le der Idee des Laufzeitausgleiches mit dem Ziel der konstruktiven
U¨berlagerung tritt diejenige der Reihenentwicklung : Das gewu¨nschte
Beampattern wird durch Superposition mehrerer (fixer) Basis-Beam-
pattern erzeugt. Die zugeho¨rigen Arrays und Beamformer sind nach
einem bestimmen Konstruktionsprinzip gebaut und stellen eine spe-
zielle Klasse differentieller Mikrofon-Arrays dar.
4.1 Differentielle Mikrofon-Arrays
Die herausragendste Eigenschaft differentieller Mikrofonarrays ist,
daß sie – anders als der Delay-and-Sum-Beamformer – bei sehr nied-
rigen Frequenzen arbeiten, also eine Richtwirkung besitzen, wenn die
Wellenla¨nge groß ist im Vergleich zu dem Array selbst1. Bei fixer An-
zahl von Sensoren ko¨nnen differentielle Mikrofonarrays theoretisch
einen maximalen Directional Gain erreichen (vgl. Abschnitt 2.1.5),
jedoch ist ihr White Noise Gain vergleichsweise klein, was auf ho-
he Sensitivita¨t bezu¨glich Eigenrauschen und Fehlern im Mikrofon-
Frequenzgang hinweist [49].
1 In diesem Zusammenhang wird in der Literatur stellenweise von dem Delay-
and-Sum-Beamformer als ra¨umlichem Tiefpass, von differentiellen Mikro-
fonarrays als ra¨umlichem Hochpass gesprochen [49].
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Arbeitsweise. Das Ausgangssignal eines differentiellen Mikrofon-
Arrays wird allgemein durch Differenzbildung zwischen den Signalen
der einzelnen Mikrofone gebildet. Die Mikrofonsignale selbst wer-
den dabei als nullte Ordnung bezeichnet, hieraus gewonnene Diffe-
renzsignale als erste Ordnung, Differenzen aus diesen wiederum als
zweite Ordnung usw. Mit steigender Ordnung ist folglich auch eine
ho¨here Anzahl an Mikrofonen erforderlich. Betrachtet man diese als
Stu¨tzstellen fu¨r die Abtastung des Schallfeldes, so stellen die Diffe-
renzen n-ter Ordnung – im Falle der linearen Anordnung der Mi-
krofone entlang einer Richtung e0 und unter der Voraussetzung, daß
die Wellenla¨nge groß ist gegen das Array und die Mikrofonabsta¨nde
– eine Na¨herung der n-ten Richtungsableitung des Schallfeldes in
eben dieser Richtung dar [35]. Dies erlaubt uns die folgende Betrach-
tung: Wir schreiben analog zu (2.18) eine einfache ebene Welle der
Form:
p(r, t) = p0 · ei(ωt−k·r). (4.1)
Wir setzen nun r = r ·e0, definieren φ als den Winkel zwischen k und
e0 und bilden die n-te Richtungsableitung von (4.1) nach r. Unter
Weglassung des Zeitanteils erhalten wir
dn
drn
p(r · e0, t) = p0 · (−ik cosφ)n · e−ikr cosφ. (4.2)
An diesem Ausdruck lassen sich zwei Eigenschaften des differenti-
ellen Arrays n-ter Ordnung ablesen: Erstens ist sein Ausgangssi-
gnal mit einem Faktor kn gewichtet, entsprechend einem Hochpass
mit 6n dB/Oktave Flankensteilheit. Zweitens wird die Richtungs-
abha¨ngigkeit betragsma¨ßig von einem Term der Form | cosφ|n be-
schrieben. Beide Eigenschaften gelten im Fernfeld, also fu¨r den Fall,
daß ebene Wellen angenommen werden ko¨nnen, und werden uns im
folgenden im Kontext der Multipol-Arrays wieder begegnen. Zu dem
(cosφ)n-Term ist zu bemerken, daß die Potenz n auch als Kaskadie-
rung interpretiert werden kann: So, wie z.B. die zweite Ableitung
nach r als erste Ableitung der ersten Ableitung nach r verstanden
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werden kann, entstehen Differenzen zweiter Ordnung als Differenz
erster Ordnung aus zwei Differenzen erster Ordnung. Entsprechend
kann ein differentielles Mikrofonarray zweiter Ordnung als ein sol-
ches erster Ordnung aufgefasst werden, dessen beide Sensoren ih-
rerseits als differentielles Mikrofonarray erster Ordnung ausgebildet
sind. Darin, daß die Winkelabha¨ngigkeiten beider Arrays (jeweils
cosφ) multiplikativ zu einem Term (cosφ)2 verschmelzen, spiegelt
sich das Pattern Multiplication Theorem wider (vgl. Abschnitt 2.2,
Gl. (2.35)) [37].
4.2 Zweidimensionale Multipol-Arrays
Wir werden nun eine spezielle Form differentieller Mikrofonarrays be-
handeln, bei der die Differenzen n-ter Ordnung direkt auf Basis geo-
metrischer U¨berlegungen gebildet werden. Hauptunterschied zu dem
oben betrachteten Fall ist, daß die Sensoren nun in der x-y-Ebene,
also zweidimensional, angeordnet werden. Mit Blick auf frequenzin-
variantes Beamforming wird der nachgeschaltete Beamformer mit
einem Integrator-Filter ausgestattet, das die Frequenzabha¨ngigkeit
(ik)n kompensiert und damit zu einem Beampattern fu¨hrt, das auch
fu¨r niedrige Frequenzen und selbst im Grenzfall f → 0 ra¨umlich
selektiv ist (Superdirektivita¨t).
4.2.1 Konstruktionsprinzip
Gegeben sei eine gerade Anzahl N von omnidirektionalen Mikrofo-
nen, die an den Positionen rn (n = 1, . . . , N) relativ zu dem Be-
zugspunkt r0 angeordnet sind
2. Nehmen wir ebene Wellen an und
schreiben den Schalldruck an der Position des n-ten Mikrofons als
pn = e
−ik·(r
0
+rn) und seine Gewichtung frequenzunabha¨ngig als
2 Die Position des Mikrofons mit dem Index n ist demnach r
0
+ rn.
86 4 Der Multipol-Beamformer
(a) (b)
kk
Bild 4.1: Konstruktionsprinzip der Multipol-Arrays mit alternie-
rend gewichteten Sensoren. Zeitgleich in entgegengesetzt gewichtete
Sensoren einfallende Wellen werden ausgelo¨scht (a), Wellen aus an-
deren Richtungen nicht (b).
Hn(ω) = (−1)n−1 = const., so ergibt sich nach (2.31) fu¨r diese
Anordnung das folgende Beampattern:
M(k) =
N∑
n=1
(−1)n−1 · pn = e−ik·r0 ·
N∑
n=1
(−1)n−1 · e−ik·rn . (4.3)
Sind die Mikrofone in regelma¨ßigen Polygonen in der x-y-Ebene an-
geordnet3, so ist folgendes Verhalten zu erwarten: Fa¨llt eine Welle
so ein, daß ihre Fronten jeweils ein positiv und ein negativ gewich-
tetes Mikrofon gleichzeitig erreichen, so ist das Ausgangssignal Null
(Beispiel in Bild 4.1(a)). Bei Wellen aus anderen Richtungen ist dies
nicht der Fall (Bild 4.1(b)). Das Beampattern eines solchen Arrays
mit N Mikrofonen wird also u¨ber einen Azimuth-Winkelbereich von
360◦ in der x-y-Ebene genauN a¨quidistante Nullstellen besitzen. Der
Vorfaktor e−ik·r0 hat dabei betragsma¨ßig keinen Einfluß auf die Ge-
stalt des Beampatterns, solange nur ein solches Array zum Einsatz
kommt. Bei der Kombination mehrerer Arrays hingegen verdient er
besondere Beachtung (siehe Abschnitt 4.3.3).
3 Beispiele siehe Abschnitt 4.2.4 ff.
4.2 Zweidimensionale Multipol-Arrays 87
Die hier vorgestellten Multipol-Arrays (Bild 4.3 und 4.4) sind ei-
ne Verallgemeinerung des Differenz-Mikrofons, das den Spezialfall
der obigen Konstruktionsweise fu¨r N = 2 darstellt. Dieses bildet
eine Differenz erster Ordnung und besitzt folglich ein Beampattern
der Form cosϕ. Wir werden im folgenden eine Reihe von Multipol-
Arrays diskutieren, welche Beampattern der Form cosnϕ (mit n =
0, 1, 2, 3, . . . ) aufweisen und sich daher fu¨r die Reihenentwicklung ei-
nes Wunsch-Beampatterns nach ebensolchen Funktionen eignen.
4.2.2 Ebene Polarkoordinaten
Die Diskussion der Multipol-Arrays erfolgt zuna¨chst in zwei Raumdi-
mensionen (zum dreidimensionalen Fall siehe Abschnitt 4.5). Hierbei
verwenden wir fu¨r die Darstellung des Wellenvektors k und der Orts-
vektoren r ebene Polarkoordinaten (siehe Bild 4.2):
k =
(
kx
ky
)
= −k ·
(
cosϕ
sinϕ
)
(4.4)
und
r =
(
x
y
)
= r ·
(
cos θ
sin θ
)
. (4.5)
j
k
x
y
q
r
Bild 4.2: Ebene Polarkoordinaten.
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Bild 4.3: Multipol-Geometrien. (a) Gewo¨hnlicher Monopol; (b) Di-
pol in y-Richtung; (c) Quadrupol (rechteckig); (d) Quadrupol (rhom-
bisch, La¨nge der Diagonalen: 2d1 bzw. 2d2).
Wegen des negativen Vorzeichens in (4.4) laufen die von k beschriebe-
nen ebenenWellen aus der Richtung ϕ auf den Ursprung zu.
4.2.3 Winkelmoden
Die folgenden Funktionen beschreiben eine vollsta¨ndige Orthonor-
malbasis des Hilbertraumes L2(−π, π) der 2π-periodischen Funktio-
nen:
A0(ϕ) =
1√
2π
,
A2n(ϕ) =
1√
π
· cosnϕ, (4.6)
A2n−1(ϕ) =
1√
π
· sinnϕ,
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Bild 4.4: Multipol-Geometrien. (a) Quadrupol (rhombisch, mit zen-
tralem Sensor p0); (b) Hexapol; (c) Pseudo-Monopol mit 5 Sensoren;
(d) Pseudo-Monopol mit 7 Sensoren.
mit n = 1, 2, . . . . Das bedeutet, daß paarweise fu¨r zwei dieser Funk-
tionen unter Zugrundelegung des inneren Produktes
〈a|b〉ϕ =
∫ π
−π
a∗(ϕ) · b(ϕ) dϕ, (4.7)
die sogenannte Orthogonalita¨tsrelation 〈Al|Al′〉ϕ = δll′ gilt4 (mit
l, l′ = 0, 1, 2, . . . ) und sich eine beliebige 2π-periodische Funktion
B(ϕ) in Form einer unendlichen Reihe
B(ϕ) =
∞∑
l=0
cl ·Al(ϕ) mit cl = 〈Al|B〉ϕ (4.8)
exakt darstellen la¨ßt. Da wir die Funktionen (4.6) als Hilfsfunktionen
zur Darstellung winkelabha¨ngiger Funktionen verwenden werden,
sollen sie im folgenden alsWinkelmoden bezeichnet werden.
4 δll′ bezeichnet das Kronecker-Symbol.
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4.2.4 Dipol-Array
Das Dipol-Array besteht aus zwei Mikrofonen, die jeweils im Ab-
stand d vom Ursprung auf der positiven und negativen y-Achse an-
geordnet sind (Bild 4.3(b)). Alternierend gewichtet liefern sie das
Beampattern
Mdip(k) = p1 − p2 (4.9)
=
{
e−ikyd − e−iky(−d)
}
· e−ik·r0
=
{
eikd sinϕ − e−ikd sinϕ} · e−ik·r0 .
Unter der Voraussetzung kd ≪ 1 (korrespondierend zu d ≪ λ/2π
und f ≪ c/2πd) ko¨nnen die Exponentialterme in den geschweiften
Klammern durch ex ≈ 1+x linear gena¨hert werden. Einsetzen liefert
mit k = ω/c
Mdip(k)
kd≪1≈ {(1 + ikd sinϕ)− (1 + (−ikd sinϕ))} · e−ik·r0
= 2d · iω
c
· sinϕ · e−ik·r0 . (4.10)
Dieses Beampattern zeigt die in Abschnitt 4.1 kurz diskutierten Ei-
genschaften einer sinusfo¨rmigen Winkelabha¨ngigkeit und eines Aus-
gangspegels, der linear mit der Frequenz ω skaliert (ra¨umliche Ab-
leitung erster Ordnung, vgl. (4.2)). Durch Anmultiplizieren von c/iω
und 1/(2d
√
π) erhalten wir aus (4.9) und (4.10) ein frequenzinvari-
antes, normiertes Beampattern:
Ψdip(k) =
1
2d
√
π
· c
iω
·Mdip(k)
=
p1 − p2
2d
√
π
· c
iω
(4.11)
kd≪1≈ 1√
π
· sinϕ · e−ik·r0 ←→ A1(ϕ).
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Bild 4.5: Dipol-Beampattern Ψdip. (a) d = 1 cm; (b) d = 5mm.
Der Doppelpfeil zeigt an, daß dieses Beampattern Ψdip(k) der Win-
kelmode A1(ϕ) entspricht: Beide unterscheiden sich nur um den in
Ψdip zusa¨tzlich vorhandenen Exponentialterm e
−ik·r
0 , sind anson-
sten jedoch identisch. Obwohl Ψdip formal von k und somit von Rich-
tung und Frequenz der einfallenden Welle abha¨ngt, besteht de facto
jedoch nur eine reine Winkelabha¨ngigkeit – solange die Vorausset-
zung kd≪ 1 erfu¨llt ist. Da dies der Bedingung f ≪ c/2πd entspricht,
gilt die Frequenzunabha¨ngigkeit nur fu¨r tiefe Frequenzen; von einer
bestimmten Frequenz an aufwa¨rts beginnt zuna¨chst eine allma¨hli-
che Deformation des Beampatterns; dann setzt ra¨umliches Aliasing
ein. Bild 4.5 zeigt das Beampattern des Dipols exemplarisch fu¨r zwei
verschiedene Radien d (ohne den Normierungsfaktor 1/
√
π). An den
Kurven ist zu erkennen, daß das Verhalten bei einer gegebenen Fre-
quenz bei Halbierung von d zu der doppelten Frequenz verschoben
wird (Streckung entlang der Frequenzachse).
Der in (4.11) eingefu¨hrte Teilterm 1/iω, der die Frequenzabha¨ngig-
keit von Mdip kompensiert, entspricht einer Integration u¨ber die Zeit
(
∫
dt). Diese kann im Zeitbereich durch spezielle Filter bewerkstelligt
werden; alternativ ist im Frequenzbereich das direkte Multiplizieren
mit 1/iω mo¨glich (siehe Abschnitt 4.3.2).
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4.2.5 Quadrupol-Array
Zwei quadrupolische Geometrien sollen hier untersucht werden: Die
in Form eines Rechtecks und diejenige in Form eines Rhombus (na¨chs-
ter Abschnitt). Die Rechteck-Geometrie ist in Bild 4.3(c) dargestellt
und wird durch die Geometriefaktoren d1 und d2 bestimmt. Wie
beim Dipol setzen wir mit alternierenden Mikrofongewichten ein Be-
ampattern nach (4.3) an: Mquad(k) = p1 − p2 + p3 − p4. Wie zuvor
werden die expliziten Koordinaten der Mikrofone eingesetzt und die
Exponentialterme unter der Bedingung kd1,2 ≪ 1 gena¨hert. Aller-
dings zeigt sich, daß diesmal die linearen Terme herausfallen, so daß
die Na¨herung bis zum quadratischen Term fortgesetzt werden muß:
ex ≈ 1 + x + x2/2. Aussortieren und Zusammenfassen fu¨hrt dann
weiter zu
Mquad(k)
kd1,2≪1≈ 2d1d2 ·
(
iω
c
)2
· sin 2ϕ · e−ik·r0 .
Die ho¨here Ordnung des ra¨umlichen Differenzenquotienten, als der
Mquad interpretiert werden kann, spiegelt sich in der nun quadrati-
schen Frequenzabha¨ngigkeit wider. Wie beim Dipol ko¨nnen wir diese
nun durch ein Integratorfilter – diesmal zweiter Ordnung – kompen-
sieren und per Normierungsfaktor ein frequenzinvariantes Beampat-
tern angeben, das A3(ϕ) entspricht:
Ψquad(k) =
p1 − p2 + p3 − p4
2d1d2
√
π
·
( c
iω
)2
(4.12)
kd1,2≪1≈ 1√
π
· sin 2ϕ · e−ik·r0 ←→ A3(ϕ).
Bild 4.6 zeigt das Beampattern des Quadrupols (wiederum ohne den
Normierungsfaktor 1/
√
π). Im Falle der quadratischen Anordnung
(Bild 4.6(a)) sind die vier um jeweils 90◦ gegeneinander versetzten
Hauptkeulen zu erkennen. Diese sind auch bei der rechteckigen An-
ordnung (Bild 4.6(b)) vorhanden, jedoch
”
biegen“ sie sich bei hohen
Frequenzen in eine Richtung orthogonal zu den Diagonalen des von
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Bild 4.6: Quadrupol-Beampattern Ψquad. (a) Quadrat-Anordnung
(d1 = d2 = 1 cm); (b) Rechteck-Anordnung (d1 = 5
√
3mm, d2 =
5mm).
den Mikrofonen gebildeten Rechtecks. Es fa¨llt auf, daß die Form und
Richtung der Keulen trotz Einbruch des Betrages noch bis zu rela-
tiv hohen Frequenzen (kd ≤ 1) weitgehend erhalten bleibt5. Dieses
Verhalten zeigt auch der Dipol.
4.2.6 Rhombisches Quadrupol-Array
Eine zweite symmetrische Quadrupol-Geometrie ist der Rhombus
(Bild 4.3(d)), der entsprechend der obigen Vorgehensweise behandelt
werden kann. Beim Umformen von Mrhomb(k) = p1− p2+ p3− p4 in
die quasi-frequenzunabha¨ngige Form tritt jedoch neben dem Cosinus
ein additiver Term auf:
Ψ˜rhomb(k) = 2 · p1 − p2 + p3 − p4
(d21 + d
2
2)
√
π
·
( c
iω
)2
kd1,2≪1≈
[
cos 2ϕ+
d21 − d22
d21 + d
2
2
]
· e
−ik·r
0√
π
. (4.13)
5 Anhaltswert: Bei f = 5kHz und d = 1 cm ist kd ≈ 0.92.
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Bild 4.7: Beampattern des rhombischen Quadrupols fu¨r d1 =
5
√
3mm und d2 = 5mm, (a) ohne zentralen Sensor (Ψ˜rhomb),
(b) mit zentralem Sensor (Ψrhomb).
Dieser bewirkt, daß die Gestalt des Beampatterns stark asymme-
trisch wird (Bild 4.7(a)). Um dies zu beheben, muß der Term auf
die andere Seite gebracht werden, so daß der Cosinus alleine stehen-
bleibt. Wir erhalten:
Ψrhomb(k) = 2 · p1 − p2 + p3 − p4
(d21 + d
2
2)
√
π
·
( c
iω
)2
· · ·
· · · − d
2
1 − d22
(d21 + d
2
2)
√
π︸ ︷︷ ︸
C
· e−ik · r0︸ ︷︷ ︸
p0
(4.14)
kd1,2≪1≈ 1√
π
· cos 2ϕ · e−ik·r0 ←→ A4(ϕ).
Der additive Term C wird damit zum Gewichtungsfaktor fu¨r einen
Exponentialterm, der den Schalldruck an der Position r0 im Zen-
trum des Rhombus beschreibt (p0). C gewichtet folglich einen fu¨nf-
ten Sensor, der zusa¨tzlich zu beru¨cksichtigen ist, um die gewu¨nschte
Cosinus-Form des Beampatterns zu erreichen. Das Array wird da-
4.2 Zweidimensionale Multipol-Arrays 95
mit zum Pentupol erweitert (Bild 4.4(a)). Das Vorzeichen der Ge-
wichtung des zusa¨tzlichen Sensors ist dabei jeweils entgegengesetzt
dem der beiden außenliegenden Sensoren (z.B. positiv falls d1 < d2
ist). Bei d1 = d2 tra¨gt der neue Sensor nicht zum Beampattern bei
und kann entfallen. In diesem Fall geht der Rhombus in den Spe-
zialfall des Quadrates u¨ber, der auch von (4.12) beschrieben wird.
Bild 4.7(b) zeigt das Beampattern des Quadrupols mit zusa¨tzlichem
Zentralsensor. Die vier Keulen sind nun gleich stark ausgepra¨gt; zu
hohen Frequenzen hin verha¨lten sich die Paare gegenu¨berliegender
Keulen jedoch sehr unterschiedlich hinsichtlich ihres Betragsganges.
Diese Asymmetrie ist beim Beamforming unerwu¨nscht; infolgedessen
wird hierfu¨r der rechteckige Quadrupol aus dem vorangegangenen
Abschnitt favorisiert.
4.2.7 Hexapol-Array
Der aus sechs Mikrofonen bestehende Hexapol soll hier der Einfach-
heit halber nur in der regelma¨ßigen Form eines gleichseitigen Hexa-
gons besprochen werden (Bild 4.4(b)). AusMhex(k) = p1−p2+p3−
p4 + p5 − p6 erha¨lt man, durch Normierung mit geeigneten Vorfak-
toren, das Beampattern
Ψhex(k) = 4 · p1 − p2 + p3 − p4 + p5 − p6
d3
√
π
·
( c
iω
)3
(4.15)
kd≪1≈ 1√
π
· cos 3ϕ · e−ik·r0 ←→ A6(ϕ).
Diesmal verschwinden bei der Approximation der Exponentialfunk-
tion alle Terme bis zur zweiten Potenz, so daß wir bis zur dritten Po-
tenz na¨hern mu¨ssen: ex ≈ 1+x+x2/2+x3/6, was auf die dreifache
Frequenzintegration ((1/iω)3) fu¨hrt. Bild 4.8(a) zeigt das Beampat-
tern des Hexapols.
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Bild 4.8: Beampattern von Hexapol und Monopol. (a) Hexapol
Ψhex, d = 1 cm; (b) Monopol Ψmono.
4.2.8 Monopol und Pseudo-Monopole
Der Monopol (Bild 4.3(a)) besteht aus einem einzelnen Mikrofon bei
r0. Aus Mmono(k) = p1 erha¨lt man direkt das normierte Beampat-
tern
Ψmono(k) =
p1√
2π
=
1√
2π
· e−ik·r0 ←→ A0(ϕ). (4.16)
Der Monopol ist betragsma¨ßig konstant fu¨r alle Frequenzen und
Richtungen (Bild 4.8(b)). Es besteht jedoch noch eine weitere Mo¨glich-
keit, ein Array mit monopolartigem Verhalten zu erzeugen:
Pseudo-Monopole. Dazu ordnet man 2N +1 (mit N = 2, 3, . . . )
Sensoren so an, daß sich einer im Zentrum bei r0 befindet und die
u¨brigen 2N Sensoren a¨quidistant auf einem Kreis mit Radius d um
r0 liegen, d.h. auf den zu r0 relativen Koordinaten
rn = d ·
(
cos 2πn2N
sin 2πn2N
)
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(n = 1, . . . , 2N). Der zentrale Sensor wird nun mit −2N , die umge-
benden jeweils mit +1 gewichtet. Unter der Bedingung kd≪ 1 la¨ßt
sich nun allgemein fu¨r N ∈ N, N ≥ 2 zeigen, daß
Mpseudo,2N+1(k) = −2Np0 +
2N∑
n=1
pn
kd≪1≈ Nd
2
2
·
(
iω
c
)2
· e−ik·r0 .
Das Beampattern ist also betragsma¨ßig winkelunabha¨ngig. Umstel-
len liefert:
Ψpseudo,2N+1(k) =
2
Nd2
√
2π
·
[
−2Np0 +
2N∑
n=1
pn
]
·
( c
iω
)2
kd≪1≈ 1√
2π
· e−ik·r0 ←→ A0(ϕ). (4.17)
Die beiden einfachsten Fa¨lle sind der Pentupol (N = 2) mit 2N+1 =
5 Sensoren und der Heptapol (N = 3) mit 2N + 1 = 7 Senso-
ren (Bild 4.4(c)+(d)). Das normierte Beampattern des Pentupol-
Pseudomonopols lautet
Ψpseudo,5(k) =
−4p0 + p1 + p2 + p3 + p4
d2
√
2π
·
( c
iω
)2
kd≪1≈ 1√
2π
· e−ik·r0 ←→ A0(ϕ), (4.18)
das Beampattern des Heptapol-Pseudomonopols lautet
Ψpseudo,7(k) = 2· −6p0 + p1 + p2 + p3 + p4 + p5 + p6
3d2
√
2π
·
( c
iω
)2
kd≪1≈ 1√
2π
· e−ik·r0 ←→ A0(ϕ). (4.19)
Bild 4.9 zeigt das Beampattern dieser beiden Pseudo-Monopole; bei
demjenigen mit der ho¨heren Anzahl an Sensoren ist die richtungs-
abha¨ngige Modulation des Betrages weit schwa¨cher ausgepra¨gt.
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Bild 4.9: Pseudo-Monopol-Beampattern fu¨r d = 1 cm. (a) Pentupol
Ψpseudo,5 mit fu¨nf, (b) Heptapol Ψpseudo,7 mit sieben Sensoren.
Wir haben fu¨r die soeben behandelten Multipole den Begriff des
Pseudo-Monopols eingefu¨hrt. Diese Bezeichnung ist sinnvoll, da sie
zwar in der x-y-Ebene und bei kleinen Frequenzen (kd ≪ 1) dem
Monopol (A0) entsprechen, sich ansonsten jedoch von diesem in zwei
wesentlichen Punkten unterscheiden:
1. Bei ho¨heren Frequenzen setzt eine winkel- und frequenzabha¨ngi-
ge Modulation des Betrages ein;
2. Das Beampattern besitzt eine Nullstelle in ±z-Richtung, d.h.
Schallwellen, die parallel zur z-Achse einfallen, werden generell
vollsta¨ndig unterdru¨ckt. Diese Eigenart besitzen auch die u¨bri-
gen bisher diskutierten Multipole, mit Ausnahme des rhombi-
schen Quadrupols.
Beide Eigenschaften erweisen sich beim Beamforming als vorteilhaft
(siehe Abschnitt 4.4).
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4.2.9 Ho¨here Ordnungen
Das in den vorangegangenen Abschnitten angewandte Konstrukti-
onsprinzip la¨ßt sich analog hin zu ho¨heren Ordnungen fortsetzen.
Auf diese Weise erha¨lt man gerade und ungerade Multipole N -ter
Ordnung, die zu den Winkelmoden A2N (cosinusfo¨rmig) bzw. A2N−1
(sinusfo¨rmig) korrespondieren (vgl. Gl. (4.6)).
Gerader Multipol N-ter Ordnung. Hierfu¨r betrachten wir eine
Anordnung aus 2N Mikrofonen auf einem Kreis mit Radius d und
mit den zu r0 relativen Positionen
rn = d ·
(
cos 2πn2N
sin 2πn2N
)
,
n = 1, . . . , 2N (siehe Bild 4.10(a)). Der n-te Sensor werde mit (−1)n
gewichtet. Das Beampattern dieser Anordnung erhalten wir – ana-
log dem bei den vorstehend betrachteten Multipolen angewandten
(a)
x
y
d
p1
p2
p2N-1
p2N 2-
p2N x
y(b)
d
p1
p2
p2N-1
p2N
Bild 4.10: Geometrie des allgemeinen Multipols N -ter Ordnung.
(a) Multipol korrespondierend zu der geraden Winkelmode A2N , (b)
Multipol korrespondierend zu der ungeraden Winkelmode A2N−1.
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Verfahren – durch Auswerten der Summe
M2N =
2N∑
n=1
(−1)npn.
Dabei ist pn = e
−ik·(rn+r0) der Schalldruck an der Position des n-
ten Mikrofons und wird in eine Potenzreihe bis zur N -ten Ordnung
entwickelt. Aufgrund der Symmetrie der Anordnung muß das Beam-
pattern 2π/N -periodisch in ϕ sein und kann daher seinerseits in eine
Fourier-Reihe entwickelt werden:
M2N =
∞∑
k=−∞
am e
imNϕ.
Dabei zeigt sich, daß fu¨r kd ≪ 1 nur a+1 und a−1 von Null ver-
schieden sind und einen Faktor (iω/c)N enthalten (der vollsta¨ndige
Rechenweg ist in Anhang A.4, Seite 249 wiedergegeben). Kompen-
sation dieser Frequenzabha¨ngigkeit durch ein Integratorfilter N -ter
Ordnung liefert schließlich das Beampattern
Ψ2N (k) =
2N (N − 1)!
4dN
√
π
·
( c
iω
)N
·
2N∑
n=1
(−1)n pn (4.20)
kd≪1≈ 1√
π
· cosNϕ · e−ik·r0 ←→ A2N (ϕ).
Ungerader Multipol N-ter Ordnung. Das orthogonale Pen-
dant6 zum geraden MultipolN -ter Ordnung ist in Bild 4.10(b) darge-
stellt: Die 2N Mikrofone sind nun an den Positionen
rn = d ·
 cos π(2n−1)2N
sin π(2n−1)2N

6 Orthogonal: Gemeint ist die Orthogonalita¨t der zu den Multipolen korrespon-
dierenden Winkelmoden bezu¨glich des Skalarprodukts nach Gl. (4.7).
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angeordnet und das n-te Mikrofon wird mit (−1)n−1 gewichtet. Dies
entspricht effektiv einer Rotation des geraden Multipols um +π/2N ,
oder aber – alternativ – der Rotation um −π/2N bei gleichzeitiger
Hinzufu¨gung eines negativen Vorzeichens (die Numerierung der Mi-
krofone in Bild 4.10(b) gibt letztere Variante wieder). Das Beam-
pattern dieser Anordnung berechnet sich folglich anhand der Sum-
me
M2N−1 =
2N∑
n=1
(−1)n−1pn.
Die Auswertung gelingt sehr einfach, indem wir ein zweites, um
+π/2N rotiertes Koordinatensystem mit dem Azimuthwinkel ϕ′ be-
trachten, in welchemM2N−1 einen geraden Multipol darstellt. Durch
Anwenden der Variablensubstitution ϕ = ϕ′+π/2N erhalten wir aus
(4.20) direkt
Ψ2N−1(k) =
2N (N − 1)!
4dN
√
π
·
( c
iω
)N
·
2N∑
n=1
(−1)n−1 pn (4.21)
kd≪1≈ 1√
π
· sinNϕ · e−ik·r0 ←→ A2N−1(ϕ).
Die Beampattern (4.20) und (4.21) gehen fu¨r N = 1, N = 2 und
N = 3 in diejenigen von Dipol, Quadrupol (d1 = d2) und Hexa-
pol u¨ber (vgl. Abschnitte 4.2.4 – 4.2.7). Sie zeigen, daß sich das
aus den vorigen Beispielen bekannte Prinzip zu ho¨heren Ordnungen
N > 3 fortsetzt: 2N alternierend gewichtete Sensoren bilden einen
Multipol N -ter Ordnung, der durch eine N -fache Integration u¨ber
die Zeit bei kleinen Frequenzen kd≪ 1 anna¨hernd frequenzinvariant
wird. Somit ko¨nnen theoretisch sa¨mtliche Winkelmoden (Gl. (4.6))
durch Arrays in Form gleichma¨ßiger, geradzahliger Polygone darge-
stellt werden. In wieweit die Verwendung beliebig hoher Ordnungen
in der Praxis mo¨glich und sinnvoll ist, wird an anderer Stelle disku-
tiert (Abschnitt 4.6).
102 4 Der Multipol-Beamformer
4.3 Beamforming mit Multipolen
In Abschnitt 4.2 haben wir eine Familie von Arrays und Beamfor-
mern diskutiert, deren Beampattern im Frequenzband kd≪ 1 jeweils
eine der Winkelmoden (4.6) approximieren, also rein winkelabha¨ngig
sind. Diese Eigenschaft gilt folglich auch fu¨r Linearkombinationen
dieser Beampattern, so daß sie eine Basis fu¨r die Reihenentwick-
lung eines Soll-Beampatterns darstellen, welche in den folgenden
Abschnitten diskutiert werden soll. Aus praktischen Gru¨nden werden
wir uns dabei weiterhin auf den zweidimensionalen Fall beschra¨nken;
der Multipol-Beamformer fu¨r drei Dimensionen wird dann in Ab-
schnitt 4.5 skizziert. Da letzterer analytisch jedoch eher unhandlich
ist, wird in Kapitel 5 ein anderer, formal leichter zu handhabender
Ansatz vorgestellt.
4.3.1 Reihenentwicklung eines Soll-Beampatterns
Ein Fernfeld-Beampattern in zwei Raumdimensionen ist allgemein
von der Wellenzahl k der einfallenden Welle und ihrer Richtung ϕ
(Azimuthwinkel) abha¨ngig7. Sei nun ein Satz von Basis-Beampattern
Ψl(k, ϕ) gegeben (l = 0, 1, 2, . . . ), die eine vollsta¨ndige Orthonormal-
basis des Funktionenraumes F aller Beampattern bilden, so daß mit
dem Skalarprodukt
〈a|b〉
F
=
∫ π
−π
∫ k2
k1
a∗(k, ϕ) · b(k, ϕ) k dk dϕ, (4.22)
die Orthogonalita¨tsrelation 〈Ψl|Ψl′〉F = δll′ gilt. Ein gegebenes Soll-
BeampatternBdes kann dann durch eine Reihenentwicklung der Form
Bapprox(k, ϕ) =
L∑
l=0
cl ·Ψl(k, ϕ) (4.23)
7 Den Zusammenhang dieser beiden Variablen mit dem Wellenvektor k be-
schreibt Gl. (4.4).
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Bild 4.11: Orthogonale Dipol- und Quadrupol-Paare. (a) Dipole,
korrespondierend zu den Winkelmoden A1 (blau) und A2 (rot); (b)
Quadrupole, entsprechend A3 (blau) und A4 (rot).
approximiert und im Grenzfall L → ∞ exakt dargestellt werden8;
hierzu sind die Koeffizienten cl nach der Berechnungsvorschrift
cl = 〈Ψl|Bdes〉F (4.24)
einzustellen. Die Integrationsgrenzen k1 und k2 in (4.22) bezeichnen
dabei die Grenzen des betrachteten Frequenzbereiches. Unter Ver-
wendung der zuvor diskutierten Multipole (Gl. (4.16), (4.11), (4.12)
etc.) definieren wir nun die Funktionsbasis
Ψ′0 = Ψmono
∗≈ A0 = 1/
√
2π
Ψ′1 = Ψdip
∗≈ A1 = sinϕ/
√
π
Ψ′2 = Ψdip (−90◦ rotiert)
∗≈ A2 = cosϕ/
√
π
Ψ′3 = Ψquad
∗≈ A3 = sin 2ϕ/
√
π
Ψ′4 = Ψquad (−45◦ rotiert)
∗≈ A4 = cos 2ϕ/
√
π
... ,
(4.25)
8 In der Praxis muß die Entwicklung bei einem endlichen L <∞ abgebrochen
werden, wodurch die Reihe zu einer Na¨herung mit endlichem Fehler wird.
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wobei wir r0 = 0 setzen
9 und fordern, daß k1,2 · max{d, d1, d2} ≪
1 sein soll (durch diese Maßnahmen gelten die mit ∗ bezeichneten
Na¨herungen). Zur Realisierung der Winkelmoden A2 und A4 muß die
Sensorgeometrie um den angegebenen Winkel (also im mathematisch
negativen Sinn) rotiert realisiert werden (Bild 4.11). Wir definieren
nun
b =
√
2/(k22 − k21),
Ψl = bΨ
′
l.
(4.26)
Es ist leicht zu sehen, daß mit den obigen Na¨herungen Ψl = bAl ist
und daß die so definierten Ψl die Orthogonalita¨tsrelation 〈Ψl|Ψl′〉F =
δll′ erfu¨llen: Die Frequenzintegration in (4.22) verschwindet aufgrund
des Vorfaktors b, so daß die in Abschnitt 4.2.3 behandelte Orthogona-
lita¨tsrelation der Winkelmoden zum Tragen kommt:
〈Ψl|Ψl′〉F = 〈bΨ′l|bΨ′l′〉F
=
2
k22 − k21
∫ π
−π
∫ k2
k1
Ψ′l
∗
(k, ϕ) ·Ψ′l′(k, ϕ) k dk dϕ
=
∫ π
−π
A∗l (ϕ) ·Al′(ϕ) dϕ
= 〈Al|Al′〉ϕ (siehe (4.7))
= δll′ .
Da die Winkelmoden Al ein vollsta¨ndiges Orthonormalsystem der
2π-periodischen Funktionen sind, ko¨nnen die durch (4.26) und (4.25)
definierten Funktionen fu¨r die Entwicklung eines Soll-Beampatterns
nach (4.23) und (4.24) verwendet werden, sofern dieses eine reine
Funktion des Winkels ist (Bdes = Bdes(ϕ)). Die Koeffizienten cl
9 Daß diese Wahl von r
0
sinnvoll ist, wird in Abschnitt 4.3.3 gezeigt.
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vereinfachen sich dann mit Ψl = bAl zu
cl = 〈Ψl|Bdes(ϕ)〉F =
1
b
〈bAl|bBdes(ϕ)〉F
=
1
b
〈Al|Bdes(ϕ)〉ϕ
und wir ko¨nnen die Reihenentwicklung (4.23) umschreiben in
Bapprox(k, ϕ) =
L∑
l=0
cl ·Ψl(k, ϕ) =
L∑
l=0
cl · b ·Ψ′l(k, ϕ)
=
L∑
l=0
c′l ·Ψ′l(k, ϕ) (4.27)
mit den Koeffizienten
c′l = 〈Al|Bdes(ϕ)〉ϕ = cl · b. (4.28)
Anschaulich besagt (4.28), daß Bdes in eine Fourier-Reihe entwickelt
wird und die dort auftretenden Koeffizienten c′l direkt zur Gewich-
tung der einzelnen Multipole Ψ′l verwendet werden. Die Berechnung
der Koeffizienten nimmt damit keinerlei Bezug auf die Baugro¨ße
der Multipol-Arrays und hat keinen Einfluß auf die Bandbreite des
Beamformers: Die U¨bereinstimmung des erzeugten Beampatterns
mit der vorgegebenen Winkelfunktion Bdes(ϕ) ist bei niedrigen Fre-
quenzen implizit gewa¨hrleistet, solange k1,2 ·max{d, d1, d2} ≪ 1 ist.
Bis zu welcher Frequenz die Richtcharakteristik (hinreichend) un-
vera¨ndert bleibt, ha¨ngt von der geometrischen Ausdehnung (=Gro¨ße)
des Mikrofonarrays ab: Je kleiner diese ist, desto ho¨her liegen die Fre-
quenzen, bei denen es zu Betragseinbru¨chen und gradueller Ausbil-
dung von Aliasing kommt (siehe Beispiel in Abschnitt 4.4.2).
Zur Realisierung eines Beamformers nach diesem Prinzip ist es er-
forderlich, sa¨mtliche Multipol-Geometrien zur Realisierung der ver-
wendeten Winkelmoden gleichzeitig verfu¨gbar zu haben. Dazu eignet
sich insbesondere ein in der x-y-Ebene liegendes ringfo¨rmiges Array,
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Bild 4.12: Ringarray-Geometrie mit 17 Sensoren zur Realisierung
der Winkelmoden A0, . . . , A6 (nullte bis dritte Ordnung). Farbig
markiert: (a) Quadrupole (A3/A4), (b) Hexapole (A5/A6).
aus dem die fu¨r jeden Multipol jeweils erforderlichen Sensoren als
Sub-Array ausgewa¨hlt und verwendet werden ko¨nnen. Mehrfachver-
wendung von Sensoren hilft dabei, deren Gesamtanzahl gering zu
halten. Bild 4.12 zeigt das Beispiel eines Ringarrays mit 17 Sensoren,
in dem orthogonale Multipole der Ordnungen 0 bis 3 enthalten sind.
Bild 4.13 zeigt den Aufbau des Multipol-Beamformers.
4.3.2 Betrags- und Phasenkorrektur
Bei den in Abschnitt 4.2 wird die Frequenzunabha¨ngigkeit durch
Terme der Form (c/iω)n erreicht, welche den Betragsgang des jewei-
ligen differentiellen Arrays kompensieren. Darin bewirkt der Teil-
term (1/iω)n eine n-fache Integration u¨ber die Zeit, welche sich
in sowohl im Zeit- als auch im Frequenzbereich durchfu¨hren la¨ßt.
Wa¨hrend diese im Frequenzbereich eine schlichte Multiplikation des
k-ten Frequenz-Anteils fk mit 1/(2πifk) bedeutet, muß im Zeitbe-
reich ein passendes zeitdiskretes Filter entworfen werden. Ein solches
Filter ist jedoch typischerweise mit einer von Null verschiedenen Si-
gnallaufzeit (Gruppenlaufzeit) τ behaftet, so daß jede Integration
zusa¨tzlich eine Phasendrehung (e−iωτ ) mit sich bringt. Fu¨r eine kor-
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òdt òdt
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c 2´
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y
1/iw
Bild 4.13: Schaltschema eines Multipol-Beamformers bei Verwen-
dung idealer Integratoren (H(ω) = 1/iω) (Monopol, zwei Dipole,
zwei Quadrupole). Koeffizienten: c′l nach Gl. (4.28); g0 = 1/
√
2π,
g1 = c/2d
√
π, g2 = c
2/2d1d2
√
π.
rekte phasenrichtige U¨berlagerung mehrerer Multipol-Beampattern
nach Gl. (4.27) bzw. (4.23) muß diese Laufzeit kompensiert werden
(siehe hierzu auch Abschnitt 5.4.1). Hierzu bietet es sich an, in die
integratorfreien Signalpfade Laufzeitfilter einzubauen: Diese machen
die Phasendrehung der integrierten Signale zwar nicht ru¨ckga¨ngig,
jedoch werden die nicht-integrierten Signale den integrierten
”
hinter-
hergedreht“, so daß eine phasengleiche U¨berlagerung erfolgen kann.
Hierzu ein Beispiel: Das Integrator-Filter
HRdt(z) =
TS
z − (1− ǫ) (ǫ > 0) (4.29)
besitzt eine Laufzeit von τ = 1/2. Diese kann mit Fractional-Delay-
Filtern der Laufzeit α = τ = 1/2 ausgeglichen werden (Bild 4.14).
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Bild 4.14: Schaltschema des Multipol-Beamformers bei Verwen-
dung des zeitdiskreten Integrators nach Gl. (4.29): Zu Integratoren
parallele Signalpfade sind mit FD-Filtern gleicher Laufzeit (τ = 1/2)
ausgestattet. Zu den Koeffizienten g0, g1 und g2 siehe Bild 4.13.
4.3.3 U¨berlagerung mehrerer Multipole
In den bisherigen Betrachtungen haben wir den in den Multipol-
Beampattern in Abschnitt 4.2 auftretenden Phasenterm e−ik·r0 igno-
riert bzw. durch die Wahl von r0 = 0 zu 1 gemacht, so daß er keine
Auswirkung zeigt. Daß diese Vorgehensweise sinnvoll ist, zeigt eine
kurze, exemplarische Modellrechnung: Wir betrachten zwei Dipole,
die in einem Winkel von 90◦ zueinander stehen. Durch Linearkom-
bination dieser beiden kann nun ein Dipol-Beampattern beliebiger
Orientierung erzeugt werden; wir gewichten beide mit 1/
√
2, so daß
sich ein um 45◦ rotierter Dipol in Richtung der ersten Winkelhal-
bierenden ergibt. Bild 4.15 zeigt nun das Gesamt-Beampattern, das
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Bild 4.15: U¨berlagerung zweier Dipole: (A1(ϕ) + A2(ϕ))/
√
2 mit
d = 1 cm. (a) Nicht-zentrierte Dipole, (b) zentrierte Dipole.
entsteht, wenn beide Dipole je einen Sensor im Ursprung besitzen
(Bild 4.15(a)) und dasjenige, das zwei Dipole erzeugen, die mittig
um den Ursprung angordnet, d.h. auf dem Ursprung zentriert sind
(Bild 4.15(b)). Wie sich zeigt, ist das Verhalten der nicht-zentrierten
Dipole in (a) zu hohen Frequenzen a¨ußerst unvorteilhaft, da die
Dipol-Charakteristik vollsta¨ndig verloren geht; bei den zentrierten
Dipolen (b) ist das nicht der Fall. Dieser Unterschied ru¨hrt von dem
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Phasenfaktor e−ik·r0 her:
Bgesamt(k) =
1√
2π
· { sinϕ · e−idk·ey + cosϕ · e−idk·ex}
=
1√
2π
·
{
sinϕ+ cosϕ · e−idk·(ex−ey)
}
· e−idk·ey
Beim Cosinus-Term in der geschweiften Klammer steht ein frequenz-
und richtungsabha¨ngiger Exponentialterm (Unterstreichung), der den
Differenzvektor der Mitten der beiden Dipole (d · (ex − ey)) entha¨lt.
Dieser Term sorgt fu¨r die heftigen Verformungen des Beampatterns
(Verlust der ausgepra¨gten Dipol-Keulen, Phasenfluktuation, siehe
Bild 4.15(a)). Um dies zu verhindern, ist es daher sinnvoll, alle an
einer Reihenentwicklung beteiligten Multipole um dasselbe r0 aufzu-
bauen, also ausschließlich zentrierte Multipole zu verwenden. In die-
sem Fall ist der Phasenfaktor e−ik·r0 in allen Multipol-Beampattern
gleich und kann ausgeklammert und ignoriert werden.
4.4 Das Heptapol-Array
Die Betrachtungen zu den Multipol-Arrays haben gezeigt, daß die
Bandbreite der einzelnen Multipole und also auch des Multipol-
x
y
d
p1
p2p3
p4
p5 p6
p0
Bild 4.16: Heptapol-Geometrie mit sieben Sensoren.
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Beamformers umso gro¨ßer ist, je kleiner die Ausdehnung der Sen-
sorgeometrie ist. Wir wollen daher an dieser Stelle eine Geome-
trie vorstellen, die sehr kompakt realisiert werden kann: Die Hep-
tapol -Geometrie (Bild 4.16). Diese entha¨lt folgende zentrierte Mul-
tipole: Einen Monopol, drei Dipole, drei Quadrupole, einen Hexa-
pol und einen Pseudo-Monopol. Diesen ordnen wir die Beampattern
Ψ′0, . . . ,Ψ
′
7 zu und definieren die Funktionen f0, . . . , f7 wie folgt:
Monopol und Pseudo-Monopol (vgl. (4.16), (4.19)):
Ψ′0 = p0/
√
2π = f0(ϕ) :=
1√
2π
, (4.30)
Ψ′0 =
−6p0 + p1 + p2 + p3 + p4 + p5 + p6
3d2
√
2π/2
·
( c
iω
)2
≈ f0(ϕ) := 1√
2π
.
(4.31)
Dipole (vgl. (4.11)):
Ψ′1 =
p1 − p4
2d
√
π
· c
iω
≈ f1(ϕ) := cos(ϕ)√
π
,
Ψ′2 =
p2 − p5
2d
√
π
· c
iω
≈ f2(ϕ) := cos(ϕ− π/3)√
π
, (4.32)
Ψ′3 =
p6 − p3
2d
√
π
· c
iω
≈ f3(ϕ) := cos(ϕ+ π/3)√
π
.
Quadrupole (vgl. (4.12)):
Ψ′4 =
p2 − p3 + p5 − p6
d2
√
3π/2
·
( c
iω
)2
≈ f4(ϕ) := sin(2ϕ)√
π
,
Ψ′5 =
p3 − p4 + p6 − p1
d2
√
3π/2
·
( c
iω
)2
≈ f5(ϕ) := sin(2(ϕ− π/3))√
π
, (4.33)
Ψ′6 =
p1 − p2 + p4 − p5
d2
√
3π/2
·
( c
iω
)2
≈ f6(ϕ) := sin(2(ϕ+ π/3))√
π
.
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Hexapol (vgl. (4.15)):
Ψ′7 = 4 ·
p1 − p2 + p3 − p4 + p5 − p6
d3
√
π
·
( c
iω
)3
≈ f7(ϕ) := cos(3ϕ)√
π
.
(4.34)
Wu¨rden die in Gl. (4.30)–(4.34) definierten Funktionen f(ϕ) paar-
weise eine Orthogonalita¨tsrelation 〈fl|fl′〉ϕ = δll′ erfu¨llen, so ko¨nnte
man mit Ψ′0, . . . ,Ψ
′
7 eine Beampattern-Reihenentwicklung nach Gl.
(4.27) und (4.28) durchfu¨hren. Dies ist jedoch nicht der Fall: Die drei
Dipole (4.32) sowie die drei Quadrupole (4.33) sind jeweils unter-
einander linear abha¨ngig. Die in (4.28) beschriebenen Koeffizienten
ko¨nnen also nicht direkt verwendet werden.
4.4.1 Symmetrische Reihenentwicklung
Zur Gewinnung der Beamformer-Koeffizienten kann eine Orthogona-
lisierung der nicht-orthogonalen Basisfunktionen durchgefu¨hrt wer-
den. Da die Dipole Ψ′1,Ψ
′
2,Ψ
′
3 lediglich untereinander linear abha¨ngig
sind, zu allen anderen Beampattern jedoch orthogonal, genu¨gt es, die
Dipole untereinander zu orthogonalisieren. Dasselbe gilt fu¨r die drei
Quadrupole Ψ′4,Ψ
′
5,Ψ
′
6. Hierzu bieten sich unmittelbar zwei Vorge-
hensweisen an, die exemplarisch anhand des Dipol-Tripletts disku-
tiert werden sollen:
1. Gram-Schmidt-Orthogonalisierung. Von den drei Dipolen
wird einer verworfen (Ψ′3); von den beiden u¨brigen wird nun Ψ
′
1
beibehalten und von Ψ′2 dessen Projektion auf Ψ
′
1 abgezogen, so
daß das Resultat zu Ψ′1 orthogonal wird. Anders ausgedru¨ckt wird
aus Ψ′1 und Ψ
′
2 eine Linearkombination Ψ
′
1⊥GS gebildet, die zu Ψ
′
1
orthogonal ist. Fordert man zusa¨tzlich Normiertheit, so findet man
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Bild 4.17: Orthogonales Dipol-Paar nach dem Gram-Schmidt-
Verfahren: (a) Ψ′1⊥GS nach Gl. (4.35); (b) Ψ
′
1 nach Gl. (4.36).
das orthogonale Dipol-Paar
Ψ′1⊥GS =
2Ψ′2 −Ψ′1√
3
←→ A1(ϕ) = sinϕ√
π
(4.35)
Ψ′1 ←→ A2(ϕ) =
cosϕ√
π
, (4.36)
mit 〈Ψ′1|Ψ′1⊥GS〉F = 0 und b2 〈Ψ′1|Ψ′1〉F = b2 〈Ψ′1⊥GS |Ψ′1⊥GS〉F = 1.
Die Beampattern sind in Bild 4.17 dargestellt (d = 1 cm).
2. Asymmetrische Orthogonalisierung. Bei diesem Verfahren
werden alle drei Dipole verwendet: Ψ′1 wird beibehalten und aus Ψ
′
2
und Ψ′3 eine dazu orthogonale, normierte Linearkombination gebil-
det. Das Resultat lautet
Ψ′1⊥A =
Ψ′2 −Ψ′3√
3
←→ A1(ϕ) = sinϕ√
π
(4.37)
Ψ′1 ←→ A2(ϕ) =
cosϕ√
π
, (4.38)
mit 〈Ψ′1|Ψ′1⊥A〉F = 0 und b2 〈Ψ′1|Ψ′1〉F = b2 〈Ψ′1⊥A|Ψ′1⊥A〉F = 1 (sie-
he Bild 4.18 mit d = 1 cm). Beide Verfahren ko¨nnen genauso mit
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Bild 4.18: Orthogonales Dipol-Paar nach dem asymmetrischen Ver-
fahren:(a) Ψ′1⊥A nach Gl. (4.37); (b) Ψ
′
1 nach Gl. (4.38).
permutierten Indizes 1, 2, 3 angesetzt werden, wobei sich die Form
von Ψ′1⊥GS und Ψ
′
1⊥A geringfu¨gig a¨ndern kann (Vorzeichen). Ent-
sprechend lassen sich orthogonale Quadrupol-Paare finden, mit de-
nen Beamforming nach der in Abschnitt 4.3 beschriebenen Methode
mo¨glich ist (verwendbare Moden: A0, A1, A2, A3, A4 und A6). Dabei
zeigt sich, daß beide Orthogonalisierungen bei niedrigen Frequenzen
(d.h. kd ≪ 1) zwar identische Resultate liefern, zu hohen Frequen-
zen sich jedoch teils drastische Unterschiede zwischen den Dipolen
beider Paare herausbilden (Bild 4.17 und 4.18). Dies liegt daran,
daß beide Verfahren einen Dipol (Ψ′1) ga¨nzlich unvera¨ndert lassen
und dann einen dazu orthogonalen Gegenpart Ψ′1⊥ bilden, der stel-
lenweise ein zu Ψ′1 stark unterschiedliches Frequenz- und Aliasing-
Verhalten zeigt. Dies fu¨hrt bei der Darstellung eines Dipols beliebiger
Orientierung zu je nach Winkel unterschiedlich asymmetrischen Er-
gebnissen (Beispiele in Bild 4.20(a)+(b)). Entsprechende Asymme-
trien treten folglich auch bei der Realisierung von Soll-Beampattern
mit starkem Dipol-Anteil auf. Dieser Effekt, der von der asymmetri-
schen Nutzung der drei Dipole herru¨hrt, kann mit Hilfe der folgenden
symmetrischen Koeffizienten vermieden werden.
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Symmetrische Koeffizienten. Fu¨r den hier vorliegenden Fall
in gleichma¨ßigen Winkelabsta¨nden gegeneinander rotierter, nicht-
orthogonaler Winkelmoden lassen sich sehr einfache Entwicklungsko-
effizienten finden, die jede der Winkelmoden gleich behandeln und in-
dividuell gewichten. Eine formale Darstellung des zugrundeliegenden
Additionstheorems findet sich in Anhang A.5, Seite 253. Zu den dort
eingefu¨hrten nicht-orthogonalen Winkelmoden gLn,l korrespondieren
die obenstehenden Beampattern des Heptapol-Arrays (Gl. (4.30)–
(4.34)) wie in Tabelle 4.1 aufgefu¨hrt. Da sie sich sa¨mtlich durch die
dort angegebenen Parameter in die nicht-orthogonalen Winkelmoden
gLn,l u¨berfu¨hren lassen, gilt fu¨r den Heptapol die Reihenentwicklung
nach Gl. (A.21) und (A.22) und es ist folglich bei der Berechnung der
Koeffizienten fu¨r Dipole und Quadrupole ein Faktor 23 zu beru¨cksich-
tigen, wa¨hrend sich Monopol- und Hexapol-Koeffizient als gewo¨hn-
liche Fourier-Koeffizienten berechnen.
m Ψ′m fm(ϕ) = g
L
n,l n l L σn,l ηn
0 Ψ′0(k) ≈ f0(ϕ) 1√2π 0 – – – –
D
ip
ol
e
1 Ψ′1(k) ≈ f1(ϕ) cos(ϕ)√π 1 0 3 +1 1
2 Ψ′2(k) ≈ f2(ϕ) cos(ϕ−π/3)√π 1 2 3 −1 1
3 Ψ′3(k) ≈ f3(ϕ) cos(ϕ+π/3)√π 1 1 3 +1 1
Q
u
ad
ru
p
ol
e 4 Ψ′4(k) ≈ f4(ϕ) sin(2ϕ)√π 2 0 3 +1 0
5 Ψ′5(k) ≈ f5(ϕ) sin(2(ϕ−π/3))√π 2 1 3 −1 0
6 Ψ′6(k) ≈ f6(ϕ) sin(2(ϕ+π/3))√π 2 2 3 +1 0
7 Ψ′7(k) ≈ f7(ϕ) cos(3ϕ)√π 3 0 2 +1 1
Tabelle 4.1: Korrespondenz der Multipole des Heptapol-Arrays mit
den nichtorthogonalen Moden gLn,l (Definition siehe Gl. (A.20)).
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Bild 4.19: Mit den symmetrischen Koeffizienten gebildete Dipole.
Man beachte, daß beide Dipole nach (4.40) Linearkombinationen al-
ler drei im Heptapol-Array vorhandenen Dipole Ψ′1, Ψ
′
2 und Ψ
′
3 sind.
Die Reihenentwicklung nimmt daher die Form an:
Bapprox(k, ϕ) =
7∑
l=0
c′l ·Ψ′l(k, ϕ), (4.39)
mit den Koeffizienten
c′l =

2
3 · 〈fl|Bdes〉ϕ fu¨r l = 1, . . . , 6,
〈fl|Bdes〉ϕ fu¨r l = 0, 7.
(4.40)
Diese Form der Reihenentwicklung bedeutet insbesondere, daß ein
Dipol, gleich welcher Orientierung (also auch ein Dipol in Richtung
der x- oder y-Achse), beim Beamforming durch eine Linearkombi-
nation aus mindestens zwei der vorhandenen drei Dipol-Beamformer
dargestellt wird (siehe Bild 4.19, d = 1 cm). Die gleiche Aussage
gilt fu¨r die Darstellung eines beliebigen Quadrupols durch die drei
Quadrupole des Heptapols.
Durch die symmetrische Nutzung der Freiheitsgrade und somit der
Geometrie des Heptapols entsteht ein insgesamt konstanteres Ver-
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Bild 4.20: Dipol-Beamformer mit (a) Gram-Schmidt-Orthogonali-
sierung, (b) asymmetrischer Orthogonalisierung und (c) symmetri-
schen Koeffizienten. Vergleich der Realisierung eines Dipols in Rich-
tung der ersten (oben) und zweiten Winkelhalbierenden (unten).
halten des Beamformers bezu¨glich der Rotation u¨ber 360◦. Bild 4.20
zeigt dies an einem weiteren Beispiel: Hier werden zum Vergleich
Dipole in Richtung der ersten und zweiten Winkelhalbierenden mit
der Gram-Schmidt-Orthogonalisierung, mit der asymmetrischen Or-
thogonalisierung und mit den symmetrischen Koeffizienten erzeugt.
Man vergleiche diese mit Bild 4.17, 4.18 und 4.19.
4.4.2 Beispiel
Wir wollen nun zur Illustration ein Soll-Beampattern mit dem Hep-
tapol realisieren. Als Radius wa¨hlen wir d = 1 cm. Bild 4.21 zeigt
einige mo¨gliche Varianten; wir entscheiden uns hier fu¨r die Vari-
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Bild 4.21: Alternative Soll-Beampattern (rot) und deren Fourier-
Entwicklung nach den im Heptapol vorhandenen Moden (blau). (a)
Rechteck-, (b) cos2- und (c) Dreiecks-Form. Variante (c) besitzt die
kleinsten Nebenkeulen und wird deshalb in den Beispielen verwendet
(Bild 4.22 und 4.23). Durchgezogen: ϕ0 = 0; gestrichelt: ϕ0 = 30
◦.
ante (c), da diese die kleinsten Nebenkeulen aufweist. Diese Drei-
ecksform ist in der bevorzugten Empfangsrichtung ϕ0 per Definition
gleich 1 und fa¨llt nach beiden Seiten linear mit dem Winkel ab. Der
Wert Null wird in ±79◦ Abstand von der bevorzugten Empfangs-
richtung erreicht; außerhalb dieses Bereiches ist Bdes konstant Null:
Bdes(ϕ) =
 1− |ϕ− ϕ0|/∆ϕ fu¨r |ϕ− ϕ0| ≤ ∆ϕ0 fu¨r |ϕ− ϕ0| > ∆ϕ (4.41)
mit ∆ϕ = 79◦. Bild 4.21(c) zeigt die Fourier-Entwicklung dieses
Soll-Beampatterns (blau), die zugleich das von der Reihenentwick-
lung nach Gl. (4.39) und (4.40) erreichte Beampattern im Grenzfall
k → 0 darstellt. Gezeigt wird das Beispiel fu¨r ϕ0 = 0 und ϕ0 = 30◦.
Letzerer Fall ist mit Bedacht gewa¨hlt: Bei ϕ0 = 30
◦ ist das Soll-
Beampattern orthogonal zu dem einzigen vorhandenen Hexapol und
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Bild 4.22: Entwicklung des Beampatterns nach Gl. (4.41)
(Bild 4.21(c)) mit dem Multipol-Beamformer nach Gl. (4.39)/(4.40).
Als Monopol wurde der gewo¨hnliche Monopol nach Gl. (4.30) ver-
wendet. (a) ϕ0 = 0
◦; (b) ϕ0 = 30◦.
wird daher effektiv nur bis zur zweiten Ordnung (Quadrupole) ent-
wickelt. Dies erkla¨rt auch den Unterschied der Gu¨te der jeweils bei-
den Reihenentwicklungen in Bild 4.21(a)–(c): Wa¨re ein zweiter, zu
Ψ′7 orthogonaler Hexapol vorhanden, so wa¨re die Gestalt des resul-
tierenden Beampatterns fu¨r ϕ0 = 30
◦ bis auf die Rotation identisch
mit derjenigen fu¨r ϕ0 = 0.
Bild 4.22 zeigt das Resultat des Beamformings unter Verwendung
des gewo¨hnlichen Monopols (4.30); in Bild 4.23 wurde stattdessen
der Pseudo-Monopol (4.31) eingesetzt. Es ist erkennbar, daß letzterer
aufgrund des Betragseinbruches zu hohen Frequenzen hin gu¨nstiger
ist als der ein-Sensor-Monopol, da auch die u¨brigen Multipole eine
a¨hnliche Frequenzabha¨ngigkeit besitzen und somit das Beampattern
- wenngleich im Ganzen schwa¨cher werdend - in seiner Form u¨ber der
Frequenz besser erhalten bleibt. Der Pseudo-Monopol bietet auch in
drei Raumdimensionen einen Vorteil, der im folgenden Abschnitt
kurz gezeigt werden soll.
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Bild 4.23: Wie Bild 4.22, jedoch mit dem Pseudo-Monopol (4.31)
anstelle des gewo¨hnlichen. (a) ϕ0 = 0
◦; (b) ϕ0 = 30◦.
4.5 Betrachtung in drei
Raumdimensionen
Hier nun wollen wir uns dem Verhalten des bis hierher ausschließlich
zweidimensional betrachteten Multipol-Beamformers in drei Dimen-
sionen zuwenden. Dazu betrachten wir zuna¨chst die Beampattern der
bereits bekannten (ebenen) Multipole und gehen dann zu einer For-
mulierung mit Hilfe von Kugelfla¨chenfunktionen u¨ber.
4.5.1 Kugelkoordinaten und Richtungswinkel
Zur die Darstellung des Wellenvektors k dienen nun die Kugelkoor-
dinaten (ϑ, ϕ) sowie die drei Richtungswinkel (φx, φy, φz), welche die
Einfallsrichtung mit den drei Koordinatenachsen einschließt:
k = −k ·
 sinϑ cosϕsinϑ sinϕ
cosϑ
 = −k ·
 cosφxcosφy
cosφz
 . (4.42)
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Dabei gilt fu¨r die Kugelkoordinaten 0 ≤ ϑ ≤ π und −π ≤ ϕ ≤ π
sowie fu¨r die Richtungswinkel 0 ≤ φx,y,z ≤ π. Das negative Vorzei-
chen bedeutet wiederum, daß die durch k beschriebene Welle aus der
durch die jeweiligenWinkel bezeichneten Richtung einfa¨llt.
4.5.2 Beampattern zweidimensionaler Multipole
Das Beampattern des Monopols mit einem Mikrofon ist richtungs-
unabha¨ngig und entspricht daher in der dreidimensionalen Polardar-
stellung einer Kugel (siehe Bild 4.24(a)). Zur Betrachtung der u¨bri-
gen ebenen Multipole aus Abschnitt 4.2 greifen wir auf die dreidi-
mensionale Formulierung des allgemeinen 2N -Multipols zuru¨ck, den
wir in Abschnitt 4.2.9 bereits in zwei Dimensionen diskutiert haben.
Der gerade, cosinusfo¨rmige Multipol N -ter Ordnung mit 2N Mikro-
fonen (Bild 4.10(a)) besitzt in drei Raumdimensionen das Beam-
pattern
Ψˆ2N (k) =
2N (N − 1)!
4dN
·
( c
iω
)N
·
2N∑
n=1
(−1)n pn
kd≪1≈ sinN ϑ · cosNϕ (4.43)
(zur Herleitung siehe Anhang A.4, Seite 249). Der Unterschied zur
zweidimensionalen Formulierung besteht einzig in einem zusa¨tzlichen
Faktor sinN ϑ. Das gleiche gilt fu¨r den ungeraden, sinusfo¨rmigen 2N -
Multipol (Bild 4.10(b)), so daß sich die dreidimensionalen Beam-
pattern von Dipol, Quadrupol usw. durch Hinzufu¨gen eines sinN ϑ-
Termes entsprechend der jeweiligen Multipol-Ordnung ergeben. Wir
erhalten somit fu¨r den Dipol entlang der y-Achse (Gl. (4.11)) als un-
geraden Multipol der Ordnung N = 1 das dreidimensionale Beam-
pattern
Ψ3-Ddip(k)
kd≪1≈ 1√
π
· sinϑ sinϕ · e−ik·r0 . (4.44)
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(a) (b)
(c) (d)
Bild 4.24: Beampattern der bekannten Multipole in drei Dimensio-
nen bei tiefen Frequenzen (kd≪ 1). (a) Monopol; (b) Dipol; (c) Qua-
drupol (rechteckig); (d) Hexapol. Die schwarze Kontur markiert das
zweidimensionale Beampattern in der x-y-Ebene.
Dieses Resultat wird unmittelbar anschaulich, wenn wir aufgrund
von (4.42) sinϑ sinϕ durch cosφy ersetzen: Das Beampattern lau-
tet dann Ψ3-Ddip(k) ≈ cosφy/
√
π und ist somit rein von dem Winkel
zwischen y-Achse und der Einfallsrichtung abha¨ngig, was genau der
Rotationssysmmetrie dieses Dipols entspricht (siehe Bild 4.24(b)).
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(c)
(a) (b)
(d) p
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Bild 4.25: Beampattern der bekannten Multipole in drei Dimensio-
nen bei tiefen Frequenzen (kd≪ 1). (a) Pseudo-Monopol; (b) rhom-
bischer Quadrupol; (c) Quadrupol mit zentralem Sensor (Pentupol);
(d) Kugelfla¨chen-Beamformer Ψ2,1 (siehe Abschnitt 4.5.3).
Nach dem gleichen Prinzip lassen sich die Beampattern der Dipole
in x- und z-Richtung berechnen und interpretieren: Aufgrund der
jeweiligen Rotationssymmetrie folgt fu¨r den Dipol in x-Richtung die
Form cosφx = sinϑ cosϕ, wa¨hrend derjenige in z-Richtung die Form
cosφz = cosϑ annimmt [50].
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Beim Quadrupol in der x-y-Ebene (Gl. (4.12)) ergibt sich, da es sich
hierbei um einen Multipol zweiter Ordnung handelt, die Form:
Ψ3-Dquad(k)
kd1,2≪1≈ 1√
π
· sin2 ϑ sin 2ϕ · e−ik·r0 .
Dieses Resultat erha¨lt man alternativ auch durch die Betrachtung
des Quadrupols als Dipol in x-Richtung, dessen Mikrofone durch Di-
pole in y-Richtung gebildet werden (bzw. umgekehrt): Dieser Ansatz
fu¨hrt auf die multiplikative Verknu¨pfung des x-Dipols (Beampattern:
∝ cosφx) mit einem y-Dipol (Beampattern:∝ cosφy) [50]: Mit (4.42)
folgt cosφx cosφy = sin
2 ϑ cosϕ sinϕ = 12 sin
2 ϑ sin 2ϕ. Das Beam-
pattern ist in Bild 4.24(c) dargestellt. Der Hexapol nach Gl. (4.15)
geht im Dreidimensionalen in die Form
Ψ3-Dhex(k)
kd≪1≈ 1√
π
· sin3 ϑ cos 3ϕ · e−ik·r0
u¨ber [50] (siehe Bild 4.24(d)). Fu¨r den Pseudo-Monopol (Gl. (4.17))
ergibt sich bei dreidimensionaler Betrachtung ein Faktor sin2 ϑ:
Ψpseudo,2N+1(k)
kd≪1≈ 1√
2π
· sin2 ϑ · e−ik·r0 .
Bei kleinen Frequenzen (kd ≪ 1) ist das Verhalten der Pseudo-
Multipole fu¨r N = 2, 3, . . . daher auch in drei Dimensionen identisch
(Bild 4.25(a)). Auch beim rhombischen Quadrupol (4.13) tritt ein
Faktor sin2 ϑ auf (Bild 4.25(b)). Der Pentupol (4.14) ist eine U¨ber-
lagerung aus rhombischem Quadrupol und Monopol und ist deshalb
in ±z-Richtung nicht Null (Bild 4.25(c)).
Bild 4.26 zeigt die dreidimensionale Charakteristik des Heptapol-
Beamformers bei Realisierung des vorstehend in Abschnitt 4.4.2 be-
schriebenen Beispiels (ϕ0 = 0
◦) mit (a) dem gewo¨hnlichen und (b)
dem Pseudo-Monopol. Da außer dem Monopol (und dem Pentu-
pol) alle ebenen Multipole eine Nullstelle in +z- und −z-Richtung
besitzen, ist der Multipol-Beamformer grundsa¨tzlich fu¨r Schall aus
diesen Richtungen unempfindlich, wenn anstelle des gewo¨hnlichen
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(a) (b)
Bild 4.26: Beampattern in drei Dimensionen fu¨r den Fall ϕ0 = 0
◦
des in Abschnitt 4.4.2 diskutierten Beispiels, (a) unter Verwendung
des gewo¨hnlichen Monopols (vgl. Bild 4.22(a)); (b) mit Pseudo-
Monopol (vgl. Bild 4.23(a)).
Monopols ein Pseudo-Monopol verwendet wird. Umgekehrt kommt
es bei einem gewo¨hnlichen Monopol dazu, daß, wenn mit Anna¨he-
rung der Einfallsrichtung an die positive bzw. negative z-Achse alle
u¨brigen Multipole abklingen, die Richtwirkung weitgehend verloren-
geht.
4.5.3 Approximation von Kugelfla¨chenfunktionen
Das in Abschnitt 4.2 besprochene Prinzip der Multipol-Bildung la¨ßt
sich auch in drei Raumdimensionen fortsetzen. Dazu ist zuna¨chst
die Verallgemeinerung der bis hierher verwendeten Basisfunktionen
(Winkelmoden) auf dieKugelfla¨chenfunktionen Ylm erforderlich. Die-
se sind mit l = 0, 1, 2, . . . undm = −l, . . . ,+l definiert als
Ylm(ϑ, ϕ) =
1√
2π
√
2l + 1
2
· (l −m)!
(l +m)!︸ ︷︷ ︸
Rlm
Plm(cosϑ)e
imϕ, (4.45)
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wobei Plm die zugeordneten Legendre-Polynome sind:
Plm(x) =
(−1)m
2ll!
(1− x2)m2 d
l+m
dxl+m
(x2 − 1)l. (4.46)
Zwischen Ylm und Yl,−m gilt die Beziehung Ylm = (−1)m ·Y ∗l,−m. Die
Kugelfla¨chenfunktionen erfu¨llen bezu¨glich des Skalarproduktes
〈f(ϑ, ϕ)|g(ϑ, ϕ)〉 =
∫ π
−π
∫ π
0
f∗(ϑ, ϕ) · g(ϑ, ϕ) · sinϑdϑ dϕ (4.47)
die Orthogonalita¨tsrelation 〈Ylm|Yl′m′〉 = δll′δmm′ . Sie bilden außer-
dem ein vollsta¨ndiges Funktionensystem auf dem Interval [0;π ] ×
[−π;π ]. Zur Darstellung einer beliebigen Kugelfla¨chenfunktion durch
Multipol-Arrays schreiben wir die zugeordneten Legendre-Polynome
(4.46) um: Mit dem Argument cosϑ werden diese zu
Plm(cosϑ) = sin
m ϑ · (−1)
m
2ll!
· d
l+m
d(cosϑ)l+m
(cos2 ϑ− 1)l︸ ︷︷ ︸
Qlm(cosϑ)
(4.48)
= sinm ϑ ·Qlm(cosϑ). (4.49)
Der Teilterm Qlm ist ein Polynom in cosϑ, das entweder ausschließ-
lich gerade Potenzen (0, 2, 4, . . . ) oder ausschließlich ungerade Poten-
zen (1, 3, . . . ) von cosϑ entha¨lt. Wir definieren fu¨rm ≥ 0
X ′m(ϑ, ϕ) = sin
m ϑ cosmϕ,
X ′′m(ϑ, ϕ) = sin
m ϑ sinmϕ
(4.50)
und schreiben damit die Kugelfla¨chenfunktionen wie folgt um:
Ylm(ϑ, ϕ) = Rl,m ·Ql,m(cosϑ) · sinm ϑ · eimϕ
= Rl,m ·Ql,m(cosϑ) · (sinm ϑ cosmϕ︸ ︷︷ ︸
X′m(ϑ,ϕ)
+i sinm ϑ sinmϕ︸ ︷︷ ︸
X′′m(ϑ,ϕ)
)
= Rl,m ·Ql,m(cosϑ) · (X ′m(ϑ, ϕ) + iX ′′m(ϑ, ϕ)). (4.51)
Hierbei ist Rlm der in (4.45) markierte Normierungsfaktor. Anhand
der Form (4.51) ko¨nnen wir nun Mikrofonarrays zur Realisierung
einer gegebenen Funktion Ylm konstruieren.
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Erzeugung des Polynoms Qlm. Da dieses Polynom nur von ϑ
und nicht von ϕ abha¨ngt, la¨ßt es sich mit Hilfe eines linearen Arrays
entlang der z-Achse realisieren. Wir betrachten ein Array aus N Mi-
krofonen, die im relativen Abstand a zueinander entlang der z-Achse
symmetrisch zum Punkt (0, 0, zc)
T angeordnet sind:
rn =
 00
zn
 =
 00
zc +
a
2 (N − 1− 2n)

mit n = 0, . . . , N −1. Jeweils zwei benachbarte Mikrofone bilden,
wenn man ihre Signale voneinander abzieht, einen Dipol der Form
cosϑ; insgesamt N − 1 dieser Dipole sind vorhanden. Bildet man
aus zwei solchen benachbarten wiederum Differenzen (=Dipole), so
erha¨lt man N−2 Beampattern der Form cos2 ϑ. Diese Methode kann
bis zur N−1-ten Ordnug fortgesetzt werden, was in summa auf eine
Gewichtung des n-ten Mikrofons mit (−1)n · (N−1n ) hinausla¨uft. Das
resultierende Beampattern hat die Gestalt cosN−1 ϑ:
ΦN (k) =
( c
iωa
)N−1 N−1∑
n=0
(−1)n ·
(
N−1
n
)
· eik(zc+ a2 (N−1−2n)) cosϑ
ka≪1≈ cosN−1 ϑ · eikzc cosϑ. (4.52)
Zur Herleitung siehe Anhang A.6, Seite 255. Eine Anordnung aus
N Mikrofonen kann durch Kaskadierung von Dipolen alle Poten-
zen von cosϑ bis zur Ordnung N − 1 erzeugen. Ist N gerade, so
ko¨nnen die ungeraden Potenzen in zentrierter Form dargestellt wer-
den (das ist wichtig zur Vermeidung eines Phasenversatzes, siehe Ab-
schnitt 4.3.3); istN ungerade, so gelingt dies fu¨r die geraden Ordnun-
gen. Beispiel: Aus 5 Mikrofonen bei z = −2a, −a, 0, a, 2a ko¨nnen Φ1
(Monopol), Φ3 (∝ cos2 ϑ) und Φ5 (∝ cos4 ϑ) gebildet werden. Durch
Linearkombination entstehen dann hieraus all diejenigen Qlm, die
diese Potenzen enthalten (Q40, Q42, Q44, Q31, ...).
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Erzeugung von X ′m und X
′′
m. Wie wir in Abschnitt 4.5.2 gesehen
haben, besitzt der allgemeine gerade 2N -Multipol in der x-y-Ebene
(Gl. (4.43)) im Falle N = m, m > 0 ein Beampattern der Form
sinm ϑ cosmϕ und seine um π/2N rotierte Variante eines, das die
Gestalt sinm ϑ sinmϕ hat (z.B. der Dipol nach Gl. (4.44)). Dies ent-
spricht genau der Definition von X ′m und X
′′
m nach Gl. (4.50). Liegt
der Mittelpunkt (Schwerpunkt) der 2N -Multipole auf der z-Achse
bei zc, so erhaltenX
′
m undX
′′
m je einen Faktor e
ikzc cosϑ.
Konstruktion von Ylm. Jede Kugelfla¨chenfunktion kann nach
Gl. (4.51) in die Funktionen Qlm, X
′
m und X
′′
m sowie den Faktor
Rlm zerlegt werden. Qlm ist vom Grad l−m und kann daher durch
l−m+1 Mikrofone entlang der z-Achse erzeugt werden. Hierzu sind
die erforderlichen Potenzen von cosϑ durch zentrierte Sub-Arrays
mit l−m+1, l−m−1, l−m−3 etc. Mikrofonen zu bilden und den in
Qlm auftretenden Koeffizienten gema¨ß zu gewichten (s.o.). Die Mul-
tiplikation von Qlm mit X
′
m bzw. X
′′
m im Fallm > 0 geschieht, indem
jedes der Mikrofone auf der z-Achse durch einen 2N -Multipol mit
N = m (bzw. dessen um π/2N gedrehte Variante) ersetzt wird, der
in einer Ebene parallel zur x-y-Ebene liegt und dessen Zentrum ge-
nau die Position des jeweils ersetzten Mikrofons ist 10 (wegen X ′0 = 1
und X ′′0 = 0 entfa¨llt dieser Schritt fu¨r m = 0). Damit ko¨nnen zwei
Beamformer Ψ′lm und Ψ
′′
lm konstruiert werden, die fu¨r zc = 0 und
l ≥ m ≥ 0 folgende Approximationen darstellen:
Ψ′lm(k)
ka, kd≪1≈ Rl,m ·Ql,m(cosϑ) ·X ′m(ϑ, ϕ),
Ψ′′lm(k)
ka, kd≪1≈ Rl,m ·Ql,m(cosϑ) ·X ′′m(ϑ, ϕ).
10 Die Verschiebung eines 2N -Multipols in z-Richtung an die Stelle zn erzeugt
lediglich einen Faktor eikzn cosϑ. Werden mehrere solcher 2N -Multipole mit
N = m in z-Richtung
”
gestapelt“ und gewichtet addiert, so ist das Beampat-
tern X′m bzw. X
′′
m ein gemeinsamer Vorfaktor, der ausgeklammert werden
kann. U¨brig bleibt eine Summe, die, entsprechend den Positionen zn = zc +
a
2
(N−1−2n) und den gewa¨hlten Gewichten, das zuvor mit Einzelmikrofonen
entlang der z-Achse gebildete Polynom Qlm ergibt.
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Aus diesen und mit Hilfe der Beziehung Yl,−m = (−1)m ·Y ∗lm ko¨nnen
wir Beamformer zusammensetzen, die Ylm und Yl,−m erzeugen:
Ψlm = Ψ
′
lm(k) + iΨ
′′
lm(k)
ka, kd≪1≈ Ylm(ϑ, ϕ),
Ψl,−m = (−1)m · ( Ψ′lm(k)− iΨ′′lm(k))
ka, kd≪1≈ Yl,−m(ϑ, ϕ).
Aus Ψlm und Ψl,−m ko¨nnen Ψ′lm und Ψ
′′
lm anhand von
Ψ′lm =
1
2
(Ψlm + (−1)mΨl,−m),
Ψ′′lm =
1
2i
(Ψlm − (−1)mΨl,−m)
zuru¨ckgewonnen werden. Zur Realisierung von Ψ′l,0 nach dem oben
beschriebenen Verfahren werden l + 1 Mikrofone beno¨tigt; Ψ′lm und
Ψ′′l,m mit l ≥ m > 0 erfordern jeweils 2m(l−m+1) Mikrofone, so daß
Ψlm und Ψl,−m durch einen gemeinsamen Satz von 4m(l −m + 1)
Mikrofonen dargestellt werden ko¨nnen.
Beispiel: Konstruktion von Y21(ϑ, ϕ). Hierzu berechnen wir zu-
na¨chst die beno¨tigten Teilterme:
R2,1 =
√
5
24π
,
Q2,1 = −3 cosϑ,
X ′1 = sinϑ cosϕ,
X ′′1 = sinϑ sinϕ.
Aus diesen ergibt sich direkt die bekannte Form von Y21:
R2,1 ·Q2,1 · (X ′1 + iX ′′1 ) = −
√
15
8π
sinϑ cosϑ eiϕ = Y21(ϑ, ϕ).
X ′1 ist ein Dipol in x-Richtung (cosinusfo¨rmiger 2N -Multipol mit
N = 1), wa¨hrend X ′′1 ein Dipol in y-Richtung ist (sinusfo¨rmiger 2N -
Multipol mit N = 1). Q2,1 ist bis auf einen Faktor ein Dipol in
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z-Richtung. Wir wa¨hlen zur Realisierung von Q2,1 den Mikrofonab-
stand a = 2d, so daß der z-Dipol durch zwei gedachte Mikrofone
bei ±d auf der z-Achse gebildet wird. Ersetzen wir dessen Mikrofo-
ne jeweils durch einen Dipol in x-Richtung und beru¨cksichtigen den
in Q2,1 auftretenden Koeffizienten −3, so erhalten wir vier Mikrofo-
ne an den Positionen r1, . . . , r4 und mit den Gewichten w1, . . . , w4
nach Tabelle 4.2, die einen mit −3 gewichteten Quadrupol in der
x-z-Ebene ergeben. Multiplizieren wir hier noch R2,1 an, so erhalten
wir das Beampattern (pn = e
−ik·rn):
Ψ′2,1(k) = −
√
15
8π
· p1 − p2 − p3 + p4
4d2
·
( c
iω
)2
kd≪1≈ −
√
15
8π
· cosϑ sinϑ cosϕ.
Analog erhalten wir, indem wir im z-Dipol die Mikrofone durch je-
weils einen y-Dipol ersetzen, einen Quadrupol in der y-z-Ebene (Mi-
krofone an den Positionen r5, . . . , r8 nach Tabelle 4.2) mit
Ψ′′2,1(k) = −
√
15
8π
· p5 − p6 − p7 + p8
4d2
·
( c
iω
)2
kd≪1≈ −
√
15
8π
· cosϑ sinϑ sinϕ.
Y2,1 und Y2,−1 lassen sich nun wie folgt zusammensetzen:
Ψ2,1(k) = +Ψ
′
2,1(k) + iΨ
′′
2,1(k)
kd≪1≈ Y2,1(ϑ, ϕ),
Ψ2,−1(k) = −Ψ′2,1(k) + iΨ′′2,1(k)
kd≪1≈ Y2,−1(ϑ, ϕ).
Damit ko¨nnen wir den Beamformer fu¨r Y2,1 wie folgt schreiben:
Ψ2,1(k) = −
√
15
8π
· 1
4d2
·
( c
iω
)2
·
8∑
n=1
wn · pn kd≪1≈ Y2,1(ϑ, ϕ).
Das Beampattern ist in Bild 4.25(d) grafisch dargestellt.
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n xn yn zn wn n xn yn zn wn
1 +d 0 +d +1 5 0 +d +d +i
2 −d 0 +d −1 6 0 −d +d −i
3 +d 0 −d −1 7 0 +d −d −i
4 −d 0 −d +1 8 0 −d −d +i
Tabelle 4.2: Positionen rn = (xn, yn, zn)
T und Gewichte wn der
Mikrofone zur Erzeugung der Kugelfla¨chenfunktion Y21.
Bereits dieses einfache Beispiel zeigt, daß die Erstellung von Mul-
tipolen fu¨r Kugelfla¨chenfunktionen relativ aufwa¨ndig ist. Eine se-
parate Publikation behandelt den vollsta¨ndigen dreidimensionalen
Multipol-Satz der Ordnungen bis l = 2 mit 19 Mikrofonen [50].
4.5.4 Reihenentwicklung eines Soll-Beampatterns
Die Entwicklung eines gewu¨nschten Beampatterns funktioniert ana-
log dem in Abschnitt 4.3.1 beschriebenen Verfahren: In Schritt 1.
sind die erforderlichen Moden bzw. Arrays Ψlm fu¨r l = 0, 1, . . . , L
undm = −l, . . . , l vorzusehen; die zugeho¨rigen Koeffizienten clm sind
in Schritt 2. anhand des Skalarproduktes (4.47) zu berechnen. Die
Summe in Schritt 3. ist nun eine Doppelsumme u¨ber die Indizes l
und m. Im allgemeinen Fall sind die Koeffizienten clm sa¨mtlich kom-
plex und erfordern daher eine komplexwertige Signalverarbeitung.
Ist das Soll-Beampattern Bsoll jedoch rein reellwertig, so modifiziert
sich der Algorithmus folgendermaßen:
1. Bereitstellung der Arrays Ψlm zur Darstellung der Moden Ylm
bis zur Ordnung L (mit l = 0, . . . , L und m = −l, . . . , l).
2. Berechnung von clm = 〈Ylm|Bsoll〉 fu¨r l = 0, . . . , L und m =
0, . . . , l. Wegen der Beziehung Yl,−m = (−1)m · Y ∗lm und der
Reellwertigkeit von Bsoll gilt cl,−m = (−1)m · c∗lm, so daß cl,−m
nicht eigens berechnet werden muß. cl,0 ist reell.
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3. Superposition der Multipol-Arrays gema¨ß
B(k) =
L∑
l=0
cl,0Ψl,0(k) . . .
+ 2
L∑
l=0
l∑
m=1
Re(clm)Ψ
′
lm(k)− Im(clm)Ψ′′lm(k).
Da an den Arrays Ψ′lm und Ψ
′′
lm reelle Koeffizienten stehen, ist
keine komplexwertige Signalverarbeitung erforderlich.
Da fu¨r jede Ordnung l jeweils 2l+1 Moden existieren, sind entspre-
chend viele spezielle Multipol-Arrays vorzusehen. Damit gera¨t, wie
bereits an dem oben gezeigten Beispiel deutlich wurde, die analyti-
sche Betrachtung der zu verwendenden Multipol-Arrays zu einer sehr
aufwa¨ndigen Prozedur. Ein weiteres Problem ist die hohe Anzahl an
Mikrofonen, die die Methode erfordert: Soll sich das Beamforming
nur auf die Ordnungen bis l = 2 erstrecken, so ist die in [50] dis-
kutierte Wu¨rfelgeometrie mit 19 Mikrofonen ausreichend. Sollen je-
doch ho¨here Ordnungen mit einbezogen werden, wird es zunehmend
schwierig, Geometrien zu finden, die durch a¨hnlich geschickte Mehr-
fachnutzung mit einer vertretbar geringen Anzahl an Mikrofonen
auskommen. Wir wollen daher kurz einen alternativen Ansatz vor-
stellen, der sich gleichfalls der Kugelfla¨chenfunktionen bedient und
als spha¨risches Beamforming bezeichnet wird.
4.5.5 Spha¨risches Beamforming
Das Konzept des spha¨rischen Beamformings geht von dem theoreti-
schen Konstrukt eines kontinuierlichen Mikrofons mit kugelfo¨rmiger
Apertur aus, auf der jedem Punkt (ϑ, ϕ) eine Gewichtung zugewiesen
werden kann. Eine Betrachtung des Schallfeldes auf einer schallhar-
ten Kugeloberfla¨che mit dem Radius d zeigt, daß das Beampattern B
eines solchen Mikrofons, wenn die Gewichtungsfunktion selbst eine
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Kugelfla¨chenfunktion Ylm ist, sich zu
B(ϑ, ϕ, kd) = 4π il bl(kd) · Ylm(ϑ, ϕ)
berechnet [35]. Dabei sind bl(kd) die sogenannten modalen Koeffizi-
enten
bl(kd) = jl(kd)− j
′
l(kd)
h
(2)
l
′
(kd)
· h(2)l (kd),
in denen jl(kd) die spha¨rischen Besselfunktionen und h
(2)
l (kd) die
spha¨rischen Hankelfunktionen zweiter Art sind (der Strich ′ bezeich-
net die Ableitung nach dem Argument). Im Bereich kd < 1 gehor-
chen die modalen Koeffizienten bl(kd) anna¨hernd einem Potenzge-
setz:
bl(kd) ∝ (kd)l
Man erha¨lt also auch hier durch l-fache Integration frequenzinva-
riante Beampattern der einzelnen Moden Ylm. Diese ko¨nnen dann
nach dem Prinzip der Reihenentwicklung zur Approximation eines
Wunsch-Beampatterns verwendet werden [49, 35]. Da in der Praxis
jedoch nicht mit einem kontinuierlichen, sondern nur mit diskreten
Mikrofonen (Anzahl N) gearbeitet werden kann, ist bei der Wahl
der Mikrofonpositionen (ϑn, ϕn) die diskrete Orthonormalita¨tsbedin-
gung
Alm ·
N−1∑
n=0
Ylm(ϑn, ϕn)Yl′m′(ϑn, ϕn) = δll′δmm′
zu beachten. Die Wahl der Mikrofonposition ist allgemein nicht tri-
vial [35].
Der Ansatz des spha¨rischen Beamformings bietet gegenu¨ber dem
Multipol-Verfahren den Vorteil, daß er aufgrund der direkten Be-
trachtung von Kugelfla¨chenfunktionen als Basisfunktionen keine auf-
wa¨ndige Konstruktion von Beamformern fu¨r die einzelnen Moden
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erfordert. Allerdings verlangt die Festlegung der Mikrofonpositionen
einen gewissen Aufwand, da die Gu¨ltigkeit der diskreten Orthonor-
malita¨tsrelation sichergestellt werden muß11. Beiden Verfahren ge-
mein ist, daß sie auf analytisch explizit darstellbare Basisfunktionen
zuru¨ckgreifen und zu deren Realisierung auf jeweils ganz bestimmte
Sensoranordnungen festgelegt sind.
4.6 Diskussion
Es wurde ein Beamforming-Verfahren vorgestellt, das durch Linear-
kombination von Multipol-Beamformern ein gegebenes Soll-Beam-
pattern anna¨hert: Jeder Multipol-Beamformer stellt ein differenziel-
les Mikrofonarray dar und arbeitet mit einer Anzahl von Mikrofonen,
die mit ±1 gewichtet werden. Bei tiefen Frequenzen besitzen sol-
che Arrays in zwei Dimensionen Beampattern der Form sinnϕ und
cosnϕ; in drei Dimensionen ist mit ihnen die Erzeugung von Beam-
pattern in der Gestalt von Kugelfla¨chenfunktionen mo¨glich. Auf diese
Weise wird ein – bis zu einer gewissen Ordnung – vollsta¨ndiger Satz
an Basis-Funktionen bereitgestellt, nach denen das Soll-Beampattern
entwickelt werden kann. Die Charakteristik eines Multipol-Arrays
n-ter Ordnung ist im Bereich tiefer Frequenzen frequenzinvariant,
wenn sein Ausgangssignal einer n-fachen Zeitintegration unterwor-
fen wird, wodurch der Betragsgang u¨ber der Frequenz ausgeglichen
wird und seine Richtwirkung (theoretisch) bis hinunter zu 0Hz kon-
stant wird (Superdirektivita¨t). Die Integration kann im Frequenz-
bereich oder im Zeitbereich erfolgen; bei Integration im Zeitbereich
ist darauf zu achten, daß eventuell im Integrator entstehende Signal-
laufzeiten auch den dazu parallelen nicht-integrierenden Signalpfa-
den hinzuzufu¨gen sind (z.B. mit Hilfe von Fractional-Delay-Filtern),
11 Prinzipiell la¨ßt sich das Verfahren auch in anderen Koordinatensystemen und
-symmetrien verwenden, vorzugsweise in separablen Koordinatensystemen
wie Kugel- und Zylinderkoordinaten sowie in prolaten und oblaten Koor-
dinaten.
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um Phasenfehler bei der Summation am Beamformer-Ausgang zu
vermeiden.
Liegen beim zweidimensionalen Multipol-Beamformer alle Multipo-
le einer Ordnung in orthogonalen Paaren vor, so sind die Entwick-
lungskoeffizienten identisch mit den Fourier-Koeffizienten der Rei-
hententwicklung einer 2π-periodischen Funktion. Liegen sie hinge-
gen als Multipletts vor, die nicht orthogonal sind, aber gleichma¨ßig
gegeneinander rotiert sind, ko¨nnen anstelle einer Orthogonalisierung
symmetrische Koeffizienten, welche eine Modifikation der Fourier-
Koeffizienten sind, verwendet werden. Dies wurde an einem Bei-
spiel demonstriert (ebenes Heptapolarray mit sieben Mikrofonen).
Dabei wurde außerdem gezeigt, daß die symmetrischen Koeffizien-
ten zu hohen Frequenzen hin (d.h. dort, wo die Na¨herung fu¨r tie-
fe Frequenzen nicht mehr gilt) ein gu¨nstigeres Verhalten des Be-
amformers bewirken als die durch Orthogonalisierung erhaltenen
[51, 52].
Im dreidimensionalen Fall erweist sich der Multipol-Beamformer we-
gen der Vielzahl der bereitzustellenden Moden als analytisch auf-
wa¨ndig. Hinzu kommt, daß bei der multiplikativen Verknu¨pfung der
an jeder Kugelfla¨chen-Mode beteiligten Arrays sich auch die An-
zahl der Mikrofone multipliziert, was den Aufbau eines geeigneten
Arrays sehr kompliziert macht. Das prinzipielle Funktionieren des
Multipol-Ansatzes mit Kugelfla¨chenfunktionen in der analytischen
Darstellung zeigt jedoch, daß das Konzept der durch Zeitintegration
zu gewinnenden Superdirektivita¨t auch in drei Dimensionen gu¨ltig
ist.
Das vorgestellte Multipol-Verfahren setzt gut kalibrierte Mikrofo-
ne voraus, da Abweichungen zwischen den Mikrofonen die einzelnen
Multipol-Beampattern beeinflussen und zu Phasen- und Betragsfeh-
lern fu¨hren ko¨nnen. Dafu¨r jedoch bietet es den Vorteil, numerisch
relativ leicht in der Handhabung zu sein. Die fu¨r die Superdirekti-
vita¨t erforderliche n-fache Integration erlegt dem Verfahren jedoch
die Einschra¨nkung auf, daß nicht beliebig hohe Ordnungen benutzt
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werden ko¨nnen: Der Term 1/(iω)n fu¨hrt bei tiefen Frequenzen zuneh-
mend zu hohen Versta¨rkungen, die eine Verschlechterung des Signal-
Rausch-Abstandes sowie Probleme mit der Aussteuerung (und ggf.
sogar mit der Stabilita¨t) der Filter mit sich bringen ko¨nnen. Diese
Effekte sind in den Messungergebnissen sichtbar, die in Abschnitt 6.5
zusammengefaßt sind.
5 Modales Subraum-Beamforming
In diesem Kapitel soll ein weiterer Beamforming-Ansatz vorgestellt
werden, der Modal Subspace Decomposition (MSD) genannt wird1
und im Gegensatz zu den vorstehend besprochenen Multipol-Arrays
keine spezielle Anordnung der Mikrofone voraussetzt; lediglich die
Kenntnis der Mikrofonpositionen ist erforderlich. Analog zu dem
Multipol-Ansatz wird das Soll-Beampattern nach einem Satz von or-
thogonalen Basis-Beampattern entwickelt. Diese sind diesmal jedoch
nicht analytisch vorgegeben, sondern ergeben sich aus der Mikrofon-
geometrie und der Form der nachgeschalteten Filter. Wir werden im
folgenden das bekannte Konzept der MSD vorstellen, welches FIR-
Filter verwendet, und dann eine Erweiterung dieses Ansatzes mit
IIR-Filtern diskutieren, welche dem Algorithmus die Eigenschaft der
Superdirektivita¨t verleiht.
5.1 MSD-Konzept nach Williams et al.
Das Konzept derModal Subspace Decomposition wurde unter diesem
Namen von Michael I. Y. Williams et al. in einer relativ neuen Ar-
beit vorgestellt [34]. Dieser Ansatz geht im Prinzip von einem Filter-
and-Sum-Beamformer aus, bei dem jedes Mikrofonsignal durch ein
individuelles Filter mit einer bestimmten Anzahl Koeffizienten gefil-
tert wird. Jeder Koeffizient gewichtet dabei eine um ein beliebiges
Zeitintervall ∆t verschobene Version des jeweiligen Mikrofonsignals.
Diese Zeitintervalle du¨rfen sowohl innerhalb eines Filters als auch
1 Eine na¨here Erla¨uterung dieses Begriffes folgt in Abschnitt 5.1.4.
137
138 5 Modales Subraum-Beamforming
zwischen den Filtern fu¨r verschiedene Mikrofone durchaus uneinheit-
lich gestaffelt sein, wodurch dem Beamformer die Verwendung von
Sensoren mit nicht-synchroner Abtastung oder sogar unterschiedli-
cher Abtastrate mo¨glich wird. In diesem Zusammenhang wird auch
der Begriff des Raum-Zeit-Beamformers verwendet, der das zu jedem
Abtastpunkt geho¨rende Signal, d.h. das betreffende Verschiebungs-
Zeitintervall ∆t in Kombination mit der Position des zugeho¨rigen
Sensors, als einen Punkt in einer relativen Raum-Zeit auffaßt und im
allgemeinsten Fall auch im Raum bewegliche Sensoren zula¨ßt [34].
Allerdings fu¨hrt dieser Begriff der Raum-Zeit-Abtastung bei unse-
ren U¨berlegungen zu keiner tiefergehenden Erkenntnis und soll daher
hier nicht weiter diskutiert werden. Als Ausgangspunkt maßgeblich
ist fu¨r uns der Fall der gleichfo¨rmigen Abtastung des Schallfeldes
mit ortsfesten Sensoren, der dem Filter-and-Sum-Beamformer mit
FIR-Filtern entspricht. Fu¨r diesen entwickeln wir zuna¨chst aus der
in Abschnitt 2.2 gegebenen Form des Beampatterns die bei der MSD
verwendete Operatorschreibweise.
5.1.1 Der Beamformer in Operatorschreibweise
Wir betrachten einen Filter-and-Sum Beamformer, der ein Beampat-
tern der Form (2.31) besitzt, d.h.
B(k) =
N−1∑
n=0
Hn(kc) · e−ik·rn . (5.1)
N ist wiederum die Anzahl der Mikrofone; diese sitzen an den Po-
sitionen rn (n = 0, . . . , N − 1) und sollen omnidirektional sein. Die
Gewichtungsfilter Hn mo¨gen nun die Form
Hn(ω) =
L−1∑
l=0
hn,l · e−iω∆tn,l fu¨r n = 0, . . . , N − 1 (5.2)
besitzen, wobei ∆tn,l ≥ 0 beliebige Zeitintervalle seien. Ferner gelte
die Nebenbedingung ∆tn,l 6= ∆tn,l′ fu¨r l 6= l′. Sind die ∆tn,l ganz-
zahlige Vielfache eines fixen Intervalls TS , d.h. ∆tn,l = l ·TS , so sind
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die Hn gewo¨hnliche zeitdiskrete FIR-Filter der Ordnung (L−1), die
bei der Abtastrate fS = 1/TS arbeiten. Setzen wir (5.2) in (5.1) ein,
so sehen wir, daß das Beampattern B(k) aus V = NL Summanden
besteht. Es kann folglich als eine Summe der Form
B(k) =
V−1∑
ν=0
H˜ν(kc)·e−ik·r˜ν (5.3)
ausgedru¨ckt werden, wobei die folgenden Definitionen gelten (ν =
nL+ l):
H˜ν=nL+l(ω) = wnL+l · e−iω∆tn,l , (5.4)
wν=nL+l = hn,l, (5.5)
r˜ν=nL+l = rn (5.6)
mit n = 0, . . . , N − 1 bzw. l = 0, . . . , L − 1. Tabelle 5.1 soll diese
auf den ersten Blick unu¨bersichtliche Definition veranschaulichen:
Die Koeffizienten zu jedem Mikrofon werden blockweise durch die
Koeffizienten wν wiedergegeben; der Ortsvektor r˜ν entspricht fu¨r
jeden Block durchga¨ngig der Position des betreffenden Mikrofons.
Definieren wir nun weiter das Einheits-Laufzeitfilter D(ω) = e−iωTS ,
die dimensionslose Laufzeit
τν=nL+l = ∆tn,l/TS (5.7)
sowie die Variable z = eiωTS , so ko¨nnen wir die Filter (5.4) auch
schreiben als
H˜ν(ω) = wν · (D(ω))τν = wν · z−τν . (5.8)
Das Signal des n-ten Mikrofons durchla¨uft damit L Filter (na¨mlich
H˜nL, . . . , H˜nL+(L−1)), jedes mit einer individuellen Laufzeit τν . Gilt
∆tn,l = l ·TS , so sind alle τν ganzzahlig (τν=nL+l = l) und der Beam-
former hat die in Bild 5.1 gezeigte FIR-Filterstruktur.
Mit Hilfe der beiden Vektoren
Aˆ(k) = (D(kc)τ0 ·e−ik·r˜0 , . . . , D(kc)τV−1 ·e−ik·r˜V−1), (5.9)
w = (w0, . . . , wV−1)
T
(5.10)
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ν = nL+ l n l wν r˜ν τν
0 0 0 h0,0 r0 0
1 0 1 h0,1 r0 1
...
...
...
...
...
...
L− 1 0 L− 1 h0,L−1 r0 L− 1
L 1 0 h1,0 r1 0
L+ 1 1 1 h1,1 r1 1
...
...
...
...
...
...
2L− 1 1 L− 1 h1,L−1 r1 L− 1
...
...
...
...
...
...
(N − 1)L N − 1 0 hN−1,0 rN−1 0
(N − 1)L+ 1 N − 1 1 hN−1,1 rN−1 1
...
...
...
...
...
...
NL− 1 N − 1 L− 1 hN−1,L−1 rN−1 L− 1
Tabelle 5.1: Zur Veranschaulichung der Definitionen (5.4) – (5.7).
Man beachte die blockweise Gliederung von wν und r˜ν . Die Laufzeit
τν ist fu¨r den Fall des FIR-Beamformers angegeben: τν=nL+l = l.
(worin T die Transposition bezeichnet) ko¨nnen wir nun unter Verwen-
dung von (5.8) das Beampattern (5.3) ausdru¨cken als
B(k) =
V−1∑
ν=0
Aν(k) · wν = Aˆw. (5.11)
Im folgenden wird Aˆ als Operator betrachtet, der einen (konstanten)
Koeffizientenvektor auf ein Beampattern abbildet. Dieser Operator
entha¨lt sowohl die Frequenz- und Richtungsabha¨ngigkeit, als auch
die Geometrie des Mikrofonarrays.
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p t( , )r0
p t( , )r1
p t( , )rN-1
y
w0 w1 w2 wL-1
wL wL+1 wL+2 w2 -1L
w (N )L-1 w ( -1) +1N L w (N )L-1 +2 wNL-1
z -1 z -1 z -1
z -1 z -1 z -1
z -1 z -1 z -1
Bild 5.1: MSD-Beamformer mit FIR-Filtern.
5.1.2 Vektor- und Funktionenra¨ume
Fu¨r das Beamforming mittels des Operators Aˆ sind zuna¨chst einige
Bemerkungen aus mathematischer Sicht, insbesondere aus der Sicht
der Funktionalanalysis, zu machen. Der in (5.10) definierte Vektor w
besitzt V = NL im allgemeinen komplexe Elemente. Die Menge aller
mo¨glichen Koeffizientenvektoren bildet den V -dimensionalen kom-
plexen Vektorraum V = CV . Dementsprechend bildet die Gesamt-
heit aller durch Aˆ realisierbarer Beampattern einen V -dimensionalen
Funktionenraum B = {B(k)|B = Aˆw ∧ w ∈ V}. Der Operator Aˆ
ist aufgrund seiner Struktur (siehe (5.11)) eine lineare Abbildung
V → B, d.h. jeder Vektor w ∈ V wird auf ein Beampattern B ab-
gebildet (Aˆ : w 7→ B(k) = Aˆw) und es gilt fu¨r beliebige komplexe
Koeffizienten α und α′:
Aˆ(αw + α′w′) = αAˆw + α′Aˆw′. (5.12)
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Die Gesamtheit aller u¨berhaupt mo¨glichen Beampattern ist jedoch
weit gro¨ßer als B: Neben den durch Aˆ realisierbaren Beampattern
existiert na¨mlich noch die Mannigfaltigkeit B der nicht realisierbaren
Beampattern, die einen unendlich-dimensionalen Funktionenraum
darstellt. Der Funktionenraum aller Beampattern, F = {B(k)}, setzt
sich aus den beiden genannten Funktionenra¨umen zusammen:
F = B ∪B.
Im allgemeinen Fall wird das vorgegebene Soll-Beampattern Bdes
nicht in B liegen. Allerdings existiert innerhalb B in den meisten
Fa¨llen eine von Null verschiedene Projektion von Bdes auf B, die ei-
ne Approximation des gewu¨nschten Beampatterns darstellt. Wie wir
weiter unten sehen werden, ist es mo¨glich, diese durch Anwendung
des hier vorgestellten Operatorkalku¨ls auf Bdes aufzufinden. Bild 5.2
auf Seite 148 veranschaulicht die verschiedenen Abbildungen zwi-
schen F und V.
Skalarprodukte. Auf dem V -dimensionalen Koeffizienten-Vektor-
raum sei das innere Produkt oder Skalarprodukt zweier Vektoren
w,w′ ∈ V definiert als
〈w|w′〉
V
:=
V−1∑
ν=0
w∗ν · w′ν . (5.13)
Auch auf dem Funktionenraum der Beampattern, F, definieren wir
ein inneres Produkt. Im Falle zweier Raumkoordinaten lautet die
Definition
〈B(k)|B′(k)〉
F
:=
∫∫
K
B∗(k) ·B′(k) d2k; (5.14)
werden hingegen drei Raumkoordinaten betrachtet, so definieren wir
〈B(k)|B′(k)〉
F
:=
∫∫∫
K
B∗(k) ·B′(k) d3k. (5.15)
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Der Integrationsbereich K ⊂ K ist dabei derjenige zwei- bzw. drei-
dimensionale Teilraum des Wellenvektorraums K, fu¨r den der Beam-
former entworfen werden soll. Da ein Beampattern sowohl in zwei als
auch in drei Dimensionen u¨ber den gesamten Winkelbereich definiert
ist, werden wir im folgenden sa¨mtliche Integrale u¨ber K in ebenen
Polarkoordinaten bzw. in Kugelkoordinaten lo¨sen, unter Beru¨cksich-
tigung von (4.4) bzw. (4.42), und die Winkelintegration jeweils u¨ber
den gesamten verfu¨gbaren Winkelbereich vollziehen (2π bzw. 4π).
Den Integrationsgrenzen fu¨r die Wellenzahl k kommt hierbei beson-
dere Bedeutung zu: Sie begrenzen das Frequenzband, fu¨r das der
Beamformer entworfen wird. Hierauf wird in Abschnitt 5.3 na¨her
eingegangen.
Adjungierter Operator. Zu dem Operator Aˆ existiert ein soge-
nannter adjungierter Operator Aˆ† : F → V, der ein Beampattern
B auf einen Koeffizienten w = Aˆ†B abbildet und der fu¨r beliebige
B ∈ F und w′ ∈ V die Beziehung
〈Aˆ†B|w′〉
V
= 〈B|Aˆw′〉
F
(5.16)
erfu¨llt [34]. Die Herleitung der expliziten Form von Aˆ† sei hier am
zweidimensionalen Fall demonstriert. Anhand der Definitionen (5.13)
und (5.14) schreiben wir (5.16) aus:
〈B|Aˆw′〉
F
=
∫∫
K
B∗(k) ·
V−1∑
ν=0
Aν · w′ν d2k
=
V−1∑
ν=0
[∫∫
K
Aν ·B∗(k) d2k
]
︸ ︷︷ ︸
(Aˆ†B(k))∗ν
·w′ν
!
= 〈Aˆ†B|w′〉
V
=
V−1∑
ν=0
(Aˆ†B(k))∗ν · w′ν .
Aus dem Vergleich der beiden letzten Zeilen ergeben sich die Ele-
mente des adjungierten Operators (liegende geschweifte Klammer).
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Dieser nimmt damit die folgende Form an:
Aˆ† =

∫∫
K
d2k A∗0 ·
...∫∫
K
d2k A∗V−1 ·
 . (5.17)
Der Platzhalter  soll dabei andeuten, daß das Integral
∫∫
K
d2k im
Integranden den rechts neben dem Operator stehenden Operanden
mit enthalten muß. Ein entsprechender Ausdruck mit Dreifachinte-
gralen
∫∫∫
K
d3k ergibt sich fu¨r drei Raumdimensionen, wenn man
(5.15) anstelle von (5.14) verwendet.
5.1.3 Matrixelemente und Eigen-Beampattern
Wir betrachten nun Z = Aˆ†Aˆ. Da es sich bei Aˆ† um einen Spal-
tenvektor und bei Aˆ = (A0, . . . , AV−1) um einen Zeilenvektor mit
jeweils V Elementen handelt, ist Z eine V × V -Matrix. Deren Ma-
trixelemente berechnen sich gema¨ß (5.17) im zweidimensionalen Fall
zu
Zνν′ =
∫∫
K
A∗ν ·Aν′ d2k (5.18)
mit ν, ν′ = 0, . . . , V −1. Setzen wir die explizite Form von Aˆ ein, so
erhalten wir
Zνν′ =
∫∫
K
e−ikcTS(τν′−τν) · e−ik·(r˜ν′−r˜ν) d2k. (5.19)
Beim Ausintegrieren in Polarkoordinaten u¨ber alle Wellenzahlen k ∈
[k1; k2 ] und alle Winkel ϕ ∈ [−π;π ] sowie unter Beachtung von (4.4)
kann die Winkelintegration separat erfolgen und es bleibt ein Integral
u¨ber k:
Z2-Dνν′ = 2π
∫ k2
k1
e−ikcTS(τν′−τν) · J0(k‖r˜ν′−r˜ν‖) k dk. (5.20)
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Das Intervall [k1; k2 ] bezeichnen dabei wir als das Entwurfs-Band
und [f1; f2 ] =
[
c
2π · k1; c2π · k2
]
als das Entwurfs-Frequenzband des
Beamformers; J0 bezeichnet die Besselfunktion erster Art, nullte
Ordnung. In drei Dimensionen ist das Integral in (5.18) durch ein
dreifaches zu ersetzen und die Integration erfolgt analog, diesmal je-
doch in Kugelkoordinaten (siehe (4.42)) u¨ber alle Winkel ϑ ∈ [0;π ]
und ϕ ∈ [−π;π ]. Auch hier ist die Winkelintegration separat zu
lo¨sen und man erha¨lt
Z3-Dνν′ = 4π
∫ k2
k1
e−ikcTS(τν′−τν) · si(k‖r˜ν′−r˜ν‖) k2 dk, (5.21)
worin si(x) = sin(x)/x die unnormalisierte si-Funktion ist. Ein ge-
nauer Blick auf die obigen Matrixelemente (5.20) und (5.21) zeigt,
daß Zνν′ = Z
∗
ν′ν ist. Die Matrix Z ist infolgedessen hermitesch
2
und besitzt reelle Eigenwerte sowie, wenn sie von vollem Rang ist,
V zueinander orthogonale Eigenvektoren, die den Koeffizientenvek-
torraum V aufspannen. Bezeichnen wir also mit uν die normierten
Eigenvektoren und mit λν die zugeho¨rigen Eigenwerte von Z, so
erfu¨llen diese fu¨r ν = 0, . . . , V−1 die Eigenwertgleichung
Aˆ†Aˆ uν = λν · uν
sowie fu¨r ν, ν′ = 0, . . . , V−1 die Orthogonalita¨tsrelation
〈uν |uν′〉V = δνν′ .
Die Eigenvektoren uν bilden somit eine vollsta¨ndige Orthonormal-
basis des Vektorraums V. Ebenso wie Z = Aˆ†Aˆ besitzt auch der
Operator AˆAˆ† bis zu V paarweise orthogonale Eigenfunktionen, die
sich ebenfalls normieren lassen. Die normierten Eigenfunktionen, die
wir mit Uν(k) bezeichnen wollen, erfu¨llen – mit denselben Eigenwer-
ten λν – ebenfalls eine Eigenwertgleichung und eine Orthogonalita¨ts-
2 Fu¨r eine hermitesche Matrix Z gilt Z = ZH , wobei H Transposition und
Konjugation in einem bedeutet, d.h. ZH = Z∗T .
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relation:
AˆAˆ† Uν(k) = λν · Uν(k),
〈Uν |Uν′〉F = δνν′ .
Die Eigenfunktionen werden auch als Eigen-Beampattern bezeichnet.
Sie bilden eine vollsta¨ndige Orthonormalbasis des Funktionenraumes
der realisierbaren Beampattern, B, und sind mit den Eigenvektoren
durch folgende Beziehungen verknu¨pft:
Uν =
1√
λν
· Aˆ uν , (5.22)
uν =
1√
λν
· Aˆ† Uν . (5.23)
5.1.4 Beamforming-Algorithmus
Wir nehmen nun einen Koeffizientenvektor b ∈ V an, der das Beam-
pattern B(k) erzeugt: B = Aˆ b. Dieser la¨ßt sich durch Projektion
auf eine beliebige, vollsta¨ndige Orthonormalbasis von V, also auch
durch die Eigenvektoren uν , exakt darstellen:
b =
V−1∑
ν=0
〈uν |b〉V · uν . (5.24)
Das Skalarprodukt 〈uν |b〉V, welches hier als Entwicklungskoeffizient
auftritt, ko¨nnen wir mittels der Beziehungen (5.23) und (5.16) fol-
gendermaßen umschreiben:
〈uν |b〉V =
〈
1√
λν
· Aˆ† Uν
∣∣∣∣ b〉
V
=
1√
λν
· 〈Uν |Aˆ b〉F .
Einsetzen in (5.24) liefert mit B = Aˆ b die folgende Berechnungsvor-
schrift, mit der b aus B rekonstruiert werden kann und die somit der
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Anwendung eines inversen Operators Aˆ−1 aufB entspricht:
b =
V−1∑
ν=0
1√
λν
· 〈Uν(k)|B(k)〉F · uν (5.25)
= Aˆ−1B(k).
Dieser la¨ßt sich damit formal fu¨r zwei Raumdimensionen folgender-
maßen schreiben:
Aˆ−1 =
V−1∑
ν=0
1√
λν
· uν ·
∫∫
K
d2k U∗ν (k) ·. (5.26)
Der Platzhalter  weist wieder darauf hin, daß der Operand im In-
tegranden mit zu beru¨cksichtigen ist. Eine entsprechende Form mit
Dreifachintegral
∫∫∫
K
d3k findet man im dreidimensionalen Fall.
Fu¨r ein gegebenes Soll-Beampattern B = Bdes ∈ F kann nun anhand
von (5.25) der erzeugende Koeffizientenvektor b berechnet werden.
Einstellen des Beamformers auf diese Koeffizienten entspricht der
Anwendung von Aˆ auf b und damit der Entwicklung von Bdes nach
den Eigen-Beampattern Uν(k): Anhand der Linearita¨t (5.12) und
der Beziehung (5.22) rechnet man leicht nach, daß
Bapprox(k) = Aˆ b
=
V−1∑
ν=0
〈Uν(k)|Bdes(k)〉F ·
1√
λν
· Aˆ uν (5.27)
=
V−1∑
ν=0
〈Uν(k)|Bdes(k)〉F · Uν(k).
Der Index approx an dem so eingestellten Beampattern weist da-
bei auf folgendes hin: Die Reihenentwicklung des Soll-Beampatterns
Bdes nach den Eigen-Beampattern Uν ist mit diesem identisch, wenn
Bdes ∈ B, wenn Bdes also durch den Operator Aˆ darstellbar ist. Es
gilt dann Bapprox ≡ Bdes. Fu¨r gewo¨hnlich ist dies jedoch nicht der
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Bild 5.2: Mathematisches Modell zum MSD-Beamforming. Blau:
Der Operator Aˆ erzeugt aus einem Koeffizientenvektor b ∈ V ein
Beampattern Bapprox ∈ B. Umgekehrt kann b aus Bapprox durch An-
wendung von Aˆ−1 bestimmt werden. Ist das Soll-Beampattern durch
Aˆ nicht darstellbar (Bdes ∈ B), so gewinnt man durch Aˆ−1 denje-
nigen Koeffizientenvektor, mit dem die Projektion von Bdes nach B
erzeugt wird (gestrichelte Pfeile). Schwarz: Der adjungierte Operator
Aˆ† bildet Bapprox allgemein auf einen Vektor w 6= b ab, der zu einem
BeampatternW 6= Bapprox korrespondiert. Rot: Beziehung zwischen
den Eigenvektoren uν und Eigenfunktionen Uν von Aˆ
†Aˆ bzw. AˆAˆ†.
Fall, d.h. es ist Bdes ∈ B. Bapprox ist daher die Projektion von Bdes
nach B, welche das Soll-Beampattern mit dem kleinsten mo¨glichen
quadratischen Fehler approximiert. Die Reihenentwicklung (5.27) be-
schreibt also die optimale mit dem gegebenen Beamformer und der
gegebenen Mikrofonanordnung erreichbare Na¨herung von Bdes [34].
Bild 5.2 faßt die obenstehend diskutierten Zusammenha¨nge anschau-
lich zusammen (vgl. [34]).
Algorithmus. In der Praxis ist zum Beamforming mittels MSD
nun folgendermaßen zu verfahren:
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1. Zu einer gegebenen Mikrofonanordnung mit N Mikrofonen an
den Positionen rn, n = 0, . . . , N − 1 lege man eine Filterord-
nung L− 1 fest und berechne je nach Dimensionalita¨t die Ele-
mente der Matrix Z nach Gl. (5.20) oder (5.21).
2. Zu Z bestimme man die V = NL normierten Eigenvektoren
uν und Eigenwerte λν (ν = 0, . . . , V −1). Weiter berechne man
mittels (5.22) die Eigen-Beampattern Uν(k).
3. Aus dem vorgegebenen Soll-Beampattern B = Bdes(k) berech-
ne man den Koeffizientenvektor b gema¨ß Gl. (5.25).
Die Schritte 1. und 2. bedeuten hier den gro¨ßten Rechenaufwand,
mu¨ssen allerdings fu¨r eine gegebene Mikrofonanordnung und Filter-
ordnung nur einmal ausgefu¨hrt werden: Zur Einstellung eines neuen
Beampatterns (etwa zur Laufzeit) genu¨gt es, Schritt 3. auszufu¨hren,
um den Koeffizientenvektor b zu aktualisieren.
Zum Begriff des Subraum-Beamformings. Nun, da wir das
komplette mathematische Geru¨st der MSD kennen, erschließt sich
auch die Bedeutung dieser Bezeichnung: Analog zu dem in Kapi-
tel 4 eingefu¨hrten Begriff der Winkelmoden werden die hier als Ba-
sisfunktionen verwendeten Eigen-Beampattern als Moden bezeich-
net. Diese spannen, da der Beamformer nur endlich viele Koeffi-
zienten besitzen kann, einen endlich-dimensionalen Raum von dar-
stellbaren Beampattern auf – und somit einen Unterraum bzw. Sub-
raum des unendlich-dimensionalen Funktionenraumes aller Beam-
pattern. MSD bedeutet also die Zerlegung (engl.
”
decomposition“)
des gewu¨nschten Beampatterns in die Moden eines Unterraumes des
Raumes aller Beampattern. Der Hinweis, daß ein Unterraum verwen-
det wird, kann dabei als Andeutung gelesen werden, daß u. U. Teile
des Soll-Beampatterns nicht realisiert werden ko¨nnen und also eine
Approximation stattfindet.
150 5 Modales Subraum-Beamforming
5.1.5 Beispiele in 2-D und 3-D
Die mit dem beschriebenen Algorithmus zu erzielenden Resultate
sollen an einigen typischen Beispielen skizziert werden. Dazu greifen
wir erneut auf die bereits bei den Multipolen verwendete Geome-
trie des hexagonalen Arrays mit sieben Mikrofonen zuru¨ck (siehe
Bild 4.16 auf Seite 110). Als Soll-Beampattern verwenden wir erneut
die in Gl. (4.41) und Bild 4.21 auf Seite 118 beschriebene Dreiecks-
funktion, konstant u¨ber das gesamte Entwurfs-Frequenzband. Fu¨r
dieses wa¨hlen wir den Bereich [f1; f2 ] = [25Hz; 5 kHz]. Die Inte-
grationsgrenzen k1 und k2 fu¨r die Berechnung der Matrixelemente
(Gl. (5.20)) berechnen sich zu k1,2 = 2πf1,2/c. Als Radius der Geo-
metrie wa¨hlen wir wiederum d = 1 cm.
Bild 5.3 zeigt das resultierende Beampattern mit Filtern dritter Ord-
nung (L = 4). Charakteristisch ist das allma¨hliche Einsetzen der
Richtwirkung mit steigender Frequenz, die bei den kleinsten Frequen-
zen (f → 0) noch gar nicht vorhanden ist: Bei 25Hz ist der Beam-
former noch omnidirektional und erreicht seine volle Richtwirkung
erst bei f = 2kHz. Weiterhin ist charakteristisch, daß das Beampat-
tern außerhalb des Entwurfsbandes, d.h. oberhalb 5 kHz, divergiert.
Innerhalb des Entwurfsbandes ist eine leichte Wellenbewegung bei
f > 2 kHz zu erkennen, die dem von der Fourier-Reihenentwicklung
her bekannten Ripple vergleichbar ist. Die Ausbildung der Richtwir-
kung la¨ßt sich zu tieferen Frequenzen hin verschieben, indem man die
Filterordnung L erho¨ht; Bild 5.4 zeigt das Resultat fu¨r Filter zehn-
ter Ordnung (L = 11). Die volle Richtwirkung wird jetzt bereits bei
1 kHz erreicht und der Ripple ist deutlich reduziert. Dieser Gewinn
wird durch einen starken Zuwachs an numerischer Komplexita¨t er-
kauft, sowohl bei der Berechnung der einzelnen Eigen-Beampattern,
als auch durch deren erho¨hte Anzahl und die ho¨here Anzahl an Fil-
terkoeffizienten.
Die Erho¨hung der Filterordnung L ist indessen nicht geeignet, um
Superdirektivita¨t, also eine Richtwirkung auch fu¨r f → 0 zu erzielen.
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Bild 5.3: Beamforming-Beispiel mit FIR-MSD, dritte Ordnung,
Heptapol-Gemetrie, in (a) polarer und (b) karthesischer Darstellung.
Zu erkennen ist das allma¨hliche Einsetzen der Richtwirkung (Pfeil).
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Bild 5.4: Wie Bild 5.3, jedoch FIR-MSD zehnter Ordnung. Die
Richtwirkung setzt etwas rascher ein (Pfeil).
Wie in Kapitel 4 eingehend diskutiert wurde, ist hierfu¨r eine zeitliche
Integration erforderlich, die im Frequenzbereich (bzw. – bei zeitdis-
kreten Signalen – im Bildbereich der z-Transformation) der Multipli-
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Bild 5.5: Dreidimensionales Beamforming-Beispiel mit FIR-MSD,
dritte Ordnung, mit dreizehn Sensoren. (a) Mikrofonanordnung (mit
r = 1 cm); (b) Beampattern u¨ber Frequenz und ϕ bei ϑ = π2 ; (c) Soll-
Beampattern; (d) ra¨umliches Beampattern bei f = 2kHz.
kation mit einer Filterfunktion entspricht, die mindestens eine Pol-
stelle bei (oder zumindest nahe bei) f = 0 besitzt (vgl. Gl. (4.29)).
Eine solche kann jedoch mit FIR-Gewichtungsfiltern nicht nachge-
bildet werden (na¨here Betrachtungen hierzu in Abschnitt 5.3.2). Das
langsame Einsetzen der Richtwirkung bei tiefen Frequenzen ist somit
eine prinzipielle Eigenschaft des FIR-Filter-and-Sum-Beamformers
und damit auch des hier gezeigten FIR-MSD-Beamformers. Es kann,
ebenso wie die Divergenz des Beampatterns hin zu hohen Frequen-
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zen außerhalb des Entwurfsbandes, auch im dreidimensionalen Fall
beobachtet werden: Bild 5.5 zeigt das Beispiel einer Geometrie mit
dreizehn Sensoren. Ein Sensor befindet sich im Mittelpunkt, die u¨bri-
gen auf den Mitten der Kanten eines Kubus. Dieser ist mit sei-
nen Symmetrieachsen achsparallel zum Bezugs-Koordinatensystem
ausgerichtet; die Mikrofone auf seinen Kanten befinden sich in ei-
nem Abstand von r = 1 cm vom Mittelpunkt (Bild 5.5(a)). Das
Soll-Beampattern ist wiederum frequenzunabha¨ngig und entspricht
demjenigen der zweidimensionalen Beispiele, jedoch rotiert um die
x-Achse (Bild 5.5(c)). Die karthesische Darstellung des Beampat-
terns u¨ber der Frequenz (Bild 5.5(b))zeigt den Schnitt durch das
Beampattern in der x-y-Ebene; Bild 5.5(d) zeigt exemplarisch die
Empfangskeule bei 2 kHz.
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Wie an den Beispielen im vorangegangenen Abschnitt deutlich wur-
de, ist der MSD-Beamformer mit FIR-Filtern nicht geeignet, Su-
perdirektivita¨t zu erzielen. Wir haben jedoch in Kapitel Kapitel 4
mit den Multipolen eine Klasse von Beamformern kennengelernt, die
diese Eigenschaft besitzen und sich nebenbei auch, analog zu dem
Grundgedanken der MSD, zur Superposition und damit zur Rei-
henentwicklung eines gewu¨nschten Beampatterns eignen (Beispiel
in Bild 5.6). Im folgenden soll daher ein Ansatz beschrieben und
diskutiert werden, der gezielt MSD- und Multipol-Methode mitein-
ander verknu¨pft und dadurch die wichtigsten Eigenschaften dieser
beiden in sich vereint: Die Superdirektivita¨t der Multipole und die
Geometrie-Unabha¨ngigkeit der MSD.
Grundgedanke. Bei den Multipolen wird die Superdirektivita¨t,
genauer: die Frequenzinvarianz des Beampatterns im Grenzfall f →
0, durch zeitliche Integration erwirkt. Integriert wird dabei jeweils ein
154 5 Modales Subraum-Beamforming
p
-p
0
p
2
- p
2
(a) (b)
x
y
f/ Hz j / deg
Bild 5.6: Realisierung des Beispiels aus Abschnitt 5.1.5 mit dem
superdirektiven Multipol-Beamformer. Zu erkennen ist die konstante
Richtwirkung fu¨r f → 0; vgl. auch Bild 4.23(a), Seite 120.
Signal, das aus einer fixen Linearkombination der Einzelsignale be-
stimmter Sensoren entsteht (Beispiel: Differenzsignal zweier Mikro-
fone beim Dipol). Die verschiedenen, zur Reihenentwicklung des Soll-
Beampatterns verwendeten Moden ko¨nnen durch Sub-Arrays einer
vorhandenen Anordnung erzeugt werden (Beispiel: Heptapol-Array,
siehe Abschnitt 4.4); weiterhin erfolgt die Ausrichtung des Beampat-
terns im zwei- bzw. dreidimensionalen Raum allein durch die An-
passung der Entwicklungskoeffizienten, d.h. weitere Filter sind nicht
erforderlich. Das Gesamt-Ausgangssignal des Multipol-Beamformers
ist somit nichts anderes als eine Linearkombination aus Mikrofon-
signalen und deren zeitlich ein- bis mehrfach Integrierten. Im Falle
der MSD hingegen existieren keinerlei Vorgaben hinsichtlich Linear-
kombinationen von Sensorsignalen; diese werden durch den in Ab-
schnitt 5.1.4 beschriebenen Mechanismus gewissermaßen
”
automa-
tisch“ optimal eingestellt. Jeder einzelne Koeffizient gewichtet dabei
eine zeitlich verschobene Version (0, . . . , L − 1 Abtastwerte) jeweils
eines einzelnen Mikrofonsignals. Diese Feststellungen fu¨hren unmit-
telbar zu folgendem Ansatz:
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Bild 5.7: Superdirektiver MSD-Beamformer mit idealen Integra-
tionsfiltern G(ω) = ac/iω. Durch geeignete Gewichtung entstehen
beliebige Multipole, z.B. ergibt sich fu¨r w1 = −wL+1 ein Dipol aus
Mikrofon 0 und Mikrofon 1 (gelbe Hinterlegung).
1. Zeitliche Integration: Zu jedem Mikrofonsignal wird die einfa-
che, zweifache, . . . , L− 1-fache zeitliche Integrierte erzeugt, es
gibt also L Signale pro Mikrofon.
2. Keine fixen Linearkombinationen: Jedes Mikrofonsignal und
seine Integrierten werden unabha¨ngig voneinander und von den
Signalen der anderen Mikrofone gewichtet. Bei N Mikrofonen
ergibt das V = NL Koeffizienten.
3. Operatorformulierung: Der Beamformer wird in eine Operator-
notation gefaßt und wird dadurch zuga¨nglich fu¨r eine Eigen-
Beampattern-basierte Optimierung der Koeffizienten.
Der so beschriebene Beamformer ist in Bild 5.7 dargestellt. Er ent-
spricht von seiner Struktur her dem in Abschnitt 5.1.1 besproche-
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nen, jedoch mit dem wesentlichen Unterschied, daß alle Laufzeitfil-
ter durch Integrationsfilter ersetzt sind. Dieser Beamformer entha¨lt
im Prinzip sa¨mtliche Multipole, die auch dem Multipol-Beamformer
(Bild 4.13, Seite 107) zur Verfu¨gung stehen: z.B. la¨ßt sich durch die
Koeffizienten w1 und wL+1 ein Dipol bilden (w1 = −wL+1). Ne-
ben den
”
gewo¨hnlichen“ Multipolen bis zu einer bestimmten Inte-
grationsordnung sind außerdem auch Multipole mit u¨ber- oder un-
terza¨hliger Integrationsordnung mo¨glich (z.B. ein Dipol mit zweifa-
cher Integration o. a¨.). Die Auswahl der Multipole, d.h. die Wahl der
fu¨r das einzustellende Beampattern optimalen Linearkombinationen,
wird jedoch dem Eigen-Beampattern-Mechanismus u¨berlassen. Dies
ist insbesondere im dreidimensionalen Fall von Vorteil, da explizite
Bereitstellung eines bestimmten Multipols fu¨r jede verwendete Mode
(Kugelfla¨chenfunktion) nicht mehr erforderlich ist.
5.2.1 Der superdirektive Beamforming-Operator
Die Anpassung des Beamforming-Operators Aˆ an den vorstehend be-
schriebenen Ansatz la¨uft analytisch auf eine Ersetzung des Laufzeit-
Filters D(ω) = e−iωTS in (5.8) durch ein Integrationsfilter G(ω) hi-
naus. Dabei wird anstelle der Laufzeit τν die Integrationsordnung µν
eingefu¨hrt:
G(ω = kc) =
ac
iω
=
a
ik
, (5.28)
H˜ν(ω = kc) = wν · (G(ω))µν = wν ·
( a
ik
)µν
, (5.29)
µν=nL+l = l (5.30)
mit n = 0, . . . , N−1, l = 0, . . . , L−1, ν = 0, . . . , V −1 und V = NL
(zur Veranschaulichung siehe Tabelle 5.2). Mit den im Integrator-
Filter auftretenden Faktoren a und c hat es folgende Bewandtnis:
c (die Schallgeschwindigkeit) wurde hier aus den Beampattern der
Multipol-Arrays u¨bernommen, wo ein Faktor (c/iω)n auftrat (siehe
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Kapitel 4). Da der Ausdruck c/iω jedoch eine physikalische Ein-
heit besitzt, wurde noch ein Faktor a (Einheit: m−1) hinzugefu¨gt,
um das Integrationsfilter einheitenlos zu machen. Der Wert von a
wird weiter unten diskutiert. Entsprechend den in Abschnitt 5.1.1
gegangenen Schritten definieren wir zu dem Koeffizientenvektor w =
(w0, . . . , wV−1)T nun den superdirektiven Beamforming-Operator
Aˆ(k) = (G(kc)µ0 ·e−ik·r˜0 , . . . , G(kc)µV−1 ·e−ik·r˜V−1)
=
(( a
ik
)µ0 · e−ik·r˜0 , . . . ,( a
ik
)µV−1 · e−ik·r˜V−1) . (5.31)
Mit diesem ko¨nnen wir das vom Beamformer erzeugte Beampattern
nun in der bekannten Form schreiben:
B(k) =
V−1∑
ν=0
H˜ν(kc)·e−ik·r˜ν = Aˆw.
5.2.2 Matrixelemente und Algorithmus
Zu dem superdirektiven Operator (5.31) la¨ßt sich – wie zuvor im
FIR-Fall auch – anhand von (5.17) ein adjungierter Operator Aˆ† be-
rechnen. Dementsprechend greift auch der u¨brige in Abschnitt 5.1.3
und 5.1.4 gezeigte Mechanismus: Die Eigen-Beampattern berechnen
sich erneut als Eigenfunktionen von AˆAˆ†, welche sich nach (5.22) aus
den Eigenvektoren von Z = Aˆ†Aˆ ergeben. Die Matrixelemente von
Z berechnen sich gema¨ß (5.18) zu
Zνν′ = (−1)µν·
∫∫
K
( a
ik
)µν+µν′ · e−ik·(r˜ν′−r˜ν) d2k. (5.32)
Explizites Ausintegrieren in ebenen Polarkoordinaten (Gl. (4.4)) lie-
fert die Matrixelemente fu¨r den zweidimensionalen Fall:
Z2-Dνν′ = 2π(−1)µν
∫ k2
k1
( a
ik
)µν+µν′
J0(k‖r˜ν′−r˜ν‖) k dk. (5.33)
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ν = nL+ l n l wν r˜ν µν
0 0 0 w0 r0 0
1 0 1 w1 r0 1
...
...
...
...
...
...
L− 1 0 L− 1 wL−1 r0 L− 1
L 1 0 wL r1 0
L+ 1 1 1 wL+1 r1 1
...
...
...
...
...
...
2L− 1 1 L− 1 w2L−1 r1 L− 1
...
...
...
...
...
...
(N − 1)L N − 1 0 w(N−1)L rN−1 0
(N − 1)L+ 1 N − 1 1 w(N−1)L+1 rN−1 1
...
...
...
...
...
...
NL− 1 N − 1 L− 1 wNL−1 rN−1 L− 1
Tabelle 5.2: Zur Veranschaulichung der Koeffizienten fu¨r den su-
perdirektiven MSD-Ansatz (vgl. Tabelle 5.1). Wiederum zerfa¨llt der
Koeffizientenvektor w in N Blo¨cke zu L Koeffizienten, die einem
Sensor (d.h. gleicher Ortsvektor r˜ν) zugeordnet sind. Jeder gewich-
tet eine andere Integrationsordnung µν .
In drei Dimensionen erha¨lt man durch Integration (Dreifachintegral)
in Kugelkoordinaten (Gl. (4.42)):
Z3-Dνν′ = 4π(−1)µν
∫ k2
k1
( a
ik
)µν+µν′
si(k‖r˜ν′−r˜ν‖) k2 dk. (5.34)
Wiederum kann die Winkelintegration exakt gelo¨st werden (vgl. FIR-
Fall in Abschnitt 5.1.3) und es bleibt ein Integral u¨ber die Wellenzahl
k, d.h. u¨ber ein geeignet zu wa¨hlendes Entwurfsband.
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Algorithmus. Prinzipiell ist der Algorithmus fu¨r das superdirek-
tive MSD-Beamforming identisch mit dem in Abschnitt 5.1.4 darge-
stellten. Bezu¨glich der verwendeten Beampattern ist jedoch folgen-
der Effekt zu beachten, der in unseren Beispielrechnungen auftrat:
Auch wenn die Matrix Z von vollem Rang ist und V paarweise or-
thogonale, normierte Eigenvektoren existieren, kann es vorkommen,
daß ein oder mehrere Eigen-Beampattern Uν(k) nicht normiert und
nicht orthogonal sind, d.h. die numerische Verifizierung der Ortho-
gonalita¨tsrelation liefert fu¨r einige Indizes ν, ν′ ∈ Θ
〈Uν(k)|Uν(k)〉 6= 1,
〈Uν(k)|Uν′(k)〉 6= 0 fu¨r ν 6= ν′.
Θ ist dabei die Menge der Indizes ν, bei denen die obigen Verletzun-
gen der Orthogonalita¨tsrelation auftreten. Typischerweise entha¨lt Θ
nur einige wenige Indizes, die zu den Eigenvektoren mit den kleinsten
Eigenwerten korrespondieren. Die zugeho¨rigen Eigen-Beampattern
sollten dann von der Reihenentwicklung ausgeschlossen werden. Dies
fu¨hrt zu folgender Formulierung des Beamforming-Algorithmus:
1. Zu einer gegebenen Mikrofonanordnung mit N Mikrofonen an
den Positionen rn, n = 0, . . . , N − 1 lege man eine maximale
Integrationsordnung L−1 fest und berechne je nach Dimensio-
nalita¨t die Elemente der Matrix Z nach Gl. (5.33) oder (5.34).
2. Zu Z bestimme man die V = NL normierten Eigenvektoren
uν und Eigenwerte λν (ν = 0, . . . , V −1). Weiter berechne man
mittels (5.22) die Eigen-Beampattern Uν(k) und bestimme die
Menge Θ der Indizes der nicht-orthogonalen Beampattern.
3. Aus dem vorgegebenen Soll-BeampatternBdes(k) berechne man
den Koeffizientenvektor b gema¨ß
b =
V−1∑
ν=0
ν /∈Θ
1√
λν
· 〈Uν(k)|Bdes(k)〉F · uν .
Das Beampattern ergibt sich formal zu Bapprox(k) = Aˆ b.
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Wahl Faktors a. Der Ausschluß nicht-orthogonaler Eigen-Beam-
pattern von der Reihenentwicklung hat eine entscheidende Konse-
quenz fu¨r die Wahl des Koeffizienten a: Wa¨ren grundsa¨tzlich alle
Eigen-Beampattern orthogonal, d.h. Θ = ∅, so wa¨re der von ihnen
aufgespannte Raum B unabha¨ngig von a, und somit die gefunde-
ne, optimale Approximation Bapprox des Soll-Beampatterns gleich-
falls unabha¨ngig von a. Der Wert von a ko¨nnte damit also beliebig
gewa¨hlt werden, z.B. a = 1m−1 (Beweis siehe Anhang A.7, Sei-
te 258). Sobald jedoch auch nur ein Eigen-Beampattern ausgeschlos-
sen wird, ist die Unabha¨ngigkeit des Beamforming-Resultats von a
nicht mehr gegeben. Daher muß empirisch ein geeigneter Wert fu¨r
a festgelegt werden. Dies liegt daran, daß die verwendeten Eigen-
vektoren jetzt nicht mehr den gesamten Koeffizienten-Vektorraum
V aufspannen und dem Algorithmus somit auch nur noch ein Teil-
raum des mit dem Beamformer darstellbaren Funktionenraumes B
zur Verfu¨gung steht. Dieser Teilraum vera¨ndert sich abha¨ngig von a,
weil die Eigenvektoren von a abha¨ngig sind. Somit ko¨nnen auch die
jeweils optimalen Koeffizienten (und das daraus resultierende op-
timale Beampattern) unterschiedlich ausfallen. Eine Regel fu¨r die
optimale Wahl von a existiert zudem nicht. Bei den in dieser Ar-
beit gezeigten Beispielen wurde daher, wo nicht anders angegeben,
a = 1m−1 gewa¨hlt.
5.2.3 Beispiele in 2-D und 3-D
Um den direkten Vergleich des superdirektiven MSD-Beamformers
mit dem FIR-MSD-Beamformer zu ermo¨glichen, betrachten wir hier
wiederum die in Abschnitt 5.1.5 verwendeten Beispiele: Die Drei-
ecksfunktion in 2-D und ihre um die x-Achse rotierte Version in 3-D.
Bild 5.8 zeigt das Beispiel in zwei Raumdimensionen. Der Effekt der
Zeitintegration ist erwartungsgema¨ß an dem Beampattern abzulesen:
Die Richtwirkung setzt bereits bei sehr tiefen Frequenzen, praktisch
am Rand des Entwurfs-Frequenzbandes, ein; dies ist auch an dem
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Bild 5.8: Beamforming-Beispiel mit superdirektiver MSD, dritte
Ordnung, Heptapol-Gemetrie (a = 1m−1).
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Bild 5.9: Dreidimensionales Beispiel wie in Bild 5.5, jedoch mit
superdirektiver MSD, dritte Ordnung (a = 1). (a) ra¨umliche Emp-
fangskeule bei f = 50Hz; (b) Beampattern u¨ber f und ϕ bei ϑ = π2 .
Beispiel fu¨r den dreidimensionalen Fall in Bild 5.9 zu sehen. Die Ei-
genschaft der Superdirektivita¨t wurde also erfolgreich auf den Eigen-
Beampattern-Mechanismus der MSD u¨bertragen. Die Divergenz des
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Bild 5.10: Darstellung des Beispiels in Bild 5.8 von 0 bis 20 kHz.
Beampatterns oberhalb des Entwurfs-Frequenzbandes kann je nach
Wahl von a unterschiedlich stark ausfallen. In Bild 5.8 erscheint sie
zwar sanfter als im FIR-Beispiel (Bild 5.3/5.4), u¨ber den gesamten
ho¨rbaren Frequenzbereich betrachtet kommt es jedoch auch hier zu
einem starken
”
Ausufern“ des Betrages (Bild 5.10).
5.3 Breitbandiges Beamforming
Bei der Behandlung des MSD- und des superdirektiven MSD-Ansat-
zes haben wir das Entwurfs-Frequenzband [f1; f2 ] eingefu¨hrt, durch
welches die Integrationsgrenzen [k1; k2 ] fu¨r die Beamformer-Matrix-
elemente festgelegt werden (k1,2 = 2πf1,2/c). Dadurch wird auch
derjenige Frequenzbereich bestimmt, u¨ber dem die Eigen-Beampattern
orthogonal sind und fu¨r den der MSD-Mechanismus ein optimales
Beampattern einstellen kann. Dies ist ein klarer Vorteil gegenu¨ber
dem Multipol-Ansatz. Betrachten wir das in Abschnitt 4.4.2 ge-
zeigte Beispiel einmal u¨ber einen gro¨ßeren Frequenzbereich: Wie in
Bild 5.11 zu erkennen ist, ist der Multipol-Beamformer nur u¨ber
einen bestimmten, engen Frequenzbereich anna¨hernd frequenzinvari-
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Bild 5.11: Multipol-Beamforming wie in Bild 5.6, jedoch u¨ber einen
gro¨ßeren Frequenzbereich dargestellt (0-20 kHz).
ant und fa¨llt dann (ab ca. 7 kHz) betragsma¨ßig stark ab, bei gleichzei-
tigem Verlust der Richtwirkung und Aufbau von Nebenkeulen. Dieses
Verhalten ist unvermeidbar, und die Frequenz, bis zu der der Beam-
former als frequenzinvariant angesehen werden kann, ist durch die
Ausdehnung des Arrays (und die Baugro¨ße der Sensoren) gegeben.
Will man also die Bandbreite erho¨hen, so mu¨ssen die Abmessungen
des Arrays verkleinert werden.
Eine andere Mo¨glichkeit bietet sich bei Verwendung des MSD-Ver-
fahrens durch Anpassung des Entwurfs-Frequenzbandes. Nehmen wir
zum Beispiel an, daß bei gegebener Sensorgeometrie (wir bleiben
bei dem Heptapol-Array mit dem Radius d = 1 cm) die Bandbrei-
te von 25Hz bis ca. 17 kHz reichen soll. Wie wir gesehen haben,
sind mit MSD Bandbreiten von einigen kHz realisierbar (Bild 5.8).
Wa¨hlen wir jedoch das extrem breitbandige Entwurfs-Frequenzband
[25Hz; 17 kHz], so erhalten wir das in Bild 5.12 gezeigte Ergebnis.
Offenbar sto¨ßt hier Flexibilita¨t des Beamformers an ihre Grenzen.
Ein Ausweg besteht jedoch in der Aufteilung der zu erzielenden
Bandbreite in mehrere Entwurfsba¨nder.
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Bild 5.12: Superdirektives MSD-Beamforming wie in Bild 5.8, je-
doch a = 10m−1 und Entwurfs-Frequenzband von 25Hz bis 17 kHz.
5.3.1 Mehr-Band-Entwurf
Eine einfache und effektive Methode, extrem breitbandige Beampat-
tern zu erreichen, auch wenn das Beamforming mit einem einzelnen
Entwurfs-Band nur u¨ber einen Bruchteil der Wunsch-Bandbreite gu-
te Ergebnisse liefert, besteht in der Verwendung mehrerer Beamfor-
mer: Die Wunsch-Bandbreite wird in mehrere Frequenzba¨nder aufge-
teilt und fu¨r jedes Teilband ein separater Beamformer optimiert. Die
Ausga¨nge der einzelnen Beamformer werden dann durch Bandpa¨sse
zusammengefu¨hrt. Dabei ko¨nnen die Teilba¨nder u¨berlappend oder
nicht-u¨berlappend sein; die Zusammenfu¨hrung der Beamformer kann
entweder durch eine harte Umschaltung der Koeffizienten an den
Bandgrenzen erfolgen (dies idealerweise im Frequenzbereich) oder
durch Bandpa¨sse mit endlicher Flankensteilheit geschehen, welche
ein weiches U¨berblenden vornehmen (in diesem Fall ist die mo¨gli-
cherweise starke Divergenz des auszublendenden Beamformers zu
beachten).
Nachfolgend sind einige Beispiele dargestellt, die die Wirksamkeit
dieses Verfahrens demonstrieren (N = 7, L = 4, a = 10): Bild 5.13
5.3 Breitbandiges Beamforming 165
p
-p
0
p
2
- p
2
(a) (b)
x
y
f/ Hz j / deg
Bild 5.13: Mehr-Band-Entwurf mit zwei Teilba¨ndern: 25Hz-9 kHz
und 9 kHz-17 kHz (a = 10m−1).
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Bild 5.14: Mehr-Band-Entwurf mit drei Teilba¨ndern: 25Hz-5 kHz,
5 kHz-11 kHz und 11 kHz-17 kHz (a = 10m−1).
zeigt das Resultat mit zwei Teilba¨ndern, Bild 5.14 das mit drei und
Bild 5.15 das Resultat mit vier Teilba¨ndern (letzterer Fall zum Teil
mit U¨berlapp). In allen Beispielen wird an den Bandu¨berga¨ngen hart
umgeschaltet: Im u¨berlappfreien Fall geschieht dies an den Band-
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Bild 5.15: Mehr-Band-Entwurf mit vier Teilba¨ndern: 25Hz-2 kHz,
2 kHz-8 kHz, 7 kHz-13 kHz und 12 kHz-18 kHz (a = 10m−1).
grenzen, im Fall von U¨berlapp jeweils in der Mitte des U¨berlappungs-
bereiches. Zur Verdeutlichung der relativ geringen Unterschiede zeigt
Bild 5.16 das Frequenzverhalten der unterschiedlichen Mehr-Band-
Beispiele in der Richtung der bevorzugten Empfangsrichtung (ϕ0 =
0). Zum Vergleich ist auch der einbandige Entwurf aus Bild 5.12 dar-
gestellt. Die Betragsschwankungen beim Mehr-Band-Verfahren lie-
gen im Bereich< 0.5 dB (d.h.< 140 Dekade im Betrag).
Die Serie dieser Beispiele zeigt, daß die Resultate des Mehr-Band-
Entwurfs mit zunehmender Anzahl von Teilba¨ndern besser werden.
Auch bringt die U¨berlappung der Teilba¨nder eine gewisse Gla¨ttung
der Beampattern an den Bandu¨berga¨ngen mit sich. Es darf jedoch
nicht u¨bersehen werden, daß zugleich der numerische Aufwand steigt,
da zunehmend viele Beamformer berechnet werden mu¨ssen. Daraus
ergibt sich die Frage nach einer maximalen noch sinnvollen Anzahl
an Teilba¨ndern und Beamformern. Diese Frage kann nicht pauschal
mit einer Zahl beantwortet werden. Die im folgenden Abschnitt be-
leuchtete Methode der Frequenzabtastung hilft jedoch, ein Gefu¨hl
fu¨r die Grenzen des mit dem gegebenen Array Erreichbaren zu be-
kommen.
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Bild 5.16: Mehr-Band-Entwurf: Betragsga¨nge bei ϕ = 0. Vio-
lett: Ein-Band-Entwurf (25Hz-17 kHz); blau: Entwu¨rfe mit mehreren
Ba¨ndern, vgl. Bild 5.13 bis 5.15.
5.3.2 Frequenzabtastung und ideale Gewichte
Wir wollen nun den Grenzfall des obenstehend diskutierten Mehr-
Band-Verfahrens fu¨r sehr viele Teilba¨nder untersuchen, bei dem die
Bandbreite des jeweiligen Bandes gegen Null geht. Genauergesagt
wird dabei das Eigenwert-Problem der superdirektiven MSD fu¨r je-
weils genau eine Frequenz f0 gelo¨st, d.h. wir erhalten Eigen-Beam-
pattern, die bei genau dieser Frequenz
”
gu¨ltig“ sind. Um dies zu
tun, setzen wir den MSD-Mechanismus wie gehabt an, definieren
jedoch das innere Produkt 〈B(k)|B′(k)〉
F
als eine reine Integrati-
on u¨ber den Winkelbereich 2π bei fixem Betrag des Wellenvektors:
‖k‖ = k0 = 2πf0/c = const. Der Rechenweg la¨uft analog zu dem
in Abschnitt 5.1.2 und Abschnitt 5.1.3 gezeigten, mit dem einzigen
Unterschied, daß die Integration u¨ber die Frequenz entfa¨llt. Im zwei-
dimensionalen Fall erhalten wir daher anstelle von Gl. (5.33) nun die
frequenzabha¨ngigen Matrixelemente
X˜2-Dνν′ (k0) = 2π(−1)µν
(
a
ik0
)µν+µν′
J0(k0‖r˜ν′−r˜ν‖), (5.35)
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welche eine Matrix X˜ bilden. Diese kann nun unter Verwendung
von
G(k0) =

(−a/ik0)µ0 0 · · · 0
0 (−a/ik0)µ1 · · · 0
...
...
. . .
...
0 0 · · · (−a/ik0)µV−1
 ,
G(k0) =

(a/ik0)
µ0 0 · · · 0
0 (a/ik0)
µ1 · · · 0
...
...
. . .
...
0 0 · · · (a/ik0)µV−1

sowie der Matrix X(k0) mit den Elementen
X2-Dνν′ (k0) = 2π J0(k0‖r˜ν′−r˜ν‖) (5.36)
in folgender Form dargestellt werden:
X˜(k0) = G(k0)X(k0)G(k0). (5.37)
Genauere Betrachtung zeigt (siehe hierzu Tabelle 5.2), daß X aus
N × N Blo¨cken der Gro¨ße L × L besteht, die jeweils L2-mal den-
selben Wert enthalten. X besitzt daher nur maximal N linear un-
abha¨ngige Spalten- und Zeilenvektoren. Diese Eigenschaft u¨bertra¨gt
sich durch (5.37) auch auf X˜, so daß pro Frequenz – unabha¨ngig
von der maximalen Integrationsordnung (L−1) – maximal genau N
Eigen-Beampattern existieren. Dies kann folgendermaßen gedeutet
werden: Da wir nur einen Punkt auf der Frequenzachse betrach-
ten, ist nicht genu¨gend Information vorhanden, um fu¨r jeden Sensor
mehrere Koeffizienten zu bestimmen. Das Problem ist also unterbe-
stimmt, a¨hnlich der Berechnung mehrerer Parameter fu¨r eine Funk-
tion, die nur durch eine einzige Stu¨tzstelle gegeben ist. Es kann also
pro Sensor – bei gegebenem f0 – allenfalls ein optimaler Koeffizi-
ent, na¨mlich der Wert der zugeho¨rigen Filterfunktion Hn(ω) an der
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Bild 5.17: Frequenzabtastung des Soll-Beampatterns.
Stelle ω = 2πf0, ermittelt werden. Entsprechend kann X˜ auch nur
die hierfu¨r ausreichende Information enthalten. Es ist daher sinnvoll,
L = 1 zu wa¨hlen und damit die maximale Integrationsordnung auf
Null zu setzen: Es wird na¨mlich V = NL = N und µν = 0 fu¨r alle
ν = 0, . . . , N − 1. Als Konsequenz hiervon sind die Matrizen G und
G nun Einheitsmatrizen und es ist X˜(k0) = X(k0). Fu¨r jede inter-
essierende Frequenz f0 berechnen wir nun einen frequenzspezifischen
MSD-Beamformer anhand der N ×N -Matrix X(k0). Die – der Sen-
soranzahl N entsprechend – gefundenen N Koeffizienten bν sind die
optimalen Funktionswerte der N Filterfunktionen bei der jeweiligen
Frequenz.
Bild 5.17 zeigt als Beispiel die Frequenzabtastung des bisher be-
nutzten Soll-Beampatterns an einer Reihe von Frequenz-Stu¨tzstel-
len (d.h. an allen erkennbaren Rasterlinien). Hier fa¨llt auf, daß der
Betrag des Beampatterns bei kleinen Frequenzen (unter 2 kHz) ge-
ringfu¨gig von dem bei ho¨heren Frequenzen erreichten Maximum ab-
weicht (siehe auch Bild 5.16, rote Kurve) und auch die Nebenkeulen
etwas sta¨rker sind. Die Ursache hierfu¨r liegt darin, daß bei den nied-
rigen Frequenzen nicht alle Eigen-Beampattern orthogonal und nor-
miert sind, d.h. mindestens eines mit einem extrem kleinen Eigenwert
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von der Reihenentwicklung ausgeschlossen wurde, wodurch nur noch
ein Teilraum des Funktionenraumes der darstellbaren Beampattern
verfu¨gbar ist. (Dieses Pha¨nomen beruht vermutlich auf numerischen
Problemen, die bei der Evaluierung von Eigen-Beampattern mit ex-
trem kleinen Eigenwerten auftreten.) Die gefundenen Koeffizienten
sind somit nicht zwangsla¨ufig optimal und stellen eine Approxima-
tion des Soll-Beampatterns mit einer reduzierten Anzahl an Moden
dar. An dieser Stelle sei angemerkt, daß sich das hier gezeigte Verfah-
ren auch aus dem originalen MSD-Ansatz ableiten la¨ßt, indem man
nur einen Koeffizienten pro Sensor zula¨ßt und alle ∆t zu Null setzt.
Man erha¨lt dann exakt die gleichen Matrixelemente, wie sie oben an-
hand der superdirektiven MSD hergeleitet wurden (Gl. (5.36)). Da
die mit diesem Verfahren gefundenen Koeffizienten als Funktionswer-
te von Filterfunktionen aufgefaßt werden ko¨nnen, beschreiben sie,
noch allgemeiner gesagt, die bei der jeweiligen Frequenz beste u¨ber-
haupt mo¨gliche Approximation des Soll-Beampatterns durch einen
beliebigen linearen Ansatz, der durch komplexwertige Filterfunktio-
nen Hn beschrieben werden kann – allerdings unter der Vorausset-
zung, daß alle Eigen-Beampattern orthogonal und normiert sind und
somit alle Freiheitsgrade der Geometrie beru¨cksichtigt sind. In die-
sem Sinne werden wir diese Koeffizienten daher im folgenden als die
idealen Gewichte bezeichnen.
Die zu einer Stu¨tzstelle fn berechneten idealen Gewichte sind nur
dort gu¨ltig. Dies belegt Bild 5.18 in drastischer Form: Hier wurde
der Beamformer zwischen den Frequenzstu¨tzstellen aus Bild 5.17 je-
weils an einigen weiteren Frequenzen ausgewertet, jeweils mit den
Koeffizienten der na¨chsten, frequenzma¨ßig na¨chstho¨heren Stu¨tzstel-
le. Das Ergebnis ist ein stark gezackter, irregula¨rer Verlauf. Die-
ser kann der starken Frequenzabha¨ngigkeit der von den Koeffizien-
ten gebildeten
”
multipolartigen“ Sensor-Linearkombinationen zuge-
schrieben werden, welche mangels frequenzabha¨ngiger Kompensati-
on (z.B. Integratoren) sogar in den kleinen Intervallen zwischen den
Stu¨tzstellen zum Teil drastische Auswirkung zeigt. Es ist somit allge-
mein nicht mo¨glich, die zu einer Frequenz gefundenen Koeffizienten
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Bild 5.18: Wie Bild 5.17, jedoch zusa¨tzlich mit Auswertung des
Beamformers an zusa¨tzlichen Stu¨tzstellen (siehe Text).
in einem ganzen Frequenzintervall zu benutzen. Hierzu ist die Be-
rechnung eines MSD- oder superdirektiven MSD-Beamformers fu¨r
das gewu¨nschte Intervall erforderlich.
Die Abtastung als Analysewerkzeug. Wie wir anhand von
Bild 5.17 gezeigt haben, stellt das oben beschriebene Abtastverfah-
ren ein Werkzeug zur Abscha¨tzung der Obergrenze der Mo¨glichkei-
ten einer gegebenen Sensoranordnung dar. Es erlaubt uns weiter-
hin, Multipol-, FIR-MSD- und superdirektiven MSD-Beamformer zu
vergleichen und einen Einblick in ihre Arbeitsweise zu erhalten. Da-
zu kehren wir kurz zum Ausgangspunkt der MSD zuru¨ck, die wir
ausgehend von einem Filter-and-Sum-Beamformer formuliert haben.
Dort wurde jedes einzelne Mikrofonsignal durch ein Gewichtungsfil-
ter Hn(ω) gewichtet; die Koeffizienten wurden in einem Koeffizien-
tenvektor angeordnet und durch einen Eigenwert-Mechanismus ein-
gestellt. Umgekehrt lassen sich nun die Filterfunktionen Hn aus den
Koeffizienten gewinnen: Ausgehend von (5.2), (5.4) und (5.5) erhal-
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ten wir fu¨r den aus der Literatur bekannten FIR-MSD-Beamformer:
Hn(ω) =
nL+L−1∑
ν=nL
H˜ν(ω) =
nL+L−1∑
ν=nL
wν · e−iωτνTS .
Analog berechnen sich die Gewichtungsfilter des superdirektiven MSD-
Beamformers wegen (5.29) zu
Hn(ω) =
nL+L−1∑
ν=nL
H˜ν(ω) =
nL+L−1∑
ν=nL
wν ·
(ac
iω
)µν
.
Auch beim Multipol-Beamformer lassen sich Gewichtungsfunktionen
angeben, eine fu¨r jedes Mikrofon:
Hn(ω) =
M−1∑
m=0
σm,n · cm · gm
(
1
iω
)µm
.
Hierin ist M die Anzahl der verwendeten Multipole, gm der Geo-
metriefaktor und µm die Ordnung des m-ten Multipols; weiter sind
cm die Gewichtungsfaktoren fu¨r die einzelnen Multipole, und σm,n ∈
{−1, 0, 1} beschreibt die Gewichtung des n-ten Mikrofons im n-ten
Multipol3 (vgl. Bild 4.13). Wir ko¨nnen nun die Gewichtungsfilter all
dieser Beamformer gemeinsam mit den idealen Gewichten u¨ber der
Frequenz auftragen und miteinander vergleichen.
Vergleich von Multipol- und MSD-Beamformern. Im ne-
benstehenden Bild 5.19 sind die Betragsga¨nge der Gewichtungsfil-
ter des Multipol-Beamformers (korrespondierend zu Bild 5.6), des
FIR-MSD-Beamformers (Bild 5.3 und 5.4) und des superdirektiven
Beamformers (Bild 5.8) zusammen mit den idealen Gewichten auf-
getragen. Die Legende zeigt die Zuordnung der Farben; die gestri-
chelten Kurven bezeichnen jeweils den Betragsgang der Gewichtung
des mittleren Mikrofons, wa¨hrend die durchgezogenen denjenigen
3 Nicht alle Mikrofone sind an allen Multipolen beteiligt, daher wird auch die
Gewichtung mit σm,n = 0 zugelassen.
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Bild 5.19: Betragsgang der Gewichtungsfilter von Multipol-, FIR-
MSD- und superdirektivem MSD-Beamformer (
∫
dt-MSD). Gestri-
chelt: Mittlerer Sensor; durchgezogen: außenliegende Sensoren.
der umliegenden Mikrofone an den Ecken der hexagonalen Anord-
nung darstellen4. (Zu den idealen Gewichten ist anzumerken, daß
die berechneten Stu¨tzstellen (rote Kreise) der U¨bersichtlichkeit hal-
ber durch Kurven verbunden sind. Der durch sie suggerierte Verlauf
stellt nicht den tatsa¨chlichen Verlauf der idealen Gewichte zwischen
den Stu¨tzstellen dar.)
Beim Ansehen fa¨llt zuna¨chst die große Diskontinuita¨t der idealen
4 Der Unterschied zwischen den Gewichtungsfiltern der außenliegenden Mikro-
fone besteht hauptsa¨chlich in der Phase. Auf die Darstellung der Phasenga¨nge
wird jedoch verzichtet, da diese fu¨r unsere Diskussion hier keinen weiteren
Erkenntnisgewinn bringt.
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Bild 5.20: Gewichtungsfilter-Betragsga¨nge wie in Bild 5.19, jedoch
zusa¨tzlich mit den Kurven der Mehr-Band-Entwu¨rfe. Wegen der
Vielzahl der Kurven wird die Kurve des mittleren Sensors nicht mehr
von derjenigen der außenliegenden Sensoren unterschieden.
Gewichte ins Auge, die bei 2 kHz einen Sprung aufwa¨rts machen. Ge-
naue Betrachtung dieses Falles zeigte, daß unterhalb 2 kHz ein Eigen-
Beampattern (von sieben) nicht verwendbar war; bei der 25Hz-Stu¨tz-
stelle sogar drei. Interessanterweise findet die Frequenzabtastung
unterhalb 2 kHz Gewichtungen, die mit dem Multipol-Beamformer
u¨bereinstimmen. Dies ist jedoch nur fu¨r die außenliegenden Mikro-
fone der Fall: Das mittlere Mikrofon (rot gestrichelt) erfa¨hrt eine ge-
genu¨ber dem Multipol viel kleinere Gewichtung, was offenbar zu dem
nicht-idealen Verhalten des abgetasteten Beampatterns unterhalb
2 kHz fu¨hrt (das fehlende Eigen-Beampattern ist hier folglich fu¨r den
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Mittelsensor zusta¨ndig). Der FIR-MSD-Beamformer ist erwartungs-
gema¨ß nicht in der Lage, den idealen Verlauf der Gewichte zu abzu-
bilden. Allerdings befinden sich die Kurven der 10. Ordnung ober-
halb 2 kHz ein Stu¨ck dichter an den idealen Gewichten, entsprechend
der Verbesserung des Verhaltens bei Erho¨hen der Ordnung von 3 auf
10 (siehe Abschnitt 5.1.5). Der superdirektive MSD-Beamformer fin-
det, a¨hnlich den idealen Gewichten, fu¨r die außenliegenden Sensoren
anna¨hernd die Gewichte dem Multipols; auch hier jedoch gibt es
große Unterschiede beim mittleren Sensor.
Zur weiteren Illustration zu den in Abschnitt 5.3.1 gezeigten Mehr-
Band-Entwu¨rfen sind in Bild 5.20 neben den gerade diskutierten
Kurven auch die Filterkurven der Mehr-Band-Entwu¨rfe bis 20 kHz
dargestellt. Zu erkennen sind die Stellen, an denen die Umschaltung
der Filterkoeffizienten erfolgt (Unstetigkeiten). Es fa¨llt auf, daß die
betragsma¨ßigen Abweichungen der Gewichtungsfilter zu den idealen
Gewichten in jedem Teilband zu tiefen Frequenzen hin gro¨ßer wer-
den; insgesamt jedoch fallen die Abweichungen zwischen den idealen
Gewichten und den superdirektiven MSD-Beamformern bei hohen
Frequenzen kleiner aus. Fu¨r eine eingehendere Betrachtung und Dis-
kussion der Filterfunktionen mu¨ßte an dieser Stelle die Phase mit
hinzugezogen werden; dies wu¨rde jedoch hier zu weit fu¨hren und den
Rahmen dieser Arbeit sprengen.
Die Beampattern hingegen vereinen sa¨mtliche Informationen aus den
Gewichtungsfiltern einschließlich der Phase, weshalb wir nochmals
einen Blick auf die verschiedenen Beamformer werfen. Dazu sehen
wir uns noch einmal den aus Bild 5.16 bekannten Betragsgang des
Beampatterns u¨ber der Frequenz in der Richtung ϕ = 0 an; Bild 5.21
zeigt diesen korrespondierend zu allen Kurven in Bild 5.20. Man
sieht unmittelbar, daß die superdirektiven Verfahren (Einzelband,
Mehr-Band) weit glattere Verla¨ufe erzielen als Multipol- und FIR-
MSD-Ansatz. Eine Ausnahme hiervon bildet der ein-Band-Entwurf
von 25Hz bis 17 kHz; Bandbreiten von bis zu ca. 8 kHz ko¨nnen auch
mit einem einzelnen Band des superdirektiven MSD-Beamformers
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Bild 5.21: 2-D-Beamformer-Betragsga¨nge bei ϕ = 0, die sich aus
den Gewichtungsfunktionen in Bild 5.20 ergeben.
problemlos erzielt werden. Zu dem Beampattern des Multipol-Beam-
formers ist anzumerken, daß dieser bei f = 0 betragsma¨ßig auf 1
normiert wurde.
An Bild 5.20 und 5.21 kann auch das bereits in Bild 5.18 gezeig-
te Verhalten abgelesen werden, das auftritt, sobald die idealen Ge-
wichte einer Stu¨tzstelle u¨ber ein ganzes Frequenzintervall konstant
verwendet werden, etwa so, wie es die feine rote Kurve in Bild 5.20
zeigt (
”
Piecewise const. weights“). Das sich dann ergebende Beam-
pattern wird von der feinen roten Kurve in Bild 5.21 illustriert und
weicht fast u¨berall erheblich vom gewu¨nschten Verlauf ab. Eine Bei-
spielrechnung zeigt, daß auch eine lineare Interpolation der idealen
Gewichte zu einem fast identischen Resultat fu¨hrt.
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5.4 Varianten und Erweiterungen
Mit der superdirektiven Formulierung haben wir in Abschnitt 5.2
eine Erweiterung des MSD-Algorithmus vorgestellt [53]. Von sei-
nem mathematischen Hintergrund her ist dieser Algorithmus sehr
universell und erlaubt eine Reihe weiterer Modifikationen, welche
die Beru¨cksichtigung bestimmer Aspekte der Implementierung, der
Anwendung oder akustischer Randbedingungen erlauben. In die-
sem Abschnitt sollen einige dieser Mo¨glichkeiten kurz umrissen wer-
den; eine detailierte Diskussion muß dabei aus Platzgru¨nden entfal-
len.
5.4.1 Zeitdiskrete Implementierung
Anders als im Falle des von Williams et al. vorgestellten MSD-
Beamformers [34] (und des in Abschnitt 5.1 ausfu¨hrlich besprochenen
Spezialfalles des FIR-MSD-Beamformers) ist die in Abschnitt 5.2 ge-
gebene superdirektive Formulierung zeitkontinuierlich, d.h. sie bein-
haltet keinerlei Abtastung der Sensorsignale an bestimmten Zeit-
punkten und somit keine Diskretisierung der Zeitachse. Dies ist auch
an der analytischen Beschreibung der Zeitintegration abzulesen, die
im superdirektiven Operator Aˆ und in den Matrixelementen enthal-
ten ist: 1/iω ist die U¨bertragungsfunktion eines zeitkontinuierlichen
Integrators mit ins Unendliche reichender Impulsantwort. Unsere
Formulierung eignet sich daher zuna¨chst zum einen fu¨r die Imple-
mentierung im Zeitbereich mit analogen Integratoren, zum anderen
fu¨r eine Implementierung im Frequenzbereich, da die Multiplikati-
on mit 1/iω nur hier exakt erfolgen kann. Will man den Beamfor-
mer jedoch mit zeitdiskreten Filtern im Zeitbereich realisieren, so
sind einige spezifische Details zu beachten (siehe hierzu Bild 5.22):
1. Signallaufzeit. Zeitdiskrete Filter sind typischerweise mit einer
Laufzeit τ > 0 behaftet und bewirken daher eine Phasendre-
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Bild 5.22: Betrags- und Phasengang einiger Integrations-Filter. Rot
gestrichelt: Idealer, zeitkontinuierlicher Integrator H(ω) = 1/iω;
blau gestrichelt: Zeitdiskreter Integrator H(z) = TS/(z − zp) fu¨r
zp = 0.9, 0.99, 0.995, 0.999; schwarz: Grenzstabiler, zeitdiskreter In-
tegrator H(z) = TS/(z − 1). Abtastrate: fS = 1/TS = 44.1 kHz.
hung. Diese geht im Falle des Integrators H(z) = TS/(z − zp)
anna¨hernd linear mit der Frequenz und es gilt τ ≈ 1/2.
2. Betragsfehler. Je weiter zp vom Einheitskreis entfernt ist, desto
gro¨ßer die Betragsabweichungen vom idealen Integrator.
3. Phasenfehler. Ebenso nimmt mit der Distanz von zp zum Ein-
heitskreis der Phasenfehler im Vergleich zum grenzstabilen In-
tegrator H(z) = TS/(z − 1) zu.
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Wird also ein superdirektiver MSD-Beamformer nach Bild 5.7 mit
einem solchen zeitdiskreten Integrator aufgebaut, so kommt es bei
jeder Integration zu einer Phasendrehung. Um das Funktionieren des
Beamformings sicherzustellen, muß daher eine der folgenden Strate-
gien angewendet werden.
1. Laufzeitausgleich. Im Beamformer werden in alle Signalpfade,
die parallel zu Integrationsfiltern laufen, Laufzeitfilter (z.B. Fractio-
nal-Delay-Filter) gleicher Laufzeit eingebaut. Dadurch entsteht das
in Bild 5.23 gezeigte Schaltbild5. Dieser Beamformer erlaubt nun die
direkte Verwendung der nach dem Algorithmus in Abschnitt 5.2.2
berechneten
”
idealen“ Koeffizienten. Das Resultat ist identisch mit
dem in Bild 5.8 dargestellten, bis auf (a) eine u¨ber der Frequenz
fast lineare Phasendrehung und (b) ein
”
langsameres“ Einsetzen
der Richtwirkung bei tiefen Frequenzen (Bild 5.24). Letzterer Ef-
fekt ru¨hrt von den oben genannten Phasen- und Betragsfehlern her
und ist umso weniger ausgepra¨gt, je dichter zp am Einheitskreis liegt.
Dieser Abstand kann jedoch nicht beliebig verringert werden, da dies
– insbesondere in den Signalpfaden mit mehrfacher Integration – zu
Stabilita¨ts- oder Aussteuerungsproblemen fu¨hrt.
2. Zeitdiskreter, superdirektiver Beamforming-Operator Aˆ.
Der Operator wird so modifiziert, daß er die Phasendrehung durch
die zeitdiskreten Integratoren beru¨cksichtigt. Das bedeutet ein Aus-
tauschen des Integrators 1/iω in (5.31) gegen die explizite U¨bertra-
gungsfunktion des zeitdiskreten Integrators, also z.B. (z = eikcTS ):( a
ik
)µν −→ ( ac TS
eikcTS − zp
)µν
.
5 Dieses Schaltbild verdeutlicht nur das Prinzip der Einbringung der Laufzeit-
filter, ist jedoch nicht optimal im Hinblick auf den numerischen Aufwand.
Es ko¨nnen aber leicht Strukturen gefunden werden, welche die Integrations-
und/oder Laufzeitfilter sta¨rker zusammenfassen und dadurch weniger Re-
chenschritte erfordern.
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Bild 5.23: Superdirektiver MSD-Beamformer mit zeitdiskretem In-
tegrator: Da die Filter G(z) = ac · H(z) einen Integrator H(z) =
TS/(z−(1−ǫ)) mit einer Laufzeit τ = 1/2 enthalten, sind die zu ihnen
parallelen Signalpfade mit zusa¨tzlichen Laufzeitgliedern z−τ = z−1/2
zu versehen.
Die Matrixelemente sind dann nach (5.18) zu berechnen. Der Be-
amformer wird nun nach Bild 5.23 aufgebaut, jedoch mit zeitdis-
kretem Integrator und ohne Laufzeitfilter (Beispiel in Bild 5.25).
3. Zeitdiskreter, superdirektiver Beamforming-Operator Aˆ
mit Laufzeitausgleich. Diese Methode kombiniert die beiden vor-
herigen: Es werden sowohl die zeitdiskreten Integratoren beru¨cksich-
tigt, als auch die Laufzeitfilter in den integratorfreien Pfaden. Die
idealen Integratoren in (5.31) sind also wie folgt zu ersetzen:
( a
ik
)µν −→ ( ac TS
eikcTS − zp
)µν
· e−ikcTS ·(L−µν−1)/2.
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Bild 5.24: Beamforming-Beispiel wie in Bild 5.8 (Seite 161), jedoch
mit zeitdiskreter Realisierung der Integratoren (Bild 5.23); Polradi-
us: zp = 0.995; a = 1m
−1.
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Bild 5.25: Beamforming wie in Bild 5.24, jedoch mit zeitdiskretem,
superdirektivem Beamforming-Operator, ohne Laufzeitfilter.
Die Berechnung der Matrixelemente erfolgt wieder durch Gl. (5.18).
Der Beamformer ist nun nach Bild 5.23 aufzubauen, einschließlich
der Laufzeitfilter. Bild 5.26 zeigt ein Beispiel.
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Bild 5.26: Wie Bild 5.25, jedoch mit Laufzeitfiltern.
Ein Vergleich der Resultate in Bild 5.24, 5.25 und 5.26 zeigt, daß jede
der drei genannten Strategien ihre eigenen Vorteile bietet. Wa¨hrend
Strategie 2. das beste Resultat bei kleinsten Frequenzen liefert, bietet
Strategie 3. einen weit ebeneren Verlauf des Betragsganges. Strategie
1. fu¨hrt zum gleichma¨ßigsten Verlauf, auch in Bezug auf die Neben-
keulen, die u¨ber gro¨ßte Teile des Designbandes (25Hz bis 5 kHz) in
Lage und Auspra¨gung hier am stabilsten sind.
5.4.2 FIR-Filter anstelle fester Koeffizienten
Eine weitere Verallgemeinerung des superdirektiven MSD-Ansatzes
besteht in der Einfu¨hrung von FIR-Filtern anstelle einzelner Koeffi-
zienten. Wird jeder Koeffizient wν durch ein FIR-Filter der Ordnung
M −1, also mit M Koeffizienten ersetzt, so erha¨lt man eine Erweite-
rung des Operators Aˆ auf V ′ = NLM Koeffizienten6. Die Vektorele-
mente des Operators Aˆ′ = (A′0, . . . , AV ′−1) lauten dann
Aˆ′ν=(nL+l)M+m(k) =
( a
ik
)l
· e−ik·rn−ikcmTS
6 N : Anzahl der Sensoren; L− 1: maximale Integrationsordnung.
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Bild 5.27: Frequenzselektives Beamforming. (a) FIR-MSD, (b) su-
perdirektive MSD.
mit n = 0, . . . , N − 1, l = 0, . . . , L− 1 und m = 0, . . . ,M − 1. Hier-
von ist vor allem ein bestimmter Effekt zu erwarten: Die Mo¨glich-
keit, Beampattern mit komplexeren Verla¨ufen zu erzeugen, bis hin
zum frequenzselektiven Beamforming. Der bisher diskutierte Ansatz
der superdirektiven MSD eignet sich zwar durch die Verwendung
der Integrationsfilter zur Darstellung frequenzinvarianter Beampat-
tern, erweist sich durch die fixe Lage aller Filterpole nahe 1 als re-
lativ unflexibel, wenn etwa eine Charakteristik erzeugt werden soll,
die in verschiedenen Frequenzba¨ndern in unterschiedliche Richtun-
gen weist (siehe Bild 5.27). Der FIR-MSD-Beamformer eignet sich
hingegen fu¨r solche Aufgaben [34], so daß die obige Erweiterung hier
durchaus erfolgversprechend ist. Zu beachten ist jedoch, daß sich die
Anzahl der Koeffizienten von V = NL auf V ′ = NLM Koeffizien-
ten vervielfacht, was den numerischen Aufwand betra¨chtlich in die
Ho¨he treiben kann. In der Praxis wird daher abzuwa¨gen sein, ob
es nicht sinnvoller ist, fu¨r jedes interessierende Frequenzband einen
eigenen Beamformer mit der betreffenden Richtwirkung zu entwer-
fen und den frequenzselektiven U¨bergang mit separat berechneten
Bandpa¨ssen vorzunehmen.
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5.4.3 Reflektierende Fla¨chen und Spiegelsensoren
Wird das Mikrofonarray in der Na¨he einer oder mehrerer reflektie-
render Fla¨chen betrieben, so ist neben dem Direktschall auch der re-
flektierte Schall zu beru¨cksichtigen. Dies gelingt im einfachsten Fall
durch die Einfu¨hrung von Spiegelmikrofonen: Neben dem n-ten Mi-
krofon an der Position rn,0 werden eine oder mehrere virtuelle Mi-
krofone an den Positionen rn,s (s = 1, . . . , S) in den Beamforming-
Operator mit einbezogen, eines fu¨r jede Reflexion. Die Positionen der
S zusa¨tzlichen Mikrofone ergeben sich dabei durch Spiegelung von
rn,0 an der jeweiligen Reflexionsfla¨che
7. Im Beamforming-Operator
sind nun all diese Sensoren anstelle des einzelnen Mikrofons zu beru¨ck-
sichtigen:
Aˆν=nL+l(k) =
( a
ik
)l
·
S∑
s=0
ρn,s · e−ik·rn,s
mit n = 0, . . . , N − 1 und l = 0, . . . , L − 1. Die Koeffizienten ρn,s
beschreiben die Reflexion an der jeweiligen Oberfla¨che, einschließ-
lich Verlusten8. Dabei muß ρn,0 = 1 ∀n gesetzt werden, um den
Direktschall an den Mikrofonen mit 1 zu gewichten9. Die Matrix-
elemente bestehen nun jeweils aus bis zu (S + 1)2 Summanden, von
denen jeder eine Bessel- bzw. si-Funktion mit einem Argument der
Form (k‖rn,s − rn′,s′‖) entha¨lt. Diese Erweiterung erscheint beson-
ders interessant beim Einsatz eines kompakten Arrays als Tisch- oder
Grenzfla¨chenmikrofon.
7 Dies ist der einfachste Fall, bei dem Sekunda¨rreflexionen unberu¨cksichtigt
bleiben. Fu¨r eine umfassendere Diskussion des Spiegelsensor- bzw. Spiegel-
quellenmodells siehe [54].
8 Der allgemeinere Fall eines frequenz- und richtungsabha¨ngigen Reflexionsko-
effizienten wird abgebildet, indem man ρn,s als Funktion von k schreibt.
9 Mikrofone mit individueller Richtwirkung lassen sich durch ρn,0 = f(k) dar-
stellen. Diese ist dann ebenfalls (in entsprechend ra¨umlich gespiegelter Form)
bei den richtungsabha¨ngigen Reflexionskoeffizienten mit zu beru¨cksichtigen.
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5.5 Diskussion
In diesem Kapitel haben wir die Methode des Modalen Subraum-
Beamformings (MSD) behandelt, die den Beamformer durch einen
Operator Aˆ darstellt und ein Soll-Beampattern durch Linearkom-
bination von Eigen-Beampattern approximiert, die aus den Eigen-
vektoren von Aˆ†Aˆ entstehen. Ausgehend von den beim Multipol-
Beamforming (Kapitel 4) gewonnenen Erkenntnissen wurde ein su-
perdirektiver MSD-Beamformer entwickelt. Dieser ist – a¨hnlich den
Multipolen – durch die eingefu¨hrten Intergrationsfilter bereits bei
weit niedrigeren Frequenzen effektiv als der aus der Literatur be-
kannte MSD- oder FIR-MSD-Beamformer [53]. Zugleich u¨bernimmt
er von der MSD zwei interessante Eigenschaften: Zum einen entfa¨llt
die Festlegung auf eine bestimmte Geometrie, d.h. die Mikrofone
du¨rfen beliebig im Raum angeordnet sein und auch dreidimensiona-
le Anordnungen sind erlaubt; die Eigen-Beampattern ergeben sich
direkt aus der Sensoranordnung. Der U¨bergang ins Dreidimensio-
nale geht dadurch vollkommen zwanglos vonstatten (lediglich die
Matrixelemente von Aˆ†Aˆ nehmen eine geringfu¨gig andere Form an).
Dies ist ein klarer Vorteil gegenu¨ber den Multipolen, wo fu¨r jede
Mode ein Multipol mit bestimmter Geometrie erforderlich ist. Die
zweite interessante Eigenschaft ist, daß die Eigen-Beampattern auf
einem frei zu wa¨hlenden Entwurfs-Frequenzband orthogonal sind, so
daß sich die Beamformer-Koeffizienten fu¨r genau dieses Band op-
timieren lassen (auch dies ist ein Vorteil gegenu¨ber den Multipo-
len). Im Ganzen verknu¨pft der superdirektive MSD-Beamforming-
Algorithmus erfolgreich vorteilhafte Eigenschaften von Multipol- und
dem bekannten MSD-Ansatz (siehe Tabelle 5.3). Die große Flexi-
bilita¨t wird jedoch durch die Komplexwertigkeit der Koeffizienten
erkauft, was bei einer Zeitbereichsimplementierung wegen erho¨hter
Filterkomplexita¨t einen gewissen ho¨heren Rechenaufwand zur Lauf-
zeit bedeutet.
Die Mo¨glichkeit, den MSD-Beamformer fu¨r ein bestimmtes Frequenz-
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Beamformer Multipol FIR-MSD
∫
dt-MSD
Superdirektivita¨t ja nein ja
Frequenzinvarianz bedingt bedingt ja
Geometrie speziell beliebig beliebig
2-D-Formulierung einfach einfach einfach
3-D-Formulierung aufwa¨ndig einfach einfach
Entwurfs-Frequenzband nur DC beliebig beliebig
Mehrband-Entwurf nein ja ja
Koeffizienten reell komplex komplex
Tabelle 5.3: Eigenschaften von Multipol-, FIR-MSD- und superdi-
rektivem MSD-Beamformer (
∫
dt-MSD).
band zu entwerfen, ero¨ffnet die Option eines Mehr-Band-Entwurfes,
bei dem mehrere, auf aneinander anschließende Frequenzba¨nder op-
timierte Beamformer durch Bandpa¨sse zusammengefaßt werden, um
beim frequenzinvarianten Beamforming eine bessere Approximation
des Soll-Beampatterns und damit eine gro¨ßere Bandbreite zu errei-
chen. Das Verfahren der Frequenzabtastung kann hier eine hilfreiche
Abscha¨tzung der Mo¨glichkeiten der Mikrofongeometrie liefern, die
der Approximation eines Soll-Beampatterns, bedingt durch Anzahl
und Form der durch sie bereitgestellten Eigen-Beampattern (welche
auch Aliasing-Effekte beinhalten), zwangsla¨ufig Grenzen auferlegt.
Zur Illustration wurde ein Beispiel gezeigt und die durch Frequenz-
abtastung gewonnene bestmo¨gliche Approximation mit den Resul-
taten aus Mehr-Band-Entwu¨rfen mit unterschiedlicher Bandanzahl
verglichen.
Das vielleicht wichtigste Ergebnis aus diesen Untersuchungen ist,
daß durch das superdirektive MSD-Verfahren – und insbesondere
durch den Mehr-Band-Entwurf – mit kompakten Arrays wie dem
Heptapol-Array ein extrem breitbandiges, nahezu frequenzinvarian-
tes Beamforming mo¨glich wird.
6 Experimenteller Teil
In diesem Kapitel nun soll die Beschreibung einiger Experimente er-
folgen, die zur U¨berpru¨fung und Beurteilung der untersuchten Beam-
forming-Algorithmen durchgefu¨hrt wurden. Neben der Einrichtung
des Messlabors und der Zusammenstellung des Messaufbaus wurde
insbesondere eine spezielle Softwareumgebung geschaffen, welche auf
einer Windows-XP-Plattform die synchrone Verarbeitung beliebig
vieler Ein- und Ausgangskana¨le in Echtzeit erlaubt (sog. Full-Duplex-
Betrieb). In diese ko¨nnen zur Laufzeit in separaten Bibliotheken vor-
liegende Filter- und Beamforming-Algorithmen eingebunden werden,
so daß ein echtzeitfa¨higes Demonstrations- und Evaluationssystem
entsteht. Dieses Kapitel beschreibt die akustische Messkammer, die
verwendete Hardware sowie die entwickelte Software, und geht auf
die einzelnen Experimente und Messergebnisse ein.
6.1 Das Akustik-Labor
Fu¨r die Messungen wurde die im Institut fu¨r Angewandte Physik,
Max-von-Laue-Straße 1, 2. OG, Raum 02.402 vorhandene audio-
metrische Messkammer verwendet (Bild 6.1). Diese ist aus Stahl-
blechpaneelen gebaut, die 100mm starke Mineralwoll-Packungen zur
akustischen Da¨mmung enthalten. Mit Ausnahme der (von der Tu¨r
aus gesehen) linken Wand, die an die Betonwand des Geba¨udes an-
schließt, sind alle Wa¨nde doppelt ausgefu¨hrt, ebenso die Tu¨r. Zur
Abkopplung von Geba¨ude-Ko¨rperschall ist der Kabinenboden auf
schwingungsarmen Da¨mpfungsfu¨ßen gelagert. Auch Decke und Bo-
den sind als Akustik-Paneele mit Mineralwoll-Fu¨llung ausgefu¨hrt.
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Bild 6.1: Außenansicht der Akustik-Messkammer.
Die Kammerwa¨nde sind auf der Innenseite reflexionsarm mit Loch-
blechen abgeschlossen. Die Kammer wurde urspru¨nglich mit dem
Ziel installiert, unbeeinflußt von a¨ußeren Sto¨rschallen (insbesondere
vom La¨rm umliegender Baustellen) Sprachaufnahmen auszufu¨hren.
Aus diesem Grunde sind keine Kabeldurchfu¨hrungen durch wie Wan-
dungen vorgesehen; jedoch sind innen Beleuchtung, Stromversorgung
und LAN-Anschlußdosen vorhanden, um im Innenraum ein Arbeiten
mit Messapparaturen und PC zu ermo¨glichen.
Fu¨r das Ausmessen der Richtwirkung eines Mikrofonarrays ist ein
reflexionsfreier Messraum erforderlich. Aus diesem Grund wurde die
Kammer mit einer zusa¨tzlichen Schallda¨mmungs-Auskleidung verse-
hen, um die vorhandenen starken Reflexionen an Fenstern, Tu¨rblatt,
Deckenleuchten, Kabelkana¨len und Klimaanlage zu eliminieren. Zu-
gleich erfolgte mittels einer Trennwand die Unterteilung in zwei Be-
reiche (siehe Grundriss in Bild 6.2):
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Bild 6.2: Grundriss der Messkammer mit eingezogener Trennwand.
Das Fenster des hinteren, als
”
Messbereich“ bezeichneten Teils wird
durch ein abnehmbares Paneel mit aufgeklebter Schallda¨mmung ver-
schlossen.
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a) Messbereich. In diesem hinteren Teil des Kammer wurden
die Reflexionen an den genannten Fla¨chen durch die zusa¨tzliche
Schallda¨mpfung weitgehend eliminiert. Dieser Bereich wurde fu¨r den
eigentlichen Messaufbau vorgesehen.
b) Vorraum. Der vor dem Messbereich liegende Vorraum wur-
de fu¨r zusa¨tzliche Gera¨te (PC, Mikrofonvorversta¨rker etc.) sowie
als Raum fu¨r den Experimentator wa¨hrend der Messung vorgese-
hen.
Auf diese Weise konnte auf eine Kabeldurchfu¨hrung in den Kabi-
nenwa¨nden verzichtet werden, die eine nicht abzuscha¨tzende Beein-
tra¨chtigung der Schallda¨mmung durch die Kammerwa¨nde bedeu-
tet ha¨tte. Durch die akustische Trennung von Vor- und Messraum
wurde zudem eine mo¨gliche Beeinflussung des Experiments durch
die Anwesenheit des Experimentators sowie weiterer reflektieren-
der Fla¨chen (PC-Geha¨use, 19-Zoll-Rahmen der Mikrofonversta¨rker,
s.u.) wirksam vermindert. Die Trennwand wurde durch einen Rah-
men aus 60mm × 20mm Kantholz, beidseitig abgeschlossen durch
eine 5mm dicke Spanplatte, realisiert (Bild 6.3). Das Innere der
Trennwand wurde mit Da¨mmaterial ausgefu¨llt. Zum Verschluß der
Durchgangso¨ffnung (Ho¨he 2000mm, Breite 1000mm) wurden zwei
Tu¨rflu¨gel nach demselben Prinzip gebaut (Bild 6.4). Die im Messbe-
reich vorhandenen Deckenleuchten wurden entfernt und die entstan-
denen Hohlra¨ume ebenfalls mit Da¨mmaterial ausgefu¨llt. Das hin-
tere Fenster wurde mit einer 10mm starken Sperrholzplatte abge-
deckt.
Wa¨nde und Decke wurden mit 100mm starken Melaminharzschaum-
stoffplatten in weißer Farbe ausgekleidet (Bild 6.5). Diese bestehen
aus einer 50mm hohen Sockelschicht, auf der 50mm hohe Pyramiden
stehen (Bild 6.6). Fu¨r den Boden wurden Platten aus einem elas-
tischeren Material (PU-Schaumstoff) gewa¨hlt, um dem Experimen-
tator die Begehung des voll ausgelegten Messbereiches zu ermo¨gli-
chen (Bild 6.7). Auch diese Platten besitzen einen 50mm-Sockel mit
50mm hohen Pyramiden (Bild 6.8).
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Bild 6.3: Messkammer: Profil der akustischen Trennwand.
Bild 6.4: Messkammer: Außenansicht des Messbereiches.
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Bild 6.5: Wandauskleidung mit Melaminharzschaumstoff.
Bild 6.6: Melaminharzschaumstoff-Platten, 100mm hoch.
6.1 Das Akustik-Labor 193
Bild 6.7: Boden des Messbereiches, ausgelegt mit PU-Schaumstoff.
Bild 6.8: PU-Schaumstoffplatten, 100mm hoch.
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6.2 Hardware
Zum Aufbau der Mikrofonarrays wurden die nachfolgend beschriebe-
nen Hardwarekomponenten beschafft und eingesetzt.
6.2.1 Mikrofone
Um kompakte Anordnungen realisieren zu ko¨nnen, wurde bei der
Wahl der Mikrofonkapseln auf geringe AbmessungenWert gelegt. Die
Wahl fiel auf Back-Elektret-Kondensatormikrofone des TypsMCE 60
des Herstellers Beyerdynamic (Bild 6.9). Diese Druckwandler ha-
ben einen breitbandigen U¨bertragungsbereich von 0–20 kHz und sind
omnidirektional (Kugelcharakteristik). Die Mikrofonsignale wurden
durch ImpedanzwandlerMJ-53 und XLR-Multicore-Kabel der La¨nge
10m zu den Vorversta¨rkern u¨bertragen.
7mm
Mikrofonkapsel Gehäuse Kabel
Bild 6.9: Mikrofonkapsel des Typs Beyerdynamic MCE 60.
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6.2.2 Vorversta¨rker, A/D-Wandler und
Audio-Karten
Zur Versorgung der Mikrofone mit 48V Phantomspeisung und zur
Versta¨rkung der Signale wurden Octamic-D-Module von RME in
19-Zoll-Bauweise eingesetzt (Bild 6.10). Diese sind mit je acht Vor-
versta¨rkern ausgestattet. Die Wandlung in digitale Signale erfolg-
te direkt in den Modulen durch eine eingebaute Wandlerkarte, die
an einem optischen Ausgang ein ADAT-Signal zur Verfu¨gung stellt.
Dieses Format unterstu¨tzt im achtkanaligen Betrieb die Abtastraten
32 kHz, 44.1 kHz und 48 kHz. Die Signale wurden u¨ber TOSLINK-
Kabel optisch zum PC u¨bertragen. Hier erfolgte die Umsetzung in die
weiterzuverarbeitenden Datenstro¨me durch PCI-ADAT-Schnittstel-
lenkarten des TypsHDSP 9652, gleichfalls von RME.
Bild 6.10: 19-Zoll-Rahmen mit einemM-Audio Delta 1010 Audioin-
terface und sechs RME Octamic-D Vorversta¨rker-Wandler-Modulen.
Rechts: Lu¨fterloser PC mit zwei ADAT-Karten (RME HDSP 9652 ).
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6.2.3 Schallquellen
Zur Schallwiedergabe wurden Aktivboxen des Herstellers GENELEC
verwendet (Typ 8020A, Bild 6.11). Diese zwei-Wege-Boxen u¨bertra-
gen laut Hersteller im Bereich 66Hz bis 20 kHz. U¨ber einen Win-
kel von ±15◦ ist die Abstrahlung praktisch konstant (Bild 6.12).
Bild 6.11: Aktivbox GENELEC 8020A.
Bild 6.12: Horizontale Abstrahlung der GENELEC 8020A, gemes-
sen in 1m Abstand bei verschiedenen horizontalen Winkeln.
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6.2.4 Hochleistungs-PC
Da die Laufgera¨usche eines PCs mit gewo¨hnlichem Lu¨fter die Mes-
sungen sto¨ren wu¨rden, wurde fu¨r den Einsatz innerhalb der Kam-
mer ein spezieller PC mit passiver (d.h. gera¨uschfreier) Konvekti-
onsku¨hlung beschafft (Bild 6.10 und 6.13).
Kenndaten: PC (Modell Silentium! ) der Firma Deltatronic. Intel
Core 2 Duo Prozessor E6850 (2×3.0GHz) passiv geku¨hlt, Mainboard
ASUS P5K, 4096MB RAM, 2× HDD 250GB, Grafikkarte PNY NVS
285 PCIe Dual VGA/DVI passiv geku¨hlt, DVD-Brenner, Windows
XP Professional. Neben zwei Audio-Karten RME HDSP 9652 mit
insgesamt 6 ADAT-Einga¨ngen und 6 ADAT-Ausga¨ngen wurde der
PC mit einem Audio-Modul Delta 1010 des Herstellers M-Audio zur
Ansteuerung der Aktivboxen ausgestattet.
Bild 6.13: Kontrollrechner mit Vorversta¨rkern und Messaufbau im
Hintergrund (Heptapol-Array).
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6.3 Software: Echtzeit-Umgebung
”
Medusa“
Um neben der numerischen (theoretischen) Evaluierung der Algo-
rithmen in MATLAB deren Funktion erga¨nzend auch im laufenden
Betrieb zu verifizieren, wurde im Rahmen dieser Arbeit ein spezielles
Multi-Kanal-Softwaresystem entwickelt. Dieses erlaubt unter Win-
dows XP die Verwendung von Ein- und Ausgangskana¨len beliebiger
Anzahl. Wegen einer gewissen A¨hnlichkeit des Kabelgewirrs an ei-
nem Mikrofonarray mit den Tentakeln einer Qualle (auch
”
Meduse“,
engl. medusa) wurde das Programm mit Blick auf sein Einsatzgebiet
auf den Namen Medusa getauft.
6.3.1 Funktionsumfang
Aus Platzgru¨nden kann hier keine umfassende Beschreibung vonMe-
dusa erfolgen. Die Funktionalita¨t des Programms sei jedoch grob
anhand folgender Punkte umrissen:
1. Synchronisation.Die Signale von Vielkanal-Schnittstellen wie
den hier verwendeten sind durch die Windows-API jeweils zu
zwei Kana¨len gebu¨ndelt in Form von sogenannten Stereo De-
vices zuga¨nglich. Fu¨r die Arbeit mit mehr als zwei Kana¨len
bedarf es daher des synchronen Zugriffs auf mehrere solcher
”
Gera¨te“. Medusa erkennt sa¨mtliche im System vorhande-
nen Gera¨te und regelt deren Aktivierung und Synchronisierung
durch einen Multi-Threading-Mechanismus.
2. Konvertierung. Eingehende Signale (zwei je Stereo-Gera¨t)
werden von Medusa in Datenblo¨cke im Fließkomma-Format
(Datentyp double) konvertiert und sind intern als Datenquel-
len verfu¨gbar. Umgekehrt dienen Datensenken zur Weitergabe
von Signalen an Ausgangs-Gera¨te; hier u¨bernimmt Medusa
die Konvertierung in das dort verwendete Festkomma-Format.
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Innerhalb von Medusa wird ausschließlich im Fließkomma-
Format gearbeitet.
3. Signalpfadverknu¨pfung. Im Gegensatz zu den Ein- und Aus-
gabegera¨ten werden bei Filtern, Aufnahme- und Wiedergabe-
gera¨ten die Einga¨nge durch Datensenken, die Ausga¨nge durch
Datenquellen repra¨sentiert. U¨ber die Benutzeroberfla¨che kann
der Benutzer beliebige Verbindungen zwischen Datenquellen
und -senken schaffen: Mit einer Datenquelle ko¨nnen eine oder
mehrere Datensenken verbunden werden.
4. Filterung. Medusa erlaubt die Einbindung von Filtern aus
extern vorliegenden Bibliotheken (DLLs1). Jede Filter-DLL ent-
ha¨lt genau einen Filter-Algorithmus, von dem mehrere vonein-
ander unabha¨ngige Instanzen (d.h. Filter) erzeugt und gleich-
zeitig verwendet werden ko¨nnen. Ein Filter kann eine beliebi-
ge Anzahl an Ein- und Ausga¨ngen besitzen; auf diese Weise
kann auch ein Beamformer (N Einga¨nge, ein Ausgang) oder
ein Funktionsgenerator (keine Einga¨nge, ein Ausgang) in einer
Filter-DLL implementiert werden.
5. Steuerung. Jede Filter-DLL stellt eine Beschreibung der Pa-
rameter bereit, die das jeweilige Filter steuern. Medusa er-
zeugt aus diesen Informationen zu jedem Filter ein eigenes Fen-
ster, in dem die betreffenden Parameter durch numerische Ein-
gabe oder Schieberegler zur Laufzeit vera¨ndert werden ko¨nnen.
Weiterhin steht ein Geometrie-Editor zur Verfu¨gung, in den
die Positionen der einzelnen Mikrofone eines Arrays eingegeben
werden ko¨nnen. Diese ra¨umliche Information kann ebenfalls di-
rekt zur Steuerung von Beamformern und Laufzeitfiltern zur
Simulation von Freifeldbedingungen verwendet werden.
6. Analyse.Medusa bietet Oszilloskope und FFT-Analysatoren
an, um ein oder mehrere Signale zu visualisieren. Die FFT-
1 DLL = Dynamic Link Library: Unter Windows verwendete spezielle Form
einer Programmbibliothek, die zur Laufzeit geladen werden kann.
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Analyse bietet neben der einfachen FFT auch Spektrale Lei-
stungsdichte, Kreuzspektrum und die Berechnung von U¨ber-
tragungsfunktionen an (Quotient von Eingangs- und Ausgangs-
signal z.B. eines Filters). Ferner ko¨nnen Phasen- und Grup-
penlaufzeiten aus der Phase der Fouriertransformierten berech-
net und direkt angezeigt werden. Eine Mittelwertbildung u¨ber
mehrere Blo¨cke ist ebenfalls verfu¨gbar.
7. Aufzeichnung & Wiedergabe. Ein oder mehrere Signale
ko¨nnen mit einem speziellen Multi-Kanal-Rekorder auf Fest-
platte aufgezeichnet werden. Der Rekorder besitzt - a¨hnlich
einem Filter - eine frei zu wa¨hlende Anzahl Einga¨nge (Daten-
senken), die an beliebige Datenquellen angeschlossen werden
ko¨nnen. Umgekehrt bietet ein Multi-Kanal-Player eine entspre-
chende Anzahl von Ausga¨ngen, die zur Wiedergabe und Wei-
terverarbeitung der Signale beliebig verknu¨pft werden ko¨nnen.
Durch die Aufnahme- und Wiedergabefunktion ist es insbe-
sondere mo¨glich, eine Vielkanal-Aufnahme mit einem Array
zu machen und diese dann auf einem anderen Rechner ohne
Vielkanal-Hardware (z.B. Laptop) zur Evaluierung oder De-
monstration eines Beamformers zu verwenden.
6.3.2 Implementierung
Bei der Realisierung vonMedusa kamen drei Programmiersprachen
zum Einsatz:
1. C++. Fu¨r den Echtzeit-Kern, der auch die Windows-API an-
spricht und mo¨glichst schnell in der Ausfu¨hrung sein sollte,
wurde eine Klassenbibliothek in nativem C++ implementiert.
Diese entha¨lt Klassen zur Verwaltung und Synchronisierung
der Audio-Gera¨te, Datenquellen/-senken, Klassen zum Zugriff
auf Filter, Rekorder etc. Auch alle Filter-DLLs wurden in C++
geschrieben, um schnellen Code fu¨r die Blockverarbeitung zu
erhalten (Zeigerarithmetik). Zugleich ermo¨glicht C++ die di-
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rekte Integration von Mathematik-Hilfsbibliotheken wie IT++
mit Zugriff auf den Mathematik-Prozessorkern.
2. C#.NET. Die Benutzeroberfla¨che wurde in Visual C# er-
stellt. Gegenu¨ber C++ bietet diese Sprache den Vorteil einer
sehr kompakten und flexiblen Programmierung der fu¨r graphi-
sche Benutzeroberfla¨chen typischen Event-Handler, u.a. durch
Delegates2.
3. C++.NET. Zum Zugriff auf den Echtzeit-Kern von der grafi-
schen C#.NET-Benutzeroberfla¨che aus wurden die C++-Teile
in einer weiteren Klassenhierarchie in Visual C++.NET ge-
kapselt. Diese u¨bernimmt u¨bergeordnete Verwaltungsaufgaben
sowie die Vereinfachung des Zugriffs auf sa¨mtliche Gera¨te, Si-
gnale etc. durch .NET-Listenobjekte.
Die Programmteile in allen drei Sprachen wurden mit Microsoft Vi-
sual Studio 2005 (Express Edition) erstellt; eine na¨here Beschreibung
desMedusa-Klassenkonzeptes findet sich in [55, 56]. Zum Zugriff auf
den Mathematik-Prozessor wurde die Math Kernel Library von Intel
eingesetzt (MKL 9.1) und im nativen C++-Kern durch die IT++-
Bibliothek angesprochen.
6.3.3 Filter-DLLs: Beispiele
Unter anderem wurden als wichtigste Funktionsblo¨cke die folgenden
Filter-DLLs implementiert:
• Funktionsgenerator. Erzeugt wahlweise weißes Rauschen,
Sinusto¨ne oder Delta-Sto¨ße (zeitdiskrete Einheitsimpulse).
• FFT-Bandpass. Bandpass-Filter auf FFT-Basis im Frequenz-
bereich. Filterung durch zu-Null-Setzen der Frequenzanteile
(engl. frequency bins) außerhalb der eingestellten Bandgren-
zen.
2 Delegates: C#-Konstrukt, vergleichbar den Funktionenzeigern in C++.
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• Freifeld-Simulator. Laufzeit-Filter zur Simulation der Schall-
ausbreitung von einer Schallquelle zu N Positionen im refle-
xionsfreien Raum. Das Eingangssignal wird zeitverschoben zu
ein bis N Ausgangskana¨len u¨bertragen. Diese Laufzeit kann fu¨r
jeden Ausgangskanal individuell eingestellt werden. Zur Reali-
sierung von Laufzeiten, die nichtganzzahlige Vielfache des ver-
wendeten Abtastintervalls sind, werden Fractional-Delay-Filter
eingesetzt. Filterordnung (1 bis 21) und Typ ko¨nnen eingestellt
werden (siehe Abschnitt 6.4). Die Steuerung dieses Filters kann
komfortabel durch den Geometrie-Editor erfolgen (siehe vori-
ger Abschnitt).
• Adaptiver Equalizer. FFT-Filter zur Angleichung des Be-
tragsganges individueller Mikrofone. Von N Eingangskana¨len
wird ein Kanal k (1 ≤ k ≤ N) als Referenz gewa¨hlt. Alle
u¨brigen Kana¨le werden so gefiltert, daß sie betragsma¨ßig dem
Referenzkanal entsprechen, ihre Phase jedoch beibehalten. Die
Filterkurven werden punktweise adaptiv durch eine exponen-
tielle Gla¨ttung eingestellt.
• Heptapol-Beamformer. Beamformer nach der Multipol-Me-
thode fu¨r die Heptapol-Geometrie in Zeitbereichs-Realisierung
mit zeitdiskreten Integratoren. Die Gewichte der einzelnen Mul-
tipole ko¨nnen individuell eingestellt werden. Ferner sind der
Array-Radius, die Form des zu verwendenden Monopols (Mo-
nopol oder Pseudo-Monopol) und der Polradius der Integra-
torfilter einstellbar.
• Superdirektiver MSD-Beamformer. Beamformer nach der
superdirektiven MSD-Methode fu¨r die Heptapol-Geometrie in
Frequenzbereichs-Realisierung. Ein- und Mehrband-Entwu¨rfe
sind verfu¨gbar und der Radius des Arrays kann eingestellt wer-
den. Die Empfangskeule kann um 360◦ rotiert werden; ferner
ist eine Bandpass-Filterung des Ausgangssignals mo¨glich.
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6.4 Fractional-Delay-Filter
Die in Kapitel 3 behandelten FD-Filter wurden im Rahmen die-
ser Arbeit fu¨r die Simulation idealer Freifeldbedingungen verwendet.
Dazu wurden in einer Filter-DLL die folgenden Filtertypen imple-
mentiert:
1. Lagrange-Interpolator (FIR) (Abschnitt 3.2.1, Gl. (3.12)),
2. Taylorreihenentwicklung (FIR) (Abschnitt 3.2.2, Gl. (3.17))
mit z0 in parametrischer Beschreibung (Abschnitt 3.2.7),
3. Thiran-Allpass-Filter (IIR) (Abschnitt 3.3.1, Gl. (3.39)) und
4. Erweiterter Allpass (IIR) (Abschnitt 3.3.2, Gl. (3.41)) mit z0
in parametrischer Beschreibung (Abschnitt 3.3.4).
Verfu¨gbar sind jeweils die Filterordnungen 1 bis 21. Fu¨r die Filter-
typen 2. und 4. sind auch die parametrischen Beschreibungen von
z0 nebst Koeffizienten im Programmcode enthalten; letztere wur-
den mit MATLAB fu¨r verschiedene Toleranzschwellen (∆τ = 0.01,
0.02, 0.05, 0.10) berechnet. Auf den folgenden Seiten sind beispiel-
haft gemessene Gruppen- und Phasenlaufzeiten aller vier Filtertypen
fu¨r die Ordnungen N = 5 und N = 10 zusammengestellt (∆τ =
0.01): Die Bilder 6.14 bis 6.17 sind Screenshots3 eines Medusa-
FFT-Analysators. Fu¨r jedes dieser Bilder wurden zwei Freifeld-Si-
mulatoren mit je 11 Ausga¨ngen mit Einheitsimpulsen angeregt. Alle
Ausga¨nge wurden gleichzeitig im FFT-Analysator dargestellt, die
U¨bertragungsfunktionen der zugeho¨rigen FD-Filter durch Quotien-
tenbildung mit der Fouriertransformierten des Eingangssignals gebil-
det und aus diesen die Gruppen- bzw. Phasenlaufzeiten errechnet.
Da die Allpass-Filter keine ganzzahligen Soll-Laufzeiten α zulassen
(siehe Gl. (3.39) und (3.41)), wurden ganzahlige Werte (4, 5, 9, 10)
mit einem Inkrement von ǫ = 0.001 versehen.
3 Screenshot: 1:1-Abbildung einer Anzeige auf dem Computerbildschirm.
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Die gemessenen Kurven stimmen weitgehend mit den Theoriekur-
ven u¨berein (vgl. Bild 3.6, 3.7, 3.13 und 3.14). Abweichungen bei
den Kurven der Filtertypen 2. und 4. erkla¨ren sich dadurch, daß die
Theoriekurven punktweise optimierte z0-Werte verwenden, wa¨hrend
die in der Filterimplementierung verwendete parametrische Beschrei-
bung von z0(α) dessen Verlauf nur im Punkt der kleinsten maxima-
len Gruppenlaufzeit-Bandbreite γG,max(N,α) exakt wiedergibt (vgl.
Bild 3.10 und 3.15). Besonders fa¨llt dies bei den Allpass-Filtern auf:
So sind z.B. bei N = 5, α = 4.1 (bzw. N = 10, α = 9.1) die Kurven
von Thiran-Allpass und z0-optimiertem, modifiziertem Allpass fast
identisch, im Unterschied zur Theorie. Dieser Umstand ist jedoch
fu¨r die erreichte Gesamt-Gruppenlaufzeit-Bandbreite ΓG(N) nicht
von Bedeutung, da hier bereits die Bandbreite des Thiran-Allpasses
weit gro¨ßer ist als die kleinste maximale Gruppenlaufzeit-Bandbreite
γG,max(N,α), welche fu¨r ΓG(N) entscheidend ist. Diese Aussagen
gelten auch fu¨r die Taylor-FD-Filter (Typ 2.).
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Bild 6.14: FIR-FD-Filter, 5. Ordnung. Oben: Gruppenlaufzeit, un-
ten: Phasenlaufzeit. Violett: Lagrange-Interpolator, blau: Optimier-
tes Taylor-Filter. Soll-Laufzeiten: α = 2.0 (0.1) 3.0.
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Bild 6.15: FIR-FD-Filter, 10. Ordnung. Oben: Gruppenlaufzeit, un-
ten: Phasenlaufzeit. Violett: Lagrange-Interpolator, blau: Optimier-
tes Taylor-Filter. Soll-Laufzeiten: α = 4.5 (0.1) 5.5.
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Bild 6.16: IIR-FD-Filter, 5. Ordnung. Oben: Gruppenlaufzeit, un-
ten: Phasenlaufzeit. Violett: Thiran-Allpass, blau: Optimierter All-
pass. Soll-Laufzeiten: α = 4.0 + ǫ, 4.1 (0.1) 4.9, 5.0 + ǫ, ǫ = 0.001.
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Bild 6.17: IIR-FD-Filter, 10. Ordnung. Oben: Gruppenlaufzeit, un-
ten: Phasenlaufzeit. Violett: Thiran-Allpass, blau: Optimierter All-
pass. Soll-Laufzeiten: α = 9.0 + ǫ, 9.1 (0.1) 9.9, 10.0 + ǫ, ǫ = 0.001.
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6.5 Multipol-Beamforming
Zur Verifizierung des Multipol-Beamformings wurde das Heptapol-
Array aus Abschnitt 4.4 mit sieben Mikrofonen des in Abschnitt 6.2.1
beschriebenen Typs realisiert. Jedes Mikrofon wurde auf ein Alumi-
niumro¨hrchen mit 4mm Innendurchmesser (=Schaftdurchmesser des
Mikrofons) und 7mm Außendurchmesser gesteckt. Diese waren zur
Kabeldurchfu¨hrung seitlich geschlitzt. Zur Aufnahme der Ro¨hrchen
und damit zur Positionierung diente eine 2 cm starke Basisplatte
(Abmessungen 140mm× 140mm) mit sechs strahlenfo¨rmig um eine
zentrale Bohrung angeordneten Lochreihen, zueinander im Winkel
von 60◦ verlaufend, mit Bohrungen im Raster von 1 cm. Diese An-
ordnung erlaubte Heptapol-Arrays mit den Radien 1, 2, 3, 4, 5 und
6 cm. Zur Beda¨mpfung von Reflexionen wurde die Basisplatte mit
Melaminharz-Schaumstoff umkleidet (gleiches Material wie das fu¨r
die Wandda¨mmung verwendete, siehe Bild 6.18). Das Array wurde
Bild 6.18: Heptapol-Array (Radius: 6 cm) und Schallquelle.
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Bild 6.19: Messanordnung. Der Abstand zwischen Schallquelle und
Mitte des Heptapol-Arrays betra¨gt ca. 150 cm.
im Abstand von ca. 150 cm von einer Lautsprecherbox als Schall-
quelle positioniert; die Anordnung im Raum ist in Bild 6.19 wieder-
gegeben.
6.5.1 Messung
Ziel der Messung war die U¨berpru¨fung der Richtcharakteristik des
realisierten Arrays durch Vergleich mit den sich aus der Theorie er-
gebenden Kurven. Dazu wurde das Array mit weißem Rauschen be-
schallt und in 5◦-Schritten um seine Hochachse gedreht. Zur Berech-
nung der Frequenzantwort zum jeweiligenWinkel ϕ wurden die Spek-
tren Pn(f, ϕ) (mit n = 0, . . . , 6) der von den Mikrofonen empfange-
nen Signale pn(t) mittels Fast-Fourier-Transformation (FFT) ermit-
telt (Abtastrate 44.1 kHz, FFT-Blockla¨nge 2048, Mittelung u¨ber 256
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Blo¨cke). Zur Kalibrierung wurde in einer separaten Messung fu¨r je-
des Mikrofon ein Referenzspektrum Rn(f) gemessen (gleiche Art der
Mittelung) und mit dem Spektrum Rref (f) eines Referenzmikrofons
ins Verha¨ltnis gesetzt4. Fu¨r die weitere Auswertung wurden nun die
Spektren
P˜n(f, ϕ) = Pn(f, ϕ) · R0(f)
Rref (f)
· Rref (f)
Rn(f)
= Pn(f, ϕ) · R0(f)
Rn(f)
verwendet. Der Index 0 verweist hier auf das mittlere Mikrofon, auf
welches somit alle Signale spektral normiert wurden. Zur Gewinnung
der einzelnen Multipole wurden die Spektren der jeweils beteiligten
Mikrofone mit±1 gewichtet addiert und mit (1/2iπf) in der der Mul-
tipolordnung entsprechenden Potenz sowie mit den passenden Nor-
mierungsfaktoren multipliziert (z.B. Ψ = (P˜1 − P˜4) · c/4ifd
√
π3 fu¨r
den Dipol in x-Richtung, vgl. Bild 4.16 auf Seite 110).
6.5.2 Ergebnisse
Auf den folgenden Seiten sind die nach dem oben beschriebenen Ver-
fahren erhaltenen Ergebnisse dargestellt; sie beruhen auf den Mes-
sungen an dem Heptapol-Array mit d = 6 cm Radius (Bild 6.18).
Die gezeigten Kurven sind u¨ber Frequenzba¨nder von 300Hz Breite
gemittelt; angegeben sind jeweils die Mittenfrequenzen des betreffen-
den Bandes. Berechnet wurden je ein Monopol-, Pseudo-Monopol-,
Dipol-, Quadrupol- und Hexapol-Beampattern fu¨r einzelne Multi-
pole; ferner ein Dipol-Beampattern durch Reihenentwicklung von
Bdes = cosϕ und ein Quadrupol-Beampattern durch Entwicklung
von Bdes = cos 2ϕ. Schließlich wurde auch das in Abschnitt 4.4.2
gezeigte Soll-Beampattern fu¨r die Richtungen ϕ0 = 0
◦ und ϕ0 = 30◦
approximiert. Die bei den Multipolen gemachte Bedingung kd ≪ 1
4 Die komplexwertige, relative Mikrofonkennlinie Rn/Rref wurde in Medusa
aufgrund der Signale des gemessenen Mikrofons und des Referenzmikrofons
direkt erfaßt.
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Bild 6.20: Monopol. (a) Theorie, (b) Messung.
bedeutet bei d = 6 cm die Frequenzbedingung f ≪ 900Hz. Im Gan-
zen ist jedoch festzustellen – sowohl in der Theorie als auch bei der
Messung – daß die Beampattern auch bei f = 1kHz noch fast un-
vera¨ndert sind. Auch daru¨ber (bis ca. 2 kHz) sind durchaus gute
Ergebnisse zu erzielen.
Monopol. Im Fall des Monopols (Bild 6.20) ist, von kleinen Fluk-
tuationen mit dem Winkel abgesehen, bis 3 kHz der zu erwartende
konstante Verlauf zu beobachten. Pra¨gnant dagegen ist die Win-
kelabha¨ngigkeit bei 5.8 kHz, die wahrscheinlich durch akustische Be-
einflussung des mittleren Mikrofons durch die umliegenden Mikrofo-
ne entsteht5 (5.8 kHz entsprechen bei c = 340m/s einer Wellenla¨nge
λ = 5.86 cm).
Pseudo-Monopol. Die beim Monopol beobachtete Modulation
mit dem Winkel wurde beim Pseudo-Monopol (Bild 6.21) nicht ge-
funden. Dieser folgt betragsma¨ßig dem theoretisch vorhergesagten
5 Diese Winkelabha¨ngigkeit ist im Bereich 5.5–6 kHz zu beobachten.
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Bild 6.21: Pseudo-Monopol. (a) Theorie, (b) Messung.
Abfall. Auch die leichte Winkelabha¨ngigkeit bei 3 kHz entspricht wei-
testgehend der Theorie.
Dipol und Quadrupol. Beim Dipol (Bild 6.22) und Quadrupol
(Bild 6.23) sind zwischen Theorie und Messung nur geringe Unter-
schiede festzustellen; beide sind bereits im 500Hz-Band wirksam.
Hexapol. Beim Multipol der Ordnung 3 (Bild 6.24) hingegen ist
das Beampattern im 500Hz-Band stark deformiert; der Hexapol ist
erst ab dem 750Hz-Band wirksam. Hierfu¨r ko¨nnen Ungenauigkeiten
in der Mikrofonanordnung verantwortlich gemacht werden, jedoch
auch der Einfluß des Integrators, der hier bereits in dritter Ordnung
zum Einsatz kommt und damit Sensorrauschen, Beeintra¨chtigun-
gen des freien Schallfeldes durch den Versuchsaufbau etc. weit mehr
versta¨rkt als die niedrigeren Multipol-Ordnungen.
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Bild 6.22: Dipol. (a) Theorie, (b) Messung.
Reihenentwicklung sinusfo¨rmiger Soll-Beampattern. Wei-
tere Beispiele von Multipol-Charakteristiken sind die in Bild 6.25
und 6.26 gezeigten Reihenentwicklungen. Hier wurde unter Vorgabe
von Bdes = cosϕ und Bdes = cos 2ϕ ein Beamforming nach dem in
Abschnitt 4.4.1 gezeigten Verfahren vorgenommen, bei dem alle drei
zentrierten Dipole bzw. Quadrupole des Heptapol-Arrays in Line-
arkombination zur Erzeugung eines dipol- bzw. quadrupolfo¨rmigen
Beampatterns verwendet werden.
Weitere Beispiele. Bild 6.27 und 6.28 zeigen die Entwicklung des
Soll-Beampatterns aus Abschnitt 4.4.2 fu¨r ϕ0 = 0
◦ und ϕ0 = 30◦.
Verwendet wurde hier der Pseudo-Monopol anstelle des gewo¨hnli-
chen Monopols. Die große U¨bereinstimmung der Messung mit der
Theorie auch im 500Hz-Band ist hier dem Umstand zu verdanken,
daß der Hexapol in Bild 6.27 nur wenig, in Bild 6.28 nichts zur Rei-
henentwicklung beitra¨gt.
Die Messungen und Beispiele belegen, daß der Multipol-Beamformer
in der Praxis das theoretisch zu erwartende Verhalten zeigt [52]. Der
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Bild 6.23: Quadrupol. (a) Theorie, (b) Messung.
Einfluß der Mehrfachintegration ist jedoch nicht zu vernachla¨ssigen:
Insbesondere bei tiefen Frequenzen wird mit steigender Integrati-
onsordnung vorhandenes Sensorrauschen zunehmend versta¨rkt. Ist
dieses vom Pegel her sta¨rker als die vom Beamformer genutzen Pha-
senunterschiede des erfaßten Schallfeldes, so wirkt sich dies nega-
tiv auf den praktischen Nutzen der betroffenen Multipol-Ordnung
aus. Weitere Untersuchungen und Ho¨rversuche mit dem Multipol-
Beamformer zeigen, daß der sowohl in der Theorie als auch bei der
Messung zu beobachtende Abfall des Beampatterns – abha¨ngig vom
Radius des Array – als mehr oder weniger starke Tiefpassfilterung der
Hauptempfangskeule zutage tritt. Dieses Verhalten kann nur durch
Verkleinern der Arrayabmessung (d) verbessert werden, allerdings
verschlechtert sich aufgrund des beim Multipol N -ter Ordnung auf-
tretenden Geometriefaktors 1/dN dann der Signal-Rausch-Abstand
bei tiefen Frequenzen, so daß die untere Grenze des verarbeiteten
Frequenzbereiches ggf. angehoben werden muß.
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Bild 6.24: Hexapol. (a) Theorie, (b) Messung.
Bild 6.25: Beispiel mit Bdes = cosϕ. (a) Theorie, (b) Messung.
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Bild 6.26: Beispiel mit Bdes = cos 2ϕ. (a) Theorie, (b) Messung.
Bild 6.27: Beamforming-Beispiel mit ϕ0 = 0
◦. (a) Theorie, (b) Mes-
sung.
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Bild 6.28: Beamforming-Beispiel mit ϕ0 = 30
◦. (a) Theorie,
(b) Messung.
6.6 Superdirektives, modales
Subraum-Beamforming
Die im vorangegangenen Abschnitt beschriebenen Messungen be-
legen ein hohes Maß an U¨bereinstimmung zwischen Theorie und
tatsa¨chlichem Verhalten des gewa¨hlten Messaufbaus. In den nun fol-
genden Experimenten zur Funktion des superdirektiven MSD-Beam-
formers wurde daher der Fokus mehr auf die beispielhafte Anwen-
dung zur Trennung von Sprach- und Musiksignalen gelegt, insbeson-
dere mit Blick auf die Breitbandigkeit, die der Algorithmus durch den
Entwurf mit einem oder mehreren Ba¨ndern erreichen kann.
6.6.1 Messaufbau und Beamformer-Entwurf
Durch Vorversuche mit einem auf Sprach- und Musiksignale ange-
wendeten Bandpassfilter wurde die Wunsch-Bandbreite fu¨r das auf-
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Bild 6.29: Heptapol-Array (Radius: 3 cm) mit Schallquellen.
zubauende Array auf ca. 6 kHz festgelegt. Diese Bandbreite erlaubt
die U¨bertragung von Sprache in sehr guter Qualita¨t. Bei Musik be-
deutet sie gewisse Einbußen in der Brillanz6, ist jedoch durchaus
akzeptabel. Um das in Abschnitt 5.2.3 gezeigte Beispiel mit die-
ser Bandbreite zu realisieren, wurde ein Heptapol-Array mit 3 cm
Radius aufgebaut (Bild 6.29). Aufgrund des in Abschnitt 5.3.2 ge-
zeigten Verfahrens der Frequenzabtastung und durch den Vergleich
mit Bild 5.21, das fu¨r einen Array-Radius von 1 cm gilt, folgt durch
Frequenzskalierung sogleich, daß der 3 cm-Heptapol im Idealfall ei-
ne Bandbreite von ca. 6.5 kHz erreichen kann. Das Array wurde
mit vier auf gleicher Ho¨he befindlichen Lautsprecherboxen umge-
ben, die in ca. 75 cm Entfernung von seiner Mitte positioniert wur-
den (Bild 6.30). Mit dieser Anordnung wurden zwei Varianten des
6 Fu¨r klassische Musik sind Bandbreiten zwischen 12 kHz und 16 kHz erforder-
lich. Daru¨ber hinausgehende Bandbreiten, etwa bis 20 kHz, entsprechen zwar
dem allgemein bekannten Ho¨rbereich des menschlichen Ohres, bringen aber
nur geringe, oft gar nicht wahrnehmbare Erweiterungen im Klangbild.
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Bild 6.30: Messanordnung. Der Abstand zwischen der Mitte des
Heptapol-Arrays und den Schallquellen bei 0◦, ±90◦ und 180◦ be-
tra¨gt ca. 75 cm.
superdirektiven MSD-Beamformers vermessen:
1. Realisierung des Soll-Beampatterns in Bild 4.21(c) (frequenz-
invariant) mit einem Entwurfsband von 25Hz bis 4 kHz.
2. Realisierung des selben Soll-Beampatterns mit einem Drei-Ba¨n-
der-Entwurf mit den Ba¨ndern [25Hz; 2 kHz], [2 kHz; 4 kHz] und
[4 kHz; 6 kHz].
Zur Messung der Frequenzantworten des Beamformers in den vier
Richtungen wurde jeweils aus einer der vier Lautsprecherboxen wei-
ßes Rauschen wiedergegeben. Fu¨r die Ho¨rversuche wurden jeweils
vier verschiedene Signale zeitgleich wiedergegeben:
• Sprache: Stimmen zweier ma¨nnlicher und zweier weiblicher Spre-
cher mit verschiedenen A¨ußerungen in deutscher Sprache;
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• Musik: Streichquartett: Vier einzelne Instrumente (Violine I,
Violine II, Viola, Violoncello), mit einem Streichquartett von
Joseph Haydn (op. 64 Nr. 5, 1. Satz: Allegro moderato);
• Musik: Lied
”
Das Weltentor“: Vier Spuren aus einer Musikpro-
duktion der Arbeitsgruppe: 1. Gesang, 2. Guitarren, 3. Streich-
orchester, 4. Harfe und Schlagwerk.
Diese Beschallungsszenarien des Arrays wurden im Echtzeit-Betrieb
getestet, d.h. das Ausgangssignal des Beamformers wurde bei laufen-
der Wiedergabe u¨ber einen Kopfho¨rer dargeboten und der Ho¨ren-
de konnte die Richtung der Beamformer-Hauptkeule in einem Be-
reich von 360◦ einstellen und so auf eine beliebige Schallquelle aus-
richten. Ebenso wurden die sieben Mikrofonsignale in jedem Sze-
nario aufgezeichnet und ko¨nnen zu Demonstrationszwecken auf ei-
nem anderen System, z.B. auf einem Laptop, mit Medusa gelesen
und wiederum durch den Beamformer in Echtzeit verarbeitet wer-
den.
6.6.2 Implementierung des Beamformers
Fu¨r die Realisierung des Echtzeit-Beamformers wurde eine Frequenz-
bereichsimplementierung gewa¨hlt. Diese bringt zwar je nach Block-
la¨nge eine nicht unerhebliche Latenzzeit und einen gewissen Rechen-
aufwand mit sich, bietet jedoch den Vorteil einer sehr einfachen Im-
plementierung der Signalverarbeitung mit komplexwertigen Koeffi-
zienten. Zudem kann die Anpassung der Mikrofon-Frequenzga¨nge
(sog. Equalizing) in sehr einfacher Weise durch Multiplikation erfol-
gen.
Frequenzbereichs-Algorithmus. Das Arbeitsprinzip der gewa¨hl-
ten Implementierung ist in Bild 6.31 dargestellt. Die abgetasteten Si-
gnale der einzelnen Mikrofone pn(t) werden in u¨berlappende Blo¨cke
segmentiert und durch eine schnelle Fourier-Transformation (FFT)
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Bild 6.31: Prinzip der Frequenzbereichs-Implementierung. FFT:
Segmentierung und Transformation in den Frequenzbereich, EQ: Fre-
quenzgangskompensation, BF: Beamformer, FFT−1: Ru¨cktransfor-
mation in den Zeitbereich, Fensterung: Anmultiplizieren einer Fen-
sterfunktion, Overlap&Add: U¨berlappendes Addieren aufeinander-
folgender Blo¨cke.
in den Frequenzbereich u¨bertragen; aus dem k-ten Zeitsignal-Block
des n-ten Mikrofonsignals entsteht so eine (frequenzdiskrete) Spek-
tralfunktion Pn,k(f). Anschließend erfolgt der Ausgleich der Fre-
quenzga¨nge durch einen Equalizer (EQ, Arbeitsweise siehe unten),
wobei aus den Pn,k(f) neue Spektralfunktionen P˜n,k(f) gebildet wer-
den. Diese werden nun dem Beamformer (BF) als Einga¨nge zu-
gefu¨hrt. Dieser ist als Filter-and-Sum-Beamformer implementiert,
wobei die Filterfunktionen Hn(f) direkt an die Eingangsspektren
P˜n,k(f) anmultiplizert werden (Bild 6.32, Block ”
BF“ rechts). Durch
inverse Fourier-Transformation (FFT−1) entsteht ein Block des aus-
zugebenden Signals, der nun mit einer Fensterfunktion (sin2-Fenster
passend zur gewa¨hlten U¨berlapp-La¨nge) multipliziert wird (Fenste-
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Bild 6.32: Beamformer (BF) mit vorgeschaltetem Equalizer (EQ).
rung). Aufeinanderfolgende Blo¨cke werden nun entsprechend dem
U¨berlapp u¨bereinandergeschoben und addiert.
Adaptiver Equalizer. Der adaptive Equalizer dient zur Kom-
pensation der Frequenzga¨nge der im Array verwendeten Mikrofo-
ne (einschließlich Kabel, Versta¨rker und Wandler): Da der MSD-
Beamformer, wie der Multipol-Beamformer auch, ausschließlich mit
den Phasenbeziehungen zwischen den Mikrofonsignalen arbeitet und
von gleichen Betragsga¨ngen aller Signale ausgeht (eiωt−ik·r), mu¨ssen
die Mikrofone in der Praxis so abgestimmt werden, daß sie bei einer
gegebenen Frequenz Signale gleicher Amplitude liefern. Dies kann
durch eine geeignete Kalibrierung bzw. Ausmessen der individuellen
Frequenzga¨nge unter Verwendung eines Referenzmikrofons gesche-
hen (wie z.B. in Abschnitt 6.5 beschrieben).
Fu¨r die Experimente mit dem MSD-Beamformer wurde jedoch ein
anderer Weg gewa¨hlt: Hier wurde ein Equalizer implementiert, der
in adaptiver Weise Kalibrierungskurven fu¨r die einzelnen Mikrofone
in situ
”
lernt“. Das Prinzip dieses Equalizers ist in Bild 6.32 (Block
”
EQ“ links) abgebildet. Das Spektrum P0,k des mittleren Mikrofons
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dient als Referenz; die Spektren Pn,k der u¨brigen Mikrofone werden
durch die reellwertigen U¨bertragungsfunktionen Gn,k(f) (mit n =
1, . . . , 6) betragsma¨ßig modifiziert:
P˜n,k(f) =
{
P0,k(f) fu¨r n = 0,
Pn,k(f) ·Gn,k(f) fu¨r n = 1, . . . , 6,
wobei ihre Phase erhalten bleibt. Die Korrekturfunktionen Gn,k(f)
werden nach der folgenden Vorschrift Block fu¨r Block (Index k) neu
angepaßt:
Gn,k(f) = q ·Gn,k−1(f) + (1− q) ·
∣∣∣∣P0,k(f)Pn,k(f)
∣∣∣∣ .
Es findet also eine gleitende, exponentielle Mittelung der Betragsan-
passung von Block zu Block statt, welche durch den reellen Parame-
ter q gesteuert wird: 0 ≤ q ≤ 1. Fu¨r q = 1 werden die Korrektur-
funktionen dauerhaft
”
eingefroren“, fu¨r q < 1 findet eine mehr oder
minder rasche Anpassung statt. Je dichter q am Wert 1 liegt, desto
sanfter (langsamer) wird die Mittelung. Fu¨r kleinere q kann es zu
starken Schwankungen kommen, die im Extremfall als musical noise
ho¨rbar werden.
6.6.3 Ergebnisse
Zum Vergleich mit den Egebnissen, die mit dem Multipol-Verfahren
erzielt wurden, zeigt Bild 6.33 die Richtwirkung des superdirektiven
MSD-Beamformers im Ein-Band-Entwurf (Entwurfsband 25Hz bis
4 kHz) als Polardiagramm. Hier wurden die im Zuge des Multipol-
Experiments (Abschnitt 6.5) am 3 cm-Heptapol gemessenen gemit-
telten Spektren mit dem superdirektiven MSD-Algorithmus ausge-
wertet. Multipliziert man – den Gro¨ßenverha¨ltnissen entsprechend
– in Bild 6.27 alle Frequenzen mit 2, so sieht man, daß ein 3 cm-
Heptapol mit Multipol-Beamformer bei 4 kHz bereits um fast 50%
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Bild 6.33: Superdirektiver MSD-Beamformer. (a) Theorie, (b) Mes-
sung (Arrayradius: 3 cm, Distanz zur Schallquelle: 150 cm).
im Betrag einbrechen wu¨rde. Ganz anders der superdirektive MSD-
Beamformer (Bild 6.33): Dieser ist im Bereich der Ba¨nder von 250Hz
bis 4 kHz (Bandmittenfrequenzen) wesentlich konstanter und bricht
erst ab ca. 5 kHz ein. Dieses wird noch detailierter aus Bild 6.34(a) er-
sichtlich: Dargestellt sind hier die Frequenzverla¨ufe (Betragsga¨nge)
des Beampatterns in den Empfangsrichtungen 0◦, ±90◦ und 180◦,
ebenfalls anhand der gemittelten Spektren. Zu erkennen ist die Sta-
bilita¨t der Hauptkeule bis 4 kHz, wa¨hrend die anderen Richtungen re-
lativ dazu um gut 20 dB beda¨mpft werden. Beim Drei-Band-Entwurf
(Bild 6.34(b)) wird – den Entwurfsba¨ndern (siehe Seite 220) entspre-
chend – eine noch ho¨here Bandbreite erreicht (bis 6 kHz). Am Verlauf
der Kurven fu¨r ±90◦ und 180◦ sind die Entwurfsbandgrenzen (Ko-
effizienten-Umschaltpunkte) zu erkennen.
Die Betragsga¨nge in den vier Richtungen 0◦, ±90◦ und 180◦ wur-
den auch mittels der Echtzeit-Implementierung unter Verwendung
der vier Lautsprecherboxen in 75 cm Abstand gemessen. Bild 6.35
zeigt die Kurven, die sich hierfu¨r theoretisch inMATLAB unter der
Annahme ebener Wellen ergeben. Eine hohe U¨bereinstimmung von
Bild 6.34 mit diesen Kurven ist unmittelbar erkennbar (die Schall-
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Bild 6.34: MATLAB-Auswertung der gemittelten Spektren
(300Hz breite Ba¨nder), gemessen am Heptapol-Array mit 3 cm Ra-
dius und 150 cm Distanz zur Schallquelle (vgl. Abschnitt 6.5). (a)
Ein-Band-Entwurf, (b) Drei-Band-Entwurf.
wellen sind hier, in 150 cm Entfernung von der Schallquelle, offen-
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bar hinreichend eben). Bild 6.36 zeigt in Medusa gemessene Be-
tragsga¨nge: Hierfu¨r wurde ein freies Schallfeld mit Fractional-Delay-
Filtern unter Annahme ebener Wellen simuliert; als Anregung wurde
ein Delta-Stoß verwendet (zeitdiskreter Einheits-Impuls)7. Die exak-
te U¨bereinstimmung mit denMATLAB-Kurven belegt, daß die Im-
plementierung des Beamformers korrekt arbeitet. Geht man in der
Simulation zu Kugelwellen u¨ber, so ergibt sich bei einem Abstand
von 75 cm zwischen Schallquellen und Array-Mitte das in Bild 6.37
gezeigte Bild. Die Kugelwellen fu¨hren zu tiefen Frequenzen hin zu ei-
nem starken Anstieg der Betragsga¨nge aller vier Richtungen und zu
einem Verlust der Richtwirkung. Dieser Effekt ist auch in den Meß-
daten zu erkennen, die in Bild 6.38 dargestellt sind.
Die Ursache fu¨r die bei diesen Messungen auftretende Feinstruk-
tur (Periodenbreite: ca. 230Hz) liegt, da Betragsfehler wegen des
Equalizers als Ursache ausgeschlossen werden ko¨nnen, offenbar in
einer Sto¨rung der relativen Phase, die mit derselben Periode auf-
tritt. Diese kann sehr wahrscheinlich auf eine akustische Beeinflus-
sung (Kopplung) der Mikrofone untereinander oder durch den Ver-
suchsaufbau (Boxen, Stative, Restreflexionen) zuru¨ckgefu¨hrt werden,
wie an Bild 6.39 anschaulich wird: Hier sind Betrag (oben) und Phase
(unten) der außenliegenden Mikrofone relativ zu dem mittleren Mi-
krofon fu¨r Rauschen aus der Richtung 0◦ dargestellt. Auffa¨llig ist der
sehr a¨hnliche Verlauf der jeweils gru¨nen und gelben Kurven (Mikro-
fone 2 und 6), sowie der weißen und der hellblauen Kurven (Mikro-
fone 3 und 5). Diese A¨hnlichkeit erkla¨rt sich aus der Symmetrie der
Lage der jeweiligen Mikrofone im Array, zum Gesamtaufbau und zur
Schalleinfallsrichtung (vgl. Bild 4.16 auf Seite 110).
Ungeachtet jedoch dieser Phasenfehler und des durch sie teilweise
schlechteren Sto¨rabstandes der Hauptkeule leistete der Beamformer
im Ho¨rversuch mit Musik und Sprache eine gute Separation. Sto¨rend
hingegen machte sich das durch die Kugelwellen bewirkte schlechtere
7 Eine Anregung mit Rauschen und Mittelung u¨ber eine genu¨gend hohe Anzahl
Blo¨cke (z.B. 128) lieferte identische Ergebnisse.
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Bild 6.35: MATLAB-Theoriekurven unter Annahme ebener Wel-
len. (a) Ein-Band-Entwurf, (b) Drei-Band-Entwurf.
Verhalten bei tiefen Frequenzen bemerkbar, so daß die untere Band-
grenze fu¨r die Signalverarbeitung auf ca. 100Hz angehoben werden
mußte.
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Bild 6.36: Medusa-Simulation mit ebenen Wellen. (a) Ein-Band-
Entwurf, (b) Drei-Band-Entwurf.
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Bild 6.37: Medusa-Simulation mit Kugelwellen (Abstand der
Schallquellen zum Mittelpunkt des Arrays: 75 cm). (a) Ein-Band-
Entwurf, (b) Drei-Band-Entwurf.
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Bild 6.38: Reale Messung (Medusa) mit Heptapol-Array und vier
umgebenden Lautsprechern im Abstand von 75 cm bei 0◦, ±90◦ und
180◦. (a) Ein-Band-Entwurf, (b) Drei-Band-Entwurf.
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Bild 6.39: Betrags- und Phasengang der Mikrofone des Heptapol-
Arrays bei weißem Rauschen aus 0◦ Einfallsrichtung. Oben: Betrag,
unten: Phase, jeweils relativ zum mittleren Mikrofon (blaue Waage-
rechte). Die Betragskurven wurden zur besseren Darstellung vertikal
auseinandergezogen.
6.7 Diskussion
Im Rahmen dieser Arbeit wurde eine komplexe Software-Umgebung
unter Windows XP implementiert, welche die simultane Erfassung,
Filterung, Aufnahme, Wiedergabe und Analyse vielkanaliger Audio-
Daten in Echtzeit erlaubt. Beliebige Filter ko¨nnen als externe DLLs
von der Umgebung aus angesprochen und in den Echtzeit-Signalver-
arbeitungsprozess einbezogen werden. Die in dieser Arbeit behan-
delten Fractional-Delay-Filter (Kapitel 3), der Multipol-Beamformer
(Kapitel 4) sowie der superdirektive MSD-Beamformer (Kapitel 5)
wurden in einer solchen DLL implementiert und so dem direkten
Experiment und Ho¨rversuch zuga¨nglich gemacht. Mit Hilfe der Frac-
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tional-Delay-Filter wurden ideale Freifeld-Bedingungen mit ebenen
Wellen und Kugelwellen simuliert, um den Frequenzgang von Multi-
pol- und MSD-Beamformer in bestimmten Raumrichtungen zu mes-
sen. Auf die gleiche Weise konnte das Verhalten bzw. der Klang
der Beamformer unter idealen Bedingungen im Ho¨rversuch u¨ber-
pru¨ft und mit demjenigen unter realen Bedingungen verglichen wer-
den.
Fu¨r Messungen an einem realen Array wurde die im Institut vorhan-
dene Akustik-Messkammer durch eine Trennwand und zusa¨tzliche
Auskleidung von Wa¨nden, Decke und Boden fu¨r Freifeldmessungen
nutzbar gemacht. Durch Messungen an Heptapol-Arrays verschiede-
nen Durchmessers konnten die theoretisch berechneten Richtwirkun-
gen von Multipol- und superdirektivem MSD-Beamformer experi-
mentell verifiziert werden. Dabei zeigte sich, daß bei einem Heptapol-
Array von 6 cm Durchmesser im Abstand von 150 cm von der Schall-
quelle die Annahme ebener Wellen sinnvoll ist, bei einem Abstand
von 75 cm jedoch von Kugelwellen ausgegangen werden muß.
Wa¨hrend der Multipol-Beamformer ein inha¨rent tiefpassartiges Ver-
halten zeigt, kann beim superdirektiven MSD-Beamformer durch ge-
eignete Wahl eines oder mehrerer Entwurfsba¨nder eine anna¨hernd
frequenzinvariante Empfangskeule erreicht werden. Ein Heptapol-
Array von 6 cm Durchmesser erreicht so bis zu rund 6 kHz Band-
breite.
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7 Zusammenfassung
In dieser Arbeit wurden bekannte und eigene Ansa¨tze zur ra¨umlich
gerichteten Erfassung von Audiosignalen mit Hilfe von Mikrofonar-
rays untersucht. Der aufgrund des menschlichen Ho¨rens relevante
akustische Frequenzbereich erstreckt sich u¨ber etwa drei Dekaden
von ca. 25Hz bis ca. 20 kHz. Soll die Qualita¨t der Trennung und der
u¨bertragenen Signale hoch sein, so ergeben sich zwei wichtige Forde-
rungen an das Array und den dazugeho¨rigen Beamformer: Zum einen
sollte ein mo¨glichst großer Teil des genannten Frequenzbereiches er-
faßbar und ra¨umlich trennbar sein (Bandbreite). Zum anderen sollte
die fu¨r gewo¨hnlich richtungs- und frequenzabha¨ngige Empfindlich-
keit von Array und Beamformer mo¨glichst frequenzinvariant sein,
um spektrale Verfa¨rbungen zu vermeiden. Vor diesem Hintergrund
standen frequenzinvariante Beamforming-Methoden im Zentrum die-
ser Arbeit. Eine Mo¨glichkeit, eine frequenzinvariante Charakteristik
(sog. Beampattern) zu erhalten, ist eine frequenzabha¨ngige Gewich-
tung der Mikrofone, durch die mit steigender Frequenz außenliegen-
de Mikrofone abgeschaltet werden und so die Apertur des Arrays
proportional der abnehmenden Wellenla¨nge verkleinert wird. Die-
ser Ansatz hat jedoch – ebenso wie der klassische Delay-and-Sum-
Beamformer – den Nachteil, daß fu¨r Frequenzen im Bereich 100Hz
und niedriger Arrays von mehreren Metern Gro¨ße (d.h. La¨nge oder
Durchmesser) erforderlich werden, die sperrig und unhandlich sind.
Fu¨r den Bau kleiner und breitbandiger Arrays, etwa zum mobilen
Einsatz, eignet er sich daher nicht.
Die Methode der differentiellen Mikrofonarrays schafft hier Abhilfe:
Durch Differenzbildung zwischen Signalen unmittelbar benachbarter
Mikrofone in Kombination mit Zeitintegration ko¨nnen sogenannte
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superdirektive Beampattern erzeugt werden, die auch im Grenzfall
zu sehr kleinen Frequenzen wirksam und nahezu unvera¨ndert blei-
ben. Aus dem Prinzip des einfachen Differenzmikrofons wurde das
Konzept des Multipol-Beamformers entwickelt, welches auf zweidi-
mensionalen Arrays mit in regelma¨ßigen Polygonen angeordneten
und alternierend mit +1 und −1 gewichteten Sensoren basiert. Diese
sind in der Lage, Beampattern der Form sinnϕ und cosnϕ zu erzeu-
gen, welche durch Linearkombination die Approximation beliebiger
Soll-Beampattern in der Ebene erlauben. Das Multipol-Verfahren
la¨ßt sich auch auf drei Raumdimensionen erweitern: Es wurde ein
Verfahren skizziert, mit dem systematisch Arrays konstruiert wer-
den ko¨nnen, die Beampattern in Form von Kugelfla¨chenfunktionen
besitzen, nach welchen ein ra¨umliches Soll-Beampattern entwickelt
werden kann. Der Multipol-Beamformer erzielt eine gute Richtwir-
kung auch bei niedrigen Frequenzen und ist u¨ber einen kleinen Fre-
quenzbereich hinweg anna¨hernd frequenzinvariant. Oberhalb dieses
Bereiches tritt eine starke Deformierung des Beampatterns ein, die
nicht kontrollierbar ist; die obere Grenzfrequenz der Frequenzinva-
rianz la¨ßt sich jedoch durch Verkleinern des Arrays heraufsetzen.
Weiterhin ist der Multipol-Beamformer an spezielle Mikrofonanord-
nungen gebunden. Abweichende Geometrien bedu¨rfen der expliziten
analytischen Betrachtung und (gegebenenfalls) einer Orthogonalisie-
rung der gebildeten Moden.
Hinsichtlich der erlaubten Mikrofonanordnungen weit flexibler und
in zwei wie in drei Raumdimensionen gleichermaßen einfach in der
Darstellung ist demgegenu¨ber das Verfahren des modalen Subraum-
Beamformings (MSD). Dieser aus der Literatur entnommene Ansatz
bestimmt zu einer gegebenen Sensorgeometrie einen Satz mo¨glicher
Eigen-Beampattern, nach denen das Soll-Beampattern entwickelt wer-
den kann. In seiner originalen Form ist dieser Ansatz praktisch iden-
tisch mit einem Filter-and-Sum-Beamformer mit FIR-Filtern und
weist – vergleichbar dem Delay-and-Sum-Beamformer – den Schwach-
punkt auf, daß bei extrem kleinen Frequenzen seine Richtwirkung
verlorengeht. Im Rahmen dieser Arbeit konnte jedoch eine neue
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Auspra¨gung des MSD-Algorithmus gefunden werden, welche durch
Nutzung von Zeitintegratoren die von den Multipolen her bekann-
te Eigenschaft der Superdirektivita¨t besitzt. Damit wird es mo¨glich,
fu¨r kompakte Mikrofonanordnungen beliebiger Gestalt Eigenbeam-
pattern bereitzustellen, welche die Realisierung frequenzinvarianter
Soll-Beampattern erlauben. Dieser superdirektive MSD-Beamformer
hat – in Analogie zu dem originalen MSD-Verfahren – weiterhin die
Eigenschaft, daß die Eigen-Beampattern jeweils fu¨r ein bestimm-
tes Entwurfs-Frequenzband berechnet werden. Je nach Spezifikation
und Erfordernissen der Anwendung kann ein gegebenes, breitbandi-
ges Beampattern daher entweder durch einen Beamformer mit ent-
sprechend breitbandig gewa¨hltem Entwurfsband realisiert werden,
oder aber durch Kombination mehrerer Beamformer, deren Ent-
wurfsba¨nder die geforderte Bandbreite stu¨ckweise abdecken (Mehr-
Band-Entwurf). Die Fortfu¨hrung dieses Gedankens zu (im Grenz-
fall) beliebig vielen Ba¨ndern verschwindender Bandbreite fu¨hrt auf
ein Frequenzabtast-Verfahren, das die Auslotung der Beamforming-
Mo¨glichkeiten einer gegebenen Geometrie in Kombination mit einem
beliebigen linearen Filter-and-Sum-Beamformer erlaubt, der durch
komplexwertige Gewichtungsfilter beschrieben werden kann. Hierzu
wurde ein Beispiel mit einem Array aus sieben Mikrofonen (Hep-
tapol) und 2 cm Durchmesser betrachtet; die maximale Bandbreite
dieses Arrays (ca. 19.5 kHz) kann mit mit nur vier Ba¨ndern bereits
nahezu ideal abgedeckt werden.
Zur experimentellen Verifikation der untersuchten Algorithmen wur-
de im Rahmen dieser Arbeit auch eine komplexe, vielkanalige Echt-
zeit-Signalverarbeitungsumgebung unter Windows XP erstellt, wel-
che die Erfassung, Verarbeitung und Ausgabe beliebig vielkanaliger
Audio-Daten sowie deren Visualisierung und Analyse erlaubt. Mit
diesem Programm ist es weiterhin mo¨glich, Messungen an Mikro-
fonarrays unter Freifeld-Bedingungen (reflexionsfreier Raum) zu si-
mulieren. Hierzu wird die Ausbreitung des Schalles von einer virtuel-
len Schallquelle zu den einzelnen Mikrofonen durch Fractional-Delay-
Filter (FD-Filter) simuliert, welche beliebige nichtganzzahlige Lauf-
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zeiten darstellen ko¨nnen. Diese Filter wurden ebenfalls im Rahmen
dieser Arbeit eingehend untersucht und fu¨r zwei aus der Literatur be-
kannte FD-Filter-Entwurfsverfahren (den Lagrange-Interpolator und
den Thiran’schen Allpass) Erweiterungen gefunden, die bei gleicher
Filterordnung eine ho¨here Bandbreite erzielen.
Fu¨r Messungen an realen Arrays wurde die Akustik-Messkammer
des Instituts durch zusa¨tzliche Auskleidung fu¨r Freifeld-Messungen
nutzbar gemacht. Die Ergebnisse belegen, daß die untersuchten Al-
gorithmen in der Praxis erwartungsgema¨ß funktionieren. Insbeson-
dere im Fall eines genu¨gend großen Abstandes der Schallquelle vom
Array (Fernfeld) wurde eine horvorragende U¨bereinstimmung der
Messung mit der (auf ebenen Wellen basierenden) Theorie gefun-
den. Bei kleinerem Abstand (z.B. 75 cm bei einem Arraydurchmes-
ser von 6 cm) ist die Annahme ebener Wellen nicht mehr korrekt
und es kommt bei tiefen Frequenzen zu einer Beeintra¨chtigung der
Richtwirkung.
Alles in allem konnte gezeigt werden, daß mit kompakten Arrays von
beispielsweise 6 cm Durchmesser eine gute Erfassung und Trennung
von Audio-Signalen bis ca. 6 kHz mo¨glich ist. Bei den gezeigten Bei-
spielen liegt die erste Nullstelle des Beampatterns ca. ±80◦ außerhalb
der Hauptemfangsrichtung. Schmalere Keulen ko¨nnen z.B. durch
Ringarrays mit mehr Mikrofonen erreicht werden; eine gro¨ßere Band-
breite erfordert hingegen die weitere Verkleinerung der Arrayabmes-
sungen. In beiden Fa¨llen ist der entstehende Nutzen (ho¨here obere
Bandgrenze) gegen eine eventuell no¨tige Anhebung der tiefsten zu
erfassenden Frequenz abzuwa¨gen. Auch wa¨chst mit kleiner werden-
den Mikrofonabsta¨nden der sto¨rende Einfluß mo¨glicher parasita¨rer
akustischer Kopplungen zwischen den Mikrofonen.
Insgesamt stellt die Kombination von hoher Bandbreite mit kom-
pakten Arrayabmessungen ein interessantes Merkmal des hier unter-
suchten Beamforming-Algorithmus dar. Mikrofonarrays der in die-
ser Arbeit beschriebenen Form eignen sich als kompaktes Werkzeug
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zur gerichteten Erfassung von Audiosignalen, etwa bei der Musikauf-
zeichnung mit der Mo¨glichkeit einer nachtra¨glichen Trennung und
neuen Mischung sowie Stereo-Neuzuordnung der einzelnen Stimmen
oder Instrumente. Auch der Einsatz eines solchen Arrays als kompak-
tes Tischmikrofon mit variabler Richtwirkung, etwa fu¨r Telefon- und
Videokonferenzsysteme, ist denkbar. Speziell in diesem Zusammen-
hang wa¨ren in weiterfu¨hrenden Untersuchungen Reflexionen an der
Tischplatte zu beru¨cksichtigen und in den MSD-Formalismus durch
eine geeignete Erweiterung des Beamforming-Operators mit einzu-
beziehen. Auch sollte untersucht werden, in wieweit durch Beru¨ck-
sichtigung von Kugelwellen anstelle von ebenen Wellen das Verhal-
ten des Beamformers bei niedrigen Frequenzen verbessert werden
kann, wenn sich die zu trennenden Schallquellen (Sprecher) dicht
am Array befinden. Soll der in dieser Arbeit gezeigte superdirekti-
ve MSD-Algorithmus in mo¨glichst latenzarmer Form implementiert
werden, so wird eine Zeitbereichsimplementierung erforderlich. Fu¨r
eine solche wa¨re zu untersuchen, welche Form der Integratorfilter
– alternativ zu der hier kurz angesprochenen – das gu¨nstigste Ver-
halten aufweist (denkbar wa¨ren zusa¨tzliche Nullstellen oder Kerb-
filter zur Modifikation des Verhaltens bei bestimmten Frequenzen).
Auch die weitere Ausleuchtung des superdirektiven MSD-Ansatzes
mit FIR-Filtern anstelle fester Koeffizienten erscheint hierfu¨r sinn-
voll: Erste Proberechnungen deuten darauf hin, daß dieser Ansatz ei-
ne zusa¨tzliche Verbesserung des Verhaltens im Sinne einer Gla¨ttung
des Verlaufes von Haupt- und Nebenkeulen u¨ber der Frequenz be-
wirken kann. Mit großer Wahrscheinlichkeit liegt in diesem Ansatz
der Schlu¨ssel dazu, sehr große Bandbreiten mit nur wenigen Ent-
wurfsba¨ndern, vielleicht sogar mit nur einem einzigen, zu realisieren
und so – durch Vereinfachung der Signalzusammenfu¨hrung – die Tu¨r
zu einer effizienten Implementierung eines breitbandigen Algorith-
mus fu¨r die Erfassung von Audiosignalen zu o¨ffnen.
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A.1 Zur Schreibweise der
Fourier-Transformation
Nachfolgend sind fu¨r verschiedene Formulierungen der Fourier-Trans-
formation (FT, Symbol: F) und der zugeho¨rigen inversen Fourier-
Transformation (F−1) die jeweils gu¨ltigen Formen des Faltungssatzes
aufgefu¨hrt. Die Faltung zweier Funktionen g und h ist dabei definiert
als:
g(t) ⋆ h(t) =
∞∫
−∞
g(τ) · h(t− τ) dτ.
Eine identische Definition gilt im Frequenzbereich mit f bzw. ω an-
stelle von t als unabha¨ngiger Variable. Die untenstehend verwende-
ten Begriffe
”
symmetrisch“ und
”
asymmetrisch“ beziehen sich auf die
Verteilung der Vorfaktoren (
√
2π, 1/
√
2π, 2π und 1/2π).
1. Symmetrische FT: f ↔ t. Sind die FT (F) und die inverse
FT (F−1) definiert als
F{x(t)} = X(f) =
∞∫
−∞
x(t) · e−2πift dt,
F−1{X(f)} = x(t) =
∞∫
−∞
X(f) · e2πift df,
so gilt mit G = F{g} und H = F{h}:
F{g ⋆ h} = G ·H,
F{g · h} = G⋆H,
F−1{G⋆H} = g · h,
F−1{G ·H} = g ⋆ h.
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2. Symmetrische FT: ω ↔ t.
F{x(t)} = X(ω) = 1√
2π
∞∫
−∞
x(t) · e−iωt dt,
F−1{X(ω)} = x(t) = 1√
2π
∞∫
−∞
X(ω) · eiωt dω,
F{g ⋆ h} =
√
2π G ·H,
F{g · h} = 1√
2π
G⋆H,
F−1{G⋆H} =
√
2π g · h,
F−1{G ·H} = 1√
2π
g ⋆ h.
3. Asymmetrische FT: ω ↔ t.
F{x(t)} = X(ω) =
∞∫
−∞
x(t) · e−iωt dt,
F−1{X(ω)} = x(t) = 1
2π
∞∫
−∞
X(ω) · eiωt dω,
F{g ⋆ h} = G ·H,
F{g · h} = 1
2π
G⋆H,
F−1{G⋆H} = 2π g · h,
F−1{G ·H} = g ⋆ h.
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A.2 A¨quivalenz von Lagrange- und
Tayloransatz fu¨r z0 = 1
Zu zeigen: Die Koeffizienten hk (3.12) des Maximally-Flat-Ansat-
zes
hNk =
N∏
n=0
n 6=k
α− n
k − n fu¨r k = 0, 1, 2, . . . , N (A.1)
sind identisch mit den Koeffizienten bk des Taylorreihen-Ansatzes,
falls z0 = 1. Diese berechnen sich fu¨r z0 = 1 gema¨ß (3.14) und (3.15)
zu (k = 0, 1, 2, . . . , N):
ak =
1
k!
·
k−1∏
m=0
(α−m) =
k−1∏
m=0
α−m
k −m, (A.2)
bNk =
N∑
m=k
am
(
m
k
)
(−1)k−m. (A.3)
In (A.2) wurde die Fakulta¨t in einzelne Faktoren zerlegt und in das
Produkt hineingezogen. Der hochgestellte Index N an hNk und b
N
k
verweist auf die Entwicklungsla¨ngeN und wird fu¨r den folgenden Be-
weis beno¨tigt. Zu zeigen ist: bNk = h
N
k fu¨r k = 0, 1, 2, . . . , N .
Beweis: (durch vollsta¨ndige Induktion, siehe auch Bild A.1)
1. Induktionsbeginn: bNN = h
N
N . Fu¨r k = N reduziert sich
die Summe in (A.3) auf einen einzigen Summanden und es wird
bNN = aN . Des weiteren erstreckt sich das Produkt in (A.1) auf
den Bereich 0, . . . , N − 1, so daß hNN und aN identisch sind. Damit
folgt:
bNN = h
N
N N = 0, 1, 2, . . . .
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N
0
1
2
3
4
5
0 1 2 3 4 5 ...
.
.
.
k
Induktionsbeginn
Induktionsschritt
Bild A.1: Zum Versta¨ndnis des Induktionsbeweises.
2. Induktionsschritt: bN−1k = h
N−1
k ⇒ bNk = hNk . Fu¨r das
Weitere gelte die Einschra¨nkung k 6= N , d.h. k = 0, 1, 2, . . . , N − 1,
da der Fall k = N bereits als Induktionsbeginn behandelt wurde.
Wir betrachen nochmals die Definitionsgleichungen (A.3) und (A.1).
Aus (A.3) folgt durch Vergleich der Entwicklungsordnungen N und
N − 1 fu¨r ein bestimmtes k:
bNk = b
N−1
k +
(
N
k
)
(−1)N−k · aN ,
was sich umformen la¨ßt zu
⇔ b
N
k
bN−1k
= 1 +
(
N
k
)
(−1)N−k · aN
bN−1k
. (A.4)
Fu¨r die Maximally-Flat-Koeffizienten folgt aus (A.1) analog:
hNk
hN−1k
=
α−N
k −N . (A.5)
Mit (A.4) und (A.5) werden wir nun zeigen, daß aus bN−1k = h
N−1
k
folgt: bNk = h
N
k . Durch Einsetzen der Voraussetzung b
N−1
k = h
N−1
k
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nimmt (A.4) folgende Form an:
bNk
bN−1k
= 1 +
(
N
k
)
(−1)N−k · aN
hN−1k
.
Wir setzen nun die Definitionen fu¨r aN und h
N−1
k ein:
bNk
bN−1k
= 1 +
(
N
k
)
(−1)N−k · 1
N !
N−1∏
m=0
(α−m)︸ ︷︷ ︸
A
. . . ·
N−1∏
n=0
n 6=k
1
α− n︸ ︷︷ ︸
B
·
N−1∏
n=0
n 6=k
(k − n)
︸ ︷︷ ︸
C
. (A.6)
Hierbei ist A = aN und B ·C = 1/(hN−1k ). Wir fassen nun die Terme
A und B zusammen und finden:
A ·B = 1
N !
N−1∏
m=0
(α−m) ·
N−1∏
n=0
n 6=k
1
α− n =
α− k
N !
; (A.7)
Term C la¨ßt sich dagegen wie folgt umformen:
N−1∏
n=0
n 6=k
(k − n) =
k−1∏
n=0
(k − n) ·
N−1∏
n=k+1
(k − n)
= k! · (N − k)!
N − k · (−1)
N−k−1. (A.8)
Setzen wir nun die in (A.7) und (A.8) gefundenen Ausdru¨cke in
(A.6) ein, so ku¨rzen sich sa¨mtliche Fakulta¨ten (Binomialkoeffizien-
ten auflo¨sen!) sowie die geraden Potenzen von (−1) heraus und es
bleibt
bNk
bN−1k
= 1− α− k
N − k =
α−N
k −N
siehe (A.5)
=
hNk
hN−1k
.
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Aufgrund unserer Voraussetzung bN−1k = h
N−1
k folgt hieraus di-
rekt
bNk = h
N
k ,
was zu zeigen war. Somit ko¨nnen wir unsere Taylor-Koeffizienten aus
Gleichung (A.3) fu¨r z0 = 1 auch umschreiben als
bNk =
N∏
n=0
n 6=k
α− n
k − n fu¨r k = 0, 1, 2, . . . , N. (A.9)
q.e.d.
Folgerung. Setzt man (A.2) in (A.3) ein, so la¨ßt sich das oben
Bewiesene in folgende Form bringen:
N∑
m=k
[
(−1)k−m ·
(
m
k
)
· 1
m!
·
m−1∏
l=0
(α− l)
]
=
N∏
n=0
n 6=k
α− n
k − n (A.10)
fu¨r k = 0, 1, 2, . . . , N . Setzt man, allgemein fu¨r z0 6= 1, (3.14) in
(3.15) ein, so erha¨lt man unter Verwendung von (A.10) fu¨r die Ko-
effizienten bk die Form
bk = z
k−α
0 ·
N∏
n=0
n 6=k
α− n
k − n . (A.11)
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A.3 Maximally-Flat-Ansatz fu¨r ψ0 6= 0
Zur Behandlung des allgemeinen Maximally-Flat-Ansatzes fu¨r FIR-
FD-Filter kehren wir zu (3.5) zuru¨ck, behalten diesmal aber ψ0 ∈ C
in voller Allgemeinheit bei:
dn
dψn
E(eiψ)
∣∣∣∣
ψ0
=
(
N∑
k=0
hk(−ik)ne−ikψ0
)
− (−iα)ne−iαψ0 = 0.
Wir ku¨rzen (−i)n heraus und multiplizieren mit eiαψ0 :
N∑
k=0
hk · e−iψ0(k−α) · kn = αn fu¨r n = 0, 1, 2, . . . , N,
was sich entsprechend in die Matrixform
1 1 1 · · · 1
0 1 2 · · · N
...
...
...
. . .
...
0N 1N 2N · · · NN
 ·

h0 e
−iψ0(0−α)
h1 e
−iψ0(1−α)
...
hN e
−iψ0(N−α)
 =

α0
α1
...
αN

bringen la¨ßt. Vergleich mit (3.7) in Abschnitt 3.2.1 zeigt, daß zu den
Elementen des Koeffizientenvektors Exponentialterme hinzugetreten
sind und also die Entsprechung
hk|ψ0=0 = e−iψ0(k−α) · hk|ψ0 6=0
gilt. Durch Umstellen und Einsetzen der aus Abschnitt 3.2.1 be-
kannten Lo¨sung erhalten wir hieraus direkt die Koeffizienten hk in
der Form:
hk = e
−iψ0(α−k) ·
N∏
n=0
n 6=k
α− n
k − n fu¨r k = 0, 1, 2, . . . , N.
Diese Koeffizienten gelten fu¨r die Approximation von z−α gema¨ß der
Reihenentwicklung (3.3):
H(z) =
N∑
k=0
hkz
−k ≈ z−α.
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A.4 Allgemeiner 2N-Multipol
Zur Herleitung des Beampatterns des flachen 2N -Pols wa¨hlen wir
hier den vollen, dreidimensionalen Ansatz. Aus diesem folgt dann
direkt die Beschreibung des 2N -Multipols fu¨r zwei Raumdimensio-
nen. Wir gehen von 2N a¨quidistant auf einem Kreis mit Radius d
angeordneten Mikrofonen aus. Ihre Positionen werden beschrieben
durch
rn = d ·

cos 2πn2N
sin 2πn2N
0

mit n = 1, . . . , 2N . Der Wellenvektor k werde wie gewohnt durch
k = −k ·

sinϑ cosϕ
sinϑ sinϕ
cosϑ

in Kugelkoordinaten beschrieben. Analog zu den in Kapitel 4 ge-
machten Betrachtungen gewichten wir nun das Signal pn = e
−ik·rn
des n-ten Mikrofons mit (−1)n und betrachten M(k) = M(k, ϑ, ϕ)
mit
M(k) =
2N∑
n=1
(−1)n · e−ik·rn
=
2N∑
n=1
(−1)n · eikd sinϑ (cosϕ cos 2pin2N +sinϕ sin 2pin2N )
kd≪1≈
2N∑
n=1
(−1)n ·
N∑
l=0
(ikd)l sinl ϑ
l!
cosl
(
ϕ− πn
N
)
. (A.12)
Bei der letzten Umformung (≈) wurde der Exponent der e-Funktion
unter Verwendung von cos(α− β) = cosα cosβ + sinα sinβ verein-
facht und die Exponentialfunktion selbst in eine Taylorreihe bis zur
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Ordnung N entwickelt. kd≪ 1 ist Bedingung fu¨r die Gu¨ltigkeit die-
ser Na¨herung. Wegen der Symmetrie der Mikrofonanordnung muß
M in ϕ mit der Periode 2π/N periodisch sein und kann daher in
eine Fourier-Reihe der Form
M(k, ϑ, ϕ) =
∞∑
m′=−∞
am′(k, ϑ) · eim′Nϕ (A.13)
entwickelt werden. Die Abha¨ngigkeit von k und ϑ wird durch die
Koeffizienten am′ dargestellt, die von diesen Variablen abha¨ngen. In
(A.12) dru¨cken wir den cosl-Term durch die komplexe Exponential-
funktion aus (cosl x = (eix + e−ix)l/2l) und wenden zur Berechnung
der l-ten Potenz des Klammerausdrucks den binomischen Lehrsatz
an. Wir erhalten:
M(k)
kd≪1≈
2N∑
n=1
(−1)n ·
N∑
l=0
(ikd)l sinl ϑ
2ll!
l∑
ν=0
(
l
ν
)
ei(ϕ−
pin
N
)(2ν−l).
Fu¨r M setzen wir nun die rechte Seite von (A.13) ein; weiter mul-
tiplizieren wir beide Seiten mit e−imNϕ und wenden das Integral∫ π
−π . . . dϕ an. Auf der linken Seite entfallen damit alle Summanden
bis auf denjenigen fu¨r m′ = m, bei dem die Integration einen Fak-
tor 2π liefert. Auf der rechten Seite liefert die Integration denselben
Faktor fu¨r alle Summenglieder, die die Bedingung 2ν − l −mN = 0
erfu¨llen; alle anderen Summanden verschwinden. Wir ko¨nnen daher
die bei der Integration beidseitig entstandenen Faktoren 2π wegku¨r-
zen und erhalten
am
kd≪1≈
2N∑
n=1
(−1)n(1+m) ·
 N∑
l=0
l∑
ν=0
2ν=l+mN
(ikd)l sinl ϑ
2ll!
·
(
l
ν
) . (A.14)
Die Auswahlbedingung 2ν− l−mN = 0 kann wegen 0 ≤ l ≤ N und
0 ≤ ν ≤ l generell nur erfu¨llt werden, wenn es Werte von l gibt, fu¨r
welche gilt:
l ≥ |m| ·N. (A.15)
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Diese Bedingung folgt unmittelbar aus den vorgenannten Grenzen
fu¨r l und ν sowie aus der Auswahlbedingung selbst. Es zeigt sich,
daß hier vier Fa¨lle unterschieden werden ko¨nnen:
Fall I: m = 0. In diesem Fall gilt (A.15) fu¨r alle l und die Dop-
pelsumme in den eckigen Klammern in (A.14) entha¨lt fu¨r gerades N
genau N/2 + 1 Summanden (ν = 0, 1, . . . , N/2 mit l = 2ν), und fu¨r
ungerades N genau (N + 1)/2 Summanden (ν = 0, 1, . . . , (N − 1)/2
mit l = 2ν). Zugleich entha¨lt jedoch die Summation u¨ber n genau
je N Summanden vom Wert +1 und −1 und wird daher zu Null.
Somit verschwindet die rechte Seite von (A.14). Da man dasselbe
Ergebnis auch erha¨lt, wenn man die Summation u¨ber l in Gl. (A.12)
ins Unendliche gehen la¨ßt, gilt exakt:
a0(k, ϑ) ≡ 0. (A.16)
Fall II: m = +1. In diesem Fall entha¨lt die Summation u¨ber n ge-
nau 2N Summanden vom Wert 1 und liefert daher einen Vorfaktor
2N . Die Auswahlbedingung ist wegen (A.15) und l ≤ N nur fu¨r l =
N erfu¨llbar, na¨mlich durch ν = N . Somit besitzt die Doppelsumme
genau einen Summanden und wir erhalten aus (A.14):
a+1(k, ϑ)
kd≪1≈ 2
2N (N − 1)! · (ikd)
N · sinN ϑ. (A.17)
Fall III: m = −1. Auch in diesem Fall entha¨lt die Summation
u¨ber n genau 2N Summanden vom Wert 1 und liefert den Vorfaktor
2N . Auch die Auswahlbedingung ist wiederum nur in einem einzigen
Fall erfu¨llt, na¨mlich fu¨r l = N und ν = 0. Aus (A.14) erhalten wir
den mit a+1 identischen Wert
a−1(k, ϑ)
kd≪1≈ 2
2N (N − 1)! · (ikd)
N · sinN ϑ. (A.18)
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Fall IV: m = ±2,±3, . . . . Wegen der Einschra¨nkung l ≤ N kann
(A.15) fu¨r |m| ≥ 2 gar nicht erfu¨llt werden, so daß auch die Aus-
wahlbedingung 2ν − l − mN = 0 unerfu¨llt bleibt und die Doppel-
summe in den eckigen Klammern in (A.14) verschwindet. Somit gilt
fu¨r m = ±2,±3, . . . :
am(k, ϑ)
kd≪1≈ 0. (A.19)
Dies ist eine Na¨herung, da bei einer Erweiterung der Summation
u¨ber l auf 0 ≤ l ≤ |m| ·N ein bis beliebig viele Summanden auftre-
ten ko¨nnen. Diese beinhalten wegen der Form von (A.14) entspre-
chend hohe Potenzen von kd und ko¨nnen daher hier wegen kd ≪ 1
vernachla¨ssigt werden.
Durch Einsetzen der Koeffizienten (A.16) bis (A.19) in die Reihenent-
wicklung (A.13) erhalten wir nun wegen a+1 = a−1:
M(k, ϑ, ϕ)
kd≪1≈ 4
2N (N − 1)! · (ikd)
N · sinN ϑ · cosNϕ.
Der Term (ikd)N dru¨ckt hierbei die Frequenzabha¨ngigkeit des Beam-
patterns aus. Diese kann durch eine zeitliche Integration N -ter Ord-
nung kompensiert werden: Mit k = ω/c und dem Vorstehenden erhal-
ten wir das superdirektive (unnormierte) Beampattern des Multipols
N -ter Ordnung:
Ψˆ2N (k) =
2N (N − 1)!
4dN
·
( c
iω
)N
·
2N∑
n=1
(−1)n pn
kd≪1≈ sinN ϑ · cosNϕ.
Da die hier betrachteten Mikrofone sa¨mtlich in der x-y-Ebene an-
geordnet sind, folgt der zweidimensionale Fall des allgemeinen 2N -
Multipols unmittelbar fu¨r ϑ = π2 . In diesem Fall wird Ψˆ2N (k) ≈
cosNϕ. Rotiert man die Mikrofonanordnung um +π/2N , so erha¨lt
man analog ein Beampattern der Form sinN ϑ sinNϕ in drei bzw.
sinNϕ in zwei Raumdimensionen. Sind die Mikrofone im Kreis um
den Punkt r0 angeordnet, so tritt zusa¨tzlich ein Faktor e
−ik·r
0 auf.
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A.5 Entwicklung nach nicht-orthogonalen
Winkelmoden
Dieser Anhang befaßt sich mit der Bestimmung geeigneter (
”
symme-
trischer“) Koeffizienten fu¨r den zweidimensionalen Multipol-Beam-
former, wenn statt zwei Multipolen jeweils Ln ≥ 2 Multipole der
Ordnung n vorhanden sind (Dipole: n = 1, Quadrupole: n = 2,
etc.), die in gleichma¨ßigen Winkelabsta¨nden gegeneinander rotiert
sind.
Lo¨sung. Seien fu¨r n = 1, 2, . . . jeweils Ln ≥ 2 Multipole vorhan-
den, korrespondierend zu Ln Winkelmoden der Form:
gLnn,l (ϕ) =
σn,l√
π
sin
(
nϕ+
πl
Ln
+
πηn
2
)
(A.20)
mit l = 0, 1, . . . , Ln − 1, σn,l = ±1 und ηn ∈ {0, 1}. Dann la¨ßt sich
anhand der einschla¨gigen Additionstheoreme fu¨r trigonometrische
Funktionen zeigen, daß bei Verwendung des Skalarproduktes
〈 a | b 〉ϕ =
∫ π
−π
a∗(ϕ) · b(ϕ) dϕ
die folgenden Aussagen gelten: Zum einen sind sa¨mtliche Multipo-
le bzw. Winkelmoden der Ordnung n zu sa¨mtlichen Multipolen bzw.
Winkelmoden aller anderen Ordnungen n′ 6= n orthogonal :
〈 gLn,l | gL
′
n′,l′ 〉ϕ = 0.
Zum anderen sind Multipole bzw. Winkelmoden gleicher Ordnung n
untereinander fu¨r L > 2 nicht orthogonal :
〈 gLn,l | gLn,l′ 〉ϕ = cos
π
L
(l − l′) · σn,l σn,l′ .
Diese Beziehung ist fu¨r L = 2 identisch mit dem Kronecker-Symbol
δll′ (entsprechend der Orthogonalita¨t von g
2
n,0 und g
2
n,1). Ein Mul-
tipol der Ordnung n und mit beliebiger Orientierung ϕ0 werde nun
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beschrieben durch
qn(ϕ) = q0 · cosn(ϕ− ϕ0).
Es la¨ßt sich nun zeigen, daß qn(ϕ) durch die Ln Multipole der Ord-
nung n in folgender Weise dargestellt werden kann1:
qn(ϕ) =
Ln−1∑
l=0
[
2
Ln
〈 gLnn,l | qn 〉ϕ
]
︸ ︷︷ ︸
cl
·gLnn,l (ϕ).
Die Koeffizienten cl sind im Falle Ln = 2 identisch mit den Fourier-
Koeffizienten (vgl. (4.8)). Wegen der linearen Abha¨ngigkeit der Ln
Multipole bei Ln > 2 sind sie jedoch nicht die einzige mo¨gliche
Lo¨sung (Unterbestimmtheit). Allerdings hat diese spezielle Lo¨sung
die Eigenschaft, im Unterschied zu den in Abschnitt 4.4.1 ebenfalls
besprochenen Orthogonalisierungsverfahren alle vorhandenen Multi-
pole in gleicher Weise zu nutzen. Da keiner der Multipole verworfen
oder irgendwie bevorzugt behandelt wird, bezeichnen wir diese Ko-
effizienten als symmetrische Koeffizienten.
Symmetrische Reihenentwicklung. Durch Anwenden der obi-
gen Lo¨sung la¨ßt sich nun die Reihenentwicklung einer 2π-periodi-
schen Funktion nach den gLn,l in folgender geschlossener Form notie-
ren: Definiert man nebst g0 = 1/
√
2π fu¨r die Ordnungen n = 1, 2, . . .
jeweils eine Anzahl Ln ≥ 2 zu verwendender Moden gLnn,l (ϕ), so kann
eine beliebige 2π-periodische Funktion f(ϕ) folgendermaßen darge-
stellt werden:
f(ϕ) = 〈 g0 | f 〉ϕ · g0 +
∞∑
n=1
Ln−1∑
l=0
c′n,l · gLnn,l (ϕ), (A.21)
c′n,l =
2
Ln
· 〈 gLnn,l | f 〉ϕ . (A.22)
1 Beweis durch Einsetzen von (A.20) und Ausintegrieren.
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A.6 Kaskadierte Dipole in z-Richtung
Hier wird das Beampattern eines linearen, entlang der z-Achse an-
geordneten Arrays aus N a¨quidistanten Mikrofonen untersucht, bei
dem benachbarte Mikrofone zu Dipolen (1. Ordnung) zusammen-
gefaßt werden, deren Ausga¨nge wiederum als Einga¨nge fu¨r Dipole
(2. Ordnung) behandelt werden usw. Bild A.2 zeigt ein Beispiel mit
4 Mikrofonen.
z
p1
p2
p0
p3
a
a
a
z=zc
1.Ordnung 2. Ordnung 3. Ordnung
kaskadierte Dipole
Bild A.2: Array mit vier Mikrofonen zur Bildung kaskadierter Di-
pole, zentriert um den Punkt (0, 0, zc)
T .
Es seien N Mikrofone im Abstand a relativ zueinander auf der z-
Achse symmetrisch zum Punkt (0, 0, zc)
T angeordnet:
rn =
 00
zn
 =
 00
zc +
a
2 (N − 1− 2n)

mit n = 0, . . . , N − 1. Bildet man aus jeweils zwei benachbarten Mi-
krofonen Differenzen, aus zwei solchen
”
benachbarten Differenzen“
wiederum die Differenz und so fort, so erha¨lt man schließlich eine
Summe u¨ber alle Mikrofone, in der das n-te Mikrofon mit einem
Faktor der Form (−1)n · (N−1n ) gewichtet auftritt.
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Wir schreiben
M(N, zc; k) =
N−1∑
n=0
(−1)n ·
(
N−1
n
)
· e−ik·rn
=
N−1∑
n=0
(−1)n ·
(
N−1
n
)
· eik(zc+ a2 (N−1−2n)) cosϑ
= eikzc cosϑ ·
N−1∑
n=0
(−1)n ·
(
N−1
n
)
· eikaN−1−2n2 cosϑ︸ ︷︷ ︸
M(N,0; k)
= eikzc cosϑ ·M(N, 0; k). (A.23)
Man sieht unmittelbar, daß M(1, 0; k) ≡ 1. Der Term M(N, 0; k)
kann mit
(
m
ℓ
)
=
(
m−1
ℓ−1
)
+
(
m−1
ℓ
)
weiter umgeformt werden:
M(N, 0; k) =
N−1∑
n=0
(−1)n ·
(
N−2
n
)
· eikaN−1−2n2 cosϑ . . .
+
N−1∑
n=0
(−1)n ·
(
N−2
n−1
)
· eikaN−1−2n2 cosϑ.
Wegen
(
N−2
N−1
)
= 0 und
(
N−2
−1
)
= 0 entfa¨llt in beiden Summen jeweils
ein Summand. Paßt man die Summationsgrenzen entsprechend an
und verwendet in der zweiten Summe die Variablensubstitution n =
n′ + 1, so folgt:
M(N, 0; k) =
N−2∑
n=0
(−1)n ·
(
N−2
n
)
· eikaN−2−2n2 cosϑ︸ ︷︷ ︸
M(N−1,0; k)
·eika 12 cosϑ . . .
−
N−2∑
n′=0
(−1)n′ ·
(
N−2
n′
)
· eikaN−2−2n
′
2
cosϑ
︸ ︷︷ ︸
M(N−1,0; k)
·e−ika 12 cosϑ.
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Hier tritt zweimal eine Summe auf, dieM(N−1, 0; k) entspricht (lie-
gende geschweifte Klammern), so daß wir weiter schreiben ko¨nnen:
M(N, 0; k) =
(
eika
1
2
cosϑ − e−ika 12 cosϑ
)
·M(N − 1, 0; k)
ka≪1≈ ika · cosϑ ·M(N − 1, 0; k), (A.24)
wobei die vom Dipol-Array her bekannte Na¨herung ex ≈ 1 + x
angewandt wurde. Mit Hilfe von Gl. (A.23) anschaulich interpre-
tiert bedeutet (A.24), daß das Array mit N Mikrofonen aus den
Ausga¨ngen zweier Arrays mit N − 1 Mikrofonen einen Dipol bildet,
die um zc = +
a
2 und zc = −a2 zentriert sind (dies sind die Arrays
mit den Mikrofonen n = 0, . . . , N − 2 bzw. n = 1, . . . , N − 1). Mit
M(1, 0; k) ≡ 1 folgt aus (A.23) und der Rekursionsvorschrift (A.24)
direkt
M(N, zc; k)
ka≪1≈ (ika)N−1 · cosN−1 ϑ · eikzc cosϑ.
Kompensation des Frequenzganges durch (N − 1)-fache Integration
liefert mit ω = ‖k‖ · c schließlich
ΦN (k) =
( c
iωa
)N−1
·
N−1∑
n=0
(−1)n ·
(
N−1
n
)
· e−ik·rn
ka≪1≈ cosN−1 ϑ · eikzc cosϑ.
Ein lineares Array der beschriebenen Form mit N Mikrofonen und
kaskadierten Dipol-Beamformern kann folglich fu¨r die Bildung von
Richtcharakteristiken der Form cosm ϑ (mit m = 0, . . . , N − 1) ver-
wendet werden. Sollen Beamformer unterschiedlicher Potenzen m in
Linearkombination betrieben werden, so ist darauf zu achten, daß
die verwendeten Sub-Arrays ein gemeinsames geometrisches Zen-
trum haben, um einen sto¨renden Phasenversatz zu vermeiden (siehe
Abschnitt 4.3.3).
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A.7 Freie Wa¨hlbarkeit des
Geometriefaktors a
In diesem Abschnitt wird nachgewiesen, daß das Beamforming-Re-
sultat, das die superdirektive MSD erzielt, von der Wahl des Geome-
triefaktors a, den der superdirektive Operator Aˆ entha¨lt, unabha¨ngig
ist, wenn alle Eigen-Beampattern orthogonal und normiert sind. Aˆ
hat nach (5.31) die Form
Aˆ =
(( a
ik
)µ0 · e−ik·r˜0 , . . . ,( a
ik
)µV−1 · e−ik·r˜V−1) .
Wir betrachten nun zusa¨tzlich zu Aˆ den Operator Aˆ′, bei dem a
durch a′ ersetzt wurde:
Aˆ′ =
((
a′
ik
)µ0
· e−ik·r˜0 , . . . ,
(
a′
ik
)µV−1
· e−ik·r˜V−1
)
.
Weiterhin definieren wir die reellwertige, selbstadjungierte Diagonal-
matrix
D =

(a′/a)µ0 0 · · · 0
0 (a′/a)µ1 · · · 0
...
...
. . .
...
0 0 · · · (a′/a)µV−1
 .
Fu¨r D, Aˆ und Aˆ′ gelten nun die Beziehungen
Aˆ′ = AˆD, (A.25)
D
† = D, (A.26)
Aˆ′†Aˆ = D Aˆ†Aˆ, (A.27)
Aˆ†Aˆ′ = D−1 Aˆ′†Aˆ′. (A.28)
Ein gegebenes Beampattern B ∈ B werde nun durch Aˆ und Aˆ′ mit
einem jeweils passenden Koeffizientenvektor dargestellt: B = Aˆ b =
Aˆ′ b′. Wegen (A.25) ist Aˆ b = Aˆ′ b′, wenn b′ = D−1 b ist.
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Zu zeigen: Die Beziehung b′ = D−1 b ist automatisch erfu¨llt,
wenn
1. b durch Projektion von B auf die Eigenfunktionen Uν von AˆAˆ
†
berechnet wird,
2. b′ durch Projektion von B auf die Eigenfunktionen U ′ν von
Aˆ′Aˆ′† berechnet wird und
3. die Eigen-Beampattern-Sa¨tze Uν und U
′
ν sowie die zugeho¨rigen
Eigenvektorensa¨tze uν und u
′
ν in sich jeweils orthogonal und
normiert sind.
Beweis (Schritt 1): Darstellbarkeit der gestrichenen duch
die ungestrichenen Eigenfunktionen. Sei k ∈ {0, 1, . . . , V −1}.
Dann ist
V−1∑
l=0
〈Ul|U ′k〉F · Ul =
V−1∑
l=0
〈
1√
λl
Aˆ ul
∣∣∣∣∣ 1√λ′k Aˆ′ u′k
〉
F
· 1√
λl
Aˆ ul
(A.27)
=
1√
λ′k
V−1∑
l=0
1
λl
〈
D Aˆ†Aˆ ul
∣∣∣u′k〉
V
· Aˆ ul
(A.26)
=
1√
λ′k
V−1∑
l=0
〈ul |D u′k〉V · Aˆ ul
∗
=
1√
λ′k
AˆD u′k
(A.25)
=
1√
λ′k
Aˆ′ u′k
= U ′k, (A.29)
d.h. die gestrichenen Eigenfunktionen (U ′ν) ko¨nnen durch die unge-
strichenen (Uν) dargestellt werden. In der mit ∗ bezeichneten Um-
formung wurden die Vollsta¨ndigkeit der ul als Basis von V (d.h. u
′
k =∑V−1
l=0 〈ul|u′k〉V·ul) und die Linearita¨t von Aˆ benutzt.
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Beweis (Schritt 2): Berechnung von b′. Durch Projektion von
B auf die Eigenfunktionen Uν von Aˆ
†Aˆ berechnet sich b zu
b =
V−1∑
l=0
l/∈Θ
1√
λl
· 〈Ul|B〉F · ul. (A.30)
Analog erhalten wir fu¨r b′ den Ausdruck
b′ =
V−1∑
k=0
k/∈Θ′
1√
λ′k
· 〈U ′k|B〉F · u′k. (A.31)
Θ und Θ′ sind die Mengen der Indizes eventueller nicht-orthogonaler
Eigenfunktionen Uν bzw. U
′
ν (siehe Bemerkung in Abschnitt 5.2.2).
Im folgenden dru¨cken wir die gestrichenen Eigenfunktionen und Ei-
genvektoren in (A.31) durch ungestrichene aus, indem wir die Voll-
sta¨ndigkeit der Orthonormalbasen vonV (u′ν und uν) sowie Gl. (A.29)
benutzen. Dabei nehmen wir zuna¨chst an, alle Eigenfunktionen seien
ebenfalls normiert und orthogonal (d.h. Θ = Θ′ = ∅). Von (A.31)
ausgehend schreiben wir also
b′ =
V−1∑
k,l,m=0
k/∈Θ′∧l/∈Θ
〈U ′k|Ul〉F 〈Ul|B〉F ·
1√
λ′k
· 〈um|u′k〉V · um
=
V−1∑
k,l,m=0
k/∈Θ′∧l/∈Θ
〈um|u′k〉V
〈
1
λ′k
Aˆ′ u′k
∣∣∣∣ 1√λl Aˆ ul
〉
F
〈Ul|B〉F · um
=
V−1∑
k,l,m=0
k/∈Θ′∧l/∈Θ
〈um|u′k〉V
〈
1
λ′k
Aˆ†Aˆ′ u′k
∣∣∣∣ul〉
V
〈Ul|B〉F ·
1√
λl
um
(A.28)
=
V−1∑
k,l,m=0
k/∈Θ′∧l/∈Θ
〈um|u′k〉V
〈
u′k
∣∣D−1 ul〉V 〈Ul|B〉F · 1√λl um
A.7 Freie Wa¨hlbarkeit des Geometriefaktors a 261
(Fortsetzung)
Θ′=∅
=
V−1∑
l,m=0
l/∈Θ
〈
um
∣∣D−1 ul〉V 〈Ul|B〉F · 1√λl um (A.32)
∗
=
V−1∑
l=0
l/∈Θ
〈Ul|B〉F ·
1√
λl
D
−1 ul
= D−1
V−1∑
l=0
l/∈Θ
〈Ul|B〉F ·
1√
λl
ul
(A.30)
= D−1 b.
Somit folgt b′ = D−1 b unter den drei auf Seite 259 oben gemachten
Voraussetzungen (insbesondere Punkt 3.); bei der mit ∗ bezeichneten
Umformung wurde wie zuvor die Vollsta¨ndigkeit der Basisvektoren
uν benutzt. Aus b
′ = D−1 b folgt, daß das Beamforming-Ergebnis
von a bzw. a′ unabha¨ngig ist: B′ = Aˆ′ b′ = (AˆD)(D−1 b) = Aˆ b = B,
wenn b′ nach (A.31) ausB berechnet wurde. – q.e.d.
Weglassung von Eigenfunktionen: Sind, entgegen der obenste-
hend in Schritt 2 gemachten Annahme, einige Eigen-Beampattern
nicht normiert und orthogonal, so sind diese von der Reihenentwick-
lung beim Beamforming auszuschließen. In diesem Fall sind Θ und
Θ′ nichtleer und es wird die in (A.32) mit Θ′ = ∅ bezeichnete Gleich-
heit verletzt. Der obige Rechenweg liefert dann b′ = D−1 b−e(a, a′),
mit dem Fehlervektor
e(a, a′) =
V−1∑
k,l,m=0
k∈Θ′
l/∈Θ
〈um|u′k〉V
〈
u′k
∣∣D−1 ul〉V 〈Ul|B〉F · 1√λl um.
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B.1 FIR-FD-Filter: z0-Kurvenparameter
Die folgende Tabelle entha¨lt die Parameter fu¨r die Approximation
von z0,opt(N,α) nach Gl. (3.34) fu¨r FIR-FD-Filter, optimiert fu¨r
∆τ = 0.01 und ∆τ = 0.05.
∆τ N mN cN N mN cN
0.01 1 -0.18793 11 -0.51479
2 -0.15418 1.2653 12 -0.44515 1.1722
3 -0.52904 13 -0.48898
4 -0.26036 1.4177 14 -0.44571 1.1469
5 -0.56018 15 -0.48322
6 -0.38571 1.3261 16 -0.43468 1.1283
7 -0.56581 17 -0.45135
8 -0.43502 1.2554 18 -0.42542 1.1138
9 -0.54040 19 -0.44552
10 -0.44925 1.2074 20 -0.41390 1.1023
21 -0.42798
0.05 1 -0.92038 11 -0.86170
2 -0.30280 1.8087 12 -0.80844 1.1710
3 -1.21780 13 -0.78621
4 -0.95000 1.5404 14 -0.75076 1.1464
5 -1.11200 15 -0.73313
6 -0.95715 1.3517 16 -0.72398 1.1277
7 -1.01510 17 -0.70087
8 -0.91778 1.2605 18 -0.67803 1.1133
9 -0.91025 19 -0.67919
10 -0.84704 1.2066 20 -0.65318 1.1017
21 -0.64091
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B.2 IIR-FD-Filter: z0-Kurvenparameter
Die folgende Tabelle entha¨lt die Parameter fu¨r die Approximation
von z0,opt(N,α) nach Gl. (3.46) fu¨r IIR-Allpass-FD-Filter, optimiert
fu¨r ∆τ = 0.01 und ∆τ = 0.05.
∆τ N mN N mN N mN
0.01 1 0.047705 8 0.036106 15 0.024251
2 0.066057 9 0.036439 16 0.022463
3 0.063561 10 0.034443 17 0.020133
4 0.054742 11 0.029784 18 0.018136
5 0.048419 12 0.027121 19 0.020799
6 0.042762 13 0.025624 20 0.019800
7 0.044925 14 0.025125 21 0.019135
0.05 1 0.257740 8 0.148090 15 0.089018
2 0.269040 9 0.131610 16 0.084359
3 0.233330 10 0.121630 17 0.081198
4 0.255060 11 0.116310 18 0.079035
5 0.197000 12 0.102500 19 0.077870
6 0.169380 13 0.103490 20 0.067221
7 0.159730 14 0.095170 21 0.067554
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Symbolverzeichnis
Nachstehend sind die wichtigsten in dieser Arbeit verwendeten For-
melzeichen aufgefu¨hrt. Griechische Symbole sind gesondert auf Sei-
te 278f. zusammengestellt.
Lateinische Symbole
Symbol Erkla¨rung
Aˆ Operator, der einen Koeffizientenvektor w in ein
Beampattern W (k) u¨berfu¨hrt: W (k) = Aˆw.
An(ϕ) Normierte Winkelmoden (siehe Gl. (4.6)).
a Geometriefaktor (Einheit: 1m−1); Bestandteil
des Beamforming-Operators Aˆ beim superdirek-
tiven MSD-Beamformer.
B, B Funktionenra¨ume der realisierbaren (B) und der
nicht realisierbaren Beampattern (B); F = B∪B.
Bdes(·) Soll-Beampattern; vorgegebene Charakteristik,
die mit einem Beamformer realisiert oder appro-
ximiert werden soll.
B(k),
B(k, ϑ, ϕ)
Beampattern, d.h. Empfindlichkeit eines Mikro-
fonarrays als Funktion des Wellenvektors k bzw.
der Frequenz und Richtung der einfallenden
Schallwelle.
c Schallgeschwindigkeit, hier: c = 340m/s (gu¨ltig
bei Zimmertemperatur).
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Symbol Erkla¨rung
d, d1, d2 La¨ngenmaße zur Beschreibung von Multipol-
Geometrien.
e(Ω) Einheitsvektor. Einheitenloser Vektor der La¨nge
1 in Richtung des angegebenen Raumwinkels Ω.
ex, ey, ez Einheitsvektoren in Richtung der positiven x-, y-
und z-Achse.
e(ϑ, ϕ) Einheitsvektor. Einheitenloser Vektor der La¨nge
1 in der durch ϑ und ϕ in Kugelkoordinaten ge-
gebenen Richtung.
F Funktionenraum aller Beampattern.
f Schwingungsfrequenz, gemessen in Hz.
fS Abtastfrequenz, Abtastrate.
Gn,k(f) Korrekturfunktion, mit der der adaptive Equali-
zer auf die Fouriertransformierte des n-ten Mi-
krofonsignals, k-ter Block, wirkt.
H(z) System- oder U¨bertragungsfunktion eines zeitdis-
kreten oder digitalen Filters.
Hn(ω) Systemfunktion des zum n-ten Mikrofon geho¨ren-
den Filters in einem Filter-and-Sum-Beamformer.
hk Impulsantwort eines zeitdiskreten oder digitalen
Filters.
J0(x) Bessel-Funktion erster Art, nullte Ordnung.
K,K ∈ K Beschra¨nktes Intervall aus K, dem Vektorraum
der Wellenvektoren. Bezeichnet den Frequenz-
und Richtungsbereich der Wellen, die das be-
trachtete Schallwellenfeld erzeugen. Im Zusam-
menhang mit MSD ist K der Frequenzbereich,
auf dem die Orthogonalita¨t der berechneten Ei-
genfunktionen gilt (Entwurfsband).
K Vektorraum der Wellenvektoren.
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Symbol Erkla¨rung
k Wellenvektor. Seine La¨nge k gibt die Frequenz
(k = ‖k‖ = 2π/λ = 2πf/c), seine Richtung die
Ausbreitungsrichtung einer ebenen Welle an.
M(k) Beampattern eines Multipols, das rein durch
Summation und alternierende Gewichtung der
beteiligten Mikrofone mit ±1 entsteht und daher
nicht normiert und nicht frequenzgangskompen-
siert ist.
Pn,k(f) Fouriertransformierte des k-ten Blockes des n-ten
Mikrofonsignals.
p(r, t) Schalldruck am Ort r zum Zeitpunkt t.
pn = e
−ik·rn Schalldruck am Ort rn des Mikrofons mit dem
Index n, der durch eine ebene, in der Richtung
k fortschreitende Welle mit der Amplitude 1 er-
zeugt wird.
r Ortsvektor.
rn Position des n-ten Mikrofons im Raum.
r˜ν Mikrofonposition zum ν-ten Element des
Beamforming-Operators.
S(k) Quellenfunktion eines angenommenen ebenen
Wellenfeldes (ra¨umliches Spektrum).
si(x) Unnormierte si- bzw. sinc-Funktion si(x) =
sin(x)/x.
TS Abtastintervall, TS = 1/fS .
Ul(k) Normierte Eigenfunktion zu AˆAˆ
† mit den Eigen-
schaften AˆAˆ†Ul = λlUl, 〈Ul|Ul′〉F = δll′ .
ul Normierter Eigenvektor zu Z = Aˆ
†Aˆ mit den Ei-
genschaften Zul = λlul, 〈ul|ul′〉V = δll′ .
V Komplexer Vektorraum der Beamformer-
Koeffizienten.
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Symbol Erkla¨rung
Z Quadratische Matrix der Form Z = Aˆ†Aˆ.
z Komplexe Unabha¨ngige zur Beschreibung von
zeitdiskreten Systemfunktionen. Zusammenhang
mit der normierten Frequenz ψ: z = eiψ.
z0 Punkt in der komplexen Zahlenebene, um den ei-
ne vorgegebene U¨bertragungsfunktion entwickelt
wird.
Griechische Symbole
Symbol Erkla¨rung
α Soll-Laufzeit eines Fractional-Delay-Filters (im
allgemeinen nichtganzzahlig).
ΓG(N) Gesamt-Gruppenlaufzeit-Bandbreite.
γG,max(N,α) Maximale Gruppenlaufzeit-Bandbreite.
γG(N,α, z0) Momentane Gruppenlaufzeit-Bandbreite.
δ(x) Delta-Funktion (Dirac-Distribution).
δmm′ Kronecker-Delta:
δmm′ =
{
1 m = m′
0 m 6= m′
ϑ Polarwinkel in Kugelkoordinaten, d.h. Winkel
zwischen der bezeichneten Richtung und der po-
sitiven z-Achse (0 ≤ ϑ ≤ π).
λl l-ter Eigenwert zu Aˆ
†Aˆ bzw. AˆAˆ†.
µν Integrationsordnung des ν-ten Elements des su-
perdirektiven Beamforming-Operators.
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Symbol Erkla¨rung
τ Gruppenlaufzeit eines zeitdiskreten oder digita-
len Filters, gemessen in Abtastintervallen TA und
daher einheitenlos.
φ Winkel zwischen zwei gegebenen Vektoren (0 ≤
φ ≤ π).
φx, φy, φz Richtungswinkel, die ein Vektor (hier: der nega-
tive Wellenvektor) mit der positiven x-, y- bzw.
z-Achse einschließt (0 ≤ φx,y,z ≤ π).
ϕ Azimuthwinkel in ebenen Polarkoordinaten und
Kugelkoordinaten (−π ≤ ϕ ≤ π).
Φ(k) Superdirektives Beampattern eines Multipols,
das aus Kombination eines entsprechenden
Multipol-Beampatterns M(k) mit einem Zeitin-
tegrator geeigneter Ordnung entsteht.
Ψ(k), Ψˆ(k) Superdirektives Beampattern eines Multipols,
das aus Kombination eines entsprechenden
Multipol-BeampatternsM(k) mit einem Zeitinte-
grator geeigneter Ordnung entsteht. Ψˆ bezeichnet
die unnormierte Form.
ψ Normierte Frequenz, ψ ∈ [−π;π ]. Zu einer physi-
kalischen Frequenz f korrespondiert bei einer Ab-
tastfrequenz fS der Wert ψ = 2πf/fS = ωTS ,
wobei ω = 2πf und TS = 1/fS ist.
Ω Raumwinkel. Im Falle von zwei Raumdimensio-
nen (2-D) steht Ω rein fu¨r den Azimuthwin-
kel ϕ ∈ [−π;π ]; bei drei Raumdimensionen (3-
D) repra¨sentiert Ω die Kugelkoordinaten-Winkel
(ϑ, ϕ) ∈ [0;π ]× [−π;π ].
ω Physikalische Kreisfrequenz, korrespondierend zu
einer Schwingungsfrequenz f : ω = 2πf .
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