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AN EXAMPLE OF THE LANGLANDS CORRESPONDENCE FOR
IRREGULAR RANK TWO CONNECTIONS ON P1
D. ARINKIN AND R. FEDOROV
Abstract. Special kinds of rank 2 vector bundles with (possibly irregular)
connections on P1 are considered. We construct an equivalence between the
derived category of quasi-coherent sheaves on the moduli stack of such bundles
and the derived category of modules over a TDO ring on certain non-separated
curve. We identify this curve with the coarse moduli space of some parabolic
bundles on P1. Then our equivalence becomes an example of the categorical
Langlands correspondence.
1. Introduction
Let Conn(X, r) be the moduli space of rank r vector bundles with connections
on a smooth complex projective curve X . Let Bun(X, r) be the moduli space of
rank r vector bundles on X . The categorical Langlands correspondence for GL(r) is
a conjectural equivalence between the derived category of O-modules on Conn(X, r)
and the derived category ofD-modules on Bun(X, r). We refer the interested reader
to [Fre1, Section 6.2].
This correspondence has been proved by one of the authors in the settings of
rank two bundles equipped with connections with four simple poles on X = P1
(cf. [Ari2]). In this case, the space Bun(X, r) should be replaced by the mod-
uli space of bundles with parabolic structures. More precisely, [Ari2] works with
SL(2)-connections and PGL(2)-bundles. (See [Fre2] for a discussion of the ramified
Langlands program.)
In this paper we extend the results of [Ari2] to the case when the ramification
divisor still has degree four but we allow higher order poles as long as leading terms
are regular semisimple (see Theorems 3 and 2). This provides an example of the
categorical Langlands correspondence for connections with irregular singularities.
In [FG], Frenkel and Gross present an example of the Langlands correspondence
for a different kind of irregular singularities. It is instructive to compare the two
settings. Unlike the present paper, the results of Frenkel and Gross apply to ar-
bitrary group G, not just G = GL(2). The ramification considered is in a sense
the simplest nontrivial: the ramification divisor has degree three. It is proved
in [FG] that in these settings, there is a unique up to isomorphism local system
with prescribed singularities. In other words, the counterpart of the moduli space
Conn(X, r) consists of a single point. In particular, the category of O-modules on
this space has a unique irreducible object, the structure sheaf of this point. The cor-
responding category of automorphic D-modules (the counterpart of the category of
D-modules on Bun(X, r)) also has a unique irreducible object [FG, Sections 3, 16].
Key words and phrases. The Langlands duality; Moduli spaces; Connections with irregular
singularities; Parabolic bundles.
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The categorical Langlands transform sends the two irreducible generators into each
other.
The present paper studies the ‘next simplest case’: the ramification divisor has
degree four. The moduli space of local systems is a surface, and the categorical
Langlands transform is an equivalence, similar to the Fourier–Mukai transform.
The techniques used in our argument are similar to that of [Ari2] but more
conceptual. We hope that the present proof is more suitable for generalizations to
divisors of higher order and to the higher genus case.
Remark. In positive characteristic, a different approach to Langlands correspon-
dence was discovered by Bezrukavnikov and Braverman. In [BB2], they construct
a version of the categorical Langlands correspondence. In [Nev], Nevins uses these
ideas for connections with regular singularities.
Our argument uses certain moduli spaces that may be of independent interest.
In Section 3 we prove that the moduli space of connections with possibly irregular
singularities has a good moduli space in the sense of [Alp]; we also construct a
modular projective compactification of this space, see Theorems 6 and 7. This is
an extension of Simpson’s results [Sim1, Sim2, Sim3].
Finally, we want to note that our moduli spaces of connections are the moduli
spaces of initial conditions of Painleve´ equations. More precisely, the case of regular
singularities corresponds to Painleve´ VI, while the cases of irregular singularities
correspond to Painleve´ II–Painleve´ V, see [OO].
1.1. Conventions. We work over the ground field of complex numbers, thus P1
means P1
C
, a ‘scheme’ means a ‘C-scheme’ etc. All schemes and stacks are locally
of finite type.
1.2. Acknowledgments. We benefited from talks with many mathematicians.
The second author wants to especially thank David Ben–Zvi, Roman Bezrukav-
nikov, Ivan Mirkovic, Emma Previato, and Matthew Szczesny.
The first author is a Sloan Research Fellow, and he is grateful to the Alfred
P. Sloan Foundation for the support.
2. Main Results
Let D :=
∑
nixi be a divisor on P
1 = P1
C
with ni > 0. Let L be a rank 2 vector
bundle on P1, ∇ : L → L ⊗ ΩP1(D) a connection on L with polar divisor D. We
call such pairs (L,∇) connections for brevity.
Choosing a formal coordinate z near xi and a trivialization of L on the formal
neighborhood of xi, we can write ∇ near xi as
d+ a
dz
zni
+ higher order terms, a ∈ gl(2).
In the case ni = 1 the connection will be called non-resonant if the eigenvalues
do not differ by an integer. For ni = 1 the conjugacy class of a does not depend
on the choices, so the notion of non-resonant connections does not depend on the
choices.
In the case ni > 1 the connection will be called non-resonant at xi if a has
distinct eigenvalues. For ni > 1 the conjugacy class of a does not depend on the
choices up to scaling. Thus the notion of non-resonant connections is again well
defined.
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The connection will be called non-resonant if it is non-resonant at all xi.
2.1. Moduli stacks. Let (L,∇) be a non-resonant connection, then in a suitable
trivialization of L over the formal disc at xi the connection takes a diagonal form
(2.1) ∇ = d+
(
α+i 0
0 α−i
)
,
where α±i are 1-forms on the formal disc. The polar parts of these 1-forms do not
depend on the trivialization of L, thus we shall call them the formal type of ∇ at xi.
Fix D and for each i polar parts α±i of 1-forms at xi. Assume that these polar
parts satisfy the following conditions.
(a) The order of the pole of α±i is at most ni, the order of the pole of α
+
i − α−i is
exactly ni.
(b) d := −∑i res(α+i + α−i ) is integer.
(c)
∑
i resα
±
i /∈ Z. (Here for each i there is exactly one summand α±i , and the
choices of signs + and − are independent.)
(d) If ni = 1, then resα
+
i − resα−i /∈ Z.
Let M =M(D, α±i ) be the moduli space of connections (L,∇) such that ∇ has
formal types α±i at xi. Note that such a connection is non-resonant by (a) and (d).
Also, L has degree d by (b).
From now on we assume that degD = 4.
Theorem 1. The moduli space M is a smooth connected algebraic stack of dimen-
sion 1. It is a neutral Gm-gerbe over its coarse moduli space M ; besides, M is
a smooth quasi-projective surface.
This theorem will be proved in Section 4.
Let Qcoh(M) be the category of quasi-coherent sheaves on M. Since M is
a Gm-gerbe, we obtain a decomposition
Qcoh(M) =
∏
i∈Z
Qcoh(M)(i),
where F ∈ Qcoh(M)(i) if t ∈ Gm acts on F as ti. Let Db(M) be the corresponding
bounded derived category. By definition, objects of Db(M) are complexes of OM-
modules with quasi-coherent cohomology. It follows from [AB, Claim 2.7] that
Db(M) is equivalent to the bounded derived category of Qcoh(M). Thus we also
have a decomposition
Db(M) =
∏
i∈Z
Db(M)(i).
It is easy to see that F ∈ Db(M)(i) if and only if H•(F) ∈ Qcoh(M)(i).
2.2. Twisted differential operators. Denote by ℘ : P → P1 the projective
line with points xi doubled. In other words, P is obtained by gluing two copies
of P1 outside the support of D. Denote the preimages of xi by x
−
i and x
+
i . Let
j : P1 −D →֒ P be the natural embedding. This notation will be used throughout
the paper.
The main result of the present paper is that Db(M)(−1) is equivalent to a cat-
egory of twisted D-modules on P . To give a precise definition of this twist, recall
that the isomorphism classes of sheaves of rings of twisted differential operators
(TDO) on a smooth (not necessarily separated) curve are classified by the first
cohomology group of the sheaf of 1-forms.
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Lemma 2.1. Denote by ωi the vector space of polar parts of 1-forms at xi ∈ P1.
Then
H1(P,ΩP ) = C⊕
⊕
i
ωi.
Proof. Let D±i be the formal disc at x
±
i . These discs, together with P
1 −D, give
a cover of P ; let us use the corresponding Cˇech complex. We see that a 1-cocycle is
a collection β±i of 1-forms on punctured formal discs, and one easily checks that the
map (β±i ) 7→ (
∑
i res(β
+
i + β
−
i ), β
+
i − β−i ) induces the required isomorphism. 
Using this lemma, we define the sheaf of differential operators on P twisted by
(−d, α+i −α−i ); denote it by DP,α. In other words, it is given by the 1-cocycle (α±i ).
2.3. The integral transform. Let ξ = (L,∇) ∈ M. Denote by ξα the DP,α-
module generated by ℘∗ξ. More precisely, since the twist of DP,α is supported
outside of P1 − D, we can and shall identify the restrictions of DP,α and DP to
P1 −D ⊂ P . Thus we have the middle extension functor j!∗ from the category of
DP1−D-modules to the category of DP,α-modules. We set ξα := j!∗(ξ|P1−D).
Remark 2.2. Let us describe the restriction of ξα to ℘
−1(Di), whereDi is the formal
disc centered at xi. Choose 1-forms α˜
± with polar parts α±i . According to (2.1),
the restriction of ξ to Di is isomorphic to
(ODi ,d+ α˜
−)⊕ (ODi ,d+ α˜+).
Now one checks easily that
ξα|D−
i
≃ (OD−
i
,d+ α˜−)⊕ (OD˙,d+ α˜+),
ξα|D+
i
≃ (OD˙,d+ α˜−)⊕ (OD+
i
,d+ α˜+),
where D˙ ⊂ D±i is the punctured formal disc.
Note that formal normal form exists for families of connections, and it is constant
for families in M. Thus our middle extension construction still makes sense for
families of connections in M. Hence we can apply it to the universal family ξ
on M× P1, getting an M-family ξα of DP,α-modules. In other words, ξα is an
OM ⊠DP,α-module on M× P . Thus ξα gives rise to an integral transform from
Db(M) to the derived category of DP,α-modules.
Denote the natural projections ofM×P toM and P by p1 and p2 respectively.
Theorem 2. Let d be an odd number. Then the functor
ΦM→P : F 7→ Rp2,∗
(
ξα ⊗
OM×P
p∗1F
)
provides an equivalence between Db(M)(−1) and the bounded derived category of
DP,α-modules.
Theorem 2 is the main result of the paper; we prove it in Sections 2.5–8.
Remark 2.3. (a) It is easy to see that the restriction of ΦM→P to Db(M)(i) is zero
unless i = −1.
(b) On the other hand, Db(M)(i) depends only on parity of i. Indeed, fix x ∈ P1−D,
and let δx be the line bundle onM whose fiber at (L,∇) is equal to detLx. Then the
tensor product with δx provides an equivalence between Db(M)(i) and Db(M)(i+2).
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(c) Assume that D =
∑
nixi is not even, that is one of the numbers ni is odd,
then all the categories Db(M)(i) are equivalent. Indeed, let ni be odd, and for
(L,∇) ∈M let ηi be a unique level ni parabolic structure at xi compatible with ∇
(see Definition 2.4 and Section 4.3). Tensoring with the line bundle whose fiber at
(L,∇) is det ηi, we get an equivalence between the odd and the even components
of the derived category.
(d) In fact our theorem is also valid if d is even but D is not even. Indeed, let ni
be odd and define a collection β±i of polar parts of 1-forms by
β+i = α
+
i + ni
dz
z
, β−i = α
−
i , β
±
j = α
±
j for i 6= j.
Then a modification at xi provides an isomorphism M(α) ≃ M(β), and we can
apply the theorem toM(β). (See Section 4.4 for the definition of modification.) It
remains to notice that the category of DP,α-modules is equivalent to the category
of DP,β-modules: the equivalence is given by tensoring with a line bundle.
2.4. The Langlands Correspondence.
Definition 2.4. Let L be a rank 2 vector bundle on P1. A level-D parabolic
structure on L is a line subbundle η in the restriction of L to D (we view D as
a non-reduced subscheme of P1). We call a bundle with a parabolic structure
a parabolic bundle.
Let Bun(d∨) = Bun(P1, 2, d∨,D) be the moduli stack of rank 2 degree d∨ vector
bundles on P1 with level-D parabolic structures. (We reserve notation Bun for its
open substack of bundles without non-scalar endomorphisms, cf. Section 4.3.)
Let C[D] be the ring of functions on the scheme D, C[D]× be the group of
invertible functions; this is an algebraic group. Choosing local coordinates at the
points xi, we get an isomorphism
C[D]× =
∏
i
(C[z]/zni)×.
Let π : ηuniv → Bun(d∨) be the C[D]×-torsor whose fiber over (L, η) ∈ Bun(d∨) is
{s ∈ H0(D, η)| s(xi) 6= 0 for all i}.
The collection α+i of polar parts of 1-forms can be viewed as an element of
(Lie(C[D]×))∨ = C[D]∨
via the residue pairing. Thus it gives rise to a TDO ring on Bun(d∨) through
non-commutative reduction of the sheaf of differential operators on the total space
of ηuniv (see Section 9.1). We denote this TDO ring by DBun(d∨),α+ .
Similarly, we define a C[D]×-torsor η′univ whose fiber over (L, η) ∈ Bun(d∨) is
{s ∈ H0(D, (L|D)/η)| s(xi) 6= 0 for all i}.
Denote the TDO ring corresponding to η′univ and the collection α
−
i by DBun(d∨),α− .
Let DBun(d∨),α be the Baer sum of the TDO rings DBun(d∨),α+ and DBun(d∨),α− .
Theorem 3 (The Langlands Correspondence). Assume that d is an odd num-
ber. Then Db(M)(−1) is equivalent to the bounded derived category of DBun(−1),α-
modules.
Theorem 3 is derived from Theorem 2 in Section 9.
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Remark 2.5. (a) Let us discuss the notion of the derived category of DBun(−1),α-
modules. Note that Bun(−1) is a (smooth) algebraic stack, so this notion is not
immediate.
As we show in Section 9 the category of DBun(−1),α-modules is equivalent to
a category of twisted D-modules on P (in fact P is the coarse moduli space of a
certain open subset of Bun(−1)). Thus we shall view the derived category of twisted
D-modules on P as the definition for the derived category of DBun(−1),α-modules.
(See also the discussion in Section 9.)
(b) In general, we expect an equivalence of categories between Db(M)(d∨) and
the bounded derived category of DBun(d∨),α-modules. This statement follows from
Theorem 3 if d∨ is odd. Indeed, pick x ∈ P1 − D, then (L, η) 7→ (L(x), η) is an
isomorphism between Bun(d∨) and Bun(d∨+2). It remains to use Remark 2.3(b).
(c) We also have the desired equivalence if D is not even. Indeed, let ni be odd.
Modification at xi gives an isomorphism DBun(d∨),α ≃ DBun(d∨+ni),β , where β is
obtained from α by swapping α+i and α
−
i . It remains to use the previous remark,
Remark 2.3(c), and the obvious identification M(α) =M(β).
2.5. The plan of proof of Theorem 2. Theorem 2 reduces to two orthogonality
statements.
Let p12 : P × P ×M → P × P and p13, p23 : P × P ×M → P ×M be the
projections. Let ξ∨ be the vector bundle on P1 ×M dual to ξ. Since it has a
connection along P1, we see that ξ∨α := (ξ
∨)−α is a DP,−α⊠OM-module on P ×M.
Set FP := (p∗13ξα) ⊗ (p∗23ξ∨α ). Here p∗13 and p∗23 stand for the O-module pull-
back (from the viewpoint of D-modules, these pullback functors should include a
cohomological shift). Note that ξα is a flat OP×M-module (see Remark 2.2), hence
(p∗13ξα)⊗ (p∗23ξ∨α ) = (p∗13ξα)⊗L (p∗23ξ∨α ).
Further, Rp12,∗FP is an object of the derived category of p•1DP,α ⊛ p•2DP,−α-
modules, where p1, p2 : P × P → P are the projections. Here p•i (resp. ⊛) stands
for the inverse image (resp. Baer sum) of TDO rings (the corresponding functors
on Lie algebroids are described in [BB1]).
Theorem 4. Rp12,∗FP = δ∆[−1], where ∆ ⊂ P ×P is the diagonal, and δ∆ is the
direct image of O∆ as a D∆-module.
This theorem is proved in Section 7.
Remark 2.6. In general, for a map f : X → Y and a TDO ring D1 on Y , there
is a functor f+ : Db(f•D1) → Db(D1), where Db(D1) is the bounded derived
category of D1-modules. For the embedding i : ∆ →֒ P × P , one easily checks
that i•(p•1DP,α ⊛ p
•
2DP,−α) is the (non-twisted) differential operator ring D∆, so
δ∆ := i+(O∆) is well defined as a p
•
1DP,α ⊛ p
•
2DP,−α-module.
By Theorem 4, ξα is an orthogonal P -family of vector bundles onM. To obtain
an equivalence of categories, one should also show that ξα is orthogonal as an
M-family of DP,α-modules. Let us give the precise statement.
Consider FM := p∗13ξα ⊗ p∗23ξ∨α (here p13, p23 : M×M× P → M× P are the
projections).
FM can be viewed as a family of DP -modules parameterized by M×M. Con-
sider the de Rham complex of FM in the direction of P
DR(FM) = DRP (FM) := (FM → FM ⊗ ΩM×M×P/M×M).
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Our aim is to compute Rp12,∗DR(FM).
By Theorem 1,M×M is aGm×Gm-gerbe over a scheme, soGm×Gm acts on
any quasi-coherent sheaf F on M. Therefore, F can be decomposed with respect
to the characters of Gm ×Gm. Denote by Fψ the component of F corresponding
to the character ψ : Gm ×Gm → Gm defined by (t1, t2) 7→ t1/t2.
Let diag :M→M×M be the diagonal morphism.
Theorem 5 (Lysenko). Rp12,∗DR(FM) = (diag∗OM)ψ [−2].
In [Lys1], Lysenko calculates the scalar product of automorphic sheaves corre-
sponding to irreducible rank n local systems by developing a geometric analogue of
the Rankin-Selberg method. Theorem 5 is essentially a similar calculation. Unfor-
tunately, Theorem 5 would require the Rankin-Selberg method for ramified local
systems; this setting is not considered in [Lys1]. However, as we work with a very
special kind of local systems, Theorem 5 is easy to prove directly. We prove it in
Section 8; the argument is parallel to Lysenko’s calculation from unpublished notes
[Lys2].
Remark 2.7. Note that M is a Gm-torsor over diag(M). Thus
diag∗OM =
⊕
i∈Z
(diag∗OM)
ψi .
Objects of Db(M ×M) define endofunctors on Db(M). Let us consider the
functors corresponding to the components of diag∗OM. Clearly,
Db(M)→ Db(M) : F 7→ Rp2,∗((diag∗OM)⊗ p∗1F)
is isomorphic to the identity functor. It is easy to see that the functor
Db(M)→ Db(M) : F 7→ Rp2,∗((diag∗OM)ψ
i ⊗ p∗1F)
is isomorphic to the projection Db(M)→ Db(M)(−i).
Proof of Theorem 2. The inverse to the functor ΦM→P is given by
ΦP→M : F 7→ Rp1,∗DR(ξ∨α ⊗ p∗2F)[2].
Indeed, using base change and Theorem 4, one checks that the composition ΦM→P ◦
ΦP→M is isomorphic to the identity functor. Similarly, it follows from Theorem 5
and Remark 2.7 that the composition ΦP→M ◦ΦM→P is isomorphic to the projec-
tion Db(M)→ Db(M)(−1). 
3. A compactification of moduli spaces of connections
In this section, we compactify a moduli space of connections with singularities
following Simpson ([Sim1, Sim2, Sim3]).
In [Sim3], Simpson constructs a natural compactification of the moduli space of
vector bundles with connections on a smooth projective variety X . We consider the
case when X is a smooth projective curve. In this case it is not hard to generalize
the result to the case of connections with singularities (we use [Sim2]). Then we
prove that the compactification is in fact projective (note that for varieties of higher
dimension projectivity of the compactification is not known). Our description of
the divisor at infinity is also more explicit than in [Sim3].
The compactification is constructed in the following generality. Let X be a
smooth complex projective curve, r a positive integer, d an integer, and D an
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effective divisor on X . Denote by N = N (X, r, d,D) the moduli stack of pairs
(L,∇), where L is a vector bundle on X of rank r and degree d, and ∇ : L →
L⊗ ΩX(D) is a connection on L with the order of poles bounded by D. Our goal
is to construct a compactification of the semistable part of N .
Fix X , r, d, and D.
3.1. ε-connections. We shall construct the compactification as a moduli space of
Deligne’s λ-connections. Recall the following
Definition 3.1. Let L be a vector bundle on X . For a one-dimensional vector
space E and ε ∈ E, an ε-connection on L is a C-linear map ∇ : L→ L⊗ΩX ⊗C E
such that
∇(fs) = f∇s+ s⊗ df ⊗ ε for all f ∈ OX , s ∈ L.
More generally, an ε-connection on L with poles bounded by D is a map ∇ : L→
L⊗ ΩX(D)⊗C E satisfying the same condition.
Denote byN = N (X, r, d,D) the moduli stack of collections (L,∇; ε ∈ E), where
L is a vector bundle on X of rank r and degree d, and ∇ is an ε-connection on L
with poles bounded by D. This is an algebraic stack, the proof is similar to [Fed,
Proposition 1].
Definition 3.2. (L,∇; ε ∈ E) ∈ N is semistable if for any non-zero ∇-invariant
subbundle L0 ⊂ L we have
degL0
rkL0
≤ d
r
.
Further, (L,∇; ε ∈ E) is nilpotent if ε = 0 and ∇r = 0. Note that if ε = 0, ∇ is
OX -linear, so ∇r makes sense as a map L → L ⊗ (ΩX(D) ⊗C E)⊗r. Equivalently,
(L,∇; ε ∈ E) is nilpotent if there is a flag of subbundles
0 = L0 ⊂ L1 ⊂ · · · ⊂ Lk = L
with ∇(Li) ⊂ Li−1 ⊗ ΩX(D)⊗C E.
Let N ss ⊂ N be the open substack of semistable ε-connections.
Also, let N ss,nn ⊂ N ss be the open substack of semistable ε-connections that
are not nilpotent.
Taking E = C, ε = 1, we see that connections are particular cases of ε-
connections. Moreover if ε 6= 0, there is a unique isomorphism E → C such that
ε 7→ 1. It follows that the open substack of N corresponding to ε-connections with
ε 6= 0 parameterizes all connections (L,∇), where L has rank r and degree d, ∇
has poles bounded by D. Thus this substack can be identified with N .
We use the theory of good moduli spaces developed by J. Alper (see [Alp]). By
definition, a quasi-compact map p : S → S from a stack S to an algebraic space S is
a good moduli space if the direct image functor p∗ is exact on quasi-coherent sheaves
and p∗OS = OS . In particular, this notion reduces to the notion of quotient in the
sense of geometric invariant theory when S is the quotient stack of a scheme by
an action of an algebraic group (see [Alp, Theorem 13.6]). Note that by [Alp,
Theorem 4.16(vi)] p is universal among maps to schemes.
Theorem 6 (cf. Theorem 11.3 of [Sim3]). (a) There is a good moduli space (in the
sense of [Alp]) p : N ss,nn → N such that N is a complete scheme.
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(b) Set N ss = N ss ∩N = N ss,nn∩N , then N ss has a good moduli space N , which
is an open subscheme of N (so N is the moduli space of semistable bundles with
connections).
Remark 3.3. Part (b) of the theorem is clear from the construction of N in Sec-
tion 3.2 but it also easily follows from the first claim and Corollary 3.9. Indeed, let
E be the line bundle on N ss,nn whose fiber over (L,∇; ε ∈ E) is E. As shown in
Corollary 3.9, there is a line bundle E ′ on N such that p∗E ′ = E⊗r!. Then by [Alp,
Proposition 4.5] we can identify p∗E⊗r! with E ′. Thus ε⊗r! gives a section of E ′;
let N be the complement of its zero locus. Clearly N is open and N = p−1(N).
This implies the claim.
3.2. Construction of N . The moduli of ε-connections (on arbitrary projective
variety) is constructed by Simpson ([Sim1, Sim2, Sim3]); it is easy to see that his
argument works in the case of ε-connections with singularities on curves. Let us
quickly recall the construction.
Fix ε ∈ C, and denote by Nε the moduli stack of ε-connections of the form
(L,∇; ε ∈ C). Equivalently, Nε is a fiber of the map
N → A1/Gm : (L,∇; ε ∈ E) 7→ (ε ∈ E).
Here we identify the quotient stack A1/Gm with the moduli stack of pairs (ε ∈ E),
where E is a one-dimensional vector space.
As ε varies, the stacks Nε form a family N• → A1 (whose fiber over ε ∈ A1
is Nε). The total space N• carries an action of Gm via
t · (L,∇; ε ∈ C) = (L, t∇; tε ∈ C), (L,∇; ε ∈ C) ∈ N•, t ∈ Gm.
We can identify N with the quotient stack N•/Gm.
Denote by N ssε ⊂ Nε (resp. N ss• ⊂ N•) the open substacks of semistable ε-
connections.
Proposition 3.4. (a) There exists a good moduli space N ssε → Nε;
(b) As ε ∈ C varies, the spaces Nε form a family N• → A1 whose fiber over ε ∈ A1
is Nε. There exists a good moduli space N ss• → N•.
Proof. (a) This is a particular case of [Sim2, Theorem 4.10]. Note that [Sim2,
Theorem 4.10] applies to the moduli space of semistable modules over a sheaf of
split almost polynomial rings of differential operators Λ (see [Sim2, Section 2], p. 77,
81 for definition). In our case, Λ is the universal enveloping of the Lie algebroid
Λ≤1 = (OX ⊕ TX(−D), [· ε, ·], ρ),
where ρ is the composition of the natural inclusion TX(−D) into TX with multipli-
cation by ε, and
[f1 + τ1 ε, f2 + τ2] = ε(τ1(f2)− τ2(f1) + [τ1, τ2]).
(b) Consider the sheaf p∗1Λ on X ×A1, where Λ is the sheaf from (a) with ε = 1.
Let ΛR be its subsheaf generated by the operators of the form
∑
εiλi, where λi ∈ Λ
has order at most i, ε is the coordinate on A1. The family N• is constructed by
applying Theorem 4.10 to ΛR relative to the projection X × A1 → A1. See [Sim2,
Section on τ -connections, p. 87]. 
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The action of Gm on N• induces its action on N•. (In fact an action of an
algebraic group on a stack always induces an action on the good moduli space;
for the proof, use the universal property of good moduli spaces and [Alp, Proposi-
tion 4.7(i)].) In particular, a point z ∈ N• yields a morphism Gm → N• : t 7→ t · z.
If it can be extended to a morphism from A1 ⊃ Gm (resp. from P1 − {0} ⊃ Gm),
we say that the limit limt→0 t · z (resp. limt→∞ t · z) exists.
The Hitchin fibration gives the following description of N0. Let
B :=
r∏
i=1
H0(X,ΩX(D)
⊗i)
be the base of Hitchin fibration. Recall that the Hitchin map sends a Higgs bundle
(L,∇; 0 ∈ C) to (c1(∇), . . . , cr(∇)), where ci(∇) are coefficients of the characteristic
polynomial of ∇. Thus we get a map N0 → B. This map descends to a map
(c1, c2, . . . , cr) : N0 → B.
Denote by Nn• ⊂ N0 the zero fiber of Hitchin fibration.
Lemma 3.5. Let z ∈ N• correspond to (L,∇; ε ∈ C) ∈ N ss• . Then limt→∞ t · z
exists if and only if (L,∇; ε ∈ C) is nilpotent.
Proof. Let us start with the ‘only if’ direction. If the limit exists, then limt→∞ tε
exists, so ε = 0. Also, the coefficients of the characteristic polynomial of t∇ are
equal to tici(∇), and so the limit limt→∞ tici(∇) exists. Therefore, ci(∇) = 0; in
other words, ∇ is nilpotent.
To prove the ‘if’ direction, it suffices to notice that Nn• is complete. Indeed,
it is the zero fiber of the Hitchin map. This map is proper, the proof is similar
to ([Sim2], Theorem 6.11). More precisely, one has to repeat the proof of that
theorem, changing T ∗ to T ∗(D). 
Proposition 3.6. The geometric quotient (N•−Nn• )/Gm exists; the quotient is a
complete scheme of finite type, the natural projection N• −Nn• → (N• −Nn• )/Gm
is an affine map.
Proof. This follows from [Sim3, Theorem 11.2] and the previous lemma. Indeed,
the fixed point set is closed in Nn• and thus complete. The fact that limt→0 t · z
exists for all z ∈ N• follows from [Sim3, Theorem 10.1] (see also Corollary 10.2).
To show that the map is affine, note that [Sim3, Theorem 11.2] is derived
from [Sim3, Theorem 11.1], which in turn uses Proposition 1.9 in [MFK], but this
proposition also claims that the map is affine. 
The geometric quotient N = (N• − Nn• )/Gm has the properties required in
Theorem 6 because of the following
Lemma 3.7. Let p : S → S be a good moduli space. Let G be a reductive group
acting on S. Consider the induced action on S and assume that there is a geometric
quotient S//G such that the projection S → S//G is affine. Then the induced map
p¯ : S/G → S//G is a good moduli space (the quotient in the left hand side is the
stacky one).
Proof. Let us decompose p¯ as
S/G p
′
−→ S/G p
′′
−→
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We just have to check that p′∗ and p
′′
∗ are exact and take the structure sheaves to
the structure sheaves. This easily follows from our assumptions. 
3.3. Projectivity of N . Let us construct an ample bundle on N . Fix a point
x ∈ X .
Lemma 3.8. Let α be an automorphism of (L,∇; ε ∈ E) ∈ N ss,nn.
(a) The action of α on E is a root of unity of degree at most r. In particular,
α acts trivially on E⊗r!.
(b) If α acts trivially on E, then α acts trivially on
detRΓ(X,L)⊗r ⊗ det(Lx)⊗(rg−d−r).
(c) The automorphism α acts trivially on(
detRΓ(X,L)⊗r ⊗ det(Lx)⊗(rg−d−r)
)⊗r!
.
Proof. (a) Note that α(ε) = ε, so if ε 6= 0, then α acts trivially on E. If ε = 0,
consider the coefficients of the characteristic polynomial of ∇
ci ∈ H0(X,ΩX(D)⊗i)⊗ E⊗i.
Since ∇ is not nilpotent, there is i such that ci 6= 0. Now it suffices to note that
α(ci) = ci.
(b) We can decompose L = ⊕λ∈CLλ, where α−λ is nilpotent on Lλ (almost all of the
summands vanish). Since α acts trivially on E, we have∇(Lλ) ⊂ Lλ⊗ΩX(D)⊗CE.
By semistability of L, degLλ = dr rkL
λ. We can then identify
detRΓ(X,L) ≃
⊗
detRΓ(X,Lλ)
and detLx ≃
⊗
det((Lλ)x). Finally, α acts as λ
degLλ−(g−1) rkLλ (here g is the
genus of X) on detRΓ(X,Lλ) and as λrkLλ on det((Lλ)x).
(c) Follows from (b) applied to αr!. 
Let us denote by δ (resp. E , resp. δx) the line bundle on N whose fiber over
(L,∇; ε ∈ E) equals detRΓ(X,L) (resp. E, resp. det(Lx)).
Corollary 3.9. The line bundles
E⊗r!|
N
ss,nn and
(
δ⊗r ⊗ δ⊗(rg−d−r)x
)⊗r!∣∣∣∣
N
ss,nn
are pullbacks of line bundles on N .
Proof. By Lemma 3.8, automorphisms of any closed point of N ss,nn act trivially
on the fibers of these two bundles. The statement now follows from [Alp, Theo-
rem 10.3]. 
Denote the corresponding line bundles on N by E ′ and δ′.
Theorem 7. The line bundle (δ′)−1 ⊗ (E ′)⊗k is ample on N for k ≫ 0.
Proof. Recall that by construction, (δ′)−1 is ample on N , cf. Remark before [Sim2,
Theorem 4.10]. Let NH be N−N with reduced scheme structure. By construction,
NH is the reduction of the quotient scheme (N0 − Nn• )/Gm. The Hitchin map
therefore induces a morphism from NH to the quotient scheme (B − {0})/Gm,
which is a weighted projective space. Recall [EGAII, Definition 4.6.1] that a sheaf
12 D. ARINKIN AND R. FEDOROV
F on Y is called relatively ample for a map f : Y → Y ′ if for some cover Y ′ = ∪Y ′α
with affine Y ′α, the sheaves F|f−1(Y ′α) are ample.
We make the following observations.
(a) (δ′)−1 is relatively ample for the Hitchin map N0 → B (since (δ′)−1 is ample
on N0);
(b) (δ′)−1 is relatively ample for the equivariant Hitchin map NH → (B −
{0})/Gm. Indeed, the relative ampleness can be proved fiberwise, cf. [EGAIII,
Theorem 4.7.1] (We are thankful to Brian Conrad for the reference). On the other
hand, a fiber of the equivariant Hitchin map is the categorical quotient of the
corresponding fiber of the Hitchin map by the finite stabilizer of the corresponding
point in (B − {0})/Gm. It remains to use the following general fact: the descent
of an equivariant ample line bundle to the quotient by a finite group is ample. This
follows from [MFK, Proposition 1.15, Theorem 1.10];
(c) E ′|NH is naturally a pullback of a sheaf on (B − {0})/Gm, which we also
denote by E ′;
(d) E ′ is very ample on (B − {0})/Gm.
Recall from Remark 3.3 that ε⊗r! yields a section ε′ ∈ H0(N, E ′), whose set-
theoretic zero locus is NH . Denote by N
′
H the scheme-theoretic zero locus of ε
′. It
is a non-reduced ‘thickening’ of NH .
Step 1. For integers l, k, consider the line bundle
L = Ll,k := (δ′)⊗−l ⊗ E ′⊗k.
There exists l0 such that for all l > l0, there is k0 = k0(l) such that for all k > k0
the line bundle L|NH is very ample on NH . This follows from [EGAII, Proposi-
tion 4.6.11] and [EGAII, Proposition 4.4.10(ii)].
Step 2. For any coherent sheaf F on NH , there exists l0 such that for all l > l0,
there is k0 = k0(l) such that for all k > k0 and all i > 0,
Hi(NH ,F ⊗ L) = 0
and F ⊗ L is generated by global sections. This follows from the fact that the
derived functor of global sections on NH is the composition of the derived direct
image to (B−{0})/Gm and the derived functor of global sections on (B−{0})/Gm.
Step 2′. Same statement as in Step 2 is true with NH changed to N
′
H . For the
proof, consider a filtration of F with factors supported scheme-theoretically on NH
and use the long exact sequence of cohomology.
Step 1′. Same statement as in Step 1 is true with NH changed to N
′
H . Indeed,
set Fi := ON ′
H
(−iNH). By Step 2′ we can assume that F1 ⊗ L is generated by
global sections and H0(N ′H ,L) surjects onto H0(NH ,L). By Step 1 we can assume
that L|NH is very ample. Let us show that L is very ample on N ′H .
We are going to use [Har, Proposition II.7.2]. Take s ∈ H0(N ′H ,L) and let N ′s
be the open subset of N ′H defined by s 6= 0. Then Ns := N ′s ∩ NH is affine.
Therefore, N ′s is also affine. It suffices to show that the set {s′/s| s′ ∈ H0(N ′H ,L)}
generates the ring Ai := H
0(N ′s, ON ′H/Fi) for all i. We proceed by induction. For
i = 1 this follows from very ampleness of L|NH . Take t ∈ Ai; using our statement
with i = 1, we can assume that t ∈ F1/Fi. By assumption it can be written as∑
λj(sj/s), where sj ∈ H0(N ′H ,F1⊗L), λj ∈ Ai−1. It remains to use the inductive
hypothesis.
For i≫ 0 we have Fi = 0 and we are done.
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Step 3. From now on, fix l satisfying the conditions of Steps 1′ and 2′, and also
such that L|N = (δ′)⊗−l|N is very ample. Then the restriction map H0(N,L) →
H0(N ′H ,L) is surjective for k ≫ 0.
Indeed, this map fits into the exact sequence
H0(N,L)→ H0(N ′H ,L)→ H1(N,L(−N ′H))→ H1(N,L)→ H1(N ′H ,L)
According to Step 2′, for k ≫ 0, the rightmost term vanishes, and so the map
H1(N,L(−N ′H)) → H1(N,L) is surjective. On the other hand, L(−N ′H) equals
Ll,k−1, so dimH1(N,L) decreases as a function of k for k ≫ 0. This dimension is
finite by properness of N , and therefore stabilizes. In other words, for k ≫ 0, the
map H1(N,L(−N ′H))→ H1(N,L) is an isomorphism.
Step 4. L = Ll,k is very ample on N for k ≫ 0 (the choice of l is as in Step 3).
Recall that P(V ) denotes the projective space of hyperplanes in a vector space V .
Choose a finite-dimensional vector space V ⊂ H0(N,L) that defines an embedding
N →֒ P(V ), and for every k ≫ 0 a subspace Wk ⊂ H0(N ′H ,L) that defines an
embedding N ′H →֒ P(Wk). For k ≫ 0, the space V is contained in H0(N,L ⊗
(E ′)−1) ⊂ H0(N,L) (because H0(N,L) is the limit of spaces H0(N,L) as k →∞),
and Wk can be lifted to a finite-dimensional subspace of H
0(N,L) (which we still
denote by Wk) by Step 3. It follows from [Har, Proposition II.7.3] that V ε
′+Wk+
Wk−1ε
′ defines an embedding N →֒ P(V ε′ +Wk +Wk−1ε′) for k ≫ 0. Note that
this proposition is stated for projective schemes only but it is valid for any proper
scheme. Indeed, the projectivity is needed only for applying [Har, Corollary 5.20],
but the corollary is well-known to be true with the weaker assumption. 
4. Properties of M and of its compactification
In this section we prove Theorem 1. We also prove
Proposition 4.1. Let F be any quasi-coherent sheaf on M. Then Hi(M,F) = 0
for i ≥ 2.
We construct a compactification M = M ⊔ MH (see Proposition 4.7). We
prove that the stacksM form a flat family as D and the local invariants of connec-
tions vary (Proposition 4.14). We give an explicit description of parabolic bundles
underlying bundles with connections (Proposition 4.10). We begin with general
statements but starting from Lemma 4.6 we assume that X = P1 and degD = 4.
This assumption continues through the end of the paper.
4.1. Connections compatible with parabolic structure. We start by describ-
ing parabolic bundles that possess compatible connections.
Let X be a smooth projective curve of genus g. Let L be a vector bundle of
degree d on X . Denote by b(L) ∈ H1(X, End(L) ⊗ ΩX) the class of the Atiyah
sequence
0→ L⊗ ΩX → B(L)→ L→ 0.
We have the Serre duality pairing 〈·, b(L)〉 : End(L)→ C. Recall from [Ati, Propo-
sition 18] that
〈A, b(L)〉 = 0 if A is nilpotent,
〈idL, b(L)〉 = −d.(4.1)
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Remark 4.2. (a) To match [Ati], the Serre duality pairing should include the factor
of 2π
√−1.
(b) For every A ∈ End(L) the Serre duality pairing 〈A, b(L)〉 is given by
〈A, b(L)〉 = − tr(A|RΓ(X,L)) + tr(A)χ(OX).
Here tr(A|RΓ(X,L)) is the alternating sum of the traces of maps on Hi(X,L)
induced by A, and χ(OX) = 1 − g. This follows from (4.1). Indeed, we can
decompose L into a direct sum such that the semisimple part of A is scalar on each
summand.
Fix ε ∈ C, distinct points x1, . . . , xk ∈ X , and principal parts
Ai ∈ End(L)(∞ · xi)/ End(L)
for the vector bundle End(L) at xi for all i = 1, . . . , k. To these data, we associate
the sheaf of ε-connections C = C(L, ε, {Ai}ki=1): its sections over an open subset
U ⊂ X are ε-connections
∇ : L|U → L|U ⊗ ΩU
(
k∑
i=1
∞ · xi
)
such that ∇−Ai is regular at xi for all xi ∈ U . Since C is a torsor over End(L)⊗ΩX,
its isomorphism class is given by an element
c = c (L, ε, {Ai}ki=1) ∈ H1(X, End(L)⊗ ΩX).
Lemma 4.3. For every A ∈ End(L),
〈A, c〉 = ε〈A, b(L)〉+
k∑
i=1
tr(res(A ·Ai)).
Proof. The torsor C depends linearly on the collection (L, ε, {Ai}ki=1). We can
therefore assume that either all Ai = 0 (and then c = εb(L)) or ε = 0 (this case
follows from the definition of Serre pairing). 
It is easy to adapt Lemma 4.3 to the settings of parabolic bundles. For simplicity,
we only state it for bundles of rank two. Let us fix a divisor D =
∑
nixi ≥ 0 on X .
Suppose that L is a rank two vector bundle on X , and η is a level D parabolic
structure on L, that is, a line subbundle η ⊂ L|D (cf. Definition 2.4).
Denote by End(L, η) the locally free sheaf of endomorphisms of L, preserving η;
let End(L, η) := H0(P1, End(L, η)) be the corresponding ring of endomorphisms.
Corollary 4.4. Fix ε ∈ C and principal parts α+, α− ∈ ΩX(D)/ΩX . The following
conditions are equivalent:
(a) There exists an ε-connection ∇ : L → L ⊗ ΩX(D) whose ‘polar part’ L|D →
(L⊗ ΩX(D))|D equals to α+ on η and induces α− on (L|D)/η.
(b) For any endomorphism A ∈ End(L, η), we have
res(A+α+) + res(A−α−) + ε〈A, b(L)〉 = 0.
Here A+, A− ∈ C[D] are the (scalar) operators induced by A on η and on (L|D)/η
respectively, and the residue functional res : ΩX(D)/ΩX → C is given by
resω :=
∑
x∈D
resx ω.
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Proof. Denote by Higgs(L, η) the sheaf of Higgs fields B : L→ L⊗ ΩX(D) whose
polar part L|D → (L⊗ΩX(D))|D induces 0 on both η and (L|D)/η. In other words,
in any η-compatible local trivialization of L|nixi we have
B =
(
0 ∗
0 0
)
+ non-singular terms.
Note that Higgs(L, η) ≃ End(L, η)∨⊗ΩX . Indeed, the pairing is given by the trace
of the product, and one checks in local coordinates that it is perfect.
The sheaf of connections satisfying (a) forms a torsor over Higgs(L, η); clearly,
this torsor is induced from the End(L)⊗ΩX -torsor C(L, ε, {Ai}ni=1) for a choice of
polar parts Ai compatible with η and α
±. Now the claim follows from Lemma 4.3.

Remark 4.5. If Ai has a pole of first order for all i, then Corollary 4.4 becomes
Theorem 7.2 in [CB], which is a special case of Mihai’s results [Mih1, Mih2].
4.2. Local invariants of connections, revisited. Let N = N (X, 2, d,D) be as
in Section 3. Let (L,∇; ε ∈ E) ∈ N be an ε-connection, where L has rank 2. Let
D be the formal disc centered at xi. Trivializing L|D, we can write
∇|D = εd+ a, a ∈ gl(2)⊗ ΩD(nixi)⊗C E.
It is easy to see that tr a and det a are well defined (that is independent of the trivi-
alization) as sections of E⊗C (ΩX(nixi)/ΩX) and E⊗2⊗C (Ω⊗2X (2nixi)/Ω⊗2X (nixi))
respectively. Performing this operation at every xi, we get well-defined sections of
E ⊗C (ΩX(D)/ΩX) and E⊗2 ⊗C (Ω⊗2X (2D)/Ω⊗2X (D)), which we denote [tr∇] and
[det∇] respectively.
Clearly, in the case of a non-resonant connection (L,∇; 1 ∈ C) we get
[tr∇] = ν1 := (α+i + α−i ), [det∇] = ν2 := (α+i α−i ),
where (α±i ) is the formal type of the connection (cf. Section 2.1). Thus in this case
the data
(
[tr∇], [det∇]) is equivalent to the formal type.
Fix ν1 ∈ ΩX(D)/ΩX and ν2 ∈ Ω⊗2X (2D)/Ω⊗2X (D) and denote by M the closed
substack of N ss,nn parameterizing ε-connections such that
(4.2) [tr∇] = ε⊗ ν1, [det∇] = ε⊗2 ⊗ ν2.
Assume now that X = P1, degD = 4, d is odd. Recall that in Section 2.1 we
defined a moduli stack M.
Lemma 4.6. Every connection (L,∇) ∈M is irreducible.
Proof. Assume for a contradiction that L′ ⊂ L is a ∇-invariant line subbundle.
One checks that resxi(∇|L′) = resα±i , where α±i are defined in Section 2.1. This
contradicts condition (c) of Section 2.1 (cf. [AL, Proposition 1]). 
In particular every (L,∇) ∈ M is semistable, and we see that the open substack
of M given by ε 6= 0 is identified with M. Let MH be the closed substack of M
defined by ε = 0. Then M = M−MH . By Theorem 6 and [Alp, Lemma 4.14],
M has a good moduli space M . It follows from Theorem 7 that M is projective.
Note that M is a closed substack of N ss, so, using again [Alp, Lemma 4.14], we
see that M := N ∩M is the good moduli space of M. Clearly, M is open in M .
Proposition 4.7. MH ⊂M is a Cartier divisor.
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This will be proved below after we prove some properties of M.
4.3. An affine bundle structure on M. Denote by Bun(d) = Bun(P1, 2, d,D)
the moduli stack of level-D parabolic bundles (L, η) such that L has degree d and
End(L, η) = C. By semicontinuity Bun(d) is an open substack in Bun(d).
Consider (L,∇) ∈ M. The formal classification (2.1) of connections shows that
there is a unique level-D parabolic structure η compatible with ∇ in the following
sense: for any i and every section s of L in a neighborhood of xi such that s|nixi ∈
H0((nixi), η) we have that ∇s− α+i s is regular at xi.
Proposition 4.8. (a) If (L,∇) ∈ M, then L ≃ OP1(m)⊕OP1(n) with m− n = 1.
(b) Assume that (L, η) is the parabolic bundle corresponding to (L,∇) ∈ M, then
End(L, η) = C.
(c) The resulting map ρ :M→ Bun(d) is an affine bundle of rank 1.
Proof. (a) Let us write L = OP1(m) ⊕ OP1(n) with m > n. Assume for a contra-
diction that m− n ≥ 3. Consider the map
∇ : OP1(m) →֒ L ∇−→ L⊗ ΩP1(D)։ OP1(n)⊗ ΩP1(D) ≃ OP1(n+ 2).
It is easy to see that this map is OP1-linear, thus it is zero. It follows that OP1(m)
is a ∇-invariant subbundle in L, which contradicts Lemma 4.6.
(b) Assume first that there isA ∈ End(L, η) such that A has different eigenvalues.
Then in exactly the same way as in [AL, Proposition 3] we come to contradiction
with condition (c) of Section 2.1.
Assume now that A ∈ End(L, η) is not scalar and it has equal eigenvalues. Then
the matrix of A with respect to the decomposition L = OP1(m)⊕OP1(n) is
A =
(
c f
0 c
)
,
where c is a constant, f is a section of OP1(m− n), that is a polynomial of degree
at most 1.
For every i choose the maximal mi such that η|mixi = OP1(m)|mixi . It is easy
to see that A preserves η if and only if f vanishes at xi at least to order ni − 2mi
for all i. Hence the existence of non-scalar endomorphism implies
(4.3)
∑
i
ni − 2mi ≤ 1.
Consider again ∇ : OP1(m) → OP1(n + 2). It follows from the compatibility
that ∇ has zero of order at least mi at xi. Again, ∇ 6= 0, so
∑
mi ≤ 1. However
this inequality together with (4.3) would imply degD ≤ 3.
(c) Consider (L, η) ∈ Bun(d). Combining part (b), the second formula in (4.1),
condition (b) of Section 2.1, and Corollary 4.4, we see that the fiber of ρ over (L, η)
is non-empty. Thus it is a torsor over H0(P1,Higgs(L, η)). Using the identification
Higgs(L, η) = End(L, η)∨ ⊗ ΩX , we obtain
(4.4) dimH0(P1,Higgs(L, η)) = dimH1(P1, End(L, η)) = 1− χ(End(L, η)) =
1− deg(End(L, η))− rk(End(L, η)) = 1.
We see that H0(P1,Higgs(L, η)) form a vector bundle over Bun(d), and M is a
torsor over this bundle. 
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Remark 4.9. Note that, contrary to the case of regular singularities, this proposition
is not valid for n > 4 because the proof of part (b) is specific for this case.
4.4. Parabolic bundles. Let (L, η) be a rank 2 parabolic bundle. We define the
lower modification of (L, η) at xi as the vector bundle Li whose sheaf of sections is
{s ∈ L : s|nixi ∈ η|nixi}.
Clearly, degLi = degL − ni. We shall also use the lower modification Lη of L
at all xi: its sheaf of sections is
{s ∈ L : s|D ∈ η}.
Note that η induces parabolic structures on Li and Lη. For example in the case
of Lη we get an exact sequence
0→ η ⊗OP1(−D)|D → L(−D)|D → Lη|D,
thus the image η′ of L(−D)|D in Lη|D is a parabolic structure on Lη. Upon choosing
local coordinates zi at each xi, η
′ can be identified with (L|D)/η. It is easy to see
that End(L, η) = End(Lη, η
′) and a similar statement is true for Li with induced
parabolic structure.
Recall that P is a projective line doubled at the points of the support of D.
Proposition 4.10. Bun(d) ≃ P ×B(Gm), where B(Gm) := pt/Gm is the classi-
fying stack of Gm.
Proof. The idea of the proof was suggested to the first author by Drinfeld.
Step 1. We can assume d = −1. Let us pick a point ∞ ∈ P1 − D. Then the
map (L, η) 7→ (L⊗OP1(∞), η) identifies Bun(P1, 2, d,D) with Bun(P1, 2, d+ 2,D).
Since d is odd, the statement follows.
Step 2. L ≃ OP1 ⊕ OP1(−1). Indeed, it follows from Proposition 4.8(c) that
(L, η) corresponds to a connection (L,∇) ∈M, thus we can use Proposition 4.8(a).
Step 3. The discussion, preceding this proposition, shows that (L, η) ∈ Bun(−1)
implies (Lη ⊗OP1(2∞), η′) ∈ Bun(−1) and therefore Lη ≃ OP1(−2)⊕OP1(−3).
Let P˜ be the moduli stack of collections (L, η,OP1 →֒ L,OP1(−2) →֒ Lη), where
(L, η) ∈ Bun(−1). Note that there is a unique up to scalar map OP1 → L and a
unique up to scalar map OP1(−2)→ Lη. Thus P˜ is a principal Gm ×Gm-bundle
on Bun(−1).
Step 4. For a point of P˜ we get a map ϕ : OP1 ⊕ OP1(−2)→ L. We claim that
this map is injective. Indeed, let mi be as in the proof of Proposition 4.8(b). If the
image of ϕ is a line subbundle, then
∑
mi ≥ 2. But we saw (again in the proof of
Proposition 4.8(b)) that this is impossible.
Thus ϕ has a simple zero at a single point q. Note that Kerϕ(q) does not coincide
with the fiber of OP1 (because OP1 → L is an embedding of vector bundles). That
is, the kernel of ϕ(q) is spanned by (p, 1), where p is a point in the fiber of OP1(2)
over q. (More canonically, p is a homomorphism from the fiber of OP1(−2) to
that of OP1 .) The pair (p, q) completely describes L as an upper modification of
OP1 ⊕OP1(−2): the sheaf of sections of L(−q) is
(4.5) {(s1, s2) ∈ OP1 ⊕OP1(−2)| s1(q) = ps2(q)}.
Step 5. Similarly, we get a map ϕ′ : OP1(−D) ⊕ OP1(−2) → Lη. It also has
exactly one simple zero. Note that detϕ = detϕ′ (since ϕ and ϕ′ can be identified
on P1−D), so the zero is at the same point q. Then Kerϕ′(q) is spanned by (1, p′),
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where p′ is in the fiber of OP1(2) (more properly, p
′ is a homomorphism between the
fiber of OP1(−D) and that of OP1(−2)). Again, (p′, q) completely determines Lη,
indeed, the sheaf of sections of Lη(−q) is
(4.6) {(s1, s2) ∈ OP1(−D)⊕OP1(−2)| p′s1(q) = s2(q)}.
Step 6. Note that (p, p′, q) determines the inclusion Lη →֒ L uniquely as well
because it determines it on P1 − D, thus this triple determines a point of P˜ . We
must have Lη ⊂ L. Looking at (4.5) and (4.6) it is easy to see that this condition is
exactly pp′ = f(q), where f is the canonical section of OP1(D) (thus the zero locus
of f is exactly D). This makes sense: the product pp′ is in the fiber of OP1(D).
Let P ′ be the set of triples (p, p′, q) as above subject to the condition pp′ = f(q).
Every such point determines a parabolic bundle (L, η) but some of these bundles
can have extra automorphisms. In other words, P˜ ⊂ P ′.
Clearly, P ′ is fibered over P1 with coordinate q, and the fiber over x is either a
hyperbola or a cross, depending on whether x is in D or not.
Finally, we need to mod out the embeddings OP1 →֒ L and OP1(−2) →֒ Lη. If
we scale one of them by a and the other by b, we get
(p, p′, q) 7→ ((a/b)p, (b/a)p′, q).
Therefore
• The only points with extra automorphisms are of the form (0, 0, q), q ∈ D
(the centers of the crosses);
• The stable locus P˜ is exactly the part of P ′ that is smooth over P1.
• We have Bun(−1) = P˜ /G2
m
. Since the diagonal group a = b acts trivially,
this stack is (P˜ /Gm)×B(Gm). Clearly, P˜ /Gm = P .

Remark 4.11. Note that we can (and shall) view P as the moduli space of collections
(L, η,OP1(−2) →֒ Lη).
Proof of Theorem 1. By Propositions 4.8(c) and 4.10 M is a smooth connected
algebraic stack of dimension 1. To prove that M = M × B(Gm) consider the
moduli stack of triples (L,∇, OP1(−2) →֒ Lη), where (L,∇) ∈M; denote it by M ′.
We haveM = M ′/Gm, whereGm acts by rescaling the embedding OP1(−2) →֒ Lη.
It is easy to see that this action is trivial, so thatM =M ′×B(Gm). On the other
hand, Lemma 4.6 shows that connections in M have only scalar automorphisms,
thus M ′ is an algebraic space. Therefore M → M ′ is the good moduli space and
M ′ = M by uniqueness of good moduli spaces. We see that M is a neutral gerbe
over M . Next, we have a cartesian diagram
M −−−−→ My yρ
P −−−−→ Bun(d).
Thus M is an affine bundle over P . It follows that M is a smooth surface. Finally,
M is quasi-projective, since it is open in M . 
Proof of Proposition 4.1. The map ρ : M→ Bun(d) is an affine bundle, thus it is
an affine morphism. On the other hand, the good moduli space of Bun(d) is P ,
which is a 1-dimensional scheme. 
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4.5. M is a locally complete intersection.
Lemma 4.12. If (L,∇; ε ∈ E) ∈ M, then L ≃ OP1(n)⊕OP1(m) with m− n = 1.
Proof. For ε 6= 0 this is Proposition 4.8 (a). Let ε = 0 and assume that m−n ≥ 3.
Then the same argument as in Proposition 4.8 (a) shows that OP1(m) is∇-invariant,
which contradicts semistability. 
Proposition 4.13. M is a locally complete intersection.
Proof. Let D′ ⊃ D be a divisor on X . Consider the moduli stack N˜ (D′) ⊂
N (P1, 2, d,D′) parameterizing (L,∇; ε ∈ E), where L ≃ OP1(n) ⊕ OP1(m) with
m − n = 1, m + n = d, ∇ : L → L ⊗ ΩP1(D′) ⊗C E is an ε-connection, (L,∇) is
semistable and non-nilpotent. It is enough to show that if degD′ is big enough,
then (i) N˜ (D′) is smooth and (ii) M is defined by dim N˜ (D′) − dimM equations
in N˜ (D′) (note that M⊂ N˜ (D′) by Lemma 4.12).
For (i) it is enough to show that the map N˜ (D′)→ A1/Gm sending (L,∇; ε ∈ E)
to ε ∈ E is smooth. The relative deformation complex of this map at (L,∇; ε ∈ E)
is
G• := (End(L) ad∇−−−→ End(L)⊗ ΩP1(D′)⊗C E),
so that the obstruction to smoothness lies in the hypercomology group H2(P1,G•),
which is a quotient of
H1(P1, End(L)⊗ ΩP1(D′)⊗C E).
The latter group vanishes for degD′ large enough because L ≃ OP1(n) ⊕ OP1(m),
with m− n = 1.
For (ii) note that dim N˜ (D′) = −χ(G•) = 4 degD′ − 8.
In Corollary 6.7 below, we shall give an explicit description of MH ; this de-
scription implies that dimMH = 0. Combining this with Theorem 1, we see that
dimM = 1.
Further, let L be the vector bundle on N˜ (D′) whose fiber at (L,∇; ε ∈ E) is
End(L)⊗ (OP1(D′)/OP1(D))⊗CE. The polar part of ∇ gives rise to a section of L
and N˜ (D) ⊂ N˜ (D′) is given by the zero locus of this section. Thus N˜ (D) is locally
cut out by 4(degD′ − degD) equations. It follows from the definition of M (cf.
Section 4.2) that M is cut out from N˜ (D) by 2 degD− 1 equations (note that the
sum of residues of ∇ is equal to −d). 
Proof of Proposition 4.7. MH is given by ε = 0, so we only need to check that ε
is locally not a zero divisor on M. However, if it was the case, MH would contain
a component of M (set-theoretically), and we would come to a contradiction with
complete intersections having pure dimension. 
4.6. Universal Moduli Spaces. Recall that D =
∑
nixi. Fix ∞ ∈ P1 \D.
Consider a moduli space B, parameterizing local invariants of connections, that
is, triples (D, ν1, ν2), where D is a degree 4 divisor on P
1 such that ∞ /∈ suppD,
ν1 ∈ ΩP1(D)/ΩP1 , ν2 ∈ Ω⊗2P1 (2D)/Ω⊗2P1 (D), and the sum of residues of ν1 equals −d,
cf. Section 4.2. We can identify such D with roots of degree 4 monic polynomial
p(z), then we can write uniquely
ν1 =
a0 + a1z + a2z
2 + dz3
p(z)
dz, ν2 =
b0 + b1z + b2z
2 + b3z
3
p(z)2
dz ⊗ dz.
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Here z is the standard coordinate on P1. Thus B ≃ C11. Note that the subset of
points in B satisfying conditions of Section 2.1 is open in analytic topology.
As (D, ν1, ν2) varies, we obtain a family Muniv → B of moduli stacks. In Sec-
tion 4.2 we fixed D, ν1 and ν2. Denote the corresponding point of B by t0. Then
the fiber of Muniv → B over t0 is M. Our goal is to prove
Proposition 4.14. The family Muniv → B is a flat family of stacks in a Zariski
neighborhood of t0 ∈ B.
Proof. Similarly to the previous subsection we prove that Muniv is a locally com-
plete intersection of dimension dimB + 1. It follows that the fibers of Muniv → B
are at least 1-dimensional. By semicontinuity, there is a neighborhood of t0, where
fibers are 1-dimensional. It remains to note, that by [EGAIV, Proposition 6.15]
a morphism from a locally complete intersection to a smooth scheme with equidi-
mensional fibers is flat. 
5. Generalized line bundles on generalized elliptic curves
In this section, we review the Fourier-Mukai transform for singular degenerations
of elliptic curves. Such transform is constructed in [HLST]; the case of singular
reduced irreducible genus one curve (nodal or cuspidal) goes back to [BK].
As explained in [HLST], the Fourier-Mukai transform provides isomorphisms
between various moduli spaces of semistable sheaves on the curve. In particular,
the moduli space of semistable generalized line bundles of degree −1 is naturally
identified with the curve itself. (The precise definitions are given below.) For our
purposes, it is desirable to work with moduli stacks rather than the moduli spaces:
we outline the required (very straightforward) changes to the results of [HLST]
below.
For the reader’s convenience, we provide sketches of proofs along with appropri-
ate references.
5.1. Generalized elliptic curves. For the purposes of this paper, it is important
to work with all double covers of P1 ramified at four points, including reducible
covers (see Remark 6.4). However, the argument naturally applies to the following
class of curves.
Definition 5.1. A projective curve Y is generalized elliptic if H0(Y,OY ) = C (in
particular, Y is connected and has no embedded points) and the dualizing sheaf
of Y is trivial. In particular, Y is Gorenstein and has arithmetic genus 1.
Remark 5.2. The dualizing sheaf of Y is canonically identified with
OY ⊗C H1(Y,OY )∨
Indeed, its space of global sections is identified with H1(Y,OY )
∨ by Serre’s duality.
Example 5.3. Any plane cubic (reduced or not) is a generalized elliptic curve.
Remark 5.4. Note that the singularities of Y need not be planar. For example,
an intersection of two space quadrics is a generalized elliptic curve, even if the two
quadrics are cones with a common vertex. In this case, the intersection is a union
of four lines that meet at the vertex.
AN EXAMPLE OF THE LANGLANDS CORRESPONDENCE 21
We need to consider (semi)stable coherent sheaves on Y . These can be defined
using the Hilbert function corresponding to some polarization. Since Y is a curve,
we can use the following equivalent definition.
Denote by Σ the collection of generic points of Y (by definition a point s ∈ Y is
generic if its local ring OY,s is Artinian). For a sheaf ℓ on Y and s ∈ Σ, we denote
by rks ℓ the length of the stalk ℓs as a module over the local ring OY,s. In particular,
m(s) := rksOY is the multiplicity of the corresponding irreducible component.
Fix a weight function w : Σ→ Q>0 and set
rk ℓ = rkw ℓ :=
∑
s∈Σ
w(s) rks ℓ.
We can now use this notion of rank (and the corresponding notion of slope) to
define a stability of coherent sheaves on Y .
Definition 5.5. A coherent sheaf ℓ 6= 0 of pure dimension 1 is said to be semistable
if for any proper subsheaf ℓ0 ⊂ ℓ, ℓ0 6= 0, ℓ, we have
χ(ℓ)
rk ℓ
≥ χ(ℓ0)
rk ℓ0
.
If the inequality is strict, ℓ is stable.
Definition 5.6. We say that a sheaf ℓ is a generalized line bundle on Y if it is of
pure dimension 1 and its length at all generic points of Y equals to the multiplicity
of the corresponding component: rks ℓ = m(s) for s ∈ Σ.
By definition, deg ℓ := χ(ℓ)− χ(OY ) = χ(ℓ).
Denote by Pic d(Y ) the stack of generalized line bundles of degree d on Y , and
let Pic ds (Y ) ⊂ Pic
d
ss(Y ) ⊂ Pic
d
(Y ) stand for the open substacks of stable and
semistable generalized line bundles, respectively.
5.2. The Fourier-Mukai transform. Let P := OY×Y (−∆) be the ideal sheaf of
the diagonal ∆ ⊂ Y × Y . Note that P is flat over both factors, being the kernel of
a surjection of sheaves that are flat over both factors. Generally speaking, P is not
flat over the product.
Consider the Serre dual P∨ := Hom(P , OY×Y ) of P . The proof of [HLST,
Proposition 1.3(3)] shows that P∨ is of finite Tor-dimension over both factors.
(Actually, it is easy to see that P∨ is isomorphic to an extension of O∆ by OY×Y ,
and therefore flat over both factors.)
Proposition 5.7. [HLST, Proposition 1.3] The Fourier-Mukai transform with the
kernel P
Ξ : Db(Y )→ Db(Y ) : F 7→ Rp1,∗(P ⊗L p∗2F)
is an auto-equivalence of the category of Db(Y ) (the bounded derived category of
quasi-coherent sheaves on Y ). Here p1, p2 : Y × Y → Y are projections.
The inverse of this equivalence is given by
Ξ′ : Db(Y )→ Db(Y ) : F 7→ Rp2,∗(P∨ ⊗L p∗1F)⊗C (H1(Y,OY ))−1[1].
Sketch of proof. Proposition 5.7 is proved in [HLST] (if C is irreducible, see also
[BK, Proposition 2.10]). The key idea is that the structure sheaf OY ∈ Db(Y )
is a spherical object in the sense of Seidel and Thomas [ST]. A spherical object
E ∈ Db(Y ) defines an equivalence TE : Db(Y )→ Db(Y ) called the twist functor. For
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the spherical object E = OY , the twist functor TE is isomorphic to Ξ. Therefore, Ξ
is an equivalence.
By Serre’s duality, Ξ and Ξ′ are adjoint. Therefore, they are mutual inverses. 
Remark. [HLST] considers the Fourier-Mukai transform on the bounded coherent
derived categoryDbcoh(Y ). However, the argument works equally well for the derived
category Db(Y ) (or for the unbounded derived category D(Y )).
Compared to [HLST], we introduced a twist by the one-dimensional vector space
(H1(Y,OY ))
−1 in the formula for Ξ′. This makes the isomorphism between Ξ′ and
the inverse of Ξ canonical.
Let us translate Proposition 5.7 into the language of Fourier-Mukai kernels, since
we shall use Proposition 5.8 later. Let p12, p13, and p23 be the usual projections
Y × Y × Y → Y × Y . Set FY := Rp13,∗(p∗12P∨ ⊗L p∗23P). Recall that both P and
P∨ are flat with respect to both projections Y × Y → Y . In particular,
p∗12P∨ ⊗L p∗23P = p∗12P∨ ⊗ p∗23P
is a sheaf, so that FY is concentrated in cohomological dimensions 0 and 1.
Proposition 5.8.
FY = O∆[−1]⊗C H1(Y,OY ) ≃ O∆[−1].
Proof. Let
Ξ0 : D
b(Y )→ Db(Y ) : F 7→ Rp2,∗(FY ⊗L p∗1F)⊗C (H1(Y,OY ))−1[1]
be the Fourier-Mukai transform with the kernel FY ⊗C(H1(Y,OY ))−1[1]. There is a
canonical isomorphism between Ξ0 and the composition Ξ◦Ξ′, which is isomorphic
to the identity functor by Proposition 5.7.
An isomorphism between Ξ0 and the identity functor yields an isomorphism
between the kernel of Ξ0 and O∆. Unfortunately, most references for this statement
impose extra assumptions, such as smoothness. For the sake of completeness, let
us sketch the proof.
For every point y ∈ Y , consider the length-one sky-scraper sheaf Oy supported
at y. Since Ξ0(Oy) ≃ Oy, it follows from the proof of [BBH, Corollary 1.12] that
FY ⊗C (H1(Y,OY ))−1[1] is a line bundle on the graph of a morphism Y → Y . More
precisely, there is a map ψ : Y → Y and a line bundle L on Y such that
FY ⊗C (H1(Y,OY ))−1[1] ≃ (idY , ψ)∗L.
Therefore, Ξ0 is isomorphic to the functor F 7→ Rψ∗(L ⊗L F). On the other
hand, Ξ0 is the identity functor. It remains to verify that ψ = idY and L ≃ OY .
Indeed, looking at the action of Ξ0 on objects Oy, we see that ψ induces the iden-
tity map on the set of points of Y . Looking at the action of Ξ0 on endomorphisms
of objects j∗(OU ) for open embeddings j : U →֒ Y , we conclude that ψ = idY .
Since Ξ(OY ) = L, we see that L ≃ OY , as claimed. 
5.3. Stable generalized line bundles. Since the coherent sheaf P on Y × Y is
flat over the first factor, we can view it as a Y -family of coherent sheaves on Y .
This family assigns to every y ∈ Y its ideal sheaf OY (−y). Obviously, OY (−y) is a
generalized line bundle of degree −1 on Y for every y ∈ Y .
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Proposition 5.9. For every y ∈ Y , the generalized line bundle OY (−y) is stable.
Conversely, any semistable generalized line bundle of degree −1 is isomorphic to
OY (−y) for unique y ∈ Y .
Proof. The claim easily follows from Proposition 1.9(1) and Theorem 1.20 of [HLST]
(see also [HLST, Corollary 1.23]). Indeed, these results imply that for F ∈ Db(Y ),
the following conditions are equivalent
• F is a stable (resp. semistable) coherent sheaf with rkw F = 0 and
χ(F) = 1;
• Its Fourier-Mukai transform Ξ(F) is a stable (resp. semistable) coherent
sheaf with rkw F = rkw OY and χ(F) = −1.
Note however that the first condition simply requires that F is a sky-scraper sheaf of
length one, and that any such sheaf is automatically stable. Since Ξ(Oy) = OY (−y),
the claim follows. 
Remark 5.10. In particular, the moduli stack Pic −1s (Y ) = Pic
−1
ss (Y ) does not
depend on w.
Proposition 5.9 gives a bijection between points of Pic −1s (Y ) and points of Y ,
which are in bijection with isomorphism classes of sky-scraper sheaves of length one
on Y . This bijection naturally extends to an isomorphism between the correspond-
ing moduli stacks. If one works with the moduli spaces instead, this is a special
case of [HLST, Corollary 1.25].
Let us go over the construction. By Proposition 5.9, P is a Y -family of stable
degree −1 generalized line bundles on Y , so it defines a map Y → Pic −1s (Y ). The
above map naturally extends to a map
(5.1) Y ×B(Gm)→ Pic −1s (Y ).
Explicitly, for a test scheme S, the map (5.1) assigns to a morphism ψ : S → Y
and a line bundle L on S (recall that a line bundle on S is the same as a map
S → B(Gm)) the sheaf p∗1L ⊗ OS×Y (−Γψ) on S × Y , viewed as an S-family of
degree −1 generalized line bundles on Y , that is, as a morphism S → Pic −1(Y ).
Here Γψ ⊂ S × Y is the graph of ψ.
Proposition 5.11. The map (5.1) is an isomorphism
Y ×B(Gm) →˜ Pic −1s (Y ) = Pic
−1
ss (Y ).
Proof. Let S be a Noetherian test scheme. A morphism S → Y ×B(Gm) is a pair
of a morphism ψ : S → Y and a line bundle L on S. To such pair, we assign the
coherent sheaf Fψ,L = (idS , ψ)∗L on S × Y . Obviously, Fψ,L is a family of sky-
scraper sheaves of length one on Y : it is flat over S and its restriction to {s}×Y is
a length-one sky-scraper sheaf for any s ∈ S. Conversely, any family of sky-scraper
sheaves of length one on Y is of the form Fψ,L for uniquely determined ψ and L.
In other words, as S varies, the correspondence
(ψ,L) 7→ Fψ,L
defines an isomorphism between Y × B(Gm) and the moduli stack of sky-scraper
sheaves of length one on Y .
Proposition 5.9 implies that the Fourier-Mukai transform defines an equivalence
between the groupoid of S-families of sky-scraper sheaves of length one on Y and
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the groupoid of S-families of degree −1 stable generalized line bundles on Y . This
follows from Corollary 1.9 of [BBH] (see also Proposition 4.2 of [Bri], or, for the
classical Fourier-Mukai transform on abelian varieties, [Muk, Theorem 1.6]). Ex-
plicitly, if F is an S-flat coherent sheaf on S × Y whose restriction to every fiber
{s} × Y is a length-one sky-scraper sheaf, the corresponding family of generalized
line bundles is
Ξ(F) = Rp13,∗(p∗23(P)⊗L p∗12(F)).
Here p12, p13 : S×Y ×Y → S×Y and p23 : S×Y ×Y → Y ×Y are the projections.
It now remains to notice that for F = Fψ,L, its image Ξ(Fψ,L) is given by
(5.1). 
6. Geometric description of MH
Recall that our goal is to calculate cohomology of certain natural vector bundle
on M (or more precisely, a direct image, see Theorem 4). In this section we
calculate the direct image of the extension of this sheaf to MH (see Section 4.2 for
the definition ofMH). The main result is Proposition 6.10. The calculation is based
on explicit identification ofMH , see Corollary 6.7, and applying the Fourier–Mukai
transform.
We claim that MH is the moduli stack of collections (L,∇;E), where L is a
rank 2 degree d vector bundle on P1, E is a one-dimensional vector space, ∇ : L→
L⊗ ΩP1(D)⊗C E is an OP1 -linear morphism, satisfying the following conditions:
(a) ∇ is not nilpotent, that is ∇2 6= 0.
(b) tr∇ = 0.
(c) det∇ is a section of E⊗2 ⊗C Ω⊗2P1 (D).
(d) (L,∇;E) is semistable.
Note that tr∇ is a section of E⊗CΩP1(D). It follows from (4.2) that tr∇ is in fact
a section of E ⊗C ΩP1 , which implies condition (b). Condition (c) is a condition
on the polar part of ∇: a priori det∇ is in E⊗2 ⊗C Ω⊗2P1 (2D). This condition also
follows from (4.2).
Note that ∇2 = − det∇⊗ idL. Recall that E is the line bundle onM whose fiber
at (L,∇; ε ∈ E) is E. For simplicity we write E for E|MH . The following statement
follows from (a) and (c) above
Lemma 6.1.
E⊗2|MH ≃ OMH .
Let us fix a global section µ of Ω⊗2
P1
(D) ≃ OP1 , µ 6= 0. One can choose an isomor-
phism E ≃ C such that det∇ = µ (there are two choices for such an isomorphism).
Denote by Y the moduli stack of pairs (L,∇), where L is a rank 2 degree d vector
bundle on P1, ∇ ∈ H0(P1, End(L) ⊗ ΩP1(D)), tr∇ = 0, det∇ = µ, and the pair
(L,∇) is semistable. We have proved the following
Proposition 6.2. The correspondence (L,∇) 7→ (L,∇; 0 ∈ C) yields a double cover
Y →MH . Besides, MH is identified with the quotient stack µ2\Y, where ±1 ∈ µ2
acts on Y by (L,∇) 7→ (L,±∇).
It follows directly from the definition of Y that the pullback of E to Y is OY .
Set A := OP1 ⊕ΩP1(D)−1. Then A is a sheaf of OP1-algebras with respect to the
multiplication
(f1, τ1)× (f2, τ2) := (f1f2 − µ⊗ τ1 ⊗ τ2, f1τ2 + f2τ1).
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Set π : Y := Spec(A) → P1. Denote by yi ∈ Y the preimage of xi ∈ P1, and by
σ : Y → Y the involution induced by σ∗ : A → A : (f, τ) 7→ (f,−τ).
Proposition 6.3. Y is a generalized elliptic curve.
Proof. Since π is a finite morphism, Y has dimension 1. The dualizing complex of Y
is given by Hom(A,ΩP1). Thus we need to show that this sheaf is isomorphic to A
as an A-module. It is clear on the level of OP1-modules, since A ≃ OP1 ⊕OP1(−2).
Let γ ∈ Hom(A,ΩP1) be the composition of the projection A → (ΩP1(D))−1 and
an isomorphism. One checks easily that the map of A-modules A → Hom(A,ΩP1)
given by 1 7→ γ is injective. Now, an injective map of a vector bundle to an
isomorphic one is necessarily an isomorphism.
Also, H0(Y,OY ) = H
0(P1,A) = C, thus Y is generalized elliptic. 
Remark 6.4. Actually Y is always reduced. Precisely, Y is a smooth elliptic curve
if D has no multiple points; Y is a nodal cubic if D has a single multiple point of
multiplicity 2; Y is a cuspidal cubic if D = 3(x1) + (x2); Y has two components,
isomorphic to P1, which intersect transversally at two points if D = 2(x1) + 2(x2);
and Y has two components, isomorphic to P1, which are tangent to each other if
D = 4(x1).
Proposition 6.5. Y is naturally isomorphic to Pic d+2s Y , that is the moduli stack
of stable generalized line bundles of degree d+ 2 on Y .
Proof. Let (L,∇) be a point of Y. Then L is an A-module with respect to the
multiplication (f, τ)s := fs + τ ⊗∇s, let us denote the corresponding sheaf on Y
by ℓ. It is a standard fact about the Hitchin system that ℓ is a generalized line
bundle on Y . The inverse construction is given by ℓ 7→ L := π∗ℓ.
Let the weight function w from Section 5 be given by the degree of the projection
π : Y → P1. Then rkπ∗ℓ0 = rk ℓ0 for any coherent sheaf ℓ0 on Y .
We would like to show that ℓ is stable if and only if (L,∇) is stable. Note that
∇-invariant subsheaves of L are in bijection with subsheaves ℓ0 ⊂ ℓ via ℓ0 7→ π∗ℓ0.
Further,
(6.1) deg ℓ0 = χ(ℓ0) = χ(π∗ℓ0) = deg π∗ℓ0 + rkπ∗ℓ0.
It follows that the stability condition is the same.
It also follows from (6.1) that the generalized line bundles on Y corresponding
to rank 2 degree d bundles on P1 have degree d+ 2. 
Remark 6.6. If D is not even, then Y is integral, and for every ℓ0 ⊂ ℓ, ℓ0 6= 0 we
have rk ℓ0 = rk ℓ thus the semistability condition is trivial.
Fix a degree (d+3)/2 line bundle ϑ on P1 (recall that d is odd). A Higgs bundle
(L,∇) is semistable if and only if (L⊗ϑ,∇) is. Therefore, Proposition 5.11 implies
the following
Corollary 6.7. Consider the map Y → Y that sends y ∈ Y to the vector bundle ϑ⊗
π∗OY (−y) equipped with the natural Higgs field. The map induces an isomorphism
Y ×B(Gm) →˜ Y.
ThusMH is the quotient of the generalized elliptic curve Y by the action of µ2×Gm,
where µ2 acts by σ, Gm acts trivially. 
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Let us use the isomorphism of Corollary 6.7 to describe the universal Higgs
bundle on P1 ×MH . Denote this universal Higgs bundle by ξ and its pullback to
P1 × Y by ξ˜ := (idP1 ×π¯)∗ξ (here π¯ is the natural composition Y → Y → MH).
Recall also that P := OY×Y (−∆) is the ideal sheaf of the diagonal.
Corollary 6.8. We have ξ˜ = (π × idY )∗P ⊗ p∗1ϑ. The action of Gm on ξ˜ is via
the identity character a 7→ a and the action of µ2 comes from its action on P (on
Y × Y , −1 ∈ µ2 acts as σ∗ × σ∗).
For the dual bundle,
ξ˜∨ = (π × idY )∗P∨ ⊗ p∗1(ϑ∨ ⊗ TP1)⊗C H1(Y,OY )∨.
On this bundle, Gm acts via the character a 7→ a−1 and the action of µ2 comes
from its action on P and its action on H1(Y,OY ) (by −1).
Proof. The description of ξ˜ follows from Proposition 6.5 and Corollary 6.7, and
then the description of ξ˜∨ follows from Serre duality. 
Remark 6.9. It is easy to describe the Fourier-Mukai transform of ξ˜: this is the
structure sheaf of the graph of π twisted by ϑ.
Consider now the sheaf FH := p∗13ξ ⊗ p∗23ξ∨ on P1 × P1 ×MH . The main result
of this section is the following
Proposition 6.10.
Rp12,∗(FH ⊗ p∗3E⊗k) ≃
{
ι∆,∗(TP1)[−1] if k is even,
ι∆,∗(T ⊗2P1 (−D))[−1] if k is odd,
where ι∆ : P
1 → P1 × P1 is the diagonal embedding.
Proof. The pullback (idP1×P1 ×π¯)∗(p∗13ξ⊗p∗23ξ∨) to P1×P1×Y equals p∗13ξ˜⊗p∗23ξ˜∨.
By Corollary 6.8 and Proposition 5.8, we have the following identity on P1 × P1
Rp12,∗(p
∗
13ξ˜ ⊗ p∗23ξ˜∨) =
(π × π)∗Rp12,∗(p∗13P ⊗ p∗23P∨)⊗ p∗1ϑ⊗ p∗2(ϑ∨ ⊗ TP1)⊗C H1(Y,OY )∨ =
ι∆,∗(π∗OY ⊗ TP1)[−1].
The action of Gm on the right-hand side is trivial. The action of µ2 on OY is the
standard action coming from σ : Y → Y (in other words, −1 ∈ µ2 acts by σ∗).
Note that π¯∗E = OY , but −1 ∈ µ2 acts on π¯∗E as −σ∗ (and Gm acts trivially).
Since MH = Y/(Gm × µ2),
Rp12,∗(FH ⊗ p∗3E⊗k) =
(
Rp12,∗((idP1×P1 ×π¯)∗(FH ⊗ p∗3E⊗k))
)Gm×µ2
≃
{
(ι∆,∗(π∗OY ⊗ TP1))(1)[−1] if k is even,
(ι∆,∗(π∗OY ⊗ TP1))(−1)[−1] if k is odd.
Here for a sheaf V with an action of µ2, we denote by V(1) (resp. V(−1)) its eigensheaf
on which −1 ∈ µ2 acts as 1 (resp. −1). Finally,
π∗OY = A = OP1 ⊕ ΩP1(D)−1,
and −1 ∈ µ2 acts on OP1 as 1 and on ΩP1(D)−1 as −1. 
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7. First orthogonality relation
In this section, we prove Theorem 4.
7.1. Recall that FP = p∗13ξα ⊗ p∗23ξ∨α is a quasi-coherent sheaf on P × P ×M
equipped with an action of DP,α along the first copy of P and an action of DP,−α
along the second. Accordingly, the direct image Rp12,∗FP is an object of the derived
category of p•1DP,α ⊛ p
•
2DP,−α-modules on P × P .
Let ι∆ : P → P×P be the diagonal embedding. Recall that δ∆ is aDP,α⊠DP,−α-
module given by ι∆,∗OP .
Lemma 7.1. In the category of DP,α ⊠DP,−α-modules we have
δ∆ = ι∆,∗OP = ι∆,!OP .
Proof. Let ∆ be the diagonal in P × P and ∆ be its closure. We can decompose
ι∆ as
∆
ι1−→ ∆ ι2−→ P × P.
Since ι2 is a closed embedding, we have ι2,∗ = ι2,!. Thus it is enough to show that
ι1,∗OP = ι1,!OP .
Note that ι1 is an open embedding, ∆−∆ consists of 8 points, and twists at these
points are given by ±(α+i − α−i ). Now the statement follows from conditions (a)
and (d) of Section 2.1. Note that ι∆,∗ and ι∆,! are exact functors, since ι∆ is an
affine embedding. 
Further, the restriction (ι∆ × idM)∗FP is a quasi-coherent sheaf on P × M
equipped with a structure of a DP -module. Recall that ℘ : P → P1 is the nat-
ural projection. It is easy to see that we have a natural inclusion ℘∗ξ ⊂ ξα (see
Remark 2.2). Thus, the identity automorphism of ξ gives a horizontal section
1 ∈ H0(P ×M, (ι∆ × idM)
∗(p∗13℘
∗ξ ⊗ p∗23℘
∗ξ∨)) ⊂ H0(P ×M, (ι∆ × idM)
∗FP ).
We thus obtain a horizontal section of p1,∗(ι∆× idM)∗FP , which can be viewed as
a morphism
OP → Rp1,∗(ι∆ × idM)∗FP = ι∗∆Rp12,∗FP
in the derived category of DP -modules (we use base change). Finally, adjunction
provides a morphism
ϕ : δ∆[−1] = ι∆,!OP [−1]→ Rp12,∗FP
(we are using Lemma 7.1). Note that the appearance of the shift [−1] is due to the
fact that our inverse images are O-module inverse images; from the point of view
of D-modules they should contain shifts.
Theorem 4 claims that ϕ is an isomorphism. We derive Theorem 4 from two
statements that are proved later in this section.
Proposition 7.2. The direct image R(℘×℘)∗Rp12,∗FP vanishes outside the diag-
onal in P1 × P1.
Proposition 7.3. Consider the morphism
H1(ϕ) : δ∆ → R1p12,∗FP
induced by ϕ. Then its cokernel is such that (℘× ℘)∗ Coker(H1(ϕ)) is coherent.
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Remark 7.4. Note that in Proposition 7.3, we consider naive (not derived) direct
image (℘×℘)∗. Actually, higher derived images Ri(℘×℘)∗G (i > 0) vanish for any
p•1DP,α ⊛ p
•
2DP,−α-module G (see Remark 7.10(iii)).
Proof of Theorem 4. By Proposition 4.1, we see that Rip12,∗FP = 0 for all i 6= 0, 1.
Also, R0p12,∗FP vanishes at the generic point by Proposition 7.2, which implies
that R0p12,∗FP = 0. Thus Rp12,∗FP is concentrated in cohomological dimension
one. It remains to show that H1(ϕ) is an isomorphism.
By construction, ϕ 6= 0. Since δ∆ is irreducible as a p•1DP,α ⊛ p•2DP,−α-module,
H1(ϕ) is injective. Its cokernel F ′ := Coker(H1(ϕ)) is a p•1DP,α⊛p•2DP,−α-module
such that (℘× ℘)∗F ′ is a coherent sheaf (by Proposition 7.3) that vanishes generi-
cally (by Proposition 7.2). It is now easy to see that F ′ = 0.
Indeed, consider a stratification of P ×P by sets of the form {(x±i , x±j )}, {x±i }×
(P1 −D), (P1 −D) × {x±i }, and (P1 −D) × (P1 −D). We can now show that F ′
vanishes on all strata by descending induction on the dimension of strata. 
7.2. Proof of Proposition 7.2.
Lemma 7.5.
R(℘× idM)∗ξα = ξ.
Proof. The sheaves are obviously identified on (P1−D)×M, so it remains to verify
that this identification extends to P1 ×M. It suffices to check this on D ×M,
where D is the formal neighborhood of xi. The restriction ξ|D×M decomposes
into a direct sum ξ+ ⊕ ξ− of one-dimensional bundles that are invariant under the
connection (that acts in the direction of D). This can be viewed as a version of
diagonalization (2.1).
The preimage ℘−1D is a union of two copies of D glued away from the center,
and the restrictions of ξα to ℘
−1D is of the form (j+ × idM)∗ξ+ ⊕ (j− × idM)∗ξ−,
where j± : D → ℘−1D are the embeddings of the two copies (see Remark 2.2).
Since ℘ ◦ j± = idD, the claim follows. 
Consider now the sheaf FP1 := p∗13ξ ⊗ p∗23ξ∨ on P1 × P1 ×M.
Corollary 7.6.
R(℘× ℘× idM)∗FP = FP1.
Proof. This follows from Lemma 7.5 and a similar statement about ξ∨α upon writing
FP = ∆∗24(ξα ⊠ ξ∨α ), where ∆24 : P × P ×M → P ×M × P ×M is a partial
diagonal. 
By Corollary 7.6,
(7.1) R(℘× ℘)∗Rp12,∗FP = Rp12,∗FP1 .
The advantage of working with ξ rather than ξα is that ξ is naturally defined as
a vector bundle (the universal bundle) on P1 ×M. Accordingly, FP1 extends to a
vector bundle F := p∗13ξ ⊗ p∗23ξ∨ on P1 × P1 ×M. Set
Fk := F(k(P1 × P1 ×MH)), k ∈ Z.
Let  : P1 × P1 × M → P1 × P1 × M be the natural embedding. In view of
Proposition 4.7, we have a filtration
(7.2) F0 = F ⊂ · · · ⊂ Fk ⊂ · · · ⊂ F∞ := ∗FP1 .
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We shall use notation ∆ for diagonals in P × P and P1 × P1 through the end of
this section.
Lemma 7.7. For any k and i there is an isomorphism
(Rip12,∗FP1)|P1×P1−∆ ≃ (Rip12Fk)|P1×P1−∆.
Proof. For every k we have the short exact sequence
0→ Fk−1 → Fk → ι∗(Fk|P1×P1×MH )→ 0,
where ι : P1 × P1 ×MH → P1 × P1 ×M is the closed embedding. Since
Fk|P1×P1×MH = FH ⊗ p∗3E⊗k,
Proposition 6.10 implies that Rp12,∗(Fk/Fk−1) = 0 away from the diagonal, so
Rp12,∗Fk = Rp12,∗Fk−1 away from the diagonal. Now the claim follows from the
identity Rip12,∗FP1 = lim
−→
Rip12,∗Fk. 
Proof of Proposition 7.2. Consider (x, y) ∈ P1 × P1 −∆. We have
(7.3) Hi(M,F|(x,y)) = Hi(M,FP1|(x,y)) = 0
for i ≥ 2 by Proposition 4.1. Next, H0(M,F|(x,y)) is finite-dimensional because
the good moduli space of M is projective. It follows that H0(M,Fk|(x,y)) = 0 for
k ≪ 0 because M is connected and FP1 is a vector bundle. Therefore Lemma 7.7
implies that
(7.4) H0(M,F|(x,y)) = H0(M,FP1|(x,y)) = 0.
It remains to show that G := (R1p12,∗FP1)|P1×P1−∆ vanishes. By Lemma 7.7,
G = R1p12,∗F|P1×P1−∆. Moreover, (7.3) and (7.4) imply that G is a vector bundle
on P1 × P1 −∆. Its rank can be computed using the Euler characteristic; it equals
−χ(M, ξx ⊗ ξ∨y ) for any x, y ∈ P1. (Here ξx is the restriction of ξ to {x} ×M.)
Recall from Section 4.2 that the stack M depends on the divisor D and the
formal type, which we encode by ν1 ∈ ΩP1(D)/ΩP1 and ν2 ∈ Ω⊗2P1 (2D)/Ω⊗2P1 (D). By
Proposition 4.14, as the parameters vary, stacks M form a flat family Muniv over
a Zariski open subspace in the space of collections (D, ν1, ν2). The vector bundle
ξx ⊗ ξ∨y makes sense in this family. We shall use
Lemma 7.8. Let X → S be a flat family of stacks over a scheme S. Let F be a
flat sheaf on X . For s ∈ S denote by Fs the fiber over s. Assume that there is a
good moduli space p : X → X such that the induced map X → S is projective.
Then χ(Fs) is locally constant as a function of s.
Let us apply this Lemma to ξx⊗ξ∨y . A slight generalization of Theorems 6 and 7
shows that Muniv has a good moduli space Muniv, which is projective over the
space of collections (D, ν1, ν2). Therefore, χ(M, ξx⊗ξ∨y ) does not depend on D, ν1,
and ν2. In particular, we may assume that D = x1 + x2 + x3 + x4 for distinct
xi ∈ P1 and that ν1, ν2 are generic. Using Lemma 7.7, we see that it is enough
to prove that Hi(M, ξx ⊗ ξ∨y ) = 0 for x 6= y and all i in the case of simple D and
generic ν1 and ν2. This case is treated in [Ari2, Theorem 2], except for a slight
difference that SL(2)-bundles are considered there. However, both moduli stacks
have the same good moduli space, so the cohomology groups are the same (in fact,
our moduli space is M × B(Gm), while the moduli space in [Ari2] is a µ2-gerbe
over M). 
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Proof of Lemma 7.8. Note that p∗F is flat on X . Indeed, if G is a sheaf on X , and
G• is its resolution by locally free sheaves, we have
Tor i(G, p∗F) = H−i(G• ⊗ p∗F) = p∗H−i(p∗G• ⊗F) = 0.
We have used the projection formula and the fact that good moduli spaces are
cohomologically affine.
By Proposition 4.7(i) of [Alp], the restriction of p to s ∈ S is a good moduli
space ps : Xs → Xs so we have
χ(Fs) = χ(ps,∗Fs) = χ((p∗F)s).
(We are using a base change).
By Theorem 4.16(ix) of [Alp], the map X → S is flat, and we see that χ((p∗F)s)
is locally constant. 
7.3. Proof of Proposition 7.3. It is convenient to replace DP,α-modules with
modules over a certain sheaf of algebras on P1. Let us make the corresponding
definitions. We identify DP,α with a subsheaf in the pushforward of DP1−D to P .
Let zi be a local coordinate at xi. Let us lift polar parts α
±
i to actual 1-forms
on formal neighborhoods of xi; we shall denote these 1-forms by the same letters.
Consider the open embedding  : P1 −D →֒ P1.
Define the sheaf of algebras B = Bα ⊂ ∗DP1−D as follows:
• We have B|P1−D = DP1−D;
• Near xi ∈ P1, B is generated by OP1 , znii ddzi , and z
−ni
i (z
ni
i
d−α+
i
dzi
)(znii
d−α−
i
dzi
).
Clearly, B inherits from ∗DP1−D the filtration by degree of differential operators.
We denote by B≤k ⊂ B the subsheaf of operators of degree at most k.
The properties of B are summarized in the following
Proposition 7.9. (a) B = ℘∗DP,α.
(b) Moreover, R1℘∗DP,α = 0, so that B = R℘∗DP,α.
(c) B≤k/B≤k−1 = T ⊗k
P1
(− ⌈k2 ⌉D). (Here ⌈ ⌉ is the ceiling function.)
Remark 7.10. (i) The isomorphisms (a) and (c) are naturally normalized by the
condition that they become the obvious identifications on P1 −D.
(ii) Let us fix µ ∈ H0(P1,Ω⊗2
P1
(D)), µ 6= 0, as in Section 6. Then (c) can be rewritten
as
B≤k/B≤k−1 =
{
TP1(−D) if k is odd,
OP1 if k is even.
(iii) Actually, ℘ : P → P1 is affine with respect to DP,α in the sense that the
functor ℘∗ is exact on DP,α-modules and provides an equivalence between the
category of DP,α-modules and that of B-modules. We do not use this claim, so its
proof is left to the reader.
Proof of Proposition 7.9. As we have already mentioned, the claims are obvious on
P1 − D. Therefore, it suffices to consider the formal neighborhood of a point xi.
Since we concentrate on a single point, we drop the index i to simplify the notation,
so α± = α±i , z = zi, and n = ni.
Let DK := C((z))〈 ddz 〉 be the ring of differential operators on the punctured
formal neighborhood of xi. Set
δ := zn
d
dz
, B := z−n
(
zn
d− α+
dz
)(
zn
d− α−
dz
)
∈ DK
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and
BO := C[[z]] 〈δ, B〉 ⊂ DK , D±O := C[[z]]
〈
d− α±
dz
〉
⊂ DK .
Then the restriction of B to the formal neighborhood of xi is BO, the restric-
tion of DP,α to the formal neighborhoods of x
±
i is D
±
O, and the restriction of
R0℘∗DP,α (resp. R
1℘∗DP,α) to the formal neighborhood of xi equals D
+
O ∩ D−O
(resp. DK/(D
+
O +D
−
O)). The proposition thus reduces to the following statements:
(1) BO = D+O ∩D−O,
(2) DK = D
+
O +D
−
O,
(3) The set {1, δ, B,Bδ,B2, B2δ, . . . } is a basis of BO as of a C[[z]]-module.
Note that the symbol of δ (resp. the symbol of B) is a section of TP1(−D)
(resp. of T ⊗2
P1
(−D)).
Set F := C[[z]]〈δ〉 ⊂ DK , and introduce the filtration
· · · ⊂ zF ⊂ F ⊂ z−1F ⊂ · · · ⊂ DK .
For an element C ∈ DK denote by C¯ its image in grDK .
Lemma 7.11. (a) This filtration is exhaustive, separated, and compatible with the
ring structure.
(b) If n > 1, then the associated graded ring is isomorphic to C[z¯, z¯−1, δ¯], that is,
to the ring of functions on A1 × (A1 − 0).
(c) For n = 1 the associated graded ring is isomorphic to C[z¯, z¯−1]〈δ¯〉/(δ¯z¯− z¯δ¯− z¯),
that is, to the ring of differential operators on A1 − 0.
Proof. (a) Note first that every element of C ∈ DK can be written uniquely as
(7.5) C =
∑
l≥0
fl(z)δ
l,
where fl(z) ∈ C((z)). It follows from commutation relation
(7.6) [δ, zk] = kzk+n−1
that C ∈ F if and only if for all l we have fl(z) ∈ C[[z]]. Thus C ∈ z−kF if and
only if for all l we have zkfl(z) ∈ C[[z]]. Hence the filtration is exhaustive and
separated.
It follows from commutation relation (7.6) by induction on l that δlzk ∈ zkF .
Now it is easy to see that the filtration is compatible with the ring structure.
(b) It follows from (7.6) that z¯ and δ¯ commute in grDk if n > 1. Thus we get a
homomorphism
C[z¯, z¯−1, δ¯]→ grDK .
Using presentation (7.5), we see that it is bijective.
The proof of (c) is similar to that of (b). 
Denote by a± the leading coefficient of α± = a±z−ndz + . . . , and define the
polynomials q±l (t) for a non-negative integer l by
q±l (t) :=
{
(t− a±)l if n > 1,∏l−1
i=0(t− a± − i) if n = 1.
Lemma 7.12. (a) The image of
(
d−α±
dz
)l
in grDK is z¯
−nlq±l (δ¯).
(b) The image of Bl in grDK is z¯
−nlq+l (δ¯)q
−
l (δ¯).
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Proof. (a) The image of d−α
±
dz in grDK is z¯
−n(δ¯−a±). If n > 1, then the statement
follows from commutativity of grDK .
If n = 1, then we have to move all copies of z¯−1 to the left in (z¯−1(δ¯ − a±))l.
Now the statement follows from the relation
(7.7) (δ¯ − a)z¯−1 = z¯−1(δ¯ − a− 1), a ∈ C.
(b) We have B¯ = z¯−n(δ¯ − a+)(δ¯ − a−). Now the case n > 1 is obvious, the case
n = 1 again follows from (7.7). 
By Lemma 7.11 any element of gr−kDK can be uniquely written as
z¯−kp(δ¯), p(δ¯) ∈ C[δ¯].
Denote by grD±O the set of images of all elements of D
±
O in grDK . Define grBO
similarly. Fix k ∈ Z and set l := ⌈ kn⌉.
Lemma 7.13.
(a) z¯−kp(δ¯) ∈ grD±O if and only if k ≤ 0 or q±l (t)|p(t);
(b) z¯−kp(δ¯) ∈ grBO if and only if k ≤ 0 or q+l (t)q−l (t)|p(t).
Proof. (a) Consider any element C ∈ D+O, C 6= 0. It is easy to see that it can be
uniquely written as ∑
i,j≥0
fijz
j
(
d− α+
dz
)i
with fij ∈ C. Let k be the maximum value of the function (i, j) 7→ ni − j on the
set {(i, j)| fij 6= 0}. Then Lemma 7.12(a) shows that
C ∈
∑
ni−j=k
fijz
−kq+i (δ) + z
1−kF.
Since elements z¯−kq+i (δ¯) form a basis in gr−kDK , we see that C /∈ z1−kF and
C¯ =
∑
ni−j=k
fij z¯
−kq+i (δ¯).
Since j ≥ 0, we see that i ≥ kn , so i ≥ l. Thus if k > 0, then C¯ = z¯−kp(δ¯), where p
is divisible by q+l .
Conversely, given a polynomial p divisible by q+l (or any polynomial if k ≤ 0),
we can write p =
∑
i≥l fiq
+
i with fi ∈ C. Set
C =
∑
i
fiz
ni−k
(
d− α+
dz
)i
.
Then C ∈ D+O and C¯ = z¯−kp(δ¯). The case of D−O is completely similar.
(b) Consider C ∈ BO with C¯ = z¯−kp(δ¯). It is easy to see that BO ⊂ D+O ∩D−O.
Thus it follows from part (a) that q±l (t) divides p(t). Thus q
+
l (t)q
−
l (t) divides p(t),
since q−l (t) and q
+
l (t) are coprime. Finally, assume that q
+
l (t)q
−
l (t) divides p(t), we
can write
p(t) =
∑
i≥l
fiq
+
i (t)q
−
i (t) +
∑
i≥l
gitq
+
i (t)q
−
i (t), fi, gi ∈ C.
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Set
C =
∑
i
fiz
ni−kBi +
∑
i
giz
ni−kBiδ.
Clearly, C¯ = z¯−kp(δ¯). 
We now see that the identities (1)–(2) hold in the associated graded ring of DK ,
and hence also in DK itself. The proof of part (b) of the lemma shows that every
element of grBO ∩ gr−kDK can be uniquely written as∑
i≥k/n
fiz¯
ni−kB¯i +
∑
i≥k/n
giz¯
ni−kB¯iδ¯
with fi, gi ∈ C, and (3) follows. The proof of Proposition 7.9 is complete. 
Proof of Proposition 7.3. Our first goal is to reformulate the proposition as a state-
ment about the cokernel of a map between sheaves on P1 × P1.
Note first of all that any p•1DP,α⊛p
•
2DP,−α-module G on P ×P is, in particular,
a p−11 DP,α-module. Therefore, (℘×℘)∗G has a natural structure of a p−11 B-module
coming from the isomorphism of Proposition 7.9(a). (There is also a commuting
structure of a p−12 B−α-module that we do not use.)
Thus
(7.8) (℘× ℘)∗H1(ϕ) : (℘× ℘)∗δ∆ → (℘× ℘)∗R1p12,∗FP
is a map of p−11 B-modules.
Consider δ∆ as a p
−1
1 DP,α-module. It is isomorphic to ι∆,∗(DP,α⊗OP TP ), where
ι∆,∗ is the O-module pushforward. By the projection formula, Proposition 7.9 gives
an isomorphism in the derived category of p−11 B-modules
(7.9) R(℘× ℘)∗δ∆ = ι∆,∗(B ⊗O
P1
TP1).
Using this and (7.1), we re-write (7.8) as
(7.10) (℘× ℘)∗H1(ϕ) : ι∆,∗(B ⊗O
P1
TP1)→ R1p12,∗FP1 .
As was explained in the proof of Theorem 4, H1(ϕ) is injective. Also, R1(℘ ×
℘)∗δ∆ = 0 by (7.9). We now see that
(℘× ℘)∗ Coker(H1(ϕ)) = Coker((℘× ℘)∗H1(ϕ)).
Thus it remains to prove that the cokernel of (7.10) is coherent. Note that (7.10)
is an injective maps between p−11 B-modules.
Now recall that FP1 naturally extends to a vector bundle F := p∗13ξ ⊗ p∗23ξ∨ on
P1×P1×M, which provides the filtration (7.2). By Proposition 6.10 we obtain an
induced filtration
(7.11) R1p12,∗F0 ⊂ · · · ⊂ R1p12,∗Fk ⊂ · · · ⊂ R1p12,∗F∞ = R1p12,∗FP1
of R1p12,∗FP1 by coherent sheaves on P1 × P1.
Lemma 7.14. There is l ∈ Z such that for k ≫ 0 the image of ι∆,∗(B≤k⊗O
P1
TP1)
under (7.10) is contained in R1p12,∗Fk+l and such that the induced map
(7.12) ι∆,∗((B≤k+1/B≤k)⊗O
P1
TP1)→ R1p12,∗Fk+l+1/R1p12,∗Fk+l.
is an isomorphism.
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Proof. By construction, the filtration (7.2) agrees with the filtration on B, so that
(p−11 B≤l)Fk ⊂ Fk+l. Therefore, the filtration (7.11) also agrees with the filtration
on B. Using Remark 7.10(ii) and Proposition 6.10, we see that for k ≫ 0
(7.13)
ι∆,∗((B
≤k/B≤k−1)⊗O
P1
TP1) ≃ R
1p12,∗Fk/R
1p12,∗Fk−1 ≃
{
ι∆,∗T
⊗2
P1
(−D) if k is odd,
ι∆,∗TP1 if k is even.
For each k, let l(k) be the smallest index such that the image of ι∆,∗(B≤k⊗O
P1
TP1)
is contained in R1p12,∗Fk+l(k). Since the filtration (7.11) agrees with the filtration
on B, we see that l(k + 1) ≤ l(k) for all k. Also, injectivity of (7.10) implies that
0 ≤ rk ι∗∆(R1p12,∗Fk+l(k))− rk(B≤k ⊗OP1 TP1) = (k + l(k) + rk ι∗∆(R1p12,∗F0))− k,
and therefore l(k) ≥ − rk ι∗∆(R1p12,∗F0). Thus l(k) stabilizes as k → ∞; set l :=
lim l(k).
By the choice of l, the map (7.12) is non-zero for k ≫ 0. Note that such non-zero
map does not exist if k and l are odd. Therefore, l must be even. We now see that
for k≫ 0, the map (7.12) is a non-zero morphism between isomorphic line bundles
on ∆. This implies (7.12) is an isomorphism. 
It follows from the lemma that, if k is large enough, R1p12,∗Fk maps surjectively
onto Coker(℘ × ℘)∗H1(ϕ). This completes the proof of the proposition and of
Theorem 4. 
8. Second orthogonality relation.
In this section we prove Theorem 5. The proof is similar to [Ari2] but we want
to give some details.
We need to calculate Rp12,∗ DR(FM), where p12 :M×M×P →M×M. Our
first goal is to reduce the problem to a calculation onM×M×P1. Recall that ξ is
the universal bundle onM×P1, set ξ12 := Hom(p∗23ξ, p∗13ξ). We have a connection
along P1
ad∇ : ξ12 → ξ12 ⊗ p∗3ΩP1(D).
Its polar part is a well-defined O-linear map
ξ12|M×M×D → (ξ12 ⊗ p∗3ΩP1(D))|M×M×D.
Let η12 be the image of this map. Denote by ξ˜12 the modification of ξ12 ⊗ p∗3ΩP1
whose sheaf of sections is
{s ∈ ξ12 ⊗ p∗3ΩP1(D)|M×M×D : s|M×M×D ∈ η12}.
As in [Ari2, Lemmas 12, 13] one proves that
Rp12,∗DR(FM) = Rp12,∗(ξ12 ad∇−−−→ ξ˜12).
The next step is to calculate the restriction of the above to a fiber over a point. So
consider a closed point x ∈ M×M and let F• be the restriction of ξ12 ad∇−−−→ ξ˜12
to x.
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Proposition 8.1. (a) If x /∈ diag(M), then Hi(F•) = 0 for any i;
(b) If x ∈ diag(M), then
dimHi(F•) =

1 if i = 0, 2,
2 if i = 1,
0 otherwise.
(c) Suppose x = ((L,∇), (L,∇)) ∈M×M. Consider the map of complexes
(OP1
d−→ ΩP1) →֒ F•
induced by OP1 → ξ12|x : f 7→ f idL. Then the induced map
HiDR(P
1,C) := Hi(P1, OP1
d−→ ΩP1)→ Hi(F•)
is an isomorphism for i = 0, 2.
The proof is analogous to the proof of [Ari2, Proposition 10]: one uses irre-
ducibility, duality, and Euler characteristic.
As in [Ari2, Lemma 14] the duality gives the following
Lemma 8.2. Let S be a locally Noetherian scheme, ι : S →M×M. Set
F(S) := Rp1,∗((ι × idP1)∗(ξ12 ad∇−−−→ ξ˜12))
(here p1 : S × P1 → S). Then Hom(H2(F(S)), OS) is isomorphic to a subsheaf of
H0(F(S)).
Next, diag : M → M ×M is a Gm-torsor over diag(M) (cf. Remark 2.7).
Denote by Hom the corresponding line bundle. Note that the fiber of Hom over
((L1,∇1), (L2,∇2)) is {A ∈ HomO
P1
(L1, L2) : A∇1 = ∇2A}. Now the following
corollary of Proposition 8.1 is obvious.
Corollary 8.3. (a) Rp12,∗(ξ12
ad∇−−−→ ξ˜12) vanishes if restricted to M × M −
diag(M).
(b) The map
p∗12Hom⊗p∗3(OP1 d−→ ΩP1)→ (ξ12 ad∇−−−→ ξ˜12)|diag(M)
induces an isomorphism
Hom = Hom⊗H2(P1, (OP1 d−→ ΩP1))→ R2p12,∗
(
(ξ12
ad∇−−−→ ξ˜12)|diag(M)
)
.
Let us use the following observation (cf. [Ari2, Lemma 15] and [Mum, Lemma
in Section 13]).
Lemma 8.4. Let Z be a locally Noetherian scheme, Y ⊂ Z a closed subscheme
that is locally a complete intersection of pure codimension n. Denote by ι : Y →֒ Z
the natural embedding.
(a) Let F be a quasi-coherent sheaf on Z such that F|Z−Y = 0, Lnι∗F = 0.
Then F = 0.
(b) Let F• = (F0 → F1 → . . . ) be a complex of flat quasi-coherent sheaves on
Z such that Hi(F•)|Z−Y = 0 for all i < n. Then Hi(F•) = 0 for i < n.
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Proof of Theorem 5. Clearly, diag(M) =M×B(Gm×Gm) is a complete intersec-
tion inM×M = M×M×B(Gm×Gm). Thus Lemma 8.4(b) and Corollary 8.3(a)
imply that Rip12,∗(ξ12
ad∇−−−→ ξ˜12) = 0 for i 6= 2. Set F (2) := R2p12,∗(ξ12 ad∇−−−→ ξ˜12).
Corollary 8.3(b) implies that Hom = F (2)|diag(M). It is easy to see that Hom,
viewed as a sheaf on M×M, is equal to (diag∗OM)ψ, where ψ is the character of
Gm ×Gm given by (t1, t2) 7→ t1/t2 (because a 1-dimensional vector space E can
be identified with weight −1 functions on E − {0}).
To complete the proof, it remains to check that F (2) is concentrated (scheme-
theoretically) on diag(M). Assume for a contradiction that it is not the case. Note
that F (2) is coherent and concentrated set-theoretically on diag(M).
Lemma 8.5. Let Z be a locally Noetherian scheme, Y ⊂ Z be a closed sub-
scheme. Let G be a coherent sheaf on Z concentrated set-theoretically but not
scheme-theoretically on Y . Then there is a local Artinian scheme S and an S-
point of Z such that Sred factors through Y and such that the restriction of G to S
is not concentrated on the scheme-theoretic preimage of Y .
We see that there is an S-point of M×M such that the restriction of F (2) to
this point is not concentrated on the preimage S′ of the diagonal. Let F(S) be as
in Lemma 8.2; using base change we see that H2(F(S)) is not concentrated on S′.
The duality for Artinian rings shows that Hom(H2(F(S)), OS) is not concentrated
on S′ either. But then Lemma 8.2 gives a contradiction, since H0(F(S)) is easily
seen to be concentrated on S′. 
Proof of Lemma 8.5. We can assume that Z = SpecA, Y = SpecA/a, G corre-
sponds to an A-module M ; by assumption aM 6= 0 but anM=0 for n big enough.
Consider a maximal ideal m such that (aM)m 6= 0. It follows that m ⊃ a. By
Nakayama’s Lemma ∩nmnMm = 0 and we can choose n such that aM 6⊂ mnM .
We can take S = Spec(A/mn). 
9. Relation to the Langlands correspondence
In this section we prove Theorem 3. Let us present the main steps. Recall that
D =
∑
nixi. Set
β+i := α
+
i +
niλ
2
dzi
zi
, β−i := α
−
i −
niλ
2
dzi
zi
,
where λ :=
∑
i resα
−
i , zi is a local parameter at xi. Note that the polar parts β
±
i
do not depend on the choice of zi. Denote now the moduli space M defined in
Section 2.1 by Mα to make the choice of formal types explicit. For a sheaf R of
rings we denote by R-mod the category of left R-modules, by Db(R) the bounded
derived category of R-mod. We shall prove first that
DBun(−1),α-mod = DBun(−1),α-mod ≃ DP,β-mod.
It remains to prove the following equivalences
Db(DP,β) ≃ Db(Mβ)(−1) ≃ Db(Mα)(−1).
Note that if α±i satisfy the conditions of Section 2.1, then β
±
i satisfy these conditions
as well ((c) and (d) can be checked case by case). Thus the first equivalence follows
from Theorem 2. For the last equivalence we shall prove that Mα ≃Mβ .
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It is well known that the definition of the derived category of D-modules on a
stack requires some caution. In this paper, we ignore the difficulty and use the
naive definition: the derived category of DBun(−1),α-modules is simply the derived
category of the abelian category of DBun(−1),α-modules.
9.1. Twisted D-modules on algebraic stacks. Let us summarize the properties
of modules over TDO rings on algebraic stacks. We make no attempt to work in
most general settings, and consider only smooth stacks, and only twists induced by
torsors over an algebraic group. This case is enough for our purposes.
LetG be an algebraic group with Lie algebra Lie(G). Fix aG-invariant functional
θ : Lie(G)→ C. First, consider twisted differential operators on a variety.
Let X be a smooth variety and let p : T → X be a G-torsor on X . These
data determine a TDO ring DX,T,θ on X , which is obtained by non-commutative
reduction of the sheaf of differential operators DT on T .
Namely, every ξ ∈ Lie(G) gives a first order differential operator a(ξ)−θ(ξ) ∈ DT ,
where the vector field a(ξ) on T is the action of ξ. Let I be the ideal in p∗DT
generated by these differential operators. It is easy to see that this ideal is G-
invariant, and we set DX,T,θ := (p∗DT /I)
G.
The category of quasi-coherent DX,T,θ-modules can be described using a twisted
strong equivariance condition. Let M be a DT -module equipped with a weak G-
equivariant structure (that is,M is G-equivariant as a quasi-coherent sheaf, and the
structure of a DT -module is G-equivariant). We say that M is strongly equivariant
with twist θ if the action of ξ ∈ Lie(G) onM induced by the G-equivariant structure
is given by a(ξ)− θ(ξ).
Remark 9.1. The sheaves of twisted differential operators have been introduced in
[BB1]. The correspondence between DX,T,θ-modules and twisted strongly equivari-
ant modules is a particular case of the formalism of Harish-Chandra algebras from
[BB1, Section 1.8].
Let now X be an algebraic stack, and let T → X be a G-torsor on X . Every
smooth morphism α : X → X from a variety X induces a G-torsor α∗T on X , and
we obtain the TDO ring DX,α∗T,θ. Such TDO rings form a D-algebra on X in the
sense of [BB1]. We denote this D-algebra by DX ,T,θ. Note that DX ,T,θ is not a
sheaf of algebras on X .
By definition, a DX ,T,θ-module M is given by specifying a DX,α∗T,θ-module Mα
for every smooth morphism α : X → X and an isomorphism of DY,(α◦f)∗T,θ-
modules f∗Mα ≃ Mα◦f for every smooth map f : Y → X of algebraic varieties;
the isomorphisms must be compatible with composition of morphisms f . Note in
particular that M is a quasi-coherent sheaf on X .
Example 9.2. Let X := B(H) be the classifying stack of an algebraic group H . Set
X = SpecC. The natural map α : SpecC → X is an H-torsor (and, in particular,
a presentation). For any G-torsor T on X , the pullback α∗T is isomorphic to the
trivial torsor G → SpecC. Fix a trivialization α∗T ≃ G. The group H acts on
α∗T = G; this is the right action for a homomorphism ψ : H → G. In other
words, T is the descent of G→ SpecC, and ψ provides the descent datum.
Let M be a DX ,T,θ-module. It is easy to see that the TDO ring DSpecC,G,θ
is just the field of complex numbers, so the DSpecC,G,θ-module α
∗M is a vector
space V . Let us view α∗M as a strongly G-equivariant Dα∗T -module with twist
θ. It corresponds to the free OG-module V ⊗C OG with the obvious G-equivariant
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structure. The action of Dα∗T is uniquely determined by the twisted strong equiv-
ariance condition. On the other hand, α∗M also carries a structure of a strongly
H-equivariant D-module; this structure is essentially the descent data for M . If
V 6= 0, then such structure is provided by a scalar representation of H on V whose
derivative is −θ ◦ dψ.
In particular, suppose that the character θ ◦dψ : Lie(H)→ C does not integrate
to a representation H0 → Gm, where H0 ⊂ H is the identity component. Then
V = 0 and therefore the only DX ,T,θ-module is the zero module.
9.2. Step 1: DBun(−1),α−mod = DBun(−1),α−mod. In this section we shall prove
Proposition 9.3. Assume that (L, η) ∈ Bun(−1) does not correspond to a connec-
tion (L,∇) ∈ M in the sense of Section 4.3. Then the restriction of any DBun(−1),α-
module ξ to (L, η) is zero.
This proposition and Proposition 4.8(b) imply that, for a point
(L, η) ∈ Bun(−1)− Bun(−1),
the restriction of every DBun(−1),α-module to (L, η) is zero. This is valid for not
necessarily closed points, and the step follows.
Proof of proposition. The proof is based on Corollary 4.4 and Example 9.2.
Consider Example 9.2 with H = Aut(L, η). Recall from Section 2.4 that the
twist is given by the torsor
T = ηuniv ×Bun(−1) η′univ
over G = C[D]× × C[D]× and the character θ = (α+, α−). One easily checks that
ψ : Aut(L, η)→ C[D]× ×C[D]× is given by the action of automorphisms on η and
(L|D)/η. Thus, in the notation of Corollary 4.4, dψ : A 7→ (A+, A−) and
(9.1) θ ◦ dψ : A 7→ res(A+α+) + res(A−α−).
Now assume that (L,∇) does not correspond to any connection; our goal is to prove
that θ◦dψ does not integrate to a character of the identity component of Aut(L, η).
It follows from Corollary 4.4 that there is A ∈ End(L, η) such that
res(A+α+) + res(A−α−) + 〈A, b(L)〉 6= 0.
It is enough to consider two cases: A is nilpotent, and A is semisimple. In the first
case it follows from (9.1) and (4.1) that θ ◦ dψ(A) 6= 0 and θ ◦dψ cannot integrate
to a character H0 → Gm, so we are done.
Let A be semisimple. It follows from (4.1) and condition (b) of Section 2.1 that
res((idL)+α+) + res((idL)−α−) + 〈idL, b(L)〉 = 0.
Thus A is not scalar. Then (L, η) decomposes with respect to the eigenvalues of A
as L = L1 ⊕ L2 (and for every i we have η|nixi = L1|nixi or η|nixi = L2|nixi).
Let A′ be the endomorphism of (L, η) that is zero on L1 and the identity on L2.
We see that
res(A′+α+) + res(A
′
−α−) =
∑
i
resα±i /∈ Z
by condition (c) of Section 2.1. Again, θ◦dψ does not integrate and we are done. 
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9.3. Step 2: DBun(−1),α − mod ≃ DP,β − mod. Recall that Bun(−1) = P/Gm,
where Gm acts trivially.
Let π : P → Bun(−1) be the projection. It follows from the definition of a
(strongly) equivariant D-module that DBun(−1),α − mod ≃ π•DBun(−1),α − mod.
So all we have to check is that π•DBun(−1),α = DP,β.
By Proposition 4.10 we have Bun(−1) = P/Gm, where P is glued from two
copies of P1, which we denote now by P1+ and P
1
− (so that x
−
i ∈ P1−). We saw
that P can be viewed as the moduli space of triples (L, η,OP1(−2) →֒ Lη) (cf.
Remark 4.11). We shall be using the notation from the proof of Proposition 4.10.
Let ρ : P˜ → P be the projection. We assume that ρ−1(P1+) is given by p′ 6= 0, while
ρ−1(P1−) is given by p 6= 0.
Lemma 9.4. For all i there exists a unique (L, η) ∈ Bun(−1) such that ηxi =
(OP1)xi ⊂ Lxi and under the above description of Bun(−1) this point corresponds
to x−i .
Proof. Consider the composition OP1(−D) →֒ L(−D) →֒ Lη. Clearly, ηxi =
(OP1)xi if and only if this composition is zero at xi . This happens if and only if
the rank of ϕ′ : OP1(−D)⊕OP1(−2)→ Lη drops at xi with the kernel OP1(−D)xi .
This is in turn equivalent to q = xi, p
′ = 0. 
Let δ be the line bundle on Bun(−1) whose fiber at (L, η) is detRΓ(P1, L). Let δ′
be the pullback of δ to P . Fix ∞ ∈ P1 −D.
Lemma 9.5. δ′ ≃ OP (2(∞)−
∑
nix
−
i ).
Proof. Let t ∈ Gm act on P˜ by
(9.2) t · (p, p′, q) = (p/t, tp′, q).
This action gives rise to a Gm-torsor P˜ → P . We claim that the corresponding
line bundle is δ′.
Indeed, consider the cartesian diagram
P˜
ρ−−−−→ Py y
P −−−−→ Bun(−1).
Here the left hand arrow is the torsor described above. The top arrow corresponds
to forgetting the embedding OP1(−2) → Lη. Thus P on the right parameterizes
parabolic bundles with embeddings OP1 → L. However, such an embedding is
the same as a non-zero element of detRΓ(P1, L) = H0(P1, L). Hence the torsor
on the right is the one corresponding to δ, and the torsor on the left is the one
corresponding to δ′.
We have
ρ−1(P1+) = {(f(q)/p′, p′, q) ∈ P˜},
where p′ 6= 0 is in the fiber of OP1(2) over q. Thus ρ−1(P1+) is the total space of
OP1(2) with the zero section removed, and the action (9.2) is the standard one.
Hence δ′|P1
+
= OP1(2).
Further,
ρ−1(P1−) = {(p, f(q)/p, q) ∈ P˜}
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is also the total space of OP1(2) with the zero section removed but the action (9.2)
is the inverse one, so the total space of the corresponding line bundle is obtained by
compactifying at infinity and δ′|P1
−
= OP1(−2). We also see that if a meromorphic
section s of δ′ has order mi at x
+
i , then it has order mi − ni at x−i .
Let s be a section of OP1(2) = δ
′|P1
+
with a double zero at ∞. We view it as
a meromorphic section of δ′. It has no other zeroes on P1+, and, by the previous
remark, it has a pole of order ni at x
−
i . Thus the divisor of s is 2(∞)−
∑
nix
−
i . 
Denote by ∆− and ∆+ the graphs of the immersions D →֒ P1− →֒ P and D →֒
P1+ →֒ P , respectively.
Lemma 9.6. Let L be the universal family on P1 × P . Then
detL|D×P ≃ OD×P (∆− +∆+)⊗ p∗2δ′.
Proof. We have a canonical map p∗1OP1(−2) → L (recall the modular description
of P ). On the other hand, we have an adjunction morphism p∗2δ
′ → L (recall that
the fiber of p∗2δ
′ is H0(P1, L)). These maps give rise to a map p∗1OP1(−2)⊗ p∗2δ′ →
detL, and it vanishes exactly over the graph of ℘. Restricting to D× P we obtain
the result. 
Note that C[D]×-torsors on a scheme Y are the same asD-families of line bundles
on Y (i.e., line bundles on D× Y ). Indeed, a line bundle on D× Y is the same as
a rank one locally free module over C[D] ⊗C OY . Such modules are in one-to-one
correspondence with torsors over the sheaf (C[D]⊗C OY )×.
Thus ηuniv and η
′
univ can be viewed as line bundles onD×Bun(−1). Clearly, ηuniv
is a subbundle of L|D×Bun(−1), and η′univ = (L|D×Bun(−1))/ηuniv.
Proposition 9.7. (a) The pullback of ηuniv to D× P is OD×P (∆+).
(b) The pullback of η′univ to D× P is p∗2(OP (2(∞)−
∑
nix
−
i ))⊗OD×P (∆−).
Remark 9.8. The asymmetry is due to the choice of one of two torsors P →
Bun(−1).
Proof. Note that π∗ηuniv ⊗ π∗η′univ = detL|D×P , thus (a) follows from (b) and
Lemma 9.6. Let us prove (b). The proof is essentially a family version of Lemma 9.4.
As in the proof of Lemma 9.6 we get a map δ¯ := p∗2δ
′ → L. Restricting this to
D× P and composing with the natural projection we get a map
δ¯|D×P → π∗η′univ .
We need to show that it vanishes exactly on ∆−. Clearly, this map vanishes on
S ⊂ D×P if and only if δ¯ → L factors through ηuniv over S. One checks that this
happens if and only if δ¯(−(D×P ))→ L(−(D×P ))→ Lηuniv vanishes over S. Let
us show that S ⊂ ∆− in this case (we leave the converse to the reader).
We see that the rank of ϕ′ : δ¯(−(D × P )) ⊕ p∗1OP1(−2) → Lηuniv drops on S.
Recall the modular definition of ℘: its graph is given by the scheme, where the
rank of ϕ′ drops (cf. proof of Proposition 4.10, Step 5). Thus S ⊂ ∆− ∪∆+. But
the kernel of ϕ′ is δ¯(−(D× P )), thus in fact S ⊂ ∆−. 
Now let us be explicit about what we need to calculate: π∗ηuniv and π
∗η′univ
correspond to classes [π∗ηuniv], [π
∗η′univ] ∈ H1(D × P,O×D×P ). There is a natural
map dlog : O×
D×P → p∗2ΩP : f 7→ f−1dP f . Applying this map to [π∗ηuniv]
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and [π∗η′univ] we get elements of H
1(P,ΩP ) ⊗C OD. The TDO ring π•DBun(−1),α
corresponds to an element of H1(P,ΩP ) given by
〈dlog[π∗ηuniv ], (α+i )〉+ 〈dlog[π∗η′univ], (α−i )〉,
where
〈·, ·〉 : H1(P,ΩP )⊗OD ⊗O∨D → H1(P,ΩP ).
Choose local parameters zi at xi ∈ P1; we obtain an isomorphism
OD =
∏
i
C[wi]/w
ni
i .
Recall the description of H1(P,ΩP ) given in Lemma 2.1. An easy calculation shows
that
dlog
(
p∗2(2(∞)−
∑
nix
−
i )
)
= (0, ni dzi/zi)⊗ 1D,
dlog(OD×P (∆−)) =
(
1D,− dzi
zi − wi
)
,
dlog(OD×P (∆+)) =
(
1D,
dzi
zi − wi
)
( dzizi−wi should be expanded in the powers of wi). Further,
〈(0, ni dzi/zi)⊗ 1D, (α−i )〉 = (0, niλdzi/zi),〈(
1D,− dzi
zi − wi
)
, (α−i )
〉
= (λ,−α−i ),〈(
1D,
dzi
zi − wi
)
, (α+i )
〉
=
(∑
i
resα+i , α
+
i
)
.
Note that collections (α±i ) in the left-hand side are viewed as elements of O
∨
D
, while
in the right-hand side they are polar parts of 1-forms.
Applying the previous proposition and recalling that λ +
∑
i resα
+
i = −d, we
see that the element of H1(P,ΩP ) corresponding to π
•
DBun(−1),α is
(−d, α+i − α−i + niλdzi/zi).
It remains to notice that β±i correspond to the same element of H
1(P,ΩP ), cf.
Lemma 2.1.
9.4. Step 3: Mα ≃ Mβ. This isomorphism is provided by Katz’s middle convo-
lution. It is defined in [Kat] in the settings of l-adic sheaves; see [Sim4] or [Ari1]
for the settings of de Rham local systems. Here is an explicit description of the
isomorphism.
Fix∞ ∈ P1−D. There is a unique 1-form α on P1−D−{∞} such that α+α−i is
non-singular at xi and α has a pole of order one at ∞. Similarly, there is a unique
1-form β on P1−D−{∞} such that β+ β−i is non-singular at xi and β has a pole
of order one at ∞. Note that res∞ α =
∑
i resα
−
i = λ and res∞ β = −λ.
Fix (L,∇) ∈ Mα. The connection
∇+ α : L→ L⊗ ΩP1(D+ (∞))
has formal type (0, α+i − α−i ) at xi. Let L˜ ⊂ L be the largest subsheaf such that
(∇+ α)(L˜) ⊂ L⊗ ΩP1(∞).
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Explicitly, L˜ is the modification of L with respect to one of two parabolic structures
on L induced by ∇. Precisely, this parabolic structure η is such that the polar part
of ∇ induces multiplication by α− on η (cf. Corollary 4.4).
Consider on P1×P1 the differential 1-form λd log(x− y), where x and y are the
coordinates on the first and second factors, respectively. The preimage p∗1L carries
a flat meromorphic connection p∗1∇; let us equip p∗1L with the flat meromorphic
connection
p∗1∇+ p∗1α+ λd log(x− y).
Denote the ‘horizontal’ and ‘vertical’ parts of this connection by ∇x and ∇y . We
then obtain an anti-commutative square
(9.3)
p∗1L˜
∇x−−−−−→ p∗1L⊗ p
∗
1ΩP1(∆)
∇y
y ∇yy
p∗1L˜⊗ p
∗
2ΩP1(∆ + P
1 × {∞})
∇x−−−−−→ p∗1L⊗ p
∗
1ΩP1 ⊗ p
∗
2ΩP1(2∆ + P
1 × {∞}).
Consider the complex
F• := (p∗1L˜ ∇x−−−−→ p∗1L⊗ p∗1ΩP1(∆))
of sheaves on P1 × P1. The differential ∇x is p−12 OP1-linear, so the direct image
Rp2,∗F• makes sense as an object in the derived category of OP1-modules. It is
easy to see that R0p2,∗F• = R2p2,∗F• = 0. Now the Euler characteristic argument
shows that Rp2,∗F•[1] is a locally free OP1-module of rank two; let us denote it
by E.
Similarly, consider the complex
F•(∆) = (p∗1L˜(∆) ∇x−−−−→ p∗1L⊗ p∗1ΩP1(2∆)).
Then Rp2,∗F•(∆)[1] is a locally free OP1 -module of rank two; let us denote it by E˜.
The natural morphism F• →֒ F•(∆) induces a homomorphism ι : E → E˜.
Recall that
OP1×P1(k∆)/OP1×P1((k − 1)∆) ≈ (ι∆)∗T ⊗kP1 .
Thus we have an exact sequence of complexes
0→ F• → F•(∆)→ (ι∆)∗(L˜⊗ TP1 → L⊗ TP1)→ 0.
One checks that the differential in the rightmost complex is induced by the natural
inclusion L˜ →֒ L. Thus ι is an embedding, and Coker(ι) ≃ OD. We can thus
identify E˜ with an upper modification of E.
Finally, note that diagram (9.3) provides a C-linear map ∇E : E → E˜⊗ΩP1(∞).
Clearly, ∇E satisfies the Leibnitz identity. We view ∇E as a connection on E with
poles at D ∪ {∞}.
Proposition 9.9. The formal type of ∇E at xi is (0, β+i − β−i ), and the residue
of ∇E at ∞ is −λ. In other words, (E,∇E − β) ∈Mβ. The correspondence
(L,∇) 7→ (E,∇E − β)
is an isomorphism Mα →˜ Mβ.
We shall prove a slightly weaker statement, which is sufficient for our purposes.
Namely, we prove that (E,∇E) has the described formal types after a modification.
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Proof. Let DP1,λ be the TDO ring corresponding to λ ∈ C = H1(P1,ΩP1). For
(L,∇) ∈Mα consider the DP1,λ-module !∗(L,∇+α), where  : P1−(D∪∞) →֒ P1
is the natural inclusion. Note that it has no singularity at ∞ because of the twist
by λ.
As explained in [Ari1, Section 6.3], the Katz–Radon transform gives an equiva-
lence R : DP1,λ −mod → DP1,−λ −mod and it is easy to see that it is compatible
with our construction in the sense that
R(!∗
∗(L,∇+ α)) = !∗∗(E,∇E).
(The proof is similar to [Ari2, Lemma 13].)
Let Φxi be the functor of vanishing cycles as defined in [Ari1]. We get
Φxi(!∗
∗(E,∇E)) = ΦxiR(!∗∗(L,∇+ α)) = R(xi, xi)Φxi!∗∗(L,∇+ α) =
R(xi, xi)(OD˙,d+ α
+
i − α−i ) = (OD˙,d+ α+i − α−i + niλ).
Here R(xi, xi) is the local Katz–Radon transform, the second equality is [Ari1,
Corollary 6.11], the last equality is [Ari1, Theorem C]. Now it is easy to see that
!∗
∗(E,∇E) has required singularities.
It follows that the formal type of ∇E at xi is (mi, β+i − β−i + m′i), where mi,
andm′i are integers. Thus (E,∇E−β) becomes a connection inMβ after a suitable
modification.
Note that the construction of (E,∇E−β) works in families as well. Since formal
normal forms of connections exist in families, after a suitable modification we get a
morphism Mα →Mβ. If we do the same construction with α and β switched and
use the inverse Katz–Radon transform, we get a morphism Mβ →Mα. It is easy
to see that these morphisms are inverse to each other. 
This completes the proof of Theorem 3.
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