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RESUMEN 
 
ANÁLISIS DE DATOS USANDO MODELOS ESTADÍSTICOS SOBRE UN 
DATAWAREHOUSE  ACADÉMICO PARA LA FACULTAD DE INGENIERÍA, 
CIENCIAS FÍSICAS Y MATEMÁTICA. 
 
En las organizaciones los procesos administrativos, indistintamente del sector al que 
pertenecen, cada día son más complejos y manejarlos es aún difícil. En tanto las tecnologías 
de información permiten ayudar en la parte de sistemas de información desde la parte 
operativa hasta la dirección estratégica y gerencial en el manejo de la información para la 
toma de decisiones estratégicas, a través de la tecnología Inteligencia de Negocios 
específicamente en el tratamiento de la información proceso ETL usando herramientas libres 
como Kettle para este fin. 
 
Este proyecto de grado pretenden dar una visión general de las técnicas de Análisis de Datos y 
de las aplicaciones que las implementan usando herramientas libres como es WEKA, 
permitiendo entender los conceptos y algoritmos sobre los que se basan las técnicas así como 
el resultado de su aplicación sobre la información del Sistema Académico de la Facultad de 
Ingeniería, Ciencias Físicas y Matemática. 
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ABSTRACT 
 
DATA ANALYSIS USING ON A STATISTICAL MODELS FOR ACADEMIC 
DATAWAREHOUSE FACULTY OF ENGINEERING, PHYSICAL SCIENCES AND 
MATHEMATICS. 
 
In the organizations the administrative processes, no matter which sector it belongs to, each 
day they become more complex and managing them is even more difficult. In one part, the 
information technologies help in the area of information systems from the operative part to 
the strategic and management direction in the data analysis for making strategic decisions, 
through the Intelligence of Business technology, specifically in the processing of data, process 
ETL using free tools such as Kettle to achieve these objectives. 
 
This thesis project pretends to give a general view of the Data Analysis techniques and the 
applications that implement them with the usage, of free tools such as WEKA, letting us to 
understand the concepts and algorithms in which these techniques are based and also the 
result of its implementation on the information of the Academic System of the Faculty of 
Engineering, Physical Sciences and Mathematics. 
 
 
 
 
 
 
 
 
DESCRIPTORS:  
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INTRODUCCIÓN 
 
Los procesos administrativos de una organización, indistintamente del sector al que 
pertenecen, cada día son más complejos y manejarlos es aún difícil. Las razones pueden ser 
múltiples de acuerdo al sector en el que se desarrolle como son: para brindar nuevos servicios, 
crear nuevos proyectos, satisfacer necesidades de los miembros de la institución, ser 
competitivos en el medio, etc. En tanto las tecnologías de información ahora juegan un rol 
importante en toda la pirámide de la organización, desde la base operativa con sistemas de 
información transaccionales hasta la dirección estratégica y gerencial que requieren de 
sistemas de información para el soporte del proceso de decisiones. Business Intelligence es 
más que una estrategia aceptada en el campo. 
 
En la actualidad cada vez se van incorporando varias instituciones públicas y privadas en el 
uso de Business Intelligence para el manejo y la toma de decisiones estratégicas, utilizan una 
estructura óptima de datos para analizar la información al detalle desde todas las perspectivas 
que afecten a dichas instituciones aprovechando la ventajas y beneficios que esta metodología 
brinda. 
  
Mediante la administración de la información es posible también a través del Método 
Estadísticos llevar a cabo diferentes análisis relacionados con la parámetros más relevantes de 
la organización, con el fin de mejorar el desempeño de las instituciones. 
 
Este proyecto de grado pretenden dar una visión general de las técnicas de análisis de datos y 
de las aplicaciones que las implementan, permitiendo entender los conceptos y algoritmos 
sobre los que se basan las técnicas así como el resultado de su aplicación sobre la información 
del Sistema Académico de la Facultad de Ingeniería, Ciencias Físicas y Matemática. 
 
También muestra el funcionamiento de la herramienta WEKA de distribución libre que 
permite aplicar los algoritmos de análisis de datos de una manera más rápida y óptima. 
 
Debido a la gran cantidad de información académica que se encuentra en nuestra Facultad y la 
importancia que esta tiene, es primordial consolidar la información y evaluarla mediante 
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Modelos Dimensionales y Modelos de Análisis Estadísticos que agilicen las decisiones a nivel 
de autoridades. 
 
A partir de los datos obtenidos de la creación del Datamart Académico basándose en una serie 
de parámetros medidos u observados, se desarrolla indicadores un análisis para que ayuden a 
definir estos parámetros e interpretarlos. 
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CAPITULO I 
 
1.  EL PROBLEMA DE INVESTIGACION 
1.1  Planteamiento del Problema 
Tomando en cuenta la información disponible en los sistemas académicos sobre 
docentes y estudiantes de la Facultad se han realizado la aplicación de técnicas de 
análisis de datos adecuadas para la información proporcionada de modo que permitan 
conocer un resumen de la situación actual en el área académica de las distintas 
carreras de la facultad cuyos resultados servirán de guía para la toma de decisiones a 
nivel de las autoridades de las distintas carreras de la facultad.  
 
En la actualidad la facultad no cuenta con una Metodología Estadística que permita 
la toma de decisiones de manera proactiva, los procesos gestión que se manejan en la 
facultad, cada día son más complejos y su administración se convierte más difícil por 
diversas razones. 
 
Las tecnologías de información nos permiten poder mejorar este desempeño 
estructural desde la parte operativa hasta la etapa gerencial de toma de decisiones de 
las cuales depende toda la organización en este caso nuestra facultad sobre manera 
con el uso de las técnicas de análisis de datos a través de la herramienta libre WEKA. 
 
Macro  
 
La mayoría de las instituciones públicas y privadas no utilizan los métodos de 
análisis de datos para la toma de decisiones estratégicas a nivel ejecutivo que les 
permita realizar análisis completo de la situación de su organización, debido a que 
piensan que son métodos muy complejos y difíciles de implementar e interpretar. 
 
La situación se complica cuando se requiere que se entregue distintos documentos 
que resumen la información general y especifica en base a los distintos parámetros de 
la organización de acuerdo al tipo de institución y al nivel de conocimiento del 
analista. Todo ello produce una frecuentes pérdidas de tiempo porque se lo debe 
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realizar de manera manual o usando herramientas básicas de cálculo que no están 
adecuadas para el gran manejo de la información y su complejidad.  
 
Existen distintas herramientas de gestión estratégica que dan solución a esta 
problemática: entre las cuales tenemos herramientas libres que no tienen nada que 
envidiarles a las herramientas propietarias que pertenecen a las grandes empresas y 
que tienen un alto costo.  
 
Estas aplicaciones permiten lograr un resultado eficiente al análisis de la información 
que se aplica la cual facilita la aplicación de argumentos y especificaciones que 
requiere cada técnica de análisis de datos.  
 
En consecuencia, el uso de estas aplicaciones pueden optimizar la inversión en estos 
grupos objetivo específicos, con lo cual se logra eficiencia; generando 
competitividad frente a aquellas facultades que no aplican este tipo de aplicaciones y 
tecnologías 
 
Meso  
 
En las diversas universidades del país son pocas las que han desarrollado Soluciones 
de Business Intelligence específicamente el proceso ETL para la recolección de la 
información a ser analizada sobre todo por el desconocimiento de esta nueva 
tecnología de análisis de la información y las ventajas que esta tiene a nivel directivo. 
 
Otra de las razones por la que no se usa esta tecnología y las técnicas de análisis de 
datos es por el nivel de análisis que se realiza a la información y por el 
desconocimiento del uso de estas técnicas sobre todo no saber que se pueden aplicar 
usando herramientas más intuitivas que facilitan esta implementación además porque 
el tipo de análisis de realizan actualmente va enfocado a un estándar de organización 
ya que cada una de las universidades tienen su propio esquema estructural de su 
institución por lo que información que para una universidad es relevante para otra no 
lo es. 
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Adicional a esto, el costo de las herramientas de Business Intelligence es un 
condicionante para su adquisición sobre todo para universidades públicas que no 
tienen su propia autogestión económica. 
 
Micro  
 
En la Facultad de Ingeniería, Ciencias Físicas y Matemáticas se realiza un análisis de 
la información de acuerdo a las necesidades de las distintas autoridades que les 
permiten analizar la información académica de docentes y estudiantes pero no está 
enfocada al uso de la tecnología y herramientas estadísticas que les den un mejor y 
preciso resultado de su análisis, no cuenta con la herramienta de Business 
Intelligence adecuada para realizar la recolección de la información usando el 
proceso ETL adecuado para la gran cantidad de información que existe la que se 
debe analizar e interpretar adecuadamente por métodos de análisis de datos. 
 
En la actualidad, se hacen proceso manuales para dar solución a estas necesidades 
pero termina siendo procesos muy engorrosos y que llevan pérdida de tiempo para la 
persona que debe generar los informes con la frecuencia que sean solicitados 
 
Por lo que la solución que se presenta de la herramienta libre para Business 
Intelligence y Análisis Estadística, permite un mejor aprovechamiento del análisis y 
procesamiento de los datos para convertirla en fuentes de información, logrando que 
las autoridades de la facultad puedan tomar decisiones oportunas, acertadas y 
sustentadas en el análisis de su información. Es decir, se hace indispensable el 
análisis y procesamiento de datos de la facultad para su posterior visualización a 
modo de información, que puedan brindar soporte para la toma de decisiones, en toda 
entidad que busque ser competitiva en el presente contexto. 
 
En la presente tesis se muestra la forma de elegir las variables más representativas de 
la facultad, para la segmentación de alumnos y docentes, estas variables reflejan una 
combinación adecuada para valorizar de manera óptima a los alumnos y/o docentes. 
Esta valorización debe estar alineada a los objetivos de la facultad. Este tipo de 
análisis es poco común, aún muchas organizaciones lo realizan de manera empírica, 
sin mayor análisis estadístico por lo complejo de la implementación.  
                                                                                                                                                                        
4 
 
 
Este caso de estudio de análisis de datos mostrará la aplicación del proceso ETL para 
la recolección de datos creando un Datawarehouse Académico y la aplicación de 
modelos de Análisis de Datos adecuados al tipo de información disponible usando 
herramientas libres de una manera más fácil, buscando minimizar la interacción 
directa del usuario final, con el objetivo, de que la facultad logre identificar el estado 
académico actual. 
 
Por  los problemas identificados se presenta  el planteamiento de la solución  
destinado a mejorar la toma de decisiones educativas estratégicas de manera más 
completa  para la Facultad:  
Análisis de Datos usando Modelos Estadísticos sobre un Datawarehouse  Académico 
para la Facultad de Ingeniería, Ciencias Físicas y Matemática. 
 
Prognosis  
 
La implementación de la solución creada para realizar el proceso ETL dirigida a 
crear un Datawarehouse Académico y el Análisis de Datos usando Métodos 
Estadísticos permite que las autoridades de la Facultad de Ingeniería puedan tomar 
decisiones estratégicas para optimizar los procesos de cada una de las carreras. 
1.2    Formulación del Problema 
 
¿Cuál es la ventaja de realizar el Proyecto de Creación un Datawarehouse 
Académico para el Análisis de Datos usando Métodos Estadísticos para la Facultad 
de Ingeniería, Ciencias Físicas y Matemática? 
1.3  Interrogantes de la Investigación 
 
1. ¿Es viable el uso de herramientas de Business Intelligence para implementar 
soluciones a nivel gerencial en la facultad? 
 
2. ¿Se puede utilizar herramientas de Business Intelligence para la creación de 
Datawarehouse que muestren la información académica de las carreas de la 
Facultad? 
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3. ¿Es posible realizar Métodos de Análisis de Datos usando herramientas libres 
para aplicarlos a la información académica más importante de las distintas 
carrearas de la facultad? 
1.4 Objetivos de la Investigación 
 
Crear e implementar una solución para obtener un Datawarehouse Académico para  
el Análisis de Datos usando Métodos de Análisis de modo que las autoridades de la  
Facultad hagan uso de estos resultados en la toma de decisiones que mejoren la 
administración de cada una de las carreras usando software libre. 
1.5 Objetivo General 
 
Realizar el Análisis, Diseño e Implementación de un Datawarehouse Académico de 
la información de la Facultad de Ingeniería, Ciencias Físicas y Matemática para 
desarrollar el Análisis de Datos usando Métodos Estadísticos, para apoyar  a las 
autoridades en la toma de decisiones al concentrar la información más relevante y de 
manera consolidada utilizando modelos de análisis dimensionales y estadísticos. 
1.6 Objetivos Específicos 
 
 Usar Herramientas Libres de Business Intelligence como es Pentaho para realizar el 
análisis, diseño e implementación del proceso ETL para la creación del Datawarehouse 
Académico de la Facultad de Ingeniería, Ciencias Físicas y Matemática que 
contienen la información de docentes y estudiantes para realizar el análisis requerido por 
las autoridades. 
 
  Mejorar la toma de decisiones y el nivel más completo de análisis de la información de  
la Facultad, a través de distintos Métodos  Estadísticos de Análisis de Datos  de la 
información usando la herramienta libre WEKA. 
 
 Permitir analizar mediante el Datawarehouse los planes estratégicos de la facultad en 
forma más efectiva, lo que ayuda para mejorar las relaciones entre el alumno y docente..  
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 Generar cuadros y gráficos estadísticos para el análisis de datos obtenidos del 
Datawarehouse al aplicar los Métodos de Análisis de Datos  de la información usando al 
herramienta libre WEKA.  
1.7 Justificación  
 
El presente tema de tesis permitirá utilizar el Datawarehouse implementado con la 
información académica de la Facultad para poder generar informes y resultados más 
completos que están consolidados en el repositorio del Datawarehouse para que las 
autoridades de la Facultad puedan tomar decisiones estratégicas para el 
mejoramiento académico de las carreras que dirigen, además se muestra un caso de 
estudio de la información usando las variables más representativas de la información 
académica para el Análisis de Datos de dicha información, estas variables reflejan 
una combinación adecuada para conocer el estado histórico de la organización 
estudiantes y/o docentes y su desempeño.  
 
Esta valorización está alineada a los objetivos de la Facultad. En particular para este 
proyecto de tesis, se analiza y rediseña la forma de trabajo, donde los usuarios, por 
un lado utilizaban procedimientos largos y manuales para realizar análisis de los 
datos de su información, por otro lado no se tenía definido un modo de selección de 
las variables más importantes para “cualificar” el valor de sus entidades.  
 
Por estas razones el proceso y la herramienta en la presente tesis se consolidan, con 
lo cual se logrará reducir el tiempo de procesamiento de los datos, de este modo, se 
evitaran y reducirán errores humanos en su uso. En consecuencia se brindará tiempo 
para que el usuario se centre en el análisis del negocio y en la toma de decisiones, en 
lugar realizar tareas operativas. 
 
La presente solución por parte del autor del proyecto de tesis, permitirá poner en 
práctica los conocimientos adquiridos en la Carrera de Ingeniería Informática en un 
ambiente real en beneficio de la sociedad y específicamente en la Facultad de 
Ingeniería, Ciencias Físicas y Matemática.  
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1.8 Alcance 
 
La creación de un Datawarehouse Académico para realizar Análisis de Datos 
Estadísticos para la Facultad de Ingeniería, tiene el siguiente alcance: 
 
 Diseñar e Implementar un Datawarehouse para la información Académica 
obtenida del Sistema FING, usando la herramienta libre Pentaho Data Integration 
Kettle para el proceso ETL, para que se pueda generar con esta solución informes 
para las autoridades de la Facultad presentando su información de acuerdo al 
análisis a realizar. 
 
 Desarrollar el Análisis de Datos usando Métodos Estadísticos sobre el  
Datawarehouse para definir y administrar la información relacionada con las 
entidades que conforman la Facultad. 
 
 Para los Métodos Estadísticos de Análisis de Datos se lo realizará usando los 
algoritmos adecuados para la información obtenida del Sistema Académico 
FING, usando la herramienta libre Pentaho Data Mining Community Edition 
(WEKA). 
 
 Como resultado se obtendrán un informe con los distintos algoritmos aplicados y 
los resultados obtenidos. 
 
 El presente proyecto se entregará en los laboratorios de la Facultad con la 
documentación respectiva,  para cuando lo crean necesario lo implementen. 
1.9  Limitaciones  
 
Para la elaboración del presente tema de tesis se presentaron para el desarrollo del 
mismo las siguientes limitaciones a continuación descritas que dependen de los 
varios  factores: 
 
 Para el proceso de elaboración de la Aplicación, se lo realiza fuera del horario 
laboral, lo que nos limita el trato directo con el usuario en caso que se requiera 
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alguna validación adicional a las obtenidas en el levantamiento de la 
información. 
 
 El uso de la  herramienta libre para el desarrollo del tema de tesis nos limita de 
un soporte de información completo por lo cual se necesitó mayor tiempo de 
investigación de la herramienta.  
 
 Se evaluaron el uso de la herramienta de Inteligencia de Negocios y Técnicas de 
Análisis de Datos Estadísticas que cumpla con la mayor cantidad de 
características que cubran las necesidades que tiene la Facultad para la  
administración de su información. 
 
 Se realizó la creación del proceso ETL para la construcción del Datawarehouse 
con la información disponible en el Sistema Académico FING ya que no se pudo 
obtener la información del Sistema Académico SAU por políticas de seguridad 
de esta información. 
1.10 Contribuciones 
 
Las contribuciones que se lograrían al implementar el Datawarehouse Académico y 
el Análisis de Datos de la información de la facultad son varias: 
 
 Facilitar el manejo de la información académica usando un Datawarehouse. 
 Reduciría los tiempos de consulta de la información porque está consolidada. 
 Mejorar el desarrollo y tiempo de respuesta a los informes solicitados por las 
autoridades. 
 Permitir analizar la información usando Métodos de Análisis Estadísticos 
 Los estudiantes, usuarios y demás personas se beneficiarán de las decisiones 
tomadas por las autoridades según los resultados obtenidos. 
1.11 Herramientas 
 
Para el funcionamiento adecuado de la Aplicación propuesta serán necesarias las 
siguientes herramientas de hardware y software, que a continuación se detallan: 
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1. Hardware Servidor. 
 Servidor de 32 bits  
2. Software de Servidor 
 Sistema Operativo Windows Server 2003 
3. Motor de Base de datos Relacional  
 PostgreSQL (Repositorio Datawarehouse) 
 JVM 
4. Herramienta de Business Intelligence 
 Pentaho Data Integration KETTLE 
5. Herramienta de Minería de Datos 
 Pentaho Data Mining Community Edition (WEKA). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                        
10 
 
CAPITULO II 
2.    REVISIÓN BIBLIOGRÁFICA 
2.1. Antecedentes 
 
De acuerdo a la investigación realizada para la elaboración del proyecto de  tesis se 
basó en la experiencia laboral en el área del Business Intelligence con el manejo de 
las herramientas de IBM Cognos que comprenden la metodología adecuada para la 
implementación de proyectos que usen tecnología BI específicamente el proceso 
ETL (Extracción, Transformación y Carga) de la información. 
 
Tomando como referencia el uso de la metodología se sustenta la siguiente 
fundamentación teórica del uso de herramientas Open Source para la realización del 
proyecto de tesis. 
2.2. Fundamentación Teórica 
 
La Facultad de Ingeniería, Ciencias Físicas y Matemática requiere un Datawarehouse 
Académico que permita aplicar los Métodos de Análisis de Datos para la toma de 
decisiones óptimas. 
 
A continuación se presenta información teórica sobre la Tecnología BI y las  
Herramientas utilizadas para el uso de esta metodología. 
2.2.1. Business Intelligence  - Inteligencia de Negocios 
 
La Inteligencia de Negocios, se puede definir como un conjunto de modelos y 
metodologías de análisis que se aprovechan de los datos disponibles en distintos 
tipos de fuentes que posea la organización sean estos automáticos o manuales para 
generar la información y conocimientos útiles para la toma de decisiones. El acceso a 
los datos plantea la interrogante ¿Cómo puede aportar a mi organización el uso de los 
datos?  La respuesta a esta interrogante es que al convertir esos datos en información 
y conocimientos que luego pueden ser utilizados por los tomadores de decisiones 
para ayudar y mejorar la administración de las empresas de cualquier sector al que 
pertenezca. En ese sentido el presente proyecto de tesis aplica la definición de 
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Inteligencia de Negocios para el análisis de la información con el objetivo brindar 
una herramienta que ayude en la toma de decisiones.  
 
Las tecnologías de bajo costo de almacenamiento de datos y manejo dimensional 
estratégico en las organizaciones permiten la manipulación e interpretación de 
grandes cantidades de datos. Estos datos son distintos de acuerdo al tipo de 
organización en su origen, contenido y la representación, ya que incluyen datos 
médicos, financieras y administrativas transacciones, rutas de navegación web, 
correos electrónicos y el resultado de la interacción transaccional de las empresas 
con sus clientes, estos son sólo algunos ejemplos. 
 
Inteligencia de negocios nos permite responder algunas preguntas como: 
 
1. ¿Quiénes son mis mejores clientes?  
2. ¿Dónde se ubican?  
3. ¿Qué compran?  
4. ¿Cuáles líneas de productos son las más rentables?  
5. ¿Que productos son mis top 10? ¿Cuáles son mis peores 10?  
6. ¿Qué productos son los más vendidos este mes?  
7. ¿Cómo van mis avances respecto de lo planificado?  
8. ¿Dónde se concentran el 80% de mis ventas, mis gastos, mi rentabilidad?  
 
Convertir  Data a Información 
 
En la actualidad, los volúmenes de información que se manejan y que se generan día 
a día son cada vez más grandes y complejos.  
Ahora, la diferencia entre la data que se genera en toda organización y los resultados 
de una persona de negocios que necesita para tomar decisiones, es normalmente muy 
grande.  
 
La Inteligencia de Negocios trata de llenar esa brecha, convirtiendo la data en 
información útil para la organización, por eso mucha gente define la Inteligencia de 
Negocios como un “enfoque para manejar datos”. 
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El Ciclo de Inteligencia de Negocios 
 
Figura  1. Pirámide Inteligencia de Negocios 
 
La Inteligencia de Negocios es un ciclo cerrado en el cual las compañías establecen 
sus objetivos, analizan su progreso, obtienen conocimientos sobre sus propias 
operaciones, hacen cambios, miden sus resultados y comienzan todo el ciclo 
nuevamente de acuerdo a los resultados obtenidos para corregir sus errores y mejorar 
en los aspectos que están teniendo falencias. 
 
El objetivo primario de un proceso de Inteligencia de Negocios es identificar a qué 
queremos llegar, lo que en la práctica se traduce en identificar oportunidades para 
mejorar las operaciones del día a día del negocio. Luego se evalúa cada una de estas 
oportunidades, se determina la viabilidad de la implementación de la solución en 
base a las limitaciones que se tengan, se establece quien va a usar la información, qué 
información requiere, y se define la arquitectura necesaria para hacer llegar esa 
información al destinatario a tiempo y en forma efectiva de modo que satisfaga sus 
necesidades. 
 
El ambiente del mundo de los negocios de hoy exige una aplicación cada vez más 
eficiente de la información disponible. BI como su nombre en inglés lo indica, 
genera un conocimiento al negocio, que se deriva de la correcta utilización de la 
información generada dentro y fuera de la empresa. BI es una herramienta que pone a 
disposición de los usuarios la información correcta en el lugar correcto.  
 
Son múltiples los beneficios que ofrece a las empresas, entre ellos se encuentra la 
generación de una ventaja competitiva. Hay una gran variedad de soluciones de BI 
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que en suma, son muy similares, pero para que se considere completa debe reunir 
cuatro componentes:  
 
 Proceso ETL (Extraction, Transformation y Load). 
 Datawarehouse. 
 Análisis Multidimensionalidad 
 Minería de Datos. 
 
 
Figura  2. Estructura BI 
 
 
Son ya muchas las empresas que han implementado soluciones de BI y se han visto 
enormemente beneficiadas, con las ventajas que esta tecnología presenta. 
 
2.2.2. Datawarehouse 
Un Datawarehouse es una base de datos corporativa que se caracteriza por integrar y 
depurar información de una o más fuentes distintas, para luego procesarla 
permitiendo su análisis desde la perspectiva que se desee y con excelentes 
velocidades de respuesta. La creación de un Datawarehouse representa en la mayoría 
de las ocasiones el primer paso, desde el punto de vista técnico, para implantar una 
solución completa y fiable de Business Intelligence.  
La ventaja principal de Datawarehouse es en las estructuras en las que se almacena la 
información (modelos de tablas en estrella, en copo de nieve, cubos relacionales. 
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etc.). Este tipo de consolidación de la información es homogénea y segura, y permite 
la consulta y el tratamiento de la misma. 
Las características principales del Datawarehouse son las siguientes: 
 
 Integrado: Los datos almacenados en el Datawarehouse deben integrarse en 
una estructura consistente, por lo que las inconsistencias existentes entre los 
diversos sistemas operacionales deben ser eliminadas. La información suele 
estructurarse también en distintos niveles de detalle para adecuarse a las 
distintas necesidades de los usuarios como es el caso del análisis dimensional 
o para los análisis estadísticos.  
 Temático: Sólo los datos necesarios para el proceso de generación del 
conocimiento del negocio se integran desde el entorno operacional. Los datos 
se organizan por temas para facilitar su acceso y entendimiento por parte de 
los usuarios finales. De esta forma, las solicitudes de información sobre los 
usuarios serán más fáciles de responder dado que toda la información reside 
en el mismo lugar y esta depurada facilitando las consultas a la misma.  
 Histórico: El tiempo es parte muy importante de la información contenida en 
un Datawarehouse. La información almacenada en el Datawarehouse sirve, 
entre otras cosas, para realizar análisis de tendencias entre las distintas 
variables de información. Por lo tanto, el Datawarehouse se carga con los 
distintos valores que toma una variable en el tiempo para permitir 
comparaciones según las necesidades de los usuarios.  
 No volátil: El almacén de información de un Datawarehouse existe para ser 
leído, pero no modificado. La información es por tanto permanente, 
significando la actualización del Datawarehouse la incorporación de los 
últimos valores que tomaron las distintas variables contenidas en él sin 
ningún tipo de acción sobre lo que ya existía.  
 
 
 
Figura  3. Arquitectura Datawarehouse  
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2.2.3.  ETL 
 
Extracción de la información de las distintas fuentes de información. Transformación 
para la creación de los almacenes de datos. Carga periódica de forma desatendida. 
Definición Reglas y objetos de Negocio 
 
Los procesos de Extracción, Transformación y Carga constan de múltiples pasos, 
cuyo objetivo es transferir datos desde las aplicaciones de producción a los sistemas 
de Inteligencia de negocio: 
 
 Extracción de los datos desde las aplicaciones y bases de datos de producción 
(ERP, CRM, RDBMS, archivos, etc.) 
 Transformación de estos datos para acoplarlos en todos los sistemas fuente, 
realizar cálculos o análisis sintáctico de cadenas, enriquecerlos con información 
de búsqueda externa y, además, adaptarlos al formato preciso por el sistema 
objetivo (Third Normal Form, StarSchema, SlowlyChangingDimensions, etc.) 
 
 Carga de los datos resultantes en las diversas aplicaciones de BI: Almacenes de 
datos históricos generales (Datawarehouse) o almacenes de datos empresariales, 
almacenes de datos históricos individuales (Datamart), aplicaciones OLAP 
(Procesamiento analítico en línea). 
 
Aspectos Técnicos  
Pentaho es una solución Web basada en estándares. Soporta un gran conjunto de 
bases de datos y es integrable con otras aplicaciones mediante Servicios Web. La 
Autenticación de los usuarios puede ser realizada con Base de Datos, o bien a través 
de sistemas LDAP o Single Sign On. 
 
Figura  4 Arquitectura ETL 
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2.2.4. Modelo Multidimensional 
 
El modelo multidimensional dentro del entorno de las bases de datos, es una 
disciplina de diseño para el modelo entidad relación y en las realidades de la 
ingeniería de texto y datos numéricos.  
 
Por las características de los almacenes de datos es importante la utilización en su 
diseño de un Modelo Multidimensional (MMD). Este tipo de diseño tiene como 
ventajas sobre el Modelo Entidad-Relación (MER), que es muy flexible, está des- 
normalizado y orientado a los intereses de un usuario final, aunque esto no significa 
que existan inconsistencias en los datos. Mediante la utilización de un MMD se 
disminuye la cantidad de tablas y relaciones entre ellas, lo que agiliza el acceso a los 
datos.  
 
El modelo multidimensional se representa a través de la definición de las tablas de 
hechos y dimensiones.  
 
Tablas de Hechos:  
 
Este tipo de tablas almacenan medidas numéricas, las que representan valores de las 
dimensiones, aunque en ocasiones estas no están presentes y se les denominan 
“tablas de hechos sin hechos”. La llave de la tabla de hecho, es una llave compuesta, 
debido a que se forma de la composición de las llaves primarias de las tablas 
dimensionales a las que está unida. Existen tablas de hechos que no contienen 
medidas, a estas tablas se les denomina tablas de hechos sin hechos, es decir, la 
relación entre las dimensiones que definen la llave de esta tabla de hecho implica por 
si sola la ocurrencia de un evento.  
 
Tablas de Dimensiones:  
 
Este tipo de tablas tienen una llave simple y atributos que la describen. En 
dependencia del esquema de diseño que se asuma pueden contener llaves foráneas de 
otras tablas de dimensión. Existe una dimensión fundamental en todo DW, la 
dimensión tiempo. Los atributos dimensionales son fundamentalmente textos 
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descriptivos, estos juegan un papel determinante porque son la fuente de gran parte 
de todas las necesidades que deben cubrirse, además, sirven de restricciones en la 
mayoría de las consultas que realizan los usuarios. Esto significa, que la calidad del 
modelo multidimensional, dependerá en gran parte de cuan descriptivos y 
manejables, sean los atributos dimensionales escogidos.  
 
Existen varios esquemas para el modelado de los datos en un Data Warehouse siendo 
los más utilizados:  
 
Esquema de Estrella: La tabla de hechos está relacionada con las tablas de 
dimensiones, las cuales no se relacionan entre sí. No existen caminos alternativos en 
las dimensiones.  
 
Esquema de Copo de Nieve: Es parecido al de estrella pero existen jerarquías en las 
dimensiones. Las tablas de dimensiones pueden estar relacionadas, o sea, existen 
caminos alternativos en ellas.  
 
La ventaja fundamental que proporciona este esquema, es porque representa menor 
espacio de almacenamiento, sin embargo, aumenta el número de tablas con las que el 
usuario debe interactuar e incrementa la complejidad de las consultas a realizar. El 
esquema estrella proporciona mayor compresión, navegabilidad, es más cercano a 
como el usuario final refleja la visión de una consulta empresarial.  
2.2.5. Análisis Multivariante 
 
El Método Matemático a utilizar para el Análisis de Datos es el Método 
Multivariante. 
En el Análisis Multivariante se utilizan diferentes enfoques tales como la 
simplificación de la estructura de datos, el cual es una manera simplificada de  
representar el universo de estudio, mediante  la transformación  (combinación lineal 
o no lineal) de un conjunto  de variables interdependientes  en   otro conjunto  
independiente o en un conjunto de menor dimensión. 
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Este  tipo de análisis permite  ubicar las observaciones dentro de grupos  o bien  
concluir que  los individuos están dispersos  aleatoriamente en el multiespacio; 
también  pueden agruparse variables. 
 
El objetivo  es examinar la interdependencia de las variables, la cual abarca  desde la 
independencia total hasta la colinealidad  cuando  una de ellas  es combinación lineal 
de  algunas de las otras  o, en términos aún más generales, es una función f(x) 
cualquiera de las otras. 
 
Entre  los métodos de análisis multivariado para detectar la interdependencia entre 
variables y también entre individuos se incluyen  el análisis de factores, el análisis  
por conglomerados o clusters, el análisis de correlación canónica, el análisis por 
componentes principales, el análisis de ordenamiento multidimensional, y algunos 
métodos no paramétricos. Los métodos para detectar  dependencia  comprenden  el 
análisis de regresión multivariado, el análisis de contingencia múltiple  y el análisis 
discriminante. 
 
El método de análisis de componentes principales  es uno de los más difundidos, 
permite la estructuración de  un conjunto  de   datos  multivariados  obtenidos de una 
población. 
2.2.6. Data Mining 
 
 
El Data Mining surge como una tecnología que intenta ayudar a comprender el 
contenido de una base de datos usando varias técnicas de análisis. De forma general, 
los datos son la materia prima bruta que necesita ser transformada en conocimiento 
que sea útil para la organización. Cuando los especialistas elaboran o encuentran un 
modelo, haciendo que la interpretación de la información y ese modelo represente un 
valor agregado, entonces nos referimos al conocimiento.  
 
El Data Mining trabaja en el nivel superior buscando patrones, comportamientos, 
agrupaciones, secuencias, tendencias o asociaciones que puedan generar algún 
modelo que nos permita comprender mejor el dominio para ayudar en una posible 
toma de decisión 
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2.2.6.1. Métodos para extraer Patrones de Datos 
 
La tecnología actual nos permite capturar y almacenar una gran cantidad de datos, se 
ha estimado que la cantidad de datos almacenados en el mundo en bases de datos se 
duplica cada 20 meses.  
 
En la actualidad cada vez se van incorporando varias instituciones públicas y 
privadas en el uso de Business Intelligence para el manejo y la toma de decisiones 
estratégicas, utilizan una estructura óptima de datos para analizar la información al 
detalle desde todas las perspectivas que afecten a dichas instituciones aprovechando 
la ventajas y beneficios que esta metodología brinda. 
 
Se cree que se está perdiendo una gran cantidad de información y conocimiento 
valioso que se podría extraer de los datos. 
  
 
 
Figura  5 Arquitectura KDD 
 
 
2.2.6.2. Descubrimiento de Conocimiento en Bases de Datos (KDD) 
 
 
El KDD (Knowledge Discovery in Databases) es un proceso de extracción de 
información pero enfocado en identificar patrones que sean válidos, novedosos, 
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potencialmente útiles y, en última instancia, comprensibles a partir de los datos 
obtenidos. 
Proceso: KDD involucra varios pasos y es interactivo, al encontrar información útil 
en los datos, se realizan mejores preguntas.  
 
 Válido: se utilizan principalmente los datos y se espera que los patrones 
puedan aplicarse en el futuro.  
 Novedoso: desconocido con anterioridad.  
 Útil: aplicable y cumpliendo las metas del usuario.  
 Entendible: que nos lleve a la comprensión, muchas veces medido por el 
tamaño. 
2.2.6.3. Metas del KDD 
 
 Procesar automáticamente grandes cantidades de datos sin depuración. 
 Identificar los patrones más significativos y relevantes de acuerdo al caso de 
análisis. 
 Presentarlos como conocimiento apropiado para satisfacer las metas del 
usuario tomando en cuenta la interpretación de los mismos. 
2.2.6.4. El Proceso KDD  
   
El proceso de KDD consiste en usar métodos de minería de datos (algoritmos) para 
extraer (identificar) lo que se considera como conocimiento de acuerdo a la 
especificación de ciertos parámetros usando una base de datos junto con pre-
procesamientos y post-procesamientos.  
 
Una vez que se dispone de datos, se deben seleccionar aquellos que sean útiles para 
los objetivos propuestos. Se preparan, poniéndolos en un formato adecuado, se 
procede a la minería de datos, proceso en el que se seleccionarán las herramientas y 
técnicas adecuadas para lograr los objetivos pretendidos, luego de ello se procede 
con el análisis de resultados, con lo que se obtiene el conocimiento pretendido. 
La interpretación de los patrones extraídos es lo que da origen al conocimiento. 
Pueden usarse varias técnicas a la vez para generar distintos modelos, aunque 
generalmente cada técnica obliga a un pre procesado diferente de los datos. 
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Al Descubrimiento de Conocimiento de Bases de Datos (KDD) a veces también se le 
conoce como minería de datos (Data Mining).  
Sin embargo, muchos autores se refieren al Proceso de Minería de Datos como el de 
la aplicación de un algoritmo para extraer patrones de datos a partir de datos pre-
procesados y a KDD al proceso completo (pre-procesamiento, minería, post-
procesamiento).  
 
Se estima que la extracción de patrones (minería) de los datos ocupa solo el 15% - 
20% del esfuerzo total del proceso de KDD. 
 
 
Figura  6  Fases KDD vs Esfuerzo (%) 
 
 
El proceso de descubrimiento de conocimiento en bases de datos involucra varias 
fases: 
1. Determinar las fuentes de información: que pueden ser útiles y dónde 
conseguirlas. 
2. Diseñar el esquema de un almacén de datos (Data Warehouse): que consiga 
unificar de manera operativa toda la información recogida. 
3. Implantación del almacén de datos: que permita la “navegación” y visualización 
previa de sus datos, para discernir qué aspectos puede interesar que sean 
estudiados y poder realizar la depuración de los mismos. Esta es la etapa que 
puede llegar a tomar el mayor tiempo. 
4. Selección, limpieza y transformación de los datos que se van a analizar: La 
selección incluye tanto la información de filas como de columnas. La limpieza y 
pre-procesamiento de datos se logra diseñando una estrategia adecuada para 
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manejar ruido, valores incompletos, secuencias de tiempo, casos extremos (si es 
necesario), etc. 
5. Seleccionar y aplicar el método de minería de datos apropiado:   Esto     incluye  
la    selección   de   la   tarea de descubrimiento a realizar, por ejemplo, 
clasificación, agrupamiento o clustering, regresión, etc. La selección de él o de 
los  algoritmos a  utilizar.  La  transformación de los datos al formato requerido 
por el algoritmo específico de minería de datos. Y llevar a cabo el proceso de 
minería de datos, se buscan patrones que puedan expresarse como un modelo o 
simplemente   que  expresen   dependencias  de  los  datos,  el modelo encontrado 
depende de su función (clasificación) y de su forma de representarlo (árboles de 
decisión, reglas, etc.), se tiene que especificar un criterio de preferencia para 
seleccionar un modelo dentro de un conjunto posible de modelos, se tiene que 
especificar la estrategia de búsqueda a utilizar (normalmente está predeterminada 
en el algoritmo de minería). 
6. Evaluación, interpretación, transformación y representación de los patrones 
extraídos: Interpretar los resultados y posiblemente regresar a los pasos 
anteriores. Esto puede involucrar repetir el proceso, quizás con otros datos, otros 
algoritmos, otras metas y otras estrategias.  
Este es un paso crucial en donde se requiere tener conocimiento del dominio. La 
interpretación puede beneficiarse de procesos de visualización, y sirve también 
para borrar patrones redundantes o irrelevantes. 
7. Difusión y uso del nuevo conocimiento.  
 Incorporar el conocimiento descubierto al sistema (normalmente para 
mejorarlo) lo cual puede incluir resolver conflictos potenciales con el 
conocimiento existente. 
 El conocimiento se obtiene para realizar acciones, ya sea incorporándolo 
dentro de un sistema de desempeño o simplemente para almacenarlo y 
reportarlo a las personas interesadas. 
 
En este sentido, KDD implica un proceso interactivo e iterativo involucrando la 
aplicación de varios algoritmos de minería de datos. 
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2.2.6.5. Representación de patrones 
 
Según la manera de representar los patrones, podemos distinguir entre técnicas no 
simbólicas y técnicas simbólicas que se acoplan al tipo de información.  
2.2.6.5.1. Técnicas no simbólicas 
 
Las más numerosas  y    tradicionales   son   las   técnicas   no   simbólicas, 
generalmente más apropiadas para variables continuas y con un conocimiento más 
claro de lo que se quiere buscar. El mayor inconveniente de las técnicas no 
simbólicas es su poca (o nula) inteligibilidad. 
 
Entre las técnicas no simbólicas, puedo destacar las siguientes: 
Redes Neuronales Artificiales, Lógica  Difusa, Algoritmos Genéticos y 
combinaciones entre ellos.  
2.2.6.5.2. Técnicas simbólicas 
 
Las técnicas simbólicas generan un modelo “legible” y además aceptan mayor 
variedad de variables y mayor riqueza en la estructura de los datos. Entre las técnicas 
simbólicas, puedo destacar:  
 
Árboles de Decisión, Programación Inductiva y Otras Técnicas de Inducción 
Simbólica de Alto Nivel 
2.2.6.6. Tipologías de patrones  
 
Una vez recogidos los datos de interés en un almacén de datos, un explorador puede 
decidir qué tipos de patrón quiere descubrir. Es importante destacar que la elección 
del tipo de conocimiento que se desea extraer va a marcar claramente la técnica de 
minería de  datos a utilizar. 
 
Los propios sistemas de minería de datos se encargan generalmente de elegir la 
técnica más idónea entre las disponibles para un determinado tipo de patrón a buscar, 
con lo que el explorador sólo debe determinar el tipo de patrón. 
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Tipos de conocimiento que se desea extraer: 
 
1.  Asociaciones: Una asociación entre dos atributos ocurre cuando la frecuencia de 
que se den dos valores determinados de cada uno conjuntamente es relativamente 
alta.  
 
2.  Dependencias: Una dependencia fundamental (aproximada o absoluta) es un 
patrón en el que se establece que uno o más atributos determinan el valor de otro. 
Uno de los mayores problemas de la búsqueda de dependencias es que suelen existir  
muchas dependencias nada interesantes y en las que la causalidad es justamente la 
inversa.  
 
3. Clasificación: Una clasificación se puede ver como el esclarecimiento de una 
dependencia, en la que el atributo dependiente puede tomar un valor entre varias 
clases, ya conocidas. Muchas veces se conoce como aprendizaje supervisado. 
 
4. Agrupamiento/Segmentación: La segmentación (o clustering) es la detección de 
grupos de individuos. Se diferencia de la clasificación en el que no se conocen ni las 
clases ni su número (aprendizaje no supervisado), con lo que el objetivo es 
determinar grupos o racimos (clusters) diferenciados del resto. 
 
5. Tendencias/Regresión: El objetivo es predecir los valores de una variable continua 
a partir de la evolución de otra variable continua, generalmente el tiempo.  
  
6.  Reglas Generales: Evidentemente muchos patrones no se ajustan a los tipos 
anteriores. Recientemente los sistemas incorporan capacidad para establecer otros 
patrones más generales. 
2.2.6.7. Técnicas de KDD 
 
Los algoritmos de aprendizaje son una parte integral de KDD. Las técnicas de 
aprendizaje podrán ser supervisadas o no supervisadas. En general, las técnicas de 
aprendizaje dirigidas disfrutan de un rango de éxito definido por la utilidad del 
descubrimiento del conocimiento.  
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Los algoritmos de aprendizaje son complejos y generalmente considerados como la 
parte más difícil de cualquier técnica KDD.  
2.2.6.8. Algoritmos Supervisados o Predictivos. 
 
Los algoritmos supervisados estiman una función f que mejor asocia un conjunto de 
datos X (variables independientes) con un conjunto de datos Y (variables 
dependientes), dado un conjunto anterior de observaciones (datos a priori).  
Ejemplos (x1, y1) , (x2, y2) ....(xn, yn). 
 
Esta forma de trabajar se conoce como aprendizaje supervisado y se desarrolla en dos 
fases:  
1. Fase de entrenamiento o supervisión  
2. Fase Prueba  
 
En cada fase se trabaja con un conjunto de datos diferentes: datos de entrenamiento o 
diseño y datos de pruebas, ambos conjuntos de datos se sacan del conjunto de datos 
iniciales. 
 
En la fase de supervisión, al algoritmo se le presentan los datos de entrenamiento y 
éste ajusta sus parámetros internos de su modelo de tal manera que minimice el error 
de predicción de la variable dependiente Y. 
 
Pasada la fase de entrenamiento se aplica la fase de prueba la cual consiste en la 
estimación del error cometido por el modelo;  pero basado en los datos de prueba no 
en los datos usados en la etapa de supervisión. El error encontrado en la fase prueba 
es una aproximación más cercana al error de predicción del modelo. Y lo que se 
quiere hacer es encontrar modelos que minimicen el error de predicción. 
 
Entre los algoritmos supervisados tenemos: 
 Regresión Lineal: Clasifica regiones con límites lineales. 
 Los K-ésimos vecinos más cercanos  (K-Nearest Neighbors). 
 Árboles de Decisión: Clasifica regiones que pueden dividirse mediante 
rectángulos. 
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 Redes Neuronales: Clasifica regiones arbitrariamente complejas. 
 Clasificadores Bayesianos: Define regiones de clasificación en base a la regla 
de Bayes. 
2.2.6.9. Algoritmos No Supervisados o del Descubrimiento del Conocimiento. 
 
Dado un conjunto de variables aleatorias x1, x2, .. xn para los cuales no existe ninguna 
variable Y que clasifique a estas variables. Entonces sólo se puede aplicar los 
algoritmos de tipo no supervisado los que encarga de estimar o de explorar ciertas 
propiedades de la distribución conjunta de x1, x2,... xn  es decir, P(x1, x2,... xn) 
 
Entre los algoritmos no supervisados tenemos: 
• Reglas de Asociación 
• Agrupamiento (Clustering) 
 
Existen muchos métodos diferentes que son clasificados como las técnicas de KDD:  
 
 Métodos cuantitativos, como los probabilísticos y los estadísticos.  
  Métodos que utilizan las técnicas de visualización.  
  Métodos de clasificación como la clasificación de Bayesian, lógica inductiva, 
descubrimiento de modelado de datos y análisis de decisión.  
  Otros métodos incluyen la desviación y tendencia al análisis, algoritmos 
genéticos, redes neuronales y los métodos híbridos que combinan dos o más 
técnicas.  
 
Debido a las maneras en que estas técnicas pueden usarse y combinarse, hay una 
falta de acuerdos de cómo estas técnicas deben categorizarse.  
 
Por ejemplo, el método Bayesiano puede agruparse lógicamente con los métodos 
probabilísticos, de clasificación o de visualización.  
 
Por causa de la organización, cada método descrito aquí es incluido en el grupo que 
mejor encaje. Sin embargo, esta selección no implica una categorización estricta.  
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1.  Método Probabilístico 
 
Esta familia de técnicas KDD utiliza modelos de representación gráfica para 
comparar las diferentes representaciones del conocimiento. Estos modelos están 
basados en las probabilidades e independencias de los datos.  
 
Estos son útiles para aplicaciones que involucran incertidumbre y aplicaciones 
estructuradas tal que una probabilidad puede asignarse a cada uno de los “resultados” 
o pequeña cantidad del descubrimiento del conocimiento.  
 
Las técnicas probabilísticas pueden usarse en los sistemas de diagnóstico, planeación 
y sistemas de control.  
 
2.  Método Estadístico 
 
Este método usa la regla del descubrimiento y se basa en las relaciones de los datos. 
El algoritmo de aprendizaje inductivo puede seleccionar automáticamente 
trayectorias útiles y atributos para construir las reglas de una base de datos con 
muchas relaciones. 
  
Este tipo de inducción es usado para generalizar los modelos en los datos y construir 
las reglas de los modelos nombrados.  
 
Parte de las múltiples técnicas estadísticas se pueden utilizar para confirmar 
asociaciones y dependencias, y para realizar segmentaciones. Una técnica muy 
importante es el uso de regresión lineal (y no lineal) y redes de regresión para 
establecer tendencias. También son originariamente estadísticos los árboles de 
regresión. 
 
El proceso analítico en línea (OLAP) es un ejemplo de un método orientado a la 
estadística. 
 
3.   Método de Clasificación 
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La clasificación es probablemente el método más viejo y más usado de todos los 
métodos de KDD. Este método agrupa los datos de acuerdo a similitudes o clases. 
Hay muchos tipos de clasificación de técnicas y numerosas herramientas disponible 
que son automatizadas. 
A continuación se describirá brevemente las técnicas más importantes: 
  
 Reglas de Asociación: Establece asociaciones en base a los perfiles de los 
clientes sobre los cuales se está realizando el data mining. Las reglas de 
Asociación están siempre definidas sobre atributos binarios. No es muy 
complicado generar reglas en grandes bases de datos.  
 
El problema es que tal algoritmo eventualmente puede dar información que 
no es relevante. Data Mining envuelve modelos para determinar patterns a 
partir de los datos observados. Los modelos juegan un rol de conocimiento 
inferido. Diciendo cuando el conocimiento representa conocimiento útil o no, 
esto es parte del proceso de extracción de conocimiento en bases de datos 
(Knowledge Discovery in Databases-KDD).   
 
 Método del vecino más cercano: Una técnica que clasifica cada registro en un 
conjunto de datos basado en una combinación de las clases de k registro/s 
más similar/es a él en un conjunto de datos históricos. Algunas veces se llama 
la técnica del vecino k-más cercano.   
 
 Método Bayesiano: es un modelo gráfico que usa directamente los arcos 
exclusivamente para formar un [sic] gráfica acíclica. Usa los medios 
probabilísticos y gráficos de representación, pero también es considerado un 
tipo de clasificación. 
 
Se usan muy frecuentemente las redes Bayesianas cuando la incertidumbre se 
asocia con un resultado puede expresarse en términos de una probabilidad.  
 
Este método cuenta con un dominio del conocimiento codificado y ha sido 
usado para los sistemas de diagnóstico. 
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 Programación Inductiva: Fundamentalmente se usan para obtener patrones de 
tipo general, que se pueden establecer entre varios datos o son 
intrínsecamente estructurales. Aunque existen algunas aproximaciones 
basadas en reglas simples, es la Programación Lógica Inductiva (ILP) el área 
que ha experimentado un mayor avance en la década de los noventa.  
 
ILP se basa en utilizar la lógica de primer orden para expresar los datos, el 
conocimiento previo y las hipótesis.  
Como la mayoría de bases de datos actuales siguen el modelo relacional, ILP 
puede trabajar directamente con la estructura de la misma, ya que una base de 
datos relacional se puede ver como una teoría lógica.  
 
Aparte de esta naturalidad que puede evitar o simplificar la fase de pre- 
procesado, ILP permite representar hipótesis o patrones relacionales, 
aprovechando y descubriendo nuevas relaciones entre individuos.  
 
o Regla de inducción: la extracción de reglas if-then de datos basados en 
significado estadístico. 
Estos patrones son imposibles de expresar con representaciones 
clásicas. Nótese que un árbol de decisión siempre se puede convertir 
fácilmente en un conjunto de reglas pero no viceversa. 
 
Descubrimiento de patrones y de datos: es otro tipo de clasificación que 
sistemáticamente reduce una base de datos grande a unos cuantos archivos 
informativos. Si el dato es redundante y poco interesante se elimina, la tarea de 
descubrir los patrones en los datos se simplifica. Este método trabaja en la premisa 
de un dicho viejo, “menos es más''.  
 
El descubrimiento de patrones y las técnicas de limpia de datos son útiles para 
reducir volúmenes enormes de datos en las aplicaciones, tal como aquellos 
encontrados al analizar las grabaciones de un censor automatizado. Una vez que las 
lecturas del censor se reducen a un tamaño manejable usando la técnica de limpia de 
datos, pueden reconocerse con más facilidad los patrones de datos. 
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 El método del árbol de decisión: usa las reglas de predicción, construidas 
como figuras gráficas basado en datos premisos, y clasificación de los datos 
según sus atributos. Este método requiere clases de datos que son discretos y 
predefinidos. El uso primario de este método es para predecir modelos que 
pueden ser apropiados para cualquier clasificación o técnicas de regresión. 
 
Los árboles de decisión son utilizados fundamentalmente para clasificación y 
segmentación, consisten en una serie de tests que van separando el problema, 
siguiendo la técnica del  divide y vencerás, hasta llegar a las hojas del árbol 
que determinan la clase o grupo a la que pertenece el dato. 
 
Existen muchísimas técnicas para inducir árboles de decisión, siendo el más 
famoso el algoritmo C4.5 de Quinlan. Los árboles de regresión son similares 
a los árboles de decisión pero basados en técnicas estadísticas. 
 
Los árboles de decisión incluyen: 
 
 CART Árboles de clasificación y regresión: técnica usada para la 
clasificación de un conjunto da datos. Provee un conjunto de reglas que se 
pueden aplicar a un nuevo (sin clasificar) conjunto de datos para predecir 
cuáles registros darán un cierto resultado. Segmenta un conjunto de datos 
creando 2 divisiones. Requiere menos preparación de datos que CHAID.  
 
 CHAID Detección de interacción automática de Chi cuadrado: técnica similar 
a la anterior, pero segmenta un conjunto de datos utilizando tests de chi 
cuadrado para crear múltiples divisiones.    
 
 Método de desviación y tendencia del análisis: La base de este método es el 
método de detección por filtrado.  Normalmente las técnicas de análisis y 
desviación son aplicadas temporalmente en las bases de datos. Una buena 
aplicación para este tipo de KDD es el análisis de tráfico en las grandes redes 
de telecomunicaciones. 
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 Redes neuronales: son modelos predecibles, no lineales que aprenden a través 
del entrenamiento y semejan la estructura de una red neuronal biológica.   
 
Estos son particularmente útiles para el reconocimiento de patrones y algunas 
veces se pueden agrupar con los métodos de clasificación. 
 
 Algoritmos genéticos: son usados para la clasificación, son similares a las 
redes neuronales aunque estas son consideradas más poderosos. 
 
Estos algoritmos son técnicas de optimización que usan procesos tales como 
combinaciones genéticas, mutaciones y selección natural en un diseño basado 
en los conceptos de evolución.   
 
Inspirados en el principio de la supervivencia de los más aptos. La 
recombinación de soluciones buenas en promedio produce mejores 
soluciones. Es una analogía con la evolución natural. 
 
o Programación Genética: se basan en la evolución de programas de 
cómputos que permitan explicar o predecir con mínimo error un 
determinado fenómeno. 
 
 Método híbrido: También es llamado método multi-paradigmático. Combina 
la potencia de más de un método, aunque la implementación puede ser más 
difícil. Algunos de los métodos comúnmente usados combinan técnicas de 
visualización, inducción, redes neuronales y los sistemas basados en reglas 
para llevar a cabo el descubrimiento de conocimiento deseado. También se 
han usado bases de datos deductivas y algoritmos genéticos en los métodos 
híbridos. 
 
En definitiva, existen multitud de técnicas, combinaciones y nuevas variantes 
que aparecen recientemente, debido al interés del campo. Así, los sistemas de 
KDD se afanan  por incorporar la mayor cantidad de técnicas, así como 
ciertas heurísticas para determinar o asesorar al usuario sobre qué métodos 
son mejores para distintos problemas.  
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Para estimar el error o determinar el rendimiento del algoritmo se suele usar 
validación cruzada, para esto se realiza una validación cruzada 10-veces (del 
inglés 10-fold cross validation). Este procedimiento divide los datos 
disponibles en 10 subconjuntos de instancias y toma sucesivamente un 
conjunto diferentes como conjunto de prueba usando el resto de instancias (de 
los otros subconjuntos) como conjunto de prueba. De esta forma, el algoritmo 
se ejecuta 10 veces aprendiendo en cada ejecución con un 90% de las 
instancias y se prueba con el 10% de instantes restantes. 
 
2.2.6.10.  Retos del proceso y de su aplicación 
 
Los criterios técnicos de aplicación de un proceso de KDD incluyen consideraciones 
sobre la disponibilidad de casos suficientes. En general, cuantos más atributos se 
tengan en consideración, más datos serán necesarios y más difícil será encontrar los 
patrones. 
 
Sin embargo, el disponer de antemano de cierto conocimiento acerca de los datos 
podría reducir en gran parte el número de casos necesarios. 
 
El disponer de cierto conocimiento acerca del dominio de los datos puede resultar 
muy beneficioso, pues puede ayudar a establecer cuáles son los atributos o valores de 
los mismos más importantes, cuales son las posibles dependencias entre ellos así 
como patrones conocidos con anterioridad. 
 
Otra consideración muy importante tiene que ver con los atributos a tener en cuenta y 
su relevancia. Es muy importante que los atributos sean relevantes para la tarea de 
descubrimiento. Por muchos datos que se tengan, si los atributos no son relevantes no 
se podrá obtener ningún conocimiento. 
 
El ruido es otra variable a tener en cuenta, a menos que se tenga una gran cantidad de 
datos que mitiguen el ruido y que clarifique los patrones, el conocimiento obtenido 
no será significativo. 
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Se estudian a continuación los principales retos con los que se encuentran los 
diseñadores de sistemas con capacidades de extracción de conocimiento en bases de 
datos: 
 
1) Bases de datos muy grandes: Es común hoy en día la situación de manejar bases 
de datos con cientos de tablas donde cada una tiene cientos de campos y millones de 
tuplas. Por ello los métodos de Data Mining tienen que ser concebidos para tratar con 
estas cantidades de datos lo que supone la búsqueda de algoritmos más eficientes, 
posibles muestreos, y procesamiento masivamente paralelo. Asimismo, la 
construcción de Datawarehouse específicos de Data Mining y en los que ciertas 
estructuras y valores acerca de los datos que contiene han sido almacenados puede 
ayudar en alguna medida al éxito de los sistemas de descubrimiento de conocimiento. 
 
2) Alto número de variables o atributos: Como se ha indicado antes no es grande tan 
sólo el número de registros en las bases de datos a explorar sino también el número 
de atributos a tener en cuenta. Esto presenta problemas para la eficiente computación 
de los algoritmos, puesto que agranda el espacio de búsqueda en explosión 
combinatoria. Por otra parte, aumenta el riesgo de que el algoritmo encuentre 
patrones que no son válidos en general.  
 
Para solucionar este problema están los métodos de reducción del número de 
atributos y la utilización del conocimiento del dominio para desechar las variables 
que no son relevantes. 
 
3) Datos cambiantes: Cuando se trata con bases de datos en continua evolución, se 
corre el riesgo de que los patrones descubiertos dejen de ser válidos una vez 
transcurrido un determinado tiempo. Por otra parte, puede ocurrir incluso que las 
variables significativas dejen de serlo con el tiempo, que se modifiquen o incluso se 
borren. Una posible solución son los algoritmos incrementales para actualización de 
patrones. De todos modos una de las premisas fundamentales cuando se aplican 
algoritmos de Data Mining pasa por suponer que los datos son estables y los patrones 
resultados serán aplicables mientras los datos no cambien.  
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Cuando se haga una actualización de los datos que contiene el Datawarehouse será 
cuando se tendrán que aplicar las técnicas de algoritmos incrementales para evitar 
tener que recalcular todas las estructuras al realizar una consulta de Data Mining. 
 
4) Bases de datos con gran cantidad de valores nulos y/o ruido: Este problema se da 
sobre todo en bases de datos de negocios. Si la base de datos no se creó y diseñó con 
las tareas de descubrimiento en mente puede ocurrir que campos muy relevantes 
contengan gran cantidad de valores nulos.  
 
Para solucionarlo se puede optar por desechar los registros donde hay valores nulos 
si estos no son muy abundantes, o intentar identificar los valores nulos teniendo en 
cuenta las posibles dependencias existentes entre las variables. La aplicación de 
algoritmos de tratamiento de nulos e información desconocida se realiza en la fase de 
pre-procesado de manera que cuando se tiene que aplicar un determinado algoritmo 
de Data Mining los datos ya no tienen este tipo de impurezas. 
 
5) Relaciones complejas en los datos: Los primeros algoritmos fueron diseñados para 
valores de atributos simples, sin embargo, con el paso del tiempo se hace necesario el 
desarrollo de nuevas técnicas capaces de tratar con estructuras como jerarquías de 
conceptos y otras más sofisticadas. 
 
6) Comprensión de los patrones: En muchas aplicaciones ocurre que es crucial la 
manera de presentar los resultados a los usuarios. Esto ha dado lugar al desarrollo de 
representaciones gráficas, estructurado de las reglas, y técnicas para la visualización 
de los datos y el conocimiento. Es muy importante también cuando se van a presentar 
reglas a los usuarios el eliminar todas aquellas que sean implícita o explícitamente 
redundantes. 
 
7) Interacción con el usuario: Los primeros métodos y herramientas no eran 
realmente interactivo y no dejaban incorporan conocimiento del dominio. La 
posibilidad de incorporar conocimiento es importantísima en todos los pasos del 
proceso. 
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8) Integración con otros sistemas: Un sistema autónomo cuya misión sea tan sólo el 
descubrimiento de conocimiento puede que no sea de interés. La integración mas 
importante (pero no la única), es integrarlo con un gestor de bases de datos relacional 
que es el enfoque que se está defendiendo a lo largo de esta unidad. Se puede 
igualmente integrar y resulta muy útil para el soporte a la decisión el integrarlo con 
hojas de cálculo y herramientas de visualización. 
2.3. Herramientas usadas en el proyecto 
2.3.1. Pentaho Community 
 
Pentaho es una herramienta BI Open Source, que cuenta con la incorporación de las 
principales herramientas del mercado para el uso de la tecnología BI. Es la más 
completa y extendida. Cuenta con una gran comunidad de desarrollo que aporta con 
distintas soluciones a las distintas etapas del BI, que realiza constantes mejoras y 
extensiones en la herramienta. 
 
Pentaho permite poder acceder vía web, de forma segura. Cada usuario visualiza 
todos los elementos habilitados para su perfil, que incluirán informes, análisis OLAP 
y cuadros de mando con indicadores y tablas. Se puede generar nuevas vistas de 
análisis y nuevos informes y guardarlos asociados a su perfil, para consultarlos más 
tarde, así como exportarlos a Excel, PDF o realizar su impresión en papel. 
 
Cuadros de mando 
Permite presentar vistas rápidas del estado de la Organización, agrupando 
indicadores, gráficos, gráficos geo-espaciales, tablas, listados de informes y cubos en 
un sólo documento. Se puede realizar la navegación (drill and down), para llegar a la 
fuente de los datos, así como personalización de formato de acuerdo a las 
definiciones de los usuarios. 
 
Figura  7 Pentaho 
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Informes dinámicos 
 
Permite crear informes personalizados a partir de su información, de forma rápida e 
intuitiva que contiene las herramientas que facilitan estas actividades. No necesita 
tener conocimientos técnicos, ya que la información habrá sido modelada 
previamente como objetos de negocio, comprensibles para los usuarios “no 
informáticos”. 
 
Análisis OLAP 
 
Permite realizar creación de cubos multidimensionales que consolidan la información 
a usarse así como de las ventajas de los informes multidimensionales en forma de 
cubos OLAP generados por el motor.  
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Comparativa entre Herramientas de Explotación del BI 
 
Tabla 1 Comparativa Herramientas Explotación BI 1 
                                                                        
1  
http://tesis.pucp.edu.pe/repositorio/bitstream/handle/123456789/931/RODRIGUEZ_CABANILLAS_KELLER_INTELIGENCIA_NEGOCIOS_ELECTRODO
MESTICOS.pdf?sequence=1 
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2.3.2. Weka 
 
 
WEKA (Waikato Environment for Knowledge Analysis) fue creado en la universidad de 
Waikato en Nueva Zelanda. Se trata de un programa o entorno para el análisis de 
conocimientos.  
El paquete Weka contiene una colección de herramientas de visualización y algoritmos para 
análisis de datos y modelado predictivo, unidos a una interfaz gráfica de usuario para acceder 
fácilmente a sus funcionalidades.  
 
La versión original de Weka fue un front-end en TCL/TK para modelar algoritmos 
implementados en otros lenguajes de programación, más unas utilidades para pre-
procesamiento de datos desarrolladas en C para hacer experimentos de aprendizaje 
automático.  
 
Esta versión original se diseñó inicialmente como herramienta para analizar datos procedentes 
del dominio de la agricultura, pero la versión más reciente basada en Java (WEKA 3), que 
empezó a desarrollarse en 1997, se utiliza en muchas y muy diferentes áreas, en particular con 
finalidades docentes y de investigación. 
 
Provee un completo conjunto de algoritmos que automatizan los procesos de transformación 
de datos a la forma en que la minería de datos puede explotarlos. Los resultados pueden ser 
visualizados en modo grafico ya sea agrupado, segmentado, de árbol de decisión, bosque 
aleatorio, redes neurales y componentes de análisis. 
2.3.2.1. Algoritmos que existen en WEKA 
 
Los algoritmos que están disponibles en WEKA para utilizar según los datos sean de tipo 
nominal o numérico y las necesidades que se tengan para realizar el análisis. Una vez definido 
el tipo de análisis a realizar para según esto, elegiremos dos o tres algoritmos adecuados. 
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Weka dispone de una gran variedad de algoritmos para clasificar. En función del tipo de datos 
de entrada podemos utilizar: 
Algoritmos para datos nominales 
 Árboles de decisión de un nivel (decisión stump) 
 Clasificador 1R (OneR) 
 Tabla de decisión 
 Algoritmo ID3 
 Algoritmo C4.5 
 Algoritmo PART 
 
Algoritmos para datos numéricos 
 
 Árboles de decisión de un nivel 
 Tabla de decisión 
 Regresión lineal 
 Algoritmo M5 
 
Se han elegido estos algoritmos por ser quizá los más representativos. Hemos sometido a 
estudio los datos con todos los algoritmos inicialmente propuestos y, como veremos, algunos 
consiguen excelentes soluciones mientras que otros dan peores aproximaciones. Sin embargo 
presentan la gran ventaja de que se pueden usar para cualquier tipo de datos, de ahí su 
utilización aquí. En cuanto a los otros algoritmos, veremos que se basan en principios 
parecidos. De hecho aquí estudiaremos el ID3 aunque por el tipo de datos disponibles 
deberemos usar su evolución, el C4.5, en la práctica.  
 
A continuación desarrollaremos cada uno de los posibles algoritmos a utilizar. Eso nos dará 
más información para decidirnos posteriormente por uno u otro. 
 
 Árboles de decisión 
Se pueden aplicar a casi todo los tipos de información que se tiene. Los sistemas de 
aprendizaje basados en árboles de decisión son quizás el método más fácil de utilizar y de 
entender. Un árbol de decisión es un conjunto de condiciones organizadas en una estructura 
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jerárquica, de tal manera que la decisión final a tomar se puede determinar siguiendo las 
condiciones que se cumplen desde la raíz del árbol hasta alguna de sus hojas. Los árboles de 
decisión se utilizan desde hace siglos, y son especialmente apropiados para expresar 
procedimientos médicos, legales, comerciales, estratégicos, matemáticos, lógicos, etc. 
 
Una de las grandes ventajas de los árboles de decisión es que, en su forma más general, las 
opciones posibles a partir de una determinada condición son excluyentes. Esto permite 
analizar una situación y, siguiendo el árbol de decisión apropiadamente, llegar a una sola 
acción o decisión a tomar. Estos algoritmos se llaman algoritmos de partición o algoritmos de 
“divide y vencerás”. Otra característica importante de los primeros algoritmos de aprendizaje 
de árboles de decisión es que una vez elegida la partición dicha partición no se podía cambiar, 
aunque más tarde se pensara que había sido una mala elección. Por tanto, uno de los aspectos 
más importantes en los sistemas de aprendizaje de árboles de decisión es el denominado 
criterio de partición, ya que una mala elección de la partición (especialmente en las partes 
superiores del árbol) generará un peor árbol. 
 
El algoritmo básico de los árboles de decisión es: 
 
 
Figura  8 Algoritmo Árbol de Decisión 
 
Simplemente, el algoritmo va construyendo el árbol (desde el árbol que sólo contiene la raíz) 
añadiendo particiones y los hijos resultantes de cada partición. Lógicamente, en cada 
partición, los ejemplos se van dividiendo entre los hijos. Finalmente, se llega a la situación en 
la que todos los ejemplos que caen en los nodos inferiores son de la misma clase y esa rama 
NODO 
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ya no sigue creciendo. La única condición que hay que exigir es que las particiones al menos 
separen ejemplos en distintos hijos, con lo que la cardinalidad de los nodos irá disminuyendo 
a medida que se desciende en el árbol. 
Como acabamos de comentar, los dos puntos más importantes para que el algoritmo anterior 
funcione bien son los siguientes: 
 
• Particiones a considerar: un conjunto de condiciones exhaustivas y excluyentes. Cuantas 
más particiones permitamos más expresivos podrán ser los árboles de decisión generados y, 
probablemente, más precisos. No obstante, cuantas más particiones elijamos, la complejidad 
del algoritmo será mayor. Por tanto, debemos encontrar un buen compromiso entre 
expresividad y eficiencia. Debido a esto, la mayoría de algoritmos de aprendizaje de árboles 
decisión sólo permiten un juego muy limitado de particiones. 
El algoritmo C4.5 contiene un solo tipo de partición para los atributos nominales y un solo 
tipo de partición para los atributos numéricos. 
 
• Criterio de selección de particiones. Incluso con sólo los dos tipos de particiones sencillas 
vistas, el número de particiones posibles en cada caso puede dispararse (si existen n atributos 
y m valores posibles para cada atributo, el número de particiones posibles es de n·m). Los 
algoritmos clásicos de aprendizaje de decisión son voraces, en el sentido de que una vez 
elegida la partición se continúa hacia abajo la construcción del árbol y no vuelven a plantearse 
las particiones ya construidas. Por tanto se debe buscar un criterio que permita realizar una 
buena elección de la partición que parece más prometedora y que esto se haga sin demasiado 
esfuerzo computacional. 
 
En resumen, los árboles de decisión se basan en: 
 La aproximación de divide y vencerás produce el árbol 
 Un nodo implica testar un atributo concreto 
 Normalmente el atributo se compara con una constante para su clasificación. 
 
También puede compararse el valor de dos atributos, o usar una función de uno o más 
atributos 
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 Las hojas asignan la clasificación, el grupo de clasificación o la distribución de 
probabilidad a las instancias 
 las instancias desconocidas van bajando por el árbol y son la base de los algoritmos 
que se aplican. 
 
Árboles de decisión de un nivel (decisión stump) 
 
En Weka, las prestaciones de los árboles de decisión de un nivel son las siguientes: 
 Nombre de la clase: weka.classifiers.DecisionStump 
 Puede manejar instancias ponderadas por pesos 
 Puede procesar datos categóricos 
 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 Genera árboles de decisión binarios (de un nivel) para conjuntos de datos con 
 Datos categóricos o numéricos. Toma un atributo, que considera representativo, y lo 
utiliza para clasificar las instancias.  
 Procesa los valores vacíos de atributos extendiendo una tercera rama del tronco, es 
decir, tratando los valores nulos como un valor diferente del atributo.  
 Está diseñado para ser usado con los métodos de mejora. 
 
 Clasificador 1R (OneR) 
 
Es un algoritmo sencillo que sin embargo funciona de forma parecida a complejos árboles de 
decisión. Vamos a ver un sistema muy simple (1R) que es el equivalente a un decisión stump. 
La idea es hacer reglas que prueban un solo par atributo-valor. Se prueban todos los pares 
atributo-valor y se selecciona el que ocasione el menor número de errores. 
 
Algoritmo: 
 
Para cada atributo 
Para cada valor de cada atributo, crea una regla: 
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Cuenta cuántas veces ocurre la clase 
Encuentra la clase más frecuente 
Asigna esa clase a la regla 
Calcula el error de todas las reglas 
 
Selecciona las reglas con el error más bajo 
 Se rompe arbitrariamente los empates. 
 Los valores ausentes en 1R se tratan como un nuevo valor y con los atributos 
continuos se hace una división simple. 
 Primero se ordenan los atributos con respecto a la clase (como con árboles de 
decisión).  
 Se sugieren puntos de partición en cada lugar donde cambia la clase. 
 Si existen dos clases diferentes con el mismo valor, se mueve el punto de partición a 
un punto intermedio con el siguiente valor hacia arriba o abajo dependiendo de donde 
está la clase mayoritaria. 
 Un problema más serio es que el algoritmo tendía a favorecer construir reglas para 
cada una de las particiones, lo cual le da una clasificación perfecta (pero muy poca 
predicción futura). Lo que se hace es que se exige que cada partición tenga un número 
mínimo de ejemplos de la clase mayoritaria. 
 Cuando hay clases adyacentes con la misma clase mayoritaria, éstas se juntan. 
 
En Weka, las prestaciones del clasificador OneR son las siguientes: 
 
 Nombre de la clase: weka.classifiers.OneR 
 No puede manejar instancias ponderadas por pesos 
 No puede procesar datos categóricos 
 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 Es el esquema más sencillo de los planteados.  
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 Produce reglas sencillas basadas en un solo atributo. Tiene un solo parámetro: el 
número mínimo de instancias que deben ser cubiertas por cada regla generada (6 por 
defecto). 
 
Árboles de Decisión de Inducción ( ID3 Induction of Decision Trees) 
 
Englobado dentro del llamado aprendizaje inductivo y supervisado, ID3 es un algoritmo de 
aprendizaje que pretende modelar los datos mediante un árbol, llamado árbol de decisión. En 
este árbol los nodos intermedios son atributos de los ejemplos presentados, las ramas 
representan valores de dichos atributos y los nodos finales son los valores de la clase, como 
ya vimos al hablar de los árboles de decisión binarios. Tanto éste como su evolución, el C4.5, 
pertenecen a la familia de métodos de inducción TDIDT (Top Down Induction Trees). Ambos 
generan árboles y reglas de decisión a partir de datos preclasificados. Para construir los 
árboles se usa el método de aprendizaje “divide y vencerás”, como ya hemos dicho. 
 
El ID3 construye árboles de decisión a partir de un conjunto de ejemplos. Estos ejemplos o 
tuplas están constituidos por un conjunto de atributos y un clasificador o clase. Los dominios 
de los atributos y de las clases deben ser discretos. 
Para elegir qué atributos y en qué orden aparecen en el árbol se utiliza una función de 
evaluación: minimización de la entropía.  
 
Su principal aplicación son los problemas de decisión. Su empleo se centra en los llamados 
problemas de clasificación (diagnóstico de enfermedades dados los síntomas, problemas de 
malfuncionamiento de equipos, concesión de préstamos, etc.). 
La función de salida presenta valores discretos. Los datos de aprendizaje pueden contener 
errores, los datos de aprendizaje pueden contener valores nulos en algún atributo para algún 
ejemplo. Mejor si los atributos tienen un dominio de valores reducido. 
 
 Una vez aprendido el árbol, se emplea para clasificar nuevos casos. Como ventajas se puede 
decir que tiene buenos resultados en un amplio rango de aplicaciones y la precisión del 
resultado suele ser alta. 
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Como desventajas hay que decir que los atributos y las clases deben ser discretos y a veces los 
árboles son demasiado frondosos, lo que dificulta su interpretación. 
 
Algoritmo ID3 
 
 
Figura  9 Algoritmo Árbol ID3 
 
 
Este proceso recursivo tiene 4 posibles resultados: 
 
1. Si existen ejemplos positivos y negativos, escoge el mejor atributo para particionarlos. 
2. Si todos los atributos restantes son positivos (o negativos), termina y devuelve True (o 
False) 
3. No quedan ejemplos (no ha sido observado un ejemplo con esa combinación de atributos). 
Devuelve un default en base a la clasificación mayoritaria de su nodo padre 
4. No hay más atributos, pero se continúa con ejemplos positivos y negativos. 
 
En Weka el ID3 se considera un algoritmo implementado para fines pedagógicos. Se trata de 
un árbol de decisión basado en el divide y vencerás. 
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 Algoritmo C4.5 
Se trata de una versión posterior del ID3. Los árboles de decisión extienden el ID3 para que 
pueda trabajar con atributos numéricos. El C4.5 acaba con muchas de las limitaciones del 
ID3. Permite trabajar con valores continuos para los atributos, separando los posibles 
resultados en dos ramas en función de un umbral. Los árboles son menos frondosos porque 
cada hoja no cubre una clase en particular sino una distribución de clases. 
 
El C4.5 genera un árbol de decisión a partir de los datos mediante particiones realizadas 
recursivamente, según la estrategia de profundidad-primero (depth-first). Antes de cada 
partición de datos, el algoritmo considera todas las pruebas posibles que pueden dividir el 
conjunto de datos y selecciona la prueba que resulta en la mayor ganancia de información o 
en la mayor proporción de ganancia de información. Para cada atributo discreto, se considera 
una prueba con n resultados, siendo n el número de valores posibles que puede tomar el 
atributo. Para cada atributo continuo se realiza una prueba binaria sobre cada uno de los 
valores que toma el atributo en los datos. La implementación en Weka de este árbol de 
decisión de aprendizaje es el algoritmo J4.8. 
 
En Weka, las prestaciones del algoritmo C4.5 son las siguientes: 
 Nombre de la clase: weka.classifiers.j48.J48 
 Puede manejar instancias ponderadas por pesos 
 Puede procesar datos categóricos 
 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 
Los algoritmos de aprendizaje de árboles de decisión y conjuntos de reglas en su forma más 
sencilla obtienen un modelo que es completo y consistente con respecto a la evidencia. Es 
decir, el modelo cubre todos los ejemplos vistos y los cubre todos de manera correcta. Esto 
puede parecer óptimo a primera vista, pero se vuelve demasiado ingenuo en la realidad. En 
primer lugar, ajustarse demasiado a la evidencia suele tener como consecuencia que el modelo 
se comporte mal para nuevos ejemplos, ya que, en la mayoría de los casos, el modelo es 
solamente una aproximación del concepto objetivo del aprendizaje. Por tanto, intentar 
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aproximar demasiado hace que el modelo sea demasiado específico, poco general y, por tanto, 
malo con otros datos no vistos. En segundo lugar, esto es especialmente patente cuando la 
evidencia puede contener ruido (errores en los atributos o incluso en las clases), ya que el 
modelo intentará ajustarse a los errores y esto perjudicará el comportamiento global del 
modelo aprendido. Esto es lo que se conoce como sobre ajuste (overfitting). 
 
La manera más frecuente de limitar este problema es modificar los algoritmos de aprendizaje 
de tal manera que obtengan modelos más generales. En el contexto de los árboles de decisión 
y conjuntos de reglas, generalizar significar eliminar condiciones de las ramas del árbol o de 
algunas reglas. En el caso de los árboles de decisión dicho procedimiento se puede ver 
gráficamente como un proceso de “poda”. La poda es una de las primeras y más simples 
modificaciones que se han ideado para mejorar el comportamiento de los árboles de decisión. 
Con posterioridad se han definido otra serie de operadores y modificaciones, generalmente 
denominados operadores de “reestructuración”. 
 
Algoritmo PART 
Evita el paso de optimización global que se usa en las reglas del C4.5, genera una lista de 
decisión sin restricciones usando el procedimiento de divide y vencerás. Además construye un 
árbol de decisión parcial para obtener una regla. Para poder podar una rama (una regla) es 
necesario que todas sus implicaciones sean conocidas. El PART evita la generalización 
precipitada, y usa los mismos mecanismos que el C4.5 para construir un árbol. La hoja con 
máxima cobertura se convierte en una regla y los valores ausentes de los atributos se tratan 
como en el C4.5, es decir, la instancia se divide en piezas. En cuanto al tiempo máximo para 
generar una regla, es el mismo que para construir un árbol podado, y esto ocurre cuando los 
datos tienen ruido. En el mejor de los casos el tiempo necesario es el mismo que para generar 
una regla sencilla, y esto se da cuando los datos no presentan ruido. 
 
En Weka, las prestaciones del algoritmo PART son las siguientes: 
 Nombre de la clase: weka.classifiers.j48.PART 
 Puede manejar instancias ponderadas por pesos 
 Puede procesar datos categóricos 
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 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 
PART forma regla a partir de árboles de decisión parcialmente podados construidos usando 
los heurísticos de C4.5. Las opciones disponibles para este algoritmo son un subconjunto por 
tanto de las disponibles para J4.8. Al igual que podíamos reducir el tamaño del árbol de 
decisión J4.8 usando poda de error reducido, se puede reducir el número de reglas de PART 
(con lo que se reduce también el tiempo de ejecución porque la complejidad depende del 
número de reglas que se generan). Sin embargo el podado de bajo error reduce la precisión del 
árbol de decisión y reglas resultante porque reduce la cantidad de datos que se usan en el 
entrenamiento. Con grandes cantidades de datos no es necesario tener esta desventaja en 
cuenta. 
 
Tabla de decisión 
Más que un árbol, la tabla de decisión es una matriz de renglones y columnas que indican 
condiciones y acciones. Las reglas de decisión, incluidas en una tabla de decisión, establecen 
el procedimiento a seguir cuando existen ciertas condiciones. 
La tabla de decisión está integrada por cuatro secciones: identificación de condiciones, 
entradas de condiciones, identificación de acciones y entradas de acciones de la siguiente 
tabla. 
La identificación de condiciones señala aquellas que son relevantes. Las entradas de 
condiciones indican qué valor, si es que lo hay, se debe asociar para una determinada 
condición. La identificación de acciones presenta una lista del conjunto de todos los pasos que 
se deben seguir cuando se presenta cierta condición. Las entradas de acciones muestran las 
acciones específicas del conjunto que deben emprenderse cuando ciertas condiciones o 
combinaciones de éstas son verdaderas. En ocasiones se añaden notas en la parte inferior de la 
tabla para indicar cuándo utilizar la tabla o para diferenciarla de otras tablas de decisión. 
 
Las columnas del lado derecho de la tabla enlazan condiciones y acciones, forman reglas de 
decisión que establecen las condiciones que deben satisfacerse para emprender un 
determinado conjunto de acciones. 
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En Weka, las prestaciones de las tablas de decisión son las siguientes: 
 Nombre de la clase: weka.classifiers.DecisionTable 
 Puede manejar instancias ponderadas por pesos 
 Puede procesar datos categóricos 
 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 La tabla se genera seleccionando un subconjunto de atributos representativos. 
 
Esto se hace utilizando una búsqueda del primer atributo mejor. Por defecto se prueban al 
menos 5 grupos de atributos en busca de la mejor solución, aunque es configurable. También 
se puede variar el número de agrupaciones de atributos que se hacen. Normalmente una tabla 
de decisión asigna la clase mayoritaria de los datos de entrenamiento a una instancia test si 
ésta no casa con alguna entrada de la tabla. Esto mejora significativamente el rendimiento. 
 
Regresión lineal 
 
En Weka, las prestaciones de la regresión lineal son las siguientes: 
 Nombre de la clase: weka.classifiers. LinearRegression 
 Puede manejar instancias ponderadas por pesos 
 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
Es el esquema de aprendizaje para datos numéricos más sencillo, donde los parámetros solo 
controlan cómo se seleccionan los atributos que deben ser incluidos en la función lineal. Por 
defecto se usa el heurístico por el modelo M5’, cuyo tiempo de ejecución es lineal con el 
número de atributos. También puede reducirse el número de atributos a 1 o hacer una 
búsqueda avariciosa hacia delante. 
 
 Algoritmo M5 
En Weka, las prestaciones del algoritmo M5’ son las siguientes: 
 Nombre de la clase: weka.classifiers.m5.M5Prime 
 No puede manejar instancias ponderadas por pesos 
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 No puede ser actualizado de forma incremental (soportar añadir nuevos datos sin 
reclasificar a los anteriores) 
 Cuando se encuentra con un valor de atributo no determinado, M5’ reemplaza dicho 
hueco por la media global o la moda del conjunto de datos de entrenamiento antes de 
que se construyera el árbol. Permite diferentes tipos de salida: árbol modelo, árbol de 
decisión sin modelos lineales en las hojas y regresión lineal. Presenta un proceso 
automático de suavizado que puede ser deshabilitado y también se puede controlar 
2.4. Identificación de Variables 
 
Se realizó el análisis de las variables que se presentaron al realizar el proyecto de tesis, 
tomando en cuenta el alcance  y los objetivos planteados. 
 
Variables independientes:  
 
 Falta de estructura de información de acuerdo al sistema que almacena los datos que 
requiere una homologación de la información para las distintas consultas a la misma. 
 No existe una fuente de consulta disponible para todos los usuarios autorizados de la 
información. 
 Control limitado por parte de los administradores de la información y distintos fuentes de 
datos. 
 Manejo manual de la información que no permite realzar de manera ágil la consulta 
histórica de la información. 
 Uso de herramientas de análisis de datos básicas que no contienen todos los algoritmos 
para ser usados. 
 
Variables dependientes:  
 Mejor administración de información con un repositorio organizado que contenga la 
información centralizada para la consulta de Cubos multidimensionales. 
 Fuente de datos centralizada e independiente que permiten acceder a estas de manera 
rápida y confiable. 
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 Facilidad de acceso a la información para el control y análisis de la información tomando 
en cuenta los resultados para a toma de decisiones. 
 
2.5. Hipótesis 
 
El desarrollo del proyecto Análisis de Datos usando Modelos Estadísticos sobre un 
Datawarehouse  Académico para la Facultad de Ingeniería, Ciencias Físicas y Matemática, 
permitirá facilitar el análisis de la información de la Facultad para que los usuarios puedan 
tener acceso a la información cuando la necesiten y agilizar la toma de decisiones basadas en 
el Análisis Datos. 
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CAPITULO III 
3. MODELO DE ANÁLISIS DE LA  INFORMACIÓN ACADÉMICA DE LOS 
ESTUDIANTES Y DOCENTES  
3.1. Antecedentes 
Para el Modelo de Análisis de Datos de la información Académica de los Docentes y 
Estudiantes se aplicaran los diferentes pasos del proceso de KDD (Descubrimiento del 
Conocimiento en Bases de Datos), explicados brevemente en el capítulo anterior, a través de 
los cuales se creará un modelo para el análisis de la información obtenida de la creación del 
Datawarehouse Académico del Sistema FING de la Facultad. 
Este proceso permite identificar o descubrir patrones de clasificación y tendencias poco 
obvias dentro de los datos. El descubrimiento de esta información sirve para llevar a cabo 
acciones y  obtener un beneficio, sea este científico o de institución como es el caso de 
nuestra facultad.  
La tecnología Business Intelligence consta de las siguientes etapas: 
 
Figura  10 Proceso Business Intelligence 
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Estas etapas se detallan a continuación para el presente proyecto  
3.2. Determinar las fuentes de información 
La fuente de información proviene del Sistema FING cuya información está almacenada en 
una base de datos Sybase, que contiene la información académica de los docentes y 
estudiantes que para nuestro caso de estudio es la información cualitativa de los mismos. 
El objetivo de esta información es determinar patrones por los cuales los estudiantes y 
docentes están predominado en los distintos periodos lectivos así como por las distintas 
carreras de la facultad. El realizar un análisis de los datos podremos definir cual es la 
tendencia de la información en el tiempo y poder tomar decisiones gerenciales en base a estas. 
3.2.1 Modelo Relacional 
La fuente de información para el presente proyecto fueron 2 vistas que contiene la 
información de Docentes y Estudiantes respectivamente, de modo que a partir de ellas se 
realizó los modelos dimensionales para Docente y Estudiante. 
  
Carga_Horaria 
hora_hora_inicio, 
hora_hora_final, 
prof_codigo, 
hora_codigo_dia, 
conxprof_fecha_inicio, 
conxprof_fecha_final, 
con_nombramiento, 
con_dedicacion, 
con_categoria, 
aulaaula_nombre, 
cur_codigo, 
matxprof_paralelo, 
mat_codigo, 
fac_codigo, 
esc_codigo, 
esp_codigo, 
per_codigo, 
nombre_profesor, 
esp_nombre, 
prof_cedula_id, 
per_nombre, 
mat_nombre 
 
 
Figura  11 Vista Fuente Carga Horaria 
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Estudiante_Indicadores 
fac_codigo, 
fac_nombre, 
esc_codigo, 
esc_nombre, 
esp_nombre, 
per_nombre, 
cur_nombre, 
est_codigo, 
est_apellido, 
est_nombre, 
est_cedula, 
est_sexo, 
est_modalidad, 
est_fecha_nacimiento, 
est_estado, 
est_nota_grado_colegio, 
pai_codigo, 
pai_nombre, 
ciu_codigo, 
ciu_nombre, 
col_codigo, 
col_nombre, 
col_esp_codigo, 
espe_nombre, 
nac_codigo, 
nac_nombre, 
est_edad, 
est_estado_civil, 
est_estado_trabajo, 
ins_estado, 
ins_fecha, 
per_codigo, 
cur_codigo, 
ins_num_matricula_curso 
esp_codigo 
pen_codigo  
 
Figura  12 Vista Fuente Estudiantes_Indicadores 
 
 
Estas 2 vistas son la fuente de información disponible a partir de la cual se desarrollo el 
proceso ETL y de análisis. 
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3.2.2 Modelo Dimensional 
 
El modelo dimensional para crear las tablas de hechos de Estudiante y Docente son los 
siguientes: 
FC_DOCENTE
PK,FK4 SK_PERIODO
PK,FK1 SK_CATEGORIA
PK,FK7 SK_DEDICACION
PK,FK3 SK_FACULTAD
PK,FK5 SK_PROFESOR
PK,FK2 SK_CURSO
 DC_HORA_INICIO
 DC_HORA_FINAL
 DC_HORA_CLASE
 DC_COD_DIA
 DC_DESC_DIA
 DC_AULA_NOMBRE
 DC_MAT_PARALELO
 DC_CONTADOR
 DC_TOTAL
DIM_DEDICACION_DOCENTE
PK SK_DEDICACION
 DD_COD_DEDICACION
 DD_DES_DEDICACION
 DD_CARGA_HORARIA
DIM_CATEGORIA_DOCENTE
PK SK_CATEGORIA
 CD_COD_CATEGORIA
 CD_DES_CATEGORIA
DIM_PERIODO_LECTIVO
PK SK_PERIODO
 PL_COD_PERIODO
 PL_DES_PERIODO
DIM_PROFESOR
PK SK_PROFESOR
 PR_COD_PROFESOR
 PR_DES_PROFESOR
 PR_CEDULA
DIM_CURSO
PK SK_CURSO
 CR_COD_CURSO
 CR_DES_CURSO
DIM_FACULTAD
PK SK_FACULTAD
 FA_COD_FACULTAD
 FA_DES_FACULTAD
 FA_COD_ESCUELA
 FA_DES_ESCUELA
 FA_COD_CARRERA
 FA_DES_CARRERA
 FA_COD_MATERIA
 FA_DES_MATERIA
 
 
Figura  13 Modelo Dimensional FC Docente 
 
FC_ESTUDIANTE
PK,FK12 SK_PERIODO
PK,FK8 SK_ESPECIALIDAD
PK,FK10 SK_ESTUDIANTE
PK,FK9 SK_CURSO
PK,FK11 SK_ESTADO_CURSO
 SK_FECHA
 ST_NUM_MATRICULA_CURSO
 ST_CONTADOR
 ST_EDAD
 ST_ESTADO_CIVIL
 ST_DES_ESTADO_CIVIL
 ST_ESTADO_TRABAJO
 ST_DES_ESTADO_TRABAJO
DIM_ESTADO_ESTU_CURSO
PK SK_ESTADO_CURSO
 EC_COD_ESTCURSO
 EC_DES_ESTCURSO
DIM_ESTUDIANTE
PK SK_ESTUDIANTE
 EST_COD_ESTUDIANTE
 EST_DES_ESTUDIANTE
 EST_CEDULA
 EST_SEXO
 EST_SEXO_DESC
 EST_MODALIDAD
 EST_MODALIDAD_DESC
 EST_FECHA_NACIMIENTO
 EST_NOTA_GRADO_COLEGIO
 EST_CODIGO_PAIS
 EST_DES_PAIS
 EST_CODIGO_CIUDAD
 EST_DES_CIUDAD
 EST_CODIGO_COLEGIO
 EST_DES_COLEGIO
 EST_CODIGO_ESP
 EST_DES_ESP
 EST_CODIGO_NAC
 EST_DES_NAC
DIM_PERIODO_LECTIVO
PK SK_PERIODO
 PL_COD_PERIODO
 PL_DES_PERIODO
DIM_CURSO
PK SK_CURSO
 CR_COD_CURSO
 CR_DES_CURSO
DIM_ESPECIALIDAD
PK SK_ESPECIALIDAD
 SP_COD_FACULTAD
 SP_DES_FACULTAD
 SP_COD_ESCUELA
 SP_DES_ESCUELA
 SP_COD_CARRERA
 SP_DES_CARRERA
 
 
Figura  14 Modelo Dimensional FC Estudiante 
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3.3. Diseño y Construcción de Proceso ETL 
Para realizar el análisis de la información se utiliza la tecnología de Business Intelligence BI 
específicamente el proceso ETL (Extracción, Transformación y Carga) para nuestro caso de 
estudio usaremos la herramienta libre KETTLE llamada PDI. 
3.3.1. Implantación del almacén de datos 
El almacén de datos (Datawarehouse) de la información académica d la Facultad de 
Ingeniería, Ciencias Físicas y Matemática, se lo desarrollo en la herramienta libre llamada 
Kettle (PDI), usando las técnicas del proceso ETL definido en la tecnología BI. 
Esto nos va a permitir proporcionar el acceso rápido de los usuarios del sistema a los datos 
consolidados y depurados, apresurando el proceso de preguntas y de análisis en los datos de la 
facultad, para así obtener una mejor información. 
De la base de datos, la información que se utiliza es la relacionada con el desempeño 
académico de los estudiantes y docentes de la Facultad pero a información cualitativa, como 
clasificación de categoría y dedicación de los docentes, distribución de los estudiantes por 
carrera y sexo a los distintos periodos lectivos, etc. 
3.3.2. Proceso ETL a los datos que se van a analizar 
Se realizaron consultas SQL a la base de datos del Sistema Académico de la Facultad, para ir 
recopilando y clasificando la información que se necesita para la creación del Datawarehouse 
Académico, se ha realizado operaciones básicas sobre los datos, como el filtrado para reducir 
el ruido y derivación de nuevos atributos.  
De acuerdo al proceso ETL de la información se realizan las siguientes fases para obtener el 
resultado esperado. 
A. Extracción: 
La información académica de la Facultad esta almacenada en una base de datos Sybase, se 
permitió por parte de los administradores de la información el acceso de lectura a la misma a 
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través de dos Vistas, una para la información de Docentes y la otra para la información de los 
estudiantes. 
La herramienta de ETL KETTLE que se usó permite la conexión entre la base de datos 
Sybase y muchas otras más, hacia el repositorio del Datawarehouse que esta configurado en 
Postgresql. 
 
Figura  15  Conexión Base Fuente 
 
 
Se crearon los mapeos de extracción de la información en la herramienta para que siguiendo 
la definición de proceso ETL, se almacena la información en una instancia de la base de datos 
que llamaremos STAGE. 
 
En la instancia STAGE, se almacena la información de la fuente, así también se realiza las 
tablas, procedimientos o vistas necesarias para la transformación de la información que 
posteriormente se entrega a la instancia Datawarehouse final. 
 
La herramienta PDI nos permite realizar este procedimiento en distintos pasos, usando 
transformaciones. Para la extracción de la información desde la base fuente hacia el stage se 
realizaron las siguientes transformaciones: 
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Ejecutamos Spoon.bat que es la herramienta de creación de las transformaciones en KETTLE, 
ingresamos al sistema y tenemos las transformaciones creadas para la información de 
docentes y estudiantes. 
 
STG_ESTUDIANTES_INDICADORES: 
Esta transformación extrae la información desde la base fuente Sybase y la almacena en la 
instancia STAGE de Postgresql, con las consultas SQL definidas para cada una según el caso.  
 
Figura  16 STG Estudiantes Indicadores  P1  
 
 
 
Figura  17  STG Estudiantes Indicadores  P2 
 
 
Figura  18 STG Estudiantes Indicadores  P3 
 
STG_CARGA_HORARIA: 
Esta transformación extrae la información desde la base fuente Sybase y la almacena en la 
instancia STAGE de Postgresql, con las consultas SQL definidas para cada una según el caso.  
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Figura  19 STG  Carga Horaria  P1 
 
Figura  20 STG Carga Horaria P2  
 
Figura  21 STG Carga Horaria P3 
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JOB_STG: 
 
Esta transformación se encarga de ejecutar las transformaciones para extraer la información 
desde la fuente, en manera secuencial y calendarizada. 
 
Figura  22  STG Job Stg Inicial 
B. Transformación: 
Una vez que la información esta almacenada en la instancia de base de datos Stage, se 
procede a realizar la fase de transformación para crear las dimensiones y tablas que 
posteriormente en la siguiente fase se almacenan a la instancia del Datawarehouse final. 
Al igual que en la fase de extracción se maneja a través de transformaciones en las cuales se 
realiza el mapeo correspondiente y las operaciones respectivas de acuerdo a la tabla o 
dimensión que se crea. 
DIMENSIONES: 
STG_DIM_ESTUDIANTE: 
Esta transformación extrae la información desde la tabla 
STG_ESTUDIANTES_INDICADORES, realiza las operaciones necesarias para crear la 
dimensión de Estudiante con todos los atributos definidos y la almacena en la instancia 
STAGE de Postgresql para ser almacenada después de crear las claves principales a las tablas 
del Datawarehouse, con las consultas SQL definidas para cada una según el caso.  
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Figura  23 STG Dim Estudiante P1 
 
 
Figura  24 STG Dim Estudiante P2 
 
 
Figura  25 STG Dim Estudiante P3 
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STG_DIM_PROFESOR: 
Esta transformación extrae la información desde la tabla STG_CARGA_HORARIA, realiza 
las operaciones necesarias para crear la dimensión de Profesor con todos los atributos 
definidos y la almacena en la instancia STAGE de Postgresql para ser almacenada después de 
crear las claves principales a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  26 STG Dim Profesor P1 
 
Figura  27 STG Dim Profesor P2 
 
Figura  28 STG Dim Profesor P3 
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STG_DIM_DEDICACION_DOCENTE: 
Esta transformación extrae la información desde la tabla STG_CARGA_HORARIA, realiza 
las operaciones necesarias para crear la dimensión Dedicación Docente con todos los atributos 
definidos y la almacena en la instancia STAGE de Postgresql para ser almacenada después de 
crear las claves principales a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  29 STG Dim Dedicación Docente P1 
 
Figura  30 STG Dim Dedicación Docente P2 
 
Figura  31 STG Dim Dedicación Docente P3 
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STG_DIM_CURSO: 
Esta transformación extrae la información desde la tabla 
STG_ESTUDIANTES_INDICADORES, realiza las operaciones necesarias para crear la 
dimensión y la almacena en la instancia STAGE de Postgresql para ser almacenada después 
de crear las claves principales a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  32 STG Dim Curso P1 
 
Figura  33 STG Dim Curso P2 
 
Figura  34  STG Dim Curso P3 
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STG_DIM_ESPECIALIDAD: 
Esta transformación extrae la información desde la tabla 
STG_ESTUDIANTES_INDICADORES, realiza las operaciones necesarias para crear la 
dimensión y la almacena en la instancia STAGE de Postgresql para ser almacenada después 
de crear las claves principales a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  35 STG Dim Especialidad P1  
 
Figura  36 STG Dim Especialidad P2 
 
Figura  37 STG Dim Especialidad P3 
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STG_DIM_FACULTAD: 
Esta transformación extrae la información desde la tabla STG_CARGA_HORARIA, realiza 
las operaciones necesarias para crear la dimensión y la almacena en la instancia STAGE de 
Postgresql para ser almacenada después de crear las claves principales a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  38 STG Dim Facultad P1 
 
Figura  39 STG Dim Facultad P2 
 
Figura  40 STG Dim Facultad P3 
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STG_DIM_CATEGORIA_DOCENTE: 
Esta transformación extrae la información desde la tabla STG_CARGA_HORARIA, realiza 
las operaciones necesarias para crear la dimensión y la almacena en la instancia STAGE de 
Postgresql para ser almacenada después de crear las claves principales a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  41 STG Dim Categoría Docente P1 
 
Figura  42 STG Dim Categoría Docente P2 
 
Figura  43 STG Dim Categoría Docente P3 
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STG_DIM_PERIODO_LECTIVO: 
Esta transformación extrae la información desde la tabla STG_CARGA_HORARIA, realiza 
las operaciones necesarias para crear la dimensión y la almacena en la instancia STAGE de 
Postgresql para ser almacenada después de crear las claves principales a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  44 STG Dim Período Lectivo P1 
 
Figura  45 STG Dim Período Lectivo P2  
 
Figura  46 STG Dim Período Lectivo P3 
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JOB_STG_DIMENSIONES: 
Esta procedimiento se encarga de ejecutar en secuencia las dimensiones, de modo que se 
calendariza la actualización de las mismas a través de este procedimiento. 
 
Figura  47  STG Job Stg Dimensiones 
C. Carga: 
El paso final del proceso ETL es la carga de la información en el Datawarehouse final, para el 
cual se realiza el proceso de creación de claves primarias y actualización de información de 
modo que se mantenga la integridad de la información. 
Este proceso se realizó para las dimensiones y tablas de hechos que van a ser la fuente para 
realizar el Análisis de Datos Académico. 
Al igual que en las otras fases realizamos JOBS de actualización completa que contiene cada 
una de las transformaciones para la carga de dimensiones y tablas de hechos. 
A continuación se indica las transformaciones respectivas. 
DIM_CATEGORIA_DOCENTE: 
Esta transformación extrae la información desde la tabla STG_ 
DIM_CATEGORIA_DOCENTE, se realiza la actualización de las llaves primarias y el 
                                                                                                                                                                        
70 
 
proceso de update de la tabla de dimensiones, almacenando la información a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  48 DWH Dim Categoría Docente P1 
 
 
Figura  49  DWH Dim Categoría Docente P2 
 
 
Figura  50 DWH Dim Categoría Docente P3 
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Figura  51 DWH Dim Categoría Docente P4 
 
 
DIM_DEDICACION_DOCENTE: 
Esta transformación extrae la información desde la tabla STG_ 
DIM_DEDICACION_DOCENTE, se realiza la actualización de las llaves primarias y el 
proceso de update de la tabla de dimensiones, almacenando la información a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  52 DWH Dim Dedicación Docente P1 
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Figura  53 DWH Dim Dedicación Docente P2 
 
Figura  54 DWH Dim Dedicación Docente P3 
 
 
Figura  55 DWH Dim Dedicación Docente P4 
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DIM_CURSO: 
Esta transformación extrae la información desde la tabla STG_ DIM_CURSO, se realiza la 
actualización de las llaves primarias y el proceso de actualización de la tabla de dimensiones, 
almacenando la información a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  56 DWH Dim Curso P1 
 
Figura  57 DWH Dim Curso P2 
 
Figura  58 DWH Dim Curso P3 
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Figura  59 DWH Dim Curso P4 
 
 
DIM_ESPECIALIDAD: 
Esta transformación extrae la información desde la tabla STG_ DIM_ESPECIALIDAD, se 
realiza la actualización de las llaves primarias y el proceso de update de la tabla de 
dimensiones, almacenando la información a las tablas del Datawarehouse, con las consultas 
SQL definidas para cada una según el caso. 
 
Figura  60 DWH Dim Especialidad P1 
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Figura  61 DWH Dim Especialidad P2 
 
Figura  62 DWH Dim Especialidad P3 
 
 
Figura  63 DWH Dim Especialidad P4 
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DIM_PERIODO_LECTIVO: 
Esta transformación extrae la información desde la tabla STG_ DIM_PERIODO_LECTIVO, 
se realiza la actualización de las llaves primarias y el proceso de update de la tabla de 
dimensiones, almacenando la información a las tablas del Datawarehouse, con las consultas 
SQL definidas para cada una según el caso. 
 
Figura  64 DWH Dim Período Lectivo P1 
 
Figura  65 DWH Dim Período Lectivo P2 
 
Figura  66 DWH Dim Período Lectivo P3  
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Figura  67 DWH Dim Período Lectivo P4 
 
DIM_PROFESOR: 
Esta transformación extrae la información desde la tabla STG_ DIM_PROFESOR, se realiza 
la actualización de las llaves primarias y el proceso de update de la tabla de dimensiones, 
almacenando la información a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  68 DWH Dim Profesor P1 
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Figura  69 DWH Dim Profesor P2 
 
Figura  70 DWH Dim Profesor P3 
 
Figura  71 DWH Dim Profesor P4 
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DIM_FACULTAD: 
Esta transformación extrae la información desde la tabla STG_ DIM_FACULTAD, se realiza 
la actualización de las llaves primarias y el proceso de update de la tabla de dimensiones, 
almacenando la información a las tablas del Datawarehouse, con las consultas SQL definidas 
para cada una según el caso. 
 
Figura  72 DWH Dim Facultad P1 
 
Figura  73 DWH Dim Facultad P2 
 
Figura  74 DWH Dim Facultad P3 
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Figura  75 DWH Dim Facultad P4 
 
DIM_ESTUDIANTE: 
Esta transformación extrae la información desde la tabla STG_ DIM_ESTUDIANTE, se 
realiza la actualización de las llaves primarias y el proceso de update de la tabla de 
dimensiones, almacenando la información a las tablas del Datawarehouse, con las consultas 
SQL definidas para cada una según el caso. 
 
Figura  76 DWH Dim Estudiante P1 
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Figura  77 DWH Dim Estudiante P2 
 
Figura  78 DWH Dim Estudiante P3 
 
 
Figura  79 DWH Dim Estudiante P4 
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JOB_DIMENSIONES: 
Este procedimiento se encarga de ejecutar secuencialmente las dimensiones y actualizar la 
información de cada una de las tablas de dimensiones del Datawarehouse final. 
 
 
Figura  80  DWH Dimensiones 
 
 
TMP_DOCENTE: 
Esta transformación extrae la información desde la tabla STG_ CARGA_HORARIA, se 
realiza la actualización de las llaves primarias y el proceso de update de la tabla de 
dimensiones, almacenando la información a las tablas del Datawarehouse, con las consultas 
SQL definidas para cada una según el caso. 
 
Figura  81 Tmp Docente P1 
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Figura  82  Tmp Docente P2 
 
 
Figura  83 Tmp Docente P3 
 
FC_DOCENTE_DETALLE: 
Esta transformación se encarga de realizar los joins entre las tablas de dimensiones y la tabla 
de hechos temporal para crear la tabla de hechos con los códigos de las dimensiones y 
nombres a la que denominaremos de detalle, la misma que será la fuente para la posterior 
tabla de hechos final de Datawarehouse. 
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Figura  84 Fc Docente Detalle 
 
FC_DOCENTE: 
Esta transformación se encarga de realizar la carga de la información desde la tabla de hechos 
a la tabla final del Datawarehouse. 
 
Figura  85 Fc Docente P1 
 
Figura  86 Fc Docente P2 
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Figura  87 Fc Docente P3 
 
TMP_ESTUDIANTE: 
Esta transformación extrae la información desde la tabla STG_ 
ESTUDIANTES_INDICADORES, se realiza la actualización de las llaves primarias y el 
proceso de update de la tabla de dimensiones, almacenando la información a las tablas del 
Datawarehouse, con las consultas SQL definidas para cada una según el caso. 
 
Figura  88 Tmp Estudiante P1 
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Figura  89 Tmp Estudiante P2 
 
 
Figura  90  Tmp Estudiante P3 
 
FC_ESTUDIANTE_DETALLE: 
Esta transformación se encarga de realizar los joins entre las tablas de dimensiones y la tabla 
de hechos temporal para crear la tabla de hechos con los códigos de las dimensiones y 
nombres a la que denominaremos de detalle, la misma que será la fuente para la posterior 
tabla de hechos final de Datawarehouse. 
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Figura  91 Fc Estudiante Detalle 
 
FC_ESTUDIANTE: 
Esta transformación se encarga de realizar la carga de la información desde la tabla de hechos 
a la tabla final del Datawarehouse. 
 
Figura  92 Fc Estudiante P1 
 
Figura  93 Fc Estudiante P2 
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Figura  94 Fc Estudiante P3 
3.3.3.  Introducción al programa WEKA 
Este programa está desarrollado en Java por lo que se convierte en un sistema 
multiplataforma. Implementa numerosos algoritmos de aprendizaje y múltiples herramientas 
para transformar las bases de datos y realizar un exhaustivo análisis.  
Los algoritmos pueden ser aplicados directamente a un conjunto de datos o llamado de su 
propio código Java. Weka contiene aplicaciones para el pre-proceso de datos, la clasificación, 
regresión, clustering, reglas de asociación, y visualización. También es útil para desarrollar 
nuevos esquemas de aprendizaje. Weka es un software libre, el cual tiene acceso en la página 
Web. 
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Figura  95 Interfaz Weka 
 
Esta es la interfaz principal de la herramienta WEKA, donde podemos ver que tiene varias 
opciones de análisis de la información dependiendo del caso que se quiera hacer, tenemos la 
interfaz de Explorer que es la que se va a utilizar para modelos de análisis de datos de esta 
tesis, aquí se puede realizar un pre-procesamiento de la información. Conectarnos con la 
fuente de información que en este caso es la base de datos Datawarehouse académico que se 
desarrolló para el análisis, que incluirá los ejemplos de entrenamiento y los atributos de que 
está compuesto el ejemplo. También podemos ver, una vez abierto un experimento, como 
están distribuidos los distintos atributos del conjunto de entrenamiento, así como editarlo, 
eliminando atributos. 
Una vez seleccionada, se crea una ventana con 6 pestañas en la parte superior que se 
corresponden con diferentes tipos de operaciones, en etapas independientes, que se pueden  
realizar sobre los datos: 
• Preprocess: selección de la fuente de datos y preparación (filtrado). 
• Clasify: Facilidades para aplicar esquemas de clasificación, entrenar modelos y 
evaluar su  precisión 
• Cluster: Algoritmos de agrupamiento 
• Associate: Algoritmos de búsqueda de reglas de asociación 
• Select Attributes: Búsqueda supervisada de subconjuntos de atributos representativos 
• Visualize: Herramienta interactiva de presentación gráfica en 2D. 
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Además de estas pestañas de selección, en la parte inferior de la ventana aparecen dos 
elementos comunes. Uno es el botón de “Log”, que al activarlo presenta una ventana textual 
donde se indica la secuencia de todas las operaciones que se han llevado a cabo dentro del 
“Explorer”, sus tiempos de inicio y fin, así como los mensajes de error más frecuentes. Junto 
al botón de log aparece un icono de actividad (el pájaro WEKA, que se mueve cuando se está 
realizando alguna tarea) y un indicador de status, que indica qué tarea se está realizando en 
este momento dentro del Explorer. 
3.3.4. Aplicación del programa WEKA 
Se realizan 2 casos de estudio aplicando técnicas de análisis de datos que son relacionadas la 
primera con la información de docentes y el segundo caso con la información de los 
estudiantes, se aplicará los algoritmos definidos para el tipo de datos nominales que son los 
que se tienen, es decir, tipos de datos cualitativos. 
 
3.3.4.1. Caso de Estudio: Clasificación Académica Docentes 
Para este caso de estudio, se creó consultas SQL al Datawarehouse de modo que sean la 
fuente de información para el análisis de datos, el objetivo de este caso de estudio es analizar 
la clasificación de los docentes por categoría y dedicación académica en los periodos lectivos 
tomando en cuenta las carreras a las que pertenecen los mismos. 
 
Figura  96 Herramienta Explorer 
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Realizamos la conexión a la base de datos del Datawarehouse Académico, y empezamos el 
análisis que se va a describir paso a paso. 
 
Figura  97 Conexión con la Base de Datos 
 
Se genera el archivo y se lo guarda con extensión .arff que es el formato que reconoce la 
herramienta para aplicar las distintas operaciones de acuerdo al algoritmo seleccionado. 
a) Preparación de los datos (Preprocess) 
Los datos de entrada a la herramienta, sobre los que operarán las técnicas implementadas, 
deben estar codificados en un formato específico, denominado Attribute-Relation File Format 
(extensión "arff"). La herramienta permite cargar los datos en tres soportes: fichero de texto, 
acceso a una base de datos y acceso a través de internet sobre una dirección URL de un 
servidor web. En nuestro caso trabajaremos con ficheros de texto.  
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Figura  98 Preparación de los Datos 
La clase en base a la que se va a realizar el análisis es Escuela a la que pertenece el docente, 
de acuerdo a esto definimos su comportamineto con relación a la dedicación, categoria y 
periodos lectivos que son los objetivos planteados. 
Por Periodo Lectivo podemos ver el siguiente resultado, los colores estan definidos de la 
siguiente manera: 
 Año Basico (Azul), Departamento de Topografía y Geomensura (Rojo), Escuela de Ciencias 
(Turquesa), Escuela de Ingeniería Civil (Verde) 
 
Figura  99 Análisis por Período Lectivo 
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Podemos ver el número de profesores distribuidos por periodo lectivo y según la carrera a la 
que pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que para los últimos 3 periodos lectivos 
la mayor parte de los docentes pertenecen a la Escuela de Ingeniería Civil. 
Por Dedicación Docente tenemos: 
 
Figura  100 Análisis por Dedicación Docente 
 
Podemos ver el número de profesores distribuidos por dedicación docente y según la carrera a 
la que pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que la mayor parte de docentes de la 
Facultad son de dedicación docentes de Tiempo Completo de acuerdo a lo definido en los 
estatutos de educación superior. 
Por Categoría Docente tenemos, 
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Figura  101 Análisis por Categoría Docente 
 
Podemos ver el número de profesores distribuidos por categoría docente y según la carrera a 
la que pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que la mayor parte de docentes de la 
Facultad tienen como categoría docente Principal de acuerdo a lo definido en los estatutos de 
educación superior. 
b) Preparación de ficheros de muestra 
WEKA tiene integrados filtros que permiten realizar manipulaciones sobre los datos en dos 
niveles: atributos e instancias. Las operaciones de filtrado pueden aplicarse “en cascada”, de 
manera que cada filtro toma como entrada el conjunto de datos resultante de haber aplicado 
un filtro anterior. Una vez que se ha aplicado un filtro, la relación cambia ya para el resto de 
operaciones llevadas a cabo en el Explorer, existiendo siempre la opción de deshacer la última 
operación de filtrado aplicada con el botón Undo. Además, pueden guardarse los resultados 
de aplicar filtros en nuevos ficheros, que también serán de tipo ARFF, para manipulaciones 
posteriores. 
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Para aplicar un filtro a los datos, se selecciona con el botón Choose de Filter, desplegándose 
el árbol con todos los que están integrados. 
 
Figura  102 Filtros de Datos 
 
Puede verse que los filtros de esta opción son de tipo no supervisado (unsupervised): son 
operaciones independientes del algoritmo análisis posterior, a diferencia de los filtros 
supervisados, que operan en conjunción con algoritmos de clasificación para analizar su 
efecto. Están agrupados según modifiquen los atributos resultantes o seleccionen un 
subconjunto de instancias (los filtros de atributos pueden verse como filtros "verticales" sobre 
la tabla de datos, y los filtros de instancias como filtros "horizontales"). Como puede verse, 
hay más de 30 posibilidades, de las que destacaremos únicamente algunas de las más 
frecuentes. 
 
Filtros de atributos 
Vamos a indicar, de entre todas las posibilidades implementadas, la utilización de filtros para 
eliminar atributos, para discretizar atributos numéricos, y para añadir nuevos atributos con 
expresiones, por la frecuencia con la que se realizan estas operaciones. 
 
Filtros de selección 
Vamos a utilizar el filtro de atributos “Remove”, que permite eliminar una serie de atributos 
del conjunto de entrada. En primer lugar procedemos a seleccionarlo desde el árbol 
desplegado con el botón Choose de los filtros. A continuación lo configuraremos para 
determinar qué atributos queremos filtrar. 
La configuración de un filtro sigue el esquema general de configuración de cualquier 
algoritmo integrado en WEKA. Una vez seleccionado el filtro específico con el botón 
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Choose, aparece su nombre dentro del área de filtro (el lugar donde antes aparecía la palabra 
None). Se puede configurar sus parámetros haciendo clic sobre esta área, momento en el que 
aparece la ventana de configuración correspondiente a ese filtro particular. Si no se realiza 
esta operación se utilizarían los valores por defecto del filtro seleccionado. 
 
El filtro que aplicamos es el de ordenamiento de la información de acuerdo al nombre, no 
tenemos la información con problemas porque viene de un proceso completo de depuración 
por lo que no necesita aplicar otro tipo de filtros. 
 
Figura  103 Filtros de Ordenamiento 
 
Este filtro aplicamos a todas nuestras variables. Una vez configurado, al accionar el botón 
Apply del área de filtros se modifica el conjunto de datos (se filtra) y se genera una relación 
transformada. Esto se hace indicar en la descripción “Current Relation”, que pasa a ser la 
resultante de aplicar la operación correspondiente (esta información se puede ver con más 
nitidez en la ventana de log, que además nos indicará la cascada de filtros aplicados a la 
relación operativa). La relación transformada tras aplicar el filtro podría almacenarse en un 
nuevo fichero ARFF con el botón Save, dentro de la ventana Preprocess. 
 
Figura  104 Gráficos de Dispersión 
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Podemos ver como están asociados los resultados de analizar la información por dedicación y 
categoria de los docentes. 
c) Visualización 
Una de las primeras etapas del análisis de datos puede ser el mero análisis visual de éstos, en 
ocasiones de gran utilidad para desvelar relaciones de interés utilizando nuestra capacidad 
para comprender imágenes. La herramienta de visualización de WEKA permite presentar 
gráficas 2D que relacionen pares de atributos, con la opción de utilizar además los colores 
para añadir información de un tercer atributo. Además, tiene incorporada una facilidad 
interactiva para seleccionar instancias de acuerdo a los atributos del análisis que se necesite 
realizar. 
d) Representación 2D de los datos 
Las instancias se pueden visualizar en gráficas 2D que relacionen pares de atributos. Al 
seleccionar la opción Visualize del Explorer aparecen todos los pares posibles de atributos en 
las coordenadas horizontal y vertical. La idea es que se selecciona la gráfica deseada para 
verla en detalle en una ventana nueva. En nuestro caso, aparecerán todas las combinaciones 
posibles de atributos.  
 
Figura  105 Visualización Gráficas 2D Clase Escuela 
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Podemos ver como se encuentra distribuida la información de acuerdo a la clase Escuela por 
cada uno de los atributos definidos para el análisis. Vamos a visualizar ahora dos variables 
que son de interés como son Periodo Lectivo – Dedicación Docente 
 
Figura  106 Análisis Período Lectivo - Dedicación 
De acuerdo a los atributos seleccionados tenemos como resultado de análisis que la mayor 
parte de docentes de la Escuela de Ingenieria Civil tienen Dedicación Docente de Tiempo 
Completo, mientras que la mayor parte de los docentes de Escuela de Ciencias son de Medio 
Tiempo. 
Ahora otra combinación de variables importantes es Periodo Lectivo – Categoria Docente 
 
Figura  107 Análisis Período Lectivo - Categoría 
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De acuerdo a los atributos seleccionados tenemos como resultado de análisis que la mayor 
parte de docentes de la Escuela de Ingenieria Civil tienen Categoría Docente Principal, 
mientras que la mayor parte de los docentes de Escuela de Ciencias son de clasificación de 
categoria docente Auxiliar. 
Ahora combinamos para el análisis las variables Dedicación Docente - Categoría Docente  
 
Figura  108 Análisis Dedicación - Categoría 
 
De acuerdo a los atributos seleccionados tenemos como resultado de análisis que la mayor 
parte de docentes de la Escuela de Ingenieria Civil tienen Categoría Docente Principal y 
como Dedicación Docente Tiempo Completo, mientras que la mayor parte de los docentes de 
Escuela de Ciencias son de clasificación de categoria docente Auxiliar y Dedicación Docente 
Medio Tiempo y Tiempo Parcial. 
Como podemos ver la herramienta nos permite visualizar de primera la clasificación de la 
información de acuerdo a una clase definida. 
e) Asociación 
Los algoritmos de asociación permiten la búsqueda automática de reglas que relacionan 
conjuntos de atributos entre sí. Son algoritmos no supervisados, en el sentido de que no 
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existen relaciones conocidas a priori con las que contrastar la validez de los resultados, sino 
que se evalúa si esas reglas son estadísticamente significativas. La ventana de Asociación 
(Associate en el Explorer), tiene los siguiente elementos: 
 
Figura  109 Algoritmo Apriori 
 
El principal algoritmo de asociación implementado en WEKA es el algoritmo "Apriori". Este 
algoritmo únicamente puede buscar reglas entre atributos simbólicos, razón por la que se 
requiere haber discretizado todos los atributos numéricos. Por simplicidad, vamos a aplicar un 
filtro de discretización de todos los atributos numéricos en cuatro intervalos de la misma 
frecuencia para explorar las relaciones más significativas. El algoritmo lo ejecutamos con sus 
parámetros por defecto. 
 
Figura  110  Resultado Algoritmo Apriori 1 
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Se visualiza el resultado de este algoritmo aplicado a la muestra de datos que tenemos: 
 
Figura  111 Gráfica Algoritmo Apriori 
 
La información al aplicar este algoritmo muestra que de todos los docentes la mayor parte de 
ellos son de Dedicación Docente de Tiempo Completo. 
 
Figura  112 Resultado Clase Dedicación 
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Como conclusión del total de profesores de la facultad la mayoria son de Dedicación Docente 
Tiempo Completo y de Categoria Docente Principal. 
f) Agrupamiento 
La opción Cluster del Explorer nos permite aplicar algoritmos de agrupamiento de instancias 
a nuestros datos. Estos algoritmos buscan grupos de instancias con características "similares", 
según un criterio de comparación entre valores de atributos de las instancias definidos en los 
algoritmos. El mecanismo de selección, configuración y ejecución de elementos: primero se 
selecciona el algoritmo con Choose, parámetros seleccionando sobre el área donde aparece, y 
ejecuta.  
El área de agrupamiento del Explorer presenta elementos de configuración: 
 
Figura  113 Agrupación 
Terminado la selección y configuración del algoritmo, se puede pulsar el botón Start, que hará 
que se aplique sobre la relación de trabajo. Los resultados se presentarán en la ventana de 
texto de la parte derecha. Además, la ventana izquierda permite listar todos los algoritmos y 
resultados que se hayan ejecutado en la sesión actual. Al seleccionarlos en esta lista de 
visualización se presentan en la ventana de texto a la derecha, y además se permite abrir 
ventanas gráficas de visualización con un menú contextual que aparece al pulsar el botón 
derecho sobre el resultado seleccionado. 
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Agrupamiento simbólico 
El agrupamiento simbólico tiene la ventaja de efectuar un análisis cualitativo que construye 
categorías jerárquicas para organizar los datos. Estas categorías se forman con un criterio 
probabilístico de "utilidad", llegando a las que permiten homogeneidad de los valores de los 
atributos dentro de cada una y al mismo tiempo una separación entre categorías dadas por los 
atributos, propagándose estas características en un árbol de conceptos. 
Aplicamos los algoritmos adecuados para la información que se tiene y una breve descripción 
de cada una: 
 Algoritmo de COBWEB: 
La implementación de COBWEB en WEKA tiene las siguientes características para su 
implementación son: 
 Se permiten atributos numéricos y simbólicos. 
 La semilla para obtener números aleatorios es fija e igual a 42. 
 Permite pesos asociados a cada ejemplo. 
 Realmente el valor de cutoff es 0.01 ×1 2 π . 
 En el caso de que el ejemplo que se desea clasificar genere, en un nodo determinado, 
un CU menor al cutoff, se eliminan los hijos del nodo(poda). 
El algoritmo de COBWEB se encuentra implementado en la clase 
weka.clusterers.Cobweb.java. 
Instrucción Descripción 
acuity (100) Indica la mínima varianza permitida en un 
cluster 
cutoff (0) Factor de poda. Indica la mejora en utilidad 
mínima por una 
subdivisión para que se permita llevar a cabo. 
Tabla 2 Algoritmo Cobweb 
Aplicamos a nuestra muestra el algoritmo y tenemos los siguientes resultados con los valores 
por defecto: 
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Figura  114 Resultado de Agrupación 
 
Al aplicar este algoritmo se crearon cluster o asociaciones de información con los datos de la 
muestra de acuerdo a los parámetros descritos en el algoritmo, podemos ver que las 
agrupaciones por cluster son: 
 
Figura  115 Gráfico de Agrupación 
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Para tener una mejor visualización de los resultados en árbol de decisión vamos a excluir los 
atributos que no son necesarios para este análisis y aplicamos nuevamente el algoritmo. 
 
Figura  116 Resultado Árbol Decisión 
El resultado de análisis de los atributos Escuela – Dedicación Docente en árbol de decisión es: 
 
Figura  117 Árbol Decisión 
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=== Clustering model (full training set) === 
Number of merges: 189 
Number of splits: 186 
Number of clusters: 23 
node 0 [1927] 
|   node 1 [970] 
|   |   node 2 [367] 
|   |   |   node 3 [256] 
|   |   |   |   leaf 4 [255] 
|   |   |   node 3 [256] 
|   |   |   |   leaf 5 [1] 
|   |   node 2 [367] 
|   |   |   node 6 [111] 
|   |   |   |   leaf 7 [83] 
|   |   |   node 6 [111] 
|   |   |   |   node 8 [28] 
|   |   |   |   |   leaf 9 [11] 
|   |   |   |   node 8 [28] 
|   |   |   |   |   leaf 10 [17] 
|   node 1 [970] 
|   |   leaf 11 [362] 
|   node 1 [970] 
|   |   node 12 [241] 
|   |   |   leaf 13 [218] 
|   |   node 12 [241] 
|   |   |   node 14 [23] 
|   |   |   |   leaf 15 [18] 
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|   |   |   node 14 [23] 
|   |   |   |   leaf 16 [5] 
node 0 [1927] 
|   node 17 [957] 
|   |   leaf 18 [671] 
|   node 17 [957] 
|   |   node 19 [286] 
|   |   |   leaf 20 [142] 
|   |   node 19 [286] 
|   |   |   leaf 21 [94] 
|   |   node 19 [286] 
|   |   |   leaf 22 [50] 
 Algoritmo de k-means en WEKA 
El algoritmo de k-medias se encuentra implementado en la clase 
weka.clusterers.SimpleKMeans.java. Las opciones de configuración de que disponen son las 
siguientes: 
Las caracteristicas principales de este algoritmo son: 
 Admite atributos simbólicos y numéricos. 
 Para obtener los centroides iniciales se emplea un número aleatorio obtenido a partir 
de la semilla empleada.  
 Los k ejemplos correspondientes a los k números enteros siguientes al número 
aleatorio obtenido serán los que conformen dichos centroides. 
 No se estandarizan los argumentos, sino que se normalizan. 
 
En la ecuación, x será el valor i del atributo f, siendo minf el mínimo valor del atributo f y  
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Max el máximo. 
 
El algoritmo de k-medias se encuentra implementado en la clase 
weka.clusterers.SimpleKMeans.java. Las opciones de configuración de que disponen son: 
 
Instrucción Descripción 
numClusters (2) 
 
Número de clusters. 
 
seed (10) 
 
Semilla a partir de la cual se genera el número 
aleatorio 
para inicializar los centros de los clusters. 
 
Tabla 3 Parámetros Algoritmo K- Means 
Aplicamos este algoritmo a los atributos de Escuela y Categoría Docente: 
 
Figura  118 Algoritmo K-means 
Tenemos ahora la visualización de los resultados al aplicar el algoritmo 
 
Figura  119 Visualización K-means 
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Podemos observar que la información esta agrupada por la categoria Auxiliar y principal para 
los dos últimos periódos lectivos. 
 
Figura  120 Análisis Categoría - Periodos 
 
Por el atributo de Escuela y Categoria Docente podemos ver como estan definidos los 
clusters, principalmente para la Facultad de Ingeniería predomina la Categoria Docente 
Auxiliar y Principal respectivamente. 
g) Clasificación 
Finalmente, trataremos sobre la clasificación, que es el más frecuente en la práctica. En 
ocasiones, el problema de clasificación se formula como un refinamiento en el análisis, una 
vez que se han aplicado algoritmos no supervisados de agrupamiento y asociación para 
describir relaciones de interés en los datos. 
Se pretende construir un modelo que permita predecir la categoría de las instancias en función 
de una serie de atributos de entrada. En el caso de WEKA, la clase es simplemente uno de los 
atributos simbólicos disponibles, que se convierte en la variable objetivo a predecir. Por 
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defecto, es el último atributo (última columna) a no ser que se indique otro explícitamente. La 
configuración de la clasificación se efectúa con la ventana siguiente: 
 
Figura  121 Clasificación 
Modos de evaluación del clasificador 
El resultado de aplicar el algoritmo de clasificación se efectúa comparando la clase predicha 
con la clase real de las instancias. Esta evaluación puede realizarse de diferentes modos, 
según la selección en el cuadro Test options: 
 Use training set: esta opción evalúa el clasificador sobre el mismo conjunto sobre el 
que se construye el modelo predictivo para determinar el error, que en este caso se 
denomina "error de resustitución". Por tanto, esta opción puede proporcionar una 
estimación demasiado optimista del comportamiento del clasificador, al evaluarlo 
sobre el mismo conjunto sobre el que se hizo el modelo. 
 Supplied test set: evaluación sobre conjunto independiente. Esta opción permite cargar 
un conjunto nuevo de datos. Sobre cada dato se realizará una predicción de clase para 
contar los errores. 
 Cross-validation: evaluación con validación cruzada. Esta opción es la más elaborada 
y costosa. Se realizan tantas evaluaciones como se indica en el parámetro Folds. Se 
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dividen las instancias en tantas carpetas como indica este parámetro y en cada 
evaluación se toman las instancias de cada carpeta como datos de test, y el resto como 
datos de entrenamiento para construir el modelo. Los errores calculados son el 
promedio de todas las ejecuciones.  
 Percentage split : esta opción divide los datos en dos grupos, de acuerdo con el 
porcentaje indicado (%). El valor indicado es el porcentaje de instancias para construir 
el modelo, que a continuación es evaluado sobre las que se han dejado aparte. Cuando 
el número de instancias es suficientemente elevado, esta opción es suficiente para 
estimar con precisión las prestaciones del clasificador en el dominio. 
Además de estas opciones para seleccionar el modo de evaluación, el botón 
 
Figura  122 Modo Visualización 
 More Options abre un cuadro con otras opciones adicionales: 
 Output model: permite visualizar (en modo texto y, con algunos algoritmos, en modo 
gráfico) el modelo construido por el clasificador (árbol, reglas, etc.) 
 Output per-class stats: obtiene estadísticas de los errores de clasificación por cada uno 
de los valores que toma el atributo de clase 
 Outputentropy evaluation measures: generaría también medidas de evaluación de 
entropía 
 Store predictions for visualization: permite analizar los errores de clasificación en una 
ventana de visualización 
 Cost-sensitive evaluation: con esta opción se puede especificar una función con costes 
relativos de los diferentes errores, que se rellena con el botón Set 
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Evaluación del clasificador en ventana de texto 
Una vez se ejecuta el clasificador seleccionado sobre los datos de la relación, en la ventana de 
texto de la derecha aparece información de ejecución, el modelo generado con todos los datos 
de entrenamiento y los resultados de la evaluación. 
Se obtiene a partir de los datos esta relación trivial, salvo dos únicos casos de error: los 
presentados son los que tienen una calificación superior a 0. Con referencia al informe de 
evaluación del clasificador, podemos destacar tres elementos: 
 Resumen (Summary): es el porcentaje global de errores cometidos en la evaluación 
 Precisión detallada por clase: para cada uno de los valores que puede tomar el atributo 
de clase: el porcentaje de instancias con ese valor que son correctamente predichas 
(TP: true positives), y el porcentaje de instancias con otros valores que son 
incorrectamente predichas a ese valor aunque tenían otro (FP: false positives). Las 
otras columnas, precision, recall, F- measure, se relacionan con estas dos anteriores. 
 Matriz de confusión: aquí aparece la información detallada de cuantas instancias de 
cada clase son predichas a cada uno de los valores posibles. 
Por tanto, es una matriz con N2 posiciones, con N el número de valores que puede 
tomar la clase. En cada fila i, i=1...N, aparecen las instancias que realmente son de la 
clase i, mientras que las columnas j, j=1...N, son las que se han predicho al valor j de 
la clase.  
Lista de resultados 
Al igual que con otras opciones de análisis, la ventana izquierda de la lista de resultados 
contiene el resumen de todas las aplicaciones de clasificadores sobre conjuntos de datos en la 
sesión del Explorer. Puede accederse a esta lista para presentar los resultados, y al activar el 
botón derecho aparecen diferentes opciones de visualización, entre las que podemos destacar 
las siguientes: 
 Salvar y cargar modelos: Load model, Save model. Estos modelos pueden recuperarse 
de fichero para posteriormente aplicarlos a nuevos conjuntos de datos. 
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 Visualizar árbol y errores de predicción: Visualize tree, Visualize classifier errors, el 
árbol (permite almacenar Una vez se ejecuta el clasificador seleccionado sobre los 
datos de la relación. 
Aplicamos los algoritmos correspondientes a la información de docentes con la clase Escuela 
por Dedicación y Categoría del Docente. 
 Árbol de Decisión de un solo nivel en WEKA 
 
 
La clase en la que se implementa el algoritmo de decisión en la herramienta WEKA es  
weka.classifers.DecisionStump.java. Así, en WEKA se llama a este algoritmo tocón de 
decisión [decisión stump]. No tiene opciones de configuración, pero la implementación es 
muy completa, dado que admite tanto atributos numéricos como simbólicos y clases de ambos 
tipos también. El árbol de decisión tendrá tres ramas: una de ellas será para el caso de que el 
atributo sea desconocido, y las otras dos serán para el caso de que el valor del atributo del 
ejemplo de test sea igual a un valor concreto del atributo o distinto a dicho valor, en caso de 
los atributos simbólicos, o que el valor del ejemplo de test sea mayor o menor a un 
determinado valor en el caso de atributos numéricos. 
En el caso de los atributos simbólicos se considera cada valor posible del mismo y se calcula 
la ganancia de información con el atributo igual al valor, distinto al valor y valores perdidos 
del atributo. En el caso de atributos simbólicos se busca el mejor punto de ruptura. 
 
Atributo Simbólico y Clase Simbólica 
 
Se toma cada vez un valor vx del atributo simbólico Ai como base y se consideran únicamente 
tres posibles ramas en la construcción del árbol: que el atributo Ai sea igual a vx, que el 
atributo Ai sea distinto a vx o que el valor del atributo Ai sea desconocido. Con ello, se calcula 
la entropía del atributo tomando como base el valor escogido tal y como se muestra en la 
ecuación 
 
Aplicamos el algoritmo, obtuvimos los siguientes resultados: 
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Figura  123 Árbol de Decisión de un solo nivel 
 
=== Run information === 
 
Scheme:       weka.classifiers.trees.DecisionStump  
Instances:    1927 
Attributes:   4 
              pl_des_periodo 
              fa_des_escuela 
              dd_des_dedicacion 
              cd_des_categoria 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
Decision Stump 
Classifications 
cd_des_categoria = Principal : ESCUELA DE INGENIERIA CIVIL 
cd_des_categoria != Principal : ESCUELA DE CIENCIAS 
cd_des_categoria is missing : ESCUELA DE INGENIERIA CIVIL 
 
Class distributions 
cd_des_categoria = Principal 
AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
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0.08383751080380294 0.03197925669835782 0.16248919619706137 0.7216940363007779  
 
cd_des_categoria != Principal 
 
AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
0.033766233766233764 0.046753246753246755 0.7415584415584415 0.17792207792207793  
 
cd_des_categoria is missing 
AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
0.06382978723404255 0.03788271925272444 0.39387649195640895 0.5044110015568241  
 
 
Time taken to build model: 0 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances        1406               72.9632 % 
Incorrectly Classified Instances       521               27.0368 % 
Kappa statistic                          0.4991 
Mean absolute error                      0.2165 
Root mean squared error                  0.3291 
Relative absolute error                 73.9903 % 
Root relative squared error             86.0717 % 
Coverage of cases (0.95 level)          96.7307 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances             1927      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0        0        0          0       0          ?       0.571     0.074     AÐO BASICO 
                 0        0        0          0       0          ?       0.494     0.037     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.752    0.17     0.742      0.752   0.747      0.58   0.776     0.658     ESCUELA DE CIENCIAS 
                 0.859    0.337    0.722      0.859   0.784      0.533  0.747     0.688     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.73     0.237    0.656      0.73    0.69       0.497  0.738     0.612 
 
=== Confusion Matrix === 
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   a   b   c   d   <-- classified as 
   0   0  26  97 |   a = AÐO BASICO 
   0   0  36  37 |   b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
   0   0 571 188 |   c = ESCUELA DE CIENCIAS 
   0   0 137 835 |   d = ESCUELA DE INGENIERIA CIVIL 
 
 C4.5 en  WEKA 
 
La clase en la que se implementa el algoritmo C4.5 en la herramienta WEKA es 
weka.classifers.j48.J48.java. En los capítulos anterores definimos las caracterisitcas 
principales. 
 
Vamos aplicar este algoritmo a la información: 
 
Figura  124 Algoritmo C4.5 
 
Los resultados son: 
 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Instances:    1927 
Attributes:   3 
              fa_des_escuela 
              dd_des_dedicacion 
              cd_des_categoria 
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Test mode:    evaluate on training data 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
cd_des_categoria = Agregado: ESCUELA DE CIENCIAS (293.0/133.0) 
cd_des_categoria = Auxiliar: ESCUELA DE CIENCIAS (477.0/66.0) 
cd_des_categoria = Principal: ESCUELA DE INGENIERIA CIVIL (1157.0/322.0) 
 
Number of Leaves  :  3 
 
Size of the tree :  4 
 
 
 
Time taken to build model: 0.01 seconds 
 
=== Evaluation on training set === 
 
Time taken to test model on training data: 0.03 seconds 
 
 
 
=== Summary === 
 
Correctly Classified Instances        1406               72.9632 % 
Incorrectly Classified Instances       521               27.0368 % 
Kappa statistic                          0.4991 
Mean absolute error                      0.2077 
Root mean squared error                  0.3223 
Relative absolute error                 70.9825 % 
Root relative squared error             84.2757 % 
Coverage of cases (0.95 level)          97.1977 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances             1927      
 
 
 
=== Detailed Accuracy By Class === 
 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0        0        0          0       0          ?       0.609     0.081     AÐO BASICO 
                 0        0        0          0       0          ?       0.606     0.054     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.752    0.17     0.742      0.752   0.747      0.58   0.816     0.72      ESCUELA DE CIENCIAS 
                 0.859    0.337    0.722      0.859   0.784      0.533  0.782     0.706     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.73     0.237    0.656      0.73    0.69       0.497  0.778     0.647 
 
 
 
 
=== Confusion Matrix === 
 
 
 
   a   b   c   d   <-- classified as 
   0   0  26  97 |   a = AÐO BASICO 
   0   0  36  37 |   b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
   0   0 571 188 |   c = ESCUELA DE CIENCIAS 
   0   0 137 835 |   d = ESCUELA DE INGENIERIA CIVIL 
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El árbol de decisión es: 
 
Figura  125 Árbol de Decisión C4.5 
 
 Tabla de Decisión en  WEKA 
 
El algoritmo de tabla de decisión implementado en la herramienta WEKA se encuentra en la 
clase weka.classifiers.DecisionTable.java. 
 
Figura  126 Algoritmo Tabla de Decisión 
Los resultados de aplicar el algoritmo son: 
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Figura  127 Resultados Tabla de Decisión 
 
=== Run information === 
 
Scheme:       weka.classifiers.rules.DecisionTable -X 1 -S "weka.attributeSelection.BestFirst -D 1 -N 5" 
Instances:    1927 
Attributes:   3 
              fa_des_escuela 
              dd_des_dedicacion 
              cd_des_categoria 
Test mode:    evaluate on training data 
 
=== Classifier model (full training set) === 
 
Decision Table: 
 
Number of training instances: 1927 
Number of Rules : 3 
Non matches covered by Majority class. 
 Best first. 
 Start set: no attributes 
 Search direction: forward 
 Stale search after 5 node expansions 
 Total number of subsets evaluated: 3 
 Merit of best subset found:   72.963 
Evaluation (for feature selection): CV (leave one out)  
Feature set: 3,1 
 
Time taken to build model: 0.05 seconds 
 
=== Evaluation on training set === 
 
Time taken to test model on training data: 0.04 seconds 
 
=== Summary === 
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Correctly Classified Instances        1406               72.9632 % 
Incorrectly Classified Instances       521               27.0368 % 
Kappa statistic                          0.4991 
Mean absolute error                      0.2086 
Root mean squared error                  0.3223 
Relative absolute error                 71.2783 % 
Root relative squared error             84.277  % 
Coverage of cases (0.95 level)          97.1977 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances             1927      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0        0        0          0       0          ?       0.609     0.081     AÐO BASICO 
                 0        0        0          0       0          ?       0.606     0.054     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.752    0.17     0.742      0.752   0.747      0.58   0.816     0.72      ESCUELA DE CIENCIAS 
                 0.859    0.337    0.722      0.859   0.784      0.533  0.782     0.706     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.73     0.237    0.656      0.73    0.69       0.497  0.778     0.647 
 
=== Confusion Matrix === 
 
   a   b   c   d   <-- classified as 
   0   0  26  97 |   a = AÐO BASICO 
   0   0  36  37 |   b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
   0   0 571 188 |   c = ESCUELA DE CIENCIAS 
   0   0 137 835 |   d = ESCUELA DE INGENIERIA CIVIL 
3.3.4.2. Caso de Estudio: Clasificación Académica Estudiantes 
Para este caso de estudio, se creó consultas SQL al Datawarehouse de modo que sean la 
fuente de información para el análisis de datos, el objetivo de este caso de estudio es analizar 
la clasificación de los estudiantes de la facultad  en los periodos lectivos tomando en cuenta la 
escuela a la que pertenecen, sexo, especialidad de bachiller, estado civil y trabajo. 
 
Figura  128 Herramienta Explorer 
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Se genera el archivo y se lo guarda con extensión .arff que es el formato que reconoce la 
herramienta para aplicar las distintas operaciones de acuerdo al algoritmo seleccionado. 
a) Preparación de los datos (Preprocess) 
En nuestro caso trabajaremos con ficheros de texto, Estudiantes que contiene la información 
que se va analizar en este modelo.  
 
Figura  129 Análisis Estudiantes - Escuela 
La clase en base a la que se va a realizar el análisis es Escuela a la que pertenece el estudiante, 
de acuerdo a esto definimos su comportamineto con relación al sexo, estado civil, trabajo, 
especialidad bachiller y periodos lectivos que son los objetivos planteados. 
Para cada una de las escuelas los colores de las gráficas están definidas así: 
 Año Basico (Azul) 
 Departamento de Topografía y Geomensura (Rojo) 
 Escuela de Ciencias (Turquesa) 
 Escuela de Ingeniería Civil (Verde) 
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Por Periodo Lectivo podemos ver el siguiente resultado, los colores estan definidos de la 
siguiente manera: 
 
Figura  130 Análisis Período Lectivo - Escuela 
Podemos ver el número de estudiantes distribuidos por periodo lectivo y según la carrera a la 
que pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que para los últimos 3 periodos lectivos 
la mayor parte de los estudiantes pertenecen a la Escuela de Ingeniería Civil. 
Por Sexo tenemos:  
 
Figura  131 Análisis Sexo - Escuela 
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Podemos ver el número de estudiantes distribuidos por sexo (Masculino, Femenino )y según 
la carrera a la que pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que la mayor parte de estudiantes de la 
Facultad son de sexo Masculino. 
Por Estado Civil tenemos, 
 
Figura  132 Análisis Estado Civil -Escuela 
Podemos ver el número de estudiantes distribuidos por estado civil y según la carrera a la que 
pertenecen. 
Análisis: 
De la clase definida que es Escuela podemos concluir que la mayor parte de estudiantes de la 
Facultad son solteros. 
b) Preparación de ficheros de muestra 
Las operaciones de filtrado pueden aplicarse “en cascada”, de manera que cada filtro toma 
como entrada el conjunto de datos resultante de haber aplicado un filtro anterior. Una vez que 
se ha aplicado un filtro, la relación cambia ya para el resto de operaciones llevadas a cabo en 
                                                                                                                                                                        
124 
 
el Explorer, existiendo siempre la opción de deshacer la última operación de filtrado aplicada 
con el botón Undo. Además, pueden guardarse los resultados de aplicar filtros en nuevos 
ficheros, que también serán de tipo ARFF, para manipulaciones posteriores. 
Para aplicar un filtro a los datos, se selecciona con el botón Choose de Filter, desplegándose 
el árbol con todos los que están integrados. 
 
Figura  133 Filtros de Información 
 
Puede verse que los filtros de esta opción son de tipo no supervisado (unsupervised): son 
operaciones independientes del algoritmo análisis posterior, a diferencia de los filtros 
supervisados, que operan en conjunción con algoritmos de clasificación para analizar su 
efecto. Están agrupados según modifiquen los atributos resultantes o seleccionen un 
subconjunto de instancias (los filtros de atributos pueden verse como filtros "verticales" sobre 
la tabla de datos, y los filtros de instancias como filtros "horizontales"). Como puede verse, 
hay más de 30 posibilidades, de las que destacaremos únicamente algunas de las más 
frecuentes. 
 
Filtros de atributos 
Vamos a indicar, de entre todas las posibilidades implementadas, la utilización de filtros para 
eliminar atributos, para discretizar atributos numéricos, y para añadir nuevos atributos con 
expresiones, por la frecuencia con la que se realizan estas operaciones. 
 
Filtros de selección 
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Vamos a utilizar el filtro de atributos “Remove”, que permite eliminar una serie de atributos 
del conjunto de entrada. En primer lugar procedemos a seleccionarlo desde el árbol 
desplegado con el botón Choose de los filtros. A continuación lo configuraremos para 
determinar qué atributos queremos filtrar. 
La configuración de un filtro sigue el esquema general de configuración de cualquier 
algoritmo integrado en WEKA. Una vez seleccionado el filtro específico con el botón 
Choose, aparece su nombre dentro del área de filtro (el lugar donde antes aparecía la palabra 
None). Se puede configurar sus parámetros haciendo clic sobre esta área, momento en el que 
aparece la ventana de configuración correspondiente a ese filtro particular. Si no se realiza 
esta operación se utilizarían los valores por defecto del filtro seleccionado. 
 
Este filtro aplicamos a todas nuestras variables. Una vez configurado, al accionar el botón 
Apply del área de filtros se modifica el conjunto de datos (se filtra) y se genera una relación 
transformada. Esto se hace indicar en la descripción “Current Relation”, que pasa a ser la 
resultante de aplicar la operación correspondiente (esta información se puede ver con más 
nitidez en la ventana de log, que además nos indicará la cascada de filtros aplicados a la 
relación operativa). La relación transformada tras aplicar el filtro podría almacenarse en un 
nuevo fichero ARFF con el botón Save, dentro de la ventana Preprocess. 
 
 
Figura  134 Gráfica Escuela - Sexo 
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Podemos ver como están asociados los resultados de analizar la información por periodo 
lectivo y sexo. 
c) Visualización 
Para la muestra de datos de estudiantes se tiene la siguiente clasificación: 
 
Figura  135 Visualización Clase Escuela 
Podemos ver como se encuentra distribuida la información de acuerdo a la clase Escuela por 
cada uno de los atributos definidos para el análisis. 
Vamos a visualizar ahora dos variables que son de interés como son Periodo Lectivo – Sexo 
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Figura  136 Visualización Periodo Lectivo – Sexo 
d) Asociación 
El principal algoritmo de asociación implementado en WEKA es el algoritmo "Apriori". Este 
algoritmo únicamente puede buscar reglas entre atributos simbólicos, razón por la que se 
requiere haber discretizado todos los atributos numéricos. Por simplicidad, vamos a aplicar un 
filtro de discretización de todos los atributos numéricos en cuatro intervalos de la misma 
frecuencia para explorar las relaciones más significativas. El algoritmo lo ejecutamos con sus 
parámetros por defecto. 
 
Figura  137 Algoritmo Apriori 
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Se visualiza el resultado de este algoritmo aplicado a la muestra de datos que tenemos: 
 
Figura  138 Resultado Algoritmo Apriori 
La información al aplicar este algoritmo muestra que de todos los estudiantes la mayor parte 
de ellos son de sexo Masculino pero que en la Escuela de Ciencias existe casi el mismo 
número de estudiantes de sexo masculino y femenino. 
 
e) Agrupamiento 
 Algoritmo de COBWEB: 
Aplicamos a nuestra muestra el algoritmo y tenemos los siguientes resultados con los valores 
por defecto: 
Al aplicar este algoritmo se crearon cluster o asociaciones de información con los datos de la 
muestra de acuerdo a los parámetros descritos en el algoritmo, podemos ver que las 
agrupaciones por cluster. 
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Para tener una mejor visualización de los resultados en árbol de decisión vamos a excluir los 
atributos que no son necesarios para este análisis y aplicamos nuevamente el algoritmo. 
 
Figura  139 Algoritmo de COBWEB 
El resultado de análisis de los atributos Escuela – Sexo estudiantes  en árbol de decisión es: 
 
Figura  140 Resultados Algoritmo de COBWEB 
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=== Run information === 
Scheme:       weka.clusterers.Cobweb -A 1.0 -C 0.0028209479177387815 -S 42 
Instances:    39695 
Attributes:   3 
              es_sexo_desc 
              sp_des_escuela 
              st_des_estado_civil 
 
Test mode:    evaluate on training data 
=== Clustering model (full training set) === 
Number of merges: 683 
Number of splits: 682 
Number of clusters: 30 
 
node 0 [39695] 
|   node 1 [12162] 
|   |   node 2 [4797] 
|   |   |   leaf 3 [3489] 
|   |   node 2 [4797] 
|   |   |   node 4 [1308] 
|   |   |   |   leaf 5 [1283] 
|   |   |   node 4 [1308] 
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|   |   |   |   node 6 [25] 
|   |   |   |   |   leaf 7 [24] 
|   |   |   |   node 6 [25] 
|   |   |   |   |   leaf 8 [1] 
|   node 1 [12162] 
|   |   node 9 [2576] 
|   |   |   node 10 [2428] 
|   |   |   |   leaf 11 [2374] 
|   |   |   node 10 [2428] 
|   |   |   |   leaf 12 [54] 
|   |   node 9 [2576] 
|   |   |   leaf 13 [148] 
|   node 1 [12162] 
|   |   node 14 [4789] 
|   |   |   leaf 15 [4155] 
|   |   node 14 [4789] 
|   |   |   leaf 16 [634] 
node 0 [39695] 
|   node 17 [9177] 
|   |   leaf 18 [8332] 
|   node 17 [9177] 
|   |   leaf 19 [845] 
                                                                                                                                                                        
132 
 
node 0 [39695] 
|   node 20 [18356] 
|   |   node 21 [9751] 
|   |   |   node 22 [582] 
|   |   |   |   leaf 23 [551] 
|   |   |   node 22 [582] 
|   |   |   |   leaf 24 [31] 
|   |   node 21 [9751] 
|   |   |   leaf 25 [8507] 
|   |   node 21 [9751] 
|   |   |   leaf 26 [662] 
|   node 20 [18356] 
|   |   node 27 [8605] 
|   |   |   leaf 28 [712] 
|   |   node 27 [8605] 
|   |   |   leaf 29 [7893] 
 
Time taken to build model (full training data) : 248.62 seconds 
 
=== Model and evaluation on training set === 
Clustered Instances 
 3       3489 (  9%) 
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 5       1283 (  3%) 
 7         24 (  0%) 
11       2374 (  6%) 
12         54 (  0%) 
13        149 (  0%) 
15       4155 ( 10%) 
16        634 (  2%) 
18       8332 ( 21%) 
19        845 (  2%) 
23        551 (  1%) 
24         31 (  0%) 
25       8507 ( 21%) 
26        662 (  2%) 
28        712 (  2%) 
29       7893 ( 20%) 
 
 Algoritmo de k-means en WEKA 
El algoritmo de k-medias se encuentra implementado en la clase 
weka.clusterers.SimpleKMeans.java. Las opciones de configuración de que disponen son las 
siguientes: 
Aplicamos este algoritmo a los atributos de Escuela y Sexo: 
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Figura  141 Algoritmo de k-means 
Tenemos ahora la visualización de los resultados al aplicar el algoritmo 
 
Figura  142 Resultado Algoritmo de k-means 
Podemos observar que la información esta agrupada por la Sexo Masculino y Femenino por 
cada Escuela. 
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f) Clasificación 
Finalmente, trataremos sobre la clasificación, que es el más frecuente en la práctica. En 
ocasiones, el problema de clasificación se formula como un refinamiento en el análisis, una 
vez que se han aplicado algoritmos no supervisados de agrupamiento y asociación para 
describir relaciones de interés en los datos. 
Aplicamos los algoritmos correspondientes a la información de estdiantes con la clase Escuela 
por Sexo. 
 Árbol de Decisión de un solo nivel en WEKA 
 
 
La clase en la que se implementa el algoritmo de decisión en la herramienta WEKA es  
weka.classifers.DecisionStump.java. Así, en WEKA se llama a este algoritmo tocón de 
decisión [decisión stump]. No tiene opciones de configuración, pero la implementación es 
muy completa, dado que admite tanto atributos numéricos como simbólicos y clases de ambos 
tipos también. El árbol de decisión tendrá tres ramas: una de ellas será para el caso de que el 
atributo sea desconocido, y las otras dos serán para el caso de que el valor del atributo del 
ejemplo de test sea igual a un valor concreto del atributo o distinto a dicho valor, en caso de 
los atributos simbólicos, o que el valor del ejemplo de test sea mayor o menor a un 
determinado valor en el caso de atributos numéricos. 
En el caso de los atributos simbólicos se considera cada valor posible del mismo y se calcula 
la ganancia de información con el atributo igual al valor, distinto al valor y valores perdidos 
del atributo. En el caso de atributos simbólicos se busca el mejor punto de ruptura. 
 
Atributo Simbólico y Clase Simbólica 
 
Se toma cada vez un valor vx del atributo simbólico Ai como base y se consideran únicamente 
tres posibles ramas en la construcción del árbol: que el atributo Ai sea igual a vx, que el 
atributo Ai sea distinto a vx o que el valor del atributo Ai sea desconocido. Con ello, se calcula 
la entropía del atributo tomando como base el valor escogido tal y como se muestra en la 
ecuación 
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Aplicamos el algoritmo, obtuvimos los siguientes resultados: 
 
 
Figura  143 Árbol de Decisión de un solo nivel 
 
=== Run information === 
 
Scheme:       weka.classifiers.trees.DecisionStump  
Instances:    39695 
Attributes:   3 
              es_sexo_desc 
              sp_des_escuela 
              st_des_estado_civil 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Decision Stump 
 
Classifications 
 
es_sexo_desc = F : ESCUELA DE CIENCIAS 
es_sexo_desc != F : AÐO BASICO 
es_sexo_desc is missing : AÐO BASICO 
 
Class distributions 
 
es_sexo_desc = F 
AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
0.39236967604012496 0.006413418845584608 0.3937674724551883 0.20744943265910212  
 
es_sexo_desc != F 
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AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
0.33330911996513274 0.025169796244506593 0.31253405004903206 0.3289870337413286 
  
es_sexo_desc is missing 
AÐO BASICO DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA ESCUELA DE CIENCIAS
 ESCUELA DE INGENIERIA CIVIL  
0.35140445899987405 0.01942310114624008 0.33742284922534327 0.2917495906285426  
 
 
Time taken to build model: 0.04 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances       13919               35.0649 % 
Incorrectly Classified Instances     25776               64.9351 % 
Kappa statistic                          0.0048 
Mean absolute error                      0.3359 
Root mean squared error                  0.4098 
Relative absolute error                 99.2097 % 
Root relative squared error             99.6059 % 
Coverage of cases (0.95 level)          98.0577 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances            39695      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0.691    0.742    0.335      0.691   0.452     -0.054  0.525     0.37      AÐO BASICO 
                 0        0        0          0       0          ?       0.594     0.024     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.32     0.254    0.391      0.32    0.352      0.069  0.535     0.363     ESCUELA DE CIENCIAS 
                 0        0        0          0       0          ?       0.559     0.321     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.351    0.346    0.25       0.351   0.277      0.004  0.539     0.347 
 
=== Confusion Matrix === 
 
    a    b    c    d   <-- classified as 
 9636    0 4313    0 |    a = AÐO BASICO 
  700    0   71    0 |    b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
 9111    0 4283    0 |    c = ESCUELA DE CIENCIAS 
 9283    0 2298    0 |    d = ESCUELA DE INGENIERIA CIVIL 
 
 
 C4.5 en  WEKA 
 
La clase en la que se implementa el algoritmo C4.5 en la herramienta WEKA es 
weka.classifers.j48.J48.java. En los capítulos anteriores definimos las características 
principales. 
 
Vamos aplicar este algoritmo a la información: 
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Figura  144 Algoritmo C4.5 
 
Los resultados son: 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Instances:    39695 
Attributes:   3 
              es_sexo_desc 
              sp_des_escuela 
              st_des_estado_civil 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
es_sexo_desc = F 
|   st_des_estado_civil = Casado: AÐO BASICO (2090.0/807.0) 
|   st_des_estado_civil = Soltero: ESCUELA DE CIENCIAS (10072.0/5917.0) 
es_sexo_desc = M 
|   st_des_estado_civil = Casado: AÐO BASICO (2139.0/1294.0) 
|   st_des_estado_civil = Soltero: ESCUELA DE INGENIERIA CIVIL (25394.0/16887.0) 
 
Number of Leaves  :  4 
 
Size of the tree :  7 
 
 
Time taken to build model: 0.15 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
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Correctly Classified Instances       14790               37.2591 % 
Incorrectly Classified Instances     24905               62.7409 % 
Kappa statistic                          0.0911 
Mean absolute error                      0.3332 
Root mean squared error                  0.4082 
Relative absolute error                 98.4214 % 
Root relative squared error             99.2122 % 
Coverage of cases (0.95 level)          98.0577 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances            39695      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0.153    0.082    0.503      0.153   0.234      0.11   0.54      0.407     AÐO BASICO 
                 0        0        0          0       0          ?       0.608     0.025     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.31     0.225    0.413      0.31    0.354      0.093  0.541     0.371     ESCUELA DE CIENCIAS 
                 0.735    0.601    0.335      0.735   0.46       0.127  0.571     0.328     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.373    0.28     0.414      0.373   0.336      0.107  0.551     0.364 
 
=== Confusion Matrix === 
 
    a    b    c    d   <-- classified as 
 2128    0 3489 8332 |    a = AÐO BASICO 
   55    0   54  662 |    b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
 1346    0 4155 7893 |    c = ESCUELA DE CIENCIAS 
  700    0 2374 8507 |    d = ESCUELA DE INGENIERIA CIVIL 
 
 
El árbol de decisión es: 
 
Figura  145 Resultado Algoritmo C4.5 
 
 Tabla de Decisión en  WEKA 
 
El algoritmo de tabla de decisión implementado en la herramienta WEKA se encuentra en la 
clase weka.classifiers.DecisionTable.java. 
Los resultados de aplicar el algoritmo son: 
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Figura  146 Algoritmo Tabla de Decisión 
 
Figura  147 Resultado Algoritmo Tabla de Decisión 
 
=== Run information === 
 
Scheme:       weka.classifiers.rules.DecisionTable -X 1 -S "weka.attributeSelection.BestFirst -D 1 -N 5" 
Instances:    39695 
Attributes:   3 
              es_sexo_desc 
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              sp_des_escuela 
              st_des_estado_civil 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
Decision Table: 
 
Number of training instances: 39695 
Number of Rules : 4 
Non matches covered by Majority class. 
 Best first. 
 Start set: no attributes 
 Search direction: forward 
 Stale search after 5 node expansions 
 Total number of subsets evaluated: 3 
 Merit of best subset found:   37.259 
Evaluation (for feature selection): CV (leave one out)  
Feature set: 1,3,2 
 
Time taken to build model: 0.51 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances       14790               37.2591 % 
Incorrectly Classified Instances     24905               62.7409 % 
Kappa statistic                          0.0911 
Mean absolute error                      0.3333 
Root mean squared error                  0.4082 
Relative absolute error                 98.4288 % 
Root relative squared error             99.2123 % 
Coverage of cases (0.95 level)          98.0577 % 
Mean rel. region size (0.95 level)      75      % 
Total Number of Instances            39695      
 
=== Detailed Accuracy By Class === 
 
                 TP Rate  FP Rate  Precision  Recall  F-Measure  MCC    ROC Area  PRC Area  Class 
                 0.153    0.082    0.503      0.153   0.234      0.11   0.54      0.407     AÐO BASICO 
                 0        0        0          0       0          ?       0.608     0.025     DEPARTAMENTO DE TOPOGRAFIA Y 
GEOMENSURA 
                 0.31     0.225    0.413      0.31    0.354      0.093  0.541     0.371     ESCUELA DE CIENCIAS 
                 0.735    0.601    0.335      0.735   0.46       0.127  0.571     0.328     ESCUELA DE INGENIERIA CIVIL 
Weighted Avg.    0.373    0.28     0.414      0.373   0.336      0.107  0.551     0.364 
 
=== Confusion Matrix === 
 
    a    b    c    d   <-- classified as 
 2128    0 3489 8332 |    a = AÐO BASICO 
   55    0   54  662 |    b = DEPARTAMENTO DE TOPOGRAFIA Y GEOMENSURA 
 1346    0 4155 7893 |    c = ESCUELA DE CIENCIAS 
  700    0 2374 8507 |    d = ESCUELA DE INGENIERIA CIVIL  
3.3.5. Conclusiones y Recomendaciones  
El objetivo del trabajo de investigación fue el que a partir de la creación del Datawarehouse 
Académico que contenga la información de docentes y estudiantes realizar el Análisis de esta 
información usando herramientas libres, a partir de esto concluimos que: 
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 El proceso ETL, se realizó de acuerdo a las características de los datos de la información 
proporcionada para el análisis, se uso una instancia de base de datos llamada STAGE para 
realizar los procedimientos de cálculos y depuración de los datos. 
  Se creó en la instancia del Datawarehouse final, tablas de detalle y finales para cada una 
de las tablas de hechos que se utilizaron de modo que la tabla de detalle  contiene también 
los códigos de las dimensiones y las tablas de hechos finales contienen la claves 
surrogadas.  
 Al aplicar el proceso ETL, obtuvimos las tablas para realizar el análisis de datos usando las 
técnicas de minería de datos adecuadas para os tipos de datos nominales que son nuestro 
caso. 
 Para realizar el proceso de pruebas con cada técnica, fue necesario el tratamiento de los 
datos originales. En primer lugar, adecuarlos al tipo de prueba y en segundo lugar, obtener 
parámetros que proporcionaran nueva información para encontrar los modelos buscados. 
 Para la instalación del programa WEKA se requiere que la computadora tenga como 
mínimo 256 MB de memoria RAM. 
 De los algoritmos que WEKA tiene implementado aplique el algoritmo dependiendo de la 
información que desea obtener, existen diferentes técnicas de minería de datos que se 
puede seleccionar. 
 Si el árbol es muy amplio, se recomienda modificar el parámetro del mínimo número de 
instancias por hoja. 
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ANEXOS 
1. Cronograma 
 
Id Nom bre de tarea Duración Com ienzo Fin Nom bres de los
recursos
1 Sprint de Planificación 38 días lun 02/01/12 mié 22/02/12
2 Verificar requisitos 5 días lun 02/01/12 vie 06/01/12
3 Principales  requerim ientos 3 días lun 09/01/12 mié 11/01/12
4 Refinamiento del Plan de Desarrollo del proyecto5 días jue 12/01/12 mié 18/01/12
5 Revisión de Presupues to y Calendario 2 días jue 19/01/12 vie 20/01/12
6 Vis ión y Plan de desarrollo 1 día lun 23/01/12 lun 23/01/12
7 Entrega de Plan de Propuesta de Tes is 3 días mar 24/01/12 jue 26/01/12
8 Revisión de la Plan de Tes is Y Aceptaciòn 13 días lun 06/02/12 mié 22/02/12
9 Sprint de Análisis  de Requerim ientos 42 días jue 23/02/12 vie 20/04/12
10 Captura de Requerimientos 4 días jue 23/02/12 mar 28/02/12
11 Análisis  de Requerimientos 6 días mié 29/02/12 mié 07/03/12
12 Especificación de Requerimientos 14 días jue 08/03/12 mar 27/03/12
13 Validación de Requerim ientos 7 días mié 28/03/12 jue 05/04/12
14 Refinamiento de Plan Inicial 5 días vie 06/04/12 jue 12/04/12
15 Revisión de la fase de Análisis  de Requerimientos6 días vie 13/04/12 vie 20/04/12
16 Sprint de Elaboración 66 días sáb 21/04/12 lun 23/07/12
17 Análisis  de Requisitos 7 días sáb 21/04/12 mar 01/05/12
18 Desarrollo de Prototipos  y Casos  de Usos 10 días mié 02/05/12 mar 15/05/12
19 Verificación de partes relevantes y críticas del s istema8 días mié 16/05/12 vie 25/05/12
20 Modelo de Anális is y Diseño 9 días sáb 26/05/12 jue 07/06/12
21 Definir Interfaces  de Usuarios 2 días vie 08/06/12 lun 11/06/12
22 Definir Arquitectura del Sis tem a 7 días mar 12/06/12 mié 20/06/12
23 Definir Esquemas de Bases de Datos 5 días jue 21/06/12 mié 27/06/12
24 Revisión y Aceptación del prototipo 6 días jue 28/06/12 jue 05/07/12
25 Revisión General 2 días mié 06/07/11 jue 07/07/11
26 Asegurar el Cum plim iento de los  Objetivos 5 días vie 08/07/11 jue 14/07/11
27 Revisión y Aceptación del Proyecto 6 días lun 16/07/12 lun 23/07/12
28 Sprint de Construcción 69 días mar 24/07/12 vie 26/10/12
29 Programación de Interfaces  y Prototipos  11 días mar 24/07/12 mar 07/08/12
30 Elaboración y construcción del Programa 50 días mié 08/08/12 mar 16/10/12
31 Elaboración del Material de Apoyo 7 días mié 17/10/12 jue 25/10/12
32 Revisión de la Fase de Construcción 1 día vie 26/10/12 vie 26/10/12
33 Sprint de Pruebas 31 días lun 29/10/12 lun 10/12/12
34 Pruebas de Unidad 11 días lun 29/10/12 lun 12/11/12
35 Pruebas de Integración 7 días mar 13/11/12 mié 21/11/12
36 Pruebas de Aceptación 11 días jue 22/11/12 jue 06/12/12
37 Revisión General 1 día vie 07/12/12 vie 07/12/12
38 Sprint de Transición 35 días lun 10/12/12 vie 25/01/13
39 Implantación y cambio del s is tem a 24 días lun 10/12/12 jue 10/01/13
40 Entrega de documentación 10 días vie 11/01/13 jue 24/01/13
41 Entrega final del producto 1 día vie 25/01/13 vie 25/01/13
VSDLMX JVSDLMX JVSDLMX JVSDLMX JVSDLMX JVSDLMX JVSDLMXJVSDLMXJ VSDLMXJVSDLMX JVSDLMX J VSDLMX JVSDLMX JVSDLMX JVSDLMX JVSDLMX JVSDLMXJVS
06 jun '10 13 jun '10 20 jun '10 27 jun '10 04 jul '10 11 jul '10 18 jul '10 25 jul '10 01 ago '1008 ago '1015 ago '1022 ago '1029 ago '1005 sep '1012 sep '1019 sep '1026 sep '1003 oct '10
junio 2010 julio 2010 agosto 2010 septiem bre 2010 octubre 2010
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2. Recursos y Presupuesto 
 
  
№ 
  
  
RUBRO 
  
  
CANTIDAD 
  
  
VALOR 
UNITARIO 
  
  
VALOR 
RUBRO 
  
1 RECURSOS NECESARIOS       
         Computadores
         Impresora
1 
1 
600 
70 
600 
70 
SUBTOTAL 670 
2 RECURSOS HUMANOS       
         Tutor de Trabajo de Graduación
         Tribunal de Trabajo de Graduación
         Investigador (Autor trabajo de grado)
1 
2 
1 
--- 
--- 
--- 
--- 
--- 
--- 
SUBTOTAL 0 
3 RECURSOS MATERIALES       
Material de Escritorio   
         Toner impresora láser (B/N)
         Resmas de papel
         Cartuchos a color CANON 
         Caja de CDs
         Carpeta de perfil
         Empastados
         Portaminas
         Minas de Lápiz
         Borrador
2 
3 
4 
1 
4 
4 
2 
12 
2 
30 
3,8 
21 
20 
0,5 
15 
3 
0,4 
0,2 
60 
11,4 
84 
20 
2 
60 
6 
4,8 
0,4 
Material Bibliográfico   
         Internet 1 año  22 264 
         Fotocopias de libros 150 0,02 3 
SUBTOTAL 515,6 
4 OTROS       
         Transporte 1 año  1 288 
         Almuerzo 1 año  1 660 
         Gastos Varios 1 año  --- 100 
SUBTOTAL 1048 
  
TOTAL GASTOS 
  
  
2233,6 
  
  
TOTAL DEL PRESUPUESTO 
  
2233,6  
 
 
 
 
