The stability of polling models is examined using associated uid limit models. Examples are presented which generalize existing results in the literature or provide new stability conditions while in both cases providing simple and intuitive proofs of stability. The analysis is performed for both general single server models and speci c multiple server models.
Model description
The model considered is a generalization of the single server cyclic polling model considered in Fricker and Ja bi 9], which in turn covers many of the references given in the Introduction. The polling system is composed of K in nite bu er capacity queues and M servers.
Arrivals occur at queue k with i.i.d. interarrival times f k (n); n 1g (it is a simple modi cation to incorporate batch arrivals). The service times at queue k are also i.i.d. and are denoted by f k (n); n 1g.
Let k = 1=E k (1) ] and k = 1=E k (1) ] be the arrival and service rates, respectively. We assume k > 0, k = 1; : : : ; K. Of course, for each k, k := k = k < 1 is necessary for stability.
There is a set of S possible service policies (at most dependent on the number of customers present at the queue to be serviced), enumerated by 1; : : : ; S. With x the number of customers at the queue at the beginning of a service period and N s (x) de ned as the number of customers served with policy s during a service period, we assume that (S1) lim x!1 E N s (x)] ?! N s > 0 (S2) E N s (x)] N s ; 8x:
Characterizing which policies satisfy these assumptions is a task we will not undertake here, but it is clear that typical policies such as exhaustive, gated and k-limited policies satisfy the above criteria, as well as the monotone policies of 9].
Remark. It appears that (S1) and (S2) may be relaxed. In particular, it may be possible to examine stability if multiple limits exist in (S1), by looking at worst case scenarios. However, it is possible that sharp stability regions could no longer be deduced by the methods introduced here. The assumption (S2) may also be relaxed substantially, in fact it is conjectured that it may be removed completely and stability may hold under (S1) only. Also note that while at rst glance restrictive, natural policies satisfy (S2).
The routing of server m and the corresponding service policy implemented are given as follows: At the end of a visit to queue j using service policy s, the server moves to queue j 0 and uses service policy s 0 with probability r m js;j 0 s 0 . At the nth occurrence, this is accompanied by a switchover time of length m js;j 0 s 0 (n).
There is also a possible limit on the number of servers at j 0 , given by m j 0 . If the number of servers at queue j 0 is less than m j 0 , then the server in question begins service with policy s 0 . Otherwise, the system acts as follows: If there are k > m j 0 servers at queue j 0 at a particular instant, then k?m j 0 servers depart, with these being chosen from those present with equal probability (this can be easily generalized to any set of positive probabilities). If a server leaves while in the process of serving a customer, an arriving server continues the service already begun, i.e. there is a hand-o of the customer. Note that this assumption on server routing may not be considered to be the natural one. A possible choice may be for a server arriving at a queue with the maximum number of servers already present to be the one to choose a new queue. The reason for our particular assumption and some consequences of the alternate choice above will be discussed in more detail at the end of Section 3. In this section, a uid model is constructed that may be used to analyze the stability of the polling system introduced in the previous section. In Section 2.1, a Markov process is constructed which describes the system behaviour. This is a necessary precursor for the remaining analysis. In Section 2.2, the uid model is constructed and the implications of its behaviour for the stability of the system are outlined in Theorem 2.1 and Theorem 2.2, from the work of Dai and Meyn 5] and Meyn 15] respectively. Finally in Section 2.3, stability conditions are given for various models that will be examined in the remainder of the paper.
Markov process description
Let Q k (t) be the number of customers at queue k, including any customers in service which originated from that queue. Also, let A k (t) be the residual arrival time at queue k. For each server m, let H m (t) be the ordered pair consisting of the queue being serviced (or to be serviced next if the server is switching) and the service policy in use (or to be used if the server is switching). Also, let B m (t) be the residual service time (set to zero if the server is switching), B 0 m (t) be the residual switchover time (set to zero if the server is currently serving a customer), and C m (t) indicate the number of customers serviced during the current visit to the queue given in H m (t). Using these de nitions it is straightforward to check that 
Stability of uid models
For a given initial condition x 2 X, a uid model for the system is developed as follows: Let Q x k (t) be the queue length at queue k at time t and T x m;k (t) be the cumulative service allocation process at queue k for server m. Also, let T x;0 m;k (t) be the cumulative time by time t that server m spends in switching from queue k. Now (A3) For k = 1; : : : ; K, there exists some positive function q k (x) on IR + and some integer j k such that
2. The uid model: construction and stability conditions 4 Remark. The independence assumptions in (A1) may be relaxed: see the remark after Proposition 2.1 of
Remark. As in 5], (A3) may be replaced by (A3') For the Markov process X, every compact subset of X is small.
The assumption (A3) (or (A3')) is a technical one required to deduce ergodicity of the network. The reader is referred to Lemma 3.4 of Meyn and Down 16] for this argument, and Sigman 18] for examples where the condition (2.2) is not necessary.
The uid model is said to be stable if there exists a xed time t 0 such that Q(t) = 0; t t 0 for any uid limit. In fact, Chen 4] shows that the set of uid limits that need to be examined to conclude the stability results given below is given by the set of undelayed uid limits. So, the uid model may be equivalently said to be stable if Q(t) = 0; t t 0 for any uid limit with j Q(0)j = 1. The following theorems relate stability of the uid model with that of the original system. The multiple server system with limited service. Consider the model of Theorem 2.4, with the following modi cations: First, let m k = M, for k = 1; : : : ; K and relax the condition that unlimited service occurs, i.e. allow for the possibility that P S s=1 p m js N s < 1 for j = 1; : : : ; K. We will further simplify the model by assuming that all servers are identical, by which we mean that the quantities that are mdependent (routing and switching times) are statistically the same for each server, while maintaining the mutual independence assumptions. Thus, for notational convenience, we may drop the dependence on m throughout. Once again, stability conditions for a simpler version of this system are conjectured in 19]. The following theorem gives general conditions. The proof is postponed to Section 3.3. Remark. Note that the case when m k < M for at least one k is not covered in Theorem 2.5. It is not even clear that stability in this case is determined by rst order statistics. The interaction between servers appears to be quite complicated and seemingly de es a simple analysis.
Stability Proofs
It is easy to check (see 6]) that the uid model satis es (but is not necessarily determined by) the following set of equations:
k T m;k (t) for k = 1; : : : ; K; This set of equations will be the basis for the proofs that follow. In Section 3.1, the proof of Theorem 2.3 is given, Section 3.2 contains the proof of Theorem 2.4 and Section 3.3 has the proof of Theorem 2.5.
The single server model
In this section, the proof of Theorem 2.3 is provided. Note that the work in this section can be seen as a generalization of the work in Section 4.3 of 5].
Let G be the set of queues for which P S s=1 p js N s = 1. If G = f1; : : :; Kg, then Theorem 2.3 trivially holds. Note that in determining , the term in the maximum expression will be zero for queues in G. In the following lemma it will be seen that either the network is unstable (Theorem 2.3 (ii) holds) or after some nite time, the queues in G for the uid model will become empty and remain so.
Lemma 3.1 If P k2G k < 1 then for some nite T and for all t T, (ii) For all k 2 G c , where (t) is the common value of T 0 k (t)= k . Now, let H be the set of queues for which Q k (t) > 0 (note that H G c ). Using the positivity of Q k (t) and Lemma 3.2 (ii) we may write 3.2 The multiple server system with unlimited service The proof of Theorem 2.4 is straightforward, which shows the power of the uid model to provide simple, intuitive proofs.
We once again examine the work in the system for the uid model, which as a reminder is given by Remark. With the assumptions on server routing, the proof above is extremely simple. However, if the server routing is changed such that any server arriving to a queue with the maximum number of servers already in attendance is forced to move away, then there is a di culty which arises in the analysis. Consider the following example: Let K = 2 and j = 2, j = 3, j = 1; 2. Also, let M = 2 with server 1 capable of serving both queues, but server 2 capable of serving only queue 2. We also let m j = 1, j = 1; 2. It is easy to see that if Q 1 (0) = 0, Q 2 (0) = 1 and server 1 is at queue 2 using an exhaustive policy, then _ W(0) = 1=3 > 0.
This situation is avoided with the routing considered in this paper, as in the uid model for this situation, at time 0 server 2 is at queue 2 and server 1 at queue 1. Then, _ W(0) = ?1=3.
Upon looking at the rst case, one may argue that after some nite time, queue 2 empties for the uid model and from that point _ W(t) < 0 until the uid model empties. This argument may be extended to the general two queue case, however it is di cult to see how this could extend to a system with more than two queues, as the possibility of idle servers arises in a very complex way. One has to confront the problem that at every switching time (rather than just at time 0), the above problem may occur. Nevertheless, it is conjectured that the same stability conditions hold in this more involved case.
Of course, even with the assumptions that we have employed here, a stability proof without resorting to a uid model analysis appears to be di cult.
3.3 The multiple server system with limited service In this section, Theorem 2.5 will be proved. This is not di cult, in fact, once one realizes that the restriction m k = M, k = 1; : : : ; K implies that the servers operate independently. Thus the results of Section 3.1 may be employed for each server in turn.
To see this, create M copies of the polling model, but with the arrival streams thinned by a factor of 1=M and with the mth copy being served only by server m. Otherwise, the properties of the model are the same. Denote the work in the system for the uid model for each of these systems by W m (t). If we sum W m (t) over m, the result is identical to the work in the system for the uid model for the original multiple server system. We have already examined the single server system in Section 3.1, so can apply the results there to each of the M copies. 
Concluding remarks
We have examined the stability of certain polling models using an approach involving associated uid models that provides for simple intuitive proofs while extending the existing work in the area. It would be of interest to see whether these techniques may be extended to other models, in particular the multiple server system with limited service where there is a restriction on the number of servers that can be at any one queue.
Generalizing the conditions on server routing to allow state dependence is also of interest. Work in this area has been done by Foss and Last 7, 8] . It appears that the results there may be generalized slightly, as while they do not use a uid model approach, their analysis is of a similar avour and seems to yield conditions under which uid limits would exist.
It also would be of interest to see whether these techniques provide any insight into approximations for performance analysis, however, this is at rst glance not an easy task.
