Abstract. Simulation of waves in complex poroelastic media is crucial in providing important geophysical information that cannot be obtained via simple elastic or acoustic models. Thus there is a need to design an artificial boundary condition for simulation using the numerical approximation of such a problem. In this paper, our aim is to derive an exact nonreflecting boundary condition for the three dimensional poroelastic wave equations based on the Grote-Keller method. The proposed boundary condition is nonlocal in space, but local in time and can be coupled easily with standard numerical approaches for the computation of numerical solutions. Numerical results computed by the finite difference method demonstrate the effectiveness of our method.
Introduction
Simulation of elastic wave propagation in complex poroelastic media is an important research area due to its wide range of applications in reservoir exploration, wave scattering problems, and structural mechanics. For instance, in order to obtain useful insight for the exploration of natural resources such as hydrocarbon, the behavior of elastic waves propagating in fluid-saturated porous media provides the information required. By using a model based on the poroelastic wave equations, the effects of fluid, pressure, porosity, and permeability between phases can be systematically taken into account and produces more accurate solutions that cannot be obtained through the use of pure elastic or acoustic models [15, 16] . Therefore, there is a need to numerically solve the three dimensional poroelastic wave equations in unbounded regions, and for this aim an artificial boundary condition is needed. It is thus the aim of this paper to derive exact nonreflecting boundary conditions for the three dimensional poroelastic wave equations.
Absorbing boundary conditions (ABCs), also called radiation boundary conditions or nonreflecting boundary conditions, have been widely studied for different types of wave equations (e.g. [5, 22, 26, 33] ). Many effective and important methods have emerged (see, e.g., the review papers [24, 33] ). These methods may be classified into four types.
The first type of ABCs uses a viscous damping boundary [13, 47] , where an exponential function is constructed to attenuate the wavefield within a damping layer near the boundary. However, it is generally difficult to find a proper attenuation function to absorb incident waves perfectly. The second type of ABCs is based on one-way wave equations which are imposed on the boundary of the computational domain to make the boundary transparent to outgoing waves [17, 22, 23, 40, 42, 43, 44] . The design of this type of ABCs is related to the approximation of the square root operator with various techniques such as paraxial approximation, Padé approximation, Chebyshev approximation, and least squares approximation [17, 21, 23, 40, 45, 49, 56, 57] . Engquist and Majda [22] developed a systematic method for obtaining a hierarchy of local boundary conditions based on approximating the symbol of the governing pseudodifferential operator by rational functions. The ABCs by Higdon [42] annihilate acoustic wave reflections in a finite number of specified directions and are easily extended to higher dimensions. The most popular forms are the first-order and the second-order Engquist-Majda or Higdon ABCs, which are easy to implement but may not be accurate enough. An ABC involving a third-order or a fourth-order derivative is seldom used, because it requires significant computational time and may result in numerical instabilities [50, 53] . Many seemingly reasonable approximations turn out to be ill-posed and hence useless. Well-posedness results for the one-way wave equations have been given in [21, 22, 40, 56] . Recently highorder ABCs which are local and involve no higher derivatives are also devised [7, 37] . They are based on a high-order form of Higdon ABCs by using auxiliary variables [24, 26, 27, 36] .
The third type of ABCs is the perfectly matched layer (PML) proposed originally by Bérenger for the Maxwell's equations [10] . For this method, the computational domain is wrapped by an artificial layer to absorb the outgoing waves. This absorbing layer, called the perfectly matched layer, is constructed so that inside the layer, the solution decays exponentially. Hence if the layer is sufficiently wide the solution will be close to zero at the outer boundary. The stability analysis of PML are also investigated [4, 6, 8, 21] . The PML method has been proved to work very well for a wide range of incident angles and frequencies. It has been widely used for electromagnetic and elastic wave equations (e.g. [11, 18, 41, 48] ), poroelastic elastic equations [58, 59] , and the mixed hyperbolic-parabolic systems [3] . The comparison of high-order absorbing boundary conditions and PML can be found in [52] .
Many boundary conditions mentioned above such as the well-known EngquistMajda ABCs [17] and the Higdon ABCs [42, 45] are local differential operators on boundaries. In fact, Higdon [44] showed that any local boundary condition involving a differential operator eliminates boundary reflections at certain angles of incidence but not the others. It is then necessary to define the artificial boundary far from the region of interest, or to use a thick absorbing layer, to reduce the amount of reflection in order to achieve high accuracy, and this procedure will result in a more computationally expensive method.
The fourth type of ABCs is the exact nonreflecting boundary conditions on a spherical computational domain. Contrary to other ABCs, this type of method is nonlocal in space. It was first proposed by Ting and Miksis [55] based on a Kirchhoff integral representation of the solution on a sphere, which results in a computationally expensive method. Extensions have been developed by many researchers [2, 25, 28, 29, 31, 33, 34, 35, 38, 46] . In particular, Grote and Keller developed the exact nonreflecting boundary conditions for the three-dimensional time dependent wave equations based on spherical harmonics [28, 29] . They proved that the solution in the region Ω bounded by a sphere B with exact boundary conditions is the same as the restriction to Ω of the solution of the original problem in the infinite region [28] . This successful method is then applied to Maxwell's equations [30] and elastic waves [31] . Another form of the exact nonreflecting boundary conditions for the scalar wave equation was obtained by Sofronov [54] independently. A systematic approach to the computation of exact conditions has been studied [1] .
We have derived the exact nonreflecting boundary conditions for time-dependent poroelastic wave equations in three space dimensions. We enclose the scatter by spherical artificial boundary B. The choice of the sphere B will facilitate the derivation of the boundary conditions. On B we seek a boundary condition which ensures that the solution of the problem inside B coincides with the solution of the original problem in the unbounded region.
The paper is organized as follows. In Section 2, we will present a decomposition of the displacement field in the poroelastic media into two compressional waves and a shear wave. Then in sections 3, 4, and 5, we will derive the exact nonreflecting boundary conditions for the amplitude components of the coefficients appearing in the spherical harmonic expansion of the displacement field. We also show how to remove the high-order derivatives which occur in these exact boundary conditions. This makes the conditions more suitable for numerical computations. In Section 6 we derive three coupled systems of ordinary differential equations, which determine certain required auxiliary quantities in the exact boundary conditions. This makes the auxiliary quantities depending only on displacement solutions. In Section 7, we derive the final form of the exact nonreflecting boundary conditions for the displacement solutions in 3D poroelastic media. In Section 8, we present numerical results which demonstrate the effectiveness of our boundary conditions. Finally a conclusion is given.
Decomposition of 3D poroelastic wave equations
In this section, we will present a decomposition of the wave field which solves the 3D poroelastic wave equations. At low frequency, wave propagation in a 3D statistically poroelastic medium is described by Biot's equations [12] :
Ks . The physical meaning of the parameters appearing in (2.1)-(2.2) are presented as follows. µ is the shear modulus of the dry porous matrix, λ is the Lamé constant of the saturated matrix, φ is the porosity, κ is the permeability of the matrix, ρ is the overall density of the saturated medium given by ρ = φρ f + (1 − φ)ρ s , ρ f is the density of the pore fluid, ρ s is the density of the solid grains, a is the tortuosity of the matrix, K s is the bulk modulus of the matrix material, K f is the bulk modulus of the pore fluid, and K b is the bulk modulus of the dry porous frame.
The system (2.1)-(2.2) has six equations. We choose the computational domain B to be a sphere centered at the origin with radius R. Denote by B ext the region outside of B and by B in the interior of B. In region B ext , the medium is assumed to be linear, homogeneous, and isotropic. In addition, we assume that at t = 0 the scattered field is confined to B in . In B ext , the displacements u = (u 1 ,u 2 ,u 3 ) T and w = (w 1 ,w 2 ,w 3 ) T satisfy the poroelastic wave equations (2.1) and (2.2) with initial conditions
Rewriting (2.1) and (2.2) in vector form, we have
In the above equations, we have neglected the viscous term by assuming that its influence is small. Taking curl in (2.4) and (2.5) and using the fact that the material is homogeneous in B ext , we obtain
respectively, where we define curl u := ω and curl w := Ω. In the case with no viscosity, the rate of expansion of the solid is proportional to the rate of expansion of the fluid [12] . Therefore from (2.7) we get
Based on Helmholtz's theorem [32] , we can decompose u and w into a field with vanishing curl and a field with vanishing divergence:
where
From the physical point of view, the irrotational fields ∇ × ψ 1 and ∇ × ψ 2 describe compressional waves while the solenoidal fields Ψ 1 and Ψ 2 describe shear waves. The combination (2. 11) and −(2.4) × ρ f + (2.5) × ρ yields
Substituting (2.9)-(2.10) into (2.11)-(2.12) and by using Lemma A.1 in Appendix A, we obtain
Thus we have decomposed the elastic wavefields into the compressional waves satisfying (2.13) and (2.15) and the shear waves satisfying (2.14) and (2.16). Let r, ϑ, ϕ be the polar coordinates andr,θ,φ be the corresponding unit vectors. We let Y nm be the mn-th spherical harmonic
where P |m| n is the associated Legendre function. By the orthogonality of {Y nm }, the general solutions of (2.13) and (2.15) in B ext are 
Next, we let U nm and V nm be the vector spherical harmonics [19] :
Then the general solutions of (2.14) and (2.16) in B ext are 
Therefore, we have 
V nm (2.31) and
Using the relation between Ω and ω in (2.8), we have 
and 
The operator G n [u] has the following four properties [31] .
A direct consequence of lemmas 3.1 and 3.2 above is the following lemma.
, β nj by (3.5), and for all n ≥ 0 set γ n,−1 = 0. Then
The proof of lemmas 3.1, 3.2, and 3.3 can be found in [31] . Noting that f 
.
The proof of this lemma can be found in [28] .
. In order to derive a boundary condition for f 1 nm , we multiply (2.36) and (2.37) by r, take the inner product with V nm , and use Lemma 3.1 to obtain
Next we apply ∂ t + C S ∂ r to (3.9), and replace
nm ]/C S by using (3.8) . This yields
Equation (3.11) is an exact nonreflecting boundary condition for f nm ] up to order n − 1 for r = R, we again use (3.8) and (3.9) to substitute space derivatives with time derivatives. Thus, for r = R, we have
where we have used the fact γ n0 = 1 by definition. Equation (3.12) is the nth-order
To simplify the expression, we define the n-component vector function ψ
In addition, we let l n = {l j n } be a constant n-component vector defined by
With these new variables, the exact nonreflecting boundary condition (3.11) reduces to
Next, we note that by the definition of ψ
Since f 1 nm and ∂ t f nm vanish identically for r ≥ R at t = 0, so does
nm ] and all its time derivatives up to order n − 1. This implies that ψ f 1 nm is equal to zero at t = 0. Therefore we rewrite (3.12) and (3.16) as the following linear first-order ordinary differential equation:
Here e n = {e
T is the constant unit vector with n components, and A n = {A ij n } is the constant n × n matrix defined by
otherwise. 
4. Exact boundary conditions for (u,U nm ) and (w,U nm ) In this section we will derive the exact boundary conditions for the components (u,U nm ) and (w,U nm ), n ≥ 1. To begin, we multiply (2.36) and (2.37) by r, take the inner product with U nm , and use lemmas 3.1 and 3.2 to obtain (ru,U nm ) = n(n + 1)h
Using an argument similar to that used in Section 3 for
Applying the operator ∂ t + C S ∂ r to (ru,U nm ) and (rw,U nm ), and replacing the space
By using the operator ∂ t + C S ∂ r , we have annihilated the (n + 1)st derivatives of
. Since in (4.4) and (4.5), the (n + 1)st derivatives of G n [h 
(4.6) and
The proof of Lemma 4.1 is given in Appendix B.
T , we rewrite (4.6) and (4.7) as
For simplicity, we denote
and let λ 1 and λ 2 be the eigenvalues of A. For practical problems both λ 1 and λ 2 are positive. If λ 1 = λ 2 , without loss of generality we assume λ 1 > λ 2 , and then there exists an invertible matrix
From (4.11), we obtain
where (4.12) can be written as
Next, we derive a relation between the time and space derivatives of G n [h
We rewrite (4.13)-(4.14) as
and
Obviously, for s = 1, G n [h 22) we conclude that
Rewriting (4.23) in matrix form 24) and denoting byλ 1 andλ 2 the eigenvalues of the matrix B −D C −E , we see that 
Using a similar procedure for (4.21), we get
Thus we have expressed the space derivatives of G n [h 
+C S n(n + 1)
and We now seek a partial differential operator to annihilate these highorder time derivatives. From Grote and Keller [31] , the operator is
Taking the inner product of (4.30) and (4.31) with U nm , and by using the lemmas 3.1 and 3.3, we obtain
Through the use of suitable linear combinations of (4.28), (4.29), (4.32), and (4.33), we can annihilate the (n + 1)st derivatives in (4.32) and (4.33) . This is illustrated in the following theorem.
Theorem 4.2. There exist constants y 1 , z 1 , y 2 , and z 2 which are independent of n such that the (n + 1)st derivatives in
are cancelled, i.e., the coefficients of
Proof. We will only give the proof for (4.34). The proof of (4.35) is similar. To make the (n + 1)st derivatives in (4.34) vanish, we need
Thus the coefficients of ∂ n+1 t
nm ] vanish. Solving the resulting system for y 1 and z 1 yields
and a n+1 b n − a n b n+1 = C P 1 C P 2 t 12 t 22 (t 11 t 22 − t 12 t 21 )(λ
we see that (4.37) can be simplified as
Using a similar procedure for (4.35), we have
Obviously y 1 , z 1 , y 2 , and z 2 are independent of n.
After cancelling the (n + 1)st time derivatives in (4.34)-(4.35), we have
+ n(n + 1)
To further simplify the results above, we define vectors ψ
, and ψ h 2 nm (t) with n + 1 (j = 1,··· ,n + 1) components by
respectively. Since
we obtain
Substituting (4.50)-(4.51) into (4.43)-(4.44) leads to
n , and B 3 n are the vectors with n + 1 components defined by n−j β nj R j A n−j n(n + 1) t 11 γ nj t 11 t 22 − t 12 t 21 C n−j
According to the definition of β, β 01 = 0. In (4.45)-(4.47) and (4.54)-(4.59), for j = 1 and n = 0, the denominator β nj is equal to zero, but the ratio β nj /β n1 or β n1 /β nj is equal to 1, so the expressions are still valid.
Exact boundary conditions for (r · u,Y nm ) and (r · w,Y nm )
To derive exact boundary conditions for (r · u,Y nm ) and (r · w,Y nm ), we take dot products of (2.36) and (2.37) withr, then take the inner products of the resulting expressions with Y nm and use lemmas 3.1 and 3.3 to get
As the matrix T
Applying the operator (∂ t + C P 1 ∂ r ) to (5.3), using (4.13) and (4.14), and substituting space derivatives with time derivatives, we obtain
Similarly, applying the operator (∂ t + C P 2 ∂ r ) to (5.4), we obtain
We now seek an operator to annihilate the derivative ∂ n+1 t
. In polar coordinates, we denote u = (u r ,u ϑ ,u φ ) and u tan = (0,u ϑ ,u φ ). Since ∇ · V nm = 0, we have
Taking the inner product of (5.7) and (5.8) with Y nm , respectively, and by using lemmas 3.1 and 3.3, we obtain
−n(n + 1)
nm ] in (5.9)-(5.10) cannot be replaced by time derivatives directly. We need to proceed further. Notice that we have
− n(n + 1)
We recall by definition that γ n,−1 = 0 and γ n0 = β n0 = 1. Comparing the term ∂ n+1 t
nm ] in (5.5) and (5.11), we see that they are the same up to a factor of C S − C P 1 . Multiplying (5.11) with C P 1 − C S and adding the resulting expression to (5.5) 
Similarly, multiplying (5.12) with C P 2 − C S and adding the resulting expression to (5.6) to cancel ∂ n+1 t
We simplify the expressions (5.13) and (5.14) further:
n are the vectors with the n + 1 components defined by (4.45)-(4.47) , the following expressions hold:
First, we consider the following:
Moving the term of (
on the right hand side in (6.4) to the left yields 1
nm − n(n + 1)
where S n = {S ij n } is the (n + 1) × (n + 1) constant matrix 8) and z n = {z j n } is the constant vector with n + 1 components defined by
Now considering the following linear combination with r(r · u,Y nm ) and r(r · w,Y nm ) and setting r = R, we obtain
Moving the term −
nm ]) on the right hand side in (6.10) to the left yields
By (6.2) and (6.12), we obtain the first-order ordinary differential equation for ψ
otherwise, (6.14)
z n = {z j n } is the constant vector with n + 1 components defined bỹ 15) and e n+1 = [1,0,··· ,0] T is the n + 1 dimensional constant vector. Using the same procedure, we obtain the first-order ordinary differential equation for the vector ψ
Exact nonreflecting boundary conditions for u and w In this section, we will derive the exact nonreflecting boundary conditions for the displacements u and w based on the results in the previous sections.
For the radial components, we multiply (5.15) and (5.16) with Y nm , respectively, and sum over n, m to obtain
For the tangential components, we first multiply (3.15) by V nm and (4.52) by U nm , and sum over n, m. Then we add the two resulting expressions. Noticing (ru,r) = 0 and (ru tan ,r) = 0, and
and the fact that y 1 and z 1 are constants, independent of n by Theorem 4.2, we obtain the result for u tan :
With a similar procedure, we obtain the result for w tan :
Finally we combine (7.1) and (7.3), (7.2) and (7.4), respectively, into a single nonreflecting boundary conditions for u and w at B:
In (7.9)-(7.10), the vector l n is given by (3.14). The vectors A . According to the discussions in Section 4, it is not difficult to know that t ij can be determined by the following expressions:
11) 12) where
14)
Numerical computations
In this section we present some numerical results to illustrate the effects of our boundary conditions derived above. A grid is defined on the computational domain B with mesh sizes ∆r = R/N r , ∆ϑ = π/N ϑ , and ∆φ = 2π/N φ in the directionsr,θ, andφ respectively. The value of the component u r (r,ϑ,φ,t) at a general grid point and at a time n∆t is denoted by u r (i,j,k,n) , where ∆t is the time step and i = 0,1,2,··· ,N r ; j = 0,1,··· ,N ϑ ; k = 0,1,··· ,N φ − 1. Similar notations are also used for the other components u ϑ , u φ , w r , w ϑ , and w φ . We will use the classical second-order finite difference scheme to discretize the equations. In the following, we present the finite difference schemes for u r , u ϑ , u φ , w r , w ϑ , and w
We remark that, for our numerical computations, the sums over n on the right side of (7.9) and (7.10) need to be truncated so that n varies between 0 and some finite value N . For the examples shown below, we have used N = 3 in (8.1)-(8.6). We will see that this choice of N is good enough to produce significant absorbing effects. The computational complexity on the boundary B per time step, since we are using the finite difference method, is O(N 2 N ϑ N φ ). For large values of N the amount of computational work can be reduced by using the fast discrete polynomial transform [20, 51] . In our computations, we choose N r = 40, N ϑ = 20, N φ = 40, and ∆t = 0.0001. The source function is defined as
where (r 0 ,ϑ 0 ,φ 0 ) is the position of the source. For clarity, the source is placed at the center. Such a source will produce wavefronts of concentric circles which are easy to identify. The CFL stability condition used in our computations is ∆t ∆r ≤ 1
The above three velocities can be obtained from the physical parameters of the porous medium. In our simulations, the three velocities C P 1 , C P 2 , and C S are 3106m/s, 893m/s, and 1616m/s, respectively. The other physical parameters are listed in table 8.1. The dimension of K f , K s , K b , µ, and λ is 10 10 Pa. Figure 8 .1-8.3 are the snapshots of the component u x at times 0.25s, 0.28s, and 0.30s in Cartesian coordinates, respectively. For the components u y and u z the phenomena are similar, we omit them to save space. Our analysis shows that the fast compressional wave arrives the boundary at 0.193s. In the figure 8.1(a), figure 8.2(a), and figure 8.3(a) , we present the solutions computed without using our exact nonreflecting boundary condition, and in this case, the Dirichlet boundary condition is used. In the figure 8.1(b), figure 8.2(b), and figure 8.3(b) , we present the solutions computed by using our exact nonreflecting boundary condition. Notice that all figures in this paper have the same color scale. We see, from the figure (a), that there are artificial reflections from the boundary, while from the figure (b), we see almost no artificial reflections. From these results, we see that the exact nonreflecting boundary condition is a very effective way to absorb artificial boundary reflections. For this model the runtime of 50 time steps is about 70s on our PC with a 2.1MHz CPU. Moreover, we have tested our method for different values of N . In particular, for the use of N = 1,3,5, the method produces almost identical solutions and the numeric values of the L 2 norm errors for these cases are also almost identical. Since these differences are difficult to observe in the figures, we will only report the results for the case N = 3. On the other hand, the ratio of the computational times for the cases N = 1,3,5 is about 1:4:15. In the case of using large values of N , the technique of the fast transform described in [20, 51] is useful. We remark that it is an interesting but a difficult problem to give a general theoretical quantitative analysis of the relationship between the L 2 norm errors and the optimal N . When the position of the source (r,ϑ,φ) is placed at (0,0,0), the wavefronts are all concentric circles. This source is usually called the ball cavity source. We now consider numerical simulations with a source function that is not located at the center. The source is now distributed within a small volume where it's center is located at a point half radius away from the sphere center. This source is called the volume source. We use the volume source instead of the ball cavity source as the later is tedious to describe in mathematical terms in this case. as the waves have not yet reached the boundary. In figure 8 .5(a) and figure 8.5(b), the snapshots of the waves at t = 0.16s with and without the use of our boundary conditions are shown respectively. In figure 8 .5(a) the boundary reflections are clearly seen while most of the boundary reflections are absorbed in figure 8.5(b) . This result shows that our boundary condition is effective in absorbing waves in almost all incident angles.
In the following, we will numerically test the convergence rate of the proposed computational scheme applied to the first example discussed above. In these calcula-tions, we consider the L 2 norm errors after 1000 time steps with various mesh sizes. To compute the errors, a reference solution is obtained on a fine grid. In table 8.2, we show the errors with various mesh sizes, and in figure 8.6 we show a log-log plot of the errors. In figure 8 .6, the stars represent the errors and the line represents the least-square fitted line. We found that the slope of the line is 2.01. Thus we see that the rate of convergence of our computational scheme is 2. Similar convergence properties are also observed for the second example, so we omit the results.
Conclusions
In this paper, we have constructed a new exact nonreflecting boundary conditions for 3D poroelastic wave equations. The new exact nonreflecting boundary conditions given by (7.9) and (7.10) are applied on a spherical artificial surface which surrounds the computational domain. In the interior of the domain, the media may be inhomogeneous and contains complex structures, or may consists of several obstacles which are well separated from each other. Contrary to other common boundary conditions such as the one-way wave methods which are local on boundary, the exact conditions are nonlocal on boundary and are exact which ensures that the solution of the problem inside B coincides with the solution of the original problem in the unbounded region. Moreover, the exact conditions are local in time and involve only first order time derivatives of the solutions. So they can be easily combined with standard numerical schemes for the computation of numerical solutions. Numerical experiments with the finite difference method show the effectiveness of the method derived in this paper and the ability to eliminate boundary reflections. 
