We consider the problem of scheduling a set of n jobs on m identical parallel machines so as to minimize the weighted sum of job completion times. This problem is NP-hard in the strong sense. The best approximation result known so far was a 1 2 (1 + p 2){approximation algorithm that has been derived by Kawaguchi and Kyan back in 1986. The contribution of this paper is a polynomial time approximation scheme for this setting, which settles a problem that was open for a long time. Moreover, our result constitutes the rst known approximation scheme for a strongly NP-hard scheduling problem with minsum objective.
Introduction
The problem. We consider the following machine scheduling model. We are given a set J of n independent jobs that have to be scheduled on m identical parallel machines or processors. Each job j 2 J is speci ed by its positive processing requirement p j and by its positive weight w j . In a feasible schedule for J, every job j 2 J is processed for p j time units on one of the m machines in an uninterrupted fashion. Every machine can process at most one job at a time, and every job can be processed on at most one machine at a time. The completion time of job j in some schedule is denoted by C j . The goal is to minimize the total weighted completion time P j2J w j C j . In the standard classi cation scheme of Graham, Lawler, Lenstra, & Rinnooy Kan 1979, this scheduling problem is denoted by P j j P w j C j for m part of the input, and by Pm j j P w j C j for constant m.
Complexity of the problem. For the special case of only one machine (i. e., m = 1) the problem can be solved in polynomial time by Smith's Ratio Rule: process the jobs in order of nonincreasing ratios wj pj . Thus, for the single machine case, the`importance' of a job is measured by its ratio. For a constant number m 2 of machines, the problem is NP-hard in the ordinary sense and solvable in pseudopolynomial time. For m part of the input, the problem is NP-hard in the strong sense; see problem SS13 in Garey & Johnson 1979 . The special case P j j P C j with unit-weights (i. e., w j 1) is solvable in polynomial time by sorting, see Conway, Maxwell, & Miller 1967. An extended abstract will appear in the Proceedings of the 31st Annual ACM Symposium on Theory of Computing (STOC'99).
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Approximation algorithms. In this paper we are interested in how close one can approach an optimum solution to these NP-hard scheduling problems in polynomial time. Thus, our research focuses on approximation algorithms which e ciently construct schedules whose values are within a constant factor > 1 of the optimum solution value. The number is called performance guarantee or performance ratio of the approximation algorithm. A family of polynomial time approximation algorithms with performance guarantee 1 + " for all xed " > 0 is called a polynomial time approximation scheme (PTAS). If the running times of the approximation algorithms are even bounded by a polynomial in the input size and 1 " , then these algorithms build a fully polynomial time approximation scheme (FPTAS). It is known that unless P=NP, a strongly NP-hard optimization problem cannot possess an FPTAS, see Garey & Johnson 1979. Known approximation results. Sahni (1976) gives a FPTAS for the weakly NP-hard scheduling problem Pm j j P w j C j with xed m. Kawaguchi & Kyan (1986) analyze list scheduling in order of nonincreasing ratios wj pj on identical parallel machines. They prove a performance ratio 1 2 (1 + p 2) for the strongly NP-hard problem P j j P w j C j . Till now, this was the best approximation result for this problem.
Alon, Azar, Woeginger, & Yadid (1998) study scheduling problems on identical parallel machines with various objective functions that solely depend on the machine completion times. In particular, they give a polynomial time approximation scheme for the problem of minimizing P m i=1 M i 2 where M i denotes the nishing time of machine i. By rewriting the objective function in an appropriate way, this result implies a PTAS for the problem of minimizing the weighted sum of job completion times if all job ratios wj pj , j 2 J, are equal.
Generally speaking, the approximability of scheduling problems with total job completion time objective (so-called minsum scheduling problems) is not well-understood. Some minsum problems can be solved in polynomial time using straightforward algorithms (like the single machine version of the problem Pm j j P w j C j ). Some weakly NP-hard minsum problems allow an FPTAS based on dynamic programming formulations (see, e. g., Sahni 1976 and Woeginger 1998) . Some minsum problems do not have a PTAS unless P=NP (Hoogeveen, Schuurman, & Woeginger 1998 ). Some of these problems cannot even be approximated in polynomial time within a constant factor (like minimizing total ow time, see Kellerer, Tautenhahn, & Woeginger 1996 and Leonardi & Raz 1997) . Some minsum problems have constant factor approximation algorithms that are based on rounding and/or transforming and/or manipulating the solutions of preemptive relaxations or relaxations of integer programming formulations (see, e. g., Phillips, Stein, & Wein 1995, Hall, Schulz, Shmoys, & Wein 1997, or Skutella 1998); due to the integrality gap, these approaches can never yield a PTAS. However, there is not a single PTAS known for a strongly NP-hard minsum scheduling problem.
Contribution of this paper. Our contribution is a polynomial time approximation scheme for the general problem P j j P w j C j of minimizing the total weighted completion time on identical parallel machines. This result is derived in two steps. In the rst step, we derive a PTAS for the special case where the largest job ratio is only a constant factor away from the smallest job ratio. This result is derived by modifying and by generalizing a technique of Alon et al. 1998 . In the second step, we derive a PTAS for P j j P w j C j in its full generality. The main idea is to partition the jobs into subsets according to their ratios such that near optimal schedules can be computed for all subsets; the key observation is that these schedules can be concatenated without too much loss in the overall performance guarantee.
Our result yields the rst polynomial time approximation scheme for a strongly NP-hard scheduling problem with minsum objective. Organization of the paper. Section 2 contains preliminaries which will be used throughout the paper.
In Section 3 we give an approximation scheme for the special case that the ratios of jobs are within a constant range. Finally, in Section 4 we present the approximation scheme for arbitrary instances of P j j P w j C j . w j p j : (1) Notice that the second term on the right hand side is nonnegative and does not depend on the speci c schedule. Therefore, for each " > 0, a (1 + "){approximation algorithm for the problem to minimize the function P j2J w j ? j is also a (1 + "){approximation algorithm for minimizing the total weighted completion time. In fact, in Section 3 it will be more convenient to consider the objective function Lemma 2.1. Let 1 > 2 > > q denote the di erent job ratios wj pj , j 2 J. Moreover, for 1 h q let J h := fj 2 J j wj pj = h g. For a given schedule, denote the subset of J h that is being assigned to machine i by J h;i . Then, the value of the schedule is given by
Proof. On each machine i and for each 1 ` q, the jobs in J`; i are scheduled consecutively starting at time P`? 1 h=1 p(J h;i ). The result thus follows from (2) . Notice that the right hand side of (3) only depends on the total processing times of the sets J h;i , but not on the structure of these sets. In the analysis of the approximation scheme we will make use of the following lower bound on the value of an optimal schedule: Lemma 2.2. Using the same notation as in Lemma 2.1, the value of an arbitrary schedule is bounded from below by
Proof. By (1) and Lemma 2.1 we get
The second inequality follows from the convexity of the function (a 1 ; a 2 ; : : : ; a m ) 7 ! P m i=1 a i 2 .
The approximation scheme for a constant range of ratios
In this section we consider the problem to minimize P j2J w j ? j and give a polynomial time approximation scheme for instances with bounded weight to length ratios of jobs, i. e., where for all job ratios wj pj 2 R; R]
for an arbitrary R > 0 and a real constant 0 < 1 that does not depend on the input. First notice that by rescaling the weights of jobs we can restrict to the case R = 1.
Structural insights
Let 0 < < 1 be an arbitrary real constant and choose a corresponding constant 2 N with +1 .
If we round up the weights of jobs such that the ratio of each job attains the nearest integer power of , the value of an optimal schedule increases at most by a factor 1 . Since the constant < 1 can be chosen arbitrarily close to 1, we may restrict to instances of P j j If no job has size greater than fL, then the completion time of each machine is at most fL in any optimal schedule.
As a result of Corollary 3.2, we can iteratively reduce a given instance: as long as a job j of size p j fL is available, remove it from the set of jobs J, assign it to a machine of its own, and decrease the number of machines by one. In the following we can thus restrict to instances of the following form: Assumption 3.3. The processing time p j of each job j as well as the completion time M i of any machine i in an optimal schedule are bounded from above by fL.
Rounding the instance
We de ne a simpli ed, rounded version of the input for which we can compute an optimal schedule in polynomial time. Moreover, under some assumption that we will specify later, an optimal solution to the rounded instance will lead to a near optimal solution to the original instance. The rounding is based on the positive integral constant which will later be chosen to be`su ciently large'.
The rounding is done for every class J h , 0 h , separately. We will replace the jobs in J h by new jobs, with slightly di erent processing times; however, the length to weight ratio will stay at h . Note that the total number of jobs in the rounded instance is bounded by n. By construction we get the following lemma. It has been shown by Lenstra (1983) that an integer linear program in constant dimension can be solved in polynomial time.
Proving near optimality
By Lemma 3.4 it remains to show that the value of an optimal schedule for the rounded instance is at most a factor of (1 + ") above the optimal objective value of the original instance. We will prove this under the following assumption on the original instance, and afterwards we will demonstrate how to get rid of the assumption:
Assumption 3.5. There exists an optimal schedule of the following form: The completion time M i of every machine i ful lls the inequality L f M i fL.
In order to achieve the desired precision, we now choose the integer su ciently large to ful ll the inequality + 1 2 + f 2 2 (2f + 2f + + 1)( + 1) 1 + " : (4) Since , , f, and " are constants that do not depend on the input, also is constant and independent of the input.
Lemma 3.6. Under Assumption 3.5, the optimal objective value of the rounded instance is at most a factor of (1 + ") above the optimal objective value of the original instance.
Proof. Take an optimal schedule for the original instance as described in Assumption 3. 
In the last inequality, we applied 1 together with the second inequality in (5). In a similar way, we compare the second term on the right hand side of (6) for J 0 h to the corresponding term for the jobs in
Since 1 and because of the rst inequality in (5), we get that the right hand side of (6) ful lls:
Putting this together with (7), (8) , and (4), a short calculation shows that the objective value for the rounded instance is at most a factor of (1 + ") above the optimal objective value for the original instance.
Finally, we consider the case where Assumption 3.5 may be violated. By Assumption 3.3 we can restrict to the case that only the lower bound 1 f L can be violated for some machine completion time. As a result of Lemma 3.1 we get: Corollary 3.7. If in an optimal schedule M i < L f for some machine i, then every machine i 0 with M i 0 L processes only one job; in particular, there exists a job j of size p j L and every such job occupies a machine of its own.
In the following we assume that there exists a job j of size p j L; otherwise, Assumption 3.5 is true by Corollary 3.7 and we are nished. Unfortunately, we do not know in advance whether or not M i < L f for some machine i in an optimal schedule. Therefore we take both possibilities into account and compute two schedules for the given instance such that the better one is guaranteed to be a (1 + "){approximation by Corollary 3.7.
On the one hand, we compute an optimal schedule for the rounded instance and turn it into a feasible schedule for the original instance as described in Lemma 3.4. On the other hand, we assign each job j with p j L to a machine, remove those jobs from the instance, and decrease the number of machines by the number of removed jobs. For the reduced instance, we can recursively compute a (1 + "){approximation by again taking the better of two schedules. Notice that in each recursion step the number of machines is decreased by at least one; thus, after at most m ? 1 steps we arrive at a trivial problem that can be solved to optimality in polynomial time.
We can now state the main result of this section:
Theorem 3.8. There exists a PTAS for the special case of the problem P j j P w j C j where all job ratios are in a constant range R; R] for an arbitrary R > 0 and a real constant 0 < 1 that does not depend on the input. 4 The polynomial time approximation scheme
In this section we present the approximation scheme for arbitrary instances of P j j P w j C j . The main idea for deriving this result is to partition the set of jobs into subsets according to their ratios wj pj . The ratios of all jobs in one subset are within a constant range such that for each subset a near optimal schedule can be computed within arbitrary precision in polynomial time, see Theorem 3.8. In a second step, these`partial schedules' are concatenated in order of nonincreasing job ratios such that Smith's Ratio Rule is obeyed on each machine.
For the sake of a more accessible analysis, we rst present a randomized variant of the approximation scheme and discuss its derandomization later. Throughout this section we assume that wj pj 1 for all jobs j 2 J; otherwise, all weights of jobs can be rescaled by the inverse of the maximal ratio.
The randomized approximation scheme
The partitioning step. Let be a positive integer and let := 1 ; later we will choose large such that gets small. The partitioning of the set of jobs J is performed in two steps. The rst step computes a ne partition which is then randomly turned into a rougher partition in the second step. Notice that for xed q the number of nonempty subsets J q s , s 2 N 0 , is bounded by n. Of course, we only take those subsets into consideration in the algorithm. The intuition for step 2 is to compensate the undesired property of the ne partition computed in step 1 that jobs with similar ratio may lie in di erent subsets of the computed partition. The random choice in step 2 assures that the probability for those jobs to lie in di erent subsets of the rough partition is small, i. e., in O ? 1 . Computing partial schedules. The The concatenation step. In the nal step of the algorithm these partial schedules are concatenated.
One possibility is to do it machine-wise: On machine i, all jobs that have been assigned to i in the partial schedules are processed according to Smith's Ratio Rule. However, this deterministic concatenation can lead to an undesired unbalance of load on the machines. It might for example happen that each subset of jobs J q s consists of at most one job which is always assigned to machine 1 in the corresponding partial schedule. Thus, concatenating the partial schedules as proposed above would leave all but one machine idle.
Therefore, we rst randomly and uniformly permute the numbering of machines in each partial schedule and then apply the machine-wise concatenation described above. In this randomly generated schedule the probability for two jobs from di erent subsets to be processed on the same machine is equal to 1 m such that one can expect an appropriately balanced machine assignment.
The analysis of the randomized approximation scheme
The analysis is based on the observation that the value of the computed schedule is composed of the sum of the values of the partial schedules plus the additional cost caused by the delay of jobs in the concatenation step. It is easy to see that the sum of the values of the near optimal partial schedules cannot substantially exceed the value of an optimal schedule.
The key insight for the analysis is that the delay of jobs in one subset caused by another subset in the concatenation step can essentially be neglected. One reason is that the delayed jobs usually (i. e., with high probability) have much smaller ratio and are thus less important than the jobs which cause the delay. On the other hand, if there are too many`unimportant' jobs to be neglected, then the total weighted completion time of the corresponding near optimal partial schedule must be large compared to the delay caused by the important jobs.
The following lemma provides two lower bounds on the value of an optimal schedule Z . To simplify 
Notice that for randomly chosen q the expected value of q h;k is equal to the probability that h and k lie in di erent sets of indices I q r , r 2 N 0 . By construction of the sets of indices I q r , this probability is equal to k?h for k ? h and it is 1 for k ? h > . The result thus follows from (11).
The following theorem contains the main result of this subsection. Thus, the inequality for the geometric and the arithmetic mean yields:
Notice that (12) bounds the cost for the possible delay of jobs in J(k) caused by jobs in J(h) in terms of the lower bounds on optimal schedules for J(h) and J(k) in (9) . In particular, if k ? h 3, then the cost for the delay is small compared to the sum of the values of optimal schedules for J(h) and J(k). For the cases k = h + 1 and k = h + 2, however, this cost may be too large to be neglected. This is the point where we will make use of the random choice of q.
To be more precise, we divide the sum over all pairs h < k in the second term of (10) into three partial sums 1 + 2 + 3 . The rst partial sum 1 takes all pairs with k = h + 1 into account and can thus be bounded by
by (12) The second inequality follows from the choice of and a short calculation.
The deterministic approximation scheme
Up to now we have presented a randomized approximation scheme, i. e., we can e ciently compute schedules whose expected values are arbitrarily close to the optimum. However, it might be more desirable to have a deterministic approximation scheme which computes schedules with a rm performance guarantee in all cases. Therefore we discuss the derandomization of the randomized approximation scheme.
Since the random variable q can only attain a constant number of di erent values, we can a ord to derandomize the partition step of the algorithm by trying all possible assignments of values to q. In the following discussion we keep q xed. The derandomization of the concatenation step is slightly more complicated. We use the method of conditional probabilities, i. e., we consider the random decisions one after another and always choose the most promising alternative assuming that all remaining decisions will be made randomly.
Thus, starting with the partial schedule for J q 0 , we iteratively append the remaining partial schedules for J q t , t = 1; 2; : : : , to the current schedule. In each iteration t we use a locally optimal permutation of the machines which is given in the following way. Moreover, the permutation of the machines chosen in iteration s does not in uence the expected delay of jobs considered in later iterations (since the expected delay is simply the average machine load). As a result of the above discussion, the value of the schedule computed by the deterministic algorithm is bounded from above by the expected value of the schedule computed by its randomized variant given in Subsection 4.1. Thus, as a consequence of Theorem 4.3 we can state the following main result of this paper.
Theorem 4.4. There exists a polynomial time approximation scheme for the problem P j j P w j C j .
