Abstract. The holomorph of a discrete group G is the universal semi-direct product of G. We construct a resolution for Hol(Z p r ) for every prime p, where Z m denotes a cyclic group of order m, and use it to compute the integer homology and mod p cohomology of Hol(Z p r ) (this computation is long and is omitted here, but will appear in [V]). Also, we study maps of holomorphs of groups and maps of split extensions for holomorphs to show that the LyndonHochschild-Serre spectral sequence for the cohomology of Hol(⊕ n Z p r ) does not collapse at the E 2 stage. Finally, we compute mod p cohomology of the kernels of reduction maps Hol(⊕ n Z p r ) → Hol(⊕ n Z p ) for p odd, together with the first Bockstein homomorphisms in case p ≥ 5.
Definition of Hol(K)
Definition 1.1. For any group K, let Hol(K) be the group whose elements are pairs (f, x) where f ∈ Aut(K) and x ∈ K, with multiplication (f, x) · (g, y) = (f g, g −1 (x)y).
It is well-known that the short exact sequence
is always split, namely there is a section Aut (K) s → Hol(K) defined by s(f ) = (f, 1), and that Hol (K) is the universal semi-direct product of K in the sense that for any split extension 1 → K → G → H → 1 there is a unique homomorphism H φ → Aut (K) such that the pullback in the diagram
is isomorphic to G. Let S |K| be the symmetric group on the set of elements of K. The Cayley map K ֒→ S |K| factors through Hol (K) :
Namely, let A be the set of elements of the group K. K acts on A by multiplication on the left, i.e. x(a) = xa for x ∈ K and a ∈ A. Aut(K) acts on A by simply applying an automorphism f ∈ Aut(K) to an element a ∈ A: f (a). Then (f, x)(a) = ((f, 1)(1, x))(a) = f (xa). Let's check that this action agrees with multiplication in Hol (K) : (f, x)((g, y)(a)) = f (xg(ya)) = f (x)f g(ya), and ((f, x)(g, y))(a) = (f g, g −1 (x)y)(a) = f g(g −1 (x)ya) = f (x)f g(ya).
Lemma 1.3. The above map Hol(K) → S |K| is an inclusion. It is an isomorphism if and only if K is isomorphic to the trivial group, Z 2 , Z 3 , or Z 2 ⊕ Z 2 .
Proof. Suppose that f (xa) = a for every a ∈ A. For a = x −1 we have f (1) = x −1 , therefore x = 1. Then f (a) = a for every a ∈ A, so f is the identity automorphism.
If Hol(K) ∼ = Σ |K| then |Hol(K)| = |Σ |K| | = |K|!. Therefore |Aut(K)| = |Hol(K)| |K| = (|K| − 1)!. Every automorphism preserves the identity element, so the maximum possible order of Aut (K) is (|K| − 1)!. Thus in order for Hol (K) and Σ |K| to be isomorphic, every permutation preserving 1 has to be an automorphism. For |K| ≥ 4, let x and y be distinct nonidentity elements which are not inverses of each other. For any automorphism f of G, f (xy) = f (x)f (y), i.e. f (x) and f (y) determine f (xy), therefore |K| ≤ 4. If K is isomorphic to the trivial group, Z 2 , Z 3 , or Z 2 ⊕ Z 2 , it is easy to check that |Hol (K) 
Remark. Classically, Hol(K) arrises as follows. If K is a normal subgroup of a group G, then every inner automorphism of G induces an automorphism of K. It turns out that for any group K there exists a bigger group G that contains K as a normal subgroup, and such that every automorphism of K is induced by some inner automorphism of G. An example of such group G is Hol (K) which is defined as the normalizer of the subgroup of S |K| consisting of all permutations that are translations by elements of K. A good description of this construction is given e.g. in [K, p.90] . It is easy to show using the first statement of lemma 1.3 that our definition is equivalent to the classical one.
Maps of holomorphs
Definition 2.1. Let G and H be groups, and let F : G → H and F ′ : Aut(G) → Aut(H) be group homomorphisms. Then F and F ′ are called compatible if for every x ∈ G and every g ∈ Aut(G)
is commutative for every g ∈ Aut(G).
Theorem 2.2. The map of sets
is a group homomorphism if and only if F and F ′ are compatible. In this case we have a map of split extensions
Conversely, for any map of split extensions (4), F and F ′ must be compatible and F ′′ is defined by (3).
Proof. The map F ′′ is a group homomorphism if and only if for every (f, x) and (g, y) in Hol(G) we have
By our definitions,
. Clearly in this case (4) is commutative.
Conversely, if we have a map of split extensions (4), then 
The only possible maps F : Z 3 → Z 2 and F ′ : Z 2 → 1 are trivial maps, however there exists a nontrivial map F ′′ : S 3 → Z 2 .
Note that in the above example we do have a map of extensions
is not a map of split extensions. Below is an example of a map F ′′ that doesn't fit into any map of extensions.
, and let F ′′ : S 3 → S 4 be an inclusion. Since the only possible homomorphism F : Z 3 → Z 2 ⊕ Z 2 is the trivial one, F ′′ doesn't fit into any map of extensions.
Example 2.5. If K is a characteristic subgroup of G (i.e. it is preserved by every automorphism of G), then every automorphism of G induces an automorphism of the quotient group G/K. Thus we have a map Aut(G) → Aut(G/K). This map is a group homomorphism, and it is compatible with the quotient map G → G/K. Thus we have a map of split extensions Hol(G) → Hol(G/K).
are compatible, thus Hol(G i ) ֒→ Hol(H), and there is a map of split extenstions.
Moreover,
Hol(G i ) ֒→ Hol(H), and
3. Method of computing the cohomology of Hol(Z p r )
For any prime number p, we want to compute the integer homology and mod p cohomology of the group Hol(Z p r ), whose description in terms of generators and relations is given in the next section.
We will use the method described in [W] to construct an explicit resolution of Hol (K) . Namely, in [W] Wall showed how, given a short exact sequence where K is a normal subgroup of G, and given resolutions for K and H, to construct a free resolution for G. He applied his method to find an explicit resolution for a split extension of cyclic by cyclic groups, and used this to compute its integer homology.
If p is an odd prime, Aut(Z p r ) is cyclic, therefore its integer homology can be computed using Wall's application. The only difficulty here is that we don't know any formula for a generator of Aut(Z p r ). But it turns out that it is not necessary to know that.
Aut(Z 2 ) is trivial, therefore Hol(Z 2 ) ∼ = Z 2 whose homology is well-known; Aut(Z 4 ) ∼ = Z 2 , therefore the homology of Hol(Z 4 ) ∼ = D 8 (dihedral group of order 8) can be computed easily using Wall's application (and is also well-known). So we will only work out the answer for r ≥ 3. In this case H = Aut(Z 2 r ) is the direct sum of two cyclic groups, but we will show below that Wall's method is still applicable.
As in [W] , we will choose the usual resolution [CE, p.251] for each cyclic group Z n = {g|g n = 1} :
where
Let G be a split extension of a cyclic group by the direct sum of two cyclic groups:
More precisely, let it be given by generators and relations:
2 ≡ 1(mod q). We will construct a free resolution for Hol(G) with underlying module A = {A n,m } graded by degA n,m = n + m.
Let B m , R ′ i , and R ′′ j be the resolutions as above for the cyclic groups Z q , Z s 1 , and Z s 2 on z, x, y respectively.
Let the resolution for H = Z s 1 ⊕ Z s 2 be the tensor product of the resolutions for Z s 1 and Z s 2 : [W] ). Lemma 3.1. A n,m (n ≥ 0, m ≥ 0) is free on n + 1 generators, a n,m,i , 0 ≤ i ≤ n and the differentials are given by d 0 a n,2m+1,i = (z − 1)a n,2m,i , d 0 a n,2m,i = N z a n,2m,i ,
− 1)a n−2,2m,i−2 ,
As in Wall's application (where H is cyclic), on forming the tensor product with Z, z − 1 becomes zero, and the graded submodules Remark. The above construction can be generalized to the case of an arbitrary abelian group H in the split short exact sequence
Z s i , let the resolution for H be the tensor product of the usual resolutions for Z s i 's as above. Then A n,m will be free on
The graded submodules A m will still be invariant under d, however the larger k is, the more complicated the calculation of H * (A m ) will be.
where Z 2 r−2 is generated by multiplication by 3, and Z 2 is generated by multiplication by 2 r − 1.
Corollary 4.2. The split short exact sequence
implies that for r ≥ 3
There are 3 subgroups of order 2 in Aut(Z 2 r ): generated by multiplication by 2 r − 1, 2 r−1 − 1, and 2 r−1 + 1. The pullbacks are isomorphic to dihedral, quasidihedral, and semi-dihedral [MP] groups of order 2 r+1 . The cohomology of these groups are well-known (e.g. they can be computed using Wall's method). It is also easy to compute the differentials in the Lyndon-Hochschild-Serre (LHS) spectral sequence: there are nonzero differentials d 2 , but all higher differentials are 0.
Using the resolution from the previous section, we compute the integer homology of Hol(Z 2 r ), and use the universal coefficients theorem to compute its mod 2 cohomology. Knowing the answer and studying the maps of the LHS spectral sequence for Hol(Z 2 r ) into the LHS spectral sequences for the above subgroups, we determine the differentials in the former, shown in figure 1:
if r = 3, and all higher differentials are 0.
We then use Bockstein homomorphisms and Steenrod square operations to find the ring structure of the mod 2 cohomology:
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and
where |a| = |x| = |y| = 1, |z| = 2, |b| = 3, |c| = 4.
If p is an odd prime, it is well-known that Aut(Z p r ) ∼ = Z (p−1)p r−1 (e.g., see [R, p.98] ). Let multiplication by s be a generator of Aut(Z p r ). Then the split short exact sequence
. . . Figure 2 . E 2 term of the LHS spectral sequence for
As in the case p = 2, we use Wall's resolution to compute integer homology of Hol(Z p r ), and then use the universal coefficients theorem to compute its mod p cohomology. Knowing the answer, we determine the differentials in the spectral sequence for the extension (7) shown in figure 2, and the ring structure of the mod p cohomology:
where (m, p) = 1.
Theorem 4.4. If p is odd,
Let p be a prime number. First look at the case r = 1.
Lemma 5.1. Hol ⊕ n Z p is isomorphic to the subgroup of GL(n + 1, Z p ) consisting of all the matrices of the form
where multiplication is defined by (f, x)(g, y) = (f g, g
There is a one-to-one correspondence between elements (f, x) of Hol ⊕ n Z p and matrices of the form
This correspondence is a group homomorphism. Multiplication of elements in
Hol ⊕ n Z p regarded as a subgroup of GL(n + 1, Z p ) is as follows:
Remark. This subgroup of GL(n+1, Z p ) isomorphic to Hol ⊕ n Z p is not normal.
For a group G, let p G denote the p-Sylow subgroup of G.
Proof. It is well-known, and is easy to check by computing the order, that the p GL(n + 1, Z p ) consists of all upper-triangular matrices with 1's on the diagonal.
Namely, the order of
(p i − 1), and the order of the subgroup consisting of upper-triangular matrices with 1's on the diagonal is
Since p GL(n + 1, Z p ) is contained in the subgroup of GL(n + 1,
For r ≥ 1, lemma 5.1 generalizes as follows:
Hol ⊕ n Z p r is isomorphic to the subgroup of GL(n + 1, Z p r ) consisting of all the matrices of the form
Remark. The subgroup of GL(n, Z p r ) consisting of matrices of the form
where a i ≡ 1(mod p) and b ij ≡ 0(mod p) is a p−Sylow subgroup of GL(n, Z p r ).
6. Lyndon-Hochschild-Serre Spectral Sequence for
Lemma 6.1.
Proof. F * p is a cyclic group of order p − 1. Let s be a generator of F * p . Then for p odd we have
Theorem 6.2. The LHS spectral sequence for the extension
does not collapse at the E 2 stage if p = 2 and r ≥ 3, or p is odd and r ≥ 2.
Proof. Consider the map of extensions figure 1 for p = 2, and in figure 2 for p odd). Recall that
Thus the vertical axis of the spectral sequence is given by
, the ring of invariants in H q ⊕ n Z p r ; F p under the action of GL(n, Z p r ). This con-
n , where we identify v i with the vector with i th coordinate equal to 1, and other coordinates 0. Every invertible n×n matrix permutes the p n elements of (F p ) n . It follows that all the coefficients of the polynomial c 1 ,...,cn∈Fp (z + c 1 v 1 + . . . + c n v n ) are invariant under the action of GL(n, Z p r ). Consider the coefficient of z. It is a homogeneous polynomial in v i 's of degree p n − 1. In fact, it is the last generator d n of the Dickson algebra. It contains all the terms of the form
where σ is an element of the symmetric group S n , because there is only one way to get this term: exactly 1 p th of the multiples in the product
, thus p n − p n−1 of the multiples contain v σ(1) ; exactly p n−1 − p n−2 of the remaining multiples contain v σ(2) , and so on.
Note. The term we actually get this way is 
. . .
but by lemma 6.1 each product
In the spectral sequence for
since all the terms in the sum are linearly independent. The other terms in the coefficient of z are of the form v 
Therefore the image of the coefficient of z under d 2 in the spectral sequence for H * Hol ⊕ n Z p r ; F p is non-zero.
if p = 2 and r ≥ 3, or if p is odd and r ≥ 2.
7. Congruence subgroups
is a characteristic subgroup of Z p k with quotient group isomorphic to Z p l . Therefore by example 2.5 there is a reduction homomorphism Hol(Z p k ) → Hol(Z p l ), and a map of split extensions
this section is to compute the cohomology of the kernel of
for odd p.
First recall a few definitions and a theorem from [P] (everything we need from [P] is also contained in [BP] ). Let p be an odd prime.
For a p-group G, let Ω 1 (G) be the subgroup generated by g ∈ G such that
A tower of groups is a sequence of p-central groups {G 1 , G 2 , . . . , G n } with surjective homomorphisms π i :
The central extension
A tower of groups is called uniform if all the p-power maps of the tower are isomorphisms.
Theorem 7.1. (J. Pakianathan) Let {G 1 , G 2 , . . . , G N } be a uniform tower with dim(G 1 ) = n. Then for 1 ≤ k < N we have
where |x i | = 1 (and for k > 1, x i is induced from G k−1 ) and |s i | = 2 (and for k > 1, s i "comes" from Ω(G k )), and H * (G N ; F p ) is given by the same formula if and only if the tower extends to a uniform tower {G 1 , . . . , G N , G N +1 }.
We will show that the kernels of the reduction map (9) fit into an infinite uniform tower, and hence theorem 7.1 is applicable.
As in [P] , let Γ n,k be the kernel of the reduction map GL(n, Z p k+1 ) → GL(n, Z p ).
Let Γ Hol n,k be the kernel of the reduction map Hol ⊕
We then have the following maps of extensions: (10) and similarly
Also, Γ Hol n,k and Γ n,k fit into a split extension as follows:
Combining the first row of (12) and the reduction maps in (10) and (11), we get
We think of Γ n,k as the group consisting of matrices of the form 1 + pA (mod p k+1 ), Γ n,k−1 consisting of matrices of the form 1 + pA (mod p k ), and Ker n,k then consists of matrices of the form 1 + p k A (mod p k+1 ). Let π n,k be the surjection in the middle column of (13).
Theorem 7.2. For each n ∈ N, the groups Γ Hol n,1 , Γ Hol n,2 , . . . together with the surjections π n,k form an infinite uniform tower.
The following four lemmas give a proof of this theorem.
n,k . Then it can be easily shown by induction that
Proof. Every element of Ω 1 Γ Hol n,k commutes with every element of Γ Hol n,k :
Thus we have an infinite tower {Γ 
We will use these formulas to calculate the first Bocksteins for Γ Hol n,k . First we derive an explicit formula for the bracket on Γ Hol n,1 . Recall that an element of Γ Hol n,1
has the form (1 + pA, px) where 1 + pA ∈ GL(n, Z p 2 ) and px ∈ ⊕ n Z p 2 .
[(1+pA, px), (1+pB, py)] = φ −1 ((1+pA, px)(1+pB, py)(1+pA, px) −1 (1+pB, py) −1 )
where we denote lifts of elements by the same symbols, only now the matrices and vectors are considered mod 3 rather than mod 2.
(1 + pA, px)(1 + pB, py)(1 + pA, px) −1 (1 + pB, py) −1 ≡ ≡ (1+pA, px)(1+pB, py)((1+pA) −1 , (1+pA)(−px))((1+pB) −1 , (1+pB)(−py)) ≡ ≡ (1+pA, px)(1+pB, py)(1−pA+p 2 A 2 , −px−p 2 Ax)(1−pB+p 2 B 2 , −py−p 2 By) ≡ ≡ (1 + p 2 (AB − BA), p 2 (Ay − Bx)) (mod p 3 ). The inverse of the p-power isomorphism "reduces" the exponent of p by 1, thus we get [(1 + pA, px), (1 + pB, py)] = (1 + p(AB − BA), p(Ay − Bx)) (mod p 2 )
For simplicity, we use the isomorphism (14) to rewrite the bracket in terms of elements of the form (A, x) where A ∈ Mat n×n (Z p ) and x ∈ ⊕ Z p . x iu x ti if t < u
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