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1. INTRODUCTION 
This work was motivated by Sugeno [ 11, who considered monotone 
measures instead of additive ones and defined an integral for this more 
general situation. This found many applications in the theory of fuzzy sets, 
founded by Zadeh [2]. 
Another way in weakening the additivity can be seen in the theory of 
capacities by Choquet [3], whose concepts of 2-alternating and 2-monotone 
capacities and whose integral were applicated in robust statistics by Huber 
and Strassen [4]. The subadditivity or superadditivity of the capacity are 
inherited by Choquet’s integral, in particular the requirement of additivity 
reduces it to Lebesgue’s integral. 
This does not occur with Sugeno’s integral, which is a drawback in those 
cases where the underlying measure has a special form as that proposed in 
[II: 
m(A uB) = m(A) + m(B) + A * m(A) m(B), (l-1) 
where A U B means A n B = 0. When 1 tends to zero, Sugeno’s integral 
with respect to the measure in (1.1) generally does not tend to Lebesgue’s 
integral. 
In this paper I will present an integral for more general measures than 
those described in (1. I), which has the mentioned property. I suggest o look 
at measures which we can decompose in the following manner: 
m(AUB)=m(A)Im(B) (1.2) 
by means of so called t-conorms I, and to define an integral in the 
Archimedean case, i.e., when I can be written as 
aIb=g’-“(g(a)+g(b)) 
with a so-called additive generator g and its pseudoinverse g(-‘). 
(1.3) 
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The idea of generalizing the sum by any f-conorm has its origin in the 
work of Menger [5]. There he defined generalized triangle inequalities by 
means of triangular norms (briefly: t-norms), but only Schweizer and Sklar 
[6] introduced these t-norms in today’s form defining so-called Menger 
spaces as special cases of more general statistical (now called probabilistic) 
metric spaces. The use of t-conorms instead of f-norms was introduced by 
Schweizer and Sklar [7], who looked at a t-conorm I as what I will call in 
this paper the conjugate I = T* to the t-norm T. For results related to 
representations as (1.3) we refer to Ling [8]. 
By analogy to the conjugate of a t-norm one defines the conjugate m* to 
m by 
m*(A) := 1 - m(A’). (1.4) 
In the special but important case (NSA) we find that the decomposition (1.2) 
of m by I leads to a decomposition of m * by (I ‘)*, where I ’ means a 
t-norm, which I will call complementary to 1. An analogous result is valid 
for the corresponding integral, which I will deal with in this paper. The 
concept of conjugates of non-additive measures has been studied already in 
[3] and in [4] with a modified definition, but also in other papers with a 
different emphasis. On the other hand, to the author’s knowledge, the idea of 
complementary t-norms or r-conorms is new. It is based on certain 
complements of numbers in [0, 11, defined by t-norms or t-conorms, which 
we find in an analogous manner as the so-called pseudocomplements in the 
Brouwerian lattice [0, 11, defined by min or max, see, e.g., Birkhoff [9]. 
In Section 2, I present he definitions and results concerning t-norms and 
t-conorms, including the conjugate and complementary ones, which are 
needed in the following, completed by various examples of non- 
Archimedean, strict Archimedean (S) and non-strict Archimedean (NS) 
t-norms and t-conorms. 
In Section 3, I trace out a theory for decomposable measures m, given by 
(1.2) rapidly passing to the three Archimedean cases, given by (1.3): 
@I I is strict and therefore g o m an infinite additive measure, 
(NSA) I is non-strict and g 0 m a finite additive measure, 
(NSP) I is non-strict but g o m only a pseudoadditive finite measure. 
The first two cases can be considered as generalizations of Lebesgue’s 
measure theory. 
In Section 4, I deal with an integral Z’ with respect o measures decom- 
posable by Archimedean t-conorms, which results in an extension of 
Lebesgue’s integral to the additive cases (S) and (NSA). 
Finally, in Section 5, I compare the integral 3 presented in this paper 
with the integrals .X and j of Choquet and Sugeno, respectively. 
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2. ~-NORMS AND KONORMS 
The following operations in [0, 11, which can be considered as 
generalizations of the sum and the product, will be fundamental for the 
present paper. 
2.1 DEFINITION. (a) A function 1: [0, l] x [0, l]+ [0, l] will be 
called t-conorm: o 
(i) I is nondecreasing in each argument, 
(ii) I is commutative, 
(iii) I is associative, 
(iv) I has 0 as unit. 
A t-conorm will be called Archimedean: o 
(v) I is continuous, 
(vi) I(a, a) > a for all a E (0, 1). 
An Archimedean t-conorm will be called strict: o 
(vii) I is (strictly) increasing in (0, 1) X (0, 1). 
(b) A function T: [0, l] x [0, l] + [0, l] will be called t-norm or 
Archimedean or strict: o T has the same properties from part (a) with the 
modifications: 
(iv) T has 1 as unit, 
(vi) T(a, a) < a for all a E (0, 1). 
We remark that for t-norms and t-conorms always: (vii) =S (vi). In the 
following I will state the representation theorems in the form I need, for 
proofs and more details see [7,8]. 
2.2 THEOREM. (a) A function I: [0, l] x [0, l] + [0, I] is an 
Archimedean t-conorm o 
There exists an increasing and continuous function g: [0, 1 ] --P [0, co ] with 
g(0) = 0 such that 
I@, b) = d-“(g(a) + g(b)) 
where g’ - I) is the pseudoinverse of g, defined by 
Moreover: 
I strict 43 g( 1) = co. 
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(b) A function T: [0, l] x [0, I] + [0, l] is an Atchimedean c-norm o 
Exists a &creasing and continuous function f: [O, 1 ] + [O, co ] with f( 1) = 0 
such that 
T@, b) =f’-“(f(4 +f(b)), 
where f ‘- ‘) is the pseudoinverse off, defined by 
f’-‘yy) := 
i 
f-‘(y) if YE PLfP>l 
0 I is YE [f(O>~~l * 
Moreover: 
T strict of(O) = w . 
2.3 Remark. The functions g, resp. f, are called additive generators of 
I, resp. T. They are unique except for multiplication with positive numbers. 
In the non-strict case we will call the additive generator with g( 1) = 1, resp. 
J(O) = 1, the normed generator. 
We note the identities, needed in the following: 
g’- “(g(x)) = 4 
With the notations 
gW”(y)> = min(y, g(l)). 
N 
I UK := I (1;; UK, UN), y aK := lim 1 uK 
K=l K=l N+m Kz, 
it follows for Archimedean r-conorms that 
M 
I aK=g(-‘) [iI g(u,&), where ME NV (00). 
K=l 
For the f-norm case an analogous statement holds. 
We pass to the well-known concept of conjugate for t-norms and 
t-conorms. 
2.4 DEFINITION. For any C-conorm I define the conjugate I* by 
I*(u, b) := 1 - 1(1 - a, 1 -b). For any t-norm T by analogy T*. 
2.5 Remark. T* or I* resp. is a t-conorm or t-norm resp., and 
(T*)* =T, (I*)* = 1. M oreover, if T or I resp. are Archimedean (strict) 
with additive generator f or g resp., then also T* or I* resp. are 
Archimedean (strict) with additive generator f* or g* resp., given by 
f*(x)=f(l -x) with f*‘-“(y)= 1 -f’-“(y) or g*(x)=g(l -x) with 
g*‘-‘)(y) = 1 - g’-‘I( y) resp. 
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Note that the conjugate-operation * is defined by the operator x t-+ 1 -x 
in [0, 11, which could be seen as a certain “complementation,” but in general 
the excluded-middle laws x T (1 -x)=O,xT*(l-x)=ldonothold.This 
difficulty can be overcome by the following concept. 
2.6 DEFINITION. (a) For any t-conorm I we define: 
bLu:=inf{y(aIy>b), 
a’ := 1 A a, 
l’(u, b) := (l(u’, b’))‘. 
(b) For any t-norm T we define: 
b,u:=sup{z~uTz,<6}, 
a’ := 0 f a, 
T’(u, 6) := (T(u’, 6’))‘. 
The use of the same symbol a’ both for the operation 1 2 a defined by any 
I and for 0 + a defined by any T will be justified by part (viii) of 
Theorem 2.9. 
2.7 Remark. (a) For I = V = max we have the well-known relative 
pseudocomplements 
and 
IO l’(a,b)= I1 
if a < 1 or b < 11 
otherwise \’ 
which does not define a t-norm. 
(b) For T = A = min the analogous statement holds: 
b+u= )’ if u<b 1 if a=0 
lb I if u>b’ 
a’ = 
1 0 I if u>O’ 
T’(u, b)= 
! 
; 
if a>0 or b>O 
otherwise 
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2.8 Remark. (a) For any strict Archimedean f-conorm I with additive 
generator g we find by easy calculation 
b&a= g-‘(gW -g(a)> if a < b and a < 1 ( 
0 otherwise I 
and the same a’ and I’ as in the case I = V. 
(b) For any strict Archimedean t-norm T with additive generator f we 
find 
b - a = jf-‘(f(b)-f(a)) if b<a and a>O/ 
1 otherwise I 
and the same a’ and T’ as in the case T = A. 
The only interesting case is the non-strict Archimedean one. 
2.9 THEOREM. (a) For any non-strict Archimedean t-conorm I with 
additive generator g we have 
(i) b -L a = g- ‘(g(b) - g(a)) for a < b, especially 
a’ = g-W) -da>>, 
(ii) 0’= 1, l’=O, 
(iii) (a’)’ = a, 
(iv> ‘: [0, 1 ] -+ [0, 1 ] is decreasing and continuous, 
(v) T:=l’ is a non-strict Archimedean t-norm with additive 
generator g’ =f, given by 
f(x) = gt 1) - g(x) = &‘) 
with 
f-‘(Y)=g-‘(g(l)-y) fira~~y<f(O)=g(l), 
(vi) xTx’ = 0, x I x’ = 1, 
(vii) (xTy)‘=x’Iy’, (xIy)‘=x’Ty’, 
(viii) b + a =f-‘(f(b) -f(a)) for b < a, especially a’ = 
f-‘(f(0) -f(a))for the same a’ from (i). 
(b) If T is a non-strict Archimedean t-norm with additive generator f, 
then I := T’ is a non-strict Archimedean t-conorm with additive generator 
f’ = g, given by 
g(x) =f(O) -f 6) =f WI 
120 SIEGFRIED WEBER 
with 
g-‘(Y) =f-‘(g(l) -Y) for all y < g( 1) =&j-(O). 
(c) For any non-strict Archimedean t-norm T and t-conorm I we have 
the relations 
(ix) (T’)’ = T, (I’)’ = 1. 
Proox (i) For a&b and y<gg-‘(g(l)-g(a)) there is a ly>bo 
y > g-‘(g(b) -g(a)). Taking the infimum over all such y we obtain as first 
result b A a = g-‘(g(b) - g(a)), of which the formula for a’ is a special case. 
(ii) and (iii) follow immediately from (i). 
(iv) follows from (i) and the corresponding properties of g. 
(v) follows from the above properties and the corresponding of I, we 
carry out only the representation of T using f(x) := g( 1) - g(x): 
T(a, b) := (I(a’, b’))’ =g-‘(g(1) -g(g’-“(g(a’) + g(b’)))) 
=f-‘(min(g(a’) + g(O g(l))) 
=f -‘(min(f@) +f(bLfP)>> 
=f’-“(f(a) +f(b)) 
64 x T x’ =f’- “(f(x) +f(x’)) 
=f’-“Ml> -g(x) +fW>) 
=f’- “U-w 
= 0, 
x I x’ = 1 is trivial. 
(viii) The formulas follow by analogy to the proof of (i). Moreover the 
identity 
f-‘v(o> -f(a)) = g-W1) -da>> 
implies that the a ’ := 0 +- a based on T and the a’ := 1 L a based on I are 
the same. 
(ix) Beginning with I with additive generator g, part (v) leads to I’ 
with additive generator g’(x) = g(1) -g(x), part (b) leads to (I’)’ with 
additive generator (g’)‘(x) = g’(0) -g’(x) = g(x), so that (I’)’ = 1. By 
analogy we have (T’)’ = T. 
Because of the fine properties of Theorem 2.9 of involution (iii, ix), 
excluded-middle (vi) and De Morgan (vii) we introduce for the sequel the 
following: 
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2.10 Notation. For any non-strict Archimedean t-conorm I or t-norm T 
resp. we will call 
a’ the complement to a with respect o I or T resp., 
I’ the complementary t-norm to I or 
T’ the complementary t-conorm to T resp. 
In the following section we will need the composition of the two operators 
* and ‘, for which we can state: 
2.11 Remark. Any non-strict Archimedean t-conorm I with additive 
generator g implies a non-strict Archimedean t-conorm 1 := (I’)* with 
additive generator 6 = (g’) * given by g(x) = g( 1) - g( 1 - x) with $- ‘( y) = 
1 -g-W) -Y> f or all y<g(l)=g(l). Also here we have I=I. 
2.12 Remark. For any non-strict Archimedean t-conorm I with additive 
generator g there is I’ = I * o g( 1 - x) = g( 1) - g(x), e.g., g is symmetrical 
to the middlepoint ({, 4 . g(1)) E [0, l] x [0, g(l)]. In this case clearly 
l=L 
This section is concluded with a few examples. 
2.13 EXAMPLE. T(a, b) = a A b = min(a, b), I(a, b) = a V b = max(a, b). 
T = A is the strongest t-norm, I = V is the weakest t-conorm. They are 
continuous, not Archimedean, but conjugate to each other. 
2.14 EXAMPLE. 
T,(a, b) := i I if b=l if a=1 , 0 otherwise I if b=O if a=0 . otherwise I 
T = T, is the weakest -norm, I = I, is the strongest -conorm. They are not 
continuous, but conjugate to each other. 
The following are examples for the strict (S) and non-strict (NS) 
Archimedean cases. 
2.15 EXAMPLE. T,(a, b)=a + b, &,(a, b)=a + b-ab. T, and I, are 
strict and conjugate to each other. Additive generators are 
f,(x) = -1n x for T, withf;‘( y) = exp{-y}, 
go(x) = -ln( 1 - x) for I,withg;‘(y)= 1 -exp{-y}. 
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P if b<a and a>0 
I b+a= U 
I 1 otherwise 
I have used the symbol + in Definition 2.6 
“inverse” of “product” T. Furthermore 
for “quotient” as certain 
if a,<b and a< 1 
otherwise 
2.16 EXAMPLE (from Schweizer and Sklar [7, $3, Example 
(d)]). E,(a, 6) := (apP t bpP - l)- ‘lp for p > 0 define a family of strict 
t-norms E, with additive generator 
&(x)=f (-$-1) f,'(Y>=(PIYtl)-"P, 
increasing between the weakest E, := limp,, E, = T, and the strongest E, := 
lim p-co E, = A, including, e.g., E, = To/I,. By the conjugate E,* we get a 
t-conorm. 
2.17 EXAMPLE (from Schweizer and Sklar [ 7, $61). S,(a, b) := 
(up + bP - a b ) p p ‘lp for p > 0 define a family of strict t-conorms S, with 
additive generators 
g,(x) = - + ln( 1 - xp), g;‘(y) = (1 - ev(-p . Y))““, 
decreasing between the strongest S, = I, and the weakest S, = V, 
including, e.g., S, = I,. We can calculate 
for a<b and a< 1. 
2.18 EXAMPLE. T,(a, b) := max(a + b - 1, 0), I,(a, b) := min(a t b, 1): 
T, and I, are non-strict, conjugate and complementary with x’ = 1 -x. 
Normed additive generators are 
f,(x) = 1 -x for T, withfr l’(y) = max( 1 - y, 0), 
&%l(x) = x for I, with g:“(v) = min(y, 1). 
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Motivated by 
if a<bl 
if a>b\ 
I have used the symbol 2 in Definition 2.6 for “difference” as certain 
“inverse” of “sum” 1. Furthermore 
bAa= lb-‘+’ if b<a/ 
I 1 if b>a\’ 
2.19 EXAMPLE (from Schweizer and Sklar (IO, part I]). &‘,(a, b) := 
[max(adP + b-p - 1, O)]-“” for p < 0 define a family of non-strict r-norms 
E, with additive generator 
f,(x)=$(l -x-p), 
f;-‘)(y) = 
1 
(P . Y + W”” if y<-l/p 
0 I if y > -l/p ’ 
&(o)=~~ 
decreasing between the strongest E, = T, and the weakest E-, = T,., 
including E _ i = T, . Moreover we obtain the corresponding t-conorms which 
are conjugate resp. complementary to E, as: 
E,*(a, b) = 1 - [max((l - a)-P + (1 - b)-p - l,O)]-“” 
with S:(x)=$(l - [l -x]-~), 
EA(a, b) = min([aVP + b-P]-l’p, 1) with f;(x) = -$ xPp, 
the last based on the complement x’ = (1 - x-~)-“~. Taking I, := EL, it 
follows that lp := (I;)* = E,*, that is, 1, is of a type different from I,. 
2.20 EXAMPLE (from Sugeno [ 1, Chap. 2.21). U,(a, b) := min(a + b + 
dab, 1) for A. > -1. We can prove that each U, is a non-strict l-conorm with 
additive generator 
g3(x) = + - ln( 1 + Ax) 
I 
+-(exp@~yl- 1) 
gj; ‘j(y) = 
if y<+.ln(l +A) 
with 3 
1 if y>+.ln(l +A) 
including 17, = I, by continuous extension of g, for A + 0. 
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The U,, increase between the weakest K, = I, and the strongest 
iJ, = I,. Moreover we obtain the t-norms 
Uz(a, b) = max(a + b - 1 - A( 1 - a)( 1 - b), 0) 
with g$(x) = f . ln( 1 + A( 1 - x)), 
Ui(a, b) = max 
a+b-l+&zb l+l 
1+d 
,O with gi(x) = f * In -, 1 +Ix 
which is based on the complement 
I-X x’=-. 
1 +Ix 
Finally we derive that 
OJ(a,b):=(U~)*(a,b)=min u+b+&Ub, lj, 
t 
in other words, i’, = Vi with 2 = -L/(1 + 1) gives a f-conorm of the same 
family. 
Other families of t-conorms can be found easily which are closed or not 
with respect o the operation I. 
3. I-DECOMPOSABLE MEASURES 
In this section (SL, 93) always denotes some measurable space and I or T 
resp. a 6conorm or t-norm resp. Then we can give the fundamental 
3.1 DEFINITION. A function m: 23 + [0, 11 with 
m(0) = 0 and m(n) = 1 
will be called 
(a) I-decomposable measure: o m(A U B) = m(A) I m(B), 
(b) o-l-decomposable measure: o m(C),“, , AK) = I?= I m(A,), 
(c) continuous from below or above resp. 
:e $rnW m(A,) = m(A) for A, T A or A, 1 A resp. --t 
The notation (‘I-) I-decomposable will stand for I- or a-l-decomposable. 
Having in mind the classical theory for (a-) additive measures this section 
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deals with the analogous one for the more general situation of (a-) 
I-decomposable measures. 
3.2 THEOREM. (i) m I-decomposable S- m monotone, 
(ii) m I-decomposable u m(A U B) I m(A f7 B) = m(A) I m(B), 
(iii) m o-l-decomposable o m I-decomposable and continuous from 
below. 
Proof. (i) For A c B one have m(B) = m(A) I m(B\A) > m(A) IO = 
m(A), using that I is non-decreasing with unit 0. 
(ii) “a”: m(A U B) I m(A n B) = m(A n B) I m(A\B) I m(B\P) 
I m(A n B) = m(A) I m(B), using the associativity and commutativity of 
1. “x=“: requires only, that I has unit 0. 
(iii) “e”: To any disjoint sequence {AK} we obtain a monotone one 
{BN} with B, := CJg=,A, T C),“,A,. 
Then lim,,, m(C)gzIAK) = lim,,, m(B,) = lim,,, I:,, m(A,) =: 
J-K”, m(A,). 
‘5”: To any sequence {AK) monotonously increasing to A = U,“= I A, we 
obtain a disjoint one {BN} by B, := A,, B, := AN\PNP,. Then 
To obtain more results we have to pass now to the Archimedean case. The 
key to the rest of this section and to the integral defined in the proceeding 
one is the following simple 
3.3 THEOREM. Let I be an Archimedean t-conorm and g an additive 
generator of 1. Then 
(a) m I-decomposable =z- (g 0 m)(A LJ B) = min{ (g 0 m)(A) + 
tg 0 m)V% gtl)J, 
(b) m a-l-decomposable =S (g 0 rn)(W~=, AK) = rnin{CF=, (g 0 m) 
tAKb g(')i* 
ProoJ: (a) (g 0 m)(A U B) = g(m(A) I m(B)) = g(g’-“((g 0 m)(A) + 
(g 0 m)(B))) and using g(g’-“(y)) = min(y, g(l)). 
(b) (g 0 m)(C);=, AK) = g(l;c=l m(A,)) = lim,+, gtl;=, “@,)) = 
lirnN+, gtrnt%=, AK)) = limN+rn minEZ=l gtmtAK)), g(l)1 = 
min{CpEl (go m)(AK)d?(l)}T using the continuity of g and part (a). 
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In view of the result stated in Theorem 3.3 we have to distinguish between 
three cases with the following notation. 
(S): I strict. Then g o m: B + [0, co] is an infinite (a-) additive 
measure, whenever m is a (u-) I-decomposable one. 
(NSA): I non-strict Archimedean and g 0 m: 9 + [0, g(l)] a finite 
(a-) additive measure with (g o m)(B) = g( 1). 
(NSP): I non-strict Archimedean and g 0 m a finite measure with 
(g o m)(Q) = g(l), which is only pseudo(o-) additive, e.g., it is possible that 
(g 0 mKL 4) = g(l) < C& 0 mK&). 
The lirst two cases (S) and (NSA) will permit the application of Lebesgue’s 
measure and (later) integration theory, where in the case (S) the number 1 
plays the same role for ([0, I], I) as +a~ does for ([0, co], +). The third 
case will play a separate role. Before continuing the theory I deal with three 
typical examples to which I will refer in this paper frequently. 
3.4 EXAMPLE (S). Let I, be from Example 2.15, R= N, b =‘$(52), 
m(A) := 1 - exp{- IA I}. Then m is a-&-decomposable and (g, o m)(A) = 
IA I- 
EXAMPLE (NSA). Let U, be from Example 2.20, R = (si ,..., sN}, 
8 = ‘$(a), ml(A) := (l/A) . {(I + A)IA”’ - 1 }. Then m, is o-l/,-decom- 
posable, and (gA 0 m,)(A) = (I A j/N) . (ln( 1 + d)/J) is additive. 
EXAMPLE (NSP). Let I, be from Example 2.18, R = R\l, $3 = Q(a), 
m(A) := min(]A I/N, 1) f or some fixed N E N. Then m is a-l,-decomposable, 
but g, o m = m is only o-pseudoadditive, for A n B = 0 with IA 1 + I B I > N 
we have 
km 0 m)(A) + km 0 m)(B) 
=min i+, 1) +min [$!, 1) > l=g,(l). 
The following theorem deals with “subtractivity” and equivalence of 
“continuity” from below and from above, but note the different assumptions, 
which are necessary to make. 
3.5 THEOREM. Let I be an Archimedean t-conorm and m a 
I-decomposable measure. Then 
(i) A E B => m(B\P) > m(B) - m(A), especially m(AC) > (m(A))‘, 
(ii) A c B and under the additional conditions for (S) with m(A) < 1 
or (NSP) with m(B) < 1 resp. 
* m(B\P) = m(B) - m(A), 
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(iii) m continuous from below 
* m continuous from above for all {A,} with m(A,) < 1 in the cases (S) 
and (NSP), 
(iv) m continuous from above for all {BK } 10 * m continuous from 
below. 
ProoJ (i) For A G B always (g o m)(B) = (g o g’-“)((g o m)(A) + 
(g 0 m)P\PN G k o m)(A) + (g 0 m)(B\P). In case (S) with m(A) = 1 
Remark 2.8 gives m(B) - m(A) = 1 L 1 = 0 < m(B\P). Otherwise we obtain 
m(B\P) > g-‘((g 0 m)(B) - (g 0 m)(A)) = m(B) 2 m(A) by Remark 2.8 or 
Theorem 2.9 resp. 
(ii) Equality in (i) is equivalent o (g o m)(A) + (g o m)(Bp) Q g( 1). 
Only in case (NSP) is “>” possible, which means m(B) = 1. Excluding this 
and in case (S) m(A) = 1 we can solve the equation. 
(iii) Let A, 1 A, then A,pA, T A,\p and lim,,, m(A,\P,) = m(A,\p). 
To apply part (ii) we need that in case (S) m(A,) < 1, implying m(A,) < 1 
and m(A) < 1, or in case (NSP) m(A,) < 1 directly. Then m(A,) L m(A) = 
lim,,,(m(A,) - m(A,)) = m(A,) 2 lim,,, m(A,), and finally m(A) = 
lim, m W,). 
(iv) Let A, T A, then Ap, 10 and lim,,, m(Ap,) = 0. Then by 
the continuity of g and g’- ‘) we obtain directly 
lim m(A,) = g(-‘)(g(?i_mm (A,)) + g(0)) 
K-+00 
=d-*)k(~~w m(AKt+g(;ym m(ApK))) 
= $m, m(A, U (AM,)) = lim m(A) = m(A). -+ K-02 
Let us illustrate that the assumptions in Theorem 3.5 are necessary. 
EXAMPLE (S). For infinite sets A f B we have m(B) 2 m(A) = 0 < 
m(B\P). For A, = {K, K + l,...} 10 clearly m(A,) = 1 and m is not 
continuous from above for this {AK}, but from Theorem 3.2 m is continuous 
from below for all {BK}. 
EXAMPLE (NSP). For A = { 1, 2 ,..., N - 1 }, B = { 1, 2 ,..., N + 1 } it is seen 
that m(B) - m(A) = 1 - (iV - 1)/N < 2/N = m(B/A); hence m(A) < 1 only 
is not sufficient in (ii). 
3.6 DEFINITION. For any m: 6 + [0, I] with m(0) = 0 and m(Q) = 1 the 
conjugate m* is given by 
m*(A) := 1 - m(AC). 
409/101/l-9 
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3.1 Remark. m I-decomposable measure 0 m*(A UB) I* 
m*(A n B) = m*(A) I * m*(B), which could be called “I *-decom- 
posability” of m*, but note that the conjugate I* is a t-norm. This 
result could be expressed also in the following manner. The 
“T-decomposability” of v with respect o any t-norm T is equivalent o the 
T *-decomposability of v*. 
Only in the (NSA)-case we obtain the decomposability of m* with respect 
to a t-conorm. 
3.8 THEOREM. Let I be any non-strict Archimedean t-conorm. In case 
that g 0 m is additive there is 
m (a-) I-decomposable e m* (a-) l-decomposable. 
Furthermore the induced additive measures are equal: g 0 m = 6 0 m*. 
3.9 Remark. Beginning with any non-strict Archimedean t-norm T with 
additive generator f and passing to the t-conorms T’ or T* resp. with their 
additive generators f’ or f * resp., we obtain in case of additivity off’ 0 m: 
m T’-decomposable o m* T*-decomposable u m “T-decomposable.” 
We omit the simple proofs and illustrate that the assumption of additivity of 
the induced measure in Theorem 3.8 and Remark 3.9 are necessary. 
EXAMPLE (NSP). m is I,-decomposable but m is not additive. There is 
1, = I, and m*(A) = max(1 - ]AC(/N, 0) is not I,-decomposable: For 
A={l,2 ,..., N/2}, B=AC for even N we have m*(A U B) = 1 # i = 
m*(A) I, m*(B). 
There is I& = T, and m is not “Tm-decomposable”: 
It is useful in practice to work with distribution function; this can be done in 
the (NSA)-case as we will sketch in the following. 
Let (0,8) and (a,, 23,,) be measurable spaces, I an Archimedean 
t-conorm with additive generator g and m a (a-) I-decomposable measure on 
8. By means of a 8 - d,-measurable function X: Q -+ Q, the induced 
measure m, := m 0 X- ’ on B3, is also (a-) I-decomposable, and g 0 m, = 
(g 0 m),. Especially we will be interested in random variables p: 52 -+ [0, I], 
where usually d, is the Borel-a-field over 10, I]. In this case m, is called 
distribution of o and the related F,: [0, l] + (0, I], given by F,(x) := 
m,(O, x] := m{a, < x}, distribution function of v, (or m,). More generally we 
call any non-decreasing, right-continuous function F: [O, 1 ] -+ ]O, 001 with 
F(0) = 0 distribution function, and normed if F(1) = 1. Returning to the 
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special situation we see that F, is normed, and g o F, is normed iff g is the 
normed additive generator of a non-strict Archimedean t-conorm. With this 
preparation follows immediately a Stieltjes-Construction for I-decomposable 
measures of (NSA)-type. 
3.10 THEOREM. Let I be a non-strict Archimedean t-conorm. Then the 
relation 
m(a, b] = F(b) 2 F(a) 
establishes an equivalence between the normed distribution functions F and 
the o-l-decomposable measures m on 23,0,,, with induced additive measure 
g 0 m. 
4. INTEGRALS FORTHE ARCHIMEDEAN CASES 
In this section let I always be an Archimedean t-conorm with additive 
generator g and m a o-l-decomposable measure on some measurable space 
(Q, 9). Now I can define an integral with respect to m. The integrands 
always are measurable functions from B to [0, 11, denoted by q. v,.... The 
regions of integration always are measurable sets in d, denoted by A, B,... . 
Scalars from [0, 11 will be denoted by a, b ,... . 
4.1 DEFINITION. The integral of (o over A will be defined for the two 
following cases. 
(A) Except for (NSP) with m(A) = 1 let 
I rpIm:=g-’ A (jA cpd(g 0 m)) . 
(P) For (NSP) with m(A) = 1, R is assumed to be m-achievable in the 
sense that there exist S2 = c)Fz I A, with m(A,) < 1, then let 
(A) in the first step of the definition stands for additivity of the induced 
measure g o m, restricted to A, and we can form the classical Lebesgue 
integral I, pd(g o m) < g(m(A)) < g( 1). The retransformation by g- ’ makes 
the definition independent from the special additive generator g. 
(P) in the second step stands for pseudoadditivity of g 0 m. By the 
additional assumption all the restrictions g o m IA aK are additive, but 
CK s,,,, qd(g o m) > g(1) can occur, therefore g’- ‘) must be used. The 
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definition is also independent of the special choice of {AK}, for being {B,} 
another sequence which makes J2 achievable, we take the refinement C,, := 
A, n B, and obtain 
The integral of step (P) can be expressed by means of integrals of step (A): 
Naturally we can write the integral from (A) in the form (P) with arbitrary 
{AK}. Therefore we shall state the proofs for the more general form as far as 
possible. Taking A = Q in the definition then step (A) corresponds to the 
cases (S) and (NSA) and step (P) to the case (NSP). Some of the important 
properties of the integral we note in 
4.2 THEOREM. The functional 3’: cp I-+ In a, I m has the following 
properties. 
(i) 3’( 1,) = m(B), especially s’(O) = 0 and 3( 1) = 1. 
(ii) w < v, * 3~ <3p, especially 3(0 E [0, I]. 
(iii) u,+w<l*f(cp+yl)=?pITv. 
(iv) 3’(c - p) >g-‘(c . g(3q)) with equality for the cases (S) and 
(NSA). 
(v) P, T v a.e. 3 J’(P, T 3~. 
(4 C,“,q,< l~~(C~~l~,)=~,“=lJ~,. 
(vii) 9, + q a.e. with the additional assumption for case (S): There 
exists t+u with (p, < w and 3’~ < 1 or case (NSP): X2= ,(g 0 m)(A,) < co 
resp. 
ProoJ: (i) Using the relation 2’9 = I;=, 7(y, - lAK) we obtain 
J-Us)= Ii T(l, . IAx) = T m(B n AK) = m(B). 
K=l K=l 
(ii) follows immediately. 
(iii) Writing JAK (od(g o m) as p”“ for short, we obtain 
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c-7(9 +y) = g’-” (7 P’ + ; yy’K’ ) 
g’-“(g(T9) +g(?9)) if2 9(K) andx 9V’K’<g(l) 
K K 
= i 
1 if x 9(K) or x vCK) > g( 1) 
K K 1 
= cPfp 1 Ty. 
(iv) 7(c. 9) = g’-‘) (c * CK 9(K)) > g-ye ’ (g 0 g’-“)(cK 9(K)) = 
g’-“(c . g(79)), and here we can replace g’- *) by g- ’ for c 6 g(J9) < g( 1). 
It is clear that in the additive cases we have g 0 g’-” = id, hence the required 
equality follows. 
(v) We apply the classical monotone convergence theorem. In cases 
(S) and (NSA) we obtain (o Cond(g 0m) r Jo 9od(g o m), hence 79, T ,7’9. 
In case (NSP) we obtain 0 < 9’,“’ T 9 (K’ hence we can interchange CK and 
lim, and obtain CK 9LK’ T CK 9’K’, henck 79, T .f9. 
(vi) Apply (v) to v/~ := Cz= I 9, T C,“, 9, =: y a.e. and use (iii). 
(vii) We apply the classical dominated convergence theorem. In case 
(S) the additional assumption gives In 9,d(g o m) -+ I, 9d(g o m), hence 
79, + 79. 
In case (NSA) the same is valid taken 9 = 1. In case (NSP) we have 
W’) 9n *VI(K) and the additional assumption permits interchange of CK and 
lim,, hence 5’9,, --f 79. 
4.3 Remark, Taking 9 = 1 - 9 in 4.2(iii) we obtain for 
(S) ,F’(l - 9) = (79)‘, hence 5’9 = 1 or 9(1 - 9) = 1. 
(NSA) .Y’(l - 9) = (5’(o)‘, e.g., Example 2.18 with 1 = I, gives 
,W( 1 - 9) = 1 - 79, Example 2.20 with I = U, gives Z’( 1 - 9) = (1 - ,7’9)/ 
(1 + /z . ,7’9), naturally with m assumed to have additive g 0 m. 
(NSP) *S-(1 - 9) > (79)‘, e.g., take in Example (NSP) 9 := ) . 
l,l 2 . I 3  ., 2N-113 then Y(1 - 9) = 1 > 1/2N = 1 - 5’9. The last example 
illustrates also that in case (NSP) “<” is possible in Theorem 4.2(iv), for 
N = (JJ,“=, (K} is achievable and T($ . 1 (,,...,*&I,)= WV- 1)/2N> r =5 * 
.Y(l ,1,...,2N--lJ for N > 1. 
4.4 Remark. In case (NSA) we derive from 3.8 and 2.11 that T&((p) = 
1 - Zm(l - 9), a relation similar to 3.6. Furthermore we derive from 4.2(iii) 
and 2.11 that for 9 + 9 < 1 holds 5&(9 + w) = J’&(9) 1 Tj,(w). 
4.5 Remark. Any Archimedean t-conorm 1 makes ([0, lj,1) a 
commutative semigroup with unit 0. Defining a multiplication between 
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“scalars” a E [0, 1 ] equipped with + and “vectors” x E [0, I] equipped with 
J- by 
a * x := g- ‘(a * g(x)), 
we have ([0, 11, I, *) as what I will call semi-vectorspace, where “semi” 
should indicate that there is no inverse with respect o I and furthermore we 
need the obvious restrictions in the two axioms of distributivity: 
(i) a * (x I JJ) = (a * x) I (a * y) only for those (x, y) with 
g(x 1 Y> = g(x) + g(Y), 
(ii) (a + b) * x = (a * x) I (b * x) only for those (a, b) with a + b < 1. 
Setting iJ := {o: D -+ [0, I], o measurable} we have that (5, I,, .) also is a 
semi-vectorspace. 
In the cases (S) and (NSA) Theorem 4.2(iii, iv) tells us that 
2: (5, I,, .1--t ([O, 11, -L *) 
is a semi-linear functional. As a consequence, for any simple function 
e=CyElua,. l,,Es thereis 
,3e = 1 (ui * m(Ai)) 
i= I 
for the cases (S) and (NSA). 
Up to now we have noted properties of the integral 1, v, I m as function of 
(p. Now we will look at the integral as function of A with q fixed and note 
the basic result. 
4.6 THEOREM. The function vV: A M JA (p I m is related to the 
functional 7 by 
vJA> = J’(P - IA), 
hence v, is a o-l-decomposable subnormed measure, i.e., with v,(L’) = 
Yv, < 1 in DeJnition 3.1. 
We can translate the definitions and results of Section 3 to subnormed 
measures. For example, 3.2 and 3.3 remain valid without any modification. 
On the other hand there are obvious modifications necessary when the 
property m(0) = 1 enters, e.g., in 
3.5(i): vV(Ac) > S+‘q -L v,(A), 
3.6: v:(A) := 2’9 - v,(A’). 
Returning to the concept of induced measure m, introduced at the end of 
Section 3 it is clear that we can formulate corresponding results, e.g., a 
transformation theorem for integrals. 
DECOMPOSABLEMEASURES ANDINTEGRALS 133 
4.7 THEOREM. Let us have the situation 
For a fixed A,, E 23, we make the assumption for case (NSP): m,(A,) < 1 or 
m,(A,) = 1 but f2, m,-achievable. 
* Ylm,= (YoX)lm. 
Proof Only for the case (NSP) with m,(A,) = 1 and the existence of 
Q,, = u,“=, A, with m,(A,) < 1. Then J2 = W,“=, X-‘(A.) with 
m(X-‘(A,)) < 1. Hence we can apply Definition 4.1(P) and the classical 
transformation theorem obtaining the result. 
Let us illustrate the importance that R, must be achievable and not only 
a. 
EXAMPLE (NSP). 
rp = III.2 ,.... IN-I, 
10 induces m,(A) = , 1 if 0, 1 &A / 
otherwise \ 
and [0, 11 is not m,-achievable. On the other hand w(n) = l/n induces m,, 
which makes achievable [0, 11 = W,“, A, by A, := (O}, A, := (l/K. 
l/(K- l)] for K>, 2, for m,(A,) = 0, m,(A,) = m(K) = l/N < 1. 
5. COMPARISON WITH CHOQUET'S AND SUGENO'S INTEGRALS 
For any function m: % --t [0, 1 ] with m(0) = 0 and m(D) = 1, following 
Choquet [3], there is a functional X: 5 -+ [0, 1) given by 
X(p) :=f m{cp > t} dt. 
0 
(5.1) 
It is not possible to compare X and 3 directly but through a modification 
of the concept of Section 4. For a a-l-decomposable measure m on 93 with 
respect to an Archimedean t-conorm I we can define a functional 
4:5-t [O, 11 by 
ro(qp) := g-’ !’ (g 0 m)(rp > t} dt. (5.2) 
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Jensens’s inequality gives under the obvious integrability assumptions 
g convex * .X < <YO, 
g concave * X > JO. 
(5.3) 
The examples of Section 2 deal with t-conorms I with convex generators: 
I,, I,, S, forp > 1, E,* forp > -1, 
E;forp<-1, U,for-1 <A,<0 
or with concave generators: 
I,,E,*forp,<-1, EAfor-l,<p<O, 
U, for 1> 0 resp. 
Comparing ,r, with ,1, we have 
,wo = .Y in the cases (NSA), (S), 
which for (NSA) we can prove in the following manner: 
(5.4) 
.wfp= 
J idIm, by transformation theorem 4.7 lO.ll 
=g-’ !io,,, m o F)(t) with normed generator g and normed 
distribution function F to m, 
'g-f (g 0 m)(p > t) df by partial integration. 
Another proof of (5.4) can be given, which is valid for both cases (NSA) 
and (S): There exists an increasing sequence of simple functions 9, with 
o, T a, of the form below. Therefore 
by 4.2 
= lim ,Yoq,, 
n-cc 
by 4.5 and (5.6) 
= .~o(D by continuity from below of ro. 
As a direct consequence of (5.4) and Theorem 4.2(iii) we have for 
cp + y < 1: To@ + w) = Z,‘,y, I &w in cases (NSA), (S). This is not true in 
case (NSP) as I will illustrate. 
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EXAMPLE (NSP). Let q=j + l~,,...,ZN-,,, w=i. llzNl andN>2. Then 
but 
This is the reason for using ,I (Definition 3.1) rather than cW, 
(Definition (5.2)). 
The other properties (i), (ii) and (iv) of Theorem 4.2 remain valid; it even 
follows that 
&(c * rp) = c * 3& in ail cases. (5.5) 
For simple function e = C;=, ai . l,, with disjoint A i and 0 < a, < ..a < 
a,< 1 we can calculate rOe by decomposing li = j”iI + I:; + ... + IA,, 
obtaining an equal formula as in Remark 4.5 for .P for the cases (S) and 
WA) 
c&e= 1 (Ui * m(Ai)) = 1 c-q(Ui * lAi), 
i-l i=l 
and furthermore for the case (NSP) 
(5.6) 
c&e= (uKpl * lm ( (jK Ai) J’) A- ,i tai * m(Ai))y 
(5*7) 
where K E {I,..., n} is chosen by 
~ (g’m)(Ai)~<(l)~ ~ (g’m)(Ai), U,:=O,A,:=IZI. 
i=K i=K-1 
As illustrations we can take the above functions. 
EXAMPLE (NSP). For e= p + w, (5.7) with K = 2 leads to ,Y,,e = 
(f*O)l(f* l)=Olf=& 
Choquet’s integral is positively homogeneous, i.e., 
(5.8) 
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but in general is not additive. This is the reason for which I suggest using 7 
rather than X, provided that m is (a-) I-decomposable. 
Clearly, when m is a probability, then 7, ZO, X all reduce to Lebesgue’s 
integral. This property does not have the integral suggested by Sugeno [l], 
which we give in the following. 
For any non-decreasing function m: B + (0, l] with m(0) = 0 and 
m(G) = 1 there is a functional j : 5 + [0, 1 ] given by 
!f porn := V (tAm{a, > t)). (5.9) rc[o,ll 
This functional usually will be called ‘fuzzy integral.” We could generalize 
Sugeno’s concept by using any t-norm T instead of A in (5.9), i.e., 
!f 
cpTm:= V (tTm{p>t)). (5.10) 
fclO,ll 
For simple functions e = C:=, ui . l,, with disjoint Ai and O<a, < ... < 
a, < 1 it follows that 
{eTm= Q (uiTm ’ 6 A-‘), 
i=l /,j=i “\ 
and especially 
[(c. l,)Tm=cTm(A)=cT(~l,Tm). (5.12) 
But in general this is not true for o other than indicators. 
Example (NSA) with 2 = 1, N= 2: For c= f, q~ = 4 . l,,,, + t . Ifs,) and 
T = A it follows that 
l 
1 1 
(c.cp)om=-#-=cA (Jqornj. 
6 3 
For the special case of V-decomposable m, (5.11) reduces to 
!f 
eTm= \j (uiTm(Ai)). (5.13) 
i=l 
The crucial property is the following distribution law: 
uT(xVy)=(uTx)V(uTy) for all a, x, y. (5.14) 
The form (5.13) of 4 e T m is analogous to the corresponding forms for .Ye 
or <roe resp. in the cases (S) and (NSA) from Remark 4.5 or (5.6) resp., 
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where (5.14) is valid for the pair (I, *) instead of (V, T). But (5.14) fails if 
we replace V by another t-conorm 1. Therefore in genera1 it is not possible 
to define a functional rnLsT by 
mL*T(e)= 1 (ai T m(A,)). (5.15) 
i=l 
As a counterexample we can consider the special case 
(5.16) 
with measure rnA from Example (NSA) and 3, = 1, N = 2: For e = 4 the two 
representations e”’ = i . 1rS,,S2j or e”’ = 4 . lCS1i + 5 * IiS,, resp. lead to 
mUf.To(e(‘)) = $ f $ . (Jz - +.-) = mc~*To(e(Z)), 
By using the integral of Section 4 we obtain 
<T(e)= f . 
L 
fi (1 + A - m,(Ai))“l - 1 
i= I 
(5.17) 
and for the numerical example naturally 
cT(e(*)) = 3(e(*)) = T(e) = fi - 1. 
The special construction m”AvTO(e) can be found in Appendix B of 111, 
written there as (e, mJ. We have seen that this is not permitted. 
CONCLUDING REMARK 
In subsequent papers I will apply the theory of integrals for Archimedean 
t-conorm-decomposable measures to fuzzy sets and statistics. 
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