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Chapter 1
Introduction
The classical theory of uniformly distributed sequences is concerned with the distribution
of fractional parts of real numbers in the unit interval. The starting point of the development
of this theory was Kronecker's approximation theorem proved in 1884, which implies that
for irrational  the irrational rotation
(n)n2N = ffng : n 2 Ng
is everywhere dense in [0; 1], where fng denotes the fractional part of n (cf. [15]). In
1909-1910, rst renements of Kronecker's theorem were established independently by Bohl
[6], Sierpinski [26, 27] and Weyl [31]. They showed that for any irrational  the irrational
rotation (n)n2N is uniformly distributed mod 1 (the denition of uniform distribution mod
1 was given by Weyl [32, 33]). The notion of discrepancy was introduced to measure the
deviation of the empirical distribution of the sequence from the uniform distribution, and
it is known that discrepancies of irrational rotations DN (n) dened by
DN (n) = sup
0a<b1
 1N ] (n  N : a  fng < b)  (b  a)

tends to zero as N ! 1, where ](A) denotes the number of elements of a set A (cf.
[32, 33]). In the early 1920's, Hardy and Littlewood [8, 9], Hecke [11], Ostrowski [19] and
Behnke [3, 4] showed that the behavior of DN (n) is closely related to the partial quotients
in the continued fraction expansion of , and they also gave asymptotic expressions for
DN (n) as N ! 1. On the other hand, the metrical problem was solved somewhat later
by Khintchine [14], and his result states that
lim sup
N!1
NDN (n)
logN log logN
=1 a:e:
Furthermore, Kesten [12] derived the following limit theorem:
lim
N!1
NDN (n)
logN log logN
=
2
2
in measure:
Note that Kesten's limit theorem does not hold in the sense of almost everywhere conver-
gence. Their proofs depend on the classical connection of the discrepancy with the continued
fraction expansion of . For historical details of the uniform distribution theory and dis-
crepancy theory see e.g. Beck [2], Drmota and Tichy [7], Kuipers and Niederreiter [16] and
Narkiewicz [17].
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Recently, Takashima et al. studied distributions of leading digits of nth power of a
natural number by using the chi-square test of goodness of t of the empirical distribution.
For a natural number a > 1, not equal to any power 10, it is well-known that leading digits
of an are distributed over f1; 2; : : : ; 9g, and Weyl's famous results show that
]fn : leading digit of an = k; 1  n  Ng
N
! log10(k + 1)  log10 k;
as N !1 (cf. [5], [33]). In case of some specic numbers a, for which log10 a has an isolated
large partial quotient in its continued fraction expansion, however, it is reported that the
behavior of the chi-square test shows highly unusual aspects. For example, in case of a = 7,
the values of chi-square tests for leading digits of 7n do not converge too rapidly to the limit
distribution, and repeat \up" and \down" almost periodically with period about 2;500;000
(cf. [28, 29]).
The problem of leading digits of an is closely related to the problem of discrepancies of
irrational rotations based on log10 a. Thus we study the unusual phenomena observed in the
graphs of chi-square tests, from the point of view of discrepancy. We report unusual behav-
iors of discrepancies, several repetitions of parabola-like shapes hills, based on some specic
numbers having an isolated large partial quotient a ( denotes the sux of an isolated
large partial quotient), and reveal how the existence of an isolated large partial quotient
does inuence to the behaviors of discrepancies. We also give some general estimates and
conditions for repetitions of hills of discrepancies, which can deal with much longer ranges
of N 's and much more repetitions.
In Chapter 2 of this dissertation, we give some renements of Schoissengeier's strict
but quite complicated formulae for discrepancies. Using such renements, in Chapter 3, we
present mathematical explanations for the appearances of several parabola-like hills in the
graph of values of discrepancies given in Fig. 1.1, and show that the unusual phenomena
observed in Fig. 1.1 are caused by an isolated large partial quotient 4813 in the continued
fraction expansion of 1  log10 7:
1  log10 7 = 1
6 + 1
2 + 1
5 + 1
6 + 1
1 + 1
4813 + 1
1 + 1
1 + 1
2 +   
As for behaviors of discrepancies of irrational rotation based on , which has a rather
large isolated 4th partial quotient 292, it is reported that periods of oscillations seem to
be denominators of partial fractions of the continued fraction expansion of  (cf. [30]).
Concerning the periodicity of discrepancies, we show that the period between valleys in
Fig. 1.1 is equal to the denominator 2;455;069 of the partial fraction up to 4813 of the
continued fraction expansion of 1   log10 7. Similar phenomena as 1   log10 7 occur for
other irrational numbers with isolated large partial quotients, for example, 2  log10 33 and
2  log10 54 (see Figs. 3.1 and 3.2 in Section 3 of Chapter 3). An explanation of this behavior
will be given by the general results in Chapter 3 connecting the magnitude of isolated large
partial quotients. These results are joint work with K.Takashima (cf. [25]).
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In Chapter 4, we give our further results concerning estimations for discrepancies ob-
tained in [24], which can be applied to long-term behaviors of discrepancies. Using such
results, we can ensure that parabola-like hills occur repeatedly much longer than those in
[25]. In case of 1  log10 7, especially, the range of validity of our estimates goes far beyond
the range shown in Fig. 1.2, and we show that parabola-like hills repeat extremely many
times, more than 2:7  1027 times, where N runs up to over 6:8  1033. Our arguments
are valid for other irrational numbers with isolated large partial quotients (cf. Section 4
of Chapter 4). We also discuss that there are two types of \valleys", one-point valley and
wider valley, and we give the number of appearances of wider valleys by partial quotients
a+1, a+2, : : :, am.
Schoissengeier's results are, of course, restricted to \nite" ranges of N 's, and our results
are also restricted to nite ranges. Our results can, however, be applied for long ranges of
N 's, and show that values of peaks of hills remain almost same height in the graph of N
times discrepancies (see Fig. 4.12 at the end of Chapter 4). From this point of view, we
discuss the relation of our results with Khintchine's and Kesten's limit theorems in the last
section of Chapter 4.
In Chapter 5, we give some lemmas needed for our proofs, and we prove our main results
given in Chapters 3 and 4.
The following chapters of this dissertation are available as articles with minor modications.
Chapters 2, 3, Sections 1 and 2 of Chapter 5:
Takayoshi Setokuchi and Keizo Takashima, Discrepancies of irrational rotations with iso-
lated large partial quotients, Uniform Distribution Theory (2) 9 (2014), 31{57.
Chapter 4 and Section 3 of Chapter 5:
Takayoshi Setokuchi, Long-term behaviors of discrepancies of irrational rotations with iso-
lated large partial quotients, submitted.
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Figure 1.1: DN (n),  = 1   log10 7, up to N = 10;000;000, every 1;000
points. q6 = 2;455;069, q7 = 2;455;579, q8 = 4;910;648, q8 + q6 = 7;365;717,
q8 + q7 = 7;366;227, 2q8 = 9;821;296.
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Figure 1.2:DN (n),  = 1 log10 7, up toN = 2q10, every 5;000 points.
q6 = 2;455;069, q7 = 2;455;579, q8 = 4;910;648, 2q8 = 9;821;296, q9 =
12;276;875, 2q9 = 24;553;750, q10 = 29;464;398, 2q10 = 58;928;796.
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Chapter 2
Discrepancies of irrational
rotations
In this chapter we give some renements of results of Schoissengeier [21, 22] on dis-
crepancies of irrational rotations. We rst provide some notions and notations according to
Drmota and Tichy [7], Kuipers and Niederreiter [16] and Schoissengeier [21].
2.1 Denitions and fundamental properties
For a real number x, let [x] denote the integral part of x, and let fxg = x [x] denote the
fractional part of x. A sequence (xn)n2N of real numbers is said to be uniformly distributed
mod 1 (u.d.mod 1 for short) if for every pair a; b of real numbers with 0  a < b  1, we
have
lim
N!1
1
N
NX
n=1
1[a;b)(fxng) = b  a;
where 1[a;b) denotes the indicator function of the interval [a; b).
To measure the deviation of the empirical distribution of a sequence ! = (xn)n2N from
the uniform distribution, the following two types of discrepanciesDN and D

N are frequently
used:
DN (!) = sup
0a<b1
 1N
NX
n=1
1[a;b)(fxng)  (b  a)
 ;
DN (!) = sup
0<a1
 1N
NX
n=1
1[0;a)(fxng)  a
 :
It is well-known that a sequence ! is u.d.mod 1 if and only if limN!1DN (!) = 0, or
equivalently, limN!1DN (!) = 0 because it holds D

N  DN  2DN . In this dissertation
we consider mainly DN , which is rather simpler than DN .
Let  be a positive irrational number. We consider an irrational rotation (n)n2N based
on ,
(n)n2N = ffng : n 2 Ng;
and we denote the discrepancy of (n)n2N by DN (n). Since  7! DN (n) is an even and
periodic functions, that is, DN (n(1   )) = DN (n), we restrict ourselves to the case of
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0 <  < 1=2. It is well-known that an irrational rotation (n)n2N is u.d.mod 1, in such a
case limN!1DN (n) = 0 (cf. [33]).
Let us recall some basic facts about continued fraction expansions. Every irrational
number  can be written as an innite regular continued fraction expansion,
 = a0 +
1
a1 +
1
a2 +   
= [a0; a1; a2; : : :]
where a0 is the integral part of  and a1; a2; : : : are positive integers, the so-called partial
quotients. The nth-order convergent of the continued fraction  is dened as rn = pn=qn =
[a0; a1; a2; : : : ; an], where note that rn's are irreducible fractions, and pn's and qn's are
determined by the following recurrence relations:
p 1 = 1; p0 = a0; pn+1 = an+1pn + pn 1;
q 1 = 0; q0 = 1; qn+1 = an+1qn + qn 1:
(2.1)
Incidentally, even-order convergents form an increasing sequence, and odd-order conver-
gents form a decreasing sequence. Also, the last convergent, which is equal to , is greater
than any of its even-order convergents and less than any of its odd-order convergents. Fur-
thermore, the sequences (pn)n2N and (qn)n2N satisfy the following inequality:
1
qn(qn + qn+1)
<
  pnqn
 < 1qnqn+1 (2.2)
for all n  0. This inequality (2.2) provides good approximations of irrational numbers 
by the convergents pn=qn.
Next, we give Ostrowski representation of N to base  (cf. [7, 18, 20, 21]). For a natural
number N there is an index m such that qm  N < qm+1. Then N is uniquely represented
as a sum of multiples of qj 's for 0  j  m:
N =
mX
j=0
bjqj
with 0  bj  aj+1 for 0 < j < m, 0  b0 < a1, 0 < bm  am+1, and bj 1 = 0 if bj = aj+1.
The coecients bj of N are determined by the following algorithm:
N = bmqm +Nm 1; 0  Nm 1 < qm;
Nm 1 = bm 1qm 1 +Nm 2; 0  Nm 2 < qm 1;
  
N0 = b0q0;
where Nj =
Pj
t=0 btqt for 0  j  m. We now dene the numbers Aj by
Aj = Nj 1(  rj) +
mX
t=j
bt(qt  pt) (2.3)
for 0  j  m + 2 and A 1 = 0, where N 1 = 0 and Nm = Nm+1 = N . We note that the
numbers Aj depend on N and  only. The determination of the sign of Aj will be important
for estimate of DN (n). Although reasonable necessary and sucient conditions for Aj to
be positive remain unknown, the numbers Aj satisfy the following properties:
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Lemma 2.1.1. ([7, Lemma 1.62], [21, Section 3, Proposition 1])
(i) If bj 6= 0, then ( 1)jAj > 0 for 0  j  m.
(ii) For 0  j  m
 jqj  pj j < ( 1)j
mX
t=j
bt(qt  pt) < jqj 1  pj 1j:
(iii) For 0  j  m
  1
qj+1
< ( 1)jAj < 1
qj
:
Lemma 2.1.1 (iii) implies jAj j < 1 because q1  q0 = 1. The numbers Aj also satises
( 1)jbj = aj+1qjAj   qj+1Aj+1 + qj 1Aj 1 (2.4)
for 0  j  m (cf. [22, p.55]). Let P = fj : Aj > 0; 0  j  mg. In case j =2 P is even, or in
case j 2 P is odd, Lemma 2.1.1 (i) shows that bj = 0. Thus, from equation (2.4), we have
aj+1qjAj = qj+1Aj+1   qj 1Aj 1 (2.5)
for 0  j  m. We use these properties later in the proofs.
2.2 Renements of Schoissengeier's formulae
We begin with results given by Schoissengeier [21, 22] on NDN (n). Let iN = minfj 
0 : bj 6= 0g and let
s = minfj : j odd; Aj > 0; Aj+2 > 0; bj+1 < aj+2; 1  j  mg;
t = minfj : j odd; Aj 1 < 0 < Aj+1; Aj+2 > 0; bj+1 < aj+2   1; 1  j  mg;
where min ; =1. We dene
u =
(
0; if iN is even and (b0 < a1   1 or A1 < 0);
min(s; t); otherwise;
and furthermore sets S1, S2, S3:
S1 = fj : j even; Aj+1 < 0 < Aj 1; 0  j  mg;
S2 = fj : j even; Aj 1  0 < Aj+1; 0  j  mg;
S3 = fj : j even; Aj < 0; 0  j  mg:
Using these notations, Schoissengeier [21] gives the following formula for NDN (n):
Theorem A. [21, Section 8, Theorem 1] Let  be an irrational number, 0 <  < 1=2. Then
NDN (n) =
mX
j=u
j even
bj(1  qjAj) +
mX
j=u
j2S1
qjAj  
mX
j=u
j2S2
qjAj  
mX
j=u
j2S3
aj+1qjAj
+ (u;0   1)quAu +max
0@0; A0   mX
j=0
bj(( 1)j   qjAj)
1A :
(2.6)
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This result is the very exact formula for discrepancies of irrational rotations. This is,
however, not suitable for the estimation of the behavior of DN (n) because the denitions
of s; t and u are quite complicated.
Schoissengeier [22] gives the following formula for NDN (n) in the proof of Corollary
1 of Theorem 1. His formula is suitable for our proofs of Theorems 3.1.1 and 4.1.1 (will
appear later), and we refer his formula as a separate theorem for convenient reference.
Theorem B. [22, p.56] Let  be an irrational number, 0 <  < 1=2. Then
NDN (n) =
[m=2]X
j=0
b2j(1  q2jA2j) +
X
j odd
j2P
aj+1qjAj  
X
j even
j =2P
aj+1qjAj
+max
0@0; A0   mX
j=0
bj(( 1)j   qjAj)
1A+ ";
(2.7)
where the error term " satises j"j  1, and P = fj : Aj > 0; 0  j  mg.
Note that the sets S1 and S2 are determined by signs of Aj 1's and Aj+1's, whereas the
set P is determined only by the signs of Aj 's. Thus Theorem B makes us enable to consider
only the signs of Aj 's. It is, however, dicult to determine even the signs of Aj 's for general
N 's. Therefore we want to modify Theorem B so as to do without P in summations, and
we obtain the following result:
Theorem 2.2.1. [25, Theorem 3.1] Let  be an irrational number, 0 <  < 1=2. Then
NDN (n)
= max
0@[m=2]X
j=0
b2j(1  q2jA2j);
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) +A0
1A+ c; (2.8)
where the error term c satises  1  c < [(m+ 1)=2] + 1.
Proof. As in the right-hand side of (2.7) of Theorem B, the rst sum combine with the
maximum term to form the maximum term of the right-hand side of (2.8). Thus we prove
this theorem by showing that
0 
X
j odd
j2P
aj+1qjAj  
X
j even
j =2P
aj+1qjAj <

m+ 1
2

: (2.9)
If j =2 P is even, then j   1 =2 P and j + 1 =2 P ; on the other hand, if j 2 P is odd, then
j   1 2 P and j + 1 2 P (cf. [22, p.55]). Moreover, since bm 6= 0, we have ( 1)mAm > 0 by
Lemma 2.1.1 (i). Therefore
0  ]fj : j 62 P is even; 0  j  mg
+ ]fj : j 2 P is odd; 1  j  mg  [(m+ 1)=2]; (2.10)
where ](A) denotes the number of elements of a set A. Now we show that 0 <  aj+1qjAj < 1
under the condition j =2 P is even and that 0 < aj+1qjAj < 1 under the condition j 2 P is
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odd. Let us assume rst that j =2 P is even. Then it follows from (for even j)    rj > 0
that
mX
t=j
bt(qt  pt) < Aj < 0:
By Lemma 2.1.1 (ii), the above left-hand side is greater than  jqj  pj j, and thus we have
0 <  aj+1qjAj < aj+1qj jqj   pj j. This, together with the fact aj+1qj jqj   pj j < 1 (cf.
(2.1) and (2.2)), implies
0 <  aj+1qjAj < 1:
By a similar argument, we have 0 < aj+1qjAj < 1 under the condition j 2 P is odd. From
these two estimates and (2.10), we obtain (2.9). This completes the proof.
Equation (2.8) of Theorem 2.2.1 seems less strict than those of Theorem A or of Theorem
B, but it is simpler because it does not include the set P , and its usefulness will be proved
in later discussions on parabola-like behaviors of NDN (n). As a by-product of Theorem
2.2.1, we have the following result:
Corollary 1. [25, Corollary 3.2] Let  be an irrational number, 0 <  < 1=2. Then
NDN (n) = max
0@[m=2]X
j=0
b2j

1  b2j
a2j+1

;
[(m 1)=2]X
j=0
b2j+1

1  b2j+1
a2j+2
1A+ c0;
where  2[m=2]  4 < c0 < 3[m=2] + [(m+ 1)=2] + 5.
We prove this corollary later in Chapter 5 by using Lemma 5.1.2. In [21], Schoissengeier
gives the following simpler formula:
NDN (n) = max
0@[m=2]X
j=0
b2j

1  b2j
a2j+1

;
[(m 1)=2]X
j=0
b2j+1

1  b2j+1
a2j+2
1A+O(m);
where O(m) is the Landau's symbol. This formula is considerably simpler than (2.6) of
Theorem A. The error term of this formula, however, is described in the form of Landau's
symbol and its magnitude is unclear. Our Corollary 1 gives the strict estimate of the error
term.
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Chapter 3
Several repetitions of parabola-like
hills
In this chapter we show explicit explanations for the unusual behavior, observed in
Fig. 1.1. We rst give some upper estimates for NDN (n) with respect to an irrational
number , 0 <  < 1=2, generally. We subsequently give some estimates for NDN (n)
with respect to some specic irrational numbers, each of which has an isolated large partial
quotient in its continued fraction expansion.
3.1 Upper estimates of valleys
We rst give upper estimates forDN (n) with respect to some specic values ofN . Let 
be an irrational number, 0 <  < 1=2. In the simplest case N = bmqm, with 1  bm  am+1,
it holds clearly that
A0 = A1 =    = Am = bmqm(  rm)
because b0 = b1 =    = bm 1 = 0. Therefore we have Aj > 0 for 0  j  m, if and only
if m is even. Thus we can easily see that S1 = fmg, S2 = f0g and S3 = ; if m is even and
that S1 = S2 = ; and S3 = fj : j even; 0  j  mg if m is odd. Also, for odd m, we have
A0  
mX
j=0
bj(( 1)j   qjAj) > 0:
By using these properties, Schoissengeier [21] derives the following result from Theorem A:
Corollary C. [21, Section 9, Corollary 1] Let  be an irrational number, 0 <  < 1=2.
Then for N = bmqm, 1  bm  am+1,
NDN (n) = bm   (bm   1)bmqmjqm  pmj   bmjqm  pmj: (3.1)
This corollary works well, in case N = bmqm, with being combined with Theorem A. It
is dicult, however, to apply Theorem A to the following rather simple N 's:
N = bmqm + bm 2qm 2 for 1  bm  am+1; 1  bm 2  am 1;
N = bmqm + bm 1qm 1 for 1  bm < am+1; 1  bm 1  am;
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because the sets S1, S2, S3 and the sign of the term A0 
Pm
j=0 bj(( 1)j qjAj) in Theorem
A, (2.6), depend not only on m, but also on , bm, bm 1 and bm 2. Thus we need to derive
some formulae of NDN (n) for N , satisfying the above conditions. By using Theorem B,
we obtain the following result:
Theorem 3.1.1. [25, Theorem 4.1] Let  be an irrational number, 0 <  < 1=2. Put
Kj = ( 1)jqjAj.
(i) For N = bmqm + bm 2qm 2, 1  bm  am+1, 1  bm 2  am 1,
NDN (n) =max (bm(1 Km) + bm 2(1 Km 2)  jA0j; 0)
+
(
Km 2 + "; if ( 1)m 1Am 1 > 0;
Km + "; if ( 1)m 1Am 1 < 0:
(3.2)
(ii) For N = bmqm + bm 1qm 1, 1  bm < am+1, 1  bm 1  am,
NDN (n) =max (bm(1 Km); bm 1(1 Km 1)  jA0j)
+Km 1 + ":
(3.3)
In (3.2) and (3.3), the error term "'s satisfy j"j  1.
From Corollary C and Theorem 3.1.1, we can derive the following upper estimates for
DN (n) for some specic N 's.
Theorem 3.1.2. [25, Theorem 4.2] Let  be an irrational number, 0 <  < 1=2. Then
(i)
DN (n) <
1
qm
for N = bmqm; 1  bm  am+1:
(ii)
DN (n) <
bm + bm 2 + 1
bmqm + bm 2qm 2
for N = bmqm + bm 2qm 2; 1  bm  am+1; 1  bm 2  am 1:
(iii)
DN (n) <
max (bm + 1; bm 1) + 1
bmqm + bm 1qm 1
for N = bmqm + bm 1qm 1; 1  bm < am+1; 1  bm 1  am:
The shapes of graphs of discrepancies are slightly dierent between cases where  equals
1  log10 7, 2  log10 33, or 2  log10 54, and so on, and accordingly our descriptions should
vary. Thus we rst consider mainly the case where  = 1   log10 7. For other irrational
numbers, which have an isolated large partial quotient, we discuss later in the last section
of this chapter in detail.
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Notation. In case of  = 1   log10 7,  has an isolated large partial quotient a6 = 4813.
This isolated large partial quotient a6 plays very important roles in our arguments. We
denote the sux 6 of a6 by , that is,  = 6. Thus, q = q6 = 2455069, q+1 = q7 = 2455579
and q+2 = q8 = 4910648 (cf. Table 3.1). This  may vary according to .
Theorem 3.1.2 gives us very good estimates for \valleys" in Fig. 1.1.
 Theorem 3.1.2 (i) shows that DN (n) < 1=N for the rst valley in Fig. 1.1, N = q
or q+1, and the second valley, N = q+2.
 Theorem 3.1.2 (i) also shows that DN (n) < 2=N for the fourth valley, N = 2q+2.
 Theorem 3.1.2 (ii) and (iii) show that DN (n) < 3=N for the third valley, N =
q+2 + q and N = q+2 + q+1, respectively.
These estimates show that the valleys in Fig. 1.1 are very \deep", that is, DN (n) are very
small, because the numerators, 1, 2 or 3, are much smaller than the denominators N , and
also, by the well-known estimate, 1=2N  DN  1.
Note that the rst and the third valleys are a little \wider" than the second and the
fourth valleys. They have \width" 510. In case of  = 1  log10 7, we can obtain the upper
estimates for the \bottom" of the rst and the third valleys. For other , which has an
isolated large partial quotient, we can obtain similar upper estimates for wider valleys. Let
us introduce the following notation:
M(N) = max
0BB@ [m=2]X
j=0
j 6=( 1)=2
a2j+1;
[(m+1)=2]X
j=1
j 6==2
a2j
1CCA : (3.4)
By using this M(N), we obtain the following upper estimate for DN (n) in wider valleys.
Theorem 3.1.3. [25, Theorem 4.3] Let  be an irrational number, 0 <  < 1=2. If
M(N) 

m+ 1
2

+ 2; (3.5)
then we have
DN (n) <
2M(N)
N
(3.6)
for N 2 I, where I denotes wider valley intervals, for example, in case of  = 1   log10 7
or 2   log10 33, I = [q; q+1) or [q+2 + q; q+2 + q+1). In case of  = 2   log10 54,
I = [2q; q+1) or [q+2 + 2q; q+2 + q+1), and so on.
Remark 1. In case of  = 2   log10 33, we can obtain the upper estimate (3.6) for the
\bottom" of the rst and the third valleys in Fig. 3.1, with changing  = 6 by  = 3. Also,
in case of  = 2  log10 54, we can obtain the upper estimate (3.6) for the \bottom" of the
second and the fth valleys in Fig. 3.2, with changing  = 6 by  = 7.
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3.2 Estimates for three large hills
Next, we give some estimates for NDN (n) for \hills", observed in Fig. 1.1. Recall, rst,
that  has very characteristic continued fraction expansion, given in Chapter 1. Note that
 has a rather large isolated 6th partial quotient, 4813. The nth-order convergents of  are
given in Table 3.1.
Table 3.1:  = 1  log10 7 (0  n  9)
n 0 1 2 3 4 5 6 7 8 9
an 0 6 2 5 6 1 4813 1 1 2
pn 0 1 2 11 68 79 380295 380374 760669 1901712
qn 1 6 13 71 439 510 2455069 2455579 4910648 12276875
Let N be a natural number with Ostrowski representation N =
Pm
j=0 bjqj to base ,
 = 1  log10 7, where qm  N < qm+1. Then the coecients bj of N take values, as follows:
0  b0 < 6; 0  b1  2; 0  b2  5; 0  b3  6; 0  b4  1;
0  b5  4813; 0  b6  1; 0  b7  1; 0  b8  2; : : : :
Note, here, that only the coecient b 1 = b5 can vary very widely. By using this distinctive
features of  = 1  log10 7, we can obtain very strict estimates for NDN (n). For other ,
which has an isolated large partial quotient, we can show similar estimates. First, we give
the following estimate.
Theorem 3.2.1. [25, Theorem 4.4] Let  be an irrational number, 0 <  < 1=2. Assume
that  has an isolated large partial quotient a satisfying
a > 12M(N): (3.7)
If
M(N)  5; (3.8)
then we have
 M(N) < NDN (n)  b 1

1  b 1
a

< 3M(N) (3.9)
for N 2 I, where I denotes hill intervals, for example, in case of  = 1   log10 7 or 2  
log10 33, I = [q+1; q+2), [q+2; q+2+q) or [q+2+q+1; 2q+2). In case of  = 2 log10 54,
I = [q; 2q), [q+1; q+2), [q+2; q+2 + q), [q+2 + q; q+2 + 2q) or [q+2 + q+1; 2q+2),
and so on.
Remark 2. This theorem gives numerical explanations for the unusual aspects, shown
in Fig. 1.1. Let f(x) be the quadratic function, f(x) = x(1   x), 0  x  1. It is well-
known that f(x) equals 0 at x = 0 and x = 1, and equals 1=4 at x = 1=2. Then the term
b 1

1  b 1a

in Theorem 3.2.1, (3.9), is described as follows:
b 1

1  b 1
a

= af(x);
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where x = b 1=a, 0  b 1  a. Thus from the above description, the estimate in
Theorem 3.2.1 can be rewritten in the form
 M(N) < NDN (n)  af(x0) < 3M(N) for x0 =
N 0
aq 1
;
where N 0 = N  Pmj=0;j 6= 1 bjqj if N 2 I. This gives an explanation of parabola-like
behavior of NDN (n),  = 1  log10 7, and it is easily seen that the \peak" of each \hill"
is estimated from below by
af

1
2

 M(N):
We now consider the condition (3.7) in Theorem 3.2.1,
a > 12M(N):
For  = 1 log10 7, a = 4813, the above condition a > 12M(N) holds, becauseM(N) = 13
if N 2 [q+1; q+2), M(N) = 15 if N 2 [q+2; q+2 + q) or if N 2 [q+2 + q+1; 2q+2). By
using Theorem 3.2.1, (3.9), we can explain parabola-like behaviors observed not only for
 = 1  log10 7, but also for  = 2  log10 33 and  = 2  log10 54. Because these  satisfy
the conditions (3.7) and (3.8), and it implies that the \peak" of each \hill" is much larger
than the upper bound 2M(N) of the uctuations at the valley's,
af

1
2

 M(N) ; a
4
 M(N) > 2M(N):
Since for general , satisfying the condition (3.7), af(1=2) is suciently large, we can
observe that each \peak" is strictly positive and suciently large.
Remark 3. The period between valleys in Fig. 1.1 is equal to the denominator q =
2455069, because the specic coecient b 1 varies from 0 to a in the range q; for example,
b 1 = 0 if N 2 [q+1; q+1 + q 1);
b 1 = 1 if N 2 [q+1 + q 1; q+1 + 2q 1);
: : :
b 1 = a if N 2 [q+1 + aq 1; q+2);
where q+2 = q+1 + q = q+1 + aq 1 + q 2 (cf. (2.1)), and af(x) = 0 if b 1 = 0 or
b 1 = a, and af(x) = a=4 if b 1 = a=2.
Next, we give the estimates for NDN (n), restricted to a specic irrational number ,
 = 1  log10 7, and specic values of N , having coecients b0 = b1 = b2 = b3 = b4 = 0 and
0  b 1  4813.
Theorem 3.2.2. [25, Theorem 4.5] Let  = 1   log10 7. Assume that N has coecients
b0 = b1 = b2 = b3 = b4 = 0 and 0  b 1  4813. Then we have
 4 < NDN (n)  b 1

1  b 1
a

< 9 (3.10)
for N 2 [q+1; q+2) and [q+2 + q+1; 2q+2). Note that 9 and  4 are the common bounds
over these two intervals. We have (3.10) with 9 replaced by 8 for N 2 [q+2; q+2 + q).
This estimate is not whole estimate, but this gives more precise explanation of parabola-
like behavior of NDN (n),  = 1  log10 7.
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3.3 Other examples
We rst report the extraordinary behaviors, observed in cases of 2   log10 33 and 2  
log10 54. The continued fraction expansion of 2  log10 33 is given by
2  log10 33 = 1
2 + 1
13 + 1
299 + 1
1 + 1
1 + 1
10 +   
and 2  log10 33 has a rather large isolated 3rd partial quotient, a3 = 299 (i.e.,  = 3), and
the 3rd-order convergent, q3 = 8075. The nth-order convergents of 2   log10 33 are given
in Table 3.2. Since M(N) = 14 if m =  or if m =  + 1, and M(N) = 24 if m =  + 2,
2  log10 33 satises the conditions (3.5), (3.7) and (3.8).
Table 3.2:  = 2  log10 33 (0  n  6)
n 0 1 2 3 4 5 6
an 0 2 13 299 1 1 10
pn 0 1 13 3888 3901 7789 81791
qn 1 2 27 8075 8102 16177 169872
The continued fraction expansion of 2  log10 54 is given by
2  log10 54 = 1
3 + 1
1 + 1
2 + 1
1 + 1
3 + 1
1 + 1
326 + 1
2 + 1
1 + 1
3 +   
and 2  log10 54 also has a rather large isolated 7th partial quotient, a7 = 326 (i.e.,  = 7),
and the 7th-order convergent, q7 = 23202. The nth-order convergents of 2   log10 54 are
given in Table 3.3. Since M(N) = 8 if m = , and M(N) = 9 if m =  + 1 or if m =  + 2,
2  log10 54 also satises the conditions (3.5), (3.7) and (3.8).
Table 3.3:  = 2  log10 54 (0  n  10)
n 0 1 2 3 4 5 6 7 8 9 10
an 0 3 1 2 1 3 1 326 2 1 3
pn 0 1 1 3 4 15 19 6209 12437 18646 68375
qn 1 3 4 11 15 56 71 23202 46475 69677 255506
Although these large partial quotients, 299 and 326, are not so large in comparison with
the quotient 4813 in case of 1   log10 7, we can, again in each case, observe extraordinary
phenomena similar to the phenomenon, shown in case of 1  log10 7 (see Figs. 3.1 and 3.2).
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00.005
0.01
0.015
0.02
0.025
0.03
0.035
0 q3,
q4
q5 q5 + q3,
q5 + q4
2q5
Figure 3.1: DN (n),  = 2   log10 33, up to N = 2q5, every 20 points.
q3 = 8;075, q4 = 8;102, q5 = 16;177, q5 + q3 = 24;252, q5 + q4 = 24;279,
2q5 = 32;354.
0
0.002
0.004
0.006
0.008
0.01
0 q7 2q7,
q8
q9 q9 + q7 q9 + 2q7,
q9 + q8
2q9
Figure 3.2: DN (n),  = 2   log10 54, up to N = 2q9, every 20 points.
q7 = 23;202, 2q7 = 46;404, q8 = 46;475, q9 = 69;677, q9 + q7 = 92;879,
q9 + 2q7 = 116;081, q9 + q8 = 116;152, 2q9 = 139;354.
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Next, we consider the numerical estimation ofDN (n), in case of  equals log10 2, log10 3
or 1  log10 5. The continued fraction expansions are given by
log10 2 = [0; 3; 3; 9; 2; 2; 4; 6; 2; 1; 1; 3; 1; 18; 1; 6; 1; 2; 1; 1; 4; : : :];
log10 3 = [0; 2; 10; 2; 2; 1; 13; 1; 7; 18; 2; 2; 1; 2; 3; 4; 1; 1; 14; 2; 44; : : :];
1  log10 5 = [0; 3; 3; 9; 2; 2; 4; 6; 2; 1; 1; 3; 1; 18; 1; 6; 1; 2; 1; 1; 4; : : :]:
We do not nd large partial quotients in continued fraction expansions of log10 2, log10 3
and 1  log10 5 within 20 partial quotients. In case of log10 2, the value of DN (n) converge
to 0 very quickly (cf. Fig. 3.3); when N = 3;000;000, the value of DN (n) is equal to a
extraordinarily small value, 2:7 10 6. In case of, similarly, log10 3 and 1  log10 5, values
of DN (n) converge very quickly to 0. In contrast with Fig. 1.1, the graph Fig. 3.3 shows
\very normal" decay of DN (n).
0
0.0002
0.0004
0.0006
0.0008
0.001
0 500;000 1;000;000 1;500;000 2;000;000 2;500;000 3;000;000
Figure 3.3: DN (n),  = log10 2, up to N = 3;000;000, every 500 points.
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Chapter 4
Long-term behaviors: repetitions of
parabola-like hills
In the previous chapter we give very detailed estimations for NDN (n) by improving
Schoissengeier's results, and show mathematical explanations for the unusual behaviors of
DN (n) based on some specic numbers having an isolated large partial quotient. Their
results, however, valid for somewhat short ranges of N 's (at most 10 millions), and show
only 4 or 5 repetitions of hills. In this chapter we extend their argument and show that the
parabola-like hills appear repeatedly much many times over the very long range of N 's. We
sequentially consider mainly the case where  = 1  log10 7:
1  log10 7 = [0;6; 2; 5; 6; 1; 4813; 1; 1; 2; 2; 2; 1; 1; 1; 6; 5; 1; 83; 7; 2;
1; 1; 1; 8; 5; 21; 1; 1; 3; 2; 1; 4; 2; 3; 14; 2; 6; 1; 1; 5;
2; 1; 2; 4; 26; 2; 6; 1; 5; 1; 1; 2; 2; 3; 6; 2; 2; 103; 2; 2;
1084; : : :];
(4.1)
and  = 6. For other  having an isolated large partial quotient, our arguments are still
valid with appropriate modications.
4.1 Upper estimates of endpoints of valleys
We rst give some upper estimates of endpoints of valleys. Table 4.1 shows endpoints of
valleys in Fig. 1.2 for q  N  q10. The valleys for q10 < N  2q10 are similar to Table 4.1
by adding q10. Then there are two types of valleys, \one-point valley" and \wider valley":
2nd, 4th, 7th, 9th, 12th valleys, and so on, consist of only one-point N , whereas 1st,
3rd, 5th, 6th, 8th, 10th, 11th valleys, and so on, have two endpoints, for example, 1st valley
has endpoints q and q+1 (see Fig. 4.1). These two-points valleys are a little \wider" than
the one-point valleys. They have a common \width" q 1 = q+1   q (= 510).
In general, endpoints of valleys are represented by the following specic values of N ,
having coecients b0 =    = b 1 = 0 and 0  bj  aj+1 for   j  m with bm > 0,
N =
mX
j=
bjqj : (4.2)
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Table 4.1: Endpoints of the kth valley in Fig. 1.2 (k = 1; 2; : : : ; 12)
k 1 2 3 4 5 6 7
N
q6 q8
q8 + q6 2q8
2q8 + q6 q9 + q6 q9 + q8q7 q8 + q7 q9 (= 2q8 + q7) q9 + q7
k 8 9 10 11 12
N
q9 + q8 + q6 q9 + 2q8
q9 + 2q8 + q6 2q9 + q6 q10q9 + q8 + q7 2q9 (= q9 + 2q8 + q7) 2q9 + q7
0
5e-007
1e-006
1.5e-006
2e-006
2.5e-006
q6   255 q6 q6 + 255 q7 q7 + 255
Figure 4.1: DN (n),  = 1   log10 7, N 2 [q6   255; q7 + 255), every
point. q6 = 2;455;069, q7 = 2;455;579.
In Chapter 3 we treat mainly 1st, 2nd, 3rd and 4th valleys with Theorem 3.1.2. This
Theorem 3.1.2 is also applicable to 5th, 7th, 9th valleys, and so on, but it does not apply to
the left endpoint of 6th valley, the endpoints of 8th valley, the left endpoint of 10th valley,
and so on. Thus we extend Theorem 3.1.2, and obtain the following result:
Theorem 4.1.1. [24, Theorem 2.1] Let  be an irrational number, 0 <  < 1=2. Put
iN = minfj  0 : bj 6= 0g. Then we have
NDN (n) < max
0@ [m=2]X
j=[(iN+1)=2]
b2j ;
[(m 1)=2]X
j=[iN=2]
b2j+1
1A+ m  iN
2

+ 2 (4.3)
for N =
Pm
j= bjqj, 0  bj  aj+1 for   j  m with bm > 0.
By using M(N) dened in (3.4), we can derive the following simpler estimate from
Theorem 4.1.1.
Theorem 4.1.2. [24, Theorem 2.2] Let  be an irrational number, 0 <  < 1=2. If   3,
then we have
DN (n) <
2M(N)
N
(4.4)
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for N =
Pm
j= bjqj, 0  bj  aj+1 for   j  m with bm > 0.
Theorems 4.1.1 and 4.1.2 give upper estimates not only for endpoints of one-point and
wider valleys in Fig. 1.2, but also for endpoints of valleys beyond the range shown in Fig. 1.2.
We use Theorem 4.1.2 later in Section 3 of this chapter, together with Theorems 4.2.1 and
4.3.1, to compare the magnitude ofDN (n) for peaks of hills with the magnitude ofD

N (n)
for valleys.
4.2 Upper estimates over wider valleys
We next give upper estimates for whole of a wider valley. Theorem 3.1.3 gives the upper
estimate only for 1st and 3rd valleys. To give estimates for more general wider valleys, we
introduce the following notation:
Iw =
m[
k=+1
0BB@[
b0js
2664 kX
j=+1
b+1 6=a+2
bjqj + a+1q;
kX
j=+1
b+1 6=a+2
bjqj + q+1
1CCA
1CCA : (4.5)
where [b0js denotes the union of intervals over bj 's, satisfying Ostrowski representation rule;
0  bj  aj+1 for  + 1  j  k, and bj 1 = 0 if bj = aj+1.
In the notation (4.5), each [ ) denotes one wider valley, and Iw denotes the union of
all wider valleys up to qm+1; in other words, Iw gather all wider valley intervals. The
length of each wider valley is equal to q 1 = q+1   a+1q, by the recurrence formula
qj+1 = aj+1qj + qj 1 (cf. (2.1)).
Remark 4. The problem how wider valleys appear depends on a+1, a+2, : : :, am. Figs. 4.2
- 4.7 show values of DN (n), up to N = q+2, where  denotes rational numbers that
articially changing the values of a+1 and a+2 in the ( + 2)th-order convergent of the
continued fraction expansion of 1  log10 7,
 = [0; 6; 2; 5; 6; 1; 4813; a+1; a+2]:
In the interval [q; q+1), one wider valley formed by
[a+1q; q+1)
appears, and points N = bq, 1  b < a+1, are one-point valley. On the other hand, in
the interval [q+1; q+2), wider valleys formed by
[b+1q+1 + a+1q; (b+1 + 1)q+1);
1  b+1 < a+2, appear (a+2 1) times, and points N = b+1q+1+bq, 1  b+1 < a+2,
1  b < a+1, are one-point valley. For further intervals, the problem of appearances of
wider valleys becomes somewhat more complicated. In the interval [q+2; q+3), wider valleys
appear (a+3+(a+3 1)(a+2 1)) times; in the interval [q+3; q+4), wider valleys appear
(a+4+ a+4(a+2  1)+ (a+4  1)a+3+(a+4  1)(a+3  1)(a+2  1)) times; and so on.
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00.0002
0.0004
0.0006
0.0008
0.001
0 q,
q+1
q+2
Figure 4.2: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 1; 1], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 2;455;579, q+2 = 4;910;648.
0
0.0002
0.0004
0.0006
0.0008
0.001
0 q 2q,
q+1
q+2
Figure 4.3: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 2; 1], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 4;910;648, q+2 = 7;365;717.
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00.0002
0.0004
0.0006
0.0008
0.001
0 q 2q 3q,
q+1
q+2
Figure 4.4: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 3; 1], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 7;365;717, q+2 = 9;820;786.
0
0.0002
0.0004
0.0006
0.0008
0.001
0 q,
q+1
q+1 + q,
2q+1(= q+1 + q+1)
q+2
Figure 4.5: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 1; 2], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 2;455;579, q+2 = 7;366;227.
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00.0002
0.0004
0.0006
0.0008
0.001
0 q,
q+1
q+1 + q,
2q+1(= q+1 + q+1)
2q+1 + q,
3q+1(= 2q+1 + q+1)
q+2
Figure 4.6: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 1; 3], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 2;455;579, q+2 = 9;821;806.
0
0.0002
0.0004
0.0006
0.0008
0.001
0 q 2q,
q+1
q+1 + q q+1 + 2q,
2q+1(= q+1 + q+1)
q+2
Figure 4.7: DN (n),  = [0; 6; 2; 5; 6; 1; 4813; 2; 2], up to N = q+2, every
1;000 points. q = 2;455;069, q+1 = 4;910;648, q+2 = 12;276;365.
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We extend Theorem 3.1.3, and obtain the following upper estimate for DN (n) in wider
valleys.
Theorem 4.2.1. [24, Theorem 2.3] Let  be an irrational number, 0 <  < 1=2. If M(N)
satises
M(N) 

m+ 1
2

+ 2; (4.6)
then we have
DN (n) <
2M(N)
N
(4.7)
for N 2 Iw.
By the denition (3.4) of M(N), we note that the condition (4.6) in Theorem 4.2.1 is
not too strict: if  satises M(N) > [(m+ 1)=2] + 2 for some N 0  q, then the condition
(4.6) is satised for all N  N 0. In case of  = 1   log10 7, the condition (4.6) is satised
for all N  q. Therefore Theorem 4.2.1 is still valid for N (2 Iw) greater than the points
treated in Fig. 1.2.
Remark 5. The upper bound of Theorem 4.2.1, (4.7), is the same as that of Theorem
4.1.2, (4.4). Theorem 4.1.2 seems to be included Theorem 4.2.1, but N represented by
(4.2), N =
Pm
j= bjqj , does not always belong to Iw. The coecient b in (4.2) varies from
0 to a+1, and only the case when b = a+1, N belongs to Iw.
4.3 Estimates for parabola-like hills
Theorems 3.2.1 and 3.2.2 are concerned only with several repetitions of hills. We can,
here, give the following estimate for NDN (n) for much more hills.
Theorem 4.3.1. [24, Theorem 2.4] Let  be an irrational number, 0 <  < 1=2. Assume
that  has an isolated large partial quotient a satisfying
a > 12M(N): (4.8)
If M(N) satises
M(N)  5; (4.9)
then we have
 M(N) < NDN (n)  b 1

1  b 1
a

< 3M(N) (4.10)
for N =2 Iw.
The estimate (4.10) in Theorem 4.3.1 has exactly the same upper and lowe bounds as
in that of Theorem 3.2.1, but it is valid for much more longer ranges of N 's. By using
f(x) = x(1  x), 0  x  1, the estimate (4.10) can be rewritten as follows:
 M(N) < NDN (n)  af(x0) < 3M(N) for x0 =
N 0
aq 1
;
where N 0 = N  Pmj=0;j 6= 1 bjqj if N =2 Iw. This ensures that the parabola-like hills repeat
with period q while the condition (4.8) is satised, and the peak of each hill is much larger
than the upper bound 2M(N) at the valley's, shown in Theorems 4.1.2 and Theorem 4.2.1.
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In the following of this section, by using Theorem 4.3.1, we consider the problem how
many times parabola-like hills repeat. In case of  = 1   log10 7,  satises the condition
(4.8) for m  59 (N < q60), but does not satisfy the condition (4.8) for m  60 (N  q60)
due to the inuence of rather large 61st partial quotient, a61 = 1084, in the continued
fraction expansion of ,
M(N) = max
 
59X
j=1
jodd; j 6=
aj ;
60X
j=2
jeven; j 6=
aj
!
= 272; if m = 59;
M(N) = max
 
61X
j=1
jodd; j 6=
aj ;
60X
j=2
jeven; j 6=
aj
!
= 1205; if m = 60:
Thus Theorem 4.3.1 ensures that hills occur repeatedly while N runs up to
q60 = 6;856;445;927;562;934;919;532;922;886;126;232 ; 6:8 1033
with the period between valleys equals q = 2455069. This implies that hills repeat more
than 2:7 1027 times,
q60
q + q 1
> 2:7 1027;
in consideration of the width of wider valleys q 1 = 510. The above explanation suggest
that hills do not vanish under the inuence of slightly large partial quotients a18 = 83 and
a58 = 103 (cf. (4.1)).
4.4 Other examples
Next, we apply Theorem 4.3.1 to the case where  equals 2  log10 33 or 2  log10 54, and
show the repetitions of parabola-like hills much longer than that of Fig. 3.1 or of Fig. 3.2.
In case of  = 2  log10 33, the continued fraction expansion of  is given by
2  log10 33 = [0; 2; 13; 299; 1; 1; 10; 1; 14; : : :];
and  = 3. Then the condition (4.8) holds for m  6 (N < q7), but it does not hold for
m  7 (N  q7), because
M(N) = 24; if m = 6;
M(N) = 38; if m = 7:
Thus hills repeat 22 times during N 2 [q; q7) (see Fig. 4.8). Since the large partial quotient
299 is not too large in comparison with other quotients a2 = 13, a6 = 10 and a8 = 14, the
condition (4.8) fails for relatively small m, m = 7.
In case of  = 2  log10 54, the continued fraction expansion of  is given by
2  log10 54 = [0; 3; 1; 2; 1; 3; 1; 326; 2; 1; 3; 1; 5; 4; 1; 1; 1; 2; 26; : : :];
and  = 7. Then the condition (4.8) holds for m  16 (N < q17), but it does not hold for
m  17 (N  q17) due to the inuence of the quotient a18 = 26:
M(N) = 17; if m = 16;
M(N) = 41; if m = 17:
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Thus hills starting with N = q in Fig. 4.9 repeat more than 3102 times while N runs up
to q17 = 72214041,
q17
q + q 1
> 3102;
where q = 23202 and q 1 = 71. The large partial quotient 326 is almost as large as the
quotient 299 in case of 2  log10 33. The condition (4.8) is, however, satised for more wider
range of N compared with the case of 2   log10 33, because, in case of 2   log10 54, the
quotients up to a17 except the quotient 326 are very small.
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Figure 4.8: DN (n),  = 2   log10 33, up to N = q7, every 20 points.
q3 = 8;075, q4 = 8;102, q5 = 16;177, q6 = 169;872, q7 = 186;049.
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Figure 4.9: DN (n),  = 2  log10 54, up to N = q11, every 20 points.
q7 = 23;202, q8 = 46;475, q9 = 69;677, q10 = 255;506, q11 = 325;183.
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Remark 6. In the cases  = 2  log10 33 and  = 2  log10 54, the condition (4.8) fails for
N = q7 and N = q17, respectively. We can, however, observe that hills still occur on the
range beyond above N 's (see Figs. 4.10 and 4.11).
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Figure 4.10: DN (n),  = 2   log10 33, N 2 [q7; 2q7), every 20 points.
q7 = 186;049, 2q7 = 372;098.
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Figure 4.11: DN (n),  = 2   log10 54, N 2 [q17; q17 + q11), every 20
points. q11 = 325;183, q17 = 72;214;041, q17 + q11 = 72;539;224.
4.5 Behaviors of NDN(n)= logN log logN
In this section we discuss the relations of our results to Khintchine's and Kesten's results.
It follows from metric theorems of Khintchine [14] that for any positive nondecreasing
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function ' such that
P1
n=1 '(n)
 1 converges, the relation
NDN (n) = O((logN)'(log logN)) a:e: (4.11)
holds. On the other hand, if
P1
n=1 '(n)
 1 does not converge, then the relation (4.11) fails.
In particular,
DN (n) = O

(logN)(log logN)1+"
N

a:e: (4.12)
for every " > 0, and this (4.12) fails for " = 0 (cf. also [1, Section 2] and [16, Chapter 2.3,
Notes]). The result (4.12) implies that DN (n) is not O(logN log logN=N), and that
lim sup
N!1
NDN (n)
logN log logN
=1 a:e: (4.13)
Furthermore, Kesten [12] proved that
lim
N!1
NDN (n)
logN log logN
=
2
2
in measure: (4.14)
We now consider the behavior of values of NDN (n)= logN log logN at peaks of hills.
The peaks of hills of DN (n) in Fig. 1.2 are decreasing, whereas we observe that values of
peaks of hills remain almost same height in the graph of NDN (n) in case of  = 1  log10 7
(see Fig. 4.12). The peak of each hill is almost equal to a=4 (; 1203), and this property
still holds when N ; 109 (see Table 4.2).
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Figure 4.12: NDN (n),  = 1   log10 7, up to N = q10, every 5;000
points. q6 = 2;455;069, q7 = 2;455;579, q8 = 4;910;648, 2q8 =
9;821;296, q9 = 12;276;875, 2q9 = 24;553;750, q10 = 29;464;398.
Fig. 4.13 shows values of NDN (n)= logN log logN at peaks of hills, up to N = 10
9
in case of  = 1   log10 7, and their concrete values when N is close to 107, 108 or
109 are given in Table 4.2. Since logN log logN is very slowly growing, the values of
NDN (n)= logN log logN at peaks of hills decrease extraordinarily slowly. These values
do not seem to diverge as (4.13) for a while, and are far from 2=2 (; 0:2026) in (4.14).
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Our observations are limited to a nite range of N . Thus our results are, of course, not
directly comparable with Khintchine's and Kesten's results, and we do not claim that our
results are exceptions of their results.
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Figure 4.13:NDN (n)= logN log logN ,  = 1 log10 7, up to N = 109,
every \peak" of hills.
Table 4.2: NDN (n)= logN log logN ,  = 1  log10 7.
N 11;048;356 101;897;129 1;000;561;523
NDN (n) 1204:4 1204:3 1205:02
logN log logN 45:18 53:74 62:81
NDN (n)= logN log logN 26:65 22:4 19:18
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Chapter 5
Proofs
In this chapter we give proofs of our main results. The proofs of Theorems 3.1.1 and
4.1.1, estimates of endpoints of valleys, are based on Theorem B. On the other hand, the
proofs of Theorems 3.1.3 and 4.2.1, estimates over wider valleys, and the proofs of Theorems
3.2.1, 3.2.2 and 4.3.1, estimates for parabola-like hills, are based on Theorem 2.2.1.
5.1 Some lemmas and proof of Corollary 1
Before giving proofs for main results, we rst prepare some lemmas for the estimates
of the terms b2j(1  q2jA2j) and b2j+1(1 + q2j+1A2j+1) in Theorem B, (2.7), and Theorem
2.2.1, (2.8).
Lemma 5.1.1. [25, Lemma 5.1] Let  be a positive irrational number. Then for 0  j 
[m=2] we have
0  b2j(1  q2jA2j)  b2j ; (5.1)
with equality if and only if b2j = 0. Moreover, for 0  j  [(m  1)=2] we have
0  b2j+1(1 + q2j+1A2j+1)  b2j+1; (5.2)
with equality if and only if b2j+1 = 0.
Proof. In case b2j = 0, (5.1) is trivial. Thus we assume that b2j 6= 0. In this case, we have
0 < q2jA2j < 1 by Lemma 2.1.1 (i) and (iii). Therefore we obtain (5.1). We can also prove
(5.2) in the same way as (5.1).
The next lemma gives estimates for the terms b2j(1  q2jA2j) and b2j+1(1+ q2j+1A2j+1)
by using the following quadratic functions,
b2j

1  b2j
a2j+1

= a2j+1f(x); for x =
b2j
a2j+1
;
b2j+1

1  b2j+1
a2j+2

= a2j+2f(x); for x =
b2j+1
a2j+2
;
respectively, where f(x) = x(1  x).
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Lemma 5.1.2. [25, Lemma 5.2] Let  be a positive irrational number. Then for 0  j 
[m=2] we have
b2j

1  b2j
a2j+1

  2 < b2j(1  q2jA2j) < b2j

1  b2j
a2j+1

+ 3: (5.3)
Moreover, for 0  j  [(m  1)=2] we have
b2j+1

1  b2j+1
a2j+2

  2 < b2j+1(1 + q2j+1A2j+1) < b2j+1

1  b2j+1
a2j+2

+ 3: (5.4)
Proof. We rst prove (5.3). For the simplicity of the notation, we consider bj(1  qjAj) for
even j, 0  j  m, instead of b2j(1  q2jA2j) for 0  j  [m=2]. The case bj = 0 is trivial.
Thus we consider the case where 0 < bj  aj+1. By the denition of Aj , (2.3), we can write
bj(1  qjAj) in the form
bj(1  qjAj) = bj(1  bjqj(qj  pj))  bjqjNj 1(  rj)  bjqj
mX
t=j+1
bt(qt  pt): (5.5)
First, we estimate the rst term in the right-hand side of (5.5). Let us denote n =
[an; an+1; an+2; : : :]. By using basic facts, qn  pn = ( 1)n=(qnn+1+ qn 1) and qn 1=qn =
[0; an; an 1; : : : ; a1] (cf. [20, pp.9-10]), we have
bjqj(qj  pj) = bj
[aj+1; aj+2; aj+3; : : :] + [0; aj ; aj 1; : : : ; a1]
:
Since aj+1 < [aj+1; aj+2; aj+3; : : :] + [0; aj ; aj 1; : : : ; a1] < aj+1 + 2, we see that
bj
aj+1
> bjqj(qj  pj) > bj
aj+1 + 2
:
Therefore, from bj=(aj+2 + 2) = bj=aj+1   2bj=aj+1(aj+1 + 2) and 2b2j=aj+1(aj+1 + 2) < 2,
we obtain
bj

1  bj
aj+1

< bj (1  bjqj(qj  pj)) < bj

1  bj
aj+1

+ 2: (5.6)
Next, we estimate the second term in the right-hand side of (5.5). Since 0  Nj 1 < qj ,
and since   rj > 0 for even j, we have
0  bjqjNj 1(  rj) < bjqj jqj  pj j
(recall that rj = pj=qj). As for the right-hand side of the above inequality, we nd that
bjqj jqj   pj j < 1 because bjqj < qj+1 and jqj   pj j < 1=qj+1 (cf. (2.2)). Therefore we
obtain
 1 <  bjqjNj 1(  rj)  0: (5.7)
Finally, we estimate the last term in the right-hand side of (5.5). By using Lemma 2.1.1
(ii) for t = j + 1; j + 2; : : : ;m instead of t = j; j + 1; : : : ;m, we have
 bjqj jqj+1  pj+1j < ( 1)j+1bjqj
mX
t=j+1
bt(qt  pt) < bjqj jqj  pj j:
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Since bjqj jqj+1  pj+1j < 1, and using bjqj jqj  pj j < 1 once more, we have
 1 <  bjqj
mX
t=j+1
bt(qt  pt) < 1: (5.8)
Combining (5.6) - (5.8) with (5.5), we obtain (5.3). We can also prove (5.4) in the same
way as in the above.
Now, we return back to the proof of Corollary 1. To derive Corollary 1 from Theorem
2.2.1, we use this Lemma 5.1.2.
Proof of Corollary 1. We rst estimate NDN (n) from above. Applying Lemma 5.1.2,
(5.3), to the sum
P[m=2]
j=0 b2j(1  q2jA2j) in Theorem 2.2.1, (2.8), we have
[m=2]X
j=0
b2j(1  q2jA2j) <
[m=2]X
j=0
b2j

1  b2j
a2j+1

+ 3c1;
where c1 = [m=2] + 1. On the other hand, for the sum
P[(m 1)=2]
j=0 b2j+1(1 + q2j+1A2j+1) in
Theorem 2.2.1, (2.8), by Lemma 5.1.2, (5.4), we have
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) <
[(m 1)=2]X
j=0
b2j+1

1  b2j+1
a2j+2

+ 3c2;
where c2 = [(m   1)=2] + 1. By using these two estimates and Theorem 2.2.1, (2.8), we
obtain
NDN (n)
< max
0@[m=2]X
j=0
b2j

1  b2j
a2j+1

;
[(m 1)=2]X
j=0
b2j+1

1  b2j+1
a2j+2

+A0
1A+ c+ 3c1:
Since jA0j < 1 (cf. Lemma 2.1.1 (iii)) and the error term c in Theorem 2.2.1, (2.8), satises
c < [(m+1)=2]+1, we obtain the upper estimate for NDN (n). By a similar argument we
have
NDN (n)
> max
0@[m=2]X
j=0
b2j

1  b2j
a2j+1

;
[(m 1)=2]X
j=0
b2j+1

1  b2j+1
a2j+2

+A0
1A+ c  2c1;
and thus, from jA0j < 1 and c   1, we obtain the lower estimate for NDN (n).
5.2 Proofs for results of Chapter 3
We rst begin with the proof of Theorem 3.1.1. The proof is based on Theorem B.
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Proof of Theorem 3.1.1. Throughout the proof, we prove only the case where m is even.
The proof for the case where m is odd, is done similarly. As for the rst sum and the
maximum term in the right-hand side of Theorem B, (2.7), we note that
[m=2]X
j=0
b2j(1  q2jA2j) 
mX
j=0
bj(( 1)j   qjAj) =
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1):
(i) By the assumption N = bmqm + bm 2qm 2, 1  bm  am+1, 1  bm 2  am 1, we
clearly have b0 = b1 =    = bm 3 = 0 and bm 1 = 0. Thus we obtain the following:
[m=2]X
j=0
b2j(1  q2jA2j) = bm 2(1  qm 2Am 2) + bm(1  qmAm);
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) = 0:
(5.9)
We now consider the summations, such as, the form
P
aj+1qjAj in Theorem B, (2.7). As for
the numbers Aj , we observe that A0 = A1 =    = Am 2 = bm 2qm 2( rm 2)+bmqm( 
rm) > 0 and that Am = bm 2qm 2(  rm)+ bmqm(  rm) > 0, because   rm 2 > 0 and
  rm > 0. Notice that, however, the sign of Am 1 = bm 2qm 2(  rm 1)+ bmqm(  rm)
varies depending on , bm and bm 2, because   rm 1 < 0. Thus we need to consider the
cases Am 1 > 0 and Am 1 < 0 separately.
Case 1. If Am 1 > 0, then the above results for Aj imply that Aj > 0 for any j,
0  j  m, and it suggests that fj : j 2 P is odd; 1  j  mg = f1; 3; : : : ;m   1g.
Therefore X
j odd
j2P
aj+1qjAj = qmAm  A0;
(5.10)
where we used (2.5). On the other hand, we have fj : j =2 P is even; 0  j  mg = ;, and
hence X
j even
j =2P
aj+1qjAj = 0: (5.11)
Combining (5.9) - (5.11) with Theorem B, (2.7), we obtain (put Kj = ( 1)jqjAj)
NDN (n)
= max(bm 2(1  qm 2Am 2) + bm(1  qmAm); A0) + qmAm  A0 + "
= max(bm 2(1  qm 2Am 2) + bm(1  qmAm)  jA0j; 0) + qmAm + "
= max(bm 2(1 Km 2) + bm(1 Km)  jA0j; 0) +Km + ":
Case 2. If Am 1 < 0, then we have fj : j 2 P is odd; 1  j  mg = f1; 3; : : : ;m   3g.
Thus X
j odd
j2P
aj+1qjAj = qm 2Am 2  A0;
(5.12)
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where we used (2.5). On the other hand, we again have (5.11) because fj : j =2 P is even; 0 
j  mg = ;. By combining (5.9), (5.11) and (5.12) with Theorem B, (2.7), we obtain
NDN (n)
= max(bm 2(1  qm 2Am 2) + bm(1  qmAm); A0) + qm 2Am 2  A0 + "
= max(bm 2(1  qm 2Am 2) + bm(1  qmAm)  jA0j; 0) + qm 2Am 2 + "
= max(bm 2(1 Km 2) + bm(1 Km)  jA0j; 0) +Km 2 + ":
This completes the proof of Theorem 3.1.1 (i).
(ii) By the assumption N = bmqm + bm 1qm 1, 1  bm < am+1, 1  bm 1  am, we
have b0 = b1 =    = bm 2 = 0. From this, we obtain the following:
[m=2]X
j=0
b2j(1  q2jA2j) = bm(1  qmAm);
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) = bm 1(1 + qm 1Am 1):
(5.13)
In this case, we have A0 = A1 =    = Am 1 = bm 1qm 1(   rm 1) + bmqm(   rm) < 0
because of Lemma 2.1.1 (i) and bm 1 6= 0. Similarly, since bm 6= 0, we have Am =
bm 1qm 1(   rm) + bmqm(   rm) > 0. These results for Aj suggest that fj : j 2
P is odd; 1  j  mg = ;. Thus X
j odd
j2P
aj+1qjAj = 0: (5.14)
On the other hand, we have fj : j =2 P is even; 0  j  mg = f0; 2; : : : ;m   2g, and
therefore X
j even
j =2P
aj+1qjAj = qm 1Am 1;
(5.15)
where we used (2.5). Combining (5.13) - (5.15) with Theorem B, (2.7), we obtain
NDN (n)
= max(bm(1  qmAm); bm 1(1 + qm 1Am 1) +A0)  qm 1Am 1 + "
= max(bm(1  qmAm); bm 1(1 + qm 1Am 1)  jA0j)  qm 1Am 1 + "
= max(bm(1 Km); bm 1(1 Km 1)  jA0j) +Km 1 + ";
and the proof of Theorem 3.1.1 (ii) is completed.
Remark 7. Under the conditions of Theorem 3.1.1 (i), we have 0 < ( 1)mAm < 1=qm and
0 < ( 1)m 2Am 2 < 1=qm 2 by Lemma 2.1.1 (i) and (iii). Therefore we obtain 0 < Km < 1
and 0 < Km 2 < 1, where Kj = ( 1)jqjAj . Similarly, under the conditions of Theorem
3.1.1 (ii), we obtain 0 < Km < 1 and 0 < Km 1 < 1. We use these results for Km, Km 1
and Km 2 in the proof of Theorem 3.1.2.
Next, we prove Theorem 3.1.2 by using Corollary C and Theorem 3.1.1.
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Proof of Theorem 3.1.2. (i) Assume that N = bmqm, 1  bm  am+1. Then it is easy to
see from bm  1 that (bm   1)bmqmjqm   pmj  0 and bmjqm   pmj > 0. Therefore, by
Corollary C, (3.1), we have
NDN (n) < bm:
(ii) Assume that N = bmqm + bm 2qm 2, 1  bm  am+1, 1  bm 2  am 1. Then we
have 0 < Km < 1 and 0 < Km 2 < 1 (cf. Remark 7). In case of ( 1)m 1Am 1 > 0, by
Theorem 3.1.1, (3.2), we obtain
NDN (n) < max (bm + bm 2  Km 2   jA0j; 0) +Km 2 + "
= max (bm + bm 2   jA0j;Km 2) + "
< bm + bm 2 + 1;
where we used bm  1, bm 2  1, jA0j < 1 and j"j  1. In case of ( 1)m 1Am 1 < 0, the
upper bound can also be shown in the same way as in the above.
(iii) Assume that N = bmqm + bm 1qm 1, 1  bm < am+1, 1  bm 1  am. Then we
have 0 < Km < 1 and 0 < Km 1 < 1 (cf. Remark 7). By Theorem 3.1.1, (3.3), we obtain
NDN (n) < max (bm  Km; bm 1  Km 1   jA0j) +Km 1 + "
= max (bm  Km +Km 1; bm 1   jA0j) + "
< max(bm + 1; bm 1) + 1;
where we used bm  1, bm 1  1, jA0j < 1 and j"j  1.
In the latter part of this section, we prove Theorems 3.1.3 and 3.2.1 only for the case
 = 1   log10 7. The proofs are valid for other irrational numbers having an isolated large
partial quotient, with slight modications. Before starting proofs, we rst explain briey
how to prove these theorems.
Outline of proofs. The proofs are based on Theorem 2.2.1. Recall that we give Lemmas
5.1.1 and 5.1.2 for the estimates of the terms b2j(1  q2jA2j) and b2j+1(1 + q2j+1A2j+1) in
Theorem 2.2.1, (2.8). For a specic coecient b 1, 0  b 1  a, the degree of accuracy
of the estimates in Lemma 5.1.2 is considerably better than that of the estimates in Lemma
5.1.1. Thus we apply Lemma 5.1.2 to the specic term b 1(1   q 1A 1) if  is odd or
b 1(1 + q 1A 1) if  is even, that is, we use the following estimates: if  is odd,
b 1

1  b 1
a

  2 < b 1(1  q 1A 1) < b 1

1  b 1
a

+ 3; (5.16)
or if  is even,
b 1

1  b 1
a

  2 < b 1(1 + q 1A 1) < b 1

1  b 1
a

+ 3: (5.17)
For the other terms b2j(1  q2jA2j) and b2j+1(1 + q2j+1A2j+1) in Theorem 2.2.1, (2.8), we
apply Lemma 5.1.1, (5.1) and (5.2), respectively. In case of  = 1  log10 7, since  = 6, we
use the estimate (5.17).
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Proof of Theorem 3.1.3. Let  = 1  log10 7. Assume that N 2 [q; q+1). Then m = 
and b = 1. Since a+1 = 1, that is, b = a+1, the specic coecient b 1 is always 0
(recall that bj 1 = 0 if bj = aj+1). Thus b 1(1 + q 1A 1) = 0. The other coecients bj
take values 0  bj  aj+1. Using Lemma 5.1.1, (5.1) and (5.2), we can estimate the sums
in Theorem 2.2.1, (2.8), as follows:
[m=2]X
j=0
b2j(1  q2jA2j) <
[m=2]X
j=0
j 6=( 1)=2
b2j 
[m=2]X
j=0
j 6=( 1)=2
a2j+1;
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) <
[(m 1)=2]X
j=0
j 6=( 2)=2
b2j+1 
[(m+1)=2]X
j=1
j 6==2
a2j :
By using these estimates and Theorem 2.2.1, (2.8), we have
NDN (n) < M(N) + jA0j+ c < M(N) +

m+ 1
2

+ 2;
where we used jA0j < 1 and c < [(m + 1)=2] + 1. Since  satises the condition (3.5),
M(N)  [(m+ 1)=2] + 2, we obtain the upper bound 2M(N) in Theorem 3.1.3.
In case N 2 [q+2+ q; q+2+ q+1), since b = a+1, that is, b 1 = 0, we can show the
upper bound 2M(N) by similar arguments.
Proof of Theorem 3.2.1. Let  = 1   log10 7. Assume that N 2 [q+1; q+2). Then
m =  + 1 and b+1 = 1. The essential dierence between Theorem 3.2.1 and Theorem
3.1.3 is that the specic coecient b 1 takes values 0  b 1  4813 for N 2 [q+1; q+2)
(recall that the value of the coecient b 1 is always 0 under the conditions of Theorem
3.1.3, because b = a+1). In fact, since a+2 = 1, we have b+1 = a+2. Thus b = 0, that
is b 6= a+1.
We begin by showing upper estimate for NDN (n). By Lemma 5.1.1, (5.1), we can
estimate the sum
P[m=2]
j=0 b2j(1  q2jA2j) in Theorem 2.2.1, (2.8), as follows:
[m=2]X
j=0
b2j(1  q2jA2j) <
[m=2]X
j=0
j 6=( 1)=2
a2j+1:
On the other hand, we use the upper estimate of (5.17) for b 1(1 + q 1A 1), and we
apply Lemma 5.1.1, (5.2), to the other terms b2j+1(1 + q2j+1A2j+1). As a result, we have
the following estimate for the sum
P[(m 1)=2]
j=0 b2j+1(1+q2j+1A2j+1) in Theorem 2.2.1, (2.8):
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) <
[(m+1)=2]X
j=1
j 6==2
a2j + b 1

1  b 1
a

+ 3:
By using these two estimates and Theorem 2.2.1, (2.8), we obtain
NDN (n) < b 1

1  b 1
a

+ 3 +M(N) + jA0j+ c
< b 1

1  b 1
a

+M(N) +

m+ 1
2

+ 5;
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where we used jA0j < 1 and c < [(m+ 1)=2] + 1 in the last inequality. It is easy to see that
[(m + 1)=2]  M(N) holds for general irrational numbers, because aj > 0 for 1  j  m.
Moreover, in this case N 2 [q+1; q+2), the condition (3.8), M(N)  5, hold, because
M(N) = 13. Therefore we obtain the upper bound 3M(N) in Theorem 3.2.1.
The lower estimate for NDN (n) can be shown by similar arguments. By using the
lower estimate of (5.17) and Lemma 5.1.1, (5.1) and (5.2), we have the following:
[m=2]X
j=0
b2j(1  q2jA2j)  0;
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) > b 1

1  b 1
a

  2:
From these two estimates and Theorem 2.2.1, (2.8), we obtain
NDN (n) > b 1

1  b 1
a

  2  jA0j+ c > b 1

1  b 1
a

  4;
where we used jA0j < 1 and c   1 in the last inequality. The condition (3.8), M(N)  5,
of course, mean that  M(N) <  4, and consequently we obtain the lower bound  M(N)
in Theorem 3.2.1.
In both cases N 2 [q+2; q+2 + q) and N 2 [q+2 + q+1; 2q+2), the coecient b 1
takes values 0  b 1  4813, because b 6= a+1. Moreover, sinceM(N) = 15, the condition
(3.8) is satised. Thus, for these two intervals, this theorem can be shown in the same way
as in the above.
Next, we prove Theorem 3.2.2 from Theorem 2.2.1.
Proof of Theorem 3.2.2. The proof for the lower bound goes similarly as the proof in
Theorem 3.2.1, and we prove only the upper bound.
Assume rst that N 2 [q+1; q+2) and that N has coecients b0 = b1 = b2 = b3 = b4 =
0 and 0  b 1  4813. Then m =  + 1 and b+1 = 1. Since b+1 = a+2, we have b = 0.
Thus the sums in Theorem 2.2.1, (2.8), are the following:
[m=2]X
j=0
b2j(1  q2jA2j) = 0;
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) = b 1(1 + q 1A 1) + b+1(1 + q+1A+1):
For the above b 1(1+ q 1A 1), we use the upper estimate of (5.17). On the other hand,
we have b+1(1+ q+1A+1) < 1 from Lemma 5.1.1, (5.2), and b+1 = 1. Moreover, we have
A0 = b 1q 1(  r 1)+ b+1q+1(  r+1) < 0, because   r 1 < 0 and   r+1 < 0.
Thus, by Theorem 2.2.1, we obtain the upper bound.
Next, assume that N 2 [q+2; q+2+ q) and that N has coecients b0 = b1 = b2 = b3 =
b4 = 0 and 0  b 1  4813. Then m =  + 2, b+2 = 1 and b+1 = b = 0. Therefore we
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have the following:
[m=2]X
j=0
b2j(1  q2jA2j) = b+2(1  q+2A+2);
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) = b 1(1 + q 1A 1):
In case b 1 = 0, Theorem 3.2.2 is trivial. We, therefore, consider only the case where
0 < b 1  4813. Since A0 = A 1 = b 1q 1(   r 1) + b+2q+2(   r+2) and
b 1 6= 0, we have A0 < 0 (cf. Lemma 2.1.1 (i)). By Lemma 5.1.1, (5.1), and b+2 = 1, we
have b+2(1   q+2A+2) < 1. Applying these properties and the upper estimate of (5.17)
to Theorem 2.2.1, we obtain the upper bound.
Finally, assume that N 2 [q+2+q+1; 2q+2) and that N has coecients b0 = b1 = b2 =
b3 = b4 = 0 and 0  b 1  4813. Then m =  + 2, b+2 = b+1 = 1. Since b+1 = a+2 we
have b = 0. Thus
[m=2]X
j=0
b2j(1  q2jA2j) = b+2(1  q+2A+2);
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) = b 1(1 + q 1A 1) + b+1(1 + q+1A+1):
By similar arguments to the cases N 2 [q+1; q+2) and N 2 [q+2; q+2 + q), we can show
the upper bound. This completes the proof.
Remark 8. These proofs are valid for 2   log10 33 and 2   log10 54, with some obvious
modications on  = 3 and  = 7, respectively, in the above.
5.3 Proofs for results of Chapter 4
We next prove Theorem 4.1.1. The proof is based on Theorem B, and is similar to the
proof of Theorem 2.2.1 with slight modications, such as b0 =    = biN 1 = 0.
Proof of Theorem 4.1.1. We prove only the case where iN = minfj  0 : bj 6= 0g is
even. The proof of the case where iN is odd, can be shown by similar arguments. Assume
that N has coecients b0 =    = b 1 = 0 and 0  bj  aj+1 for   j  m,
N =
mX
j=
bjqj :
Then we clearly have A0 =    = AiN =
Pm
t=iN
bt(qt   pt) because b0 =    = biN 1 = 0.
Therefore, from biN 6= 0 and Lemma 2.1.1 (i), we have Aj > 0 for 0  j  iN . This property
implies that fj : j 2 P is odd; 1  j  iN   1g = f1; 3; : : : ; iN   1g, and it suggests thatX
j odd
j2P
aj+1qjAj = qiNAiN  A0 +
mX
j=iN+1
j odd
j2P
aj+1qjAj ; (5.18)
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where we used (2.5) for 1  j  iN   1. On the other hand, since fj : j =2 P is even; 0 
j  iNg = ;, we have X
j even
j =2P
aj+1qjAj =
mX
j=iN+2
j even
j =2P
aj+1qjAj : (5.19)
We now show thatX
j odd
j2P
aj+1qjAj  
X
j even
j =2P
aj+1qjAj < qiNAiN  A0 +

m  iN
2

:
(5.20)
If j =2 P is even, then j   1 =2 P and j + 1 =2 P ; on the other hand, if j 2 P is odd, then
j   1 2 P and j + 1 2 P (cf. [22, p.55]). Thus it follows from AiN > 0 and ( 1)mAm > 0
that
]fj : j 2 P is odd; iN + 1  j  mg
+ ]fj : j =2 P is even; iN + 2  j  mg  [(m  iN )=2];
(5.21)
where ](A) denotes the number of elements of a set A. Recall that aj+1qjAj < 1 if j 2 P is
odd, and that  aj+1qjAj < 1 if j =2 P is even (cf. Proof of Theorem 2.2.1). By using these
properties for aj+1qjAj and (5.21), we have
mX
j=iN+1
j odd
j2P
aj+1qjAj  
mX
j=iN+2
j even
j =2P
aj+1qjAj <

m  iN
2

:
This, together with (5.18) and (5.19) yields (5.20). Applying the estimate (5.20) and the
relation b0 =    = biN 1 = 0 to Theorem B, (2.7), we obtain
NDN (n) < max
0@ [m=2]X
j=[(iN+1)=2]
b2j(1  q2jA2j);
[(m 1)=2]X
j=[iN=2]
b2j+1(1 + q2j+1A2j+1) +A0
1A
+ qiNAiN  A0 +

m  iN
2

+ ";
where j"j  1. Since the specic coecient b 1 is always 0 (recall that iN  ), we use
only Lemma 5.1.1 to estimate the terms b2j(1   q2jA2j) and b2j+1(1 + q2j+1A2j+1) in the
above expression. As a result, we obtain
NDN (n) < max
0@ [m=2]X
j=[(iN+1)=2]
b2j ;
[(m 1)=2]X
j=[iN=2]
b2j+1
1A+ m  iN
2

+ 2;
where we used qiNAiN < 1.
Next, we derive Theorem 4.1.2 from Theorem 4.1.1.
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Proof of Theorem 4.1.2. As for the maximum term of the right-hand side of (4.3) in
Theorem 4.1.1, we have
[m=2]X
j=[(iN+1)=2]
b2j =
[m=2]X
j=0
j 6=( 1)=2
b2j <
[m=2]X
j=0
j 6=( 1)=2
a2j+1;
[(m 1)=2]X
j=[iN=2]
b2j+1 =
[(m 1)=2]X
j=0
j 6=( 2)=2
b2j+1 <
[(m+1)=2]X
j=1
j 6==2
a2j ;
and thus the maximum term in Theorem 4.1.1 is less than M(N). Therefore it follows from
Theorem 4.1.1 that
NDN (n) < M(N) +

m  iN
2

+ 2: (5.22)
We clearly have [(m   iN )=2] + 2  [(m + 1)=2] (recall that iN   and the assumption
  3), and moreover, by [(m+ 1)=2] M(N), we obtain [(m  iN )=2] + 2 M(N). This
and (5.22) yield the upper bound 2M(N).
Finally, we prove Theorems 4.2.1 and 4.3.1, based on Theorem 2.2.1. The proofs of
Theorems 4.2.1 and 4.3.1 are same ideas as in the proofs of Theorems 3.1.3 and 3.2.1,
respectively. The dierence is that the following proofs are given for general irrational ,
satisfying the conditions in theorems, instead of the case  = 1  log10 7.
Proof of Theorem 4.2.1. Assume that N 2 Iw. Then the specic coecient b 1 is
always 0 because b = a+1 (recall that bj 1 = 0 if bj = aj+1). Thus we use only Lemma
5.1.1 to estimate the terms b2j(1   q2jA2j) and b2j+1(1 + q2j+1A2j+1) in Theorem 2.2.1,
(2.8). Theorem 2.2.1 and Lemma 5.1.1 are valid even for large but not innite N , and thus
the proof of Theorem 4.2.1 is somewhat similar to the proof of Theorem 3.1.3. By Lemma
5.1.1, (5.1) and (5.2), we have
[m=2]X
j=0
b2j(1  q2jA2j) <
[m=2]X
j=0
j 6=( 1)=2
a2j+1;
[(m 1)=2]X
j=0
b2j+1(1 + q2j+1A2j+1) <
[(m+1)=2]X
j=1
j 6==2
a2j :
Applying these estimates to Theorem 2.2.1, (2.8), we obtain
NDN (n) < M(N) + jA0j+ c < M(N) +

m+ 1
2

+ 2;
where we used jA0j < 1 and c < [(m + 1)=2] + 1. Therefore, from the condition (4.6),
M(N)  [(m+ 1)=2] + 2, we arrive at the upper bound 2M(N).
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Proof of Theorem 4.3.1. Let I denotes an interval such that the condition (4.8), a >
12M(N), is satised. Assume that N 2 I n Iw. Then the specic coecient b 1 takes
values 0  b 1  a over each interval with the length q 1 included in I n Iw. Since
Theorem 2.2.1, Lemmas 5.1.1 and 5.1.2 are valid for N 2 I n Iw, the proof of Theorem 4.3.1
is essentially similar to the proof of Theorem 3.2.1.
We prove only the case where  is even. The proof of the case where  is odd, can be
shown by similar arguments. By Lemma 5.1.1, (5.1) and (5.2), and the estimate (5.17), we
can estimate the sums in Theorem 2.2.1, (2.8), as follows:
0 
[m=2]X
j=0
b2j(1  q2jA2j) <
[m=2]X
j=0
j 6=( 1)=2
a2j+1;
b 1

1  b 1
a

 2 <
[(m 1)=2]X
j=0
b2j+1(1+q2j+1A2j+1) <
[(m+1)=2]X
j=1
j 6==2
a2j+b 1

1  b 1
a

+3:
Combining these two estimates with Theorem 2.2.1, (2.8), we have
 4 < NDN (n)  b 1

1  b 1
a

< M(N) +

m+ 1
2

+ 5;
where we used jA0j < 1 and  1  c < [(m + 1)=2] + 1. Therefore, by the condition (4.9),
M(N)  5, and the property [(m+ 1)=2] M(N), we obtain the desired result.
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