We study the Hartree-Fock equation universally used in manyelectron problems. We prove that for any negative constant there are only finite number of critical values of the Hartree-Fock's functional associated with eigenvalues less than the constant. We also prove that a negative accumulation point of negative eigenvalues is an eigenvalue.
Introduction
In this paper we study the Hartree-Fock equation. We consider the space L 2 (R 3 ; C 2 ) of L 2 functions with a spin variable. We label the two components of ϕ ∈ L 2 (R 3 ; C 2 ) by 1 2 and − 1 2 . Thus the two components are denoted by ϕ(·, 1 2 ) and ϕ(·, − 1 2 ). For x ∈ R 3 and σ ∈ { 1 2 , − 1 2 } we use the bold-faced variable as x = (x, σ). We write f (y)dy := f (y, 1 2 )dy + f (y, − 1 2 )dy, f, g := f * (y)g(y)dy, and f := f, f 1/2 . Fix the number of electrons n ∈ N, number of nuclei N ∈ N, nuclear charges Z k ∈ N, k = 1, . . . , n, and the position of the nuclei x k ∈ R 3 , k = 1, . . . , n. After Hartree [4] introduced the Hartree equation ignoring the symmetry with respect to exchange of variables, considering the symmetry the Hartree-Fock equation was introduced by Fock [2] and Slater [9] to obtain critical values and the critical points of the functional Φ, HΦ , where with constraints ϕ i , ϕ j = δ ij , where ǫ i ∈ R, i = 1, . . . , N are Lagrange multipliers. Since the Slater determinant is a sum of products of functions, the Hartree-Fock equation obtained by the method of Lagrange multiplier is a system of nonlinear partial differential equations with unknown constants ǫ i which are Lagrange multipliers. Since an eigenvalue of a linear partial differential operator such as an electronic Hamiltonian can be regarded as a Lagrange multiplier of a variational problem of a functional, we also call (ǫ 1 , . . . , ǫ N ) an eigenvalue if (1.3) has a solution (ϕ 1 , . . . , ϕ N ), and corresponding (ϕ 1 , . . . , ϕ N ) an eigenfunction associated with (ǫ 1 , . . . , ǫ N ). One of the difficulty in the analysis of the eigenvalue problem is the nonlinearity of the equation. In addition, also the number of constraints of the corresponding minimization problem is a substantial difference. In the case of the linear eigenvalue problem of a Hamiltonian, only the norm of a function is constrained. Thus the eigenvalue (Lagrange multiplier) is equal to a critical value of the functional. However, in the case of the Hartree-Fock equation many Lagrange multipliers concerned with many constraints appear in the equation, and there is no clear relation between each multiplier and the critical value of the functional. Because of these reasons we can not use the methods for linear eigenvalue problems to study the critical values of the Hartree-Fock's functional and the eigenvalues of the Hartree-Fock equation. For example, we can not see immediately if the critical values or eigenvalues are countable or continuously distributed in some interval. This problem would be important in the study of convergence of the approximation methods such as the so-called self consistent field method.
Our main result is that for any negative constant there exist at most a finite number of critical values of Hartree-Fock's functional with each component of eigenvalues smaller than the constant, which is a progress in the problems as above. To prove this result we first show that an accumulation point of such eigenvalues is also an eigenvalue. Next, we investigate the Frechet derivative of the Hartree-Fock equation and use the theorem by Fučik-Nečas-Souček-Souček [3] which shows the set of critical values near the one corresponding to the eigenfunction is one-point set, using implicit function theorem and the property of real-analytic functions in Souček-Souček [10] .
Another fundamental problem is the existence of the eigenvalues and eigenfunctions which we do not deal with in this paper. Lieb-Simon [6] proved that if the number of electrons is smaller than or equal to the total charge of the nuclei, there exists a solution to the Hartree-Fock equation which minimizes the functional. Lions [7] proved that, under the same assumption on the total charge and the number of electrons there exists a sequence of eigenfunctions of the Hartree-Fock equation with nonpositive eigenvalues and corresponding values of the functional are converging to 0. If we ignore the symmetry and consider the expectation value of the electronic Hamiltonian with respect to a product of functions, the critical points satisfy the Hartree equation instead of the Hartree-Fock equation. For the existence of the solutions to the Hartree equation see [8, 12, 11, 6, 7] .
In Section 3 the main result is stated and several lemmas needed in the proof of the main result are introduced. In Section 4 we prove the main result.
Main result and some preliminaries
2.1. Main result. Let (ǫ 1 , . . . , ǫ N ) be an eigenvalue and (ϕ 1 , . . . , ϕ N ) be an eigenfunction. Then let us call the value of Φ, HΦ the Hartree-Fock energy associated with (ǫ 1 , . . . , ǫ N ), where H and Φ is defined by (1.1) and (1.2) respectively. Our main result is the following. , . . . , ϕ New N ), and some (ǫ 1 , . . . , ǫ N ). By Theorem 2.1 we can see that if there exists an accumulation point of infinitely many different critical values of Φ, HΦ , there exist infinitely many positive ǫ i corresponding to the critical points or ǫ i accumulates at 0 for some i.
2.2.
Decay and convergence of eigenfunctions. As in [6] when (ϕ 1 , . . . , ϕ N ) is an eigenfunction of (1.3), then the vector valued function Ψ :
Hereafter, we identify (ϕ 1 , . . . , ϕ N ) with Ψ, and also call Ψ an eigenfunction if (ϕ 1 , . . . , ϕ N ) is an eigenfunction. Since R(x) and Q ij (x) are decaying potentials, as in the scalar valued case we have the exponential decay of eigenfuncitons basically by the method of Agmon [1] . Because we need uniform exponential decay for a sequence of eigenfunctions, we estimate the decay of R(x) and Q ij (x) uniformly under assumptions on eigenfunctions.
Hence, there exists a constant C > 0 such that the following inequality holds: Proof. Let us first estimate the decay of Q ij (x). Since |x| −1 is ∆-bounded and the center of the Coulomb potential is irrelevant to the relative bound, for any x ∈ R 3 the following holds
where we used ϕ j = 1. We divide Q ij (x) into two parts:
The first term is estimated as
The second term is estimated as
where we used (2.2). Thus by the assumption of the lemma for sufficiently large r independent of (ϕ 1 , . . . , ϕ N ) we obtain
In the same way, for sufficiently large r > 0 independent of (ϕ 1 , . . . , ϕ N ) we can show
Let η(r) ∈ C ∞ 0 (R) be a function such that η(r) = r for r < 1, |η ′ (r)| ≤ 1 and |η(r/k)| ≥ |η(r)| for any r > 0 and k ∈ N. Set ρ k (x) := |ǫ| 1/2 η( x /k) and χ k (x) := e ρ k (x) , where x := 1 + |x| 2 . By a direct calculation we have
By AΨ = 0 as in the beginning of this section we have
Since |V (x)| → 0 as |x| → ∞, by (2.3) and (2.4) there exists r 0 > 0 independent of (ϕ 1 , . . . , ϕ N ) such that
where we used (2.5) in the second inequality. We can estimate as sup |x|≤r0 |χ k | ≤ e |ǫ| 1/2 sup η . Since V and |x − y| −1 are ∆-bounded, ϕ i = 1 and ∆ϕ i < c, there exists a constant C r0 > 0 independent of (ϕ 1 , . . . , ϕ N ) such that
Thus there existsC r0 > 0 such that
where we used −ǫ i > −ǫ and the monotone convergence theorem. The result of the lemma follows immediately from this inequality.
Using this uniform exponential decay we have the following lemma. 
Here we note V is ∆-bounded with relative bound 0. Thus for any 0 < γ < 1 there exists C > 0 such that V u ≤ γ ∆u + C u . Since the center of the Coulomb potential is irrelevant to the relative bound, for any 0 <γ < 1 there existsC > 0 such that for any x ∈ R 3 Since we can choose arbitrarily small γ andγ, we can suppose γ + 2Nγ < 1. Thus we obtain
By (2.9) and the Rellich selection theorem, for any p ∈ N there exists a subsequence ϕ m l i of ϕ m i such that ϕ
Accordingly, by Lemma 2.3 there existsc > 0 such that x 2 ϕ m k i ≤c for any i and sufficiently large k. Thus noting there exists C 0 , C 1 > 0 such that for sufficiently large k,
≤ k −1 0 (1 + 2c + 2C 1 ), for sufficiently large k 0 . Thus ϕ m k i is a Cauchy sequence in H 1 (R 3 ; C 2 ). Since |x−y| −1 is ∆-bounded, |x−y| −1/2 is ∇ -bounded. Using the Hartree-Fock equation (1.3) we can see that there exists C 2 > 0 such that
where h := −∆+V . Because V is ∆-bounded with relative bound smaller than 1, ∆ is h-bounded. Therefore, we can see that ϕ m k i is a Cauchy sequence in H 2 (R 3 ; C 2 ). Let ϕ i ∈ H 2 (R 3 ; C 2 ) be the limit. Then the both sides of the Hartree-Fock equation converge in L 2 (R 3 ; respectively. Thus E i is an eigenvalue with an eigenfunction (ϕ 1 , . . . , ϕ N ).
2.3.
Real-analytic operators in Banach space. In this section following [3] we introduce the real-analytic operators and their property. Let X and Y be real Banach spaces. We denote the norm of X by · . 
where J is an isomorphism of Y 1 onto Y 2 and M is a compact operator.
Then there exists a neighborhood U (y 0 ) in Y 1 of a point y 0 such that f (B f ∩ U (y 0 )) is a one-point set.
Proof of Theorem 2.1
In this section we prove Theorem 2.1. The method is based on analysis of Frechet derivative of Hartree-Fock equation at the limit point of eigenfunctions.
Proof. We assume there are infinitely many Hartree-Fock energies Φ m , HΦ m associated with eigenvalues E m = (ǫ m 1 , . . . , ǫ m N ) ∈ (−∞, ǫ) N and eigenfunctions Ψ m = t (ϕ m 1 , . . . , ϕ m N ) and satisfying Φ m1 , HΦ m1 = Φ m2 , HΦ m2 , m 1 = m 2 , where Φ m is the Slater determinant (1.2) of Ψ m . We shall show this assumption leads to a contradiction.
Step 1. For Ψ = t (ϕ 1 , . . . , ϕ N ) ∈ N i=1 H 2 (R 3 ; C 2 ), define R and K as in (2.1) and (2.10).
We shall show
when ϕ i , ϕ j = δ ij . By the symmetry we can assume i = 1. Let us introduce the notation
Then
Thus we only need to prove
Then we can see that
Set h := −∆ + V . Then the Hartree-Fock equation (1.3) is written as
Multiplying ϕ * i and integrating the both sides we obtain by (3.1)
where σ(h) is the spectra of h. Thus, if there are infinitely many eigenvalues
is an eigenvalue and we may assume E m converges to E 0 and the associated eigenfunction Ψ m :
Step 2. Let us define
Then the Hartree-Fock equation (1.3) is written as
Let Φ be the Slater determinant (1.2) of (ϕ 1 , . . . , ϕ N ) and
f (ϕ 1 , . . . , ϕ N ) := Φ, HΦ .
Denote by
) × R N Banach spaces with the norm of product Banach spaces regarding H 2 (R 3 ; C 2 ) and L 2 (R 3 ; C 2 ) as real Banach spaces with respect to multiplication by real numbers. Denoting Ψ j := t (ϕ j 1 , . . . , ϕ j N ) and E j := (ǫ j 1 , . . . , ǫ j N ), j = 1, 2 define a functional f :
and a bilinear form ·, · on Y 1 and Y 2 by
We also define a mappingF :
Then if Ψ is an eigenfunction of the Hartree-Fock equation associated with E, F (Ψ, E) = 0 holds. Moreover, we havẽ
wheref ′ (Ψ, E) is the Frechet derivative off . We can also see that ifF (Ψ, E) = 0, thenf (Ψ, E) = f (Ψ). Thus the eigenfunctions of the Hartree-Fock equation are critical points off and the corresponding critical values are Hartree-Fock energies.
Step 3. Now let us consider the Frechet derivative of F :
For a mapping G :
Set W := t (w 1 , . . . , w N ). We define mappings
We shall show that R − T is a positive operator as an operator on the Hilbert space
. For that purpose we introduce a functioñ Φ(x 1 , . . . , x N )
Here κ ij is a map from {1, . . . ,ǐ, . . . ,ǰ, . . . , N } onto {3, . . . , N } whereǐ means that i is excluded. We use the notation as [ĩj|kl] where indices such asĩ indicate that ϕ i is replaced by w i , e.g.
Then we can calculate as
On the other hand we can calculate as
Since the left-hand side is positive, we can see that W, (R − T )W ≥ 0. Next we consider h − ǫ i . Denote the resolution of identity of h by E(λ). Then we can decompose h as h = hE(ǫ/2) + h(1 − E(ǫ/2)).
Since inf σ ess (h) = 0, hE(ǫ/2) is a compact operator, where σ ess (h) is the essential spectra of h. Moreover, we have an inequality h(1 − E(ǫ/2)) ≥ ǫ/2 of operators. Since ǫ i ≤ ǫ, the operator h(1 − E(ǫ/2)) − ǫ i is positive definite. Therefore, the operator H : Step 4. We can easily see thatF is real-analytic as an operator between real Banach spaces Y 1 and Y 2 . We can also see that 
