We present particle dynamics simulations for the response of magnetorheological (MR) uids upon application of a magnetic eld. The particles motion is considered to be governed by magnetic, hydrodynamic and repulsive interactions. Fluid-particle interactions are accounted for via Stokes' drag while inter-particle repulsions are modeled through approximate hard-sphere rejections. In accordance with their greater signicance, on the other hand, (linear) magnetic interactions are fully simulated. The time evolution is considered to be magnetically quasi-static and magnetostatic forces are derived from the solution of (steady) Maxwell's equations, recomputed at each instant in time. For this we use a potential theoretic formulation where the boundary integral equations are solved with a fast multipole approach. We show that the resulting numerical codes can be e ectively used to study a number of experimental observables such as e ective magnetic permeabilities and response time-scales which are of crucial importance in the design of MR uids.
Introduction
Magnetorheological (MR) and electrorheological (ER) uids constitute important classes of \smart" controllable materials. The essential characteristic of MR (resp., ER) uids is that they may be reversibly transformed from a liquid state to that of a Bingham solid upon application of a magnetic (resp., electric) eld. Although the discovery of these materials dates back to over half a century ago (Winslow 1947] , 1949] for ER & Rabinow 1948] for MR), their industrial realization had, until recently, proved elusive due, in part, to the stringent stability and durability requirements that such applications demand. Indeed, it was only a few years ago that commercially viable uids of this type were achieved (Carlson et. al. 1990] , 1994] & Leventon 1993] ) and controllable devices based on this technology are now beginning to evolve (see www.mr uid.com). For the most part, these devices employ magnetic uids as these present a number of advantages over their electric counterparts. These include higher achievable yield stresses (20 to 50 times those attainable with ER suspensions), lower voltage demands, a wider range of possible liquid carriers and lower sensitivity to contaminants and extremes in temperature (Weiss et al. 1992 Typical ER and MR uids consist of micron-sized electrically conducting or magnetically permeable particles dispersed in a carrier oil. It is this composition that, in fact, results in their eld-dependent rheology: an applied eld polarizes the particles which therefore move to reduce the stored electromagnetic energy of the ensemble. An energetically favorable arrangement consists of particle chains aligned in the direction of the applied eld and this, in turn, gives rise to a strong resistance to applied strains (on the order of 100kPa for MR uids), see e.g. In an attempt at understanding the main factors a ecting this so-called \MR (or ER)-e ect" and with a view to its possible enhancement for potential applications, a myriad of experimental and theoretical studies have been carried out since the e ect was rst recognized (see, e.g., Tao 1992 ], Bullough 1996] and references therein). The great number of variables that in uence this behavior, however, conspired against the derivation of an accurate quantitative assessment of their relative importance since experiments could only explore small fractions of parameter space and theoretical work had to rely on oversimpli ed models. As it became practicable, on the other hand, it also became clear that numerical simulations on more complete models could deliver substantial information for the design of new or improved uids. In particular, over the last decade, a number of numerical studies were performed on particle dynamics models for ER uids that have sought to account for the di erent types of interactions (electric, hydrodynamic, Brownian, etc) that arise in the presence of applied elds (Klingenberg et al. 1989 Parthasarathy and Klingenberg 1996] ). In this manner, the qualitative features of a number of experimental observables (such as the path of chain formation) were recreated and new insight was gained into the mechanisms responsible for the ER e ect. In order to make these models numerically tractable, a number of simpli cations had to be performed. Some of them, such as neglecting Brownian forces, could be easily justi ed on the basis of simple scaling arguments (see Sec. 2.2). Others, however, were only made for computational convenience. In fact, such was the case, for instance, with the inter-particle electromagnetic forces as well as with their hydrodynamic behavior. Although these are clearly the dominant e ects within the system, their accurate mathematical representation required what appeared to be a \practically impossible" (Bonnecaze and Brady p. 2188, 1991]) solution of Stokes or Maxwell's equations in a highly oscillatory geometry and were therefore, in all of these treatments, replaced by point-dipole and Stokes drag approximations respectively. We intend to show here, on the other hand, that some recent advances in the development of computational algorithms do indeed allow for an accurate and e cient treatment of such oscillatory problems. While it is still certainly true that standard niteelement or boundary-element calculations on these models (where each particle, or particle boundary, would comprise several elements and where all of which would contribute to the overall eld) are well beyond today's computational capabilities, we shall demonstrate that such calculations become practicable through the use of a fast multipole method (FMM).
The basic idea behind FMM (Rokhlin 1985] Greengard & Rokhlin 1987 ] and Greengard 1988]) consists of using multipole expansions to calculate far-eld contributions to a slowly decaying (e.g., Newtonian) potential at any given point. This observation can, in fact, be e ectively used in a wide variety of (linear) potential calculations by appealing to the iterative solution of the corresponding boundary integral equations (see Sec. 3) . For the present work we have initially implemented an FMM to handle the full (linear) electromagnetic interactions at each time step of a particle dynamics simulation (Sec. 3), while we have kept with previous models in treating the hydrodynamics via Stokes drag. We note however, that an analogous fast multipole approach can be used to solve the full Stokes equations of uid ow (Greengard & Kropinski 1999] ). It should also be remarked that, in accordance with their greater practical importance, our interest lies with MR uids which, in fact, we use for experimental validation (Sec. 4). While our model in its present state would, in principle, equally apply to ER uids, we suspect that our assumptions on the dominance of electromagnetic and hydrodynamic forces constitutes a better approximation in the case of MR composites, as is evidenced by their aforementioned enhanced stability properties. On the other hand, a complete treatment of this magnetic case would necessitate the incorporation of nonlinear e ects such as magnetic saturation. The means for such calculations will become clear, however, once we establish here the possibility of fully accounting for the linear magnetic interactions, as these calculations could be iterated to explore the nonlinear regime. In any case, these considerations and those pertaining to other possible extensions (Stokes equations, three-dimensional geometries, models of rheological response, other higher order e ects, etc) will be left for future work.
Equations of Motion

Governing Forces and Equations
In this section, we derive the equations of motion for circular particles in IR 2 in the presence of an external magnetic eldH 0 . The motion of the kth particle is described by Newton 
Hydrodynamic Forces
For small Reynolds number, the hydrodynamics can be decoupled from the magnetostatic problem and can be approximated by the Stokes' drag (see Batchelor 1967] pp. 244 for details). Indeed, the hydrodynamic force can be approximated using Oseen's equations for ow due to a moving body at small Reynolds number as 
Repelling Forces
In our simulations, we shall assume that both the particles and the container walls are \hard". To approximate this regime, we shall follow the work of Klingenberg et. al. 1989 ] and Mohebi et. al. 1996 ] and propose that a \repelling force" acts on the kth particle as it approaches others or a wall of the container. A simple model for such a force is given, for instance, bỹ
kl e ? jd kl j ?ñ k k H 2 0 R e ? jd wall k j ; (2.5) where M is the total number of particles, H 0 is the intensity of the applied magnetic eld, R is the radius of the particle, > 0 is the repelling parameter,r kl =x l ?x k jx l ?x k j , d kl = dist( k ; l ). The wall repelling force usesñ k , an outward unit normal vector at a point p on the boundary of the container where p is closest tox k on @ , and jd wall k j = dist( k ; @ ). Other models, including polynomial forms, have been studied by Klingenberg et. al. 1989 ].
Dimensional Analysis
Our simulations will proceed on the non-dimensionalized equations of motion which we now derive. Let us begin by denoting the dimensionless variables with an asterisk and performing the following scalings in equations (2.1) is a dimensionless constant and p is the density of the particle per unit length. For the MR uids we seek to model, the particles are basically composed of iron with diameters of It is to be remarked that for MR uids with characteristics as described above, the thermal e ects from the continuous phase molecules on the particles are quite small for rapid eld application (Mohebi et. al. 1996] ). Therefore, the magnetostatic forces largely dominate the Brownian forces. More precisely, the ratio of the Brownian force to the magnetic force is approximately given by = 2 KT
, where K = 1:38 10 ?23 Joules/K is the Boltzmann's constant and T = 298K is the operating temperature. In our case, this ratio is of order 10 ?8 which justi es our neglecting the e ects of Brownian motion.
Magnetic Forces
Clearly, the main challenge with the model (2.7) consists of the calculation of the highly oscillatory magnetic interactions fF mag; k g M k=1 . Indeed, an accurate estimation of such forces demands the continuous knowledge of the local magnetic eld.H as the particles rearrange themselves, so that Maxwell's equations must be resolved at each instant in time. More precisely, let us consider IR 2 which is lled with a non-magnetic viscous uid and M permeable circular particles 1 ; 2 ; ; M . Then, since the electromagnetic time scale is much shorter than that of the motion itself, we may safely assume that the elds are governed by the equations of magnetostatics, namely, r B = 0; and r H =J; (3.1) whereJ is the free current,H is the magnetic eld andB is the magnetic induction. In our case, the material constituents are isotropic and hencẽ B =B i + 0H = H ; (3.2) whereB i is the intrinsic induction caused by magnetization, 0 is the permeability of free space and = Notice that f k g M k=1 are not necessarily identical and are substantially larger than 0 , ( k 2000 0 ). In general, k is de ned as a function ofH to model magnetic saturation. For moderate elds, however, k may be accurately approximated as a constant and we shall take this as our working assumption. Moreover, for the composites we consider, no free currents are present in the domain. Thus the second equation in (3.1) becomes r H = 0 which, in turn, implies that the magnetic eld can be written in terms of a scalar potential ,H = ?r : 
whereñ k;p is an outward unit normal vector at p 2 @ k and c k = n k is the complement of k .
Integral Equation Formulation and Boundary Element Discretization
Although, as we said, the coe cients of equation (3.5) are rapidly changing in space, they do remain constant in each k . Thus the overall potential can be derived from appropriate charge densities supported on the boundaries of the particles. These densities satisfy certain integral equations which are, in principle, amenable to solution by nite (boundary) element approximation. As we shall discuss below (Sec. 3.2), the di culties associated with the high computational cost of classical boundary element approximation for this kind of problem can, in fact, be overcome through the implementation of the Fast Multipole Method.
To derive the integral equations, let us denote by @ 0 the boundary of the domain and impose the following Dirichlet boundary condition on @ 0 j @ 0 = f: and the continuity condition (3.6) at the interfaces. In this regard, we remark here that our representation of the potential di ers from the standard one described in most of the pertinent literature. Indeed, while a standard representation would involve both single-and double-layer potentials at each material interface, the formulation (3.9) implicitly guarantees the continuity of the potential at particle-uid boundaries. In addition, the use of a sole double-layer integral on the exterior boundary ensures that the equations for j 's and that result from (3. 
Numerical Implementation
To solve for U N in (3.12), we use an iterative method, namely GMRES (Generalized Minimal RESidue). As an iterative solver, GMRES demands the repeated calculation of products (I + M N )U N . The matrix M N in our linear system (3.12) is fully dense so that multiplication of M N and U N would require O(N 2 ) operations. However, as we describe below, by exploiting the physical nature of the underlying magnetostatic problem it is possible to accurately approximate these matrix vector multiplication by a procedure, the Fast Multipole Method (FMM), whose operation count is only of O(N log N).
The FMM algorithm was introduced in Rokhlin 1985 ] for rapid solution of integral equations in potential theory and later extended by Greengard & Rokhlin 1987 ] to fast evaluation of Coulombic interactions in large-scale systems of particles. A typical calculation of the eld at a given point due to a distribution of N charges (M N U N , in our notation) can be broken into two parts, the far eld and the near eld calculations. However, since the Coulombic potential decays rather slowly (logarithmically), the far-eld calculation must, in principle, account for all interactions among the particles and, consequently, the number of operations for calculating the eld is O(N 2 ). The goal of the fast multipole method is to reduce this number of operations while accounting for all interactions and maintaining any desirable order of accuracy. To achieve this, the basic strategy consists of clustering the charges at di erent spatial lengths to allow for the computation of the interactions between clusters by using multipole expansions. Near-eld interactions are computed directly. This systematic process is the key ingredient in reducing the number of operations in the numerical matrix-vector multiplications. Complete details of the FMM algorithm can be found in Greengard 1988] . For other applications and implementations of the FMM see also Rokhlin 1985] 
Error Analysis
In this subsection, we present a simple error analysis for the solution of the boundary element method discussed in the previous subsection. Since we employ the midpoint rule for all the quadratures, the order of convergence is expected and will be shown to be at 
Numerical Results
In this section, we rst describe the physical regime and parameters for the dynamic simulations of ve MR uids. We then discuss our results and quantify the magnetic responses based on their time scales and e ective permeabilities.
Microstructure Evolutions in MR Fluids
The dimensions for the rectangular domain that we consider for dynamic simulation are L x L y = 0:237mm 0:1mm. We assume that all particles are circular, initially centered randomly at fx i g M i=1 . We consider ve samples of MR uids, corresponding to 5%, 10%, 15%, 20% and 30% volume fractions. There are 170, 341, 511, 682, and 1024 particles for the respective samples. In addition, we assume the following physical parameters in our simulations: The repelling parameter in (2.5) and the Reynolds number are assumed to be 40 and 0.01, respectively. For the boundary conditions on the rectangle, we assume satis es
The results for the dynamic simulations for 10%, 20% and 30% volume fraction MR uids are displayed in Figures 1-3 respectively. Based on these results, we observe that, at rst, particles form short fragmented chains in the direction of the applied eld. Subsequently these short chains merge together and form longer chains. As time progresses further, these chain-like clusters continue to lengthen, align and approach a steady state. We also observe that the time for the columnar structures to form and the particle volume fraction (') of the sample are inversely related.
Quanti cations of Microstructure Evolutions
Recent experimental work has been conducted to indirectly measure the microstructure response in MR uids using real-time permeability measurements (Jolly et. al 1997] ) and analogously in ER uids using permitivity measurements (Blackwood et. al. 1994] ). In both cases, experimental data were tted with exponential functions in an attempt to identify the time constants t 1 for microstructure formation. A theoretical estimate of such constants can be easily derived by consideration of the time response of a pair of point with n = 5=3. In this subsection, we undertake a numerical study of these time scales.
Following the experimental procedure, we rst derive values for such constants from effective permeability calculations. Finally, we estimate similar constants from a di erent macroscopic measurements, namely that of the \average kinetic energy." We begin by examining the evolution of the e ective permeability of the MR uid as a function of time. As we said, we do so with the expectation that the e ective permeability re ects the microstructure state within the MR uid. The de nition and the formulation for the e ective permeability, which is based on theory of homogenization (Jikov 1994 Because the applied magnetic eld is in the vertical direction, 22 is a more relevant quantity and we denote by := 22 the e ective permeability re ecting the overall magnetic response of the MR uid. In Figure 4 , we display the e ective permeability as a function of time. We remark that the e ective permeabilities obtained from the dynamic simulations are roughly 40-50 % smaller than those obtained from numerical and physical experiments in Simon et. al 1998 ]. One reason we suggest pertains to the percolation limit of particle separation. As pointed out in the study of Simon et. al 1998 ], the inter-particle distance plays a major role in the e ective permeability in MR uids: the permeability increases as the inter-particle distance decreases. For the two-dimensional case, it is necessary to allow the particle gap to approach 1% of the particle radius in order to achieve values comparable to those of experimental results. In our simulations, the gaps between particles were constrained to at least 4% of the radius. One could allow the particles in our study to get closer to 1% of the radius by re ning the boundary integral element which, of course, would lead to prolonged computing time. Figure 4 by the large solid squares. To determine the dependence of the time scale t 1 on the volume fraction ', we use equation (4.2) to t the data in Figure  4 to nd that n 1 (see Figure 5 ). In this regard, our experiments indicate that the value of the power n is rather insensitive to the initial con guration of the system. Finally, motivated by the observation of initial rapid particle motion and subsequent slow rearrangement, we have monitored the evolution of the average particle kinetic energy E(t) as another macroscopic measure of microstructure changes. For this we de ne E(t) = jx k (t) ?x k (t ? t)j t : Figure 6 displays the average particle kinetic energy E(t) and con rms that E(t), associated with the motion of the particles, decays at a rate that depends on the volume fraction. An exponential t in time E(t) = A exp(?t=t 1 ) + C as in the previous case reveals that ft 1 
Summary and Conclusions
We have presented a computational technique to perform particle dynamics simulations of MR uids upon application of an external magnetic eld that, for the rst time, fully account for all linear (long-range) magnetic interactions. To calculate these magnetic forces we solve a (highly oscillatory) magnetostatic problem at each instant in the evolution by appealing to a Fast Multipole Method on a boundary integral formulation. Additional hydrodynamic and repulsive forces are accounted for by Stokes drag and approximate hardsphere/hard-wall rejections, respectively. We have e ectively used the resulting numerical code to study a number of crucial experimental observables (e ective permeability, response time scale) and have found our results in good agreement with experimental data.
