Ultracold Fermi Gases with Emergent SU(N) Symmetry by Cazalilla, M. A. & Rey, A. M.
,Ultracold Fermi Gases with Emergent SU(N) Symmetry
Miguel A. Cazalilla
Department of Physics, National Tsing Hua University,
and National Center for Theoretical Sciences, Hsinchu City, Taiwan
Ana Maria Rey
NIST, JILA and Department of Physics, University of Colorado, Boulder, US
(Dated: March 13, 2014)
We review recent experimental and theoretical progress on ultracold alkaline-earth Fermi gases
with emergent SU(N) symmetry. Emphasis is placed on describing the ground-breaking experimen-
tal achievements of recent years. The latter include the cooling to below quantum degeneracy of
various isotopes of ytterbium and strontium, the demonstration of optical Feshbach resonances and
the optical Stern-Gerlach effect, the realization of a Mott insulator of 173Yb atoms, the creation of
various kinds of Fermi-Bose mixtures and the observation of many-body physics in optical lattice
clocks. On the theory side, we survey the zoo of phases that have been predicted for both gases in
a trap and loaded into an optical lattice, focusing on two and three-dimensional systems. We also
discuss some of the challenges that lie ahead for the realization of such phases, such as reaching the
temperature scale required to observe magnetic and more exotic quantum orders, and dealing with
collisional relaxation of excited electronic levels.
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I. INTRODUCTION
Prior to the late 20th century, matter was primarily something to be probed, dissected, and understood.
Now, in the early years of the 21st century, matter is something to be synthesized, organized, and exploited
3for broader purposes, both at the level of basic research and for numerous technological applications. One
emerging area of research in this century is to ultimately implement Richard Feynman’s pioneering ideas of
quantum simulation [1] and quantum information [2]. We want to design in the laboratory artificial, fully
controllable quantum systems, and use them to mimic models of many-body systems relevant for otherwise
intractable problems in materials physics and other branches of modern quantum Science.
In fact, recent advances in cooling and trapping alkali atoms has brought us closer to realizing Feynman’s
dreams. Their simple electronic structure (they possess a single valence electron) has allowed a clean
characterization of their hyperfine levels, greatly facilitating the development of extremely effective trapping
and quantum control techniques. Using these atoms, major breakthroughs have been achieved such as a
detailed understanding of the BEC to BCS crossover [3, 4] and the implementation of both Fermi and Bose
Hubbard models [4–8].
Nevertheless, the inherent “simplicity” of alkali atoms introduces major limitations to the phenom-
ena that can be explored with them. For example, the actual observation of quantum magnetism in the
Fermi/Bose Hubbard models has been hindered by the low entropy requirements set by the energy scales of
the effective spin-spin interactions. In this regard, systems exhibiting more complex internal structure could
be an excellent platform for exploring a wider range of many-body phenomena. They also hold the promise
of the discovery of new states of matter that go beyond the possibilities already offered by conventional
condensed matter systems. During the last few decades, there have been exciting advances in this direction,
as new capabilities for cooling, trapping, and manipulating more complex systems such as trapped ions,
magnetic atoms, Rydberg atoms, polar molecules, and alkaline-earth atoms have been demonstrated. Here
we concentrate our attention on alkaline earth atoms.
Strictly speaking, alkaline-earth atoms (AEA) lie in group-II of the periodic table. However, we will
also include others with similar electronic structure like Ytterbium (Yb). These atoms have unique atomic
properties which make them ideal for the realization of ultra-precise atomic clocks. Lately, as we shall
explain below, they are also attaching a great deal of attention for their interesting many-body physics and
the possibilities that they offer for the quantum simulation of complex quantum systems.
Nevertheless, before immersing ourselves in the study of their fascinating many-body physics, it is worth
recalling that atomic clocks provide one of the most striking illustrations of the unique advantage of AEA
over alkali atoms. State-of-the-art optical atomic clocks use fermionic AEA, such as Sr or Yb [9]. Those
clocks have already surpassed the accuracy of the Cs standard [10]. The most stable of these clocks now
operate near the quantum noise limit [11, 12] and just recently, thanks to advances in modern precision
laser spectroscopy, are becoming the most precise in the world, even surpassing the accuracy of single ion
standards [13]. The stability of the neutral atom optical clocks arises from the extremely long lived singlet,
41S0, and triplet states 3P0, generally referred to as clock states, with intercombination lines both electric
and magnetic dipole forbidden and as narrow as a few mHz— nine orders of magnitude lower than a typical
dipole-allowed electronic transition (See Fig. 1). It is impossible to achieve this level of clock stability with
conventional alkali atoms, due to the decoherence that arises from the intrinsic sensitivity of the hyperfine
ground states to magnetic field fluctuations and/or to intensity and phase noise on the optical fields.
Returning to many-body physics and quantum emulation using AEA, in this article we attempt to review
the experimental and theoretical progress in this area. Given the large amount of recent research, we mainly
focus on the consequences of their emergent SU(N) symmetry of the AEA Fermi gases. Thus, we have tried
to capture “snapshots” of the ongoing experimental progress. As far as theory is concerned, we also have
attempted to provide a survey of some of the most important and interesting theoretical proposals. There-
fore, our selection of topics in the latter regard is rather subjective, and the emphasis has been placed on
providing a pedagogical introduction to some of the subjects rather than on providing an exhaustive survey
of the available literature. As a consequence, some topics have been left out. For instance, the application
of AEA for quantum information purposes will not be discussed here and we refer the interested reader to
Ref. [14]. Another topic that we do not touch in depth is the physics of one-dimensional (1D) systems. This
subject has been the focus of theoretical interest in recent years, especially concerning quantum magnetism
in 1D lattice systems (see e.g. Refs.[15–18] and references therein). For trapped systems on the continuum,
we refer the interested reader to the excellent recent review article on this subject by Guan et al. [19] and
point out that just recently the first experimental exploration of the fascinating role of SU(N) symmetry in
an array of 1D fermionic tubes has been reported in Ref. [20].
The outline of this article is as follows: We begin in section II with a review of the work leading to
the observation that AEA posses an emergent SU(N) symmetry (for a brief review of the group theory
relevant to SU(N), see Appendix A). Although this was a theoretical prediction, it was based on a number
of experimental observations associated to the unique atomic structure of AEA. The emergent SU(N) sym-
metry has not only important consequences in atomic molecular and optical systems and condensed matter
physics, many of them reviewed here, but also in other fields in physics as well. In sections III and IV, we
review the experiments that have been performed so far both in traps and in optical lattices, respectively.
The review of theoretical results begins in section V, where the theory of SU(N) Fermi liquids and their
instabilities, including the Bardeen-Cooper-Schrieffer (BCS) instability, are surveyed. Whereas the discus-
sion in this section mainly applies to gases in a trap, in section VI we turn our attention to quantum phases
that are intrinsic to lattice systems. Focusing on the deep lattice limit, we discuss both the Fermi Hubbard
and Heisenberg models with SU(N) symmetry. Finally, in section VII, we conclude by discussing other
interesting models that can be engineered using alkaline-earth atoms. Appendix A contains a brief summary
5FIG. 1: Energy levels of 87Sr. The singlet,1S0, and the triplet, 3P0, states have an inter-combination line as narrow
as a few mHz.
of the most important mathematical results about the SU(N) group and appendices B and C contain some
technical details of the topics discussed in section V.
II. ALKALINE EARTH FERMI GASES: AN EMERGENT SU(N) SYMMETRY
Recently, it has been realized that AEA unique atomic structure has fundamental features which make
them attractive for the study of many-body phenomena. One of their most appealing property is an emergent
SU(N) symmetry in the nuclear spin degrees of freedom [21, 22] and many of the consequences arising
from it remain to be exploited and understood.
A. Background and Precedents
In order to understand how the SU(N) symmetry emerges at ultracold temperatures, let us first recall the
pioneering work by Lee, Yang, and Huang [23]. These authors considered the thermodynamic description
of interacting gases well below their quantum degeneracy temperature and argued that, provided the range
of the interactions is much shorter than the inter-particle distance (i.e. the gas is “dilute”), the complicated
inter-atomic potentials are well approximated by the pseudopotential V (r) = 2pi~
2a2
µ δ(r)∂r [r·], where
r = |r| is the relative separation of the colliding particles, µ their reduced mass (= half the bare mass
for identical particles), and as = − limk→0 δs(k)/k the scattering length (δs(k) is the s-wave scattering
phase-shift). The latter is the only parameter needed to characterize the interactions, since at ultra-low
temperatures higher partial waves are suppressed by the centrifugal barrier.
As formulated by Lee, Huang, and Yang, the pseudo-potential applies to bosons and spin-12 fermions
only. It has been later noted by Yip and Ho [24] that for spin−F fermions, this pseudo-potential must be
6generalized to:
V (r) =
2F−1∑
even j=0
2pi~2ajs
µ
δ(r)∂r [r·] Pj , (1)
where Pj is the projector onto states with total spin equal to j = 0, 2, . . . , 2F − 1. Only the even F
values can interact via s-wave collisions since due to quantum statistics those are the only ones that have an
associated spatial wavefunction which is anti-symmetric. Hence, it follows that 2F−1 scattering lengths are
needed to describe the interaction between spin-F fermions. Crudely speaking, the differences between the
scattering lengths a0s, . . . , a
2F−1
s stem from the different configurations the electronic shell of the colliding
atoms can adopt for the possible values of F . In the presence of a large magnetic field, F is not longer a good
quantum number and the scattering lengths between states with different projection along the quantization
direction can become also different [25].
However, Eq. (1) can exhibit a much larger symmetry than naively expected for a higher spin represen-
tation of SU(2). As Wu and coworkers [26] noticed for F = 32 , the four-component spinor representation
of SU(2) is isomorphic to a spinor representation of the SO(5) group without fine tuning. These authors
also pointed out that, for the F = 32 members of the AEA family
135Ba and 137Ba, the scattering lengths
a2s and a
0
s should have similar values due to the completely filled outer electronic shell of Barium. These
atoms were thus located close to the SU(4) symmetric line in the phase diagram of Ref. [26].
Alkali gases with approximate SU(3) symmetries have been considered by a number of authors, be-
ginning with the pioneering work by Modawi and Leggett [27], who studied BCS pairing in a quantum
degenerate mixture of the three spin-polarized hyperfine states of 6Li. Honerkamp and Hofstetter [28, 29]
also considered this system as well as mixtures of N hyperfine states of 40K . The three-component 6Li
system has been recently realized experimentally [30, 31] and evidence of the emergence of a SU(3) sym-
metry at large magnetic fields (at which the electronic and nuclear spin degrees of freedom start to become
decoupled ) has been reported. However at moderate magnetic fields the SU(3) symmetry breaks down.
B. Alkaline-earth and Ytterbium Atomic (AEA) Gases
For the AEA in the ground state (1S0), the electronic degrees of freedom have neither spin nor orbital
angular momentum (J = 0). The nuclear spin (I > 0), present only in the fermionic isotopes, is thus
decoupled from the electronic state due to the absence of hyperfine interactions. Note that all bosonic AEA
have I = 0 due to their even-even nuclei configuration. Interestingly, the excited state 3P0 also has, to
leading order, vanishing hyperfine interactions and hence highly decoupled nuclear and electronic spins
7[32].
The electronic-nuclear spin decoupling in the fermionic isotopes not only allows for an independent
manipulation of their nuclear and electronic degrees of freedom, but also imposes the condition that the
scattering parameters involving the 1S0 and 3P0 states should be independent of the nuclear spin, aside from
the restrictions imposed by fermionic antisymmetry. Thus, with great accuracy (see discussion below), in
the clock states all the scattering lengths are equal, i.e. ajs = as (for j = 0, 2, . . . , 2F − 1). Under these
conditions the interaction and kinetic Hamiltonians become SU(N) spin symmetry (where N = 2I + 1 =
2F + 1) [21, 22].
For the 1S0 it has been theoretically determined that the variation of the scattering length for the various
nuclear spin components, should be smaller δas/as ∼ 10−9 [22]. Although for the 3P0 electronic state,
the decoupling is slightly broken by the admixture with higher-lying P states with J 6= 0, this admixture
is very small and the resulting nuclear-spin-dependent variation of the scattering lengths is also expected to
be very small, of the order of 10−3 .
The bounds on the variation of the scattering lengths, δas/as associated to the various nuclear spin
projections are based on the fact that the scattering length is just a measure of the semiclassical phase, Φ,
accumulated by the colliding atoms from the turning point to infinity (computed at zero energy) [22]. The
variation of the phase, proportional to is thus proportional to δas/as ∼ δΦ = δV∆t/~, with ∆t ∼ 1ps
the total time in the short-range part of the collision and δV the typical energy difference associated with
different nuclear spin projections during this time. For the 1S0 state, the latter can be estimated using second
order perturbation theory as δV/h ∼ E2hf/(Eopth) ∼ 200 Hz, whereEhf/h ∼ 300 MHz is the approximate
value for the hyperfine splittings in 3P1 and Eopt/h ∼ 400THz is the optical energy difference between 1S0
and 3P1. This leads to the 10−9 estimate. For the 3P0, the second order formula might be incorrect since,
the associated molecule states separated by the fine structure energy at large distance may come orders of
magnitude closer at short range. Thus to assume δV ∼ Ehf accordingly to first order perturbation theory is
a more realistic and conservative estimate, which yields δΦ ∼ 10−3.
C. Relevance of SU(N) symmetry
It cannot go unnoticed that the availability of fermionic systems exhibiting an enlarged SU(N) symmetry
with N as large 10 can be interesting for other fields of physics beyond research on ultracold gases. For
instance, in particle physics the theory of quantum chromodynamics (QCD) –which currently provides
the most fundamental description of the atomic nucleus and the nuclear interactions– contains two kinds
of SU(3) groups. A global flavor SU(3) symmetry group, whose discovery won the Nobel prize for Gell-
8Mann, and the gauged color SU(3). The latter describes the origin of the forces that confine the quarks inside
baryons and mesons through the exchange of SU(3) gauge bosons known as gluons. In the field of nuclear
physics, the SU(6) group has also been considered as candidate to unify the description of baryons and
mesons into a single group capable of accounting for both the flavor SU(3) and spin SU(2) symmetries [33].
Indeed, the interesting analogies between ultracold gases with enlarged SU(N) symmetry and cold dense
QCD Matter have been already noticed by several authors (see e.g. [21, 34–36] and references therein).
The SU(N) symmetry can also have remarkable consequences in quantum many-body systems. For
example in a SU(2) antiferromagnet, which characterize for example spin 1/2 particles with spin rotation
symmetry, every pair of spins minimizes its energy by forming a singlet. The same spin, nevertheless,
can participate in only one singlet pair with one of its neighbors. In principle, this constrain can generate
geometrical frustration and prevent magnetic ordering. However, spin-12 particles tend to find a compromise
and often become magnetically ordered with decreasing temperature. A typical example of that compromise
is found in the SU(2) Heisenberg model on a triangular lattices where, in the ground state, adjacent spins
anti-align at 120◦ degrees.
On the other hand, systems with an enlarged number of degrees of freedom, and exhibiting SU(N > 2)
spin rotation symmetry, suffer from massive degeneracies. The latter tend to favor absence of magnetic
ordering even classically [37]. Quantum mechanically, this translates into ground states containing massive
spin superpositions that give rise to topological order and long range quantum entanglement [38, 39]. Ex-
amples of long range quantum entanglement states are fractional quantum Hall states and the ground state
of Kitaev’s toric code [40].
Indeed, the identification of the SU(N) symmetry as a unique resource for dealing with unconventional
magnetic states has a long history in condensed matter physics [41–46]. A generalization of the symmetry
from SU(2) to SU(N) introduces a perturbative parameter, namely 1/N . A large N expansion is particu-
larly useful when dealing with problems of quantum magnetism for which there is no other small parameter
that allows for a perturbative treatment. The Kondo impurity problem, the Kondo lattice model [41–43] and
the Hubbard model [44–46] are some examples of systems where a largeN expansion has been shown to be
useful. In such systems, fluctuations about the mean field solutions appear at order 1N . The hope is that even
at finite N , the 1N corrections can remain irrelevant and thus the mean field solution a good approximation.
However, in this context, the enlarged SU(N) symmetry has been often regarded as a mere mathematical
construction without a real physical motivation [174] and in many cases just as a means to develop approx-
imate solutions for SU(2) systems. The observation that SU(N) symmetry naturally emerges in the nuclear
spin degrees of freedom of fermionic alkaline earth atoms thus raises the exciting potential opportunity of
bringing it back to reality and opens the possibility of exploiting its remarkable consequences for the first
9time in the laboratory.
Finally, it is also worth mentioning that enlarged unitary symmetries have been also be used in other
problems in solid state physics, such as the quantum Hall effect in multi-valley semiconductors [47, 48].
In such a systems, the massive degeneracy of the Landau levels is supplemented by a large degeneracy in
spin and valley-spin, which favors ferromagnetic states and complex spin-valley textures [47, 48]. A recent
revival of the interest in these systems has been brought by graphene [49], which can be regarded as a two-
valley zero-gap semiconductor. Graphene exhibits a SU(4) spin-valley symmetry [49, 50], which, although
weakly broken by the long-range part of the Coulomb interaction, plays an important role in determining
the properties of the ground state both in the integer [51, 52] and fractional quantum Hall effect [50, 53].
Finding connections between these phenomena and the many-body physics of AEA remains an interesting
challenge for both experimentalists and theorists.
III. EXPERIMENTS WITH TRAPPED ULTRACOLD GASES
Owing to their unique properties, recently, substantial experimental efforts have been directed at cool-
ing, trapping, and manipulating AEA and many of the capabilities previously demonstrated with alkaline
atoms are starting to be reproduced with AEA. These include laser cooling down to microKelvin temper-
atures, trapping in optical potentials for several seconds, evaporative cooling to quantum degeneracy, the
demonstration of a high degree of control over both internal and external degrees of freedom, imaging and
resolving the various hyperfine components using optical Stern-Gerlach, demonstrating control of interac-
tion parameters via optical and magnetic Feshbach resonance, and the realization of a Mott Insulator. In this
section, we first present a summary of those experimental developments for trapped gases. In the following
section, we review the experiments dealing with Fermi gases on optical lattices.
A. Experimental determination of the scattering length
A natural manifestation of the SU(N) symmetry is the conservation of each of the nuclear spin compo-
nents during a collision. This is in stark contrast to the smaller SU(2) symmetry exhibited by alkali atoms
which allows for spin changing processes for F > 12 . This is because, as described in section II A, for
the latter the scattering lengths depend on the total F = J + I of the colliding atoms an therefore, dur-
ing collisions the bare nuclear spin degrees of freedom get effectively mixed. Thus, even though the total
spin magnetization (mF ) is always conserved, it is possible to have spin changing collisions, for example
between two atoms with angular momentum projection mF = 0, into one in mF = 1 and the other in
10
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FIG. 2: (Reproduced from Ref. [57]) Schematic description of the two-color PA spectroscopy. The laser L1 drives
the one-color PA transition. The laser L2 couples the bound state in the excited molecular potential to the one in the
ground molecular potential. The detuning of the PA laser with respect to the one-color PA resonance is set to several
MHz for the Raman spectroscopy, while is set to zero for the Autler-Townes spectroscopy
mF = −1.
As emphasized above, although the s-wave scattering length is the only parameter that fully characterizes
the collisional properties of ultra-cold gases, it is very sensitive to the ground state interatomic potential, an
thus naive ab initio calculations in general fail to determine it [54]. Consequently, we need to rely on exper-
iments for its actual determination. Among those experiments, we can mention: cross-dimensional rether-
malization measurements, time of flight images, and one and two-color photo-association spectroscopy.
Two-color photo-association (TPA) uses two laser beams to measure the binding energy of the weakly
bound states of a molecular system [55] (See Fig. 2). One, L1, which probes a transition between a pair
of colliding ground state atoms and a excited molecular bound state, and a second, L2, which probes the
bound-bound transition between the excited molecular bound state and a ground molecular bound-state
close to the dissociation threshold. If L2 is close to resonance to the bound-bound transition, it causes
the so called Autler-Townes doublet [56] and when the laser L1 is also on resonance to the free-bound
transition, the atomic loss coming from the population of the molecular excited state is suppressed due to
quantum interference (Autler-Townes spectroscopy). On the contrary, if both lasers are off-resonant and the
frequency difference matches the binding energy of the ground molecular state, the lasers drive a stimulated
Raman transition from the colliding atom pair to the molecular ground state which can be detected as an
atom loss (Raman spectroscopy).
For AEA two-color photo-association (TPA) has become the most reliable and precise way to determine
ground state scattering lengths. This is because the absence of hyperfine structure in the 0S1 state (with
no electronic orbital and spin angular momenta) gives rise to a simple isotope-independent ground state
11
Atom Species Mass (u) Nuclear Spin (I) Symmetry Group Scattering Length (nm)
171Yb 170.93 12 SU(2) −0.15(19) [171Yb], −30.6(3.2) [173Yb] [57]
173Yb 172.94 52 SU(6) 10.55(11) [
173Yb], −30.6(3.2) [171Yb] [57]
87Sr 86.91 92 SU(10) 5.09(10) [
87Sr] [58]
TABLE I: Table of fermionic alkaline-earth atom (AEA) characteristics. The data is for the AEA species that have
been so far cooled down to quantum degeneracy.
molecular potential. The number of bound states in the molecular potential, which can be cleanly extracted
from TPA can then be used as an input parameter in a semiclassical theory [54] which, together with mass
scaling, can determine the scattering length of all isotopes with unprecedented precision.
In Table I we display the measured values of the s-wave scattering lengths for various fermionic AEA
along with other relevant data, such as their mass, nuclear spins and emergent SU(N) symmetries. Note
that the scattering length can vary from large negative to large positive values. The magnitude of the s-wave
scattering length determines the feasibility of reaching quantum degeneracy for the various isotopes via
evaporative cooling methods.
B. Towards a quantum degenerate gas
1. Ytterbium
The quest of achieving a quantum degenerate gas with group-II atoms started with Yb. Yb has five
stable bosonic isotopes 168,170,172,174,176Yb and two fermionic isotopes, 171Yb with I = 1/2 and 173Yb
with I = 5/2.
The first experimental realization of a Bose Einstein Condensate (BEC) of 174Yb was reported in 2003
by the Kyoto group [59]. The lack of hyperfine structure in the ground state of bosonic AEA prevents the
use of the conventional magnetic trap for BEC production and evaporative cooling by a radio frequency
knife. Instead, all-optical trapping and cooling methods are needed. Four years later, in 2007 all-optical
formation of degenerate fermionic 173Yb gas was achieved by the Kyoto group by performing evaporative
cooling of the six-nuclear spin-state mixture in the optical dipole trap [60]. Following it, a BEC of 170Yb
[61] and 176Yb [62] were reported by the same group. The latter required sympathetic cooling of 176Yb
with 174Yb, due to the fact that 176Yb has a negative scattering length. A rapid atom loss in 176Yb atoms
seen after cooling down the gas below the transition temperature was consistent with the expected collapse
of a 176Yb condensate due to attractive interactions.
The 171Yb fermionic isotope has a very small scattering length in its ground state, as ≈ −0.15 nm,
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which prevents cooling by direct evaporation. However, in 2010 it was cooled to quantum degeneracy via
sympathetic cooling with 176Yb . This allowed to realize, in the presence of 173Yb, the first SU(2)×SU(6)
mixture in ultra-cold gases [63]. Finally, despite the low natural abundance of 168Yb, of the order of 0.13%,
a BEC of this rare atomic species was obtained by direct evaporative cooling in 2011 [64]. Thus, except
from 172Yb, which is unstable to three body losses due to its large negative scattering length, quantum
degenerate gases and/or mixtures of all the stable Yb isotopes have been produced by the Kyoto group.
Recently the creation of quantum degenerate gases of Ytterbium has been also reported by Sengstock’s
group in Hamburg [65]. The production of quantum degenerate mixtures of fermionic alkali-metal 6Li and
bosonic Yb [66, 67] and fermionic Yb [67] has also been reported.
2. Calcium
Calcium was the first AEA, truly belonging to the group-II elements of the periodic table, which was
cooled down to quantum degeneracy. In 2009 at PTB (Germany) a BEC of 40Ca was reported [68]. This was
achieved in spite of the inelastic collisions associated with its large ground state s-wave scattering length
(18nm < as < 37nm) [58], by using a large volume optical trap for initial cooling. A second Calcium
BEC was reported in 2012 by Hemmerich’s group in Hamburg [69]. So far, no fermionic isotopes of Ca
have have been cooled below the quantum degeneracy temperature.
3. Strontium
Strontium has three relatively abundant isotopes. Two of them are bosonic 86Sr and 88Sr with relative
abundance ≈ 9.9% and ≈ 82.6% respectively and one fermionic 87Sr with ≈ 7.0% and a nuclear spin
I = 9/2.
Initial efforts to reach quantum degeneracy with Sr gases failed due the unfavorable scattering properties
of the bosonic isotopes [70, 71]. While the scattering length of 88Sr is close to zero, the scattering length
of the 86Sr isotope is very large, as ≈ 40 nm, leading to large detrimental loss of atoms by three-body
recombination. The breakthrough for reaching quantum degeneracy came from the development of an
efficient loading scheme which allowed to overcome the low natural abundance of 84Sr (only≈ 0.56%) and
to take advantage of its favorable scattering length, as ≈ 6.5 nm. A BEC of 84Sr was almost simultaneously
reported by two groups, Schreck’s group (Insbruck) [72] and Killian’s group (Rice University at Texas) [73].
This achievement was followed up by the cooling to quantum degeneracy of a spin polarized gas 87Sr in
thermal contact with a BEC of 84Sr [74] and the corresponding mixture [75] by the same groups respectively.
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A BEC of 86Sr was finally created, in despite of its large scattering length, by the Innsbruck group. This
was achieved by reducing the density in a large volume optical dipole trap [76, 77]. Furthremore, a BEC of
88Sr was produced by the Rice group, which used sympathetic cooling with 87Sr [78]. Finally, the quest of
developing faster and better pure optical methods towards reaching larger and colder samples of AEA has
recently lead to the implementation of a method based on laser cooling as the only cooling mechanism [79].
C. Control of Interactions: Optical Feshbach resonances
The ability to tune interactions in ultracold alkali-metal atomic gases using magnetic Feshbach reso-
nances (MFR) has been a crucial step for the exploration of few and many-body physics in these systems
[25]. MFR, however, can not be used to tune interactions in ground state of AEA due to the lack of magnetic
electronic structure.
However, tuning interatomic interactions via Optical Feshbach resonances (OFR) is a feasible route in
AEA. In a OFR a laser tuned near a photoassociative resonance is used to couple a pair of colliding atoms
to a bound molecular level in an excited electronic level. The coupling induces a Feshbach resonance and
modifies the scattering length of the two colliding atoms. In Ref. [80] it was predicted that OFR could be
ideally implemented in AEA using a transition from the singlet ground state to a metastable triplet level.
The possibility of tuning the scattering length with significantly less induced losses was based on the long
lifetime of the excited molecular state and a relatively large overlap integral between excited molecular and
ground collisional wavefunctions.
There has been already a few experimental demonstrations of the use of OFR to modify interaction
properties in AEA, although significant atom loss has always been observed. The modification of the
photoassociation spectrum by an OFB in a thermal gas of 172Yb was reported in Ref. [81]. An OFR laser
pulse of a 1D optical lattice turned on for several microseconds was used in Ref. [82] to modulate the
mean field energy in a 174Yb BEC. In Ref. [83] an OFR in a thermal gas of 88Sr was used to modify its
thermalization and loss rates. More recently an OFR in Ref. [84] was used to control the collapse and
expansion of a 88Sr BEC by moderate modifications of the scattering length. The use of more deeply bound
excited molecular states to help the suppression of atom-light scattering and to reduce the background two-
body loss could enhance the utility of OFR in AEA and efforts in that direction are currently taking place
in various labs. One important point to highlight, nevertheless, is that the direct use of OFR to control
scattering properties can destroy the SU(N) symmetry since the ground state is directly coupled to an
excited state which does possess a hyperfine structure.
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D. Imaging and detection of nuclear spin components
An important tool for probing AEA is the ability to separately resolve the different nuclear spin com-
ponents (see Fig. 3). In group-I elements like alkali atoms hyperfine states can be resolved and imaged
by taking advantage of the well known Stern-Gerlach technique. The latter uses the spin-state dependent
force generated by a magnetic-field gradient to spatially split an expanding atom cloud in clouds of different
hyperfine levels. However, this method cannot be used for AEA in the clock states for which J = 0, due
to their small magnetic moment which entirely stems from the nuclear spin. Let us recall that the nuclear
magnetic mangeton is about three orders of magnitude smaller than the Bohr magneton and therefore the
separation of the nuclear components would require unaccessible magnetic field gradients. To overcome
this difficulty, experiments have successfully taken advantage of the called Optical Stern-Gerlach (OSG)
effect produced by circularly polarized laser beams. The basic idea is that the spin-dependent light shift
generated by circularly polarized beams mimics a fictitious magnetic field, which can be used to resolve
the nuclear manifold [85]. For the 173Yb gas [63] one OSG beam was sufficient to separate four of the
six nuclear spin states. The remaining two nuclear states could be analyzed by reversing the polarization
of the OSG beam. For a 87Sr gas, the simultaneous application of two OSG beams with opposite circular
polarization was required to resolve all the nuclear spin states [86].
An alternative and complementary tool to resolve nuclear spin components uses spectroscopic methods.
These are ideal for AEA thanks to their narrow intercombination lines. The first demonstration of this
technique was achieved using the ultra-narrow 1S0- 3P0 transition in an optical lattice clock [32] operated
with a cool (at temperature of a few µK) but not quantum degenerate 87Sr gas. The 1S0- 3P0 is only allowed
(laser light couples weakly to the clock states) because in the excited state, the hyperfine interaction leads
to a small admixture of the higher-lying P states [87]. This small admixture strongly affects the magnetic
moment, so that the nuclear g factor of the excited state significantly differs from that of the ground state (i.e
∼ 50% for strontium). The differential g factor was used to resolve all ten nuclear spins in a bias magnetic
field. The spectroscopy was performed in a deep one dimensional optical lattice designed to operate at the
so-called magic wavelength, at which the light shifts on the clock states are equal and the clock frequency
is not perturbed by them [88]. A similar procedure but using instead the 1S0- 3P1 intercombination line was
used in Ref. [86] to perform nuclear spin dependent absorption imaging.
A fundamental consequence of the SU(N) symmetry is the conservation of the total number of atoms
with nuclear spin projection mI , −I ≤ mI ≤ I . This means that an atom with large I such as 87Sr can
reproduce the dynamics of atoms with lower I if one takes an initial state with no population in the extra
levels. Ref. [86] tested this fundamental feature by measuring spin-relaxation using the nuclear-spin-state
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FIG. 3: Experimental resolution of the nuclear spin sublevels: a) Spectroscopically interrogating the 1S0- 3P0
transition in an optical lattice clock [32] operated with 87Sr gas, b) in a quantum degenerate gas of 173Yb using
Optical Stern-Gerlach (OSG) [63], c) Spectroscopically using the 1S0- 3P1 intercombination line in a cold quantum
gas of 87Sr atoms at a temperature of 0.5µK [86] and d) using Optical Stern-Gerlach (OSG) in a quantum degenerate
87Sr gas [86].
detection techniques described above. The spin-relaxation rate constant was found to be less than 5×10−15
cm3s−1.
IV. EXPERIMENTS IN OPTICAL LATTICES: REALIZATION OF A SU(6) MOTT INSULATOR
Optical lattices provide us with a new way of studying ultracold atomic gases by confining them in
periodic arrays that strongly resemble the potential experienced by electrons in crystaline solids. The optical
lattice potential is highly controllable and can be used to tune the interatomic interactions, the density, the
kinetic energy and even the dimensionality of the system by tightly confining the atoms along specific
directions (see e.g Refs. [4, 89, 90] for a review and references therein).
AEA gases trapped in optical lattices realize the SU(N) generalization of the Hubbard model [21,
63] [175]:
H = −tg
∑
〈i,j〉
[
c†αic
α
j + h.c.
]
+
Ugg
2
∑
i
ni(ni − 1), (2)
where
∑
〈i,j〉 stands for summation over nearest-neighbor lattice sites. cαi are fermionic annihilation op-
erators of g atoms in nuclear spin α at lattice site i. The lattice site index i is associated with the vector
Ri = (Rxi , Ryi , Rzi), where Rri = mria (r = x, y, z), mri being positive integers and a the lattice param-
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eter. ni = c
†
αic
α
i is the operator that measures the total fermion occupation (irrespective of the spin) at the
lattice site i. The dimensionality of the lattice, d, and the lattice spacing a are determined by the number of
counter-propagating laser beams employed to create the lattice potential and the laser wavelength respec-
tively [4, 89]. Equation (2) describes the dynamics of a dilute ultracold Fermi gas hopping between nearest
neighbour lattice sites and interacting only locally. The lattice potential is assumed deep enough that only
the lowest Bloch band is occupied by the atoms. In this regime at most N fermions can occupy the same
lattice site.
The Hubbard model is written in a form that is manifestly SU(N) invariant. It is characterized by two
energy scales, tg and Ugg, which correspond to the kinetic and interaction energy, respectively, and are
determined by the depth of the optical lattice potential [4, 63]. Ugg is proportional to as, i.e. the s-wave
scattering length between two atoms in the ground state. Experimentally, the ratio Ugg/tg can be tuned
by varying the depth of the lattice potential, which in turn is controlled by the intensity of the laser beams
generating the lattice [4].
Roughly speaking, at absolute temperatures T  tg/kB , when the kinetic energy dominates (i.e. tg 
Ugg) and away from special values of the lattice filling, n = 〈ni〉, the system is expected to be a Fermi
liquid (see section V). On the other hand, when the lattice filling, n, takes integer values n < N , and the
interaction energy dominates, i.e. Ugg  tg, the hopping of the atoms between lattice sites is strongly
suppressed. This is because, in order to be able to move around, atoms must pay an energy penalty ≈ Ugg,
which at low temperatures T  Ugg/kB is not available. Thus, the system becomes a Mott insulator, for
which atom motion is blocked by interactions. This situation is different from the so called band insulator
which happens when n = N . In this case the lowest Bloch band is completely filled and the atom motion
is blocked, even in the absence of interactions, by the Pauli exclusion principle.
The experiment reported in Ref. [63], describes the realization of the SU(6) Hubbard model by loading
an nuclear spin mixture of 173Yb atoms in their ground state (g =1 S0) in a three-dimensional cubic optical
lattice with lattice spacing a = 266 nm. The lattice was generated by d = 3 mutually orthogonal pairs
of counter-propagating laser beams. In addition to the two terms in Eq. (2), in the experiments there is
a confining potential generated by the Gaussian curvature of the lattice beams. The latter is described by
adding to Eq. (2) the term:
Vtrap =
∑
i
Vini. (3)
The trapping potential is well approximated by a harmonic trap, i.e. Vi = 12
∑
r=x,y,zmω
2
ra
2/2
(
Rri
a
)2
,
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where ωr is the trap frequency along the r = x, y, z directions ( for example ω ≈ 2pi×100 Hz in Ref. [63]).
In order to realize a Mott insulator with SU(N = 6) symmetry, the Kyoto group followed the standard
adibatic loading procedure used to create Mott insulators in alkali-metal gases [4]. Specifically, an ultracold
gas of 173Yb atoms was first loaded in a 3D dipole trap and then into a deep optical lattice by ramping
slowly the lattice depth up to a maximum final value of 13ER (ER = ~2pi2/ma2 being the recoil energy of
the atoms). The loading was checked to be adiabatic by reversing the ramp of the optical lattice and finding
that the initial and final temperatures were very close to each other. For the final trapping conditions quoted
above and the initial temperature of the gas (Ti/TF ≈ 0.2), the maximum lattice filling was below 2 atoms
per site even at the center of the trap. This condition is crucial for probing the Mott insulator phase.
To probe the SU(6) Mott phase and, in particular, to infer its temperature, the Kyoto group used lattice
modulation spectroscopy [91–94]. The latter applies a small periodic (in time) modulation to the optical
lattice depth, which heats the gas. When the system enters the Mott phase, the injected energy causes the
creation of holes and doublons, i.e. empty sites and doubly-occupied sites, respectively. The doublons
production rate (DPR) can be measured by converting the doublons into molecules via photo-association.
The molecules escape very fast from the trap and thus can be detected as atom loss. For deep lattices, the
DPR as a function of frequency exhibits a peaked distribution centered at the frequency corresponding to the
Mott gap (≈ Ugg/~ for Ugg  tg, see Fig. 4). Hence, the lattice modulation provides a direct measurement
of the Mott gap. This technique can be also used to estimate the temperature of the gas in the lattice, which
sets the system in the regime t2g/Ugg  tg < kBT < Ugg [63]. Theoretical calculations based on slave
particle methods and high-temperature series expansions [94] agreed with the experimental observations.
By comparing the temperature measurements taken for the Mott insulating phases of SU(6) and SU(2)
gases (the latter achieved by optical pumping, remember N can be controlled by initial state preparation) it
was found that the final temperature for the SU(6) gas was a factor of ∼ 2 or 3 smaller than the one they
reached for the SU(2) system (see figure 5). The initial Ti/TF values, achieved as a result of evaporative
cooling, were almost the same for both the SU(2) and SU(6) cases –not the bare temperature–.
These measurements were consistent with the theoretical expectations that systems with SU(N > 2)
symmetry, adiabatically loaded on a lattice, can be more efficiently cooled down than SU(2) systems [21,
96]. The cooling can be understood as a direct consequence of the large entropy stored in the spin degrees
of freedom in a SU(N) Mott insulator in the tg < kBT < Ugg regime. See Sec. VI for a more detailed
discussion.
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Here, we report a successful formation of the SU(N = 6)
symmetric Mott insulator state with a six-spin-component atomic
Fermi gas of 173Yb in a three-dimensional optical lattice. So far,
a mixed Mott insulator of 173Yb and bosonic 174Yb has been
reported28, but the Mott phase with a pure SU(N ) Fermi gas has
not been confirmed (see also the section entitled ‘Comparison
between SU(6) and SU(2) fermions’). From double occupancy
measurements with photoassociation spectroscopy and lattice
modulation spectroscopy, we confirm the above characteristics
of the Mott state. The precise control of the spin degrees of
freedom provided by optical pumping enables us a straightforward
comparison between the cases of SU(6) and SU(2). We find an
important difference that a lower temperature is obtained for the
SU(6) Mott insulator as the consequence of the larger entropy
carried by an isolated spin, which was discussed in refs 9,29 (see
also the section entitled ‘Comparison between SU(6) and SU(2)
fermions’). In particular, at the lowest temperature achieved, the
entropy density at the centre of the trap reaches ln(6), which
originates from spin degrees of freedom. Our experimental results
are in good agreement with a theoretical calculation based on
a high-temperature series expansion (HTSE) that is reliable in
the parameter regime of the present experiment27,29,30 and a
local density approximation (LDA) accompanied with continuum
approximation to take into account the presence of the harmonic
confinement (seeMethods). This work is an important first step and
opens the door to the new frontier of the study of strongly correlated
phases of the SU(N > 2) system.
The experimental procedure is as follows (see also Methods
for details). The sample is prepared by loading an evaporatively
cooled Fermi gas of 173Yb into optical lattices with a simple cubic
geometry. The initial temperature before loading to the lattice is
around 20% of the Fermi temperature TF. In the following sections,
we specify the initial condition in terms of the corresponding
entropy per particle s, in units of the Boltzmann constant
kB. Double occupancy is measured using the photoassociation
technique28,31. We focus on the Mott phase with unit filling,
namely one atom per lattice site, and the average density at the
trap centre is below two for all experiments presented here. In
this case, we can neglect multiple occupation ni   3 and double
occupancy is simply related to the atom loss Nloss induced by
photoassociation, asD=Nloss/N , whereN is the total atomnumber
without photoassociation.
Latticemodulation spectroscopy of SU(6) fermions
First, we present the experimental evidence of the gap of the SU(6)
Mott insulator. The gap can be directly probed by periodically
modulating the lattice depth, which induces resonant tunnelling
to the occupied lattice sites at the modulation frequency close to
the Mott gap ⇠U (ref. 1). This kind of tunnelling is detected
as an increase in double occupancy. Figure 1 shows the change
in double occupancy after lattice modulation, 1D, measured
at several lattice depths. Here we apply lattice modulation
V (⌧ )=V0+ V sin(2⇡fm⌧ )with a duration 0.4h/t , where hdenotes
Planck’s constant and fm is the frequency. Lattice modulation
induces simultaneous perturbation of t and U , and we consider
the excitation operator R = ( t/t )(tHt )+ ( U/U )(UHU ), where
tHt and UHU express the kinetic and interaction part of the
Hamiltonian H given by equation (1), respectively. As multiples
of H do not induce excitations, we can also consider a different
form of excitation operator R0 = R   ( U/U )H . This can be
regarded as the modulation of t alone, with modified amplitude
 t/t!  t/t  U/U =F (ref. 32). In our experiment, modulation
amplitudes  V are chosen to set F to be  0.30. The Hubbard
parameters t and U are calculated using the formulae given in
ref. 33. The Mott gaps are clearly observed especially at higher
lattice depths. For the lattices of V0   9ER, we find that the
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Figure 1 | Lattice modulation spectroscopy. Lattice modulation spectra
obtained for samples with N= 1.9(1)⇥ 104 and sinit= 1.9(2), a modulation
time of 0.4h/t and amplitudes of  V/V0=0.125,0.115,0.10,0.090 and
0.085 for lattice depths of 6,7,9,11 and 13 in units of ER, respectively. The
vertical dashed lines indicate the calculated values of on-site interaction
U/h for the corresponding lattice depth. The error bars denote the standard
deviation of the measurements.
observed spectrum is well fitted by a Gaussian shape and the peak
positions agree with the calculated value of U/h within 3%. Here
ER=h2/8md2 is the recoil energy of lattice laser light.
Lattice modulation spectroscopy gives information not only
on the excitation spectrum but also on the correlation between
nearest-neighbour lattice sites34. From the perturbative treatment
of the time evolution of the system under lattice modulation34–37,
we obtain the sum rule for the doublon production rate (DPR)
  (fm)= (h/t )@D/@⌧ |⌧!0Z
  (fm) dfm= 12⇡2F 2 thP (2)
where P =N 1Phi,jiPij is the system averaged correlator. We note
that, whereas   is defined at ⌧ ! 0, we need finite time (>1/fm)
to average out the oscillating behaviour of D(⌧ ) with frequency. In
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FIG. 4: Lattice modulation spectra vs. modulation frequency for increasing values of the lattice depth (measured
in units of the 173Yb recoil energy, ER). The series shows the emergence of a peak centered around the frequency
corresponding to the M tt gap.
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FIG. 5: Adiabatic loading of a SU(N) insulator. From Ref. [95]: a)Temperatures of SU(6) and SU(2) Fermi gases
in the lattice inferred from doublon production rate. The atom number is 1.9(1) × 104, the lattice depth is 11ER
(t/h = Jgg/h = 63.7 Hz and U/h = Ugg/h = 4.0 kHz). The dependence on the initial temperature in the harmonic
trap is shown. The solid and dashed lines are the corresponding theoretical curves that assume adiabatic loading
into the lattice[96], and the square boxes indicate the conditions for which the calculations in b were performed.
b) Calculated density (top) and entropy distribution (bottom) at the lowest measured temperatures for the six and
two-component cases, indicated by squares in a. The maximum spin entropy ln(N = 6, 2) is indicated by the arrows.
V. FEMI LIQUIDS AND THEIR INSTABILITIES
A. SU(N) Fermi liquid theory and Pomeranchuck Instabilities
At temperatures well below the Fermi Temperature TF , in a trap or in an optical lattice of weak to mod-
erate trap depth, a gas of AEA atoms is expected to be a Fermi liquid. The latter defines a universality class
of interacting fermion systems. As introduced by Landau [97] (see e.g Ref. [98] for a review), Fermi liquids
are characterized by the existence of a gapless Fermi surface (FS) and long-lived low-energy fermionic ele-
mentary excitations known as quasi-particles (QP). The QP states can be put in one-to-one correspondence
with the excited states of a non-interacting Fermi gas, which implies that QPs carry the same quantum
numbers as non-interacting particles in a Fermi gas.
For a uniform SU(N) symmetric AEA Fermi liquid, the above statements mean that momentum and
SU(N) (nuclear) spin are good quantum numbers, and therefore a QP distribution function in momentum
space, nα(p), can be defined. At T = 0, the ground state of an unpolarized three-dimensional gas of mean
density ρ0 = N0/V is described by a Fermi distribution QP given by nα(p) = n0(p) = θ(p− pF ), where
pF =
(
4pi2ρ0
N
)1/3
is the radius of the FS. In order to describe excitations, it is useful to generalize the QP
distribution function to a density matrix, nαβ(p), which allows us to describe excited states in which the
different orientations of the nuclear spin may be entangled. Following Landau, the grand-canonical free
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energy (at T = 0) of the excited states can be written as [21, 99]:
F = F0 +
∑
p
[0(p)− µ] δnαα(p) +
1
2V
∑
p,p′
fβδαγ(p,p
′)δnαβ(p)δn
γ
δ (p
′), (4)
where 0(p) is the bare quasi-particle energy, µ the zero-temperature chemical potential, and δnαβ(p) =
nαβ(p) − n0(p)δαβ is the deviation of the QP distribution with respect to the ground state. For p ≈ pF ,
0(p) = µ+
pF
m∗ (p− pF ), where m∗ is the QP mass and µ the zero-temperature chemical potential.
In Eq. (4) fβδαγ(p,p′) is the Landau function that describes the (forward scattering) interactions between
the QPs. As explained in the Appendix B, the Landau function can be parametrized in terms of discrete
set of Landau parameters {F ρL, FmL }, where L = 0, 1, 2, . . . in an integer. The Landau parameters can be
obtained, to lowest order in the gas parameter pFas using the Hartree-Fock approximation. This yields
F ρ0 ' 2(N − 1)pFas/pi and Fm0 ' −2pFas/pi, and vanishing values for L > 0 (hence, m∗ = m) [21].
Recently, they have also obtained to second order in pFas [100]. The higher order corrections are much
enhanced at large N. This means, in particular, that the region at which the Hartree-Fock (HF) results apply
rapidly shrinks with N because the applicability criterion for HF is NkFa < 1.
For the isotropic Fermi liquid state to be stable, the positivity of the free energy fluctuations to quadratic
order requires that F ρ,mL > −(2L + 1), otherwise the system undergoes a Pomeranchuck instability[21,
98, 99] that can result in a permanent deformation of the FS, which may or may not be accompanied by a
spontaneous breaking of the SU(N) symmetry. A notable example of Pomeranchuck instability is Stoner
instability, which corresponds to the transition from an spin unpolarized (i.e. paramagnetic) to a polarized
gas. For a system in a trap, where number of particles in each component is fixed, this transition corresponds
to the spatial segregation of the different nuclear spin components.
Within Landau Fermi liquid theory, the Stoner instability happens if Fm0 < −1. Interestingly, to lowest
order in pFas, this criterion is pFas ' pi2 , which is the same for all N [21]. Yet, the analysis based on
Fermi liquid theory of the Stoner instability can be quite misleading [21], as it predicts a continuous phase
transition for all values of N . A more careful treatment begins by noticing that the order parameter for
N > 2 is a traceless hermitian matrix M belonging to the adjoint representation N2−1 whose components
areMβα ∝
∑
k〈
[
c†α(k)cβ(k)− δαβ c†α(k)cα(k)
]
〉. Hence, the change in the Landau free energy at the Stoner
transition can be written as:
F − F0 = a2 TrM2 + a3 TrM3 + a4 TrM4 + · · · (5)
where a2 ∝ (Fm0 +1). ForN = 2, the second term in the right hand side of (5) vanishes because for a 2×2
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traceless matrix Tr M3 = 0. However, this is not so for N > 2, which implies that the Stoner transition
is a first-order (i.e. discontinuous) transition at the mean-field level [21] (for N = 2 the Stoner transition
becomes discontinuous at low temperatures due to fluctuation effects beyond mean field theory [101, 102]).
As a consequence, close to the Stoner transition the system will exhibit metastability and phase coexistence.
Furthermore, this also means that, at a quantitative level, the Pomeranchuck-Stoner criterion Fm0 > −1
does not provide a reliable estimate of the transition point [21]. Nevertheless, whilst qualitatively correct,
the above argument assumes that the order parameter, i.e. the matrix elements of M , remain small in
the neighborhood of the critical point so that keeping the lowest order terms from an expansion in M is
enough to capture the transition properties. On the other hand, a direct numerical minimization of the total
free energy which does not assume M to be small shows that this is not the case [103]. Indeed, for an
ultracold gas with SU(N > 2) symmetry, the Stoner transition appears to be strongly first order, although
the conclusion obtained from the above free energy form remain correct only at the qualitative level.
Nevertheless, the experimental values of the gas parameter in a trap (e.g. pFas ' 0.13 for 173Yb) are far
from the critical value corresponding to the Stoner transition. Furthermore, as explained in section III C, the
enhancement of the scattering length by optical means (i.e. optical Feshbach resonances), breaks SU(N)
symmetry and introduces large atom losses, which may complicate the applicability of the results discussed
above. Yet, it may still be possible to observe a transition to a polarized (i.e. spatially segregated) state in a
not too deep optical lattice, as has been recently suggested by Monte-Carlo simulations for two-component
mixtures [104]. Or near half-filling in deep optical lattice, as suggested by a Gutzwiller approximation to
the SU(3) Hubbard model [105] and a recent generalization of Nagaoka’s theorem for the SU(N) Hubbard
model [106].
However, although the instabilities discussed above may not be accessible in the current experimental
conditions, the experimental measurement of the Landau parameters is still interesting open problem, and
should provide a further confirmation that the SU(N) symmetry survives many-body effects. Indeed, the
lowest L Landau parameters can be obtained from the measurement of the equation of state as it was done
recently for the two-component Fermi gas [107, 108] and from the measurement of the number fluctuations
〈(Nα − 〈Nα〉)2〉 of the different spin components [100].
B. BCS Instability and Superfluidity
Besides the Pomeranchuck instabilities, the Fermi liquid state is notoriously unstable against the forma-
tion of Cooper pairs, which is known as the BCS (after Bardeen-Cooper-Schrieffer) instability [109]. Such
an instability cannot be described within the framework of Landau Fermi liquid theory because it involves
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a scattering channel between Landau QPs that is neglected in Landau’s theory [99, 109]. However, its
importance cannot be understated since, for arbitrarily weak interactions, the Fermi liquid state is always
unstable against Cooper-pair formation [110] at sufficiently low temperatures (whether such temperatures
can be experimentally reached is a separate issue). The angular momentum of the Cooper pairs as well as
the transition temperature depend on the details of the QP interaction, with attractive interactions typically
leading to paring in the s-wave channel, and repulsive interactions requiring higher angular momentum
channels [110].
Indeed, multi-component systems exhibit a richer phase diagram of paired states [27, 29, 34–36, 111,
112] than two component systems [3, 4]. Below we focus on the case of attractive interactions and s-
wave pairing. For repulsive interactions, paring in channels other than s-wave is also possible at very low-
temperatures [99, 110], which are currently beyond the experimental reach. Furthermore, d-wave paring is
also possible below half-filling (i.e. when the number of fermions per site . 1/2) for repulsive interactions
although a weak coupling analysis [28] shows that the critical temperature rapidly decreases with N .
In order to understand the rich pairing possibilities of multi-component Fermi gases, let us recall that the
s-wave order parameter of a paired state in a uniform gas is ∆αβ ∝∑k〈cα(k)cβ(−k)〉. When represented
by anN×N matrix, it corresponds to an skew-symmetric matrix ∆T = −∆, where T means transposition.
It follows that det ∆ = (−)Ndet ∆T = (−)Ndet ∆. Thus, for odd N the determinant vanishes, which
implies that there is at least one zero eigenvalue. The corresponding null eigenvector vα (∆αβvβ = 0)
determines which component of the mixture remains unpaired, i.e. cunp(k) = vαcα(k). This component
remains in a Fermi liquid state, wheras the orthogonal components may be paired or not depending on
energetic considerations [111]. In general, we can rely on Youla’s decomposition [113, 114] and write
∆ = U∆˜UT , where U is a unitary matrix and ∆˜ is a skew-symmetric matrix for which only the entries
∆˜12 = ∆˜34 . . . = ∆˜k,k+1 with k ≤ N are non-zero while the rest vanishes. Physically, this means that it is
always possible to find a basis in which component 1 pairs with 2, 3 pairs with 4, etcetera, and the system
can be described in terms of k ≤ N Cooper-pair condensates. Such pairing states were termed diagonal
pairing states by Cherng and coworkers [111]. For example for N = 3, two components pair whereas
a third one remains unpaired. In the weak coupling limit, i.e. for |pFas|  1, the critical temperature
has takes an exponential form similar to the formula obtained in the two-component mixture case: Tc =
8F e
γ−2
pi e
− pi
2pF |as| [27, 29, 36], where F =
~2p2F
2m is the Fermi energy, and γ ' 0.5772 Euler’s constant. For
the entire BEC to BCS crossover, Tc has been recently obtained by Ozawa and Baym [36], following the
method of Nozie´res and Schmitt-Rink [115] to account for the paring fluctuations. In the BEC limit where
pFas → 0+ they obtained Tc/TF → 0.137 [36].
Nevertheless, we must emphasize that the existence of k ≤ N Cooper pair condensates does not rely
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upon the SU(N) symmetry and entirely follows from ∆ being a skew symmetric tensor [111, 112]. On
the other hand, SU(N) symmetry is important and leads to a set of Ward-Takahashi identities that are
only satisfied by diagonal pairing states and not by combinations of them [111]. Moreover, the SU(N)
symmetry plays a crucial role in determining the number and dispersion of the Nambu-Goldstone (NG)
collective modes (akin to the Anderson-Bogoliubov mode in the two-component BCS system). This is
illustrated using the SU(3) case in Appendix C, where it is shown that the number of NG modes is not equal
to the number of broken-symmetry generators and that for N odd there are quadratically dispersion NG
modes for N odd.
The existence of quadratic gapless modes and in particular a gapless unpaired component for N odd
may appear to have important consequences for the superfluidity of the system, according to the Landau
criterion [116]. This is because the unpaired component and the quadratically dispersing NG modes will
cause dissipation when a macroscopic object moves through the fluid. However, Modawi and Leggett [27]
have argued for the irrelevance of this criterion when applied to such paired states. As pointed out by these
authors, the superfluid fraction at zero temperature for these systems remains finite in spite of the presence
of the unpaired component.
It is also worth discussing the effects of population imbalance. Indeed, this is another aspect for which
the behavior of the N > 2 systems noticeably deviates from the N = 2 case [34, 36, 111]. The reason
can be understood using the following group-theoretic argument. As pointed out in the previous section,
the magnetization can be represented by a hermitian traceless matrix, M . As to the pairing function, it
is a complex rank-2 tensor, which can be presented by a matrix ∆. Thus, it is possible to construct a
scalar invariant that couples pairing and magnetization as follows Tr∆†∆M = −∆αβ∆∗βγMγα (recall that
∆†αβ = (∆
βα)∗ = −(∆αβ)∗, see Appendix A). Thus, the Ginzburg-Landau free energy reads [36, 111]:
F − F0 = a2 TrM2 + b2 Tr ∆†∆ + c3 Tr ∆†∆M + a3 TrM3 · · · (6)
where b2 ∝ (T − Tc), Tc being the critical temperature of the paired state. Hence, for T < Tc, unless we
are dealing with a pairing state such that ∆†∆ ∝ 1, the pairing will lead to a finite magnetization (i.e. phase
segregation in a trapped system) [36, 111]. Note that this is always the case for N = 2 as ∆ is a 2 × 2
skew-symmetric matrix, i.e. ∆αβ = ∆0 αβ (12 = −21 = 1) and therefore ∆†∆ = |∆0|2 1. However,
this condition is not generally met for N > 2 and in particular, never when N is odd. The additional term
in the free-energy coupling paring and magnetization is also responsible for turning the transitions between
different diagonal paired states into first-order transitions [111]. Generic phase diagrams for N = 3, 4 have
been obtained by Cherng, Refael, and Demler in Ref. [111]. For N = 3, the phase diagram in entire BEC
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to BCS crossover has been computed by Ozawa and Baym [36].
Finally, we should mention that attractive interactions in systems withN > 2 can yield phases involving
more complicated bound states like trions, which would correspond to the Baryons of QCD. This possibility
has been studied for three-species gases loaded in an optical lattice [35, 117].
In closing, we remark that the observation of the paired and trionic phases described above relies on the
possibility of controlling the sign of the atomic interactions. Whereas this certainly is possible for both alkali
atoms, using magnetic Feshbach resonances [3, 4], and AEA, using optical resonances (see section III C),
both methods break the emergent unitary symmetry of the gas. Thus, how much of what has been described
in this section remains valid depends on the magnitude of interaction anisotropies, which set the temperature
scale above which the SU(N) symmetry remains a good approximation [111].
VI. ALKALINE-EARTH ATOMS IN OPTICAL LATTICES
A. Cooling on the lattice
Although Mott insulating behavior has been experimentally demonstrated [63] (see Sec. IV), it is of
great importance for the quantum simulation program to be able to cool down the optical lattice system to
a regime where kBT < t2gg/Ugg. This necessary for observing effects of magnetic exchange. Currently the
achieved temperature in experiments is still in the range t2gg/Ugg < kBT < Ugg. Although, this is similar to
the issues encountered when studying the SU(2) Hubbard model with cold alkali gases, recent investigations
suggest that the large spin degeneracy present in SU(N ) systems can help to reach colder temperatures in
fermionic AEA. In particular, Ref.[96] studied the finite-temperature Mott-insulator to Fermi gas crossover,
in the regime where kBT > tg by performing a high-temperature series expansion, together with a local
density approximation assumption to deal with the external harmonic potential. It was thus shown that the
final temperatures, achievable by the standard experimental protocol of adiabatically ramping up the lattice
from a weakly interacting gas in a trap, can yield substantially colder Mott insulators. For example, for
fixed particle numbers and fixed initial temperatures, relevant to current experiments, it was shown that
increasing N from 2 to 10 can lead to Mott insulators more than a factor of five colder. Furthermore, if the
initial entropy, instead of the temperature, is what is held fixed, the adiabatic procedure can lead to even
better cooling for all N . The latter case seems to be experimentally relevant because the Pauli blocking
effect on evaporative cooling depends on entropy, Si ∝ Ti/TF , with TF the Fermi temperature, rather than
the bare temperature [63] .
The cooling can be understood as a direct consequence of the rapidly increasing entropy in a SU(N)
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Mott insulator in the tg < kBT < Ugg regime. For the n = 1 case, the entropy per particle grows as
Sf ∝ lnN , since each of the N flavors is equally likely to occupy a site. For the experimentally relevant
range of N ≤ 10, the logarithm grows faster than the entropy of a quantum degenerate non-interacting gas
in a 3D trap which scales for fixed initial temperature as, Si ∝ N1/3.
The possibility of reaching colder temperatures in the regime tg < kBT < Ugg by storing entropy in the
nuclear spin degrees of freedom is encouraging. However, the real motivation is the exploration of exotic
SU(N) magnetism, which requires temperatures colder than t2g/Ugg < tg for Ugg  tg. Whether or not
large N can help us to reach this regime is a crucial, but at the same time challenging question. Recently,
in Refs. [118, 119], Quantum Monte-Carlo methods supported by analytic [120] and DMRG (Density
matrix renormalization group methods) calculations [121], showed that after adiabatically loading a weakly
interacting gas into an array of one-dimensional chains, the final temperature decreases with increasing
N even in the regime kBT < t2g/Ugg. According to those calculations, for current initial conditions,
such adiabatic loading procedure can allow us to reach temperature scales at which interesting magnetic
physics happens, for example the onset of Luttinger liquid behavior and ground-state algebraic magnetic
correlations [121, 122]. The cooling is a consequence of the rapid growth of the entropy with N , in the
one-dimensional SU(N) Heisenberg model (See Sec.VI C). At low T the entropy scales as Sf ∝ N(N−1)
[120], even faster than its corresponding entropy in the high−T limit, where it scales as Sf ∝ lnN , as
discussed above. The quadratic grow can be derived from the exact solution [123] and the fact that there are
N − 1 branches of elementary excitations all with the same velocity v ∝ 2pi/N at small momentum. The
quadratic growth of Sf with N brings the temperature of the system down with increasing N and into the
region where ground-state-like correlations start to develop. This was shown in Ref. [118] by computing
the relevant spin-spin correlations at finite T and comparing them to the ones expected for the ground-
state from DMRG calculations [121]. Refs. [118, 119] also showed that starting from currently achievable
temperatures, after adiabatic loading the gas, signatures of short range magnetic ordering could be seeing in
the spin structure factor for N ≥ 4. These calculations suggest that it should be possible to explore features
of SU(N) quantum magnetism already in ongoing experiments with AEA.
B. The SU(N) Hubbard model at weak to intermediate coupling
The SU(N > 3) Hubbard model is expected to exhibit a phase diagram richer than its SU(2) symmetric
counter-part. In the weak to intermediate coupling limit, this phase diagram has been expored by Hon-
erkamp and Hofstetter [28] for both the attractive and repulsive cases, and by the same authors [29] as well
as Rapp et al. [35] for U < 0. Since work on the attractive case has been already reviewed in section V B,
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FIG. 6: Cartoon of (a) the staggered flux (SF) and (b) the flavor density-wave (FDW) phases of the SU(3) Hubbard
model. The FDW phase can be regarded as a generalization of the Nee´l order for N > 2. The SF phase does not
break SU(N) symmetry but breaks time-reversal invariance.
in this section we focus on the repulsive Hubbard model (Ugg > 0).
Besides the Fermi liquid phase that should be stable for Ugg/tg . 1 and lattice fillings well away from
incommensurability, the SU(N) Hubbard model with repulsive interactions can display various types of
ordered phases. Some of those phases break the lattice translation symmetry and may or may not break
the SU(N) symmetry at the same time. In this respect, they are different from the the phases discussed in
section V, whose order parameters have no spatial dependence (for a uniform system) because these phases
do not spontaneously break translational invariance.
Perhaps the most spectacular example of the above type of phenomena is a phase that breaks lattice
translation symmetry without breaking SU(N), known as the staggered flux (SF) phase ( Fig. 6a). This
phase was obtained as a mean-field solution of the Hubbard model shortly after the latter gained relevance
as the minimal model for the high-Tc cuprate superconductors [44, 45]. It has been postulated as candidate
to explain the anomalous pseudo-gap phase of these materials [124]. The mean-field solution obtained by
Marston and Affleck [44, 45] is the exact ground state of the SU(N) Hubbard model for a 2D half-filled lat-
tice (filling fraction n = 〈ni〉 = N/2) in theN → +∞ limit [44, 45]. Therefore, it is expected [21, 28] that
it can be realized using ultracold gases as values of N can be as large as 10 using 87Sr (Table I). However,
as pointed out by Honerkamp and Hofstetter [28], at values of N . 6, a functional renormalization-group
analysis (see also [105], for a recent variational study) shows that another phase, known as a flavor density
wave (FDW) phase (Fig. 6 a) is favored over the SF phase. Like the SF phase, the FDW phase also breaks
lattice translational symmetry. However, unlike the SF phase, it also breaks SU(N) symmetry. According
to Ref. [28], 173Yb is on the borderline for the stabilization of the SF phase, whereas 87Sr is probably a
better candidate. It also worth mentioning that the SF phase is characterized by an Ising order parameter
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which is the direction of the angular momentum associated with the fermion current in each plaquette of the
2D square lattice. Thus, in 2D, the long-range SF order is stable at finite temperatures, which may facilitate
its observation using ultracold atoms.
However, one major challenge for the observation of these phases is, not only their relatively low order-
ing temperatures (compared to tg), but the requirement of a lattice fillings at or near the half-filled lattice
(i.e. n = 〈ni〉 ' N/2). For large N this requires a relatively tightly confinement trapping potential so
that large n plateaux can form at the center of the trap [21]. However, under such circumstances, it is not
clear how stable such the lattice system would be against inelastic losses. For instance, using 173Yb, a half-
filled insulating plateau containing N/2 = 3 atoms per site can be reached at the center of the trap [21].
However, the existence of such plateau makes the system very susceptible to three-body recombination and
the unwanted heating effects associated with it. A precise experimental determination of the lifetime of a
high-filling optical lattice for common AEA is in order. Furthermore, on the theory side, not much is known
about how such phases, and in particular the SF phase can be detected in the optical lattice setup.
FIG. 7: Phase diagram of the SU(N) Heisenberg model in two dimensions on the square lattice with N = mk, taken
from Ref.[125]. m is the number of fermions per site, and k is the number of sites needed to form a singlet. Regions
where there is substantial evidence for a given ground state, or where the ground state is known, are shaded. The
Abelian chiral spin liquid (ACSL) and valence cluster state (VCS) regions on the right are established by large-N
analysis; the boundary between these regions in large N is shown by a dashed line. For k = 2,m = 1, the Neel state
is the well-known ground state. There is also evidence for magnetic order at k = 3,m = 1 [126] and k = 4,m = 1
[127]. Valence-bond solid (VBS) order was found for k = 2 and m = 3, 4 [128]. The dashed-dotted line separates
the range of parameters beyond the reach of current experiments (above and to the right of the line) and the range
within the reach of the experiments (below and to the left of the line). The experimentally relevant part of the phase
diagram with the greatest potential for novel ground states, in particular, the Abelian chiral spin liquid, is indicated
with a question mark.
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C. Strong coupling limit: The SU(N) Heisenberg model
As we have discussed already in section IV, when AEA in their ground electronic state are loaded into a
deep optical lattice they provide us with an accurate realization of the SU(N) Hubbard model (see Eq. 2). In
the limit of large Ugg/tg and for integer filling fractions the system becomes a Mott insulator. In this regime
the motion of the particles only takes place virtually, since adding or removing a particle at a giving lattice
site costs energy, and the Hamiltonian reduces to an effective spin Hamiltonian. Assuming a translational
invariant system for simplicity (setting V = 0), the effective model obtained by second order degenerate
perturbation theory is the SU(N) Heisenberg model [22]
H =
2t2g
Ugg
∑
〈i,j〉
Sβα(i)S
α
β (j), (7)
where the spin operators Sβα(i) = c
†
α,ic
β
i which satisfy the SU(N) algebra [S
β
α(i), Sδγ(j)] = δij(δβγS
δ
α −
δαδS
γ
β) (see Appendix A).
Like the Hubbard model reviewed above, the SU(N) Heisenberg model can also display a rich phase
diagram. The phases depend on N , the filling fraction n = 〈ni〉, dimensionality and lattice geometry. The
parameter k ≡ N/n, chosen to be an integer greater than unity, plays a key role in the analysis of the phase
diagram: k is the minimum number of sites needed to form a SU(N) singlet. The one dimensional chain
with n = 1 admits an exact solution for all N [123] and its phase diagram is well understood. Nevertheless,
the phase diagram of the 2D model is complex and remains unknown to a great extent. The phase diagram
predicted in Refs. [37, 125] for a square lattice is shown in Fig. 7. There m labels the filling fraction (i.e
m = n). The dashed-dotted line separates the range of parameters beyond the reach of current experiments
(above and to the right of the line) and the range within the reach of the experiments (below and to the left
of the line covering the region N ≤ 10 and n ≤ 5 ). The predictions for the quantum phases, based on
a large-N expansion and thus valid in the limit N  1 for k finite, have been shaded, as well as regions
where the ground state is known.
The known regions correspond to the well established N = 2 and n = 1 or k = 2 case, where anti-
ferromagnetic long range order is favored, and the ground state is the so called Neel state. The generic
case k = 2 shares with SU(2) the crucial property that two adjacent spins can form an SU(N) singlet,
and has been studied extensively as a large-N generalization of SU(2) magnetism [44–46, 129]. Those
studies found that under very general conditions in the large-N limit, the ground state is non-magnetic and
spontaneously breaks lattice symmetries. It is formed by two-site singlets and referred to as a valence-bond
solid (VBS). Quantum Monte Carlo simulations done for N = 3, 4 have confirmed that the ground state
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remains a VBS even at finite N . Numerical studies of the cases N = 3, 4 but n = 1 (or k = 3, 4) in a
square lattice [126, 127] on the contrary provide strong evidence of magnetically ordered ground states.
The large-N expansion predicts two different ground states depending on k: a valence cluster state
(VCS) formed by tiling the lattice with multisite singlet clusters for k < 5 and an Abelian chiral spin liquid
(ACSL), which is a spin-system analog of a Fractional Quantum Hall state [38, 39, 130], for k ≥ 5. A VCS
is non-magnetic and breaks lattice symmetries. The ACSL spontaneously breaks parity and time-reversal
symmetry, supports excitations with fractional quantum numbers and statistics, and has gapless chiral edge
states that carry spin.
Although we have focused our analysis of the phase diagram of the SU(N)-Heisenberg model on a
square lattice, which is the simplest to generate in experiments, it is important to mention that it is ex-
pected to be even richer in more generic lattice geometries. For example numerical investigations of the
SU(3)-Heisenberg model in a triangular lattice predict a perfectly ordered three-sublattice state [131]. On
a honeycomb lattice, the SU(3) case has been shown to have a dimerized,magnetically ordered state [132–
134], and it has been also predicted that the SU(6) case becomes a ACSL using a large 1/N expansion
[135, 136]. Whether or not the ACSL remains the ground state in the experimentally relevant part of the
phase diagram, k = N and n = 1 is not unknown and needs to be validated by experiments.
VII. OTHER EXOTICA: PHYSICS BEYOND THE SU(N) HEISENBERG MODEL
In this section we present an overview of some of the recently proposed exciting physics that near term
AEA experiments could explore. Most of those proposals take advantage of the long life time of the 3P0
state, in addition to the SU(N) symmetry in the nuclear spin levels.
A. Orbital magnetism
The possibility to independently manipulate the 1S0 and 3P0 states by laser light and therefore to con-
struct identical or different optical lattices for the two states [137] allows for the simulation of two-orbital-
SU(N) Hamiltonians which rely on the interplay of charge, spin and orbital degrees of freedom. The
electronic clock states play the role of the orbital degree of freedom and the corresponding nuclear spins
provide the spin degree of freedom. The investigation of orbital physics using alkali-metal atoms has of
course also been considered. For example, a natural way to add orbital degrees of freedom is to encode
the spin in their internal hyperfine degrees of freedom, and the orbital degree of freedom in different lattice
bands. However, one important limitation of this approach is that the occupation of excited lattice bands is,
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at best, metastable [4]. Spin mixtures in alkali atoms in which the orbital degree of freedom is encoded in
different type of atoms has been thought as an alternative to explore orbital physics without the necessity of
populating higher bands. In this case one can easily impose an optical lattice which acts differently on the
two species of atoms owing to their different optical properties. However, in this case atom distinguishabil-
ity only gives rise to pure density-density interactions without direct spin interconversion. The emulation
of orbital physics by using the lowest band orbitals of independent optical lattice felt by the 1S0 and 3P0
states does not have any of the metastability issues of higher bands, and allows also for nuclear spin flip
processes. Collisional relaxation of the electronic excite states must however be considered [138, 139]. A
possible way to deal with it is to work in the regime where there is only one 3P0 atom per lattice site.
The implementation of the two-band SU(N) Hubbard model with alkaline earth atoms opens untapped
opportunities [22, 140, 141], including the implementation of a SU(N) generalization of the SU(2)-Kondo
lattice model (one of the canonical models used to study strongly correlated electron systems, such as man-
ganese oxide perovskites [142] and rare-earth and actinide compounds classed as heavy-fermion materials
[143]) and a SU(N) generalization of the N=2 Kugel–Khomskii Hamiltonian (used to model the spinorbital
interactions in transition-metal oxides with the perovskite structure [144]). Just recently it was also pointed
out that a SU(N)-Mott insulator with one ground state atoms and one excited state atoms on each site of
a square lattice is likely to realize a non-Abelian Chiral spin liquid with a quantum statistics sufficient for
universal quantum computations [125, 145]. Note that other non-Abelian states such as the fractional quan-
tum Hall state at the filling fraction 5/2 [146, 147] or a variety of setups involving Majorana fermions [148]
are not rich enough to support universal quantum computation [149]. Recent numerical studies of the phase
diagram of the SU(4) Kugel–Khomskii model in a honeycomb lattice predict a quantum spin-orbital liquid
ground state[136].
B. Artificial Gauge fields
Atoms are neutral particles and thus they do not experience Lorentz forces in the presence of electro-
magnetic fields. Recently, it has been demonstrated that when a neutral atom is illuminated with properly
designed laser fields, its center-of-mass motion can mimic the dynamics of a charged particle. This is the
basis of the so called artificial (synthetic) Gauge fields for atoms [150]. Although there has been important
advances in implementing those ideas in alkali atoms by coupling their internal or motional states with
laser light [151–156] spontaneous emission of the excited levels always imposes limitations. AEA have
been pointed out to be ideal for synthetic gauge field implementation [157] thanks to the long lifetime of
the excited state, its reduced spontaneous emission rate and the possibility of generating anti-magic lattice
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potentials for the clock states –the clock states feel exactly the same lattice but with an opposite sign–. The
latter has been shown also to facilitate the implementation the so-called optical flux lattices [158, 159]. In
addition the large number of decoupled nuclear spin degrees of freedom could facilitate the implementa-
tion of SU(N) non-Abelian gauge fields and spin-orbit Hamiltonians exhibiting rich quantum dynamics and
connections to high energy physics [160, 161]. For the use of AEA for artificial gauge field implementation
however, collisional relaxation of the electronic excite states could impose important limitations and must
be considered [138, 139].
VIII. ATOM-LIGHT HYBRID SYSTEMS AND MANY-BODY PHYSICS IN OPTICAL CLOCKS
Recent advances in modern precision laser spectroscopy, with record levels of stability and residual laser
drift less than mHz/s [11–13, 162] are crucial developments that are allowing us to deal with AEA clocks
operated at a very different conditions than those ones dealt with just few years ago. The level of energy
resolution achievable in current atomic clocks is now providing the required capability to systematically
spectrally resolve the complex excitation spectrum of an interacting many-body system. This was certainly
not the case in prior clock experiments where interaction effects were subdominant. Optical atomic clocks
operating with AEA are thus becoming a new laboratory for the exploration of non-equilibrium many-body
phenomena with capabilities not foreseen before[139, 163–169].
Moreover the combination of this new regime of ultrastable atomic dipoles with optical cavities, is pre-
dicted to become a pathway for realization of exotic states of matter and light. The idea here is to make the
leap to using light to mediate interactions between atoms, impose coherence, and/or directly drive dynamics
through strong coupling to matter [170, 171]. The long-lived dipoles will allow coherent interaction of many
atoms with a single optical cavity mode over an extraordinarily long time, generating strong correlations.
Experiments performed using Raman transitions in alkali vapors to mimic the ultrastable alkaline-earth
dipoles, which have observed superradiant behavior maintained with less than one photon in the cavity,
provide first principle demonstration of this outstanding capability[172].
IX. SUMMARY AND OUTLOOK
Much has been achieved since the first time alkaline-earth atom gases were brought to quantum de-
generacy. The creation of Bose-Einstein condensates rapidly led to the production of quantum degenerate
Fermi gases. The latter, as we have discussed above, exhibit an emergent SU(N) symmetry, which makes
of these gases rather unique many-body systems. Since this fact was pointed out, the field has evolved
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rapidly leading to the creation of a SU(6) Mott insulator [63] and, very recently, to the realization of ar-
rays of one-dimensional and quantum degenerate ultracold 173 Yb gases [20]. These experiments have also
demonstrated that, thanks to the large entropy that can be stored in the nuclear spin degree of freedom of
the AEA gases, there is much room for improvement in the quest for cooling down AEA to lower and lower
temperatures (entropies) using conventional methods such as sympathetic cooling and adiabatically loading
into the lattice.
We point out nevertheless that, regardless all the great progress, what has been experimentally demon-
strated so far [20, 63] is just fairly interesting physics related to the “charge” degrees of freedom. The real
challenge associated with the observation of quantum magnetism and many of the other exotic phases that
have been described in previous sections still needs to be overcome. Those phases should become stable to
thermal fluctuations well below the hopping temperature scale ∼ tg/kB , and typically at kBT  t2g/Ugg
for the Hubbard model of section IV. As we have emphasized above, we expect that the large spectral de-
generacies introduced by the enlarged SU(N) symmetry will bring about new phenomena which have no
counterpart in the two-component systems. Some hints of these differences have already shown up in the
experiments [20, 63], but there is more to come if we can find a way to remove the entropy from the nuclear
degree of freedom. This is a challenge that will require new ideas, perhaps different from those applicable
ultracold gases of alkali atoms.
As we have seen, turning other parameters like the interactions in AEA also requires using different
methods like optical Feshbach resonances. Unfortunately, the latter generally spoils the emergent SU(N)
symmetry that makes these gases so special. New ideas are also required in this regard. And if an efficient
and versatile way is found to tune the interactions while respecting the SU(N) symmetry, this will open
the door to the exploration of superfluidity and ferromagnetism in these systems. The landscape associated
with phases, as we have described in sectionV will be rather rich, exhibiting interesting excitations and
topological defects as well as discontinuous phase transitions between them. Those can lead to spectacular
phase segregation patterns (i.e. domains) in a trap. On a different but complementary direction, although
the potential use of the exquisite precision of optical lattice clocks to probe AEA manybody physics has
started, there is still lots of room for improvement.
But in spite of the limitations of the present, it is important to emphasize that seeds for a bright future
of the field have been already planted. We strongly believe that there is much more to come, and hopefully
many serendipitous discoveries are waiting for us. Some of such discoveries may come in the form of new
phases of matter, which do not fit into the relatively narrow framework that we have outlined in this article.
Or they may come by exploring non-equilibrium phenomena with AEA gases. Indeed, this is a field that,
compared to what has been already achieved using alkali gases, remains largely unexplored at the time of
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writing this article. And as it happens for equilibrium phenomena, we have a new parameter to play with,
namely N (or 1/N , depending on the point of view). In conclusion, we hope that this review will become
the starting point for many of the bold minds wanting to explore these fascinating new systems.
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Appendix A: Brief Digest of SU(N) Group Theory
In this Appendix we briefly review the most important facts about the special unitary group SU(N). We
begin by defining it. To this end, let us first introduce a N -dimensional linear space of complex vectors
denoted as ψT = (ψ1, . . . , ψN ), where T means transpose, and the components ψα (α = 1, . . . , N ) are
complex numbers. In this linear space, we define the scalar product between two vectors ψ and χ as
〈ψ|χ〉 = ∑α(ψα)∗χα. In order to lighten the notation, we introduce the dual of the vector ψ defined
by ψα = (ψα)∗. This allows to write 〈ψ|χ〉 = ψαχα, where repeated upper and lower indices are to be
summed over, unless stated otherwise. Finally, the norm of |ψ〉 can be defined as√〈ψ|ψ〉 = √ψαψα. Let
next us consider the linear transformation
ψ˜α = Uαβ ψ
β. (A1)
Hence, the dual ψ˜α = (ψ˜α)∗ = (ψβ)∗(U
β
α )∗ = ψβ(U †)
β
α, where have employed that (U †)αβ = (U
β
α )∗,
where U † is the hermitian conjugate of the matrix U .
We are now ready to define the SU(N) group as the set of linear transformations that preserve the norm
of vectors. Mathematically, 〈ψ˜|ψ˜〉 = 〈ψ|ψ〉. Hence, using (A1) leads to:
〈ψ˜|ψ˜〉 = ψα(U †)αβUβγ ψγ = ψαψα = 〈ψ|ψ〉 (A2)
which, for arbitrary ψ, is only possible provided (U †)αβU
β
γ = δαγ , that is, in matrix notation:
U †U = UU † = 1, (A3)
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where 1 is the unit matrix. Hence, U−1 = U †, or, in other words, U is a unitary matrix. Furthermore,
it also follows that det
[
U †U
]
= det 1 = 1, which implies that |det(U)|2 = 1. If U belongs to SU(N),
then det(U) = α1···αNU
α1
1 · · ·UαNN = 1, which generalizes to α1···αNUα1β1 · · ·U
αN
βN
= β1···βN . The
vector and its dual define the two fundamental irreducible representations of SU(N), which are denoted
as N and N¯ , respectively. We can consider tensors with upper and lower indices which transform as
products of these two fundamental representations. For instance, ϕαβ belongs to the N ×N tensor which
transforms as ψαχβ . The tensor ϕαβ belongs to N ⊗ N¯ representation transforming as ψαχβ . It is worth
noting that the transformation properties of the tensors respect the permutation symmetries of their indices.
Thus, for ϕ(αβ) = ϕαβ = ϕβα (ϕ[αβ] = ϕαβ = −ϕβα) a(n) (anti-)symmetric tensor, the transformed
tensor ϕ˜αβ = Uαγ U
β
δ ϕ
γδ is also (anti-)symmetric. Hence, since the tensor ϕαβ = ϕ[αβ] + ϕ(αβ), where
(. . .) stands for symmetrization of the indices and [. . .] for symmetrization, we have that the representation
N⊗N is reduced toN(N−1)/2⊕N(N+1)/2. Furthermore, an SU(N) transformation respects the trace
of a tensor (the latter being understood as the result of contracting an upper and a lower index). Hence, for
instance, ϕαβ =
1
Nϕ
α
αδ
α
β +
(
ϕαβ − 1Nϕαα
)
, that is, N ⊗ N¯ = 1⊕N2 − 1.
Finally, let us consider the linear transformations in the neighborhood of the unit element of the group
(i.e. 1). For N = 2, SU(2) ' O(3), the rotation group, and for this group it is known that any finite
rotation can be obtained as the product of an infinite set of infinitesimal rotations. The latter differ from
unity 1 by an infinitesimal amount, i.e. U = 1 + iT , where   1 is a real parameter and T is a matrix
whose properties we determine in what follows. From (A3) it follows that U †U = (1− iT †)(1 + iT ) =
1− i(T † − T ) +O(2) = 1, that is,
T † = T. (A4)
Moreover, the unit determinant condition requires that 1 = det U = det (1 + iT ) =
tr exp [ln(1 + iT )] = 1 + i trT , where we have employed the identity detA = tr exp [ln A]. Therefore,
tr T = 0, thus, the N × N matrices T are hermitian (see (A4)) and traceless. When expressed in terms
of the matrix components, (A4) reads (T βα )∗ = Tαβ . In other words, the diagonal elements of T are real,
and the N(N − 1)/2 upper and lower diagonal are the complex conjugate to each other. Hence, it follows
that T depends only on 2 × N(N − 1)/2 + N = N2 real parameters. The traceless condition imposes
a further constraint, which yields N2 − 1 for the number of independent T matrices, which are denoted
as T a, with a = 1, . . . , N2 − 1. Thus, a general infinitesimal SU(N) transformation can be written as
U = 1 + i
∑
a aT
a, where a  1 are N2 − 1 real numbers. For N = 2, there are 22 − 1 = 3 matrices
proportional to the Pauli matrices T a = 12σ
a, a = x, y, z. The latter satisfy the angular momentum algebra
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[
T a, T b
]
= iabc T
c, where abc is the fully anti-symmetric Levi-Civita symbol. This is an example of a Lie
algebra. For SU(N > 2), the Lie algebra is characterized by a set of structure constants fabc different from
abc :
[
T a, T b
]
= ifabc T
c, (A5)
The N2 − 1, N × N traceless hermitian matrices, T a, are the generators of the Lie algebra. Further-
more, they also provide a basis for the linear space of N × N traceless hermitian matrices. Among
them, we can distinguish N − 1 that are diagonal (like T 3 = σz/2 for SU(2)), which form a set known
as the Cartan basis. A representation for Cartan basis matrices is T3 = 12diag(1,−1, 0, . . . , 0), T8 =
1√
12
diag(1, 1,−2, 0, . . . , 0), . . . , T r2−1 = 1√
2(2r−1)(1, 1, 1, . . . ,−r, . . . , 0), for r = 2, . . . , N . The other
matrices are chosen hermitian and non-diagonal and contain a single non-vanishing element equal to either
1/
√
2 or i/
√
2. This basis is conveniently normalized so that Tr T aT b = 12δ
ab. Another convenient basis
for U(3) = U(1) × SU(3) is provided by the projection operators Xαβ = |α〉〈β|, where a, b = 1, . . . , N .
In this basis, the Lie algebra takes a very simple form:
[
Xαβ , X
γ
δ
]
= δβγX
α
δ − δαδXγβ . (A6)
Furthermore, n = Xαα commutes with all the generators X
α
β , and corresponds to the generator of the U(1)
subgroup in U(3) = U(1) × SU(3). Note that the non-diagonal generators (α 6= β) are not hermitian,
whereas the diagonal ones are not traceless. However, this basis has the advantage that it can be readily
represented in second quantization: Let cα transforms according to the N irrep, and c
†
α transform according
to N¯ , then Xαβ = c
†
βc
α, provided n = c†αcα = 1.
Appendix B: Fermi Liquid Parameters
We can exploit the SU(N) symmetry and write the Landau QP occupation and the Landau function as
follows [21]:
δnαβ(p) =
1
N
δρc(p)δ
α
β +
N2−1∑
a=1
ma(p) (T
a)αβ , (B1)
fβδαγ(p,p
′) = fρ(p,p′)δαβ δ
γ
β + 2f
m(p,p′)
N2−1∑
a=1
(T a)αβ (T
a)γδ , (B2)
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where we have exploited the fact that δnαβ(p) is a N × N (hermitian) density matrix which can be split
into a trace [δρc(p) = δnαα(p)], which describes fluctuations in the total QP number, and a traceless part.
The latter can be conveniently expanded in terms of the generators of the SU(N) algebra (see Appendix A)
and describes the nuclear spin fluctuations. In group theoretic language, δnαβ(p) is a rank−2 tensor in the
(reducible) N ⊗ N¯ = 1 ⊕ N2 − 1 representation (see Appendix A for definitions). Likewise, the fourth
rank tensor of Landau functions belongs to the (reducible) representation N ⊗ N¯ ⊗N ⊗ N¯ = 1⊕ 1 + non-
scalar representations, and therefore it can be parametrized in terms of two scalar functions as in Eq. (B2).
Because the QP are only well-defined excitations in the neighborhood of the FS (otherwise the strongly
scatter each other), for |p| = |p′| ≈ pF , rotational invariance requires that the Landau functions depend
only on cos θ = p · p′/p2F . Thus, it is conventional [98] to express the Landau functions fρ(cos θ) and
fm(cos θ) in terms the dimensionless Landau parameters F ρ,mL :
fρ(cos θ) =
[
N ×N0(µ)]−1 +∞∑
L=0
F ρ,mL PL(cos θ), (B3)
fm(cos θ) =
[
N0(µ)
]−1 +∞∑
L=0
FmL PL(cos θ), (B4)
where N0(µ) = pFm∗/(pi2~2) is the QP density of states per spin at the Fermi level and PL(cos θ) are the
Legendre polynomials of order L.
Appendix C: Nambu-Goldstone modes of SU(N) superfluids
To illustrate this point, let us consider the SU(N = 3) case [29, 34, 112]. The order parameter is a rank-
2 tensor that transforms according to the 3¯ irreducible representation of SU(3) (recall that 3 ⊗ 3 = 3¯ ⊕ 6,
where 3¯ is the anti-symmetric representation, see Appendix A). This is made apparent by introducing the
(complex) spinor Φ whose components are Φα = αβγ∆βγ , where αβγ is the fully anti-symmetric Levi-
Civita symbol. Applying Youla’s decomposition, we can use a Gauge for which ∆12 = φ0 6= 0 and the
other components are zero, which means that we can always choose Φ = (0, 0, φ0). Consequently, the little
group that is, the symmetry group that leaves the order parameter invariant is SU(2)× U(1), where SU(2)
acts upon the first two components of Φ whereas the U(1) group acts on the phase of the third (non-zero)
component. Thus, the little group contains 3 + 1 = 4 generators, meaning in U(3) = U(1)×SU(3) (9
generators) there are 9− 4 = 5 broken-symmetry generators [29]. However, in non-relativistic systems, the
number of NG modes is not equal to the number of broken symmetry generators (see e.g. Ref. [173] and
references therein). Qualitatively, this can be understood by writing down an effective Lagrangian for the
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order parameter spinor field Φ(r). Besides the U(3) symmetry, the latter is constrained by space rotation
invariance, which leads to
L = iΦ†(r, t)∂tΦ(r, t)− K1
2
∇Φ†(r, t) · ∇Φ†(r, t)− V (Φ†Φ) + · · · (C1)
where K1 is a constant, the potential V (Φ†Φ) has a minimum for Φ†Φ = φ20, e.g. V =
λ
2
(
Φ†Φ− φ20
)2
(we take φ0 real without loss of generality), and the dots stand for higher order gradient terms. Note that
in a relativistic (i.e. Lorentz-invariant) or in a particle-hole symmetric theory, the first term in the right-
hand side of Eq. (C1) would be forbidden and should be replaced by ∼ ∂tΦ†∂tΦ. For such theories,
the number of NG modes equals the number of broken symmetry generators [173]. However, in the non-
relativistic case, as we shall see next, this term is responsible for a dramatic change in the number and long-
wave length dispersion of the NG modes. If we parameterize the small fluctuations about the minimum
as Φ(r, t) =
(
φ1(r, t), φ2(r, t), [φ0 + δρ3(r, t)] e
iθ(r,t)
)
, it can be seen that the linearized equations of
motion for θ(r, t) and φ1,2(r, t) imply that the phase (θ) NG mode has linear dispersion, i.e ω ∝ q for
q → 0. However, the φ1,2 NG modes disperse quadratically, i.e. ω ∝ q2 as q → 0. Furthermore, the
number of NG modes is three, which is different from the number of Broken symmetry generators (= 5)
because, upon quantization, the fields φ∗1, φ∗2 and φ1, φ2 cannot be treated as independent degrees of freedom
as they correspond to the creation and annihilation of the same eigenmode.[34, 112]. Another lesson from
this example is that quadratic modes correspond to fluctuations in the paring function of the two paired
components with unpaired one, i.e. Φ1 = ∆23 and Φ2 = ∆13. This is because, in the linearized equations
that follow from (C1), φ1, φ2 are not coupled to each other and to φ3. However, δφ3 = φ3 − φ0 ∼ δρ3 eiθ,
and δφ∗3 ∼ δρ3e−iθ are coupled, which leads to the linear dispersion for θ. This observation also generalizes
to larger odd values of N = 5, 7, . . ., implying that for N = 5 there are four quadratic NG modes, etc. The
quadratic coupling of the NG modes involving the unpaired component can also be explained using Gauge
invariance arguments [112]. For even values of N , the NG modes disperse linearly at small q [112].
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