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Abstract—The optimisation of classifier performance in pat-
tern recognition and medical prognosis tasks is a complex and
poorly understood problem. Classifier performance is greatly
affected by the choice of artificial neural network architecture and
starting weights and biases - yet there exists very little guidance
in the literature as to how to choose these parameters. Recently
evolutionary artificial neural networks have been proposed to
mitigate some of these problems; however, whilst evolutionary
methods are extremely effective in finding global optima, they
are notoriously computationally expensive (often requiring tens
of thousands of function evaluations to arrive at a solution).
This paper proposes a novel hybrid adaptive approach to
the optimisation of artificial neural network parameters where
the global search capabilities of differential evolution and the
efficiency of local search heuristics (such as resilient back-
propagation for artificial neural network training) are com-
bined. A state-of-the-art adaptive differential evolution algorithm,
JADE, has been chosen as the basis for this hybrid algorithm
due to its proven effectiveness in optimising high dimensional
problems. The performance of this hybrid adaptive differential
evolution algorithm is then demonstrated in the design of a clas-
sifier for mortality risk prediction in a critical care environment,
where the optimised classifier is shown to outperform the current
state-of-the-art in risk prediction.
I. INTRODUCTION
The performance of artificial neural networks (ANNs) in
classification tasks is influenced to a great degree by the choice
of network architecture and starting weights. However, there
exists little guidance in the literature in how to choose these
parameters. Although numerous gradient descent based local
search methods (such as back-propagation of errors) exist for
tuning the weights and biases within an ANN, the success of
these methods depends on the choice of starting parameters as
these local search techniques are prone to premature conver-
gence to local optima [8].
In the last few years there has been increasing interest
in the use of soft computing global optimisation techniques
such as evolutionary algorithms (EAs) to provide a solution to
the problem of parameter choice in artificial neural network
design [33]. EAs are an effective choice for this kind of
optimisation problem as they are capable of dealing with large,
non-differentiable, and multi-modal search spaces. However,
one drawback to the use of evolutionary algorithms is that
they typically require a large number of function evaluations
to arrive at a solution. This can be a significant issue with
computationally expensive objective functions such as those
involving the evaluation of classifier performance.
The purpose of this paper is to introduce a novel hybrid
adaptive differential evolution based approach to optimising
artificial neural network parameters. This novel algorithm will
then be applied to the design of a classifier for a real-world
mortality prediction problem. Results of this classifier will
then be compared to the current state-of-the-art models for
risk prediction in critical care environments in terms of both
the discrimination of the classifier and the overall classification
accuracy achieved.
The paper is organised as follows: section II will provide a
brief introduction to artificial neural networks and evolutionary
algorithms, and then section III will introduce the novel design
of a hybrid adaptive differential evolution based approach
for the meta-heuristic optimisation of artificial neural network
parameters. Section IV will outline the mortality risk predic-
tion problem considered in this paper and how the proposed
evolutionary approach to artificial neural network optimisation
performs against currently used risk prediction models in a
critical care environment. Finally, section V will present some
conclusions and outline some ideas for further work.
II. BACKGROUND
A. Evolutionary algorithms
Evolutionary algorithms (EAs) are an optimisation tech-
nique utilising some of the mechanisms of natural selection
[7]. They are an iterative, population based method of global
optimisation capable of both exploring the solution space of the
problem and exploiting previous generations of solutions. The
exploitation of the previous generation of solutions is primarily
performed by a selection operator that gives preference to
those solutions which have performed well when creating the
next generation of solutions to be evaluated. Mutation and
recombination allow the optimisation algorithm to explore
the solution space, and help to ensure the robustness of the
algorithm by preventing the algorithm from getting stuck in
local optima.
EAs evaluate candidate solutions based on pay-off in-
formation from the objective function, rather than derivative
information or auxiliary knowledge. This ensures that they
are applicable to many different problem domains, including
those where conventional optimisation techniques (such as hill-
climbing) may fail. As evolutionary algorithms maintain a
population of candidate solutions, each generation contains
more information about the shape of the fitness landscape
than would be available to conventional, non-population based
methods such as hill-climbing [20]. This helps to ensure that
EAs are robust in the presence of noise. However, one of
the drawbacks of the population based nature of evolutionary
algorithms is that the optimisation process frequently requires
many function evaluations.
In the last two decades the differential evolution algorithm
[26] has emerged as one of the most popular and powerful
real-valued optimisation algorithms [4], consistently achieving
highly in benchmark competitions such as those run as part of
the Congress on Evolutionary Computation (CEC). One of the
key strengths of differential evolution is the difference vector
based mutation strategies that aim to guide the formation of
child solutions towards promising areas of the search space
[35], [26]. Several of these mutation strategies have been
proposed by various authors [35], [6], [18] with elitist mutation
mechanisms shown to improve convergence speed (but at the
risk of converging prematurely to non-global optima due to
the reduced population diversity).
B. Artificial neural networks
Artificial neural networks are a type of machine learn-
ing algorithm consisting of interconnected processing units
inspired by the operation of biological neurons in the brain
and central nervous system [17], [29]. As with biological
neurons, the processing units in an ANN “learn” by adjusting
the connections between each other in response to differences
between expected and observed behaviour. This self-adaptive
nature means that ANNs are capable of detecting complex
relationships between variables without the need for prior
knowledge [36].
In contrast to traditional classification techniques such as
linear regression and discriminant analysis, ANNs provide a
“model-free” approach capable of adapting to highly complex
and non-linear underlying statistical models of the system [39].
This makes them particularly useful in applications such as
decision support for medical diagnosis [12] where difficulties
in model building associated with conventional classifiers such
as linear regression, k-nearest neighbour, and decision tree
algorithms can hamper the design of robust classifiers [5].
One of the key drawbacks in the use of ANN models is
the difficulty both in choosing an appropriate network structure
for the classifier and in refining the weights and biases for the
interconnected artificial neurons within the network. Both of
these factors have been shown to exert a significant influence
on the overall performance of a classifier [9]. Often the weights
and biases of the interconnected neurons within an ANN
are tuned using gradient descent based back-propagation of
error methods or those based on the Levenberg-Marquardt
algorithm - however, these can be susceptible to convergence
to local optima. Some authors have proposed strategies for
dynamically growing [1] or pruning [27] the topology of an
artificial neural network as part of the training process, but
these add significant complexity to the training process and
are predominantly gradient descent based so suffer from the
same problems with premature convergence to local optima as
the tuning of weights and biases.
Over the last two decades there has been increasing interest
in evolutionary artificial neural networks (EANNs) that are
capable of overcoming some of these problems by perform-
ing either parametric or structural learning [38]. Parametric
EANNs focus on using evolutionary methods to optimise the
weights and biases within a network [31], whilst EANNs
for structural learning focus on evolving the ANN topology
(i.e. the number and size of the hidden layers within the
network) [13]. More recently there has been significant work in
the development of EANN algorithms capable of performing
both parametric and structural learning of an ANN [33], with
promising results in their application to function approximation
problems.
C. Hybrid optimisation and memetic computing
In many real-world optimisation problems, the evaluation
of candidate solutions is computationally expensive. This ham-
pers the application of population based global search methods,
such as evolutionary algorithms and differential evolution,
which frequently require large numbers of function evalua-
tions to arrive at a solution (a typical evolutionary algorithm
might run for 10,000 - 30,000 function evaluations). For non-
trivial real-world problems this process can be prohibitively
computationally expensive.
Several approaches to mitigating this issue have been pro-
posed, from exploiting the inherent parallelism in population
based global optimisation algorithms using distributed high
performance computing resources [32] to hybrid and memetic
algorithms [22]. These hybrid and memetic algorithms focus
on exploiting all available knowledge about a problem under
consideration [21] by blending population based search meth-
ods and local search algorithms. This blend of both global
and local search has been shown to significantly accelerate the
discovery of good solutions in the search landscape [24].
III. A HYBRID DIFFERENTIAL EVOLUTION BASED
APPROACH TO THE OPTIMISATION OF ARTIFICIAL NEURAL
NETWORKS
A. JADE: an adaptive differential evolution algorithm with
external archive
Differential evolution (DE) is a form of evolutionary al-
gorithm that has been shown to be effective for many real-
world optimisation problems [34], [35], [26]; however, like all
evolutionary algorithms, its performance is heavily dependent
on the selection of control parameters [6]. Whilst some gen-
eral guidelines exist for choosing these parameters [6], [19],
the optimal parameter settings are highly dependent on the
problem under consideration. To overcome this limitation, a
state-of-the-art adaptive differential evolution algorithm, JADE
[40], has been proposed. The JADE algorithm adapts the
crossover probability, CR, and the mutation factor, F, according
to equations 1 and 2 respectively.
CRi = randni(µcr, 0.1) (1)
Fi = randci(µf , 0.1) (2)
where µcr and µf are updated at the end of every generation
using equations 3 and 4. Note that in equation 2, randci is a
random number generated using a Cauchy distribution.
µcr = (1− c) ∗ µcr + c ∗meanA(Scr) (3)
µf = (1− c) ∗ µf + c ∗meanL(Sf ) (4)
In these equations, c is a positive constant between 0 and 1
which determines the adaptation rate of µcr and µf , meanA
is the arithmetic mean, meanL is the Lehmer mean, and Scr
and Sf are the set of all successful crossover and mutation
factors in the previous generation.
The values of CR and F are then used in conjunction
with a greedy mutation strategy, called DE/current-to-pbest/1
(shown in equation 5) and the standard DE crossover operator
(shown in equation 6). To avoid problems with premature
convergence that often occur with greedy mutation strategies
in differential evolution, the diversity of the population is in-
creased by maintaining an external archive of recently explored
inferior solutions and this is used in the variation process.
vi,g = xi,g + Fi(x
p
best,g − xi,g) + Fi(xr1,g − x˜r2,g) (5)
where x˜r2,g is a randomly selected individual from the com-
bination of the archived solutions and the current generation
of candidate solutions.
ui,j,g =
{
vi,j,g, if rand(0, 1) ≤ CRi or j = jrand
xi,j,g, otherwise
(6)
where rand(0, 1) is a uniformly random number between 0
and 1 (independently generated for each gene in the child
solution), and jrand is a randomly generated integer generated
once for each child solution that ensures at least one mutated
gene makes it in to the child solution.
The JADE algorithm with external archive has been shown
to perform well across a range of benchmark problems and
shown particular promise in high dimensional optimisation
problems [40]. On the selection of thirteen 100-dimension
benchmark problems used in [40] the JADE algorithm with
external archive significantly outperformed other algorithms
(including JADE without external archive) in eleven of the
test problems and performed comparably in the other two.
This state-of-the-art adaptive differential evolution algo-
rithm has been augmented with back-propagation to form
the hybrid approach outlined in section III-B. Several authors
[25], [23] have shown that incorporating local search methods
significantly improves the rate of convergence of evolutionary
optimisation methods - a factor that is increasingly important
when evaluating complex and computationally expensive ob-
jective functions such as classifier performance.
B. A hybrid differential evolution optimisation approach
The hybrid adaptive differential evolution approach out-
lined in this paper incorporates the resilient back-propagation
learning heuristic [28] within the JADE optimisation algorithm
to perform local search on the ANN parameters found by the
global optimisation algorithm. This hybrid approach works by
generating a set of candidate solutions (i.e. potential ANN
parameters) using the global optimiser and then using these
to build an artificial neural network. This ANN is then trained
on a subset of the data using resilient back-propagation, and
the trained weights and biases used to replace the original
ones in the candidate chromosome. This chromosome is then
copied back into the global population and used in mutation
and crossover in the global JADE algorithm. This local search
and evaluation procedure is shown in pseudo-code in algorithm
1.
Algorithm 1 Pseudo code of the local search heuristic
1: procedure EVALUATION AND LOCAL SEARCH(pop)
2: for i = 1, NP do
3: (archi, wbi) = decode chromosome(popi)
4: neti = neural network(archi, wbi)
5: train rprop(neti)
6: fitnessi = evaluate(neti)
7: wb optimali = get wb(neti)
8: popi = encode chromosome(wb optimali)
9: end for
10: end procedure
The metric used in the fitness evaluation of each candidate
solution can vary depending on how the performance of the
classifier is to be measured. The classifier design in section IV
of this paper is evaluated in terms of the area under the receiver
operator characteristic curve - a measure that is commonly
used in medical classification as it captures the discrimination
performance of a classifier (i.e. how effectively a classifier
can determine one class from another). However, the overall
classification accuracy or misclassification rate could just as
easily be used.
Figure 1 illustrates how this local search heuristic is incor-
porated into the JADE algorithm. Initially a random population
is created and evaluated (using algorithm 1). The crossover
rate, CR, and mutation factor, F, are then generated according
to equation 3 and 4 and the JADE greedy mutation operator
and DE crossover operator are applied to create the child pop-
ulation. This child population is then evaluated and optimised
(using algorithm 1) before the best performing individuals are
selected to form the next generation and the inferior solutions
added to the archive. The information about which crossover
and mutation rates produced successful solutions is then used
to adapt the distribution parameters used in generating CR and
F for the next generation.
IV. MORTALITY PREDICTION IN ADULT CRITICAL CARE
ADMISSIONS
A. Problem description
Over the last three decades, there has been significant work
carried out in developing risk prediction models for patients
admitted to critical care units [15], [14], [16]. The most recent
of these is the Intensive Care National Audit and Research
Centre (ICNARC) model developed in 2007 [11] which uses
data from 231,900 admissions to 163 critical care units across
the UK to develop and validate a UK based model outper-
forming previous approaches such as the APACHE-II score
[11]. This section aims to show that by using the proposed
hybrid adaptive differential evolution approach to artificial
neural network classifier design it is possible to develop a
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Fig. 1. Illustration of the hybrid differential evolution approach to ANN
optimisation
classifier that can significantly outperform the current-state-
of-the-art in risk prediction for critical care environments.
B. Data collection and preparation
This research was conducted using the ICNARC data
collected at North Middlesex University Hospital over the
period from January 1st 2012 until April 30th 2014. The
original dataset consisted of 1,074 patient records, of which
432 records were excluded because of missing data.
The data used in this study consisted of 11 physiological
variables obtained during the first 24 hours of admission to
the ICU (shown in Table I). This included 10 of the 12
physiological variables used in the ICNARC model, but with
the FiO2 and PaO2 levels separated out and applied as separate
inputs to the classifier (following a similar approach to that
used by Wong and Young [37]).
As well as these physiological variables, some additional
patient information was also collected and used in the classi-
fication process. This consisted of:
• patient’s age at admission to the ICU
TABLE I. PHYSIOLOGICAL VARIABLES USED AS CLASSIFIER INPUTS
1 Maximum heart rate
2 Lowest systolic blood pressure
3 Highest temperature
4 Lowest non ventilated respiratory rate
5 Lowest PaO2
6 FiO2 (at the time of the lowest PaO2 level)
7 Highest serum urea
8 Highest serum sodium
9 Urine output
10 Lowest white blood cell count
11 Lowest Glasgow Coma Score
• whether the patient had CPR within the 24 hours prior
to ICU admission
• whether the patient was intubated during the first 24
hours
• the source of admission (e.g. the A&E department
within the same hospital)
The input data was preprocessed in two stages. Firstly the
categorical variables (whether the patient received CPR prior
to admission, whether the patient was intubated during the
first 24 hours of admission, and the source of admission) were
converted into numerical representations suitable for use in
the ANN. Secondly, the other continuous variables (i.e. the 11
physiological variables and the patient’s age on admission to
the ICU) were standardised by subtracting the mean of the each
variable and dividing by the standard deviation. Many authors
[2], [30] have shown that standardising the input variables to a
neural network significantly improves the performance of the
training process by improving the numerical condition of the
optimisation problem.
The key outcome considered in this study was the mortality
status on discharge from hospital as this is the same outcome
used in the ICNARC risk prediction model and the APACHE-
II score [14], [11].
The performance of the optimised ANN classification
model was analysed and compared to the ICNARC model
using both Receiver-Operator Characteristic (ROC) curves and
classification tables. ROC curves were used to analyse the
trade-off between sensitivity and specificity of both models
across different classification thresholds. The area under the
ROC curve was then used to characterise the overall discrim-
ination of the considered classification models (with a higher
value for the area under the ROC curve indicating the classifier
is better at distinguishing between the two different classes).
In many medical diagnosis problems the discrimination of
a classifier (measured by the AUC of the ROC curve) is
considered of more interest than the overall classification
accuracy [10] as it provides a better measure of classifier
robustness and is less affected by unbalanced datasets. In
medical diagnosis problems datasets are often unbalanced
since, when dealing with minority outcomes such as mortality
prediction or instances of disease, there are frequently many
more healthy / normal patients than abnormal ones.
Classification tables were then used to analyse the trade-
off between the true positive rate (the proportion of patients
in the sample who are correctly predicted to die) and the false
positive rate (the proportion of patients who are predicted
to die but survive) at 10% decision criterion intervals (from
0-100%). The overall classification accuracy (again at 10%
decision intervals for 0-100%) was also used to analyse the
performance of both models.
C. Encoding the problem
In order to use the proposed hybrid adaptive differential
evolution algorithm to optimise the topology and weights
of the ANN classifier for mortality prediction in a critical
care environment, the ANN structure and parameters must be
encoded into a real-valued chromosome, which can then be
optimised using differential evolution and then decoded for
evaluation. Figure 2 illustrates the chromosome structure used
to store the encoding of an ANN with 2 output neurons, a
maximum of 2 hidden layers, and 15 input neurons.
For the ANN used in this network, each candidate solution
contains 784 variables, with the first 2 defining the number and
size of the hidden layers, the following 300 variables defining
the weights for the input layer, 400 for the first hidden layer,
and 40 for the third and final hidden layer.
Regardless of the topology of the candidate solution ANN
(which in this case is defined by the first two genes of the
encoded chromosome) the maximum number of weights and
biases will be stored with each chromosome. However, not all
these weights and biases will necessarily be used to create the
candidate ANN (as the candidate ANN might have fewer than
the maximum hidden layers) and may lay dormant until the
first two genes indicate that they are needed. This introduces
the interesting feature of atavism1.
At each function evaluation, a chromosome is decoded
from its encoded state (as described in Figure 2) and used
to instantiate an ANN. This ANN is then trained using the
local search operator (resilient back-propagation) and used to
classify the training data. Following the local search procedure,
the trained weights are copied back into the population (in
place of the originals) for use in variation. The result of the
classification is then used as the fitness function when deciding
which individuals to select for the next generation.
The hybrid adaptive differential evolution algorithm was
run using the parameters shown in Table II. Unlike conven-
tional differential evolution, there is a minimal number of
parameters to set in the JADE algorithm due to its adaptive
nature. Those parameters that are needed (c, which sets the
adaptation rate of µcr and µf , and p, which controls how
greedy the mutation strategy is) are problem insensitive. [40]
has shown that parameters in the ranges of c ∈ [0.05, 0.2] and
p ∈ [0.05, 0.2] are particularly effective.
TABLE II. OPTIMISER PARAMETERS
Maximum function evaluations 50,000
Population size 100
c 0.1
p 0.05
Initial µcr 0.5
Initial µf 0.5
D. Results and discussion
A comparison between the ROC curves for both the IC-
NARC model and the artificial neural network classification
1Atavism is a tendency for evolutionary traits to lie dormant but remain
intact.
model is presented in Figure 3 with point wise confidence
intervals shown for each 5% false positive rate threshold. The
resulting area under the curve (AUC) metrics for the ROC
curves of both the ICNARC model and the optimised artificial
neural network model (found using 10 fold cross validation of
the classifier) were 0.8080 and 0.9320 respectively, showing
that the optimised artificial neural network model presented
in this paper shows significantly better discrimination on
the North Middlesex University Hospital ICNARC data set.
Using Analysis of Variance (ANOVA) techniques to test the
significance of the Area under the ROC curve results from 10-
fold cross-validation (as recommended by Bradley [3]) gives
us a p-value of 0.0001, indicating that the optimised ANN
classification approach significantly outperforms the existing
ICNARC model in term of the AUC metric.
Table III shows true positive rate and false positive rate for
both classification models at 10% decision criteria between
0 and 100%. It can be seen that the optimised ANN model
significantly outperforms the ICNARC model in terms of false
positive rate at all decision criteria. The ANN model also
performs better with respect to the true positive rate at decision
criteria from 40% upwards. Whilst the ICNARC model has a
better true positive rate at decision criteria below 40%, this
comes at the cost of significantly higher false positive rates.
TABLE III. TRUE POSITIVE AND FALSE POSITIVE RATES FOR BOTH
THE ICNARC MODEL AND THE OPTIMISED ANN MODEL AT 10%
DECISION CRITERIA
True positive rate (%) False positive rate (%)
Decision
criterion (%)
ICNARC ANN ICNARC ANN
10 100.0 89.2 94.0 19.2
20 96.2 82.9 68.5 10.7
30 85.6 78.4 43.0 6.9
40 62.5 72.1 20.6 4.3
50 44.2 65.8 8.0 3.0
60 29.8 58.6 4.4 1.9
70 17.3 52.3 2.4 1.3
80 9.6 46.9 0.6 0.7
90 4.8 38.7 0.2 0.1
Table IV shows the total classification accuracy of both
models, again at 10% decision criteria between 0 and 100%.
This shows that the optimised ANN model outperforms the
ICNARC model in terms of classification accuracy at all
decision criteria and, by using decision criteria between 30%
and 80%, the ANN model is capable of achieving an overall
classification accuracy of over 90%.
TABLE IV. OVERALL CLASSIFICATION ACCURACY FOR BOTH THE
ICNARC MODEL AND THE OPTIMISED ANN MODEL AT 10% DECISION
CRITERIA
Total correct classification rate (%)
Decision
criterion (%)
ICNARC ANN
10 23.6 82.2
20 43.6 88.2
30 62.3 90.5
40 76.2 91.6
50 83.1 91.6
60 83.2 91.3
70 82.5 90.7
80 82.5 90.2
90 82.0 89.3
Figure 4 shows a performance comparison between the
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JADE algorithm with no local search and the hybrid JADE
algorithm proposed in this paper. Both algorithms were applied
to the classifier design problem discussed in this section and it
can be seen that the hybrid JADE algorithm not only exhibits
much faster initial convergence, but also achieves significantly
better classifier performance after 200 generations.
V. CONCLUSIONS AND FURTHER WORK
In this paper, a novel hybrid adaptive differential evolution
algorithm has been introduced that combines the resilient
back-propagation local search heuristic and an adaptive dif-
ferential evolution algorithm, JADE. This algorithm is capable
of efficiently optimising artificial neural network parameters
by utilising global search methods to avoid getting stuck in
local optima, whilst still leveraging the efficiencies of gradient
descent based back-propagation.
The hybrid JADE algorithm proposed in this paper has
been applied to the design of a classifier for the real-world
problem of predicting mortality rates in critical care admissions
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Fig. 4. Performance comparison of the JADE algorithm and hybrid JADE
algorithm applied to the design of an ANN classifier for mortality prediction
to North Middlesex University Hospital. Results presented
in this paper have shown that the predictive capacity of the
classifier designed using the hybrid JADE algorithm signif-
icantly outperforms the current state-of-the-art in mortality
risk prediction for critical care environments. In particular, the
classifier designed using the hybrid JADE algorithm exhibits
robust classification accuracy across a wide range of decision
criteria - with overall classification accuracy of greater than
90% at decision criteria between 30 and 80%.
Further work is planned on extending this work to larger
datasets gathered across multiple hospital sites. The results
currently show that designing and training a classifier on the
North Middlesex University Hospital critical care admissions
dataset using the hybrid JADE algorithm can outperform the
benchmark ICNARC model currently used by the NHS for
auditing critical care units in the UK. However, the ICNARC
model has been developed using a national database of critical
care admissions, so it is possible that the geographical diversity
of the data used in developing the ICNARC model makes it
more generally applicable for critical care admissions across
the UK.
More further work is also planned on evaluating the pro-
posed hybrid JADE algorithm on a wider variety of machine
learning benchmark datasets (such as the Cleveland Heart Dis-
ease dataset, Pima Indians Diabetes dataset, and the Wisconsin
Breast Cancer dataset).
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