Results are reported on the task of recognizing handwritten digits without any advanced pre-processing. The result are obtained using a RAM-based neural network, making use of small receptive elds. Furthermore, a technique that introduces negative w eights into the RAM net is reported. The results obtained on the task of recognizing handwritten digits is comparable with the best performances reported in the literature.
Introduction
Dierent architectures for o-line recognizing of handwritten digits (and characters) have been proposed in the past. 1{4 This includes traditional pattern recognition schemes as well as schemes based on neural networks. The range of applications is wide and includes postal code reading, automatic data entry, and reading devices for the blind. The important features when developing the architectures are accuracy, exibility, and speed.
In order to obtain high recognition performance, it is often benecial to include some intelligent preprocessing before the data are fed to a neural net. On the other hand, it can be dicult to design feature extractors that do not miss important features. It is often so that feature extraction schemes make i t easy to recognize 80{90% of the examples, but at the same time, discard information so that it becomes almost impossible to classify the last percentages correctly. However, if the raw data representation is kept together with the extracted features, the original information is of course still available. In this case the input dimension increases, which might also cause problems.
Even though it can be dicult to nd suitable pre-processors, there is often no alternative a s t h e n umber of training examples needed without preprocessing is often too large. In the case of recognizing handwritten digits, it is however easy to get access to training examples. We h a v e therefore tried to investigate what can actually be accomplished with a neural net when no essential pre-processing is being performed.
A neural network architecture where the training time scales linearly with the number of training examples is the so-called RAM nets. This kind of architecture does not belong to the most widely used types. However, a comparison between RAM nets and other classication architectures (including neural nets) was recently performed for several classication problems. 5 From the obtained results it was concluded that the underlying principle of RAM nets was a powerful method.
Below w e report on the results obtained on the task of recognizing handwritten digits using a RAM architecture. We h a v e extended the traditional RAM architecture to include inhibition. This new feature increases the recognition performance signicantly. The results obtained clearly justies RAM net as an alternative to the more popular neural network architectures.
Section 2 describes the RAM-based architecture and illustrates how it can be considered as a constrained feed-forward net. This section also describes how these nets are trained. In Sec. 3 we introduce inhibitory weights into the architecture. Section 4 addresses the task of recognizing handwritten numerals using RAM nets with and without inhibitory weights. The NIST database 6 was used to provide both the training and the test examples.
RAM Neural Nets
RAM-based neural nets belong to the memory-based architectures. These architectures have some appealing features such as one shot learning and fast recall times. 7{9 A RAM-based neural net can be considered as consisting of a range of Look Up Tables (LUTs) that store the weights of the architecture. Each LUT samples a number of data from the input space. The rows of the tables correspond to dierent object classes whereas the columns correspond to dierent patterns of the sampled input data. In the traditional scheme, only the values 0 or 1 are used as weight v alues. A value of 1 corresponds to a specic feature being present in the training set for a specic class. The output from a specic LUT corresponds to the contents of the column addressed by the given input. The output vectors from all LUTs are added, and subsequently a winner-take-all decision is made to perform the classication of the input example as illustrated in Fig. 1 .
The above description can also be put into a mathematical description as in Ref. 5 . Let N LU T s be the total number of LUTs in the system, and let S c describe the set of training examples in class C. Furthermore, let x denote an example used for training and let y denote an example outside the training set. A given example will address a specic column of each LUT. Let the column in the ith LUT being addressed by an example y be denoted a i (y). The class assignment given to the example y is then (z) = 0 if z < 1 : The RAM net architecture can also be viewed as a constrained feed-forward architecture. This is illustrated in Fig. 2 . Every LUT column with non-zero weights correspond to a neuron in the hidden layer. As only one column per LUT can be addressed at a given time, the number of active neurons in the hidden layer is limited to the number of LUTs.
The simple one pass learning scheme is as follows (initially all weights are set to zero): Present a training example to the network Calculate the column addresses for all LUTs S e t a v alue of 1 in the rows of the addressed columns that correspond to the true class
Repeat for remaining training examples
When training a RAM-based net it is important to select a proper number of input connections for each LUT. The generalization capabilities of the network is directly related to the number of input bits for each LUT. If a LUT samples all input bits, it will act as a pure memory device and no generalization will be provided. As the number of sampled input bits are reduced, the generalization is increased at an expense of a decreasing number of unambiguous decisions. When the number of training examples increases, it generally becomes more dicult to nd features of low dimension that can distinguish between training examples of dierent classes. Accordingly the number of input connections per LUT will in general have to increase with the number of input examples.
In order to nd the appropriate number of input connections we make use of a leave-one-out crossvalidation test 10 (the idea of a cross-validating procedure is to test whether each of the training patterns can be learned by the net from the remaining examples of the same class). A system containing 50 LUTs or so is trained with an increasing number of input connections per LUT. For every trained system, a cross-validation test is performed. In this way a curve showing the performance as a function of the number of input samples per LUT is obtained. The minimum on the resulting cross-validation error curve is normally rather at, allowing the number of input connections to vary within this range (see Fig. 3 ).
The determination of the number of input connections to use corresponds to evaluating the appropriate number of hidden neurons in a conventional feed-forward architecture. This stems from the fact that the number of LUT columns increases with the number of inputs, so that the number of columns with non-zero values (equivalent to hidden neurons) increases too. However, due to the ease with which a cross-validation test can be performed with the LUT architecture (see below), the task of estimating the necessary amount of neurons in the hidden layer is much simpler to accomplish for a RAM net than for conventional neural nets. 11 For fair comparison, it should however be noted that the RAM net architecture described here is not suited for function approximation but only for classication tasks. In the traditional scheme the input connections for the dierent LUTs are chosen at random. 5;7;8 The performance of the system generally increases with the number of LUTs but for a given size the performance increase obtained by adding extra LUTs becomes very low. As the recall time of the system increases linearly with the number of LUTs and due to memory considerations, it is desirable to minimize the number of LUTs needed to achieve a given performance. Much can be gained if the input connections are selected in a more intelligent w a y . W e have constructed an information measure 12 based on an extension of a leave-one-out cross-validation test. Such a test is easy to perform on a RAM-based net if one (instead of just writing 0 or 1 in the LUT cells) simply stores the number of examples that visit every cell (see Fig. 4 ). Using the information measure it is possible to reduce the number of LUTs needed to achieve a given performance. The information measure is based on entropy and a concept dening a so-called critical example number. The number of critical examples is dened as the number of examples that at least have to be redrawn from the training data to imply a misclassication of the training example in question. The information measure is denoted cogentropy as it COmputes GENeralization using enTROPY.
A simple training procedure that makes use of the information measure is as follows: The input space sampled by a RAM-based net is normally assumed to be binary. If the inputs represent real or integer values it is common to turn non-binary representations into binary ones using thermometer codes, interval coding or Minchinton cells. 13 Fig . 4 . Application of leave-one-out cross-validation to the RAM net architecture. The numbers in brackets correspond to the number of examples in the training set that visited the dierent cells.
Inhibition
The number of LUT addresses (columns) shared by a n y t w o examples belonging to dierent classes should be as small as possible. However, in many situations two dierent classes might only dier in a few of their features. In such a case, an example outside the training set has a high risk of sharing most of its features with an incorrect class. In this situation the RAM net will have an unacceptable high error rate. In order to deal with this problem it becomes necessary to weigh dierent features dierently for a given class. The CMAC 14 is an example of an architecture that allows real weights to be stored in the LUTs. These weights can then be trained with a perceptron-like learning rule. We present an alternative solution where the contents of the LUTs bears a m uch closer resemblance to the conventional RAM architecture. Accordingly, it also preserves some essential advantages of the simple RAM-net.
In order to illustrate the need for inhibition, a specic example from the task of recognizing handwritten digits is depicted in Fig. 5 . As illustrated in this gure, the main dierence between the considered types of 4's and 9's is the appearance or nonappearance of a upper horizontal bar. If a top bar is met in a test example, it is desirable that the network inhibits class 4. Otherwise there is a risk that too much emphasis is put on the other parts of the test pattern. In general there can be several LUT columns in the network that corresponds to variations of such a bar. These columns will be characterized by not \voting" on class 4 but possibly on class 9. Due to the limited training set, it is however not necessarily so that columns voting on class 9 but not on class 4 (and vice versa) represent proper distinguishing features between the two classes. Accordingly, a strategy is needed for selecting those columns that are the most likely candidates for inhibition.
The rst step in locating column candidates for inhibition is to detect the training examples having low condence and those being misclassied in a cross-validating test (a simple condence measure is the vote dierence between the winning class and succeeding class). For each of these examples the competing class is registered. All LUT columns that produce votes on the true class but no votes on the competing class are then registered. A small inhibition factor is now stored in the competing class cells of these LUT columns:
The inhibition factor is calculated so that the condence after inhibition corresponds to a desired level. Inevitably this technique will add inhibition to some LUT columns that do not represent important distinguishing features. But the LUT columns representing the distinguishing patterns are likely to be visited by many of the low condence training examples and accordingly their corresponding cells will obtain larger inhibition factors than the rest.
It follows from the above discussion that the inhib factor should be suciently small so that the eect of inhibiting \wrong" cells once is negligible. The value we use depends on the amount of condence increase that is needed for a specic example. A t ypical value of inhib is 10/N LUTs , where N LUTs is the total number of LUTs.
Introducing inhibitory weights with the above mentioned scheme corresponds to introducing negative w eights between the hidden layer and the output layer (cf. Fig. 2) . Still, however, the essential features of the RAM architecture are preserved:
It is guaranteed that each training pattern always obtains the maximum numb e r o f v otes. As a result the network makes no misclassication on the training set.
The inhibition scheme is a one shot learning scheme just as with the initial training scheme.
All address cells that would be set to 1 in the simple system are also set to 1 in the modied version. However, some of the cells containing 0's in the simple system will have their contents changed to negative v alues in the modied net. In other words, the conventional net is extended so that inhibition from one class to another is allowed.
In order to encode the negative v alues into the LUTs, it is no longer sucient with one bit per cell as with the traditional system. On the other hand it appears (see the next section) that the dierent number of negative v alues required is rather limited. Encoding negative v alues in an hardware implementation would therefore only require a few extra bits for the cells in question. In our software implementation we simply use one byte per cell. Values below 128 are used to represent dierent negative v alues, whereas values above 128 are used for storing the number of training examples that visited the cell in question (remember that cells with negative v alues have not been addressed by a n y training example).
Recognition of Handwritten Digits
A conventional way of testing the performance of a neural network architecture is to use it on the task of recognizing handwritten numerals. Many results have been reported in the literature on this task 1{4;15 (Ref. 4 lists some of the best results reported as well as provides the references). This specic task has also been used to compare neural network solutions with statistical based classiers as well as hybrid congurations. 3 One of the databases that has become standard to use for this purpose is the one provided by NIST. 6 Accordingly we c hose to use the examples provided by this database. We centred the digits from this database and scaled the digits to a 16 16 format. No other pre-processing was performed.
The appropriate numbers of input connections per LUT are found using the technique described in Sec. 2. Knowing this number, it is possible to train the systems using the strategies mentioned in Sec. 2. The simplest strategy is to pick the input connections at random. However to increase the probability of detecting local features we h a v e c hosen a scheme where a large part of the LUTs pick their connections within local receptive elds. Within these receptive eld areas the input connections are chosen at random. We use quadratic receptive elds of size 4 4 (see Fig. 6 ). Within the 16 16 input matrix there exists 169 dierent elds of size 4 4. Accordingly at least 169 LUTs are needed to sample all elds just once. As we w ould also want the system to use information relating information from dierent local areas further LUTs are needed to sample randomly over the total input matrix. It is therefore expected that at least 200 LUTs are needed in the architecture. We decided to use no more than 15000 training examples to limit the amount of training time. By means of cross-validation we found that an appropriate number of input connections per LUT for this amount of training examples is in the range of 10 to 13. The actual number of input connections for a specic LUT was therefore chosen at random within this range.
As we w ould like to limit the number of LUTs in the system we also made use of the cogentropy measure. The LUTs in the network corresponding to the rst and second rows of Table 1 were chosen from 100 candidates. The LUTs in the network corresponding to the 4th and 9th rows of Table 1 were chosen from 40 candidates (sampling local receptive elds). Finally we used the inhibition technique on the resulting RAM nets. The results obtained are shown in Table 1 .
From Table 1 it can be seen that the use of an information measure to select between LUT candidates signicantly lowers the numbers of LUTs needed. The system with 200 LUTs chosen from cogentropy calculations performs better than the 807 LUTs picked at random. It is also seen that it is actually fairly simple to train a system to an error rate below 5% with a limited number of examples. The last 5% of error, however, are quite dicult to reduce. If one applies pre-processing one should therefore take care not to destroy the information necessary to classify the examples that deviate from the average shapes.
With respect to the inhibition techniques it is seen that much is gained by adding inhibitory weights to the system with 807 LUTs. The error rate has been reduced more than 50% in this case. Applying the inhibition technique to the system trained with cogentropy does not have an equivalent large eect. This is probably due to the fact that the LUTs have been picked to \optimize" a system without inhibitory weights. Recently we h a v e therefore developed a scheme that combines the selection based on cogentropy with the inhibition technique. When a n umber of LUTs (10 or so) has been selected using cogentropy, the inhibition scheme is invoked. The cogentropy measure is then used to add the next sequence of LUTs to the system containing inhibitory weights. The inhibitory weights are then removed and the inhibition scheme is invoked once more for the expanded LUT network. This is repeated until satisfactory performance is achieved or the size limit of the network is exceeded. The result of using this combined technique is also shown in Table 1 . It appears that this technique makes it possible to increase the performance for a given number of LUTs. Figure 7 illustrates a histogram of the added negative w eights for the architecture with 807 LUTs. In total around 35 000 negative w eights have been added to the cells. This corresponds to an average of 43 negative w eights per LUT. For comparison the number of positive w eights (all having value 1) are 1.6 million in total (around 2000 per LUT). The number of inhibitory weights are seen to be small compared to the number of positive w eights; nevertheless they have a large impact on the performance.
If the receptive elds were not used with the random sampling scheme the performance decreased signicantly (a factor of two). This illustrates that local features are very important for the task of recognizing handwritten digits.
The present results were obtained with code running under Windows NT on a 90 MHz Pentium. In order to limit the memory requirements of the LUTs we compress them by storing only the non-empty columns. The price to pay for this is a longer classication time per example (due to a longer look up time for every LUT). With 807 LUTs the classication time per example was measured to be 30 ms, and with 200 LUTs it was 4 ms using 16 bit code. Using a 32-bit implementation the classication rate increased by a factor of 3.
Conclusion
The applicability of using RAM neural nets on the task of recognizing handwritten digits has been addressed. Furthermore, a one pass learning technique that adds inhibitory weights into the RAM net architecture was described. Using this technique on the task of recognizing handwritten digits produces results that at least match the best result reported in the literature.
