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Abstract—In this paper, we address the problem of interference
alignment (IA) over MIMO interference channels with limited
channel state information (CSI) feedback based on quantization
codebooks. Due to limited feedback and hence imperfect IA, there
are residual interferences across different links and different data
streams. As a result, the performance of IA is greatly related to
the CSI accuracy (namely number of feedback bits) and the
number of data streams (namely transmission mode). In order
to improve the performance of IA, it makes sense to optimize
the system parameters according to the channel conditions. Moti-
vated by this, we first give a quantitative performance analysis for
IA under limited feedback, and derive a closed-form expression
for the average transmission rate in terms of feedback bits
and transmission mode. By maximizing the average transmission
rate, we obtain an adaptive feedback allocation scheme, as well
as a dynamic mode selection scheme. Furthermore, through
asymptotic analysis, we obtain several clear insights on the
system performance, and provide some guidelines on the system
design. Finally, simulation results validate our theoretical claims,
and show that obvious performance gain can be obtained by
adjusting feedback bits dynamically or selecting transmission
mode adaptively.
Index Terms—MIMO interference channel, interference align-
ment, performance analysis, adaptive feedback allocation, dy-
namic mode selection.
I. INTRODUCTION
The pioneer works by Cadambe [1] and Maddah-Ali [2]
spur considerable researches on interference alignment (IA),
which can effectively mitigate the interference over MIMO
interference channel and thus improve the performance [3]-[5].
The principle of IA is to align the interferences from different
sources in some specific directions, so that the desired signal
can be transmitted without interference in a larger space. With
respect to other interference mitigation techniques, such as
zero-forcing beamforming (ZFBF) [6], IA increases the spatial
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degrees of freedom, so it can accommodate more transmission
links, especially in the high signal-to-noise ratio (SNR) region.
Previous analogous works mainly focus on the asymptotic
performance analysis and algorithm design of IA over MIMO
interference channels by assuming that infinity-approaching
SNR. Since the capacity of interference channel is still an
open problem [7] [8], most works turn to the analysis of
multiplexing gain. It has been proved from the information-
theoretic perspective that IA can achieve at most KM/2
degrees of freedom (DOF) over MIMO interference channels
with K transmitter-receiver links each employing M antennas
[1]. However, for general MIMO interference channels, IA
algorithm is unavailable when K > 3, except the numerical
approach [9]. Only in some special cases, IA algorithms
that approach to interference-free DOF are found. For ex-
ample, a subspace interference alignment scheme suitable
for uplink cellular networks is proposed in [10]. Then, the
authors also present a bi-precoder IA scheme for downlink
cellular networks, which provides four-fold gain in throughput
performance over a standard multiuser MIMO technique [11].
A common disadvantage of the above IA schemes lies in
that global channel state information (CSI) must be available at
each transmitter, which weakens their applications in practical
systems, because CSI, especially interference CSI, is difficult
to obtain at the transmitter. In order to solve this challenging
problem, the authors in [12] propose to perform opportunistic
IA by making use of channel reciprocity, but it is only appli-
cable to time division duplex (TDD) systems. In [13], a lattice
interference alignment is proposed, which only requires partial
CSI. Moreover, blind IA without any CSI is realized in some
special cases [14]. However, there is obvious performance loss
with respect to IA with full CSI.
In traditional MIMO systems, limited feedback based on
quantization codebook is a common and powerful method
to aid the transmitters to obtain the CSI from the receivers
[15]. Similarly, for IA over MIMO interference channels,
limited feedback scheme is also viable [16] [17]. In [18],
Grassmannian manifold based limited feedback technique is
introduced into MIMO interference channels, and the rela-
tionship between the performance of IA and the feedback
amount or codebook size is revealed. It is found that even with
limited CSI feedback, the full sum degrees of freedom of the
interference channel can be achieved. The authors in [19] make
use of limited feedback theory to analyze the performance
of subspace IA in uplink cellular systems. Furthermore, the
subspace IA scheme with limited feedback is optimized by
2minimizing the chordal distance of real CSI and Grassmannian
quantization codeword in [20]; and the outage capacity is
analyzed for MIMO interference channel employing IA with
limited feedback in [21].
For IA based on limited CSI feedback, the residual interfer-
ence (due to imperfect IA) results in performance degradation
with respect to the case with perfect CSI [18]. In order to
minimize the performance loss, it is necessary to take some
effective performance optimization measures. An upper bound
on rate loss caused by limited feedback is derived, and a
beamformer design method is given to minimize the upper
bound in [22]. In a MIMO interference network, the residual
interferences from different transmitters are independent to
each another, and have different impacts on the performance.
Considering that the total feedback amount is constrained
in practical system (due to limited feedback capacity), in
order to improve the system performance, we should distribute
the feedback resource among the forward and interference
channels according to channel conditions. For example, the
authors in [23] present a feedback allocation scheme for IA
in limited feedback MIMO interference channel with single
data stream for each link by minimizing the average residual
interference. Then, the feedback allocation scheme is extended
to the case with multiple data streams [24].
Since the average residual interference is not directly re-
lated to performance metric (e.g. transmission rate), feedback
allocation based on the criterion of minimizing the average
residual interference may be suboptimal. As widely known,
the capacity of interference channel is still an open issue,
especially in the case of limited feedback, so it is a challenging
task to perform feedback allocation from the perspective of
maximizing the average transmission rate directly. Moreover,
the number of data streams, namely transmission mode, also
has a great impact on the transmission rate together with
feedback bits, especially in the case of limited feedback.
Specifically, a large number of data streams can exploit more
multiplexing gain, but also results in higher residual interfer-
ence. In fact, it has been proved that dynamic mode selection
is an effective way of improving the performance for some
MIMO systems, e.g. in multiuser MIMO systems, several
mode selection schemes have been proposed to optimize the
overall performance [31] [32].
Motivated by the above observations, we look into the
matter of performance analysis and optimization for IA with
limited feedback over a general MIMO interference channel.
We assume each transmitter-receiver MIMO channel can have
a different path loss, and has distinct number of data streams.
The focus of this paper is on analyzing the average transmis-
sion rate in terms of feedback amount and transmission mode
for IA over MIMO interference channels, and then derives the
corresponding adaptive feedback allocation and dynamic mode
selection schemes to optimize the performance. The major
contributions of this paper are summarized as follows:
1) We build a performance analysis framework for IA with
limited CSI feedback over MIMO interference channels,
and derive a closed-form expression for the average
transmission rate in terms of feedback amount and trans-
mission mode.
2) We design an adaptive feedback allocation scheme by
maximizing the average transmission rate. Simulation
results show that it poses obvious performance gain over
the baseline schemes.
3) We propose a dynamic mode selection scheme, namely
choosing the optimal number of data streams for each
transmitter-receiver link, so as to further optimize the
performance.
4) We perform asymptotic analysis on the average transmis-
sion rate, and obtain several insights, which can be served
as guidelines on the system design as follows:
a) Limited CSI feedback results in rate loss, and a perfor-
mance ceiling is created. The rate loss is an increasing
function of transmit power and a decreasing function of
feedback amount. In order to keep a constant gap with
respect to IA with full CSI, feedback amount should
be increased as transmit power grows.
b) The larger the antenna number, the lower the CSI
accuracy. Hence, a large number of antennas may
not lead to performance improvement, if the feedback
amount is not increased with the number of antennas.
c) In interference-limited scenarios, single data stream
for each transmit-receive pair is optimal. While in
noise-limited cases, maximum feasible number of data
streams should be chosen.
d) Under the noise-limited condition, CSI is useless for
performance improvement. In other word, CSI feed-
back is not necessary.
The rest of this paper is organized as follows: Section II
gives a brief introduction of the considered MIMO interference
network with limited feedback and IA. Section III focuses
on performance analysis of IA, and proposes a feedback
allocation scheme as well as a mode selection scheme. Section
IV derives the average transmission rates in two extreme cases
through asymptotic analysis, and presents some system design
guidelines. Section V provides simulation results to validate
the effectiveness of the proposed schemes. Finally, Section VI
concludes the whole paper.
Notations: We use bold upper (lower) letters to denote
matrices (column vectors), (·)H to denote conjugate transpose,
E[·] to denote expectation, ‖ · ‖ to denote the L2-norm of
a vector, | · | to denote the absolute value, (a)+ to denote
max(a, 0), ⌈a⌉ to denote the smallest integer not less than a,
⌊a⌋ to denote the largest integer not greater than a, vec(A)
to denote matrix vectorization, d= to denote the equality in
distribution, and O(x) to denote increasing proportionally with
x. The acronym i.i.d. means “independent and identically
distributed”, pdf means “probability density function” and cdf
means “cumulative distribution function”.
II. SYSTEM MODEL
We consider a MIMO interference network with K
transmitter-receiver links, as shown in Fig.1. For convenience
of analysis, we assume a homogeneous system, where all
transmitters and receivers are equipped with Nt and Nr
antennas, respectively. While transmitter k sends the signal
to its intended receiver k, it also creates interference to other
3Fig. 1. A model of MIMO interference network with limited CSI feedback.
K − 1 unintended receivers. We use α1/2k,i Hk,i to denote the
channel from transmitter i to receiver k, where αk,i represents
the path loss and Hk,i is the Nr×Nt fast fading channel matrix
with independent and identically distributed (i.i.d.) zero mean
and unit variance complex Gaussian entries. Transmitter k has
dk independent data streams to be transmitted. It is worth
pointing out that due to the limitation of spatial degree of
freedom, the values of dks must fulfill the feasibility conditions
of IA [25] [26]. In what follows, we assume IA is feasible by
choosing dks carefully. Thus, the received signal at receiver k
can be expressed as
yk =
K∑
i=1
√
Pαk,i
di
Hk,i
di∑
l=1
wi,lsi,l + nk, (1)
where yk is the Nr dimensional received signal vector, nk
is the additive Gaussian white noise with zero mean and
covariance matrix σ2INr , si,l denotes the lth normalized data
stream from transmitter i, and wi,l is the corresponding Nt
dimensional beamforming vector. P is the total transmit power
at each transmitter, which is equally allocated to its data
streams. Receiver k uses the received vector vk,j of unit norm
to detect its jth data stream, which is given by
sˆk,j = v
H
k,jyk
=
√
Pαk,k
dk
vHk,jHk,kwk,jsk,j
+
√
Pαk,k
dk
dk∑
l=1,l 6=j
vHk,jHk,kwk,lsk,l
+
K∑
i=1,i6=k
√
Pαk,i
di
di∑
l=1
vHk,jHk,iwi,lsi,l + vHk,jnk,(2)
where the first term at the right side of (2) is the desired signal,
the second one is the inter-stream interference caused by the
same transmitter, and the third one is the inter-link interference
resulting from the other transmitters. In order to mitigate these
interferences and improve the performance, IA is performed
accordingly. If perfect CSI is available at all nodes, we have
vHk,jHk,kwk,l = 0, l 6= j, ∀k ∈ [1,K], ∀l, j ∈ [1, dk]. (3)
and
vHk,jHk,iwi,l = 0, i 6= k, ∀k, i ∈ [1,K], ∀l ∈ [1, di], ∀j ∈ [1, dk].
(4)
In brief, inter-stream and inter-link interferences can be can-
celed completely if perfect CSI is available. However, in
practical systems (e.g. frequency division duplex system), it
is difficult for the transmitters to obtain full CSI, including
the interference CSI. Since the feedback channel has limited
bandwidth, codebook based quantization is an effective way
to convey partial CSI from the receivers to the transmitters.
In a MIMO interference network, CSI is quantized in the
form of vectorization. Specifically, for the channel Hk,i, it
is first vectorized as hk,i = vec(Hk,i), then receiver k
selects an optimal codeword from a predetermined codebook
Hk,i =
{
hˆ
(1)
k,i , · · · , hˆ
(2Bk,i )
k,i
}
of size 2Bk,i according to the
following criterion:
b⋆ = arg max
1≤b≤2Bk,i
∣∣∣h˜Hk,ihˆ(b)k,i∣∣∣2 , (5)
where h˜k,i = hk,i/‖hk,i‖ is the channel direction vector.
Transmitter i recovers the quantized CSI from the same
codebook Hk,i after receiving the feedback information b⋆,
and then constructs its beamforming vectors wi,l, l = 1, · · · , di
based on all the feedback information about the related for-
ward and interference channels, namely Hi,k, ∀k = 1, · · · ,K .
The MIMO interference network is operated in slotted time.
At the beginning of each time slot, receiver k conveys the
optimal codeword index to transmitter i with Bk,i bits, where
i = 1, · · · ,K . It is worth pointing out that we consider a
low mobility scenario, so the impact of feedback delay is
negligible. Due to the limitation of feedback resource, we
assume each receiver has B feedback bits in total during one
time slot. The focus of this paper is on performance analysis
and optimization subject to
K∑
i=1
Bk,i = B for k = 1, · · · ,K .
III. PERFORMANCE ANALYSIS AND OPTIMIZATION
In this section, we concentrate on performance analysis and
optimization for IA in a MIMO interference network with
limited CSI feedback. In the case of limited CSI feedback, the
capacity of MIMO interference network is still an open issue.
For technical tractability, we alternatively put the attention on
the average transmission rate. In the sequence, we first give
a detailed investigation of average transmission rate, and then
propose an adaptive feedback allocation scheme as well as a
dynamic mode selection scheme for IA in a general MIMO
interference network to optimize the overall performance.
A. Average Transmission Rate
Due to limited CSI feedback, although IA is adopted, (3)
and (4) do not hold true any more. These result in residual
interference, also called interference leakage. Under such
condition, the signal to interference plus noise ratio (SINR)
related to the jth data stream of transmitter-receiver link k
4can be expressed as
γk,j =
κk,k
∣∣∣vHk,jHk,kwk,j∣∣∣2
Ik,j + σ2
=
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2
Ik,j + σ2
, (6)
where κk,k = Pαk,kdk , T
(k,k)
j,j = wk,i ⊗ vHk,j and ⊗ represents
the Kronecker product. Ik,j is the total residual interference,
which is given by
Ik,j = κk,k
dk∑
l=1,l 6=j
∣∣vHk,jHk,kwk,l∣∣2
+
K∑
i=1,i6=k
κk,i
di∑
l=1
∣∣vHk,jHk,iwi,l∣∣2
= κk,k
dk∑
l=1,l 6=j
∣∣∣hHk,kT(k,k)j,l ∣∣∣2
+
K∑
i=1,i6=k
κk,i
di∑
l=1
∣∣∣hHk,iT(k,i)j,l ∣∣∣2
= κk,k‖hk,k‖2
dk∑
l=1,l 6=j
∣∣∣h˜Hk,kT(k,k)j,l ∣∣∣2
+
K∑
i=1,i6=k
κk,i‖hk,i‖2
di∑
l=1
∣∣∣h˜Hk,iT(k,i)j,l ∣∣∣2 , (7)
where κk,j = Pαk,jdj and T
(k,i)
j,l = wi,l ⊗ vHk,j . Following
the theory of random vector quantization [27], the relation
between the original channel direction vector h˜k,i, and the
quantized channel direction vector hˆk,i can be expressed as
h˜k,i =
√
1− ak,ihˆk,i +√ak,isk,i, (8)
where ak,i = sin2
(
6
(
h˜k,i, hˆk,i
))
is the magnitude of the
quantization error, and sk,i is an unit norm vector isotropically
distributed in the nullspace of hˆk,i, and is independent of ak,i.
Since IA is performed based on the quantized CSI hˆk,i, so we
have∣∣∣h˜Hk,iT(k,i)j,l ∣∣∣2 = ∣∣∣√1− ak,ihˆHk,iT(k,i)j,l +√ak,isHk,iT(k,i)j,l ∣∣∣2
= ak,i
∣∣∣sHk,iT(k,i)j,l ∣∣∣2 , (9)
where (9) holds true according to the IA principles (3) and
(4). In this case, the residual interference in (7) is reduced as
Ik,j = κk,kak,k‖hk,k‖2
dk∑
l=1,l 6=j
∣∣∣sHk,kT(k,k)j,l ∣∣∣2
+
K∑
i=1,i6=k
κk,iak,i‖hk,i‖2
di∑
l=1
∣∣∣sHk,iT(k,i)j,l ∣∣∣2 , (10)
where the first term at the right side is the residual inter-
stream interference and the second term is the residual inter-
link terms. In fact, the two kinds of interferences are equivalent
if we consider each data stream as an independent link.
Hence, the average transmission rate for the jth data stream
of transmitter-receiver link k can be computed as
R¯k,j (Bk, d)
= E [log2 (1 + γk,j)] (11)
= E
[
log2
(
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 + Ik,j + σ2
)]
−E [log2 (Ik,j + σ2)] (12)
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L
q=1
, {lk,q}L−2q=1
)
Z
(
σ2, t,
̺k,i
ηk,i
)
− 1
ln 2
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
, {lk,q}K−2q=1
)
Z
(
σ2, t,
̺k,i
ωk,i
)
,(13)
where
Z(x, y, z) = ln(x) +
y−1∑
ϑ=0
1
Γ(t− ϑ)
(
(−1)y−ϑ−2
(x
z
)y−ϑ−1
× exp
(x
z
)
Ei
(
−x
z
)
+
y−ϑ−1∑
ν=1
Γ(ν)
(
−x
z
)y−ϑ−ν−1)
,
Ei(x) =
∫ x
−∞
exp(t)
t dt is the exponential integral function,
Bk = {Bk,1, · · · , Bk,K} is a certain feedback bits allocation
result related to receiver k, and d = {d1, · · · , dK} is a
combination set on the numbers of data streams fulfilling
the feasibility conditions [25] [26]. The proof of the above
expression is presented in Appendix I.
Remark: It is found that (13) is independent of the data
stream index j, since the desired signal quality and the residual
interference are the same for all data streams of link k in
statistical sense. Therefore, the total rate of link k is dk times
R¯k,j , and thus the sum of average transmission rate for the
MIMO interference network employing IA with limited CSI
feedback is given by
R¯(Bk, d) =
K∑
k=1
dkR¯k,j(Bk, d). (14)
B. Adaptive Feedback Allocation
As seen in (13), given channel conditions and the number of
data streams, average transmission rate is a function of feed-
back bits Bk. In order to maximize the average transmission
rate, it is necessary to distribute the feedback bits at each
receiver, which is equivalent to the following optimization
problem
J1 : max
Bk
R¯k,j(Bk, d) (15)
s.t.
K∑
i=1
Bk,i = B (16)
5Evidently, J1 is an integer programming problem and
R¯k,j(Bk, d) is a complicated function of Bk, so it is difficult
to obtain a closed-form expression for the optimal solution.
Intuitively, the optimal results can be achieved by using the
numerical searching method, but the complexity increases
proportionally with KB , which is unbearable in practical
systems with large K and B. In order to get a balance between
the performance and the complexity, we propose a greedy
scheme to allocate the feedback resource bit by bit, and each
bit is allocated to the channel that having R¯k,j increases the
fastest. The whole greedy feedback allocation scheme can be
summarized as follows:
1) Initialization: Given Nt, Nr, K , B, P , σ2, di and αk,i
for i = 1, · · · ,K . Let Bk,1 = · · · = Bk,K = 0 and
R¯k,j(Bk, d) be defined as (13).
2) Let Q(i) = {Q1, · · · , QK}, where Qj = Bk,j
for j 6= i, and Qi = Bk,i + 1. Search i⋆ =
max
1≤i≤K
(
R¯k,j(Q(i), d)− R¯k,j(Bk, d)
)
, then let Bk,i⋆ =
Bk,i⋆ + 1, B = B − 1 and update Bk.
3) If B > 0, then go to 2). Otherwise, Bk is the feedback
bits allocation result.
Note that the proposed scheme distributes each feedback
bit by comparing K rate increments, so the computational
complexity is O(KB), which is simpler than the numerical
search method. For an arbitrary receiver, the above scheme
can also be used to obtain the feedback bits allocation result
by substituting the corresponding network parameters.
C. Dynamic Mode Selection
As seen in (14), the number of data streams di has a great
impact on the average transmission rate as well. While a
larger di leads to a higher multiplex gain, it also results in
high interference. Hence, it is beneficial to select the optimal
number of data stream, namely mode selection, from the
perspective of the overall network performance. Taking the
maximization of the sum of average transmission rate as the
optimization objective, the problem of mode selection can be
described as
J2 : max
d
R¯(Bk, d) (17)
s.t. di satisfies the feasibility condition ∀i. (18)
So far, the necessary and sufficient condition for the feasi-
bility of IA for a general MIMO interference network is still an
open problem. Since only the sufficient condition in the sym-
metric MIMO interference network is obtained, we consider
the links that have the same number of data streams d, and
change the constraint condition (18) as Nt+Nr−(K+1)d ≥ 0
according to [25] and [26]. Thus, J2, as an integer optimization
problem, can be solved by the numerical searching method,
and the total searching times is
⌊
Nt+Nr
K+1
⌋
, which is not so
large in practical MIMO interference network with a limited
number of antennas. For example, the maximum number of
antennas for the LTE-A system is 8. Even if the link number
is 4, the total searching number times is only 3. In particular,
as verified by theoretical analysis and numerical simulation
in the rest of this paper, the MIMO interference network
either chooses d = 1 or adopts the maximum feasible mode
dmax =
⌊
Nt+Nr
K+1
⌋
. Thus, we only need to compare the two
transmission modes with bearable complexity.
D. Joint Optimization Scheme
Feedback allocation and mode selection are integrally re-
lated. To be precise, given a feedback allocation result, there
exists an optimal transmission mode combination. Similarly,
a transmission mode combination corresponds to an optimal
feedback allocation result. Hence, it is imperative to jointly
optimize the two schemes, so as to maximize the sum of
average transmission rate. In the sequence, we give a joint
optimization scheme based on iteration as follows
1) Initialization: Given Nt, Nr, K , B, P , σ2 and αk,i for
i = 1, · · · ,K . Let d1 = · · · = dK = d = 1 and Bk,1 =
· · · = Bk,K = 0;
2) Given d, perform feedback allocation to obtain Bk, ∀k ∈
[1,K];
3) Given Bks, perform mode selection through searching d
from 1 to dmax to obtain d;
4) If nether Bks nor d converge, go to 2). Otherwise, Bks
and d are the joint optimization results.
IV. ASYMPTOTIC ANALYSIS
In the last section, we have successfully derived the closed-
form expression of the average transmission rate for IA
with limited feedback in MIMO interference network, and
presented two performance optimization schemes, namely
adaptive feedback allocation and dynamic mode selection. A
potential drawback is the high complexity of the expression
and thus the optimization schemes. In order to obtain some
insights on the system performance and hence extract several
simple design guidelines, we carry out asymptotic performance
analysis in two extreme cases, i.e. interference limited and
noise limited. In what follows, we give a detailed investigation
of average transmission rate and the corresponding perfor-
mance optimization schemes in the two cases, respectively.
A. Interference Limited Case
If transmit power P is large enough, the noise term of SINR
in (6) can be negligible, thus the average transmission rate for
the jth data stream of link k is reduced as
R¯k,j (Bk, d)
= E
[
log2
(
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 + Ik,j
)]
−E [log2 (Ik,j)] (19)
=
1
ln 2
( L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L−2
q=1
,
{lk,q}L−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ηk,i))
6−
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ωk,i))
)
, (20)
where the proof of the above expression is presented in
Appendix II. Then, the average transmission rate for the whole
network is given by
R¯ (Bk, d)
=
K∑
k=1
dk
ln 2
( L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L−2
q=1
)
(ψ(t) + ln(̺k,i)− ln(ηk,i))
−
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ωk,i))
)
. (21)
Substituting (20) into (15), and (21) into (17), we can get
the corresponding feedback allocation and mode selection
schemes.
Note that ln(̺k,i) = ln(P ) + ln
(
αk,i2
−
Bk,i
NtNr−1 /di
)
∀i ∈ [1,K], ln(̺k,L) = ln(P ) + ln (αk,k/dk) and
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L−2
q=1
)
= 1 for arbitrary L
because of
∫∞
0
f(x) = 1, so the terms related to ln(P )
in H(Bk, d) and G(Bk, d) cancel out. Thus, we have the
following theorem:
Theorem 1: In the region of high transmit power, the average
transmission rate is independent of P , and there exists a
performance ceiling regardless of P , i.e. once P is larger
than a saturation point, the average transmission rate will not
increase further even the transmit power increases.
Intuitively, the performance ceiling is an increasing function
of feedback bit B. To be precise, with the increase of B, the
ceiling rises accordingly. Once B is large enough, resulting in
high SINR, then the constant term 1 in (11) can be negligible,
then the average transmission rate can be approximated as
R¯k,j(Bk, d) = E
[
log2
(
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2
)]
−E [log2 (Ik,j)] , (22)
If B approaches infinity, namely perfect CSI at the transmit-
ters, then the interference can be cancelled completely by IA.
In this case, the average transmission rate can be expressed as
R¯k,j(∞, d) = E
[
log2
(
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2
)]
. (23)
Therefore, the performance loss caused by limited CSI feed-
back under the condition of large P and B is given by
∆R¯k,j (Bk, d)
= R¯k,j(∞, d)− R¯k,j(Bk, d)
= E [log2 (Ik,j)]
=
1
ln(2)
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ωk,i))
≈ 1
ln(2)
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
ln(̺k,i) (24)
=
1
ln(2)
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
ln
(
P2−
Bi
NtNr−1αk,i/di
)
, (25)
where (24) follows the fact that ψ(t) − ln(ωk,i) is negligible
with respect to ln(̺k,i) when P is large enough. Given
B, the performance loss will enlarge as P increases (due
to performance ceiling mentioned above). In order to avoid
the performance ceiling, P2−
Bk,i
NtNr−1 should remain constant.
Hence, we have the following theorem:
Theorem 2: If the number of feedback bits satisfies B =
K(NtNR−1) log2
(
P
θ
)
, the performance gap between the full
and limited CSI remains constant, where θ is a constant.
Proof: As analyzed above, as long as P2−
Bk,i
NtNr−1 = θ
holds true, the performance loss is a constant. Equivalently, we
have Bk,i = (NtNr − 1) log2
(
P
θ
)
, and then B =
K∑
i=1
Bk,i =
K(NtNR − 1) log2
(
P
θ
)
.
From Theorem 2, we know that in order for the sum of
average transmission rate under limited feedback to keep up
the rate as perfect CSI feedback, B needs to be increased
as P increases. Also from Theorem 2, it is found that with
the increase of antenna number, in order to keep the constant
performance gap, it is necessary to add more feedback bits.
This is because when the number of antenna becomes large,
the CSI quantization accuracy decreases accordingly, and there
will be more residual interference. Furthermore, if we assume
all links have the same number of data streams d, then the
total performance loss due to limited CSI feedback can be
expressed as
∆R¯(Bk, d) = d(ζ1 − ζ2 ln(d)), (26)
where ζ1 = 1ln(2)
K∑
k=1
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
ln
(
P2−
Bi
NtNr−1αk,i
)
and ζ2 =
1
ln(2)
K∑
k=1
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
, {lk,q}K−2q=1
)
.
7Since ∂∆R¯(Bk,d)∂d > 0, ∆R¯(Bk, d) is an increasing function of
d, we have the following theorem:
Theorem 3: In the case of large P and B, d = 1 is the
asymptotically optimal transmission mode.
In fact, it is easy to understand that when the interference
is so strong, single data stream transmission can decrease
the residual interference significantly, and thus improves the
performance.
B. Noise Limited Case
If the interference term is negligible with respect to the
noise term due to the low transmit power, then the SINR is
reduced as
γk,j =
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2
σ2
, (27)
which is equivalent to the interference-free case. As discussed
earlier, κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 is κk,kχ2(2) distributed, then the
average transmission rate can be computed as
R¯k,j =
∫ ∞
0
log2
(
1 +
x
σ2
) exp(−x/κk,k)
κk,k
dx
= − exp
(
σ2
κk,k
)
Ei
(
− σ
2
κk,k
)
. (28)
It is found that R¯k,j is independent of Bk,i for all i. Thus, in
the noise limited case, there is no need for CSI feedback, as
CSI is useless for performance improvement.
In fact, the noise limited case can be considered as
interference-free, so the interference CSI is immaterial. It has
also been shown in [33] that at low SNR region, IA does not
perform well as compared to the other interference mitigation
schemes. It is easy to derive the sum of average transmission
rate based on (28) as follows
R¯ =
K∑
k=1
−dk exp
(
σ2
κk,k
)
Ei
(
− σ
2
κk,k
)
. (29)
Note that (29) is an increasing function of dk , so we also have
the following theorem:
Theorem 4: It is optimal to use the maximum dk fulfilling
the feasibility conditions of IA in the noise limited case.
As a simple example, for a symmetric MIMO interference
network, d =
⌊
Nt+Nr
K+1
⌋
is optimal under noise limited
scenario. It is also aligned with the intuition that in an
interference-free network, the spatial multiplexing gain should
be exploited as much as possible. Similar phenomenon has also
been observed in traditional multiuser downlink networks [31]
[32].
V. NUMERICAL RESULTS
To evaluate the accuracy of the performance analysis results,
and the effectiveness of the performance optimization schemes
for IA under a limited feedback MIMO interference networks,
we present several simulation results under several different
scenarios. For convenience, we set Nt = 8, Nr = 8, K = 4,
B = 20, σ2 = 1, d1 = d2 = d3 = d4 = d = 2 and αi,j
given in Tab.I for all simulation scenarios without explicit
TABLE I
PARAMETER TABLE FOR αi,j ,∀i, j ∈ [1, 4]
❍
❍
❍
❍i
j 1 2 3 4
1 1.00 0.50 0.10 0.01
2 0.55 1.00 0.45 0.10
3 0.10 0.45 1.00 0.55
4 0.01 0.10 0.50 1.00
explanation. In addition, we use SNR (in dB) to represent
10 log10
P
σ2 . Without loss of generality, we take the sum of
average transmission rate as the performance metric. We com-
pare the proposed adaptive feedback allocation scheme (PAS)
with two baseline schemes, namely equal feedback allocation
scheme (EAS) and residual interference minimization based
feedback allocation scheme (RIMS). As the name implies,
EAS lets Bk,i = B/K for all k and i, and RIMS distributes
the feedback bits based on the criterion of the minimization
of average residual interference. Moreover, we also compare
the performance of dynamic mode selection scheme and fixed
mode scheme.
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Fig. 2. Performance comparison of different feedback bits allocation schemes
First, we compare the sum of average transmission rates
of PAS, RIMS, and EAS. Note that we present both theo-
retical and simulation results for all the three schemes. As
seen in Fig.2, the theoretical results nearly coincide with the
simulation results in the whole SNR region, which testifies
the high accuracy. From the performance point of view, PAS
performs better than RIMS and EAS, since RIMS only consid-
ers the residual interference and EAS completely ignores the
channel conditions. As SNR increases, the performance gain
enlarges gradually. Therefore, PAS is an effective performance
optimization scheme for IA with limited CSI feedback in the
sense of maximizing the sum rate. It is worth pointing out that,
with respect to PAS, EAS and RIMS have lower complexity.
Specifically, EAS distributes the feedback bits equally, so
the computational complexity is O(1). RIMS computes the
feedback bits for each transmitter by maximizing the aver-
age residual interference [23] [24], thus the computational
complexity is O(K). PAS allocates each feedback bit by
comparing K rate increments, so the computational complex-
8ity is O(KB). Clearly, the performance gain is achieved at
the cost of complexity. In additional, it is found that there
exist performance ceilings for all the three schemes in the
high SNR region, which reconfirms Theorem 1. Furthermore,
when the SNR is low, all three schemes have nearly the same
performance, since the CSI feedback is useless in noise limited
case as analyzed.
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Fig. 3. Performance comparison of PAS with different feedback bits
Secondly, we show the benefit of PAS from the perspective
of feedback amount. As seen in Fig. 3, the performance gain
from higher feedback amount becomes larger with the increase
of SNR. Moreover, it is found that there always exists a
performance ceiling for a given B after a saturation point, but
the ceiling will rise as B increases. Thus, in order to avoid
the ceiling, one should increase B according to the claim in
Theorem 2. In addition, there is hardly any performance gain
in low SNR region even one increases B, which reconfirms
the claim that CSI is useless at low SNR.
Next, we investigate the impact of the number of transmit
antenna Nt on the sum of average transmission rate for PAS.
For a given feedback amount B, the performance degrades
with the increase of the number of transmit antennas, this is
because the quantization accuracy decreases, and the residual
interference increases accordingly as explained in Theorem 2.
Then, we compare the performance of dynamic mode selec-
tion scheme and fixed mode scheme based on PAS. As shown
in Fig.5, dynamic mode selection scheme always obtains the
optimal performance. For example, at SNR=10dB, dynamic
mode selection scheme can get about 1.5b/s/Hz gain with
respect to fixed mode scheme of d = 2. Thus, dynamic mode
selection is a powerful performance optimization for IA with
limited CSI feedback. Moreover, it is found that in the low
SNR region, maximum feasible d is chosen; while in the high
SNR region, d = 1 is optimal. These validate the claims in
Theorem 4 and Theorem 3, respectively. More importantly,
it is illustrated that only two transmission modes are adopted
possibly, so we only need to compares the performances of the
two modes when performing mode selection, which reduces
the complexity significantly.
Finally, we show the benefit of the proposed feedback
allocation and mode selection joint optimization scheme over
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Fig. 5. Performance comparison of mode selection scheme with fixed mode
selection
the EAS with d = 2. As seen from Fig.6, even at very
low SNR, the proposed combined optimization scheme can
achieve significant performance gain. This is because the
joint optimization scheme chooses the maximum transmission
mode, which is optimal under this condition. With the increase
of SNR, the performance gain becomes larger. For example,
there is an about 2b/s/Hz gain at SNR=15dB. The performance
gain comes from two folds: at high SNR, the network is
interference limited, the joint optimization scheme selects
single stream mode to decrease the interference; on the other
hand, based on the optimal single stream mode, the joint
optimization scheme uses all feedback bits to mitigate the
inter-link interference, which increases the feedback utility
efficiency. Hence, the proposed joint optimization scheme can
effectively improve the performance of IA with limited CSI
feedback.
VI. CONCLUSION
This paper addresses the problem of performance analysis
and optimization for IA in a general MIMO interference
network with limited CSI feedback. A major contribution of
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scheme
this paper is having derived the closed-form expression of the
average transmission rate in terms of feedback amount and
transmission mode. Based on this result, we propose two fea-
sible and effective performance optimization schemes, namely
adaptive feedback allocation and dynamic mode selection. In
addition, asymptotic analysis is carried out to obtain further
insights on system performance and design guidelines. For
example, our asymptotic results show that the number of
feedback bits has to be increased when the transmit power is
increased or when the number of antennas is increased; while
under noise-limited scenario, the feedback of CSI have no
impact on improving the system performance with IA, hence
spatial degree of freedom should be exploited as much as
possible. On the contrary, single data stream should be chosen
in interference-limited scenario.
APPENDIX A
THE DERIVATION OF R¯k,j(Bk,d)
Let W (Bk, d) and V (Bk, d) denote the first and second
terms at the right hand of (12). At first, we put the focus on
W (Bk, d). By substituting (10) into (12), we have
W (Bk, d)
=
1
ln 2
E
[
ln
(
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2
+κk,kak,k‖hk,k‖2
dk∑
l=1,l 6=j
|sHk,kT(k,k)j,l |2
+
K∑
i=1,i6=k
κk,iak,i
di∑
l=1
‖hk,i‖2
∣∣∣sHk,iT(k,i)j,l ∣∣∣2 + σ2
)]
.
(30)
According to the theory of quantization cell approximation
[27], ak,i‖hk,i‖2 is Γ(NtNr−1, 2−
Bk,i
NtNr−1 ) distributed. More-
over, |sHk,iT(k,i)j,l |2 for i = 1, · · · ,K are i.i.d. β(1, NtNr −
2) distributed, since T(k,i)j,l of unit norm is independent
of sk,i. For the product of a Γ(NtNr − 1, 2−
Bk,i
NtNr−1 )
distributed random variable and a β(1, NtNr − 2) dis-
tributed random variable, it is equal to 2−
Bk,i
NtNr−1χ2(2) in
distribution [28]. Based on the fact that the sum of M
i.i.d. χ2(2) distributed random variables is χ2(2M) dis-
tributed, ak,i
di∑
l=1
‖hk,i‖2
∣∣∣sHk,iT(k,i)j,l ∣∣∣2 is 2− Bk,iNtNr−1χ2(2di) dis-
tributed. Additionally, since T(k,k)j,j is designed independently
of hk,k,
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 is also χ2(2) distributed. Hence,
κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 + κk,kak,k‖hk,k‖2 dk∑
l=1,l 6=j
|sHk,kT(k,k)j,l |2 +
K∑
i=1,i6=k
κk,iak,i
di∑
l=1
‖hk,i‖2
∣∣∣sHk,iT(k,i)j,l ∣∣∣2 is a nested finite
weighted sum of K + 1 Erlang pdfs, whose pdf is given by
[29]
f(x) =
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,q
}L
q=1
, {lk,q}L−2q=1
)
×g
(
x, t,
̺k,i
ηk,i
)
, (31)
where L = K + 1, ηk,i = di, ̺k,i = κk,i2−
Bk,i
NtNr−1 for all
i 6= k, ηk,k = dk − 1, ̺k,k = κk,k2−
Bk,k
NtNr−1 , ηk,L = 1,
̺k,L = κk,k, and g(x, t, ̺k,i) = x
t−1 exp(−x/̺k,i)
̺t
k,i
Γ(t)
for all i ∈
[1, L]. The weights ΞL are defined as
ΞL
(
i, t, {ηk,q}Lq=1, {̺k,q}Lq=1, {lk,q}L−2q=1
)
=
ηk,i∑
lk,1=t
lk,1∑
lk,2=t
· · ·
lk,L−3∑
lk,L−2=t
[
(−1)TL−ηk,i̺tk,i∏L
h=1 ̺
ηk,h
k,h
× Γ(ηk,i + ηk,1+U(1−i) − lk,1)
Γ(ηk,1+U(1−i))Γ(ηk,i − lk,1 + 1)
×
(
1
̺k,i
− 1
̺k,1+U(1−i)
)lk,1−ηk,i−ηk,1+U(1−i)
× Γ(lk,L−2 + ηk,L−1+U(L−1−i) − t)
Γ(ηk,L−1+U(L−1−i))Γ(lL−2 − t+ 1)
×
(
1
̺k,i
− 1
̺k,L−1+U(L−1−i)
)t−lk,L−2−ηk,L−1+U(L−1−i)
×
L−3∏
s=1
Γ(lk,s + ηk,s+1+U(s+1−i) − lk,s+1)
Γ(ηk,s+1+U(s+1−i))Γ(lk,s − lk,s+1 + 1)
×
(
1
̺k,i
− 1
̺k,s+1+U(s+1−i)
)lk,s+1−lk,s−ηk,s+1+U(s+1−i) ]
,
(32)
where TL =
∑L
i=1 ηk,i and U(x) is the well-known unit step
function defined as U(x ≥ 0) = 1 and zero otherwise. Note
that the weights ΞL are constant when given ηk,i and ̺k,i.
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Thus, W (Bk, d) can be computed as
W (Bk, d)
=
1
ln 2
∫ ∞
0
ln(x+ σ2)f(x)dx
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,q
}L
q=1
,
{lk,q}L−2q=1
)∫ ∞
0
ln(x+ σ2)g
(
x, t,
̺k,i
ηk,i
)
dx
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,q
}L
q=1
,
{lk,q}L−2q=1
)
Z
(
σ2, t,
̺k,i
ηk,i
)
, (33)
where
Z
(
σ2, t,
̺k,i
ηk,i
)
=
∫ ∞
0
ln(x+ σ2)g
(
x, t,
̺k,i
ηk,i
)
dx
= ln(σ2) +
t−1∑
ϑ=0
1
Γ(t− ϑ)
(
(−1)t−ϑ−2
(
σ2ηk,i
̺k,i
)t−ϑ−1
× exp
(
σ2ηk,i
̺k,i
)
Ei
(
−σ
2ηk,i
̺k,i
)
+
t−ϑ−1∑
ν=1
Γ(ν)
(
−σ
2ηk,i
̺k,i
)t−ϑ−ν−1)
, (34)
and Ei(x) =
∫ x
−∞
exp(t)
t dt is the exponential integral function.
(34) follows from [30, Eq. 4.3375].
Note that V (Bk, d) is similar to W (Bk, d) except the
absence of the term κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2. Hence, V (Bk, d) can
be expressed as
V (Bk, d) =
1
ln 2
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
Z
(
σ2, t,
̺k,i
ωk,i
)
, (35)
where ωk,k = dk − 1, ωk,i = di for i 6= k, and ̺k,i =
κk,i2
−
Bk,i
NtNr−1 for all i ∈ [1,K]. So, we obtain the average
transmission rate for the jth data stream of link k as follows
R¯k,j (Bk, d)
= W (Bk, d)− V (Bk, d)
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L
q=1
,
{lk,q}L−2q=1
)
Z
(
σ2, t,
̺k,i
ηk,i
)
− 1
ln 2
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
Z
(
σ2, t,
̺k,i
ωk,i
)
. (36)
APPENDIX B
THE DERIVATION OF R¯k,j(Bk,d) IN INTERFERENCE
LIMITED CASE
For convenience, we use G(Bk, d) and H(Bk, d) to denote
the first and second terms at the right hand of (19). The pdf
of κk,k
∣∣∣hHk,kT(k,k)j,j ∣∣∣2 + Ik,j is given by f(x) in (31), thus
G(Bk, d) can be computed as
G (Bk, d)
=
1
ln 2
∫ ∞
0
ln(x)f(x)dx
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L
q=1
,
{lk,q}L−2q=1
)∫ ∞
0
ln(x)
xt−1 exp(− x̺k,i/ηk,i )
(̺k,i/ηk,i)tΓ(t)
dx
=
1
ln 2
L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L
q=1
,
{lk,q}L−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ηk,i)) , (37)
where ψ(x) = d ln(Γ(x))dx is the Euler psi function. (37) is
obtained based on [30, Eq. 4.352.1]. Similarly, we can get
H(Bk, d) as follows:
H(Bk, d) =
1
ln 2
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ωk,i)) . (38)
Hence, the average transmission rates for the jth data stream
of link k is given by
R¯k,j (Bk, d)
=
1
ln 2
( L∑
i=1
ηk,i∑
t=1
ΞL
(
i, t, {ηk,q}Lq=1,
{
̺k,q
ηk,i
}L−2
q=1
,
{lk,q}L−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ηk,i))
−
K∑
i=1
ωk,i∑
t=1
ΞK
(
i, t, {ωk,q}Kq=1,
{
̺k,q
ωk,i
}K
q=1
,
{lk,q}K−2q=1
)
(ψ(t) + ln(̺k,i)− ln(ωk,i))
)
, (39)
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