ABSTRACT The fundamental purpose of network embedding is to automatically encode each node in a network as a low-dimensional vector, while at the same time preserving certain characteristics of the network. Based on the nodes' embeddings, downstream network analytic tasks such as community mining, node classification, and link prediction, can then be easily implemented using traditional machine learning methods. In recent years, extensive network embedding methods have been proposed based on factorization, random walks, deep learning, and so on. However, most of them focus mainly on preserving the structural proximity of network nodes, where highly interconnected nodes in a network will be represented closely together in the embedded vector space. While in many real-world networks, existing studies have revealed that high-order organizations (e.g., network motifs and graphlets) may be related to specific network functions. In this case, nodes far apart but with a similar organization in a network (i.e., structural equivalence) may have similar network functions. Accordingly, in this paper, we present a hybrid embedding method that unifies both structural proximity and equivalence (SPaE) of a network. Specifically, we adopt the concept of graphlet degree vector (GDV) to measure structural equivalence between network nodes. Through carrying out experiments on both synthetic and real-world datasets, we evaluate the performance of the hybrid embedding method in tasks of node clustering, node classification, and visualization. The results demonstrate that the proposed SPaE method outperforms several state-of-the-art methods when the network analytic tasks are not merely related to structural proximity. Finally, we also conduct experiments to evaluate the flexibility, robustness, and parameter sensitivity of the hybrid embedding method.
I. INTRODUCTION
Networks have been widely used to describe a group of interconnected objects in many fields, such as social networks [1] , food webs [2] , neuronal networks [3] , power grids [4] , protein-protein interaction networks [5] , and the World Wide Web [6] . Due to the ubiquity of networks in countless real-world systems, many network analytic tasks have been proposed to help understand the underlying characteristics of complex systems. Typical examples include community
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mining [7] , [8] , node classification [9] , [10] , like prediction [11] , and visualization [12] . In the past few decades, a great number of approaches have been proposed to tackle the above-mentioned network analytic tasks by operating directly on the original network adjacency matrix. However, most of them rely on user-defined heuristics, such as network centralities [13] , [14] and modularity [15] , to extract structural information of a network. Recently, the network embedding approach has attracted lots of attention, the purpose of which is to automatically represent network components into a low-dimensional vector space, while at the same time preserving certain characteristics of the network [16] - [19] .
In doing so, the obtained embeddings can be used as input features for downstream machine learning tasks on networks.
One of the fundamental characteristics of a network is its structural proximity. For example, with respect to the task of community mining, a network community generally refers to a group of nodes in clusters, within which the connections are dense but between which they are sparse [20] , [21] . For the task of node classification and link prediction in social networks, evidence has shown that individuals with dense social connections often have similar interests, beliefs, or demographics, and they are more likely to become friends [22] , [23] . In these cases, if the node embeddings can preserve their proximity in the original network, downstream network analytic tasks can then be implemented using well-known machine learning methods, such as k-means [24] , DBSCAN [25] , and principal components analysis [26] . To this end, extensive embedding methods have been proposed aiming at preserving the structural proximity of network nodes. Some of them pay attention to the firstorder proximity [27] - [29] , while many other studies focus on both the first-and second-order proximities [30] , [31] , as well as higher-order proximity [32] - [35] .
A. MOTIVATION
In the field of complex networks, researchers have shown that high-order connectivity patterns are essential to understand many fundamental functions of complex systems [36] . The most common higher-order structures are network motifs, which are defined as small subgraphs that are overrepresented in a network with respect to a given null model [37] , [38] . For example, feed-forward loops are crucial to understand transcriptional regulation networks [39] ; and two-hop paths are crucial for air traffic patterns [40] . However, due to their dependence on the choice of a null model, network motifs have a limited scope of applications [41] . As another type of higher-order structures, graphlets have recently been proposed to help describe node roles in a network [42] - [44] . Different from network motifs, graphlets are defined as small induced subgraphs that appear at any frequency, and hence are independent of any null models. According to the graphlet-based characterization of node roles, hidden functions of real-world networks can further be revealed. For instance, the core-broker-periphery structure in the world trading network can predict the economic attributes of a country [43] . Therefore, to preserve the functional properties of a network, it would be significant for an embedding method to characterize node roles in the network based on their high-order connectivity patterns.
In addition to the structural proximity, another type of network characteristics, namely structural equivalence, has been defined to evaluate the similarity of node roles in a network [45] . The difference between structural proximity and equivalence lies in that nodes with the same/similar function may be far away from each other in many real-world networks. For example, in a food web, species with similar predation patterns may belong to different geographic areas [46] .
In the C. elegans frontal neuronal network, three-ring motor neurons that serve as the source of information, are far apart from each other [47] . In transcription networks, the signsensitive accelerators that speed up the response time of the target gene expression, are also not directly connected [39] . In a financial network, the systematic risk also depends on the structural roles of individual organizations [48] . While in many applications like node classification, nodes that have either close distance or similar functional roles may have the same label. In this case, a challenging task for network embedding is how to unify both structural proximity and equivalence of network nodes, while keeping them close to each other into the embedded vector space.
B. RELATED WORK
In recent years, the development of network embedding technology has attracted more and more attention from both academia and industry, the goal of which is to encode network components (e.g., nodes, edges, or subgraphs) as lowdimensional vectors that preserve certain characteristics of a network. Based on the machine learning tasks on networks, most studies focused merely on directly encoding network nodes through considering only structural characteristics of a network (e.g., [27] - [35] ), while some others paid attention to both network structure and node attributes [49] - [51] . Moreover, there were also many studies focusing on dealing with multi-modal, or multi-layer networks with heterogeneous node and edge type [52] , [53] , and incorporating task-specific supervision [54] , [55] . In this paper, we focus mainly on the problem of unsupervised node embedding with the purpose of preserving both structural proximity and equivalence of a network with homogeneous node and edge type. For more comprehensive details about other embedding objectives, we refer the readers to relevant surveys or reviews [16] - [19] .
Because network structure reflects the relationships between every pair of nodes in a network, structural proximity becomes one of the fundamental characteristics to deal with for node embedding. In doing so, nodes not far from each other in the network will be kept close in the embedded vector space. Along this line, many methods have been proposed to preserve structural proximity, such as factorization based [27] - [29] , [32] , random walk based [33] , [34] , [56] , and deep learning based [31] . Traditional methods, such as LLE [27] and Laplacian eigenmaps [28] , try to preserve the local relationships (i.e., the first-order proximity) of each node in the network. The key step lies in how to construct the first-order proximity of each node through finding its k nearest neighbors. Further, many methods were proposed to consider both the first-and second-order proximities. For example, in SDNE [31] , the authors used deep autoencoders to jointly optimize the two proximities. In LINE [30] , the authors proposed to minimize the Kullback-Leibler divergence of two joint probability distributions, which are defined for each pair of nodes based on the adjacency matrix and the embedding.
Motivated by the word2vec model in natural language processing [57] , many random-walks based embedding methods were proposed to preserve up to kth-order proximity of a network [33] , [34] , [56] . The difference lies in the node sampling strategies, while the order of structural proximity that such methods can preserve depends on the length of random walks. For example, in DeepWalk [33] , the authors used truncated random walks in order to sample the neighborhood of a target node. In node2vec [34] , the authors proposed a sampling strategy based on biased random walks, where both depthfirst and breadth-first searches were considered. Experimental results demonstrated that the neighborhoods sampled by breadth-first random walks leaded to embeddings that correspond closely to structural equivalence. However, it is argued that node2vec cannot capture the structural equivalence over the whole network because the random walks with limited step size are not capable of capturing nodes that are ''far'' in the network but have similar local structure [56] , [58] .
In addition to the structural proximity, many researchers have also tried to learn latent representations based on structural identity or equivalence. For example, Narayanan et al. proposed the subgraph2vec method to capture structural equivalence based on rooted subgraphs, where the context of a node was defined by its neighbors using a modified Skip-Gram model [59] . However, the structural equivalence defined in their paper is rigid because it is described as a binary property based on the Weisfeiler-Lehman isomorphism test [56] . Accordingly, Ribeiro et al. proposed the struc2vec method to learn node embeddings from structural identity, which is formulated based on the hierarchy of node degrees through the entire network [56] . By doing so, two nodes with neighborhoods that are structurally similar but that are far apart in a network will have similar embeddings. Besides structural equivalence, Ke et al. have recently presented a Deep Recursive Network Embedding (DRNE) method to preserve regular equivalence, which is defined in a recursive way that two regularly equivalent nodes have network neighbors which are also regularly equivalent [60] .
Another way to measure structural equivalence is based on graphlet, which is one type of higher-order structures in complex networks. Several direct encoding methods have been proposed by simply characterizing graphlet-based statistics, such as graphlet degree vector, graphlet degree distribution agreement, and graphlet correlation distance [43] , [44] , [61] . However, these methods rely only on directly counting the number of graphlets or automorphism obits, which do not involve any encode-decode process. Recently, Lyu et al. proposed the SNS method to enhance the network embedding quality with structural similarity, which for the first time involved the induced subgraph graphlets into the task of network embedding [58] . In their work, the context of a node was generated based on random walks in a similarity matrix, where the continuous bag-of-words (CBOW) model with negative sampling was used to learn node embeddings. Nevertheless, the context of similar nodes is restricted in the kth-order neighborhood of the target node. On the contrary, the proposed hybrid embedding method in this paper defines structural equivalence between every pair of nodes in the network no matter how far away they are. Inspired by the LANE method [49] , we use a coupled spectral embedding method with a correlation projection scheme to unify both structural proximity and equivalence. Specifically, we have simplified the projection scheme and retained only one hyperparameter α to balance the degree of importance between structural proximity and equivalence, which makes our model more interpretable.
C. OUR CONTRIBUTION
In this paper, we investigate the problem of network embedding that aims at capturing both structural proximity and functional roles of network nodes. Specifically, we define structural equivalence based on one of the high-order connectivity patterns, namely graphlets, to describe the functional role of every node in a network. Accordingly, to preserve structural proximity, nodes that are ''close'' in a network should share features in the latent representation. Meanwhile, to preserve structural equivalence, nodes that are ''far'' in a network but have similar functional roles should properly be captured in the latent representation. The main contributions of this paper are summarized as follows:
• We present a hybrid network embedding method that unifies both structural proximity and equivalence (SPaE) of network nodes, where a control parameter α is involved to set which characteristics are more likely to preserve.
• We present an alternative algorithm to solve the joint representation learning problem in SPaE.
• We conduct experiments on both synthetic and realworld networks, to evaluate the properties and performance of the proposed SPaE method in terms of clustering, node classification, flexibility, robustness, and parameter sensitivity. The remainder of this paper is organized as follows. In Section II, we formulate the graphlet-based structural equivalence, and define the hybrid network embedding problem. In Section III, we present the SPaE method that unifies both structural proximity and equivalence of network nodes. Specifically, an alternative algorithm is used to solve the optimization problem of SPaE. In Section IV, we carry out experiments on both synthetic and real-world networks, to evaluate the properties and performance of the proposed SPaE method. Finally, we conclude the main results and contributions in Section V.
II. PROBLEM STATEMENT
Network embedding aims to automatically encode each node in a network into a low-dimensional vector space. In this section, we formally define the network embedding problem that unifies both structural proximity and equivalence of an undirected network.
A. STRUCTURAL PROXIMITY
Let G = {V , E} be an undirected network, where V = {1, , · · · , n} is a set of n interconnected nodes, and E = {e ij |i, j ∈ V } is a set of m edges between the nodes. Denote A ∈ R n×n as the adjacency matrix of G, where a ij = 1 if there exists an edge (i, j) ∈ E and a ij = 0 otherwise. If G is weighted, then denote W ∈ R n×n as the weighted matrix, where each edge (i, j) ∈ E is associated with a weight w ij > 0. In this paper, we focus mainly on the network embedding problem that preserves the first-order proximity between the nodes in G.
Definition 1 (Structural Proximity):
The structural proximity in a network G describes the local pairwise connection between nodes. For any pair of nodes connected by edge e ij , the value of w ij indicates their first-order proximity of nodes i and j.
For network embedding, it is natural to preserve the firstorder proximity because it describes the direct interactions between nodes. Formally, the objective is to learn a mapping function
such that u i and u j in the embedded space U preserve the first-order proximity of nodes i and j. 
B. GRAPHLET-BASED STRUCTURAL EQUIVALENCE
To define structural equivalence, we first introduce the concepts of graphlets and graphlet degree vector (GDV), which have been used to identify nodes' functional roles in realworld networks [62] . Graphlets are defined as a set of small induced subgraphs that appear at any frequency in a network [43] . For example, as shown in Figure 1 , there are totally 9 graphlets (i.e., G 0 , · · · , G 8 ) with size up to 4 nodes. Within each graphlet, some nodes have identical connection patterns and hence belong to the same automorphism orbit. Totally, there are 15 orbits for up to 4-node graphlets, which are numbered from 0 to 14. In a network, each node may belong to different orbits. Accordingly, for up to 4-node graphlets, the graphlet degree vector of a node has 15 coordinates, each of which corresponds to the number of times the node is touched by a particular orbit of a graphlet. Specifically, the first coordinate is the degree of the node. It is worth noting that graphlet with more than 4 nodes can also be adopted to define structural equivalence, however, it will lead to redundant relationships between different orbits [43] , and increase the computational complexity.
After calculating GDVs for all nodes, we first standardize the GDVs based on the zero-mean normalization method. Denote GDV (i) as the graphlet degree vector of node i.
GDV k (i))/n be the mean value of all nodes, and
/n be the standard deviation. The standardized GDV of node i at coordinate k is calculated as follows:
The structural equivalence between any pair of nodes can then be defined based on the their standardized GDVs.
Definition 2 (Structural Equivalence):
The structural proximity in a network G describes the pairwise similarity between nodes' standardized GDVs. For any pair of nodes i and j, the value of s ij ∈ S indicates the strength of their structure equivalence, which can be calculated based on cosine similarity between SGDV (i) and SGDV (j).
To preserve the structural equivalence between network nodes, the objective is to learn a mapping function
such that v i and v j in the embedded space V preserve the cosine similarity s ij between nodes i and j.
Taking into consideration both structural proximity and functional roles of network nodes, in this paper, we focus on the problem of how to unify them simultaneously to preserve both structural proximity and equivalence for network embedding. Formally, such a problem can be defined as follows:
Definition 3 (Hybrid Network Embedding Problem): Given a network G = {V , E} with a weighted adjacency matrix W and a GDV-based similarity matrix S, the objective is to learn a mapping function
such that h i and h j in the embedded space H preserve the structural proximity and equivalence of nodes i and j.
III. A HYBRID EMBEDDING METHOD
In this section, we present a hybrid network embedding method that simultaneously preserve both structural proximity and equivalence of network nodes. Specifically, we first introduce the objective functions that generates similar embeddings for each pair of nodes with close proximity or similar equivalence. Then, we use the correlation projection scheme to generate a hybrid embedding objective function and corresponding optimization method.
A. EMBEDDINGS OF STRUCTURAL PROXIMITY
Here we first map the node proximity into a latent space U, where each row u i ∈ R d represents the embedding of node i. Specifically, we use l ij = ||u i − u j || 2 2 to measure the distance between i and j in the embedded space. In order to eliminate the difference of weight sum between nodes, we first normalize the edge weights of each node i by settingw ij = w ij /σ i , where σ i = n j=1 w ij is the sum of edge weights for the ith row of W. Then, the disagreement betweenw ij and l ij can VOLUME 7, 2019 be formulated as follows:
The objective is then to minimize the sum of disagreements of all pairs of nodes in the network:
Based on the method of Laplacian eigenmaps [28] , the objective function can be formulated as (see Appendix for more details):
where
2 be the normalized weight matrix W, and is a diagonal matrix with the ith entity equals to σ i . Without loss of generality, we assume that U T U = I. Then, the minimization objective of Equation 2 is equivalent to the following constrained maximization problem:
Here, the constraint U T U = I makes sure that the embeddings form the standard basis in the d-dimensional vector space.
B. EMBEDDINGS OF STRUCTURAL EQUIVALENCE
Here we map the node similarity in structural equivalence into a latent space V, where each row v i ∈ R d represents the embedding of node i. Specifically, we use r ij = ||v i − v j || 2 2 to measure the distance between i and j in the embedded space V. Similarly, we normalize the similarity matrix by settings ij = s ij /ψ i , where ψ i = n j=1 s ij . Then, the disagreement betweens ij and r ij can be formulated as follows:
The objective is to minimize the sum of disagreements of all pairs of nodes in the network:
Using the similar analysis as in Section III-A, we have the following constrained maximization problem:
2 be the normalized similarity matrix S, and is a diagonal matrix with the ith entity equals to ψ i .
C. HYBRID EMBEDDING AND OPTIMIZATION
To preserve both structural proximity and equivalence, we use the correlation projection scheme to project U and V into a unified embedding space H [49] , [63] . Specifically, the correlation between U and H is defined as the variance of the projected matrix, which is formulated as follows:
Similarly, the correlation between U and H is defined as follows:
By maximizing ρ 1 and ρ 2 , we can preserve the correlations among U, V, and H, and derive H as the final embeddings. Specifically, we aim to maximize the following joint objective function:
where α is a nonnegative parameter that balance the contribution of proximity and equivalence on the embedding results. IF α = 0, the method degenerates to be the Laplacian eigenmaps method [28] . Considering the second order derivative of J with respect to H, we have:
which will always be positive semidefinite when α ≥ 0. Similarly, we can also verify that 2 U J and 2 V J will be positive semidefinite. As a result, the optimization problem in Equation 7 becomes a convex problem, whose solution can be obtained via Lagrange multipliers method.
Let λ i (i = 1, 2, 3) be the Lagrange multipliers of three variable matrices respectively. Then, the Lagrange function can be described as follows:
By setting ∇ U L = 0, ∇ V L = 0, and ∇ H L = 0, we have:
(UU
The solution for each of the three equations is the top d eigenvectors of corresponding matrix. Therefore, we employ an alternating algorithm to solve the optimization problem in Equation 7 . The key idea is to update a maximum solution for one of the three variable matrices while keeping the others constant. The variable matrices are updated alternatively until the increase of objective function is less than a predefined threshold . The detailed updating procedure is shown in Algorithm 1. The output H represents the final embeddings. In this paper, the Orbit Counting Algorithm (ORCA) is used to calculate the GDV for each node in G. So far as we know, it is one of the fastest algorithm, which can count node orbits of up to 4-node graphlets for a network with about 100,000 edges in 2.4 seconds [64] . Second, the complexity to calculate cosine similarity of standardized GDVs between each pair of node is O(n 2 ). Given a network G, these two steps can be calculated offline. Third, for the optimization of the joint objective function (Equation 7), a small number of iterations are needed to solve the first d eigenvalues and corresponding eigenvectors of a matrix. In this paper, the Lanczos method is used as the iterative eigensolver. Hence, the time complexity is O(kn 2 ) in the worst case, where k is the average number of nonzero elements in rows of the matrix [65] .
IV. EXPERIMENTS
In this section, we design and conduct a series of experiments to evaluate the performance of the hybrid SPaE algorithm. In particular, we aim to answer the following questions: 1) How can the hybrid SPaE method preserve the characteristics of structural proximity and equivalence in the machine learning task of node clustering? 2) How effective is the hybrid SPaE method compared with the state-of-the-art methods in the machine learning task of node classification? 3) How flexible and robust is the hybrid SPaE method? 4) How sensitivity are the parameters in the proposed method? Both synthetic and real-world networks are used to implement our experiments. The detailed information about those networks are introduced in corresponding tasks.
The detailed descriptions about the baseline methods for comparison in this paper are introduced as follows: 1) GDV [66] : The standardized graphlet degree vector of each node in a network (see Section II-B) is directly used as its feature representation. 2) Spectral clustering [67] : This is a kind of matrix factorization approach aiming at minimizing the Normalized Cut of a network. The eigenvectors corresponding to the d smallest eigenvalues of the normalized Laplacian are used as the nodes' representations. 3) DeepWalk [33] : This is a kind of random-walks based network embedding methods, where the skip-gram model is first introduced to learn the node embeddings [57] . 4) node2vec [34] : This is another kind of random-walks based network embedding methods, where biased random walks are introduced to balance between breadth-first and depth-first sampling strategies using hyperparameter p and q. The authors demonstrated that this method could capture structural equivalence by setting appropriate p and q. In this paper, if there is no special explanation, we set p = 1 and q = 2, which is the same as in the original paper. 5) struc2vec [56] : This method is based on random walks on a hierarchical network, which is established based on the hierarchy of node degree through an entire network. It has been shown that struc2vec can capture structural similarity between any pair of nodes in a network. In this paper, we use the default parameter settings of the method.
A. NODE CLUSTERING
The purpose of the node clustering task is to evaluate the ability of the proposed SPaE method in terms of preserving the structural proximity and equivalence of a network, by tunning the hyperparameter α. Accordingly, we carry out experiments on three typical networks that are well studied in the field of community mining.
1) RESULTS ON A BARBELL NETWORK
The barbell graph is a kind of synthetic networks, which is first introduced for network embedding in [56] . Mathematically, a barbell graph can be denoted by barb(m,n), which consists of two complete m-node subgraph linked by a single path with n nodes. Without loss of generality, we use the barbell network barb (10, 10) in our experiment (see Figure 2) . Intuitively, the nodes in two complete subgraphs should belong to two clusters when considering only structural proximity. On the contrary, they have the same structural roles because there exists an automorphism between any pair of nodes in the two complete subgraphs. To evaluate the ability to preserve structural proximity, we first run the SPaE method to obtain the node embeddings for all nodes in the barb (10, 10) network by setting the hyperparameter α = 0 and d = 2. Then, the nodes are clustered by the k-means methods based on their embeddings. It can be observed from Figure 2 (a) that there are three clusters: nodes in the same complete subgraph are clustered in two separate clusters (i.e., the clusters with green and blue colors); while nodes on the single path are clustered together (i.e., the cluster with brown color). On the other hand, to evaluate the ability to preserve structural equivalence, we obtain the node embeddings by setting the hyperparameter α = 2 and FIGURE 2. The demonstration of node clusters in the barb(10,10) network based on the SPaE method by setting the hyperparameter (a) α = 0 and (b) α = 2. Nodes in the same cluster are shown in the same color. It can be observed that when α = 0, the method preserves the property of structural proximity. While when α = 2, the method preserves the property of structural equivalence. To further evaluate the performance of the proposed SPaE method, we visualize the learned node embeddings in R 2 (set the dimension of embedding d = 2) with respect to different network embedding methods, i.e., DeepWalk, node2vec (p = 1, q = 2), node2vec (p = 1, q = 0.5), struc2vec, SPaE (α = 0), and SPaE (α = 2). The results are demonstrated in Figure 3 . To facilitate visualization, the node colors are in line with that shown in Figure 2(b) . It can be observed that the embeddings based on DeepWalk and node2vec (even with different settings of p and q) look similar, where nodes in the two complete subgraphs are completely separated. The reason is that both methods are based on random walks on the network, which are limited by the step length of the walk. As a consequence, DeepWalk and node2vec methods are inclined to preserve the proximity property between network nodes. On the other hand, Figure 3(d) shows node embeddings based on struc2vec method, which is designed to preserve the structural identity of network nodes. It can be observed that structurally equivalent nodes are embedded close to each other in the latent space (see the nodes in blue color). By comparison, our SPaE method has better performance in terms of preserving both structural proximity and equivalence. When α = 0, the two complete subgraphs and the single path are clearly separated in Figure 3(e) . Further, as shown in Figure 3 (f), when α = 2, nodes that have the same structural roles have the same embeddings.
2) RESULTS ON THE (MIRRORED) KARATE NETWORK
In this section, we evaluate the capability of the SPaE method with respect to preserving structural proximity and equivalence, on the karate network and mirrored karate network, respectively. Zachary's karate network is a real-world social network, which has been a baseline network in the field of community mining [68] . The network has a total of 34 nodes and 78 edges (see Figure 4) . Each node represents a member of a karate club, and each edge represents the social relationship between two members. The mirrored karate network consists of two copies of Zachary's karate network connected by an edge between node 1 and node 35. In this case, node i (i ∈ [1, 34] ) and node (i + 34) are the correspondent nodes in this network. In Figure 5 , we assigned them the same color to each pair of correspondent nodes in the mirrored karate network.
We first generate node embeddings that preserve the characteristics of structural proximity by setting α = 0 and d = 2. Based on the node embeddings, we adopt an agglomerative clustering method (AGNES [69] and Ward's method [70] ) to cluster the nodes. The results are shown in Figs. 4(a) and 4(b) . It can be observed that two clusters are clearly identified, where nodes in the same cluster are marked using the same color. The results are consistent with other clustering methods without embedding in the field of network community mining. Taking a further step, we generate node embeddings that preserve the characteristics of structural equivalence by setting α = 40. The results are shown in Figs. 4(c) and 4(d) . It can be observed that three clusters are identified. The first cluster in yellow can be regarded as hubs of the network. It is worth noting that node 0 and node 33 representing the club instructor and administrator of the club are successfully divided by our method. The second cluster in green consists of nodes that are peripherals in each structural community. While there are also several nodes in light green that perform as mediators of the two communities. Moreover, our method can also identify nodes that have identical structural roles, such as nodes 14, 15, 18, 20 and 22 in the network.
For the mirrored karate network, it is expected that each pair of correspondent nodes can be embedded together when the hyperparameter α is large enough to preserve structural prevalence. Therefore, for each node i ∈ [1, 34], we find another node j closest to this node, and evaluate whether or not they are correctly embedded (i.e., j = i + 34). Then, we use the percentage of corrected embedded node pairs as a measurement to evaluate the capability of the SPaE method to preserve the structural equivalence. We compare the performance of our SPaE method with that of DeepWalk, node2vec, and struc2vec by repeating the experiments 50 times. It can be observed from Table 1 that DeepWalk and node2vec achieve very low accuracy because they are inclined to preserve the structural proximity of network nodes. Although struc2vec can achieve higher performance, the accuracy is much lower than the SPaE method. The reason is that the stuc2vec method focuses mainly on the characteristic of structural identity, which reflects the global role of a node in the entire network. Moreover, its results can be affected by the randomness of random walks. On the contrary, based on the spectral graph theory, the SPaE method considers only the local roles of a node with respect to graphlet-based degree distribution, and hence can obtain a stable result.
B. NODE CLASSIFICATION
In this section, we evaluate the performance of our SPaE method in terms of node classification by comparing with other well-known methods. Usually, in many real-world applications, only a small fraction of nodes are labeled. The task of node classification is to infer the missing labels based on the labeled nodes in a network. On the one hand, nodes can be classified based on their social distance. For example, people within the same social community may have similar interests. On the other hand, nodes can also be classified/labeled based on their functional roles. As said in [34] , most real-world networks generally exist a mixture of community structure and structural equivalence.
1) DATASETS
Specifically, the experiments are carried out in the following six real-world networks, which have been widely used for the test of network embedding: 1) Brazilian air-traffic network [56] : Data was collected from the National Civil Aviation Agency (ANAC) from January to December 2016. The network has 131 nodes and 1,038 edges. Node labels are generated based on airport activity, which is measured by the total number of landings plus takeoffs in 2016. Totally, the label has four values. 2) European air-traffic network [56] : Data was collected from the Statistical Office of the European Union (Eurostat) from January to November 2016. The network has 399 nodes and 5,995 edges. The label contains four values, which represents airport activity measured by the total number of landings plus takeoffs in 2016. 3) Email-Eu-core network [71] : Data was collected from a large European research institution. The network has 1,005 nodes and 25,571 edges. Each edge represents the existence of email communication between two individuals. Each individual belongs to exactly one of 42 departments (i.e., labels) at the research institute. 4) Terrorist attacks network [72] : This network was constructed based on a subset of terrorism-related information collected by the MIND Lab at UMD, which consists of 1,293 nodes and 3,173 edges. Each node is associated with a label indicating the type of attack. Totally, there are six types of attack. 5) Citation network [73] : This network is selected from the Cora dataset [74] , and contains 2,708 nodes corresponding the machine learning papers and 5,429 edges representing the existence of citation between these papers. Each node is associated with a ''ground-truth'' label containing seven categories, such as Neural Networks, Reinforcement Learning and so on. 6) Wikipedia network [63] : The network contains 2,405 web pages and 17,981 links between them from Wikipedia. There are totally 19 labels representing the categories to which these web pages belong.
2) CLASSIFICATION ACCURACY
We first generate node embeddings for each of these six networks based on different embedding methods. For random-walks based methods (i.e., DeepWalk, node2vec, and struc2vec), we run random walks from each node 10 times with length 80 and context window size 10, and set hyperparameter d = 128, which is the same as those settings in [33] , [34] , [56] . Then, we randomly sample a fraction of nodes in the networks (from 20% to 90%) to train a supervised classifier, and treat the rest nodes as the test set. Since real-world networks may exhibit various degrees of mixing between structural proximity and equivalence, the value of α is used to balance between them in different networks. Some networks are inclined to exhibit more about structural equivalence, so the values of α should be large, and vice versa. In this paper, the one-vs-rest logistic regression with L 2 regularization is used, and a 5-fold cross-validation with a grid search is used to select the best hyperparameters and regularization coefficient for each network. Specifically, the parameter settings for the SPaE and Spectral clustering methods are shown in Table 2 . Finally, all experiments are repeated 10 times using random samples to train the classifier, and the average accuracy in the test set is used to evaluate the performance of different methods.
The experimental results on different real-world networks are shown in Figure 6 . It can be observed that after a 5-fold cross-validation with a grid search, our SPaE method with a small size of dimension d can achieve higher (or at least similar) accuracy than other embedding methods on all six benchmark networks. Specifically, for the Brazilian and European air-traffic networks, the SPaE (with large α), struc2vec, and GDV methods can achieve higher accuracy than the other three methods (see Figs. 6(a) and 6(b) ). The reason may be that node labels in the two networks are more related to the structural equivalence. With respect to the Email-Eu-core network, the labels are more related to node connectivity because individuals in the same department usually communicate with each other more frequently. Accordingly, it can be observed from Figure 6 (c) that SPaE (with small α), Spectral clustering, node2vec and DeepWalk achieve much higher accuracy than the other methods. This is because these four methods can successfully preserve the structural proximity of network nodes. Similar results can be observed in the Citation and Wikipedia networks, where SPaE with α = 0.001 that successfully preserves structural proximity can achieve higher classification accuracy (see Figs. 6(e) and 6(f)). For the terrorist attacks network, our SPaE can achieve the highest accuracy. However, it seems that the types of attacks are not merely related to either structural proximity or equivalence, but a mixture of them. This is because attacks happened in the same location may not be the same type. In Table 3 , we demonstrate the accuracy gain of our SPaE method comparing with the method with the best performance on four benchmark networks, where 90% of labeled nodes are used for training.
Because node embeddings are obtained in an unsupervised way, the results depend heavily on the degree to which node labels are related to the network structure. Therefore, what needs to be made clear is that although for certain networks our method can achieve higher performance than others, the main purpose of this paper is not to emphasize that our method is superior to others. On the other hand, we aim to demonstrate the flexibility of the SPaE method in terms of preserving structural proximity and equivalence of network nodes for the task of node classification.
3) FLEXIBILITY ANALYSIS
In the SPaE method, the hyperparameter α can be used to balance which structural characteristics to preserve for node embeddings. To validate such flexibility, we evaluate the performance of our method on the European air-traffic network under different settings of α. We first synthetically assign labels to each node based on the Spectral clustering method (SC-based labels) and the GDV method (GDV-based labels), respectively. According to their definitions, the SC-based labels can reflect the structural community of a network, while the GDV-based labels can reflect the VOLUME 7, 2019 functional similarity of network nodes. Meanwhile, we also generate a new label (OR) that unifies the SC-based and GDV-based labels, where either of them is regarded as correct classification. It is expected that as α increases, the accuracy of predicting the SC-based labels will decrease, while that of predicting the GDV-based label will increase. Figure 7 demonstrates the experimental results, where 80% labeled nodes are used for training and the rest for testing. It can be observed that when α is small, the SPaE method can accurately predict the SC-based labels. As α increases, the accuracy generally decreases, while the accuracy for predicting the GDV-based label will increase. If two types of labels are mixed (i.e., the OR label), the SPaE method can always achieve high accuracy. The results demonstrate that when the proposed SPaE method is effective when node labels are related to both structural proximity and equivalence in many real-world applications.
4) PERTURBATION ANALYSIS
For many real-world networks, we cannot access the precise network structure. For example, in a sensor network, the measurements used for constructing the network is noisy. Here, we perform a perturbation analysis, where the performance of our SPaE method is compared with the node2vec method for scenarios related to the imperfect edge structure. Specifically, two scenarios are analyzed: First, we create a number of noisy edges by randomly selecting pairs of nodes in the network; Second, we randomly remove a number of edges from the network. Similarly, we carry out experiments on the European air-traffic network, where 80% labeled nodes are used for training and the rest for testing. Figure 8 demonstrates the perturbation analysis under two scenarios, where up to 25% of edges are added/removed. It can be observed that as the noises increase by either adding or removing a number of edges, the accuracy will slowly decrease. In order to measure the degree of deterioration, we make a comparison with the node2vec method. The results show that our SPaE method is at least as robust as the well-known node2vec method in terms of classification accuracy.
5) PARAMETER SENSITIVITY
There are two hyperparameters in the proposed SPaE method for node classification. Here, we examine how the different settings of these two hyperparameters can affect the performance of the method on the Brazilian and European air-traffic networks. For validation, we still use 80% nodes for training the classifier, and the remaining 20% for testing. Figure 9(a) shows the classification accuracy of the SPaE method under varying settings of α and fixed embedding dimension d. It can be observed that the value of α is not the bigger the better, which means that the node labels are not merely related to structural equivalence. Moreover, although the Brazilian and European networks are both about air traffic, the best choice of α is different due to the different network structure. In Figure 9 (a), the best accuracy for the Brazilian and European air-traffic networks are achieve when α = 16 and α = 8 respectively.
Next, we exam the effect of embedding dimension d on the accuracy of node classification by fixing the hyperparameter α. The experimental results are shown in Figure 9 (b). Intuitively, the dimension should be related to the network size. It can be observed that the accuracy gradually increases as the size of dimension increases. This is reasonable because a vector space with a higher dimension is capable of capture more information about the network. Moreover, like the observations in other methods [19] , if the size of dimension continues to increase, it may saturate and even deteriorate the performance of the method due to the occurrence of overfitting. In Figure 9 (b), the best choice of d for the European airtraffic network (i.e., d = 16) is larger than that for the Brazilian air-traffic network (i.e., d = 4). This is because the size of the European air-traffic network is larger than the size of the Brazilian air-traffic network. In comparison, other random-walks based methods need at least 128 dimensions to obtain the best performance [19] , [33] , while the SPaE method needs relatively fewer dimensions for the embedded space, which can provide additional benefits for storage and downstream machine learning tasks.
V. CONCLUSION
In this paper, we have studied a node embedding problem that aims to preserve the characteristics of both structural proximity and equivalence of a network. Specifically, we have defined the structural equivalence based on the similarity of the graphlet degree vector between each pair of nodes. To a certain extent, such a definition can reflect the functional roles of network nodes. Accordingly, we have presented a hybrid network embedding method, i.e., SPaE, based on the spectral graph theory and correlation projection scheme. In the proposed method, we have introduced a hyperparameter α to balance the weight between structural proximity and equivalence. An alternative updating algorithm is proposed to obtain the final embeddings, each step of which is simply a matter of finding the top d eigenvectors of the corresponding matrix. To evaluate the performance of our method, we have conducted experiments on both synthetic and real-world networks in terms of node clustering and classification, respectively. For the machine learning task of node clustering, we have shown that our method can successfully preserve community structure and structural similarity by appropriately adjusting the hyperparameter α. For the task of node classification, we have evaluated the effectiveness of our method on four benchmark networks, i.e., the Brazilian airtraffic network, the European air-traffic network, the EmailEu-Core network, and the Terrorist attacks network. The results have shown that our method can achieve better performance in terms of classification accuracy by comparing with the state-of-the-art embedding methods. Finally, we have also tested the flexibility, robustness, and parameter analysis of the proposed embedding method.
Although the proposed method is capable of capturing both structural proximity and equivalence of a network, there are still two major limitations. First, because our optimization method relies on solving the first d eigenvectors of an n-dimensional matrix, the computational complexity is extremely high if n is very large. For example, if we use the Lanczos method [65] , the complexity is O(kn 2 ) in the worst case, where k is the average number of nonzero elements in rows of the matrix. In this case, more efficient optimization algorithms are needed to solve such node embedding problems on large networks. Second, in the task of node classification, the appropriate hyperparameter α is determined by a ''brute force'' grid search. In the future, it is worth pursuing the supervised network embedding problems, where α can be automatically learned based on existing node labels. 
