We present here the necessary and sufficient conditions for the invertibility of tridiagonal matrices, commonly named Jacobi matrices, and explicitly compute their inverse. The techniques we use are related with the solution of SturmLiouville boundary value problems associated to second order linear difference equations. These boundary value problems can be expressed throughout a discrete Schrödinger operator and their solutions can be computed using recent advances in the study of linear difference equations. The conditions that ensure the uniqueness solution of the boundary value problem lead us to the invertibility conditions for the matrix, whereas the solutions of the boundary value problems provides the entries of the inverse matrix.
Preliminaries
If we consider n ∈ N \ {0}, the set M n (R) of real matrices of size n × n, and the sequences a = {a(k)} 
Jacobi matrices appear frequently in both general Mathematics and Applied
Mathematics, see [1] . As in this reference, we have chosen to write down the coefficients outside the main diagonal with negative sign. This is only a suitable convention, motivated by the existing relationship between Jacobi matrices and 5
Schrödinger operators on a path, that we will use to analyze the invertibility of the Jacobi matrix. We must make also some assumptions about the coefficients of the matrix to avoid trivial situations or problems reducible to others with a minor order. Therefore, we will require a(k) = 0 and c(k) = 0, k = 0, . . . , n;
since, in other case, J(a, b, c) is a reducible matrix and hence the inversion 10 problem leads to the invertibility of a matrix of lower size. Moreover, the values of the coefficients for the sequences a and c at n + 1 have no influence in the analysis of the matrix (1), since these coefficients do not appear in it. So, without loss of generality, we can impose a(n + 1) = c(n) and c(n + 1) = a(n).
In the sequel, we also assume that 0 0 = 1 and the usual convention that empty 
Moreover, when this happens u is the unique solution of (2) . We can recognize in the previous equations the structure of a boundary value problem associated with a second order linear difference equation with coefficients a, b, c and data f or, equivalently, with a Schrödinger operator L q with potential q on the path I = {0, . . . , n + 1}. Specifically, if
• I = {1, . . . , n}, δ(I) = {0, n + 1} and C(I) is the vector space of real functions defined on I, the Schrödinger operator with potential q ∈ C(I) on the path I is the linear operator L q :
I and q(n + 1) = b(n + 1) − c(n). Identifying C(I) with R n+2 , and using this functional notation, Equation (2) is equivalent to the equation L q (u) = f on I;
that is, to the Sturm-Liouville value problem
where the identities L q (u) = f on δ(I) play the role of boundary conditions, whereas the equation L q (u) = f on operator L q is invertible. In terms of the boundary value problem, the invertibility conditions for J(a, b, c) are exactly the same conditions to ensure that the boundary value problem is regular; that is, it has a unique solution for each given data and, hence, the computation of the inverse of J(a, b, c) can be reduced to the calculus of this solution. Implicitly or explicitly, determining the 25 solutions for initial or final value problems for the Schrödinger equation is the strategy followed to achieve the inversion of tridiagonal matrices, see for instance [2, 3, 4, 5, 6, 7, 8, 9] ; but either the general case is not analyzed, the explicit expressions of these solutions are not obtained, or the expressions obtained are excessively cumbersome. 
Initial value problems
It is well-known that every initial value problem for the Schrödinger equation
on
• I has a unique solution. Specifically, given f ∈ C(I) and m = 0, . . . , n, for any α, β ∈ R there exists a unique u ∈ C(I) satisfying
In particular, when m = n, the above problem is also known as final value problem.
If S denotes the set of solutions of the homogeneous Schrödinger equation
35 while for any f ∈ C(I), the set S(f ) of solutions of the Schrödinger equation on
• I with data f satisfies S(f ) = ∅ and given u ∈ S(f ), it is verified S(f ) = u + S.
Given u, v ∈ C(I), their Wronskian or Casoratian, see [10] , is w[u, v] ∈ C(I) defined as for any s = 0, . . . , n. Therefore, if for any s = 0, . . . , n we consider u = g(·, s) and v = g(·, s + 1), then
which implies that {g(·, s), g(·, s + 1)} is a basis of S. Moreover, for any f ∈ C(I) and m = 0, . . . , n, the function u ∈ C(I) given by
is the unique solution of the initial value problem L q (u) = f on It will be very useful to introduce the companion function defined as
Notice that ρ(0) = 1.
Remembering the assumption a(k), c(k) = 0, 0 ≤ k ≤ n, it is easy to prove
Moreover, the companion function verifies the following meaningful result.
Therefore, the multiplication of functions ρaw [u, v] is constant in I and is zero if and only if u and v are linearly dependent.
Regular Sturm-Liouville boundary value problems
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A boundary condition at 0 is a linear function c :
, and a boundary condition at n + 1 is a
The pair (c, d) is named Sturm-Liouville conditions if γ = δ =α =β = 0, see [11] . Therefore, defining the pair of Sturm-Liouville conditions (c 1 , c 2 ) as
and according to Equation (3), we must consider the Sturm-Liouville boundary value problem (L q , c 1 , c 2 ); that is, for any f ∈ C(I), we should determine if there
The boundary value problem (L q , c 1 , c 2 ) is called homogeneous when f = 0.
We are only interested in regular problems; that is, in those boundary value problems with a unique solution. Therefore, for more details or to check out proofs that are not included on the present section, see [12] . Proposition 3.2. The following assertions are equivalent:
(ii) For any f ∈ C(I) the corresponding boundary value problem has a solution (and hence a unique solution). 
if and only if α and β are solutions of the linear system
When f goes over C(I), then the right term of the previous system goes over the whole R 2 . Therefore, the system has a solution for any f ∈ C(I) if and only if the coefficient matrix is non-singular and, hence, the system has a unique solution.
As the homogeneous system associated with the previous one determines the 75 solutions of the homogeneous boundary value problem, the problem is regular if the homogeneous system has as its unique solution the null one. Therefore, (i) and (ii) are equivalent and, in addition, the coefficient matrix is non-singular and it implies that its determinant is different from 0. Hence, (i) and (iii) are equivalent.
80
In the sequel, for any s ∈ I, we denote by ε s ∈ C(I) the Dirac function at s.
Therefore ε s (s) = 1 and ε s (k) = 0, when k = s.
be a regular boundary value problem. We call resolvent kernel of the boundary value problem to R a,b,c :
for any s ∈ I.
Notice that for any s ∈ I, R a,b,c (·, s) is the unique solution of the SturmLiouville problem for the data ε s and hence it makes sense when the boundary 85 value problem is regular. The role of the resolvent kernel is showed in the following result.
Proposition 3.4. If the boundary value problem (L q , c 1 , c 2 ) is regular and R a,b,c is the resolvent kernel, then for any f ∈ C(I) the function
is the unique solution of the boundary value problem with data f , i.e. 
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If we prove that
Moreover,
To end the proof, let us consider the functions
and on the other hand, 
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The next step in this section is to obtain the resolvent kernel for a regular boundary value problem with Sturm-Liouville conditions in terms of the fundamental solutions, see [12] for its proof. 
for any k = 0, . . . , n + 1. 
The inverse of a Jacobi matrix
The invertibility conditions of the Jacobi matrix J(a, b, c) described in Equa- The name of Chebyshev function for (4) is justified due to its relation with the usual Chebyshev polynomials of second kind, since P k (x, y) can be identified with them when x and y are constant sequences. In that case, P 0 (x, y) = 1 and P −1 (x, y) = 0 and moreover, since #ℓ
for any k ∈ N * , we obtain that
Clearly, for any k ≥ −1 and any constant sequence x, we have
that is known as the standard k-th Chebyshev polynomial of second kind, see [14] and also [11, 15] . Definitely, for constant sequences x and y, it is satisfied . We must consider, for this first result and most of those that will appear from now on, the functions
and the value
Lemma 4.1. For any k = 0, . . . , n + 1, it is satisfied that
and, moreover, 
To obtain all the results, we must just to impose the conditions
Before showing the main result for the explicit inversion of a Jacobi matrix,
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we add a previous result extracted from [7, Theorem 3.3] , that allow us to compute also the determinant of the inverse matrix. is a Green's matrix; that is, there exist v, w, h ∈ R m , where h j = 0,
that is,
(ii) R −1 is a tridiagonal and irreducible matrix.
130
Moreover, 
Proof. The first part is consequence of Corollary 3.9 and taking into account the identities from Lemma 4.1. Then, for any k, s = 0, . . . , n + 1, we obtain
To prove the formula for the determinant of R, we apply Lemma 4.2 with
c1,c2 (j) and w j = Ψ a,b,c c1,c2 (j), which implies
for any s = 1, . . . , n + 1. Therefore
Although the expression of the inverse of J(a, b, c) in terms of solutions of initial and final value problems is well known, see [3, 6] , the above-explained proposal has the novelty of computing such solutions explicitly. On the other hand, the formula for the determinant of R appears to be new, probably because 135 this is the first study on the inversion of matrices from an algebraic point of view, particularly based on the properties of difference equations.
We end this section particularizing the last results for a Jacobi matrix J(a, b, c) with constant diagonals except for the first and the last row, that is a(j) = α = 0, b(j) = β, j = 1, . . . , n, and c(j) = γ = 0, j = 0, . . . , n−1, and also for the easiest case when J(a, b, c) is also a Toeplitz matrix, so then has the three main diagonals completely constant. In both cases, the Schrödinger equation Of course, this result coincides with the one showed below when we use Chebyshev functions P k (x, y) valued in constant sequences x(j) = x and y(j) = y = 0, j = 1, . . . , n, so then Equation (4) become Chebyshev polynomials of second kind,
If we consider q = β 2 √ αγ , then
and
The next result corresponds to the first case, a Jacobi matrix with constant diagonals except for the first and the last row, and is a straightforward consequence of Theorem 4.3 using Equations (5) and (6) . 
Finally, the two last results showed above correspond to Jacobi and Toeplitz matrices. and then, the entries of the inverse of J(α, β, γ) are explicitly given by
where q = β 2 √ αγ .
Moreover, det R = 1 √ αγ) (n+2) U n+2 (q) . , k = 1, . . . , n + 2, see [16] . Moreover, the expression for 145 the determinant follows.
On the other hand,
for any k = 0, . . . , n + 1, that leads to the given expressions for the inverse entries.
A more detailed proof of the above result for Jacobi and Toeplitz matrices can be consulted in [12] . Besides, the expression obtained for the matrix inverse 
