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ПАРАЛЛЕЛЬНЫЕ ВЫЧИСЛЕНИЯ ПРИ РАСПОЗНОВАНИИ  
ИЗОБРАЖЕНИЙ НА ОСНОВЕ КЛЕТОЧНОЙ НЕЙРОННОЙ СЕТИ 
 
Предложен подход для эффективной реализации параллельных вычислений на 
основе клеточной нейронной сети. Исследование выполнялось с использованием 
изображений в оттенках серого цвета. Описанный подход подразумевает исполь-
зование SPMD парадигмы для распараллеливания данных. Процесс распараллели-
вания осуществлялся при помощи интерфейса передачи сообщений MPI, а произ-
водительность оценивалась реализацией на двух кластерных архитектурах. 
 
In this paper a simple but effective approach for parallelization of cellular neural 
networks for image processing is developed. Digital gray-scale images were used to 
evaluate the program. The approach uses the SPMD model and is based on the structural 
data parallel approach. The process of parallelizing the algorithm employs HPF to 
generate an MPI-based program and the performance behavior was analyzed on two 
different cluster architectures. 
 
Введение 
Клеточная нейронная сеть (Cellular Neural Network) (КНС), объединяет 
в себе черты клеточных автоматов (локальность взаимодействия) и ней-
ронных сетей и является элементарной математической моделью, ячейкой 
которой является аппаратная или программная модель нейрона. КНС 
может быть использована для широкого спектра задач, от приложений 
для сигнальных процессоров (выделение признаков, выявление движения 
и т.п.) и анализа трехмерный поверхностей (сцен) до решения дифферен-
циальных уравнений в частных производных [1]. За последние годы в 
этой области появилось достаточно много публикаций [2-4].  
В общем КНС может быть представлена как массив идентичных ди-
намичных систем, которые локализуются подключением ячеек. Архитек-
турно КНС представляет собой объединение двух подходов: массивно-па-
раллельных вычислений, типичных для полносвязных нейронных сетей и 
локальным взаимодействием между ячейками, характеризующий клеточ-
ные автоматы. Любая ячейка имеет связи только с соседними, взаимодей-
ствуя непосредственно только с ними. Ячейки не имеющие непосредст-
венного контакта (находящиеся в окрестности) имеют косвенную связь. 
Основной идеей представленной параллельной КНС является модели-
рование подхода решения задач с дискретным временем, которая может 
быть описана следующими выражениями: [5] 
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где x, y, u, I – состояния ячеек: выходные, входные, и значения по диаго-
нали соответственно; 
А и B – шаблон обратной связи окрестности и входной шаблон. Вы-
ходная функция определяется как f (x), которая может быть функцией 
знака: 
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или кусочно-линейная функция выхода: 
 
                     yi(n) = 0.5∗(||x(n)+1|| – ||x(n)–1||                                   (4)  
 
Этот подход довольно удобен для распараллеливания на классических 
супер-ЭВМ [6]. До сих пор не было сделано какого-либо серьезного ана-
лиза для парадигмы SPMD [7] (Single Program Multiple Data) КНС реали-
заций на кластерных архитектурах, а между тем, она значительно упроща-
ет решение задач обработки изображений. 
 
Механизм распараллеливания 
При моделировании КНС будем использовать параллелизм на уровне 
данных. Этот подход упрощает процесс параллельного нейро-сетевого 
моделирования и приближает его по сложности к последовательному. 
Таким образом конечный пользователь имеет возможность более эффек-
тивно использовать высокопроизводительные параллельные вычисления 
работая с нейронными сетями. 
Подход предполагает использование парадигмы SPMD, которая соче-
тает в себе возможности специализированных высокопроизводительных 
языков для распараллеливания процесса решения задачи. Процесс моде-
лирования системы сводится к разработке последовательной программы, 
которая манипулирует распределенными данными. Поэтому трудоемкий 
процесс ручного физического распараллеливания смещается в сторону 
среды программирования и к компилятору. Этот подход с тем же успехом 
может быть применен при моделирования на супер-ЭВМ типа MPP и 
кластерных архитектурах.  
Структурный подход параллелизма на уровне данных сводится к четы-
рем стадиям, которые могут использоваться при переходе от последова-
тельного описания программы к параллельной с целью эффективной реа-
лизации нейронной сети: 
• Последовательное кодирование нейронной сети; 
• Определение структуры данных; 
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• Выделение параллельных участков; 
• Автоматизированная генерация параллельного кода и анализ. 
С нашей точки зрения КНС можно представить в виде N-мерного ре-
гулярного (распознаваемого конечным автоматом) массива элементов. 
Определены три коррелированных массива: входной u (формула 1) и два 
выходных, один (x) для состояния ячеек в автоматное время n и второй (y) 
для состояния ячеек в предыдущий момент времени n–1. Каждый элемент 
массива u представляется одним пикселем входного изображения. 
Придерживаясь SPMD модели сконцентрируем свое внимание на рас-
параллеливании этих трех массивов. Предложим возможные схемы (рис. 
1).  
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Рис. 1. Возможные схемы распараллеливания при обработки изобра-
жений для 10 процессоров: неперекрывающее расположение (А – по-
блочно, Б – поколоночно, В – построчно) 
 
Исследование эффективности метода 
Исследование включало в себя две стадии. На первой оценивались 
схемы распараллеливания данных изображения (см. рис. 1) и на второй 
стадии было проанализировано ускорение и масштабируемость лучшей 
схемы распараллеливания. 
В ходе работы будем опираться на два различных критерия при анали-
зе ускорения. С одной стороны – абсолютное ускорение, которое вычис-
ляется сравнением времени выполнения параллельного программного ко-
да на нескольких процессорах с временем выполнения последовательной 
программы на одном процессоре [8]. Таким образом, получим абсолют-
ное ускорение за счет распараллеливания. С другой стороны – относи-
тельное ускорение, вычисляя время выполнения параллельной програм-
мы, запуская ее на нескольких процессорах с временем выполнения па-
раллельной программы на одном процессоре.  
Основой для работы являлся исследовательский кластер установлен-
ный в национальном техническом университете Украины «КПИ» [9]. Он 
имеет следующие характеристики: содержит восемьдесят четыре узла, 
каждый из которых имеет два двухядерных процессора Intel Xeon 5160 с 
тактовой частотой 3.00 ГГц и 4 ГБ DDR оперативной памяти, частота 
системной шины – 1333 МГц, коммутационная сеть – Infiniband 4x SDR. 
Второй – лабораторный кластер был создан на базе научно-исследова-
тельской лаборатории кафедры вычислительной техники НТУУ «КПИ» 
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[10] и имеет следующую конфигурацию: процессоры – Celeron 2.6 ГГц с 1 
ГБ DDR оперативной памяти с частотой системной шины – 800 МГц, 
коммутационная сеть – Gigabit Ethernet.  
Алгоритм КНС был запрограммирован с использованием интерфейса 
передачи сообщений MPI (реализация MPIСH). Были допущены перекры-
тия размеров блоков на один пиксель с использованием параметра транс-
ляции. Вдоль массива блочных границ, компилятор локализует вычисли-
мую часть, которая, в противном случае, требовала бы передачу данных 
через коммутационную среду.  
 
Оценка распараллеливания 
данных (стадия 1) 
Оценка различных схем рас-
параллеливания исследовался 
только на исследовательском 
кластере. В качестве входных 
данных использовалось стан-
дартное изображение разреше-
нием 1600×1200 пикселей. На 
рис. 2. показано абсолютное 
ускорение для различных схем 
распараллеливания. Легко заме-
тить, что поколоночная схема 
распараллеливания имеет наилучшие результаты. С одной стороны  это 
объясняется тем, что реже приходится обращаться к основной памяти, за 
счет, так называемого, «теплого кэша». Другими словами, более естест-
венного механизма кэширования, т.е. потеря данных в кэш памяти мини-
мальна. С другой стороны – поколоночное распараллеливание данных в 
соответствии с вычислительным потоком программы, обрабатывающей 
изображение, является более естественным. 
Помимо этого можно увидеть, что издержки, связанные с дополни-
тельной нагрузкой на коммуникационную среду и всю параллельную 
инфраструктуру в параллельной программе по сравнению с последова-
тельной находится в интервале от 70 до 92 процентов. А также, что в 
худшем случае, разница между схема распараллеливания превышает 20 
процентов. В результате анализа результатов показанных на рис. 2 можно 
сделать вывод, что распараллеливание нужно увязывать с соответствую-
щей схемой распределения данных, а также с количеством узлов (процес-
соров) обработки. 
Вращение изображения не дает эффекта ускорения обработки, если 
данные имеют поколоночное распределение. Имеется в виду, что разница 
во времени обработки различных частей изображения не влияет на время 
выполнения всей программы, при условии что данные распределены в 
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соответствии с поколоночной схемой. Хотя две другие схемы распреде-
ления данных имеют определенную зависимость времени выполнения 
программы от подстройки изображения.  
 
Оценка ускорения и масштабируемости (стадия 2) 
На второй стадии оценива-
лось ускорение и масштаби-
руемость для изображений с 
различной разрешением. В 
соответствии с результатами 
первой стадии, использовалась 
схема только с поколоночным 
распределением данных. 
Для исследования во второй 
стадии использовались оба 
кластера. Оценивалась парал-
лельная обработка с использо-
ванием КНС для изображений 
от 400×300 до 4800×3600. 
На рис. 3 показана абсо-
лютное ускорение для изобра-
жений с разным разрешением. 
Лабораторный кластер показал 
ускорение более чем в два раза 
при использовании более чем 
трех вычислительных узлов 
(процессоров) для изображе-
ний более чем 800×600 пиксе-
лей. 
На рис. 4 показано относи-
тельное ускорение параллель-
ной программы для изображе-
ний с различным разрешени-
ем. Изображения с большим 
разрешением имеют лучшие 
результаты . 
Для больших изображений достигается более высокое значение уско-
рения. Однако, наблюдается некий процесс насыщения1 абсолютного 
ускорения. Для изображений с меньшим разрешением насыщенность 
достигается раньше и дальнейшее увеличение числа узлов обработки не 
                                                          
1 Под понятием насыщение понимается процесс прекращения роста параметра ускоре-
ния, при дальнейшем повышении количества узлов обработки. 
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приводит к повышению ускорения, поскольку коммуникационные затра-
ты времени превышают время обработки. Таким образом, параметр уско-
рение существенно зависит от аппаратной и программной реализации 
коммуникационной среды (до 70%). 
Программа показла довольно хорошую масштабируемость. При обра-
ботке КНС легко распараллеливается, тем самым, достигается довольно 
хорошая балансировка на-
грузки между узлами. 
Все, до сих пор, пред-
ставленные результаты 
получены на лаборатор-
ном кластере [10]. Для 
верификации этих резуль-
татов, все оценки выпол-
нялись повторно на более 
производительном иссле-
довательском кластере [9]. 
Выполнение парал-
лельной программы на ис-
следовательском кластере 
подтвердило наши пред-
положения. Благодаря 
более мощным аппарат-
ным средствам и архитек-
туре программного обес-
печения мы получили 
более высокие значения 
ускорения (рис. 5).  
На исследовательском 
кластере использовалось 
до 16 узлов и полученные результаты сопоставимы с результатами лабо-
ратороного кластера (рис. 5 и 6). Здесь также наблюдался процесс насы-
щения ускорения, который для изображений с небольшим разрешением 
наблюдался раньше, чем для изображений с бóльшим разрешением.  
Очевидны некоторые локальные оптимумы, которые наблюдаемые по-
сле 12 и 15 процессорами, в которых данные изображения имеют наи-
лучшее распределение между вычислительными узлами, что приводит к 
оптимальному балансировке нагрузки. Однако детальный анализ этих 
оптимумов – тема дальнейшего исследования. 
 
Выводы 
Как побочный эффект исследования в работе представлен вариант 
реализации параллельного моделирования нейронных сетей с помощью 
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кластерных систем, который может быть использован в качестве базовой 
архитектуры. С развитием более быстрых и дешевых кластеров и сетевых 
интерфейсов может быть получено наилучшее соотношение цена/произ-
водительность для многих приложений, которые раньше считались пре-
рогативой исключительно суперкомпьютеров, как в нашем случае при 
моделировании больших клеточных нейронных сетей. 
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