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In this paper there are stressed some of the advantages of a generalized real analysis (called pseudo-analysis) based
on some real operations which are taken instead of the usual addition and product of reals. Namely, there are covered
with one theory and so with uniﬁed methods many problems (usually nonlinear) from many ﬁelds (system theory,
optimization, control theory, diﬀerential equations, diﬀerence equations, etc.). There are presented some important real
aggregation functions as triangular norms and triangular conorms and a real semiring with pseudo-operations. First
there is presented how these operations occur as basic operations in the theory of fuzzy logics and fuzzy sets and there
is shown a generalization of the utility theory represented by hybrid probabilistic–possibilistic measure. The real semi-
rings serve as a base for pseudo-additive measures, pseudo-integrals, pseudo-convolutions which form the pseudo-anal-
ysis. There are presented some of the applications by large deviation principle, nonlinear Hamilton–Jacobi equation,
cumulative prospect theory.
 2007 Elsevier Inc. All rights reserved.
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Building models in practice often we are facing with nonlinearity and uncertainty and we are trying to ﬁnd
the optimal model. For that purpose usually we have to use diﬀerent mathematical tools. We will present here
some results on a generalization of the real mathematical analysis, the so called pseudo-analysis. For the range
of functions and measures instead of the ﬁeld of real numbers it is taken a semiring (see [20]) on a real interval
½a; b  ½1;þ1; denoting the corresponding operations as  (pseudo-addition) and  (pseudo-multiplica-
tion), see [30,31,43]. There are many diﬀerent applications of this theory by modeling nonlinearity, uncertainty
in many optimization problems, nonlinear partial diﬀerential equations, nonlinear diﬀerence equations, opti-
mal control, fuzzy systems, decision making, game theory.0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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E. Pap / Internat. J. Approx. Reason. 47 (2008) 368–386 369Starting from the semiring structure, it is developed by Maslov and his group [19,21–23], the so called idem-
potent analysis (with some traces before in some applications, see [5]), see also [2,3,15,21,32,39] and then in a
more general setting [15, 29–31,43,35], the so called pseudo-analysis in an analogous way as the classical anal-
ysis, introducing pseudo additive measures, pseudo-integral, pseudo-convolution, pseudo-Laplace transform,
etc. This structure is applied for solving nonlinear equations (ODE, PDE, diﬀerence equations) using the
pseudo-linear superposition principle, which means that a pseudo-linear combination of solutions of the con-
sidered nonlinear equation is also a solution. The advantage of the pseudo-analysis is that there are covered
with one theory, and so with uniﬁed methods, problems (usually nonlinear and uncertain) from many diﬀerent
ﬁelds. Important fact is that this approach gives also solutions in the form which are not achieved by other
theories, e.g., Bellman diﬀerence equation, Hamilton–Jacobi equation with non-smooth Hamiltonians. It is
also important to investigate the basic real operations with diﬀerent properties as aggregation functions, see
[13] and more general non-additive measures [1,14,30–32].
In the next section we present ﬁrst general aggregation functions and then some special important
real operations as triangular norms and triangular conorms and ﬁnally a real semiring with pseudo-oper-
ations. In Section 3 we brieﬂy show how previously presented operations occurs as basic operations in the
theory of fuzzy logics and fuzzy sets and we present a generalization of the utility theory represented by
hybrid probabilistic–possibilistic measure. In the fourth section we present some basic notions of the
pseudo-analysis as pseudo-additive measure, pseudo-integral and pseudo-convolution taking special atten-
tion on the idempotent analysis with the basic representation theorem and its achievement through limit
procedure by the generated case. In the ﬁfth section we present some of the applications of pseudo-anal-
ysis in the theory of large deviation principle, nonlinear Hamilton–Jacobi equation, cumulative prospect
theory.2. Real operations
2.1. Aggregation functions
We shall start with the operations on the real interval [0,1] and a general class of operations important
in many applications, see [13]. Aggregation of several input values into a single output value is an impor-
tant tool of mathematics, and many applications in physics, engineering, economical, social and other
sciences.
Deﬁnition 1. An n-ary aggregation function is a function AðnÞ : ½0; 1n ! R that is nondecreasing in each place
and fulﬁlls the following boundary conditionsinf
ðx1;...;xnÞ2 0;1½ n
AðnÞðx1; . . . ; xnÞ ¼ 0 and sup
ðx1;...;xnÞ2 0;1½ n
AðnÞðx1; . . . ; xnÞ ¼ 1:Deﬁnition 2. An extended aggregation function is a sequence (A(n))nP1, whose nth element is an n-ary aggre-
gation function AðnÞ : ½0; 1n ! R.
We remark that in general, a general extended aggregation function, for diﬀerent n and m the functions A(n)
and A(m) need not be related. However, some properties, such as associativity or decomposability, force such
relationships. Usually in many applications we are requiring some additional properties of the aggregation
operator which enables, on one side easier mathematical calculation and on the other side better ﬁtting the
model requirements.2.2. Triangular norms and conorms
We present a special important conjunctive aggregation function, i.e., with the property A 6Min. The
result of applications of such functions can be high only if all the inputs values are high.
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(T1) Tðx; yÞ ¼ Tðy; xÞ (commutativity)
(T2) Tðx; T ðy; zÞÞ ¼ TðTðx; yÞ; zÞ (associativity)
(T3) Tðx; yÞ 6 Tðx; zÞ for y 6 z (monotonicity)
(T4) Tðx; 1Þ ¼ x (boundary condition)The following are the most important t-normsTMðx; yÞ ¼ minðx; yÞ; TPðx; yÞ ¼ xy;
TLðx; yÞ ¼ maxð0; xþ y  1Þ; TDðx; yÞ ¼ minðx; yÞ if maxðx; yÞ ¼ 1;
0 otherwise:

The corresponding dual operation, which is a disjunctive aggregation function, i.e., A 6Max, is given by
Deﬁnition 4. A triangular conorm S (t-conorm briefly) is a function S : ½0; 12 ! ½0; 1 such that
(S1) S(x,y) = S(y,x) (commutativity)
(S2) S(x,S(y, z)) = S(S(x,y),z) (associativity)
(S3) S(x,y) 6 S(x,z) for y 6 z (monotonicity)
(S4) S(x, 0) = x (boundary condition)The following are the most important t-conorms:SMðx; yÞ ¼ maxðx; yÞ ; SPðx; yÞ ¼ xþ y  xy;
SLðx; yÞ ¼ minð1; xþ yÞ; SDðx; yÞ ¼ maxðx; yÞ if minðx; yÞ ¼ 0
1 otherwise:

Many other important t-norms and t-conorms can be found in [16].
2.3. A real semiring
We extend now the unit interval for the considered operations. Let ½a; b be a closed (in some cases semiclosed)
subinterval of [1,+1].We consider here a total order6 on [a,b] (although it can be taken in the general case a
partial order). The operation  (pseudo-addition) is a function : ½a; b  ½a; b ! ½a; b which is commutative,
nondecreasing, associative and has a zero element, denoted by 0. Let ½a; bþ ¼ fx j x 2 ½a; b; xP 0g. The oper-
ation  (pseudo-multiplication) is a function  : ½a; b  ½a; b ! ½a; b which is commutative, positively nonde-
creasing, i.e. x 6 y implies x z 6 y  z; z 2 ½a; bþ, associative and for which there exist a unit element
1 2 ½a; b; i.e., for each x 2 ½a; b; 1 x ¼ x:We suppose, further, 0 x ¼ 0 and that  is a distributive pseudo-
multiplication with respect to , i.e., x  (y  z) = (x  y)  (x  z). The structure ð½a; b;;Þ is a semiring
(we can consider semirings in general settings on an arbitrary set endowedwith two operations satisfying the pre-
viously mentioned properties, see [20]). Here we will take as basic the following special real semirings (using the
equality 0 x ¼ 0 we can consider also closed intervals in the following examples, since this equality gives the
desired conventions, e.g. for1–1):
Case I: Pseudo-addition is idempotent and pseudo-multiplication is not idempotent, e.g., x y ¼
minðx; yÞ; x y ¼ xþ y, on the interval  1;þ1. We have 0 ¼ þ1 and 1 ¼ 0.
Case II: Semirings with pseudo-operations deﬁned by monotone and continuous generator. In this case we
will consider only strict pseudo-addition, i.e., such that the function  is continuous and strictly
increasing in a; b½a; b½ and therefore there exists a monotone function g (generator for ),
g : [a,b]! [1,1] (or with values in ½0;1) such gð0Þ ¼ 0 and
u v ¼ g1ðgðuÞ þ gðvÞÞ; u v ¼ g1ðgðuÞgðvÞÞ:
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Case III: Both pseudo-addition and pseudo-multiplications are idempotent, e.g., let  = max,  = min on the
interval ½1;þ1. We have 0 ¼ 1 and 1 ¼ þ1.
A generalization of the presented semiring is related to a relaxation of the distributivity law, which enables
a generalization of the classical von Neumann–Morgenstern utility theory to hybrid probability-possibilistic
utility theory, see Section 3.2.3. Applications of t-norms and t-conorms
3.1. t-Norms in fuzzy logics and fuzzy sets
We shall show very brieﬂy where in the fuzzy logics and fuzzy sets occur the preceding operations of
t-norms and t-conorms. For more details see [4,16], and for applications of t-norms and t-conorms diﬀerent
from min and max, respectively, see [17]. Taking a t-norm T, the Zadeh strong negation c given by
c(x) = 1  x and, implicitly, with the t-conorm S dual to T given by Sðx; yÞ ¼ cðTðcðxÞ; cðyÞÞÞ , we can intro-
duce the basic connectives in a ½0; 1-valued logic as follows:conjunction : x^Ty ¼ Tðx; yÞ; disjunction : x_Ty ¼ Sðx; yÞ:
If x and y are the truth values of two propositions A and B, respectively, then x ^ Ty is the truth value of ‘A
AND B’, x _ Ty is the truth value of ‘A OR B’, and c(x) is the truth value of ‘NOT A’. When restricting ourselves
to Boolean (i.e., two-valued) logic with truth values 0 and 1 only, then we obtain the classical logical connec-
tives. However, ð½0; 1;T;S; c; 0; 1Þ never yields a Boolean algebra. As in classical logic, it is possible to con-
struct implication, bi-implication and so on by means of negation, conjunction and disjunction. Taking into
account that in Boolean logic ‘NOT A OR B’ is equivalent to ‘IF A THEN B’, one possibility of modelling the
implication in a [0,1]-valued logic (based on T; c and S) is to deﬁne the function IT : ½0; 12 ! ½0; 1 byITðx; yÞ ¼ SðcðxÞ; yÞ ¼ cðTðx; cðyÞÞÞ:
It is clear that in this case the law of contraposition IT(x,y) = IT(c(y),c(x)) is always valid.
For the two basic t-norms TM;TL we obtain the following implications:ITMðx; yÞ ¼
y if xþ y P 1;
1 x otherwise;

ITLðx; yÞ ¼
1 if x 6 y;
1 xþ y otherwise:

Another way of extending the classical binary implication operator (acting on f0; 1gÞ to the unit interval ½0; 1
uses the residuation (see [38,10,16])RTðx; yÞ ¼ supfz 2 0; 1½  j Tðx; zÞ 6 yg:
For the two previous important t-norms TM, TL we obtain the following residuations:RTMðx; yÞ ¼
1 if x 6 y;
y otherwise;

RTLðx; yÞ ¼
1 if x 6 y;
1 xþ y otherwise:

In general, IT and RT are diﬀerent (although both are extensions of the Boolean implication), but that
ITL ¼ RTL .
Given a (crisp) universe of discourse X, as it is well-known a fuzzy subset A of X is characterized by its mem-
bership function lA : X ! ½0; 1, where for x 2 X the number lA(x) is interpreted as the degree of membership of
x in the fuzzy set A or, equivalently, as the truth value of the statement ‘x is element of A’. The membership
function lA of a fuzzy subset A of X is a quite natural generalization of the characteristic function
1B : X ! f0; 1g of a crisp subset B of X, assigning the value 1 to all elements of X which belong to B, and
the value 0 to all remaining elements of X. In order to generalize the Boolean set–theoretical operations like
intersection and union (or, equivalently, the corresponding logical operations conjunction and disjunction,
respectively), it is quite natural to use triangular norms and conorms. Given a t-norm T and a t-conorm S,
for any fuzzy subsets A and B of the universe X, the membership functions of the intersection A \ B, the union
A [ B and the complement Ac are given by
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lAcðxÞ ¼ 1 lAðxÞ:The values lA\B(x), lA[B(x) and lAcðxÞ describe the truth values of the statements ‘x is element of A AND x is
element of B’, ‘x is element of A OR x is element of B’, and ‘x is NOT element of A’, respectively.
Let X1 · X2 is the crisp Cartesian product of two crisp sets X1 and X2. Then a fuzzy relation R on X1 · X2 is
a fuzzy set on X1 · X2. The notion of fuzzy relation equation, ﬁrst introduced in [41] for TM, is important in
many applications, as for example in automatic control by fuzzy controllers. For the results on the solution of
a special type of fuzzy relation equation see [41,7,10].
3.2. Hybrid utility function
T is conditionally distributive over S, i.e., they satisfy the property (CD):Tðx;Sðy; zÞÞ ¼ SðTðx; yÞ;Tðx; zÞÞ
for all x; y; z 2 ½0; 1 such that Sðy; zÞ < 1: We shall call ([0,1], S, T) a conditionally distributive semiring, see
[16]. There was obtained in [16] the following characterization of continuous conditionally distributive semir-
ing (see Fig. 1).Fig. 1. A pair (T,S) from Theorem 1 for 0 < a < 1.
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exists a value a 2 ½0; 1; a strict t-norm T* and a nilpotent t-conorm S* such that the additive generator s* of S*
satisfying s*(1) = 1 is also a multiplicative generator of T* such thatT ¼ ðh0; a;T1i; ha; 1;TiÞ;
where T1 is an arbitrary continuous t-norm andS ¼ ðha; 1;SiÞ:
Since every strict t-norm is isomorphic to TP and every nilpotent t-conorm is isomorphic to SL we shall use
the following notationðhSM;SLi; hT1;TPiÞa
for this canonical representative.
In order to generalize decision theory to non-probabilistic uncertainty, one approach is to generalize mix-
ture sets. In the paper [8] there are characterized the families of operations involved in generalized mixtures,
due to a previous result on the characterization of the pairs of continuous t-norm and t-conorm such that the
former is conditionally distributive over the latter.
A basic notion in probability theory is independence. The main issue in probabilistic independence is the
existence of special events A1; . . . ;An such that pðA1 \ 	 	 	 \ AnÞ ¼
Qn
i¼1pðAiÞ: Such events are called indepen-
dent events. In order to preserve the computational advantages of independence, any operation * for which
it could be established that pðA1 \ 	 	 	 \ AnÞ ¼ ni¼1pðAiÞ; would do. However the Boolean structure of sets of
events and the additivity of the probability measure, impose considerable constraint on the choice of oper-
ation *. In the paper [8] is studied the possible operations * when changing p for a pseudo-additive (decom-
posable) measure based on a t-conorm S. A ﬁrst remark is that it is natural to require that * be a
continuous triangular norm. If A = X is a sure event, then A and X are independent, and it follows that
m(A \ X) = m(A) * m(X) = m(A) * 1 = m(A). Commutativity and associativity of * reﬂect the corresponding
properties for conjunctions. It is also very natural that * be non-decreasing in each place and continuous.
We try to ﬁnd which triangular norms can be used for extending the notion of independence for pseudo-
additive measures in the sense of a prescribed triangular conorm. Since the term independence has a precise
meaning in probability theory, we shall speak of separability in the framework of S-measures. Two events A
and B are said to be *-separable if m(A \ B) = m(A) * m(B) for a triangular norm *. It turns out by [8] that
the only reasonable pseudo-additive measures admitting of an independence-like concept, are based on con-
ditionally distributive pairs (S,T) of t-conorms and t-conorms in the form ðhSM;SLi; hT1;TPiÞa, namely:
(a) probability measures (and * = product);
(b) possibility measures (and * is any t-norm);
(c) suitably normalized hybrid set-functions m such that there is a 20; 1½ which gives for A and B disjointmðA [ BÞ ¼ mðAÞ þ mðBÞ  a if mðAÞ > a;mðBÞ > a;
maxðmðAÞ;mðBÞÞ otherwise

and for separability:
mðA \ BÞ ¼
aþ ðmðAÞaÞðmðBÞaÞ
1a if mðAÞ > a; mðBÞ > a;
a 	 T1ðmðAÞa ; mðBÞa Þ if mðAÞ 6 a;mðBÞ 6 a;
minðmðAÞ;mðBÞÞ otherwise:
8><>:
Any probability distribution on a ﬁnite set X can be represented as a sequence of binary lotteries. A binary
lottery is 4-uple ðA; a; x; yÞ where A  X and a 2 ½0; 1 such that pðAÞ ¼ a; and it represents the random event
that yields x if A occurs and y otherwise. Let p be a probability on X such that pi ¼ pðxiÞ; xi 2 X : Assume
X ¼ fx1; x2; x3g then p can be described by the following. The binary tree is obtained as follows: First partition
X into {x1} and fx2; x3g with probabilities p1 and p2 þ p3; respectively, then partition Xn{x1} into {x2} and
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the probability of xi is calculated by performing the product of weights on the path from the root of the tree
until the leaf x.
More generally, suppose m is a S-measure on X ¼ fx1; x2; x3g and mi = m({xi}). Suppose we want to decom-
pose the ternary tree into the binary tree so that they are equivalent. Then the reduction of lottery property
enforces the following equationsSðv1; v2Þ ¼ 1; Tðl; v1Þ ¼ m2; Tðl; v2Þ ¼ m3;where T is the triangular norm that expresses separability for S-measures. The ﬁrst condition expresses nor-
malization (with no truncating eﬀect for t-conorm S allowed). If these equations have unique solutions, then
by iterating this construction, any distribution of a S-measure can be decomposed into a sequence of binary
lotteries. Turning the S-measure into a sequence of binary trees leads to the necessity of solving the following
system of equationsa1 ¼ Tðl; v1Þ; a2 ¼ Tðl; v2Þ; Sðv1; v2Þ ¼ 1 ð1Þfor given a1 and a2. Assuming that T1 = min the system of Eqs. (1) was completely solved in [8] and exhibited
the analytical forms of ðl; v1; v2Þ. We deﬁne the set US;a of ordered pairs ða; bÞ in the following wayUS;a ¼ fða; bÞ j ða; bÞ 2 ða; 1Þ2; aþ b ¼ 1þ ag
[
fða; bÞ j minða; bÞ 6 a;maxða; bÞ ¼ 1g:A hybrid mixture set is a quadruple ðG;M ;T;SÞ where G is a set, (S,T) is a pair of continuous t-conorm and
t-norm, respectively, which satisfy the condition (CD) and M : G2  US;a ! G is a function (hybrid mixture
operation) given byMðx; y; a; bÞ ¼ SðTða; xÞ;Tðb; yÞÞ:It is enough to restrict to the case ðhSM;SLi; hT1;TPiÞa: Then it is easy to verify that M satisﬁes the axioms
M1-M5 on US;a; where
M1. Mðx; y; 1; 0Þ ¼ x;
M2. Mðx; y; a; bÞ ¼ Mðy; x; b; aÞ;
M3. MðMðx; y; a; bÞ; y; c; dÞ ¼ Mðx; y; T ða; cÞ;SðTðb; cÞ;Tðd; 1ÞÞÞ:
M4. Mðx; x; a; bÞ ¼ x:
M5. MðMðx; y; a; bÞ;Mðx; y; c; dÞ; k; lÞ ¼ Mðx; y;SðTða; kÞ;Tðc; lÞÞ;SðTðb; kÞ;Tðd; lÞÞÞ holds for all x; y 2 G
and all (a,b), (c,d), (k,l) 2 US,a.
This kind of mixtures exhausts the possible solutions to M1–M5.
Let us show the main appeal of M1–M5. Let (S,T) be a pair of continuous t-conorm and t-norm, respec-
tively, of the form (hSM,SLi, hT1,TPi)a. Let u1; u2 be two utilities taking values in the unit interval ½0; 1 and let
l1; l2 be two degrees of plausibility from US;a: Then we deﬁne the optimistic hybrid utility function by means of
the hybrid mixture asUðu1; u2; l1; l2Þ ¼ SðTðu1; l1Þ;Tðu2; l2ÞÞ:In the paper Dubois et al. [8] it is examined in details this utility function. Although the above description of
optimistic hybrid utility is rather complex, it can be easily explained, including the name optimistic, see [8].
Putting together the results of this paper, the utility of a n-ary lottery can be computed by decomposing
the S-measure into a sequence of binary trees and applying the above computation scheme for hybrid utility
recursively from the bottom to the top of the binary tree expansion. More details and proofs of theorems
stated in this paper can be found in [8].
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4.1. Pseudo-operations, pseudo-additive measures, pseudo-integrals
We use the notations from Section 2.3. Let X be a non-empty set. Let A be a r-algebra of subsets of
X. A set function m :A! ½a; bþ (or semiclosed interval) is a -decomposable measure if there hold
mð;Þ ¼ 0; and m(A [ B) = m(A)  m(B) for A;B 2A such that A \ B = ;. A -decomposable measure
m is -measure ifm
[1
i¼1
Ai

¼ 1
i¼1
mðAiÞhold for any sequence ðAiÞi2N of pairwise disjoint sets from A:
The construction of pseudo-integral based on -measure, denoted byZ 
X
f  dm;is similar to the construction of the Lebesgue integral, see [30]. Then it can be introduced pseudo-convolution
and pseudo-Laplace transform with many diﬀerent applications, see [23,30,31,35]. Let G be subset of Rn and * a
commutative binary operation on G such that ðG; Þ is a cancellative semigroup with unit element e andGþ ¼ fx j x 2 G; xP eg
is a subsemigroup of G. We shall consider functions whose domain will be G.
Deﬁnition 5. The pseudo-convolution of the first type of two functions f : G ! ½a; b and h : G ! ½a; b with
respect to a -measure m and x 2 G+ is given in the following wayf H hðxÞ ¼
Z 
Gxþ
f ðuÞ  dmhðvÞ;where Gxþ ¼ fðu; vÞju  v ¼ x; v 2 Gþ; u 2 Gþg; mh = m in the case of sup-measure mðAÞ ¼ supx2AhðxÞ; in the
case of inf-measure mðAÞ ¼ infx2AhðxÞ; and dmh = hdm in the case of -measure m, where  has an additive
generator g and g 
 m is the Lebesgue measure.
We consider also the second type of pseudo-convolution when ðG; Þ is a group and the pseudo-integral is
taken over whole set G:f H hðxÞ ¼
Z 
G
f ðx  ðtÞÞ  dmhðtÞ;where (t) is unique inverse element for t and x 2 G.
Remark 1. When * is the usual addition on R and G ¼ R, pseudo-convolutions of the ﬁrst and the second
type, for x 2 Rþ, areðf H hÞðxÞ ¼
Z 
½0;x
f ðx tÞ  dmhðtÞ; ðf H hÞðxÞ ¼
Z 
G
f ðx tÞ  dmhðtÞ;respectively, see [36].
Pseudo-delta function is given byd;e ðxÞ ¼
1 for x ¼ e;
0 for x 6¼ e;

where 0 is zero element for , 1 is unit element for  and e is zero element for *.
Example 1. Let for * = + and G ¼ R. For the semiring ð½1;1½;max;þÞ from Section 2.3, the pseudo-
integral, with respect to sup-measure m;mðAÞ ¼ supx2AhðxÞ, is given by
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R
f  dm ¼ sup
R
ðf ðxÞ þ hðxÞÞand the pseudo-convolution of the ﬁrst and second type of the functions f and h will beðf H hÞðxÞ ¼ sup
06t6x
ðf ðx tÞ þ hðtÞÞ; ðf H hÞðxÞ ¼ sup
t2R
ðf ðx tÞ þ hðtÞÞ;respectively. Unit element for this pseudo-convolutions is the following pseudo-delta functiondmax;þ0 ðxÞ ¼
1ð¼ 0Þ if x ¼ 0;
0ð¼ 1Þ if x 6¼ 0:

We mention here only that the pseudo-convolution covers many important basic notions in diﬀerent ﬁelds,
see [36]:
(1) The basic notion of the theory of probabilistic metric spaces, the triangle function, is based on the
pseudo-convolution of the ﬁrst type.
(2) The arithmetical operations with fuzzy numbers are based on Zadeh’s extension principle (see [16]): Let
T be an arbitrary but ﬁxed t-norm and * a binary operation on R. Then the operation * is extended to
fuzzy numbers A and B byATBðzÞ ¼ sup
xy¼z
TðAðxÞ;BðyÞÞ
for z 2 R:
(3) Pseudo-convolutions are as important tools in the system theory as the classical convolution was, see
[23].
There are further generalizations related the pseudo-operations in the theory of pseudo-analysis. First gen-
eralization of the real semiring structure is to the case when the operations  and  are noncommutative and
non-associative, and the (left) right distributivity of  over  plays a crucial rule, see [37]. There is obtained a
representation theorem for such operations and there is given a complete characterization for generalized
pseudo-addition and pseudo-multiplication. Another generalization consists in some symmetrization of max-
imum and minimum, used in an integral representation of the utility functional, see [11,12] and Section 5.3.
4.2. A representation theorem in idempotent analysis
An idempotent semigroup (semiring, e.g., cases I and III from Section 2.3) P is called an idempotent metric
semigroup (semiring) if it is endowed with a metric d : P  P ! R such that the operation  is (respectively,
the operations  and  are) uniformly continuous on any order-bounded set in the topology induced by d and
any order-bounded set is bounded in the metric, see [23]. Let X be a set, and let P ¼ ðP ;; dÞ be an idempotent
metric semigroup. The set BðX ; P Þ of bounded mappings X! P, i.e., mappings with order-bounded range, is
an idempotent metric semigroup with respect to the pointwise addition ðu wÞðxÞ ¼ uðxÞ  wðxÞ; the corre-
sponding partial order, and the uniform metric dðu;wÞ ¼ supxdðuðxÞ;wðxÞÞ: If P ¼ ðP ;;; qÞ is a semiring,
then BðX ; P Þ has the structure of an idempotent semimodule P-semimodule, i.e., the multiplication by elements
of P is deﬁned on BðX ; P Þ by (au)(x) = au(x). This P-semimodule will also be referred to as the space of
(bounded) P-valued functions on X. If X is a topological space, then by CðX ; P Þ we denote the subsemimodule
of continuous functions in BðX ; P Þ. If X is ﬁnite, X ¼ fx1; . . . ; xng, n 2 N, then the semimodules CðX ; P Þ and
BðX ; P Þ coincide and can be identiﬁed with the semimodule Pn ¼ fða1; . . . ; anÞ j aj 2 Pg. Any vector a 2 Pn can
be uniquely represented as a pseudo linear combinationa ¼ n
j¼1
aj  ej;where fej j j ¼ 1; . . . ; ng is the standard basis of Pn (the jth coordinate of ej is equal to 1, and the other
coordinates are equal to 0). As in the classical linear algebra, we can readily prove that the semimodule of
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tionals on Pn) is isomorphic to Pn itself. Similarly, any endomorphism H : Pn! Pn (a linear operator on Pn) is
determined by an P-valued n · n matrix.
We present here the simplest versions of some general facts of idempotent analysis, in particular, restricting
our consideration to the case of standard ðmin;þÞ semiring P. All idempotent measures are absolutely con-
tinuous; i.e., any such measure can be represented as the idempotent integral of a density function with respect
to some standard measure. Let us formulate this fact more precisely. Let C0ðX ; P Þ denote the space of contin-
uous functions f : X! P on a locally compact normal space X vanishing at inﬁnity (i.e. such that for any e > 0
there exists a compact set K  X such that dð0; f ðxÞÞ < e for all x 2 XnK). The topology on C0ðX ; P Þ is deﬁned
by the uniform metric dðf ; gÞ ¼ supX dðf ðxÞ; gðxÞÞ. The space C0ðX ; P Þ is an idempotent semimodule. If X is a
compact set, then the semimodule C0ðX ; P Þ coincides with the semimodule CðX ; PÞ of all continuous functions
from X to P. The homomorphisms C0ðX ; P Þ ! P will be called pseudo linear functionals on C0ðX ; P Þ. The set
of linear functionals will be denoted by C0ðX ; PÞ and called the dual semimodule of C0ðX ; P Þ.
Theorem 2. For any m 2 C0ðX ; PÞ there exists a unique lower semicontinuous and bounded below function f:
X! P such that for every h 2 C0ðX ; P ÞmðhÞ ¼ inf
x
f ðxÞ  hðxÞ: ð2ÞConversely, any function f : X! P bounded below defines an element m 2 C0ðX ; P Þ by formula (2). At last, the
functionals mf1 and mf2 coincide if and only if the functions f1 and f2 have the same lower semicontinuous closures;
that is, Clf1 = Clf2, whereðClf ÞðxÞ ¼ supfwðxÞ j w 6 f ;w 2 CðX ; P Þg:
The Riesz–Markov theorem in functional analysis establishes a one-to-one correspondence between contin-
uous linear functionals on the space of continuous real functions on a locally compact space X vanishing at
inﬁnity and regular ﬁnite Borel measures on X. Similar correspondence exists in idempotent analysis. We can
deﬁne an idempotent measure lf on the subsets of X by the formulas lf(A) = inf{xjx 2 A}. This is a inf-mea-
sure. Eq. (2) speciﬁes a continuation of mf to the set of P-valued functions bounded below. On analogy with
conventional analysis, we say that such functions are integrable with respect to the measure lf and denote the
values taken by mf on these functions by the idempotent integralmf ðhÞ ¼
Z 
X
hðxÞdlf ðxÞ ¼ inf
x
f ðxÞ  hðxÞ:Theorem 2 is equivalent to the statement that all idempotent measures are absolutely continuous with
respect to the standard idempotent measure m1.
4.3. Idempotent integral as limit of generated integrals
Despite of the diﬀerent behavior of the idempotent case there is a close connection with the generated case.
Let ð½a; b;;Þ be a semiring of type II from Section 2.3 with a generator g : ½a; b ! ½0;1. As it is shown
in [25], for k 2 ð0;1Þ the function gk is a generator for the semiring ([a,b],k,k) with x ky =
(gk)1(gk(x) + gk(y)) and x k y = (gk)1(gk(x) Æ gk(y)) = x  y. Hence ([a,b],k,k) = ([a,b],k,).
The following three theorems were proved in [25].
Theorem 3. Let g : [a,b]! [0,1] be a strictly decreasing generator of the semiring ð½a; b;;Þ of the type II
and gk the function g on the power k 2 ð0;1Þ. Then gk is a generator of the semiring ð½a; b;k;Þ and for every
e > 0 and every ðx; yÞ 2 ½a; b2 there exists k0 such that jx  ky  inf(x,y)j < e for all kP k0. For g increasing, the
same result holds for sup.
Theorem 4. Let m be a sup-measure on ð½0;1;B½0;1Þ, where
mðAÞ ¼ ess sup
l
fuðxÞ j x 2 Ag;
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sures on ð½0;1;B½0;1Þ, where k is generated by gk, k 20;1½, such that limk!1mk = m (i.e. limk!1mk(A) =
m(A), for all A 2 B½0;1).
Theorem 5. Let ð½0;1; sup;Þ be a semiring with  generated by generator g. Let m be the same as in the The-
orem 4. Then there exists a family {mk} of k-measures, where  k is generated by gk, k 20;1½, such that for
every continuous function f : ½0;1 ! ½0;1Z sup
f  dm ¼ lim
k!1
Z k
f  dmk ¼ lim
k!1
ðg1Þk
Z
ðgk 
 f Þ  dx
 
:5. Applications of the pseudo-analysis
5.1. Large deviation principle
The theory of large deviations concerned with the asymptotic estimation of probabilities of rare events, and
typically provide exponential bound on probability of such events and characterize them. This theory has
found many applications in information theory, coding theory, image processing, statistical mechanics, vari-
ous kind of random processes (certain types of ﬁnite state Markov chains, Brownian motion, Wiener process),
stochastic diﬀerential equations, etc. Contemporary large deviation theory uses various approaches, [6,24].
Let X be a topological space andA be the algebra of its Borel sets. A family of probabilities (Pe), e > 0, on
ðX;AÞ obeys the large deviation principle if there exists a rate function I : X! [0,1] such that
(1) I is lower semi-continuous and Xa = {x 2 XjI(x) 6 a} is a compact set for any a <1,
(2) limsupe!0 e logPe(C)P infx2CI(x) for each closed set C  X,
(3) lim infe!0 e logPe(U) 6 infx2UI(x) for each open set U  X.
Then m(A) = infx2AI(x) is a positive idempotent measure onA. Therefore, it is naturally to generalize the
previous deﬁnition in the following way [2,39]. For any Borel set A letP outðAÞ ¼ lim sup
e!0
e log P eðAÞ;
P inðAÞ ¼ lim inf
e!0
e log P eðAÞ:One says that (Pe) obeys the weak large deviation principle, if there exists a positive idempotent measure m
on ðX;AÞ such that
(1) There exists a sequence (Xn) of compact subsets of X such thatmðXcnÞ ! 0 ¼ þ1 as n!1;
where Cc stands for the complimentary set of C,(2) m(C) 6 Pout(C) for each closed C  X,
(3) m(U)P Pin(U) for each open U  X.
Using Theorem 2 and its generalizations one can prove that the large deviation principle and its weak ver-
sion are actually equivalent for some (rather general) ‘‘good’’ spaces X. One can obtain also an interesting
correspondence between the tightness conditions for probability and idempotent measures and for further
generalizations on random sets.
Further generalization with respect to pseudo-additive measures are obtained, see [39,27]. We shortly pres-
ent the result from [27]. Motivated by Theorems 4 and 5, there was considered the convergence in the sense of
large deviation principle of rn-measures mn on ½0;1 with the property mn([0,1]) = 1 to the limit sup-mea-
sure m on ½0;1 with the property m([0,1]) = 1. We denote by B½0;1 the Borel r-algebra of subsets of ½0;1
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respectively.
Let ð½0;1;;Þ be a semiring of type II, see Section 2.3, with  and  generated by a continuous strictly
increasing function g : ½0;1 ! ½0;1, such that g(0) = 0 and g(1) = 1, where 0 and 1 are neutral elements for
 and , respectively. Let ð½0;1; sup;Þ be a semiring with the same operation  as in semiring
ð½0;1;;Þ (and 0 is also the neutral element for sup). Let m : B½0;1 ! ½0;1 be a completely maxitive,
F-smooth sup-measure on ½0;1 with property mð½0;1Þ ¼ 1. Let ðrnÞn2N be a sequence of real numbers
greater than 1 satisfying limn!1rn =1. According to Theorem 3 grn is a generator of the semiring
ð½0;1;rn ;Þ. Let ðmnÞn2N be a sequence of rn -measures deﬁned on ð½0;1;B½0;1Þ with the property
mn([0,1]) = 1.
Deﬁnition 6. The sequence ðmnÞn2N large deviation converges at rate ðg; rnÞ to m (LD converge, for short) if for
all continuous and bounded functions f : X ! Rþ holdslim
n!1
Z rn
½0;1
f  dmn ¼
Z sup
½0;1
f  dm: ð3ÞIf the limit value (3) exists, it is uniquely determined.
The following theorem generalize a part of Portmanteau theorem, see [27].
Theorem 6. If the sequence ðmnÞn2N of rn - measures LD converges at rate ðg; rnÞ to sup -measure m, then:
(a) for arbitrary open set O  ½0;1 holds
lim inf
n!1
mnðOÞP mðOÞ;(b) for arbitrary closed set F  ½0;1 holds
lim sup
n!1
mnðF Þ 6 mðF Þ:Observe that inDeﬁnition 6we have integral based on sup-measure as the limit value and the second operation
for the integration is a pseudo-multiplication. For applications on convergence theorems of random sets see
[28,33].
5.2. Hamilton–Jacobi equation
The introduced generalized analysis is applied for solving nonlinear equations (ODE, PDE, diﬀerence equa-
tions, etc.) using now the pseudo-linear principle, which means that if u1 and u2 are solutions of the considered
nonlinear equation, then also a1  u1  a2  u2 is a solution for any constants a1 and a2 from ½a; b: This section
is devoted to a short presentation, see [19,22,23,35], of the theory of generalized solutions to the Cauchy problemow
ot þ H x; owox
  ¼ 0;
wjt¼0 ¼ w0ðxÞ
(
ð4Þof a Hamilton–Jacobi equation (HJ) with Hamiltonian H being convex in second variable. Many important
applications, e.g., control theory, require nonsmooth Hamiltonian, e.g., absolute value or maximum. Since
any convex function can be written in the formHðx; pÞ ¼ max
u2U
ðpf ðx; uÞ  gðx; uÞÞwith some functions f, g, equation in (4) can be written in the equivalent formow
ot
þmax
u2U
ow
ox
; f ðx; uÞ
 
 gðx; uÞ
 
¼ 0;which is called the nonstationary Bellman diﬀerential equation (HJB).
380 E. Pap / Internat. J. Approx. Reason. 47 (2008) 368–386Let us discuss ﬁrst, what diﬃculties occur when one tries to give a reasonable deﬁnition of the solutions to
problem (4)?
First, as simple examples shows, the classical (i.e., smooth) solution of the Cauchy problem (4) does not
exist for large time even for smooth H and w0. Therefore one cannot hope to obtain smooth solutions for non-
smooth H and w0. On the other hand, in contrast with the theory of linear equations, where generalized solu-
tions can be deﬁned in the standard way as functionals on the space of test functions, there is no such
approach in the theory of nonlinear equations.
The most popular approach to the theory of generalized solutions of the HJB equation is the vanishing vis-
cosity method. This means that one deﬁnes a generalized solution to problem (4) as the limit as h! 0 of solu-
tions of the Cauchy problemow
ot
þ H x; ow
ox
 
 h
2
o2w
ox2
¼ 0; ð5Þ
wjt¼0 ¼ w0ðxÞ ¼ S0ðxÞ:
For continuous initial data and under some reasonable restrictions on the growth of H and w0, one can
prove that there exists a unique smooth solution wðt; x; hÞ of problem (5) and that the limit
wðt; xÞ ¼ limh!0wðt; x; hÞ exists and is continuous. Furthermore, it turns out that the solutions thus obtained
are selected from the set of continuous functions satisfying the Hamilton–Jacobi equation almost every-
where by some conditions on the discontinuities of the derivatives. In some cases, these conditions have
a natural physical interpretation. They also can be used as a deﬁnition of a generalized solution. However,
this method cannot be used to construct a reasonable theory of generalized solutions to (4) for discontinuous
initial functions. Furthermore, it is highly desirable to devise a theory of problems (4) on the basis of only
intrinsic properties of HJB equations (i.e., regardless of the way in which the set of HJB equations is embed-
ded in the set of higher-order equations). Such a theory, including solutions with discontinuous initial data,
can be constructed for equations with convex Hamiltonians on the basis of idempotent analysis, using the
new superposition principle for the solutions of (4) (which was ﬁrst noted in [22]) and the idempotent ana-
logue of the inner producthf ; giP ¼ infx f ðxÞ  gðxÞ; ð6Þreplacing the usual L2-product.
We discuss it now in more detail, deﬁning generalized solutions for the case of a smooth function H. For
nonsmooth H, a limit procedure can be easily applied.
Let H satisfy the following conditions.
(1) H is C2 and the second derivatives of H are uniformly bounded:max sup
x;p
o2H
ox2
				 				; sup
x;p
o2H
oxop
				 				; sup
x;p
o2H
op2
				 				  6 c ¼ const:
(2) H is strongly convex; that is, there exists a constant d > 0 such that the least eigenvalue of the matrix
o2H/op2 is not less than d for all ðx; pÞ.
By ðyðs; n; p0Þ; pðs; n; p0ÞÞ we denote the solution of Hamilton’s system_y ¼ oH
op
; _p ¼  oH
oxwith the initial conditions yð0Þ ¼ n, pð0Þ ¼ p0. Let wðt; x; nÞ denote the greatest lower bound of the action func-
tional
R t
0
LðzðsÞ; _zðsÞÞds over all continuous piecewise smooth curves joining n with x in time t (z(0) = n and
z(t) = x). Here Lðx; vÞ is the Lagrangian of the variational problem associated with H, that is, the Legendre
transform of H with respect to the variable p. One can show that under the given assumptions on H the
two-point function w(t,x,n) is smooth for all x; n and t 20; t0½ with some t0, and strictly convex in both n
and x. It follows that if the initial function w0(x) in the Cauchy problem (4) is convex, then the function
E. Pap / Internat. J. Approx. Reason. 47 (2008) 368–386 381ðRt w0ÞðxÞ ¼ wðt; xÞ ¼ minn ðw0ðnÞ þ wðt; x; nÞÞ ð7Þis continuously diﬀerentiable for all t 6 t0 and x 2 Rn. Indeed, the minimum in (7) is obviously attained at a
unique point nðt; xÞ. It follows then from the calculus of variation that (7) speciﬁes the unique classical solution
of the Cauchy problem (4).
To deﬁne generalized solution of this Cauchy problem with arbitrary initial data we proceed as follows.
Smooth convex functions form a ‘‘complete’’ subset in C0ðR2nÞ, since they approximate the idempotent
‘‘d-function’’dmin;þn ðxÞ ¼ limn!1 nðx nÞ
2 ¼ 1 ¼ 0; x ¼ n;
0 ¼ þ1; x 6¼ n:

Consequently, each functional u 2 ðC0ðRnÞÞ is uniquely determined by its values on this set of functions.
The Cauchy problemow
ot
þ H x; ow
ox
 
¼ 0; ð8Þ
wjt¼0 ¼ w0ðxÞ
with Hamiltonian eH ðx; pÞ ¼ Hðx;pÞ will be called the adjoint problem to the Cauchy problem (4). This ter-
minology is due to a simple observation that the classical resolving operator Rt of the Cauchy problem (8) is
determined on smooth convex functions by the formulaðRt w0ÞðxÞ ¼ minn ðw0ðnÞ þ wðt; n; xÞÞ ð9Þis pseudo linear (with respect to the operations  = min and  = +) on this set of functions, and is the adjoint
of the resolving operator Rt (7) of the initial Cauchy problem with respect to the inner product (6). We are now
in a position to deﬁne weak solutions of problem (4) by analogy with the theory of linear equations; we also
take into account the fact that, by Theorem 2, the functionals u 2 ðC0ðRnÞÞ are given by usual functions
bounded below.
Let w0 : R
n ! A ¼ R [ fþ1g be a function bounded below, and let mw0 2 ðC0ðRnÞÞ be the corresponding
functional. Let us deﬁne the generalized weak solution of the Cauchy problem (4) as the function (Rtw0)(x)
determined by the equation mRtw0ðwÞ ¼ mw0ðRtwÞ; or equivalently hRtw0;wiA ¼ hw0;RtwiA; for all smooth
strictly convex functions w. The following theorem is a direct consequence of this deﬁnition, Theorem 2
and formulas (6), (7), (9).
Theorem 7. Suppose that the Hamiltonian H satisfies the above-stated conditions (1) and (2). For an arbitrary
function w0(x) bounded below, the generalized weak solution of the Cauchy problem (4) exists and can be found
according to the formula ðRtw0ÞðxÞ ¼ infnðw0ðnÞ þ wðt; x; nÞÞ: Various solutions have the same lower semicon-
tinuous closure Cl, so the solution in the class of semicontinuous functions is unique and is given by the formula
Cl(Rtw0) = RtClw0.
There are many important nonlinear partial diﬀerential equations treated by pseudo-analysis, see
[19,22,32,35,37]. One of themain problem in the application on nonlinear PDE is the identiﬁcation of operations
 and. Goard and Broadbridge [9] have obtained a close connection with Lie symmetry algebras. There are a
number of computer algorithms for ﬁnding Lie symmetry algebra and this can be used for ﬁnding  and .
5.3. Cumulative prospect theory
In this section we shall consider general set functions m :A! ½0; 1 which are monotone, called usually
fuzzy measures. We suppose that m(X) = 1.
In the ﬁeld of decision theory the cumulative prospect theory (CPT), introduced by Tverski and Kahneman
[40], combines cumulative utility and a generalization of expected utility, so called sign dependent expected
utility. CPT holds if there exist two fuzzy measures, mþ and m, which ensure that the utility functional L,
model for preference representation, can be represented by the diﬀerence of two Choquet integrals, i.e.,
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Z
f þ dmþ  ðCÞ
Z
f  dm;where f+ = f _ 0 and f = (f) _ 0. It was proved by Narukawa [26] that comonotone-additive and monotone
functional can be represented as a diﬀerence of two Choquet integrals and gave the conditions for which it can
be represented by one Choquet integral, see [42].
It is well known that the Sugeno integral is one of the non-linear functional on the class of measurable
functions which is comonotone-maxitive, monotone and ^-homogeneous [14,30]. An extension of the
Sugeno integral in the spirit of the symmetric extension of Choquet integral proposed by Grabisch [11]
is useful as a framework for cumulative prospect theory in an ordinal context. In the paper [34] we con-
sidered representation by two Sugeno integrals of the functional L deﬁned on the class of functions
f : X ! ½1; 1 on a ﬁnite set X. In the case of inﬁnitely countable set X we obtain as a consequence
of results on general fuzzy rank and sign dependent functionals that the symmetric Sugeno integral is
comonotone- -additive functional on the class of functions with ﬁnite support. Let f : X ! ½1; 1 be
a function on X with ﬁnite support. Consider the class of functions with ﬁnite support denoted by K1ðX Þ:K1ðX Þ ¼ ff jf : X ! ½1; 1; cardðsuppðf ÞÞ <1g;
where the support is given by supp(f) = {x—f(x)5 0}.Kþ1 ðX Þ andK1 ðX Þ denote the class of non-negative
and non-positive functions with ﬁnite support, respectively.
Recall that two measurable functions f and g on X are called comonotone if they are measurable with respect
to the same chain C inA. Recall that equivalently, comonotonicity of the functions f and g can be expressed
as follows: f(x) < f(x1)) g(x) 6 g(x1) for all x,x1 2 X.
The symmetric maximum : [1,1]2! [1, 1], originally introduced by Grabisch [12], is deﬁned bya b ¼
ðjaj _ jbjÞ; b 6¼ a and jaj _ jbj ¼ a or ¼ b;
0; b ¼ a;
jaj _ jbj; otherwise:
8><>:
The symmetric minimum : ½1; 12 ! ½1; 1, introduced also by Grabisch [12], is deﬁned bya b ¼ ðjaj ^ jbjÞ; sign a 6¼ sign b;jaj ^ jbj; otherwise:
We havea b ¼ ðjaj _ jbjÞsignðaþ bÞ; a b ¼ ðjaj ^ jbjÞsignða 	 bÞ:
Let f and g be two functions deﬁned on X with values in ½1; 1. Then, we deﬁne functions f g and f g
for any x 2 X by ðf gÞðxÞ ¼ f ðxÞ gðxÞ; (f g)(x) = f(x) g(x), and for any a 2 ½0; 1 we have
(a f)(x) = a f(x).
Due to non-associativity of the operation on ½1; 1; it cannot be used directly as n-ary operator. The
expression ni¼1 ai is unambiguously deﬁned iﬀ _ni¼1 ai 6¼ ^ni¼1 ai. If equality occurs, several rules of computa-
tion can ensure uniqueness ([12]):
(1) Put ni¼1 ai ¼ 0. This rule is deﬁned by
n
i¼1
ai

 
¼
aiP0
ai
 !
ai<0
ai
 !
¼
_
aiP0
ai
 ! ^
ai<0
ai
 !
:(2) Discard all occurrences of _ni¼1 ai and ^ni¼1 ai and continue with the reduced list of inputs, until the con-
dition _ni¼1 ai 6¼ ^ni¼1 ai is satisﬁed. We denote this rule by h ni¼1 aii.
We refer the reader to [12] for a detailed study of the properties of the introduced rules.
Deﬁnition 7 ([11,30]). Let m be a fuzzy measure on the measurable space ðX ;AÞ.
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Z
f dm ¼
_
a2½0;1
a ^ mðfxjf ðxÞP agÞ:(ii) The symmetric Sugeno integral of f 2K1ðX Þ with respect to m is deﬁned byZ
f dm ¼ ðSÞ
Z
f þ dm
 
ðSÞ
Z
f  dm
 
;
where f+ = f _ 0 and f = (f) _ 0 = (f ^ 0).Further, when X is a ﬁnite set, i.e., X ¼ fx1; 	 	 	 ; xng, the Sugeno integral of a function f 2Kþ1 ðX Þ with
respect to m can be written asðSÞ
Z
f dm ¼
_n
i¼1
faðiÞ ^ mðAaðiÞÞ;where f has a comonotone maxitive representation f ¼ Wni¼1faðiÞ ^ 1AaðiÞ for a ¼ ðað1Þ; að2Þ; . . . ; aðnÞÞ a permu-
tation of index set f1; 2; . . . ; ng such that 0 6 f a(1) 6 	 	 	 6 f a(n) 6 1 and AaðiÞ ¼ fxaðiÞ; . . . ; xaðnÞg; fi = f(xi) and
1A denotes characteristic function of the crisp subset A of X. The symmetric Sugeno integral of a function
f 2K1ðX Þ can be considered as it is proposed in Grabisch [11]1
Z
f dm ¼
s
i¼1
faðiÞ m xað1Þ; . . . ; xaðiÞ
    n
i¼sþ1
faðiÞ m xaðiÞ; . . . ; xaðnÞ
    
; ð10Þwhere a is a permutation of index set such that 1 6 fa(1) 6 	 	 	 6 f a(s) < 0 and 0 6 fa(s+1) 6 	 	 	 6 fa(n) 6 1.
More details about the symmetric Sugeno integral can be found in [11,12].
Distributivity of the operation w.r.t does not hold in general. If we expect that distributivity is sat-
isﬁed for a; bP 0 and c 6 0, we have to suppose some additional conditions as in the next result, see [34].
Proposition 1. Let a; bP 0 and c 6 0. If a b5 a (c) thena ðb cÞ ¼ ða bÞ ða cÞ:Further discussion of the distributivity can be found in [11].
Note that any function f : X ! ½1; 1 can be represented by symmetric maximum of two comonotone
functions f+P 0 and f  6 0, i.e., f = f+ (f).
Now we extend the notion of the symmetric Sugeno integral, see [34].
Deﬁnition 8. A functional L :K1ðX Þ ! ½1; 1 is a fuzzy rank and sign dependent functional (f.r.s.d.) on
K1ðX Þ if there exist two fuzzy measures mþ and m such that for all f 2K1ðX ÞLðf Þ ¼ ðSÞ
Z
f þ dmþ
 
ðSÞ
Z
f  dm
 
:Note that in the case when m+ = m the fuzzy rank and sign dependent functional ( f.r.s.d. functional for
short) is exactly the symmetric Sugeno integral. If a f.r.s.d. functional L is the symmetric Sugeno integral then
we haveLðf Þ ¼ Lðf Þ:Deﬁnition 9. Let L :K1ðX Þ ! ½1; 1; be a functional on K1ðX Þ.
(i) L is comonotone- -additive if L(f g) = L(f) L(g) for all comonotone functions f ; g 2K1ðX Þ.
(ii) L is monotone if f 6 g) L (f) 6 L(g) for all functions f ; g 2K1ðX Þ.
384 E. Pap / Internat. J. Approx. Reason. 47 (2008) 368–386(iii) L is positive -homogeneous if L(a f) = a L(f) for all f 2K1ðX Þ and a 2 [0, 1].
(iv) L is weak -homogeneous ifLða 1AÞ ¼ a Lð1AÞ and Lða ð1AÞÞ ¼ a Lð1AÞ
for all a 2 ½0; 1 and A  X.Weak -homogeneity does not imply positive -homogeneity in general.
Example 2. Let X ¼ f1; 2g and f : X ! ½1; 1. Let L be a functional on K1ðX Þ deﬁned by
Lðf Þ ¼ f ð1Þ f ð2Þ:For all a 2 ½0; 1; and ;5 A  X we have L(a (1A)) = a = a L(1A) and L(a (1A)) =
a = a L(1A). Therefore L is weak -homogeneous functional onK1ðX Þ. It is not positive -homoge-
neous, e.g., for f deﬁned by f(1) = 0.5 and f(2) = 0.8 and a = 0.3 we have L(0.3 f) = 0.3 (0.3) = 0 and
0.3 L(f) = 0.3 (0.5 (0.8)) = 0.3.
Remark 2. Note that the Sugeno integral with respect to a fuzzy measure l is a comonotone- -additive func-
tional which maps Kþ1 ðX Þ into ½0; 1: This implies that for all comonotone functions f ; g 2K1ðX Þ we haveðSÞ
Z
f þ gþð Þdm ¼ ðSÞ
Z
f þ dm
 
ðSÞ
Z
gþ dm
 and an analogous equality holds for f and g.
Theorem 8. Let L be a comonotone- -additive, weak -homogeneous and monotone functional, such that for all
f 2K1ðX Þ; we have for f5 0 that L(f)5 0, then L is positive -homogeneous on K1ðX Þ.
In the case of ﬁnite set X and K1ðX Þ class of functions f : X! [1,1] we have the next result.
Theorem 9. Let X be a finite set. If L :K1ðX Þ ! ½1; 1 is a comonotone- -additive, weak -homogeneous and
monotone functional onK1ðX Þ, then L is a f.r.s.d functional, i.e., there exist two fuzzy measures mþL and mL such
thatLðf Þ ¼ ðSÞ
Z
f þ dmþL
 
ðSÞ
Z
f  dmL
 
:A f.r.s.d. functional on K1ðX Þ, where X is a ﬁnite set, is not always comonotone- -additive.
Theorem 10. Let X be an infinitely countable set. If L :K1ðX Þ ! ½1; 1 is a f.r.s.d functional such that
L(f)5 0, for all f 2K1ðX Þ, f5 0, then it is a comonotone- -additive functional on the set K1ðX Þ.
Corollary 1. Let X be an infinitely countable set. The symmetric Sugeno integral is comonotone- -additive func-
tional on the class of functions
f 2K1ðX Þj
Z
f dm 6¼ 0

:The symmetric Sugeno integral is not comonotone- -additive on the whole class K1ðX Þ.
Example 3. Let X ¼ fx1; x2; . . .g. We take a fuzzy measure m deﬁned bymðAÞ ¼ 1 if A 6¼ ;;
0 if A ¼ ;:

We consider a f.r.s.d. functional L deﬁned byLðf Þ ¼ ðSÞ
Z
f þ dm
 
ðSÞ
Z
f  dm
 
:
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deﬁned by f(x1) = 0.5 and gðx1Þ ¼ 0:5; gðx2Þ ¼ 0:5, respectively, then L(f) = 0.5 and L(g) = 0, but
L(f g) = 05 0.5 = L(f) L(g).6. Conclusions
We have presented a part of the theory of generalized real analysis, called pseudo-analysis. There is given a
short overview of some important applications in diﬀerent ﬁelds. Still there are many other important ﬁelds of
applications on which this new approach shades quite diﬀerent lights.
We mention here only the famous Black–Sholes (BS) and Cox–Ross–Rubinstein (CRR) formulas are basic
results in the modern theory of option pricing in ﬁnancial mathematics. They are usually deduced by means of
stochastic analysis; various generalizations of these formulas were proposed using more sophisticated stochas-
tic models for common stocks pricing evolution. The systematic deterministic approach to the option pricing
leads to a diﬀerent type of generalizations of BS and CRR formulas characterized by more rough assumptions
on common stocks evolution (which are therefore easier to verify). This approach reduces the analysis of the
option pricing to the study of certain pseudo homogeneous (with respect to  = +) nonexpansive maps, which
however are ‘‘strongly’’ inﬁnite dimensional: they act on the spaces of functions deﬁned on sets, which are not
(even locally) compact. In the paper [18] there were obtained generalizations of the standard CRR and BS
formulas can be obtained using the deterministic (actually game-theoretic) approach to option pricing. A class
of pseudo homogeneous nonexpansive maps appear in these formulas, considering ﬁrst a simplest model of
ﬁnancial market with only two securities in discrete time, then its generalization to the case of several common
stocks, and then the continuous limit.
Therefore it is important to examine the inﬁnite dimensional generalization of the theory of pseudo homo-
geneous nonexpansive maps (which does not exists at the moment), which would have direct applications to
the analysis of derivative securities pricing. On the other hand, this approach, which uses neither martingales
nor stochastic equations, makes the whole apparatus of the standard game theory appropriate for the study of
option pricing.References
[1] R.J. Aumann, L.S. Shapley, Values of Non-Atomic Games, Princton University Press, 1974.
[2] M. Akian, Densities of idempotent measures and large deviations, Tran. Am. Math. Soc. 351 (1999) 4515–4543.
[3] M. Akian, R. Bapat, S. Gaubert, Asymptotics of the Perron eigenvalue and eigenvector using max-algebra, C.R. Acad. Sci. Paris 327
(1) (1998) 927–932.
[4] G. Coletti, R. Scozzafava, Probabilistic Logic in a Coherent Setting, Trends in Logic, Kluwer, 2002, vol. 15.
[5] R.A. Cuninghame-Green, Minimax algebra, in: Lecture Notes in Economics and Mathematical Systems 166, Springer-Verlag, Berlin,
Heidelberg, New-York, 1979.
[6] A. Dembo, A. Zeitouni, Large Deviations, second ed., Techniques and Applications, Springer-Verlag, New York, 1998.
[7] A. DiNola, S. Sessa, W. Pedricz, E. Sanchez, Fuzzy Relation Equations and Their Applications to Knowledge Engineering, Kluwer
Academic Publishers, Dordrecht, 1989.
[8] D. Dubois, E. Pap, H. Prade, Hybrid probabilistic–possibilistic mixtures and utility functions, in: J. Fodor, B. de Baets, P. Perny
(Eds.), Preferences and Decisions under Incomplete Knowledge, Springer-Verlag, 2000, pp. 51–73.
[9] J.M. Goard, P. Broadbridge, Nonlinear superposition principles obtained lie symmetry methods, J. Math. Anal. Appl. 214 (1997)
633–657.
[10] S. Gottwald, Characterizations of the solvability of fuzzy equations, Elektron, Informationsverarb Kybernetik EIK 22 (1986)
67–91.
[11] M. Grabisch, The symmetric Sugeno integral, Fuzzy Sets Syst. 139 (2003) 473–490.
[12] M. Grabisch, The Mo¨bius function on symmetric ordered structures and its applications to capacities on ﬁnite set, Discrete Math. 287
(1–3) (2004) 17–34.
[13] M. Grabisch, J.L. Marichal, R. Mesiar, E. Pap, Aggregation Functions, in preparation.
[14] M. Grabisch, H.T. Nguyen, E.A. Walker, Fundamentals of Uncertainty Calculi with Applications to Fuzzy Inference, Kluwer
Academic Publishers, Dordrecht, Boston, London, 1995.
[15] J. Gunawardena (Ed.), Idempotency, Publications of the Newton Institute, 11, Cambridge University Press, Cambridge, 1998.
[16] E.P. Klement, R. Mesiar, E. Pap, Triangular Norms, Kluwer Academic Publishers, Dordrecht, 2000.
386 E. Pap / Internat. J. Approx. Reason. 47 (2008) 368–386[17] E.P. Klement, R. Mesiar, E. Pap, Fuzzy set theory: AND is more just the minimum, in: O. Hryniewicz, J. Kacprzyk, D. Kuchta
(Eds.), Issues in Soft Computing Decisions and Operation Research, Akademicka Oﬁcyna Wydawnicza EXIT, Warsaw, 2005, pp. 39–
52.
[18] V.N. Kolokoltsov, Nonexpansive maps and option pricing theory, Kybernetika 34 (6) (1998) 713–724.
[19] V.N. Kolokoltsov, V.P. Maslov, Idempotent Analysis and its Applications, Kluwer Academic Publishers, 1998.
[20] W. Kuich, A. Salomaa, Semirings, Automata, Languages, Springer, Berlin, 1986.
[21] G.L. Litvinov, V.P. Maslov (Eds.), Idempotent Mathematics and Mathematical Physics, Contemporary Mathematics, 377, American
Mathematical Society, Providence, Rhode Island, 2005.
[22] V.P. Maslov, Asymptotic Methods for Solving Pseudodiﬀerential Equations, Nauka, Moscow, 1987 (in Russian).
[23] V.P. Maslov, S.N. Samborskii (Eds.), Idempotent Analysis, Advances in Soviet Mathematics, vol. 13, AMS, Providence, RI, 1992.
[24] G. Matheron, Random Sets and Integral Geometry, John Wiley, 1975.
[25] R. Mesiar, E. Pap, Idempotent integral as limit of g-integrals, Fuzzy Sets Syst. 102 (1999) 385–392.
[26] Y. Narukawa, T. Murofushi, M. Sugeno, Regular fuzzy measure and representation of comonotonically additive functional, Fuzzy
Sets Syst. 112 (2000) 177–186.
[27] Lj. Nedovic´, N. Ralevic´, T. Grbic´, Large deviation principle with generated pseudo measures, Fuzzy Sets Syst. 155 (2005) 65–76.
[28] H.T. Nguyen, B. Bouchon-Meunier, Random sets and large deviations principle as foundation for possibility measures, Soft Comput.
8 (2003) 61–70.
[29] E. Pap, Integral generated by decomposable measure, Univ. Novom Sadu Zb. Rad. Prirod.-Mat. Fak. Ser. Mat. 20 (1) (1990) 135–
144.
[30] E. Pap, Null-Additive Set Functions, Kluwer Academic Publishers, Dordrecht, Boston, London, 1995.
[31] E. Pap, Pseudo-additive measures and their applications, in: E. Pap (Ed.), Handbook of Measure Theory, Elsevier, North-Holland,
Amsterdam, 2002, pp. 1237–1260.
[32] E. Pap (Ed.), Handbook of Measure Theory, Elsevier, 2002.
[33] E. Pap, T. Grbic´, Lj. Nedovic´, N. Ralevic´, Weak convergence of random sets, SISY 2005, in: 3rd Serbian–Hungarian Joint
Symposium on Intelligent Systems, Subotica, vol. 31, 2005, pp. 73–80 (August 1–September).
[34] E. Pap, B. Mihailovic´, A representation of a comonotone- -additive and monotone functional by two Sugeno integrals, Fuzzy Sets
Syst. 155 (2005) 77–88.
[35] E. Pap, N. Ralevic´, Pseudo-Laplace Transform, Nonlinear Anal. 33 (1998) 533–550.
[36] E. Pap, I. Sˇtajner, Generalized pseudo-convolution in the theory of probabilistic metric spaces, information, fuzzy numbers,
optimization, system theory, Fuzzy Sets Syst. 102 (1999) 393–415.
[37] E. Pap, D. Vivona, Non-commutative and non-associative pseudo-analysis and its applications on nonlinear partial diﬀerential
equations, J. Math. Anal. Appl. 246 (2000) 390–408.
[38] W. Pedricz, Fuzzy Control and Fuzzy Systems, Research Sud. Press, New York, Taunton Wiley, 1989.
[39] A. Puhalskii, Large Deviations and Idempotent Probability, CRC Press, 2001.
[40] A. Tverski, D. Kahneman, Advances in prospect theory. Cumulative representation of uncertainty, J. Risk Uncertainty 5 (1992) 297–
323.
[41] E. Sanchez, Solution of fuzzy equations with extended operations, Fuzzy Sets Syst. 12 (1984) 237–248.
[42] D. Schmeidler, Integral representation without additivity, Proc. Am. Math. Soc. 97 (1986) 255–261.
[43] M. Sugeno, T. Murofushi, Pseudo-additive measures and integrals, J. Math. Anal. Appl. 122 (1987) 197–222.
