Abstract. Analysis of recursive programs in the presence of concurrency and shared memory is undecidable. In previous work, Qadeer and Rehof [23] showed that context-bounded analysis is decidable for recursive programs under a finite-state abstraction of program data. In this paper, we show that context-bounded analysis is decidable for certain families of infinite-state abstractions, and also provide a new symbolic algorithm for the finite-state case.
Introduction
This paper considers the analysis of concurrent programs with shared-memory and interleaving semantics. Such an analysis for recursive programs is, in general, undecidable, even with a finite-state abstraction of data (e.g., Boolean Programs [1] ). As a consequence, to deal with concurrency soundly (i.e., capture all concurrent behaviors), some analyses give up precise handling of procedure call/return semantics. Alternatively, tools use inlining to unfold multi-procedure programs into single-procedure ones. This approach cannot handle recursive programs, and can cause an exponential blowup in size for non-recursive ones.
A different way to sidestep the undecidability issue is to limit the amount of concurrency by bounding the number of context switches, where a context switch is defined as the transfer of control from one thread to another. Such an approach is not sound because it does not capture all of the behaviors of a program; however, it has proven to be useful in tools for bug-finding because many bugs can be found after a few context switches [24, 23, 20] . For example, KISS [24] is a verification tool that analyzes programs for only up to two context switches; it was able to find a number of bugs in device drivers. We call the analysis of recursive, concurrent programs under a context bound context-bounded analysis (CBA). CBA does not impose any bound on the execution length between context switches. Thus, even under a context bound, the analysis still has to consider the possibility that the next switch takes place in any one of the (possibly infinite) states that may be reached after a context switch. Because of this, CBA still considers an infinite number of interleavings.
Qadeer and Rehof [23] showed that CBA is decidable for recursive programs under a finite-state abstraction of data. This paper shows that CBA is decidable for certain families of infinite-state abstractions, and also provides a new symbolic algorithm for the finite-state case. We give conditions on the abstractions under which CBA can be solved precisely, along with a new algorithm for CBA. In addition to the usual conditions required for precise interprocedural analysis of sequential programs, we require the existence of a tensor product (see §6). We show that these conditions are satisfied by a class of abstractions, thus giving precise algorithms for CBA with those abstractions. These include finite-state abstractions, such as the ones used for verification of Boolean programs, as well as infinite-state abstractions, such as affine-relation analysis [19] .
Our results are achieved using techniques that are quite different from the ones used in the Qadeer and Rehof (QR) algorithm [23] . In particular, to explore all possible interleavings, the QR algorithm crucially relies on the finiteness of the data abstraction because it enumerates all reachable (abstract) data states at a context switch. Our algorithm is based on weighted transducers (weighted automata that read input and write output) and requires no such enumeration in the case of finite-state data abstractions, which also makes it capable of handling infinite-state abstractions.
The contributions of this paper can be summarized as follows:
-We give sufficient conditions under which CBA is decidable for infinite-state abstractions, along with an algorithm. Our result proves that CBA can be decided for affine-relation analysis, i.e., we can precisely find all affine relationships between program variables that hold in a concurrent program (under the context bound). -We show that the reachability relation of a weighted pushdown system (WPDS) can be encoded using a weighted transducer ( §5), which generalizes a previous result for (unweighted) PDSs [8] . We use WPDSs to model each thread of the concurrent program, and the transducers can be understood as summarizing the (sequential) execution of a thread. -We give precise algorithms for composing weighted transducers ( §6), when tensor products exist for the weights. This generalizes previous work on manipulating weighted automata and transducers [17, 18] .
The remainder of the paper is organized as follows. §2 introduces some terminology and notation. §3 sketches an alternative to the QR algorithm for finitestate abstractions; the rest of the paper generalize the algorithm to infinite-state abstractions. §4 gives background on WPDSs. §5 gives an efficient construction of transducers for WPDSs. §6 shows how weighted transducers can be composed.
§7 discusses related work. Additional material can be found in [16] .
global variables as locks. Analysis of such models is undecidable [25] , i.e., it is not possible, in general, to determine whether or not a given configuration is reachable. Let n be the number of threads and let t 1 , t 2 , · · · , t n denote the threads. We do not consider dynamic creation of threads in our model. (Dynamic creation of up to n threads can be encoded in the model [23] .) Let G be the set of global states (valuations of global variables) and L i be the set of local states of t i . Then the state space of the entire program consists of the global state paired with local states of each of the threads, i.e., the set of states is G × L 1 × · · · × L n . Let the transition relation of thread t i , which is a relation on G × L i , be denoted by
The execution of a concurrent program proceeds in a sequence of execution contexts. In an execution context, one thread has control and it executes a finite number of steps. The execution context changes at a context switch and control is passed to a different thread. The CBA problem is to find the set of reachable states of the concurrent program under a bound on the number of context switches. Formally, let k be the bound on the number of context switches; thus, there are k + 1 execution contexts. Let ⇒ c be (
, the transition relation that describes the effect of one execution context; we wish to find the reachable states in the transition relation given by (⇒ c ) k+1 .
Definition 1.
A pushdown system (PDS) is a triple P = (P, Γ, ∆), where P is a finite set of states or control locations, Γ is a finite set of stack symbols, and ∆ ⊆ P × Γ × P × Γ * is a finite set of rules. A configuration of P is a pair p, u where p ∈ P and u ∈ Γ * . A rule r ∈ ∆ is written as p, γ ֒→ p ′ , u , where p, p ′ ∈ P , γ ∈ Γ and u ∈ Γ * . These rules define a transition relation ⇒ on configurations of P as follows:
The reflexive transitive closure of ⇒ is denoted by ⇒ * . For a set of configurations C, we define pre * (C) = {c ′ | ∃c ∈ C : c ′ ⇒ * c} and post * (C) = {c ′ | ∃c ∈ C : c ⇒ * c ′ }, which are just backward and forward reachability under the transition relation ⇒.
Without loss of generality, we restrict the pushdown rules to have at most two stack symbols on the right-hand side [28] .
PDSs can encode recursive programs with a finite-state data abstraction [28] : the data values get tracked by the PDS state, and recursion gets handled by the PDS stack. In this case, a PDS configuration represents a program state (current data values and stack). For sequential programs, the problem of interest is to find the set of all reachable configurations, starting from a given set of configurations. This can then be used, for example, for assertion checking (i.e., determining if a given assertion can ever fail) or to find the set of all data values that may arise at a program point (for dataflow analysis). Because the number of configurations of a PDS is unbounded, it is useful to use finite automata to describe regular sets of configurations.
Definition 2. If P = (P, Γ, ∆) is a PDS then a P-automaton is a finite automaton (Q, Γ, →, P, F ), where Q ⊇ P is a finite set of states, →⊆ Q × Γ × Q is the transition relation, P is the set of initial states, and F is the set of final states. We say that a configuration p, u is accepted by a P-automaton if it can accept u when started in the state p. A set of configurations is regular if it is the language of some P-automaton.
For a regular set of configurations C, both post * (C) and pre * (C) are also regular [2, 7, 11] . The algorithms for computing post * and pre * , called poststar and prestar, respectively, take a P-automaton A as input, and if C is the set of configurations accepted by A, produce P-automata A post * and A pre * that accept the sets post * (C) and pre * (C), respectively [2, 10, 11] .
A New Approach Using Thread Summarization
Between consecutive context switches only one thread is executing, and a concurrent program acts like a sequential program. However, a recursive thread can reach an infinite number of states before the next context switch, because it has an unbounded stack. A CBA must consider the possibility that a context switch occurs at any of these states. The QR algorithm works under the assumption that the set G is finite. It uses a PDS to encode each thread (using a finite-state data abstraction). The algorithm follows a computation tree, each node of which represents a set of states {g} × S 1 × · · · S n of the concurrent program, where S i ⊆ L i , i.e., the set of states represented by each node has the same global state. The root of the tree represents the set of initial states, and nodes at the i th level represent all states reachable after i − 1 context switches.
At each node, including the root, the computation tree branches: For each choice of thread t j that receives control, a new set of states is obtained by running poststar on the PDS for thread t j , starting with the node's (unique) global state and local states of t j . The local states of t h , h = j, are held fixed. The resulting set is split according to the reachable global states, to create multiple new nodes (maintaining the invariant that each node only represents a single global state). This process is repeated until the computation tree is completely built for k + 1 levels, giving all reachable states in k or fewer context switches. The "splitting" of nodes depending on reachable global states causes branching of the computation tree proportional to the size of G at each level.
Another drawback of the QR algorithm is its use of poststar to compute the forward reachable states of a given thread. Poststar represents a function that maps a starting set of configurations to a set of reachable configurations. Hence, poststar needs to be re-executed if the starting set changes. The discovery of new starting sets forces the QR algorithm to make multiple calls on poststar (for a given thread) to compute different sets of forward reachable states.
A similar problem arises in interprocedural analysis of sequential programs: a procedure can be called from multiple places with multiple different input values. Instead of reanalyzing a procedure for each input value, a more efficient approach is to analyze each procedure independently of the calling context to create a summary. The summary describes the effect of executing the procedure in any calling context, in terms of a relation between inputs and outputs.
Our first step is to develop a new algorithm-based on a suitable form of summary relation for threads-for the case of unweighted PDSs. The motivation is to develop an algorithm that avoids enumerating all global states at a context switch, and then use that algorithm as the starting point for a generalization that handles infinite-state abstractions. A difficulty that we face, however, is that each summary relation must relate starting sets of configurations to reachable sets of configurations. Because both of these sets can be infinite, we need summary relations to be representable symbolically.
Our approach to generalizing the QR algorithm (for both finite-state and infinite-state data abstractions) is based on the following observation: Observation 1 One can construct an appropriate summary of a thread's behavior using a finite-state transducer (an automaton with input and output tapes).
where Q is a finite set of states, Σ i and Σ o are input and output alphabets, λ ⊆ Q × (Σ i ∪ {ε}) × (Σ o ∪ {ε}) × Q is the transition relation, I ⊆ Q is the set of initial states, and F ⊆ Q is the set of final states. If (q 1 , a, b, q 2 ) ∈ λ, written as q 1 a/b − −− → q 2 , we say that the transducer can go from state q 1 to q 2 on input a, and outputs the symbol b. For state q ∈ I, the transducer accepts string
o if there is a path from q to a final state that takes input σ i and outputs σ o . The language of the transducer L(τ ) is the relation
In the case of finite-state abstractions, and each thread represented as some PDS P, one can construct a transducer τ P whose language equals ⇒ * , the transitive closure of P's transition relation: The transducer accepts a pair (c 1 , c 2 ) if a thread, when started in state c 1 , can reach state c 2 . The advantage of using transducers is that they are closed under relational composition: Lemma 1. Given transducers τ 1 and τ 2 with input and output alphabet Σ, one can construct a transducer (
, where the latter ";" denotes composition of relations. Similarly, if A is an automaton with alphabet Σ, one can construct an automaton
Both of these constructions are carried out in a manner similar to intersection of automata [13] . One can also take the union of transducers (union of their languages) in a manner similar to union of automata.
In the case of CBA with a finite-state data abstraction, each thread is represented using a PDS. We construct a transducer τ ti for the transition relation ⇒ * ti . By extending τ ti to perform the identity transformation on stack symbols of threads other than t i (using transitions of the form p The rest of the paper generalizes this approach to infinite-state abstractions by going from PDSs to WPDSs. This requires the construction ( §5) and composition ( §6) of weighted transducers.
Weighted Pushdown Systems (WPDSs)
A WPDS is a PDS augmented with weights drawn from a bounded idempotent semiring [27, 4] . Such semirings are powerful enough to encode finite-state data abstractions, as used in bitvector dataflow analysis, Boolean program verification [1] , and the IFDS dataflow-analysis framework [26] , as well as infinite-state data abstractions, such as linear-constant propagation and affine-relation analysis [19] . We review some of this here; see also [27] .
Weights encode the effect that each statement (or PDS rule) has on the data state of the program. They can be thought of as abstract transformers that specify how the abstract state changes when a statement is executed. 
0 is an annihilator with respect to ⊗, i.e., for all a ∈ D, a ⊗ 0 = 0 = 0 ⊗ a. 4. In the partial order ⊑ defined by ∀a, b ∈ D, a ⊑ b iff a ⊕ b = a, there are no infinite descending chains.
The height of a weight domain is defined to be the length of the longest descending chain in the domain. In this paper, we assume the height to be bounded for ease of discussing complexity results, but WPDSs, and the algorithms in this paper, can also be used in certain cases when the height is unbounded (as long as there are no infinite descending chains). O s (.) denotes the time bound in terms of semiring operations.
Often, weights are data transformers: extend is composition; combine is meet ; 0 is the transformer for an infeasible path; and 1 is the identity transformer.
Definition 5. A weighted pushdown system is a triple W = (P, S, f ) where P = (P, Γ, ∆) is a pushdown system, S = (D, ⊕, ⊗, 0, 1) is a bounded idempotent semiring and f : ∆ → D is a map that assigns a weight to each rule of P.
Let σ ∈ ∆ * be a sequence of rules. Using f , we can associate a value to σ, i.e., if σ = [r 1 , . . . , r k ], then we define v(σ)
Moreover, for any two configurations c and c ′ of P, we use path(c, c ′ ) to denote the set of all rule sequences that transform c into c ′ . If σ ∈ path(c, c ′ ), then we say c ⇒ σ c ′ . Reachability problems on PDSs are generalized to WPDSs as follows: Definition 6. Let W = (P, S, f ) be a WPDS, where P = (P, Γ, ∆), and let S, T ⊆ P × Γ * be regular sets of configurations. Then the meet-over-all-validpaths value MOVP(S, T ) is defined as {v(σ) | s ⇒ σ t, s ∈ S, t ∈ T }.
A PDS is simply a WPDS with the Boolean weight domain ({0, 1}, ⊕, ⊗, 0, 1) and weight assignment f (r) = 1 for all rules r ∈ ∆. In this case, MOVP(S, T ) = 1 iff there is a path from a configuration in S to a configuration in T , i.e., post * (S) ∩ T and S ∩ pre * (T ) are non-empty. One way of modeling programs as WPDSs is as follows: the PDS models the control flow of the program and the weight domain models transformers for an abstraction of the program's data. Examples are given in [16] .
Solving for the MOVP Value
There are two algorithms for solving for MOVP values, called prestar and poststar (by analogy with the algorithms for PDSs) [27] . Their input is an automaton that accepts the set of initial configurations. Their output is a weighted automaton:
Definition 7. Given a WPDS W = (P, S, f ), a W-automaton A is a Pautomaton, where each transition in the automaton is labeled with a weight. The weight of a path in the automaton is obtained by taking an extend of the weights on the transitions in the path in either a forward or backward direction. The automaton is said to accept a configuration c = p, u with weight w = A(c) if w is the combine of weights of all accepting paths for u starting from state p in A. We call the automaton a backward W-automaton if the weight of a path is read backwards, and a forward W-automaton otherwise.
Let A be an unweighted automaton and L(A) be the set of configurations accepted by it. Then there is an algorithm prestar(A) that produces a forward weighted automaton A pre * as output, such that A pre * (c) = MOVP({c}, L(A)), and an algorithm poststar(A) produces a backward weighted automaton A post * as output, such that A post * (c) = MOVP(L(A), {c}) [27] . For a weighted automaton
The values of A ′ (c) and A ′ (C) can be computed by the algorithms presented in [27] .
Lemma 2.
[27] Given a WPDS with PDS P = (P, Γ, ∆), if A = (Q, Γ, →, P, F ) is a P-automaton, poststar(A) produces an automaton with at most |Q| + |∆| states and runs in time O s (|P ||∆|(|Q 0 | + |∆|)H + |P ||λ 0 |H), where Q 0 = Q\P , λ 0 ⊆→ is the set of all transitions leading from states in Q 0 , and H is the height of the weight domain.
CBA Problem Definition
Definition 8. A weighted relation on a set S, weighted with semiring (D, ⊕, ⊗, 0, 1), is a function from (S × S) to D. The composition of two weighted relations R 1 and R 2 is defined as (R 1 ; R 2 )(s 1 , s 3 ) = ⊕{w 1 ⊗ w 2 | ∃s 2 ∈ S :
The union of the two weighted relations is defined as ( s 2 ) . The identity relation is the function that maps each pair (s, s) to 1 and others to 0. The reflexive-transitive closure is defined in terms of these operations, as before.
The transition relation of a WPDS is a weighted relation over the set of PDS configurations.
The CBA problem is defined as in §2, except that all relations are weighted. Each thread is modeled as a WPDS. Given the weighted relation (⇒ c ) k+1 as R, the set of initial states S and a set of final states T (of the concurrent program), we want to be able to compute the weight R(S, T ) = ⊕{R(s, t) | s ∈ S, t ∈ T }. This captures the net transformation on the data state between S and T : it is the combine over the weights of all paths involving at most k context switches that go from a state in S to a state in T . Our results from §5 and §6 allow us to compute this value when S and T are regular.
Weighted Transducers
In this section, we show how to construct a weighted transducer for the weighted relation ⇒ * of a WPDS. We defer the definition of a weighted transducer to a little later in this section (Defn. 9). Our solution uses the following observation about paths in a PDS's transition relation. Every path σ ∈ ∆ * that starts from a configuration p 1 , γ 1 γ 2 · · · γ n can be decomposed as σ = σ 1 σ 2 · · · σ k σ k+1 (see Fig. 1 ) such that p i , γ i ⇒ σi p i+1 , ε for 1 ≤ i ≤ k, and p k+1 , γ k+1 ⇒ σ k+1 p k+2 , u 1 u 2 · · · u j : every path has zero or more pop phases (σ 1 , σ 2 , · · · , σ k ) followed by a single growth phase (σ k+1 ):
1. Pop-phase: A path such that the net effect of the pushes and pops performed along the path is to take p, γu to p ′ , u , without looking at u ∈ Γ * . Equivalently, it can take p, γ to p ′ , ε . 2. Growth-phase: A path such that the net effect of the pushes and pops performed along the path is to take p, γu to p ′ , u ′ u with u ′ ∈ Γ + , without looking at u ∈ Γ * . Equivalently, it can take p, γ to p ′ , u ′ .
Intuitively, this holds because for a path to look at γ 2 , it must pop off γ 1 . If it does not pop off γ 1 , then the path is in a growth phase starting from γ 1 . Otherwise, the path just completed a pop phase. We construct the transducer for a WPDS by computing the net transformation (weight) implied by these phases. First, we define two procedures: Fig. 1 . A path in the PDS's transition relation; ui ∈ Γ, j ≥ 1, k < n.
1. pop : P × Γ × P → D is defined as follows:
Note that grow(p, γ) = poststar( p, γ ), where the latter is interpreted as a function from configurations to weights. The following lemmas give efficient algorithms for computing the above procedures. Proofs are given in [16] .
Lemma 3. Let A = (P, Γ, ∅, P, P ) be a P-automaton that represents the set of configurations C = { p, ε | p ∈ P }. Let A pop be the forward weighted-automaton obtained by running prestar on A. Then pop(p, γ, p ′ ) is the weight on the transi-
, and it has at most |P | states.
Lemma 4. Let A F = (Q, Γ, →, P, F ) be a P-automaton, where Q = P ∪ {q p,γ | p ∈ P, γ ∈ Γ } and p γ −→ q p,γ for each p ∈ P, γ ∈ Γ . Then A {qp,γ } represents the configuration p, γ . Let A be this automaton where we leave the set of final states undefined. Let A grow be the backward weighted-automaton obtained from running poststar on A (poststar does not need to know the final states). If we restrict the final states in A grow to be just q p,γ ,we obtain a backward weightedautomaton A p,γ = poststar( p, γ ) = grow(p, γ). We can compute A grow in time O s (|P ||∆|(|P ||Γ | + |∆|)H), and it has at most |P ||Γ | + |∆| states.
The advantage of the construction presented in Lemma 4 is that it just requires a single poststar query to compute all of the A p,γ , instead of one query for each p ∈ P and γ ∈ Γ . Because the standard poststar algorithm builds an automaton that is larger than the input automaton (Lemma 2), A grow has many fewer states than those in all of the individual A p,γ automata put together.
The idea behind our approach is to use A pop to simulate the first phase where the PDS pops off stack symbols. With reference to Fig. 1 , the transducer consumes γ 1 · · · γ k from the input tape. When the transducer (non-deterministically) decides to switch over to the growth phase, and is in state p k+1 in A pop with γ k+1 being the next symbol in the input, it passes control to A p k+1 ,γ k+1 to start generating the output u 1 · · · u j . Then it moves into an accept phase where it copies the untouched part of the input stack (γ k+2 · · · γ n ) to the output.
Note that A pop is a forward-weighted automaton, whereas A grow is a backwardweighted automaton. Therefore, when we mix them together to build a transducer, we must allow it to switch directions for computing the weight of a path.
Consider Fig. 1 ; a PDS rule sequence consumes the input configuration from left to right (in the pop phase), but produces the output stack configuration u from right to left (as it pushes symbols on the stack). Because we need the transducer to output u 1 · · · u j from left to right, we need to switch directions for computing the weight of a path. For this, we define partitioned transducers.
Definition 9.
A partitioned weighted finite-state transducer τ is a tuple
where Q is a finite set of states, {Q 1 , Q 2 } is a partition of Q, S = (D, ⊕, ⊗, 0, 1) is a bounded idempotent semiring, Σ i and Σ o are input and output alphabets, λ ⊆ Q × D × (Σ i ∪ {ε}) × (Σ o ∪ {ε}) × Q is the transition relation, I ⊆ Q 1 is the set of initial states, and F ⊆ Q 2 is the set of final states. We restrict the transitions that cross the state partition: if (q, w, a, b, q ′ ) ∈ λ and q ∈ Q l , q ′ ∈ Q k and l = k, then l = 1, k = 2 and w = 1. Given a state q ∈ I, the transducer accepts a string σ i ∈ Σ * i with output σ o ∈ Σ * o if there is a path from state q to a final state that takes input σ i and outputs σ o . For a path η that goes through states q 1 , · · · , q m , such that the weight of the i th transition is w i , and all states q i are in Q j for some j, then the weight of this path v(η) is w 1 ⊗ w 2 ⊗ · · · ⊗ w m if j = 1 and w m ⊗ w m−1 ⊗ · · · ⊗ w 1 if j = 2, i.e., the state partition determines the direction in which we perform extend. For a path η that crosses partitions, i.e., η = η 1 η 2 such that each η j is a path entirely inside
In this paper, we refer to partitioned weighted transducers as weighted transducers, or simply transducers when there is no possibility of confusion. Note that when the extend operator is commutative, as in the case of the Boolean semiring used for encoding PDSs as WPDSs, the partitioning is unnecessary. Usually the WPDSs used for modeling programs have |P | = 1 and |Γ | < |∆|. In that case, constructing a transducer has similar complexity and size as running a single poststar query; see [16] .
Composing Weighted Transducers
Composition of unweighted transducers is straightforward, but this is not the case with weighted transducers. The requirement here is to take two weighted transducers, say τ 1 and τ 2 , and create another one, say
The difficulty is that this requires composition of weighted languages (see Defn. 8). We begin with a slightly simpler problem on weighted automata. The machinery that we develop for this problem will be used for composing weighted transducers. 
Fig . 2 . Forward-weighted automata with final states q1, q2, and (q1, q2), respectively.
The Sequential Product of Two Weighted Automata
Given forward-weighted automata A 1 and A 2 , we define their sequential product as another weighted automaton A 3 such that for any configuration c, A 3 (c) = A 1 (c) ⊗ A 2 (c). More generally, we want the following identity for any regular set of configurations C:
(In this section, we assume that configurations consist of just the stack and |P | = 1.) This problem is the special case of transducer composition when a transducer only has transitions of the form (γ/γ). For the Boolean weight domain, it reduces to unweighted automaton intersection.
To take the sequential product of weighted automata, we start with the algorithm for intersecting unweighted automata. This is done by taking transitions (q 1 , γ, q 2 ) and (q
in the new automaton. We would like to do the same with weighted transitions: given weights of the matching transitions, we want to compute a weight for the created transition. In Fig. 2 , intersecting automata A 1 and A 2 produces A 3 (ignore the weights for now). Automaton A 3 should accept (a b) with weight
One way of achieving this is to pair the weights while intersecting (as shown in A 3 in Fig. 2 ). Matching the transitions with weights w 1 and w 4 produces a transition with weight (w 1 , w 4 ). For reading off weights, we need to define operations on paired weights. Define extend on pairs (⊗ p ) to be componentwise extend (⊗). Then A 3 (a b) = (w 1 , w 4 ) ⊗ p (w 2 , w 5 ) = (w 1 ⊗ w 2 , w 4 ⊗ w 5 ). Taking an extend of the two components produces the desired answer. Thus, this A 3 together with a read out operation in the end (that maps a weight pair to a weight) is a first attempt at constructing the sequential product of A 1 and A 2 .
Because the number of accepting paths in an automaton may be infinite, one also needs a combine (⊕ p ) on paired weights. The natural attempt is to define it componentwise. However, this is not precise. For example, if
). However, using componentwise combine, we would get c 2 ) ). Applying the read-out operation (extend of the components) gives four terms {(A 1 (c i ) ⊗ A 2 (c j )) | 1 ≤ i, j ≤ 2}, which includes cross terms like A 1 (c 1 ) ⊗ A 2 (c 2 ). The same problem arises also for a single configuration c if A 3 has multiple accepting paths for it.
Under certain circumstances there is an alternative to pairing that lets us compute precisely the desired sequential product of weighted automata:
Definition 10. The n th sequentializable tensor product (n-STP) of a weight domain S = (D, ⊕, ⊗, 0, 1) is defined as another weight domain
When n = 2, we write the tensor operator as an infix operator. Note that because of the first condition in the above definition, 1 t = ⊙(1, · · · , 1) and 0 t = ⊙(0, · · · , 0). Intuitively, one may think of the tensor product of i weights as a kind of generalized i-tuple of those weights. The first condition above implies that extend of tensor products must be carried out componentwise. The DeTensor operation is the "read-out" operation that puts together a tensor product by taking extend of its components. The third condition distinguishes the tensor product from a simple tupling operation. It enforces that the DeTensor operation distributes over the combine of the tensored domain, which pairing does not satisfy.
If a 2-STP exists for a weight domain, then we can take the product of weighted automata for that domain: if A 1 and A 2 are the two input automata, then for each transition (p 1 , γ, q 1 ) with weight w 1 in A 1 , and transition (p 2 , γ, q 2 ) with weight w 2 in A 2 , add the transition ((p 1 , p 2 ), γ, (q 1 , q 2 )) with weight (w 1 ⊙ w 2 ) to A 3 . The resulting automaton satisfies the property: DeTensor(A 3 (c)) = A 1 (c) ⊗ A 2 (c), and more generally, DeTensor(
(A proof is given in [16] .) Thus, with the application of the DeTensor operation, A 3 behaves like the desired automaton for the product of A 1 and A 2 . A similar construction and proof hold for taking the product of n automata at the same time, when an n-STP exists.
Before generalizing to composition of transducers, we show that n-STP exists, for all n, for a class of weight domains. This class includes the one needed to perform affine-relation analysis [16] .
Sequentializable Tensor Product
We say that a weight domain is commutative if its extend is commutative. STP is easy to construct for commutative domains (tensor is extend, and DeTensor is identity), but such domains are not useful for encoding abstractions for CBA. Under a commutative extend, interference from other threads can have no effect on the execution of a thread. However, such domains still play an important role in constructing STPs. We show that STPs can be constructed for matrix domains built on top of a commutative domain.
Then a matrix weight domain on S c of order n is a weight domain S = (D, ⊕, ⊗, 0, 1) such that D is the set of n × n matrices with elements from D c ; ⊕ is element-wise ⊕ c ; ⊗ is matrix multiplication; 0 is the matrix in which all elements are 0 c ; 1 is the matrix with 1 c on the diagonal and 0 c elsewhere.
S is a bounded idempotent semiring even if S c is not commutative. The advantage of looking at weights as matrices is that it gives us essential structure to manipulate for constructing the STP. We need the following operation on matrices: the Kronecker product [29] of two matrices A and B, of sizes n 1 × n 2 and n 3 × n 4 , respectively, is the matrix C of size (n 1 n 3 ) × (n 2 n 4 ) such that C(i, j) = A(i div n 3 , j div n 4 ) ⊗ B(i mod n 3 , j mod n 4 ), where matrix indices start from zero. It is much easier to understand this definition pictorially (writing A(i, j) as a ij ):
The Kronecker product, written as ⊙, is an associative operation. Moreover, for matrices A, B, C, D with elements that have commutative multiplication, [29] .
Note that the Kronecker product has all pairwise products of elements from the original matrices. One can come up with projection matrices p i (with just 1 and 0 entries) such that p i ⊗ m ⊗ p j selects the (i, j) entry of m (zeros out other entries). Using these matrices in conjunction with permutation matrices (that can permute rows and columns and change the size of a matrix), one can compute the product of two matrices from their Kronecker product: there are fixed matrices e i , e j and an expression θ m = i,j (e i ⊗ m ⊗ e j ), such that θ m1⊙m2 = m 1 ⊗ m 2 . This can be generalized to multiple matrices to get an expression θ m of the same form as above, such that θ m1⊙···⊙mn = m 1 ⊗ · · · ⊗ m n . The advantage of having an expression of this form is that θ m1⊕m2 = θ m1 ⊕ θ m2 (because matrix multiplication distributes over their addition, or combine).
Theorem 2.
A n-STP exists on matrix domains for all n. If S is a matrix domain of order r, then its n-STP is a matrix domain of order r n with the following operations: the tensor product of weights is defined as their Kronecker product, and the DeTensor operation is defined as λm.θ m .
The necessary properties for the tensor operation follow from those for Kronecker product (this is where we need commutativity of the underlying semiring) and the expression θ m . This also implies that the tensor operation is associative and one can build weights in the n th STP from a weight in the (n − 1) th STP and the original matrix weight domain by taking the Kronecker product. It follows that the sequential product of n automata can be built from that of the first (n − 1) automata and the last automaton. The same holds for composing n transducers. Therefore, for CBA, the context-bound can be increased incrementally, and the transducer constructed for (⇒ c ) k can be used to construct one for (⇒ c ) k+1 .
Composing Transducers
Unweighted transducer composition proceeds in a similar fashion to automaton intersection: for transitions (q 1 , γ 1 /γ 2 , q 2 ) and (q
If our weighted transducers were unidirectional (completely forwards or completely backwards) then composing them would be the same as taking the product of weighted automata: the weights on matching transitions would get tensored together. However, our transducers are partitioned, and have both a forwards component and a backwards component. To handle the partitioning, we need additional operations on weights. TSTPs always exist for matrix domains: the transpose operation is the matrixtranspose operation, and the TDeTensor operation can be defined using an expression similar to that for DeTensor. We can use TSTPs to remove the partitioning. Let τ be a partitioned weighted transducer on S, for which a transpose exists, as well as a 2-TSTP. The partitioning on the states of τ naturally defines a partitioning on its transitions as well (a transition is said to belong to the partition of its source state). Replace weights w 1 in the first (forwards) partition with (w 1 ⊙ 1), and weights w 2 in the second (backwards) partition with (1 ⊙ w T 2 ). This gives a completely forwards transducer τ ′ (without any partitioning). The invariant is that for any sets of configurations S and T , τ (S, T ), which is the combine over all weights with which the transducer accepts (s, t), s ∈ S, t ∈ T , equals TDeTensor(τ ′ (S, T )). This can be extended to compose partitioned weighted transducers. Composing n transducers requires a 2n-TSTP: each transducer is converted to a non-partitioned one over the 2-TSTP domain; input/output labels are matched just as for unweighted transducers; and the weights are tensored together. Theorem 3. Given n weighted transducers τ 1 , · · · , τ n on a weight domain with 2n-TSTP, the above construction produces a weighted transducer τ such that for any sets of configurations S and T , TDeTensor(τ (S, T )) = R(S, T ), where R is the weighted composition of L(τ 1 ), · · · , L(τ n ).
By composing the weighted languages of transducers, we can construct a weighted transducer τ for (⇒ c ) k+1 . If automaton A S represents the set of starting states of a program, τ (A S ) provides a weighted automaton A describing all reachable states (under the context bound), i.e., the weight A(t) gives the net transformation in data state in going from S to t (0 if t is not reachable).
Related Work
Reachability analysis of concurrent recursive programs has also been considered in [4, 22, 9] . These consider the problem by computing overapproximations of the execution paths of the program, whereas here we compute underapproximations of the reachable configurations. Analysis under restricted communication policies (in contrast to shared memory) has also been considered [6, 14] . The basic technique of Qadeer and Rehof has been generalized to handle more abstractions in [5, 3] , however, these also require enumeration of states at a context switch, and cannot handle infinite-state abstractions like affine-relation analysis.
The goal of partial-order reduction techniques [12] for concurrent programs is to avoid explicit enumeration of all interleavings. Our work is in similar spirit, however, we use symbolic techniques to avoid explicitly considering all interleavings. In the QR algorithm, only the stack was kept symbolic using automata, and we extended that approach to keep both stack and data symbolic.
Constructing transducers. As mentioned in the introduction, a transducer construction for PDSs was given earlier by Caucal [8] . However, the construction was given for prefix-rewriting systems in general and is not accompanied by a complexity result, except for the fact that it runs in polynomial time. Our construction for PDSs, obtained as a special case of the construction given in §5, is quite efficient. The technique, however, seems to be related. Caucal constructed the transducer by exploiting the fact that the language of the transducer is a union of the relations (pre * ( p, γ ), post * ( p, γ )) for all p ∈ P and γ ∈ Γ , with an identity relation appended onto them to accept the untouched part of the stack. This is similar to our decomposition of PDS paths (see Fig. 1 ). Construction of a transducer for WPDSs has not been considered before. This was crucial for developing an algorithm for CBA with infinite-state data abstractions.
Composing transducers. There is a large body of work on weighted automata and weighted transducers in the speech-recognition community [17, 18] . However, the weights in their applications usually satisfy many more properties than those of a semiring, including (i) the existence of an inverse, and (ii) commutativity of extend. We refrain from making such assumptions.
The sequential product of weighted automata on semirings was also considered in [15] . However, that algorithm handles only the special case of taking one product of a forwards automaton with a backwards one. It cannot take the product of three or more automata. The techniques in this paper are for taking the product any number of times (provided STPs exist).
Tensor products have been used previously in program analysis for combining abstractions [21] . We use them in a different context and for a different purpose. In particular, previous work has used them for combining abstractions that are performed in lock-step; in contrast, we use them to stitch together the data state before a context switch with the data state after a context switch.
