Visible stripe phases in spin-orbital-angular-momentum coupled
  Bose-Einstein condensates by Chiu, N. -C. et al.
Visible stripe phases in spin-orbital-angular-
momentum coupled Bose-Einstein condensates
N. -C. Chiu,1 Y. Kawaguchi,2, ∗ S. -K. Yip,3, 1 and Y. -J. Lin1, †
1Institute of Atomic and Molecular Sciences, Academia Sinica, Taipei, Taiwan 10617
2Department of Applied Physics, Nagoya University, Nagoya, 464-8603, Japan
3Institute of Physics,Academia Sinica, Taipei, Taiwan 11529
(Dated: May 26, 2020)
Recently, stripe phases in spin-orbit coupled Bose-Einstein condensates (BECs) have attracted
much attention since they are identified as supersolid phases. In this paper, we exploit experimen-
tally reachable parameters and show theoretically that annular stripe phases with large stripe spac-
ing and high stripe contrast can be achieved in spin-orbital-angular-momentum coupled (SOAMC)
BECs. In addition to using Gross-Pitaevskii numerical simulations, we develop a variational ansatz
that captures the essential interaction effects to first order, which are not present in the ansatz
employed in previous literature. Our work should open the possibility toward directly observing
stripe phases in SOAMC BECs in experiments.
I. INTRODUCTION
The realization of synthetic gauge fields and spin-
orbit coupling (SOC) for ultracold atoms has opened
new opportunities for creating and investigating topo-
logical matters in a clean and easy-to-manipulate en-
vironment [1–4]. In the SOC Bose-Einstein conden-
sates (BEC) realized in early works [5–7], the inter-
nal spin states are coupled to the center-of-mass lin-
ear momentum of the atoms via Raman laser dress-
ing. There, the Raman beams transfer photon momen-
tum to the atoms as the spin state changes. By using
a similar method with Laguerre-Gaussian (LG) Raman
beams which transfer orbital-angular-momentum (OAM)
between atomic spin states, physicists recently demon-
strated a coupling between internal spin states and the
center-of-mass OAM [8–10]. In the following, we refer to
the former as spin-linear-momentum coupling (SLMC)
and the latter as spin-orbital-angular-momentum cou-
pling (SOAMC) [30].
The interplay between interactions and SLMC leads
to interesting quantum phases [11–15]. For a pseudospin
1/2 system, by tuning the Raman coupling strength from
large to small values, the energy-versus-momentum dis-
persion transforms from a single minimum to double min-
ima (see Fig. 1b). For the latter case, whether the atoms
occupy one of the minima or both minima is determined
by a competition between inter- and intra-species interac-
tions, where the two species refer to atoms which occupy
the two respective minima. When the atoms occupy both
minima associated with different quasimomentum, the
interference results in density modulations in the position
space, which is known as a stripe phase. When only one
of the minima is occupied, it is the separated phase, i.e.,
the plane-wave phase. The stripe phase in SLMC BECs is
∗Electronic address: kawaguchi@nuap.nagoya-u.ac.jp
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intriguing since it spontaneously breaks the translational
symmetry (being a solid) and the U(1) gauge symme-
try (being a superfluid) simultaneously, leading to a so-
called supersolid [16]. Analogously, the ground state of
SOAMC BECs also has an annular stripe phase and sepa-
rated phases, which are theoretically studied in Refs. [17–
20]. The annular stripe phase of SOAMC BECs corre-
sponds to occupying both energy minima with different
quasiangular-momentum. The stripe spatial period is
then ≈ 2piR/∆`, where R is a typical length scale smaller
than the BEC size RBEC, and ∆` is the transferred OAM
between spin states in units of ~. Since R is the order of
micrometers, the spatial period can be made larger than
that in SLMC, which is λ/2 with λ being the optical
wavelength of the Raman laser. The submicron stripe
period of SLMC BECs is difficult to resolve even with
the state-of-the-art quantum gas microscope [21].
Due to both the small spatial period and small con-
trast resulting from small miscibility, direct observations
of stripe phases in position space remain elusive to date.
Recently, detecting the stripe density modulation us-
ing Bragg spectroscopy are demonstrated in spin-linear-
momentum-coupled BECs [22, 23]. In the experiment
with Raman-coupled internal spin states [22], the spa-
tial phase coherence of both the stripe and separated
phase is demonstrated interferometrically. In Ref. [23],
atoms localized within each side of a double well serve
as two pseudospin states. This circumvents the problem
of detuning noises owing to the magnetic field noises for
internal spin states, and enhances the miscibility. The
observed stripe contrast is ∼ 8 % limited by heatings
from the Raman driving fields which create SLMC.
In this paper, we exploit the advantages of SOAMC
systems and demonstrate the feasibility to directly ob-
serve annular stripe phases in situ with practical experi-
mental parameters. We observe that interactions reduce
the stripe density contrast. Here the interaction strength
is εint/EL < 1, where εint is the mean field interaction
energy and EL = ~2∆`2/2mR2 is the characteristic en-
ergy scale of SOAMC systems. The effects of interac-
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FIG. 1: (a) Schematic figure of the F = 1 SOAMC BEC with the level diagram. The effective two-level scheme can be realized
by using a large quadratic Zeeman energy ωq such that |mF = 1〉 is off-resonance. (b) Schematic SLMC phase diagram (c)
SOAMC phase diagram of atoms in a harmoinc trap. ∆` = 20, rM = 5 µm, RTF = 12.5 µm, and µ/h = 926 Hz. For δ = 0,
the ground state is the stripe (separated) phase with ΩM < (>)Ωc. For small nonzero detuning, the critical coupling is smaller
than the Ωc(δ = 0) and decreases with increasing |δ|. Near ΩM = 0, the stripe phase exists for |δ|/2pi . 1 Hz. At δ = 0, the
magnetization σz = N↑ −N↓ is zero; the stripe contrast at δ = 0 is larger than that at any other nonzero δ. The grey bar at
δ = 0 and ΩM > Ωc indicates the separated phase can have either σz = 1 or −1.
tions discussed in previous papers [14, 18, 20, 24] are
based on the wave function ansatz that is not fully self-
consistent in the presence of interaction. Even within
first order in interaction strength, we find that the results
of Refs. [14, 18, 20, 24] are subject to significant correc-
tions. We use an improved ansatz and obtain results that
are correct to first order in interaction. While in SLMC
systems, the analogous interaction strength is εint/4Er
and is typically small, where the photon recoil energy Er
is larger than EL. We investigate how the stripe density
contrast depends on experimentally accessible parame-
ters: the transferred angular momentum ∆`, the size of
the OAM-carrying LG Raman beam, the BEC cloud size,
and the mean field energy. By optimizing these param-
eters, we achieve a stripe period of ∼ 2 µm at most and
a . 30 % contrast of density modulations. This is de-
tectable using high-resolution imaging with about 1 µm
resolutions [21] . Further, the contrast can be made larger
than 30 % by increasing the BEC cloud size. Finally, we
point out that by using synthetic clock states [25], the
stripe phase of the thermodynamic ground state can be
stable against external magnetic field noises despite the
narrow detuning window within which the stripe phase
exits.
II. FORMALISM
We consider pseudospin 1/2 atoms tightly confined
along z in a quasi-2D geometry, where ~ωz > µ with
ωz being the trap frequency along z and µ the chemical
potential. Two Raman beams couple the two spin states
with a transfer of orbital-angular-momentum (OAM) ∆`
in unit of ~, and the frequency difference between the two
beams is ∆ωL. In the rotating frame at frequency ∆ωL
with rotating wave approximation, the single-particle
Hamiltonian is
Hˆ0 =
[−~2
2m
∂
r∂r
(r
∂
∂r
) +
L2z
2mr2
+ V (r)
]
⊗ 1ˆ (1)
+
~δ
2
σˆz +
~Ω(r)
2
[cos(∆`φ)σˆx − sin(∆`φ)σˆy] ,
where Lz = −i~∂φ is the angular momentum oper-
ator, V (r) is the spin-independent trapping potential,
δ = ∆ωL−ω0 is the Raman detuning, and ~ω0 = E↓−E↑
is the energy splitting between |↓〉 and |↑〉. The Raman
beams are two Laguerre-Gaussian beams of order ∆`/2
and −∆`/2, and the coupling strength is
Ω(r) = e∆`/2ΩM
(
r
rM
)∆`
exp
[
−∆`
2
r2
r2M
]
, (2)
where the peak coupling ΩM is at r = rM , and the waist
of each beam is w = 2rM/
√
∆`.
In addition to Hˆ0, we have the mean field energy
Eint =
∫
d3r
(g↑↑
2
|ψ↑|4 + g↓↓
2
|ψ↓|4 + g↑↓|ψ↑|2|ψ↓|2
)
,
(3)
where |ψ↑|2, |ψ↓|2 are the 2D density of |↑〉 , |↓〉. The
wave functions are normalized as
∫
drr
∫
dφn(r, φ) = N
where n = |ψ↑|2 + |ψ↓|2 and N is the number of atoms.
The 2D interaction strengths are g = g↑↑ = g↓↓ and
g↑↓. We define g1 = (g + g↑↓)/2, g2 = (g − g↑↓)/2, g2
being the spin-dependent interaction strength. We use
real experimental parameters by taking the pseudospin
states as |↑〉 = |F = 1,mF = 0〉 and |↓〉 = |1,−1〉
of 87Rb atoms, for which g = (g00 + g−1,−1)/2, g↑↓ =
g0,−1 with g00 = 4pi~2a00/(m
√
2piRz), g−1,−1 = g0,−1 =
4pi~2a−1,−1/(m
√
2piRz), and Rz =
√
~/mωz. The
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FIG. 2: Images of the stripe phase at ΩM/2pi = 150 Hz < Ωc in (a), and the separated phase at ΩM/2pi = 200 Hz > Ωc in
(b); left (right) panels indicate |↑〉 (|↓〉), and top (bottom) panels indicate the density (phase of the wave function). δ = 0 and
other parameters are given in Fig. 1c. The image scale is 28 µm× 28 µm.
scattering lengths are a00 = 100.86aB and a−1,−1 =
100.40aB , where aB is the Bohr radius [26]. This gives
g > g↑↓ and positive g2/g1 = 0.00114. As compared to
the realistic case with g↑↑ 6= g↓↓, here our simplification
of using g = g↑↑ = g↓↓ is based on the results of uniform
SLMC systems in the absence of trapping potentials in
Ref. [14], which is just a shift in detuning for the ground
state. We show that this is a good approximation for the
trapped atoms with inhomogeneous n(r) under SOAMC.
For δ = 0 in the non-interacting limit, the ground state
may be expressed as
(
ψ↑
ψ↓
)
=
√
n¯(r)[C+e
i∆`2 φ
(
sin θ(r)ei
∆`
2 φ
− cos θ(r)e−i∆`2 φ
)
+C−e−i
∆`
2 φ
(
cos θ(r)ei
∆`
2 φ
− sin θ(r)e−i∆`2 φ
)
]. (4)
where ` > 0, |C+|2 + |C−|2 = 1, and n¯(r) is the den-
sity after azimuthal average with
∫
dr2pirn¯ = N . Since
the Raman coupling has a phase winding number ∆`,
i.e., an OAM of light, the Raman beams couple |↑, `↑〉 to
|↓, `↓〉 where the OAM difference between the spin states
is `↑ − `↓ = ∆`. By introducing the quasiangular mo-
mentum `, `↑ and `↓ are rewritten as `↑ = ` + ∆`/2
and `↓ = ` − ∆`/2. Then, Eq. (4) is referred as ‘two-
quasiangular-momentum ansatz’, which have two run-
ning wave components along φ with quasiangular mo-
mentum ±`. For sufficiently small Raman coupling, the
ground state has ` = ∆`/2 [17, 18], and we focus on this
regime throughout this paper. With ` = ∆`/2, there is
a critical coupling Ωc below which the ground state has
|C+||C−| > 0. For ΩM < Ωc, Eq. (4) shows that the
spin component |↑〉 (|↓〉) has an OAM superposition of
`↑ = ∆` and 0 (`↓ = 0 and −∆`), leading to a density
modulation along φ, which is then called stripe phase (see
Fig. 2a). Here,
|ψ↑|2/n¯ =|C+|2 sin2 θ + |C−|2 cos2 θ
+ |C+||C−| sin 2θ cos(∆`φ+ ϕ),
|ψ↓|2/n¯ =|C+|2 cos2 θ + |C−|2 sin2 θ
+ |C+||C−| sin 2θ cos(∆`φ+ ϕ),
n =n¯ [1 + 2|C+||C−| sin 2θ cos(∆`φ+ ϕ)] , (5)
where ϕ is the relative phase between C+ and C−.
With ΩM > Ωc, the ground state is the separated phase
with |C+||C−| = 0, i.e., |C+| = 1, |C−| = 0 or |C−| =
1, |C+| = 0 (see Fig. 2b), which are equivalent for δ = 0.
For the stripe phase with |C+||C−| > 0, the ground
state has |C+|2 = |C−|2 = 1/2 and |C+| = |C−| where
|C+|2|C−|2 is maximized. Note that at |C+| = |C−| the
wave function Eq. (4) is an eigenstate of the time-reversal
operator T = σˆxK with K being the complex-conjugate
operator, which is possible because the Hamiltonian com-
mutes with T . At radial position r, the contrast of the
azimuthal density modulation is
η(r) =
nmax(r)− nmin(r)
2navg(r)
, (6)
where nmax, nmin and navg are the maximum, minimum
and average of the density along φ, respectively. Then,
the contrast of both |↑〉 and |↓〉 from Eq. (5) is
η(r) = sin 2θ(r), (7)
and the spatial period of the density stripe is 2pir/∆`.
Now we consider the general form of the spinor wave
function for all interaction strength, which is(
ψ↑
ψ↓
)
=
∑
p
(
a−∆`2 +p∆`
b−∆`2 +p∆`
)
ei(−
∆`
2 +p∆`)φ, (8)
, where p = 0,±1, ... are integers. The multiple OAM
components differing by ∆` are due to the nonlinear
4interaction term, and Eq. (8) is similar to that in
Ref. [27] for spin-linear-momentum coupling. In the two-
quasiangular-momentum ansatz Eq. (4) with ` = ∆`/2,
it has only a0, a∆` and b0, b−∆`. For small θ, and small in-
teractions in the first order perturbation regime, Eq. (8)
can be simplified as (see appendix) having only a0, a±∆`
and b0, b±∆`,(
ψ↑
ψ↓
)
=
√
n¯(r)[A+e
i 3∆`2 φ
(
0
e−i
∆`
2 φ
)
+C+e
i∆`2 φ
(
sin θ(r)ei
∆`
2 φ
− cos θ(r)e−i∆`2 φ
)
+C−e−i
∆`
2 φ
(
cos θ(r)ei
∆`
2 φ
− sin θ(r)e−i∆`2 φ
)
+A−ei−
3∆`φ
2
(
ei
∆`
2 φ
0
)
]. (9)
This is referred as ‘four-quasiangular-momentum ansatz’,
which has ` = ±∆`/2,±3∆`/2. Since the ground state
energy is independent of the relative phase between C+
and C−, we can take C+ < 0, C− > 0 as real values
without loss of generality. Similar to the case with two-
quasiangular-momentum ansatz, we consider states that
are eigenstates of the time-reversal operator T , which will
be confirmed by numerical simulations. The variational
parameters then satisfy
|C+| = |C−|, |A+| = |A−|, α+ + α− = 0 mod 2pi, (10)
where A+ = |A+|eiα+ , A− = |A−|eiα− . The cos(∆`φ)
term in the density modulation is C− cos θ(C+ sin θ +
A∗−)e
i∆`φ+ c.c. for |↑〉, and −C+ cos θ(−C− sin θ +
A+)e
i∆`φ+ c.c. for |↓〉. Thus, for the ground state
with minimized density modulation, the relative phase
between C+ sin θ and A
∗
− and between −C− sin θ and A+
is pi. This gives real and positive A+, A−. We then have
−C+ = C− > 0, A+ = A− = A± > 0. (11)
Similarly, if we choose C+, C− > 0, the condition be-
comes C+ = C− > 0, A+ = −A− > 0. With
C+, C−, A+, A− as real numbers, the densities of |↑〉 and
|↓〉 are
|ψ↑|2/n¯ = C2+ sin2 θ + C2− cos2 θ +A2−
+ 2 cos θ(C+C− sin θ +A−C−) cos(∆`φ)
+ 2A−C+ sin θ cos(2∆`φ),
|ψ↓|2/n¯ = C2− sin2 θ + C2+ cos2 θ +A2+
+ 2 cos θ(C+C− sin θ −A+C+) cos(∆`φ)
− 2A+C− sin θ cos(2∆`φ). (12)
The normalization is C2+ + C
2
− + A
2
+ + A
2
− = 1, leading
to
C2+ = C
2
− = (1−A2+ −A2−)/2, (13)
and for small A+, A−, C2+ = C
2
− . 1/2 and C2± sin2 θ +
C2∓ cos
2 θ ≈ 1/2. Thus, the density contrast of the
cos(∆`φ) term in Eq. (12) is
η↑ ≈ |2 sin 2θC+C− + 4 cos θA−C−| ,
η↓ ≈ |2 sin 2θC+C− − 4 cos θA+C+| , (14)
by using Eq. (6) with (nmax − nmin)/2 equal to the am-
plitude of the cos(∆`φ) term and navg ≈ 1/2. With
Eq. (11), the contrast is
η↑ = η↓ ≈
∣∣∣sin 2θ − 2√2 cos θA±∣∣∣ . (15)
Since the density modulation of the cos(2∆`φ) term is
much smaller than η↑,↓, we use Eq. (15) as the contrast
in our simulations.
III. SIMULATIONS METHODS
We perform both the Gross-Pitaevskii (GP) simula-
tions and the variational calculations to find the ground
state in the SOAMC system. The GP simulation gives
the ground state with the full Hamiltonian including both
Hˆ0 and the interaction energy. Additionally, we perform
the variational calculations with a simplified picture: we
neglect the radial kinetic energy associated with ∂r in Hˆ0,
thus the rest of all the energy terms are functions of ra-
dial position r. We find the results of GP and variational
methods have good agreements.
A. Gross-Pitaevskii ground state
We use the GP simulations to find the ground state
by numerically solving the Gross-Pitaevskii equation
(GPE). We perform imaginary time propagations, where
the initial state of the stripe phase for the imaginary time
propagation is(
ψ↑
ψ↓
)
=
√
nTF(r)
2
1√
2
(
1 + ei∆`φ
1 + e−i∆`φ
)
, (16)
and for the separated phase it is(
ψ↑
ψ↓
)
=
√
nTF(r)
2
(
ei∆`φ
1
)
. (17)
The initial state of the stripe phase has a superposition
of OAM differing by ∆` in either spin up and down, such
that all the OAM components differing by ∆` [see Eq. (8)]
can be reached in the final ground state. The initial state
of the separated phase corresponds to C− = 1, C+ = 0.
After the numerical computation, we compare the energy
differences between the two phases and determine the
ground state from the lower energy state.
5B. Variational Method
We adopt a variational method to minimize the en-
ergy Evar for δ = 0 and obtain the variational ground
state. Evar includes the single particle Hamiltonian in
Eq. (1), but excluding the radial kinetic energy from
∂r, and the mean field interaction Eq. (3). This gives
Evar =
∫
drr2pin¯(r)ε(r) where ε(r) is the energy per
atom after the azimuthal average.
We discuss calculations based on the two-quasiangular-
momentum ansatz, Eq. (4), and four-quasiangular-
momentum ansatz, Eq. (9), respectively. The variational
ground state from the simple Eq. (4) agrees with our GP
simulation in the non-interacting limit. This variational
form, Eq. (4), is used in earlier papers [14, 18, 20, 24];
[14] for SLMC and [18, 20, 24] for SOAMC BECs. In our
simulations, we find the variational ground state from
Eq. (4) is inconsistent with the GP result in the non-
negligible interaction regime, where the additional OAM
components must be taken into account as the ansatz
Eq. (9).
1. Two-quasiangular-momentum ansatz
With the ansatz of Eq. (4), the variational energy per
atom εvar0 is given by
εvar0 =εvar00 + ε
var0
int , (18a)
εvar00 =−
~Ω(r)
2
sin 2θ + EL
1− cos 2θ
2
(18b)
εvar0int =
n¯(r)g1
2
+
n¯(r)g2
2
cos2 2θ
+ β
[
n¯(r)g1 sin
2 2θ − 2n¯(r)g2 cos2 2θ
]
. (18c)
εvar00 is the single-particle energy arising from the Raman
coupling and the centrifugal potential L2z/2mr
2, where
the latter is characterized by EL = ~2(∆`)2/2mr2 at po-
sition r. Here we exclude the trap energy V (r) in Hˆ0
since V (r) doesn’t depend on any variational parameters
and is simply an offset. εvar0int is the mean field interac-
tion energy with β = |C+|2|C−|2 satisfying 0 ≤ β ≤ 1/4.
Given the local energy εvar0(r) at a radial position r with
the averaged density n¯(r), we take θ(r) and β as varia-
tional parameters. β = 0 for the separated phase with
|C+| = 1, |C−| = 0 or |C+| = 0, |C−| = 1, and β = 1/4
for the stripe phase with |C+| = |C−| = 1/
√
2. Within
0 ≤ β ≤ 1/4, the energy difference between the stripe and
the separated phase is lowest at either β = 0 or β = 1/4
(see appendix). At a given β, minimizing εvar0(r) with
respect to θ determines θ as a solution of the following
equation:
sin 2θ
cos 2θ
=
~Ω(r)
EL(r)
− n¯(r)g1
EL(r)
(
4β + 8β
g2
g1
− 2g2
g1
)
sin 2θ
(19)
In the non-interacting case, the solution of Eq. (19) is
tan 2θ0 = Ω/EL, or equivalently
sin 2θ0 =
~Ω/EL√
1 + (~Ω/EL)2
,
which can be approximated for small ~Ω/EL as
sin 2θ0 ≈ ~Ω/EL.
With interactions, the solution θvar0 of the stripe phase
with β = 1/4 is smaller than θ0, given by
sin 2θvar0 − cos 2θvar0
(
~Ω(r)
EL(r)
− n¯(r)g1
EL(r)
sin 2θvar0
)
= 0,
(20)
from which the contrast is given by
ηvar0(r) = sin 2θvar0(r) (21)
as derived in Eq. (7). We use n¯(r) obtained from the
GP simulation, which is the same for the stripe phase
and separated phase and is well approximated by the
Thomas-Fermi (TF) profile except for small rM . By ex-
panding to first order in n¯g1/EL and ~Ω/EL,
θvar0 ≈ ~Ω
2EL
(1− n¯g1
EL
), ηvar0 ≈ ~Ω
EL
(1− n¯g1
EL
). (22)
For the separated phase with β = 0, θsep is well approxi-
mated with θ0 owing to n¯g2  EL.
2. Four-quasiangular-momentum ansatz
With the ansatz of Eq. (9), the single-particle part of
the variational energy is given by
εvar0 =
[
−~Ω(r)
2
sin 2θ + EL
1− cos 2θ
2
]
(C2+ + C
2
−)
+ EL(A
2
+ +A
2
−), (23)
where C+, C−, A+, A− are real. The interaction en-
ergy εvarint is also a function of θ, C+, C−, A+, A−; by
using Eq. (11) for the stripe phase, we plug in C± =
∓
√
(1− 2A2±)/2, A+ = A− = A± and obtain
εvarint =−
1
8
n¯g1[−5 + 8A±(2− 4A2±)3/2 cos2 θ sin θ
+ (1− 4A2± + 4A4±)(1− 2 sin2 2θ)− 12A2± + 28A4±].
(24)
Then we minimize εvar = εvar0 + ε
var
int with respect to
(θ,A±), respectively, giving the numerical solutions for
the stripe phase, θvar and Avar± > 0, where the sign of
Avar± agrees with Eq. (11). The contrast of the cos(∆`φ)
term is
ηvar(r) =
∣∣∣sin 2θvar(r)− 2√2 cos θvar(r)Avar± (r)∣∣∣ (25)
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FIG. 3: Stripe contrast from the GP and variational calculations with varying ∆`. ΩM = Ωc, rM = 17 µm, RTF = 46 µm and
µ/h = 21 Hz. (a) Contrast versus radial position r for ∆` = 20. From variational solutions: sin 2θ0(r) for non-interacting atoms
(grey curve), ηvar0(r) for using two-quasiangular-momentum ansatz (green), and ηvar(r) for using four-quasiangular-momentum
ansatz (orange). Blue curve indicates ηGP(r) for the GP. (b) Peak values of the contrast vs. ∆`. Grey, green, orange, and blue
symbols denote sin 2θ0, η
var0, ηvar, ηGP, respectively. (c) Annular Fourier power spectrum after integration along r for |↓〉 (dark
grey) and |↑〉 (light grey).
for both |↑〉 , |↓〉 following Eq. (15). By expanding Avar±
to first order in n¯g1/EL and ~Ω/EL, we obtain Avar± ≈
n¯g1θ/
√
2EL, which also agrees with the result using per-
turbation (see appendix). After plugging it into Eq. (25),
we have
θvar ≈ ~Ω
2EL
(1− n¯g1
EL
), ηvar ≈ ~Ω
EL
(1− 2 n¯g1
EL
). (26)
Comparing to ηvar0 in Eq. (22), we find the coefficient of
n¯g1/EL in η
var is −2, twice as that in ηvar0. Including the
additional OAM ` = ±3∆`/2 in Eq. (9) is necessary for
correct results to first order in n¯g1/EL. For the separated
phase with C+ = 1, C− = 0 with A+ = A− = 0, it is
identical to that using the two-quasiangular-momentum
ansatz.
We comment on earlier theoretical papers on SOAMC
systems [18, 20, 24]. We examine the peak dimension-
less interaction strength n¯g1/EL in these papers. In
Ref. [20], n¯g1/EL is . 0.01, and single-particle eigen-
states are taken as the basis of the variational method,
i.e., θ = θ0. Refs. [18, 24] use variational methods with
the wave function ansatz Eq. (4), where Ref. [18] has ring
traps with n¯g1/EL > 100, and the interaction n¯g1 is not
specified In Ref. [24].
IV. RESULTS AND DISCUSSIONS
We consider practical experimental parameters to
maximize the density contrast of the stripe phase. We
first discuss BECs in harmonic traps in the Thomas-
Fermi regime along the radial direction with the Thomas-
Fermi radius RTF. We study how the GP stripe phase
contrast depends on (∆`, rM , RTF, µ); µ is the chemical
potential and the peak mean field energy in the harmonic
trap.
For comparisons, we also consider atoms in ring traps.
Here rM = r0 is the only length scale, unlike the har-
monically trapped systems where there are two relevant
length scales, (rM , RTF).
A. Harmonic traps
We first obtain the GP ground state phase diagram
as shown in Fig. 1c. We then focus on the GP stripe
phase at δ = 0, setting ΩM = Ωc. We run simulations
for ∆` between 2 and 30, all with rM = 17 µm, RTF =
46 µm, and µ = h × 21 Hz. ∆` = 30 corresponds to
the LG beam with phase winding number of ±15, which
can be achieved experimentally (in Ref. [28], LG beams
with phase winding number of 45 are realized). From
the GP wave function ψ(r, φ), we evaluate the density
contrast ηGP(r) from the normalized Fourier components
ψ˜ of ψ(r, φ) following Eq. (15). For |↓〉, ψ˜`↓,↓ are given
by [see Eq. (9)]
ψ˜0,↓ = −C+ cos θGP, ψ˜−20,↓ = −C− sin θGP, ψ˜20,↓ = AGP± ,
(27)
from which the contrast ηGP↓ = η
GP
↑ ≈ | sin 2θGP −
2
√
2 cos θGPAGP± | derived in Eq. (15) can be described
as 4ψ˜0,↓ψ˜−20,↓ (the first term) and 4ψ˜0,↓ψ˜20,↓ (the sec-
ond term). We then compare ηGP(r) to the variational
solutions of the contrast, which are sin 2θ0(r) for the non-
interacting case, ηvar0(r) for using the two-quasiangular-
momentum ansatz [Eq. (21) from the ansatz Eq. (4)]
and ηvar(r) for using the four-quasiangular-momentum
ansatz [Eq. (25) from the ansatz Eq. (9)]. In Fig. 3a, we
plot sin 2θ0(r), η
var0(r), ηvar(r) and ηGP(r) for the ex-
ample value ∆` = 20; their maxima are at r & rM . In
Fig. 3b, We plot the peak values of sin 2θ0(r), η
var0(r),
75 10 15 20
rM (μm)
0.06
0.10
0.20
0.30
Pe
ak
 S
tri
pe
 C
on
tra
st
(b)
5 10 15 20 25 30
radial position (μm)
−0.15
−0.10
−0.05
0.00
0.05
0.10
St
rip
e 
Co
nt
ra
st
(a)
5 10 15 20
rM (μm)
0.00
0.05
0.10
0.15
pe
ak
 v
al
ue
s 
of
 θ,
A ±
(c)
θvar
Avar±
θGP
AGP±
FIG. 4: Stripe contrast and θ,A± of the variational results using four-quasiangular-momentum ansatz and of GP with varying
(rM , RTF). ΩM = Ωc, ∆` = 20 and µ/h = 93 Hz. (a) Comparison of the contrast η vs. r for rM = 15 µm and RTF = 50 µm.
Grey, blue and green curves indicate − sin 2θ, 2√2 cos θA± and η, respectively. Solid (dashed) curves denote the variational
(GP) simulations. (b) Peak contrast vs. rM . Orange (blue) symbols indicate η
var(ηGP). Circles, squares and triangles for
RTF = 50, 25, 12.5 µm, respectively. (c) Peak values of θ,A± vs. rM for RTF = 50 µm. Orange (blue) symbols indicate the
variational (GP) results; circles (triangles) for θ(A±).
ηvar(r) and ηGP(r) versus ∆`, which are denoted as
sin 2θ0, η
var0, ηvar and ηGP, respectively. We observe
that the single-particle contrast sin 2θ0 is significantly
larger than ηGP for small ∆`, while sin 2θ0 and η
GP
are close for ∆` ≥ 20. As the dimensionless interaction
n¯g1/EL increases with decreasing ∆`, the contrast η
GP
decreases. When the interaction is taken into considera-
tion using the ansatz Eq. (4), the resulting ηvar0 overesti-
mates ηGP, indicating that Eq. (4) is insufficient. We can
understand this from the annular Fourier transform of
the GP wave function ψ↓ for ∆` = 20. Fig. 3c shows the
power spectrum of the normalized Fourier components
ψ˜`↓,↓, where there are `↓ = 0,±20 components, and the
`↓ = −40 is negligible since its power is about 10−3 of
that of `↓ = 20. The appearance of the `↓ = 20 com-
ponent signifies that the more general Eq. (9) should be
used in the variation method with the A+ term account-
ing for `↓ = 20, while A+, A− are absent in the simple
Eq. (4). The spectrum for |↑〉 is also displayed in Fig. 3c.
The GP results have C± ≈ ∓1/
√
2 and A+ = A− = AGP± ,
which confirms the time-reversal symmetry condition,
Eq. (11). [From the GP results, the signs of C± ≈ ∓1/
√
2
are applied in Eq. (11) and in the variational method us-
ing Eq. (9).] We also show the peak values, ηvar of ηvar(r),
in Fig. 3b, where ηvar0 > ηvar & ηGP and ηvar fits well
with ηGP.
From the above studies, we find the maximum of the
stripe contrast is at r = rpeak ≈ rM , where the spatial
period is ≈ 2pirM/∆`. (rpeak is only slightly larger than
rM for all the contrasts, e.g., rpeak = 17.6 µm for η
GP in
Fig. 3a.) The peak value of the contrast increases with
∆`, and thus a larger contrast corresponds to a small
stripe period ∝ ∆`−1. To observe the stripe phase in
experiments, we note that with state-of-the-art imaging
techniques in ultracold atoms, e.g. those using quan-
tum gas microscopes, one can resolve as small as 0.5 µm
with λ = 0.78 µm for 87Rb [21]. This sets the lower
bound on 2pirM/∆` in our simulations. Since the peak
contrast is the signal we optimize, rpeak ≈ rM and thus
EL(rpeak) ≈ EL(rM ) are the relevant length and energy
scale for SOAMC, respectively.
Next, we fix ∆` = 20 and µ = h × 93 Hz, and vary
(rM , RTF). We study rM < RTF where there is suf-
ficient atomic density at r = rM for various combina-
tions of (rM , RTF). Here we set the smallest rM = 5 µm
for ∆` = 20, where the spatial period of the stripe is
≈ 1.6 µm and is larger than the diffraction limit of the
imaging, 0.5 µm. With ΩM = Ωc, the GP results have
the peak contrast ηGP increasing with decreasing rM and
increasing RTF, as shown in Fig. 4b. We then com-
pare the GP to the variational calculations with four-
quasiangular-momentum ansatz . In Fig. 4a, we plot the
density contrast contributed from θ,A± and the sum, re-
spectively. These are − sin 2θGP, 2√2 cos θGPAGP± , and
ηGP versus r for GP, and − sin 2θvar, 2√2 cos θvarAvar± ,
and ηvar versus r for the variational calculations. We find
the contrast of GP obtained from Eq. (6) versus r agrees
well with ηGP(r), showing that ηGP from the cos(∆`φ)
term dominates the contrast in Eq. (12), where the sec-
ond harmonics is negligible. We display the peak values
ηvar versus rM for all RTF in Fig. 4b and compare them
to the peak values ηGP, where ηvar overestimates ηGP by
3− 8 %. For all (rM , RTF), the Fourier spectrum of GP
has `↑,↓ = 0,±20 components and `↑ = 40, `↓ = −40 are
negligible, being consistent with Eq. (9). We then com-
pare the peak values (θGP, AGP± ) to (θ
var, Avar± ) versus rM
for RTF = 50 µm in Fig. 4c. The peaks of θ and A± are at
r ≈ rM , as well as that of the contrast η. θvar and Avar±
slightly overestimate θGP and AGP± , respectively: both
θGP/θvar and AGP± /A
var
± are between 0.90− 0.93. This is
attributed to the radial kinetic energy that is neglected
in the variational calculations. The GP ground state has
smaller (θGP, AGP± ) than (θ
var, Avar± ) where the smaller
radial spin gradient corresponds to a smaller radial ki-
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FIG. 5: Peak stripe contrast ηGP versus interaction strength
n¯(rpeak)g1/EL(rpeak) with varying µ, ∆` = 20 and RTF =
50 µm. Circles and square symbols indicate rM = 5, 15 µm,
respectively.
netic energy, and thus the lowest overall energy.
After studying the dependence of the peak contrast
ηGP on (∆`, rM , RTF), we vary µ and thus the inter-
action strength n¯g1/EL at r = rpeak ≈ rM , n¯g1/EL =
µ
[
1− (rpeak/RTF)2
]
/EL(rpeak). We fix ∆` = 20, RTF =
50 µm for rM = 5 and 15 µm, respectively. We study
µ = h × 21, 46, 93 Hz for both rM , and additionally
µ = h×600 Hz for rM = 5 µm. Fig. 5 shows ηGP weakly
depends on n¯g1/EL.
Besides the density contrast, we compare the critical
coupling Ωc of the GP results to those given by the varia-
tional methods. Using the two-quasiangular-momentum
ansatz, Eq. (4), the critical coupling Ωvar0c is given by∫
dr2pirn¯(r)∆εvar0 = 0,
∆εvar0 = εvar0(θvar0, β = 1/4)− εsep. (28)
∆εvar0 is the energy difference between the stripe phase
and the separated phase, θvar0 is the variational solution
of θ for the stripe phase, and εsep is the energy of the
separated phase with θ = θsep and β = 0. When the
integral is < (>) 0 at ΩM < (>)Ωc, the ground state
is the stripe (separated) phase. Similarly, by using the
four-quasiangular-momentum ansatz, Eq. (9), the critical
coupling Ωvarc is given by∫
dr2pirn¯(r)∆εvar = 0,
∆εvar = εvar(θvar, C± = ∓
√[
1− 2(Avar± )2
]
/2)− εsep.
(29)
In Fig. 6, we plot Ωc of the GP and from the solutions
of Eq. (28) and Eq. (29) versus (rM , RTF), where Ωc from
GP have good agreements with Ωvarc .
We can understand that Ωc increases with increasing
RTF and decreasing rM from a geometric argument. Such
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FIG. 6: Critical coupling Ωc vs. rM with various RTF of GP
and variational results from two-quasiangular-momentum and
four-quasiangular-momentum ansatz. Blue symbols denote
ΩGPc ; circles, squares and triangle for RTF = 50, 25, 12.5 µm,
respectively. Orange (green) symbols indicate Ωvarc (Ω
var0
c ) for
RTF = 50 µm.
dependence on (rM , RTF) is crucial since a larger ~Ωc/EL
leads to larger stripe contrast ηvar, see Eq. (26). We find
numerically that the energy difference between the stripe
phase and separated phase can be written as
∆εvar = f(r)− n¯(r)g2
2
,
f(r) = n¯(r)g1H(
n¯g1
EL
)
~2Ω2(r)
E2L
(30)
for small θ, where H is a dimensionless function of
n¯g1/EL and H → 1/4 as n¯g1/EL → 0. To make a
geometric analysis, we simplify f(r) as a flat impulse
function centered at r = rM with full width ∆r =
(∆`/2)−1/2rM ,
f(r) = fM , rM −∆r/2 < r < rM + ∆r/2,
fM = n¯g1H(
n¯g1
EL
)
~2Ω2M
E2L
, (31)
where n¯g1, EL and ΩM are evaluated at r = rM , approxi-
mately the peak position of f(r). Assuming a cylindrical
box trap with uniform n¯ within r = Rbox, the integral in
Eq. (29) then gives
n¯2pirM∆rfM = n¯piR
2
box
n¯g2
2
,
and thus
fM =
n¯g2
2
(
piR2box
2pirM∆r
)
, (32)
where the number in the parentheses is an area ratio of
the box to that of the distribution f(r). From Eq. (31)
and Eq. (32) and assuming a fixed interaction strength
n¯g1/EL, we obtain ΩM = Ωc ∝ Rboxr−3M which increases
with increasing Rbox and decreasing rM .
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FIG. 7: Critical coupling ~Ωc/EL and stripe contrast η at Ωc vs. n¯g1/EL at fixed r. Variational calculations of two-quasiangular-
momentum and four-quasiangular-momentum ansatz for SOAMC, and of two-quasilinear-momentum ansatz for SLMC are
illustrated. Green symbols, orange symbols and grey curve display ~Ωvar0c /EL, ~Ωvarc /EL and ~ΩSLMCc /EL, respectively for (a),
and display ηvar0, ηvar and ηSLMC for (b).
B. Ring traps
We show the variational results for the ring trap versus
the dimensionless interaction strength g′1 = n¯g1/EL(r0).
These are the solutions of the critical coupling Ωc and
the contrast at Ωc. We solve the dimensionless crit-
ical coupling Ω′c = ~Ωc/EL by using ∆εvar0(r0) = 0
and ∆εvar(r0) = 0, respectively, and plot Ω
′
c vs. g
′
1 in
Fig. 7a. Ωvarc exceeds Ω
var0
c for g
′
1 > 0, and ~Ωvar0c ≈
~Ωvarc →
√
2g2/g1 EL ≈ 0.05 EL as g′1 → 0. we can
understand Ωvarc > Ω
var0
c as the following: At a given
Ω, the stripe phase energy is εvar < εvar0 since the
smaller contrast ηvar [see Eq. (22) and Eq. (26)] cor-
responds to smaller interaction energy. Therefore, the
critical coupling determined by ∆ε = 0, where ∆ε in-
creases with Ω, is shifted to a larger value for Ωvarc .
In the g′1 → 0 limit, ∆εvar0(r0) ≈ ∆εvar(r0), where
the stripe and separated phases have approximately the
same variational solution, θvar0 ≈ θsep ≈ θ0, and thus
∆εvar0 = (1/4)n¯
[
g1 sin
2 2θ0 − 2g2 cos2 2θ0
]
= 0 from
Eq. (18), leading to Ω′c =
√
2g2/g1. The stripe con-
trasts ηvar0 and ηvar at respective Ωc are displayed in
Fig. 7b; they are ≈ 5 % as g′1 → 0, both decreasing with
increasing g′1 and η
var < ηvar0. To compare with SLMC
systems, ~Ωvar0c /EL for g′1 < 1 agrees well with that of
SLMC (see Fig. 7a), which is ~ΩSLMCc /4Er =
√
2g2/g1
as g′1 → 0 [14], i.e., ~ΩSLMCc = 0.2Er; 4Er is equivalent
to EL for SOAMC.
The spin-dependent interaction strength g2/g1 deter-
mines the critical coupling ~Ωc/EL and stripe contrast η
as g′1 → 0; larger g2/g1 gives larger ~Ωc/EL and η, i.e.,
larger miscibility. The contrast of SLMC also agrees well
with ηvar0, see Fig. 7b. We find that Ω′c and η of SOAMC
with εvar0 and of SLMC, where both are based on Eq. (4),
are incorrect to first order in g′1. By including higher or-
der OAM in Eq. (9), the result is correct to first order, as
indicated by Eq. (22) and Eq. (26). The stripe contrast
of SOAMC is at most ≈ 5 % in the g′1 → 0 limit, and it
is independent of either the ring radius r0 or ∆`. On the
other hand, a stripe contrast . 30 % for harmonic traps
is achieved with a relatively large RTF = 50 µm and a
relatively small rM = 5 µm, and this can be understood
from the geometric analysis as shown in Eq. (32).
We then perform GP simulations for a ring trap with
r0 = rM = 10 µm and ∆` = 20. The atoms are in
an annular box potential within 8 µm < r < 12 µm,
and n¯g1/EL = 0.63 at r = r0. The GP result has
good agreement with the variational calculation, where
θGP/θvar = 0.95 and AGP± /A
var
± = 0.91.
V. CONCLUSIONS
In summary, we optimize the density contrast of the
ground state stripe phase of 87Rb SOAMC BECs by tun-
ing experimental parameters. A contrast of nearly 30 %
is achieved for atoms in harmonic traps; and a larger
contrast of about 50 % is expected by using a twice
larger BEC cloud size based on variational calculations.
Such high contrasts are achieved owing to the geome-
try with two length scales in harmonic traps, the Ra-
man Laguerre-Gaussian beam size and the BEC cloud
size. While for ring traps, these two scales are the same,
leading to maximal contrast about 5 %, which is dic-
tated by the spin-dependent interaction strength and is
the same as that of the SLMC systems. For both atoms
in harmonic traps and ring traps, we perform GP sim-
ulations and variational calculations based on the two-
quasiangular-momentum ansatz and four-quasiangular-
momentum ansatz. We find the results from the sim-
ple two-quasiangular-momentum ansatz, which is used
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in previous papers [14, 18, 20, 24], is consistent with the
GP results only in the non-interacting limit. With small
interactions, high order OAM components must be in-
cluded as the four-quasiangular-momentum ansatz; this
then leads to correct results to first order in interaction
and good agreements with the GP simulations.
We point out that one can improve the stability by us-
ing the synthetic clock states instead of bare spin states.
The clock states are immune to detuning variations aris-
ing from the bias field variations. A 0.1− 1 Hz stability
of the clock transition frequency is achieved as shown in
Ref. [25]. Thus, the ground state stripe phase within
a narrow detuning window of about 1 Hz may be ob-
served for 87Rb atoms with mean field energy about
1 kHz. The spin-dependent interaction strength in the
clock state basis is close to the g2/g1 for bare spin states
(see appendix), leading to similar magnitude of stripe
contrast to our simulations using bares spin states. We
envision our work to pave the way toward a direct ob-
servation of high-contrast stripe phases in spin-orbital-
angular-momentum coupled Bose-Einstein condensates,
achieving a long-standing goal in quantum gases.
VI. APPENDIX
A. Spinor wave function ansatz
We show that the spinor wave function ansatz Eq. (9)
is valid for small θ (given small Raman coupling ~Ω/EL)
and small interaction n¯g1/EL. The GPE for |↑〉 , |↓〉 with
δ = 0 is
(− ~
2
2m
∇2 + g|ψ↑|2 + g↑↓|ψ↓|2 − µ↑)ψ↑ + ~Ω(r)
2
ei∆`φψ↓ = 0,
(33a)
(− ~
2
2m
∇2 + g|ψ↓|2 + g↑↓|ψ↑|2 − µ↓)ψ↓ + ~Ω(r)
2
e−i∆`φψ↑ = 0.
(33b)
Here we set V (r) = 0 to simplify the discussion.
For the spatially-mixed stripe phase ground state,
µ↑ = µ↓. Next we show the nonlinear interac-
tion leads to multiple OAM components in the spinor
wave function ansatz. With ` = ∆`/2 = 10,
we plug ψ↑ =
√
n¯(r)
(
C+ sin θe
i20φ + C− cos θ
)
, ψ↓ =√
n¯(r)
(−C+ cos θ − C− sin θe−i20φ) from Eq. (4) into
Eq. (33a), neglect radial gradients and keep the expan-
sion terms up to θ2. The nonlinear interaction terms for
ψ↑ are
g|ψ↑|2ψ↑ + g↑↓|ψ↓|2ψ↑ =
√
n¯
3
[C−C2+(g + g↑↓)θ
2ei40φ
+ C+
(
2C2−g + g↑↓
)
θei20φ
+ C−
(
C2−g + C
2
+g↑↓ +O[θ
2]
)
+ C2−C+ (g + g↑↓) θe
−i20φ]. (34)
Besides `↑ = 0, 20, additional OAM terms with
`↑ = −20, 40 appear due to the nonlinear interaction,
which are of order of θ, θ2, respectively, and are not
included in Eq. (4). By keeping up to order θ2, the
spinor wave function has additional variational param-
eters A+, A−, B+, B−, given by
(
ψ↑
ψ↓
)
=
√
n¯(r)[ei
3∆`
2 φ
(
B+e
i∆`2 φ
A+e
−i∆`2 φ
)
+ C+e
i∆`2 φ
(
sin θ(r)ei
∆`
2 φ
− cos θ(r)e−i∆`2 φ
)
+ C−e−i
∆`
2 φ
(
cos θ(r)ei
∆`
2 φ
− sin θ(r)e−i∆`2 φ
)
+ e−i
3∆`
2 φ
(
A−ei
∆`
2 φ
B−e−i
∆`
2 φ
)
]. (35)
`↑ = −20 is of order θ and corresponds to ` = −3∆`/2 =
−30 with A−; `↑ = 40 is of order θ2 and corresponds to
` = 3∆`/2 = 30 with B+. For small θ, by taking up to
order θ we have the spinor wave function ansatz Eq. (9)
with A+, A− 6= 0 and B+ = B− = 0.
Next we derive A− for small interactions n¯g1/EL using
first order perturbation. We plug
ψ↑ =
√
n¯
(
C+ sin θe
i20φ + C− cos θ +A−e−i20φ
)
,
ψ↓ =
√
n¯
(
A+e
i20φ − C+ cos θ − C− sin θe−i20φ
)
(36)
into Eq. (33a) for ψ↑, and focus on the coefficient of the
e−i20φ term, which is
(EL − µ↑)
√
n¯A− +
√
n¯
3
C2−C+ (g + g↑↓) θ = 0. (37)
Besides reading out from Eq. (34), the coefficient of
the e−i20φ term in the nonlinear interaction g|ψ↑|2ψ↑ +
g↑↓|ψ↓|2ψ↑ can be readily found from the Fourier compo-
nents of |ψ↑|2, |ψ↓|2 in Eq. (5), both of which have OAM=
0,±20. Then, using µ↑ ≈ µ↑(Ω = 0, g = g↑↓ = 0) = 0
for small Ω/EL and n¯g1/EL, along with C± ≈ ∓1/
√
2,
it gives
A− ≈ n¯g1√
2EL
θ. (38)
From the GP stripe phase wave function, in Fig. 8a
we plot the ratio of the peak values AGP± /θ
GP vs.
n¯(rpeak)g1/EL(rpeak), along with the ratio n¯g1/
√
2EL
given by Eq. (38), which agrees with AGP± /θ
GP at small
n¯(rpeak)g1/EL(rpeak). The dimensionless interaction
n¯g1/EL evaluated at rpeak ≈ rM vs. rM for RTF =
12.5, 25, 50 µm is shown in Fig. 8b, all with µ = h×93 Hz.
For a fixed µ, n¯g1 = µ[1− (r/RTF)2] weakly depends on
r for r/RTF . 0.5. n¯(rpeak)g1/EL(rpeak) increases with
increasing rM , which is dominated by EL ∝ r−2.
Similarly, we derive B+ by plugging
ψ↑ =
√
n¯
(
B+e
i40φ + C+ sin θe
i20φ + C− cos θ +A−e−i20φ
)
,
ψ↓ =
√
n¯
(
A+e
i20φ − C+ cos θ − C− sin θe−i20φ +B−e−i40φ
)
(39)
11
FIG. 8: (a) Ratio of the peak values AGP± /θ
GP of GP stripe phase versus the interaction evaluated at rpeak, n¯(rpeak)g1/EL(rpeak).
Circles for RTF = 50 µm, open squares for 25 µm, and open triangle for 12.5 µm; rpeak ≈ rM . (b) n¯(rpeak)g1/EL(rpeak) versus
rM for RTF = 50 µm, 25 µm, and 12.5 µm. Same symbols as (a) and all with µ/h = 93 Hz.
into Eq. (33a). The coefficient of the ei40φ term is
(4EL − µ↑)
√
n¯B+ +
~Ω
2
√
n¯A+ +
√
n¯
3
C−C2+ (g + g↑↓) θ
2 = 0.
(40)
With θ ≈ ~Ω/2EL(1− n¯g1/EL) from θvar, and A+ = A−
for the ground state, it leads to
B+ ≈ −
(
~Ω
8EL
n¯g1√
2EL
θ +
n¯g1
4
√
2EL
θ2
)
≈ − n¯g1
2
√
2EL
θ2.
(41)
In our GP data, the peak values of BGP± at
r & rM are small, 0.02 < BGP± /AGP± < 0.04 for
n¯(rpeak)g1/EL(rpeak) < 2. Thus it is valid to neglect
B± by using the wave function ansatz Eq. (9). We have
small θGP, 0.05 < θGP < 0.16, and small interaction,
n¯(rpeak)g1/EL(rpeak) < 2 except for the data with the
smallest ∆` = 2, 4 in Fig. 3.
B. Methods for GP ground state simulations
We run the GP simulations with both the open-source
GPELab toolbox [29] and Crank-Nicolson method. The
grid size is between 0.11 − 0.55 µm depending on the
spatial resolution we need.
To do analysis of the GP wave function in the cylin-
drical coordinate, we first make interpolations of the raw
data in the cartesian coordinate. The annular Fourier
transform is performed as
ψm(r, φ) =
∑
q′
ψq′,m(r)e
iq′φ,
ψq,m = (2pi)
−1
∫
dφψm(r, φ)e
−iqφ, (42)
where q = `↑, `↓ is the OAM and m =↑, ↓ is the spin
label. For the stripe phase with n¯↑(r) = n¯↓(r) = n¯(r)/2,∑
q
|ψq,m(r)|2 = n¯(r)/2. (43)
We take the normalized Fourier components as
ψ˜q,m(r) = ψq,m(r)n¯(r)
−1/2, leading to ψ˜0,↓ =
−C+ cos θGP, ψ˜−20,↓ = −C− sin θGP, ψ˜20,↓ = AGP± . The
power spectrum in Fig. 3c is after the integration along
r,
nq,m ∝
∫
drr|ψ˜q,m(r)|2,
∑
q,m
nq,m = 1. (44)
C. Variational calculations
We consider the SOAMC ground state as either the
stripe phase with |C+C−| > 0 or the separated phase
with |C+C−| = 0, i.e., C+ = 1, C− = 0 or C− = 1, C+ =
0. The former corresponds to a density stripe and the
latter to no density stripe. In the variational calculation
using two-quasiangular-momentum ansatz where A± is
absent in the wave function, 0 ≤ β = |C+|2|C−|2 ≤ 1/4
and β = 1/4 corresponds to |C+|2 = |C−|2 = |C+C−| =
1/2. We compare the energy of β = 1/4 and of β = 0,
and take the lower one as the ground state. This is valid
because the lowest energy is at either β = 1/4 or β = 0,
i.e., no energy maximum within 0 ≤ β = |C+|2|C−|2 ≤
1/4. We find this condition holds by numerically checking
the second order derivative of εvar0, which is negative for
0 ≤ β ≤ 1/4 and n¯g1/EL < 2. As for the calculation
using four-quasiangular-momentum ansatz for the stripe
phase, we compare the energy εvar of the stripe phase,
C± = ∓
√
(1− 2A2±)/2, and of the separated phase with
12
C+ = 1, C− = 0, A± = 0. It is valid to take C± =
∓
√
(1− 2A2±)/2 for the stripe phase since the GP results
confirm that this condition holds, which has the time
reversal symmetry, Eq. (11).
D. Trap parameters of the simulations
We indicate the trap parameters: for data in Fig. 3
with µ = h×21 Hz and RTF = 46 µm, N = 104, ωr/2pi =
1.5 Hz, and ωz/2pi = 600 Hz. For data in Fig. 4
with µ = h × 93 Hz and RTF = 12.5, 25, 50 µm, N =
0.25 × 104, 104, 4 × 104, ωr/2pi = 11.744, 5.872, 2.936 Hz
respectively; ωz/2pi = 1000 Hz.
E. Comparison to SLMC systems
We list results of spin-linear-momentum coupled
(SLMC) BECs from Ref. [14]. Two counter-propagating
Raman beams along x transfer linear momentum ∆kx =
2kr between spin |↑〉 and |↓〉, producing SLMC. The lin-
ear momentum transfer 2kr is analogous to the OAM
transfer ∆` in SOAMC, and thus 4Er is equivalent to
EL in SOAMC. A spinor wave function ansatz analogous
to our two-quasiangular-momentum ansatz, Eq. (4), is
employed. For a uniform system with no trapping po-
tentials, the critical coupling is
~ΩSLMCc ≈
√
2g2
g1
4Er
√
1 +
n¯g1
4Er
. (45)
after expanding to first order in n¯g1/4Er for small inter-
action n¯g1/4Er. The stripe contrast is
ηSLMC =
~Ω
4Er(1 + n¯g1/4Er)
, (46)
and is
ηSLMC ≈ ~Ω
4Er
(1− n¯g1
4Er
) (47)
after expanding to first order in n¯g1/4Er, which is the
same as ηvar0 in Eq. (22) based on ansatz Eq. (4).
F. Scheme of using synthetic clock states
We propose to use synthetic clock states in the
SOAMC system of 87Rb atoms. Here the discussions
are based on Ref [25]. These clock states are |x〉, |y〉, |z〉,
each of which is a radio-frequency-dressed state, and thus
a superposition of bare spin states |mF = 0,±1〉. The
lowest, middle, and highest-energy dressed state corre-
sponds to |z〉, |x〉, |y〉, respectively. By choosing proper
rf parameters, the xz transition frequency can be made
fourth-order sensitive to rf detuning, and thus to the bias
field. We consider a two-level system of Raman-coupled
|x〉 and |z〉.
The mean field energy can be expressed in the basis of
|x〉 and |z〉,
Eint =
∫
d3r
(Gxx
2
|ψx|4 + Gzz
2
|ψz|4 + Gxz|ψx|2|ψz|2
)
(48)
with effective interactions Gxx,Gzz,Gxz, and G = (Gxx +
Gzz)/2,G1 = (G + Gxz)/2,G2 = (G − Gxz)/2. We con-
sider rf Rabi coupling Ωrf = 2.77ωq at zero detuning
where ωq is the quadratic Zeeman energy. This gives
Gxx = c0/
√
2piRz,Gzz = (c0 + 0.97c2)/
√
2piRz, Gxz =
(c0 + 0.825c2)/
√
2piRz, where c0 = 4pi~2(a0 + 2a2)/3m
and c2 = 4pi~2(a2 − a0)/3m < 0, where af is the s-wave
scattering length in the total spin f channel. (Note that
g00 = c0/(
√
2piRz) and g−1,−1 = (c0 + c2)/(
√
2piRz).)
The resulting G1/G2 ≈ 0.17c2/c0, which is about 70 %
of the g2/g1 ≈ 0.25c2/c0. Therefore, the stripe contrast
using the synthetic clock states is similar to our simula-
tions using bares spin |0〉, | − 1〉. If we choose the two
levels as |x〉 , |y〉 instead, G1/G2 ≈ 0.35c2/c0, even bigger
than g2/g1.
Consider the detuning window within which the stripe
phase exist. At ΩM = 0, the window is & 1 Hz for
our data in Fig. 1c, where µ = c0n3D = h × 926 Hz,
c2n3D = h×4.2 Hz, and n3D is the peak 3D density. This
can be potentially observed given the measured stability
of ∼ 0.1− 1 Hz.
G. Validity of the symmetric inter-spin interaction
We verify the stripe phases with the realistic g↑↑ 6=
g↓↓ are approximately the same as that with symmet-
ric inter-spin interaction, g↑↑ = g↓↓ = g, while with
a detuning shift. We obtain the phase diagram us-
ing realistic g↑↑, g↓↓, and identify the ground state with
the maximum stripe contrast is at δ/2pi = 1.4 Hz, in-
stead of δ = 0 for g↑↑ = g↓↓ = g. The parame-
ters are ∆` = 40, rM = 4.25 µm, RTF = 10 µm, N =
1.55 × 104, ωr/2pi = 45.746 Hz, and ωz/2pi = 1000 Hz.
The critical coupling is Ωc/2pi = 731.7 Hz where the
peak contrast is ηGP = 0.217. This is very close to
that with g↑↑ = g↓↓ = g, where Ωc/2pi = 730.0 Hz and
ηGP = 0.210.
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