We consider the Cauchy problem on a nonlinear conversation law with large initial data. By Green's function methods, energy methods, Fourier analysis, frequency decomposition, pseudo-differential operators, we obtain the global existence and the optimal decay estimate of t.
Introduction
In this paper we consider the Cauchy problem on a scalar conservation law with a diffusion-type source        u t − ∆P s 1 u = −divP s 2 f (u), x ∈ R n , t > 0, u(0, x) = u 0 (x), x ∈ R n .
(1.1) * Research was supported by Natural Science Foundation of China (11101160,11271141), Natural
Science Foundation of Guangdong Province, China (2016A030313390) and China Scholarship Council (201508440330) where f (u) is a given smooth function, P s i , i = 1, 2 is a pseudo-differential operator defined by x ∈ R n .
(1.4) investigated in [3] . The authors studied the well-posedness and large time behavior for the Cauchy problem (1.4) for arbitrary space dimensions and for all s 1 ∈ R in the framework of small-amplitude classical solutions. It is convenient to say that equation (1.4 ) is of the regularity-gain type for s 1 < 1 whereas of the regularity-loss type for s 1 > 1. They established the time-decay rate of solutions and their derivatives up to some order, where the extra regularity on initial data was required in the regularityloss type (s 1 < 1). In particular, when s 1 = 1, s 2 = 0 (1.1) was derived in [7] as the corresponding extension of the Navier-Stokes equations via the regularization of the Chapman-Enskog expansion from the Boltzmann equation, which is intended to obtain a bounded approximation of the linearized collision operator for both low and high frequencies.
When s 2 = s 1 = 1, (1.1) is connected with the famous BBM equation. BBM equation used as an alternative to the KdV equation which describes unidirectional propagation of weakly long dispersive waves [2] . As a model that characterizes long waves in nonlinear dispersive media, the BBM equation, like the KdV equation, was formally derived to describe an approximation for surface water waves in a uniform channel. For the related study of the BBM equation, we can refer to [5, 8, 10, 12] . Here we only give the results in [5, 12] .
Grzegorz Karch in [5] considered the following problem in one dimension,        u t − u xxt − ηu xx + bu x = −(f (u)) x , x ∈ R, t > 0, With small initial data the authors obtained the global existence and optimal L 2 −norm convergence rates of the solutions.
It is easy to notice that the existence, the decay in time and the regularity of the solution depend on s 1 , s 2 . In this paper, we obtain the the global existence of the solution of (1.1) for all s 2 ≥ s 1 with large initial datas. In addition, under the assumptions s 2 ≥ s 1 and 0 ≤ s 1 < 1 we also have the optimal decay in time of the spatial L 2 −norm of the solution with large initial data. Comparing with the work in [3, 5] , we study the solution with large perturbation of initial data other than small initial data. The difficulty between large initial data and small initial data is totally different. In fact we obtain the global existence and the optimal decay estimates by making use of Green's function method, Fourier analysis, frequency decomposition, pseudo-differential operators and the energy methods. Furthermore, the difficulty of ( We now introduce some notations.
In what follows, we denote generic positive constants by c and C which may change from line to line. The Fourier transformf of a tempered distribution f (x) on R n is defined as
We will denote the square root of the Laplacian (−∆) Let H s (R n ) be the general fractional Sobolev space with the norm
The spaceḢ s (R n ) denotes the homogeneous fractional Sobolev space with the norm
It can be easily deduced that there exist constants c 0 , c 1 > 0 such that
. In this paper, we assume that
where 9) we are mostly interested in the existence and the large time behaviour of the solutions for the Cauchy problem of (1.1).
Now we introduce the main theorems in this paper.
is the solution of (1.1) with initial data u 0 , then
An extra assumption 0 ≤ s 1 < 1 is imposed in Theorem 1.2. In fact, if s 1 ≥ 1 the linear part of (1.1) would be a regularity-loss type as discussed in [3] , [4] . For the case s 1 ≥ 1 so far we can only obtain the decay estimation with small initial data.
The rest of paper is organized as follows. In Section 2, we give some preliminary lemmas. In Section 3, we establish some decay estimates for Green's function related to (1.3). In Section 4, we get the local existence for the solution of (1.1). Finally, we prove our main results Theorem 1.1 and Theorem 1.2 in Section 5.
Preliminaries
In this section, we give some preliminary lemmas.
Lemma 2.1. (Refer to [9] , [6] ) Assume
Then there exists a constant C > 0 such that
1)
Proof. From Lemma 2.1, we have (2.2) for θ = 1, a. e.,
Assume that (2.2) holds for θ = k, then
Using an induction argument, we have (2.2) for the general case.
Lemma 2.1 and Lemma 2.2 are used to deal with the estimation for the non-linear term u θ+1 . In the following we give Galiardo-Nirenberg inequality which is known as the interpolation inequality.
where 1 ≤ q, r ≤ ∞. Then there exists a constant C > 0, such that
6)
integer, then the inequality holds for j/m ≤ a < 1.
Next we will give a lemma which plays important roles in making estimates on the low frequency part of the Green's function in Section 3.
Lemma 2.4. (Lemma 3.1 in [13] ) Iff (t, ξ) has compact support in the variable ξ, N is a positive integer, and there exists a constant b > 0, such thatf (t, x) satisfies
for any two multi-indexes α, β with |β| ≤ 2N , then Finally we give an inequality which can also be thought as a interpolation inequality.
where a = r 1 r 2 .
Proof. By Hölder inequality, it gives
Lemma 2.5 is complete.
3 Decay estimates of Green's functions associated with
In this section, we study the decay property of the Green's function associated with respect to x, we arrive at the expression
So the solution of the Cauchy problem of (1.1) has the following integral representation
We are going to obtain the decay estimates of G(x, t) L 1 and ∇G(t, x) L 1 . Then we first need to get the point wise estimates of G(t, x). Let
be the smooth cut-off functions with R > 2, δ > 0. Set
Thanks to Lemma 2.4, we can get the following estimate for G 1 (t, x).
Proposition 3.1. For sufficiently small δ, there exists a constant c > 0 such that
where α is a multi-index.
Proof. For |ξ| being sufficiently small, according to the Taylor expansion we have that
Noticing thatĜ(t, ξ) is a smooth function to variable ξ near |ξ| = 0, we get that when
It gives that
From Lemma 2.4, we have
Next we come to consider the estimation for G 2 (x, t). and c such that
Proof. For any fixed δ < 1, choosing m sufficiently large such that m > 1 δ 2 , we obtain
which implies that
Now we shall give an estimate to x β G 2 (t, x) by induction on β. We claim that for any multi-index β,
. (3.14)
In fact for |β| = 0, (3.14) follows from (3.12). Assume that |β| ≤ j − 1, (3.14) is satisfied. Performing the Fourier transform of (3.1) with respect to x, it follows
then multiplying with χ 2 (ξ), we have
where a 0 is a polynomial of |ξ| and
Obviously,
Combing this with (3.19), we have
which implies that (3.14) is valid for |β| = j. Then for any β, we have
for some m 0 > m. This follows that for β = 0
and taking β =β i = 2N e i , i = 1, 2, · · · n (e i is the ith unite coordinate vector) in (3.22), it follows
then from (3.23) and (3.24) that
we have
which implies
For sufficiently large R, there exists a positive constant c such that
where B ν N (t, |x|) = (1 + |x| 2ν (1+t) ) −N , ν = 1 − s 1 and α is a multi-index with |α| ≤ 1.
Proof. Firstly we give an estimate of D β ξ (ξ αĜ 3 (t, ξ)).
For |ξ| sufficiently large, according to the Taylor expansion we have that
it follows for |ξ| large enough,
We claim that for any multi-index β,
For the proof of (3.32), it is sufficient to prove
In fact for |β| = 0, obviously (3.32) follows. By induction method, we assume (3.32) is satisfied for all |β| ≤ j. Then for |β| = j + 1, letβ be any multi-index with |β| = j,
where the last inequality but one holds because
Then (3.34) follows for |β| = j + 1. The claim (3.32) proved for ν ≥ 1/2. Similar to (3.34)-(3.36), we can obtain (3.33). The claim is proved.
For |α| ≤ 1, |α| ≤ |β|, since
whereβ is a multi-index with |β| = |β| − 1, from (3.32) and (3.33), we have for
Secondly, we will establish the estimation for |x β G 3 (x, t)|. For β = 0,
(3.42)
Letting |β| = 2N , from (3.41) and (3.42), similar to (3.24), we have,
for all |x| 2ν ≥ (1 + t). (3.43)
then from (3.40) and (3.43) that
where B ν N (t, |x|) = (1 + |x| 2ν (1+t) ) −N and ν = 1 − s 1 .
In summary, we have the following theorem on the Green's function. Furthermore, for t ≥ 1, 
where the last inequality holds by choosing 2(1 − s 1 )N > n. Similarly we have
where the last inequality holds by choosing 4(1 − s 1 )N > n .
Local existence
In this section, we will construct a convergent sequence to get the local solution.
Construct a sequence {u m (t, x)} which satisfies the following linear problem
for m ≥ 1 and u 0 (t, x) = 0, u 0 (x) ∈ H s (R n ). We will try to prove that the sequence is convergent in a space we construct and the limit is the solution of the Cauchy problem (1.1).
First we introduce a set of functions as follows. For a given integer s > n 2 (where n is the spatial dimension)
where u X = sup 0≤t≤T 0 u H s (R n ) , T 0 > 0 will be determined later and E = c 0 u 0 H s (R n ) , c 0 ≥ 4 √ c 1 is a positive constant. The metric in X is induced by the norm u X :
Obviously X is a non-empty and complete metric space. 
Proof. For m = 0, we have
Multiplying (4.3) by Λ 2l u 1 and integrating with respect to x, t, it follows
Letting l = 0 and l = s in (4.4), we have
Then for any T 0 > 0, we have u 1 ∈ X.
We assume there exists a T 0 sufficiently small such that u j (t, x) ∈ X, ∀j ≤ m. By the induction method, to complete the proof of the lemma, it is remain to prove that
Multiplying (4.1) with Λ 2l u m+1 and integrating with respect to x, it follows 
which follows
where in the last inequality we have used the fact 
Integrating the inequality with respect to t, for all 0 ≤ t ≤ T 0 it follows
Taking l = 0 and l = s, from (1.7) we have for all 0 ≤ t ≤ T 0
Choosing T 0 sufficiently small, we deduce u m+1 H s ≤ E that is Proof. We only need to prove that there exists a constant 0 < k < 1 such that
From (4.1), we have
Multiplying (4.13) by Λ 2l (u m+1 − u m ) and integrating with respect to x, it follows
From u m ∈ X for all m ≥ 1 and Lemma 2.2, for all s ≥ l ≥ 0, we deduce Take l = 0 and l = s, by using (4.18) repeatedly we have 
Choose T 0 sufficiently small such that 0 < k = cc 1 T 0 < 1, (4.15) follows from (4.21).
From Proposition 4.1 and Proposition 4.2, there exists a u(t, x) ∈ X which satisfies (1.1) for 0 ≤ t ≤ T 0 . Thus the local existence is proved.
Global existence
In order to obtain the global existence, first we consider the bounded estimates of
where c, C depend on u 0 H s .
Proof. (1.1) is equivalent to
Step 1. The estimation of u H s 2 .
Multiplying (5.2) by u and integrating with respect to x, it follows
Noting the fact
Integrating (5.7) with respect to t, it follows
Step 2. The estimation of u L ∞ and u H s .
Assume that k 0 ∈ N satisfies that
where l 0 = (s 2 − s 1 )/2. We claim that
We will prove (5.11) by induction. For k = 0, (5.11) follows from Step 1. Assume
We will consider (5.11) for k = j + 1. Multiplying (5.2) by Λ l u and integrating with respect to x, similar to (5.8), it follows
From Sobolev inequality, Lemma 2.2, (5.12) and θ ≤ θ 0 , we have
14)
where
and the last inequality follows from p 2 θ ≤ 2n n−2s 2 for n > 2s 2 and u θ L p 2 ≤ u θ H s 2 . Taking l = (j + 1)l 0 , integrating (5.13) with respect to t, it follows from (5.12), (5.14) and (5.15) that
which implies that (5.11) follows for k = j + 1. Take l = s − s 2 and from (5.10), similar to (5.14) and (5.15), we have
18)
and the last inequality have used the factp
For l = s − s 2 , integrating (5.13) with respect to t, it follows from (5.12), (5.17) and
It follows from s > n/2, (5.9) and (5.21) that
Proof of Theorem 1.1 From Theorem 5.1 and the local existence, we derive a global solution for (1.1) such that
Theorem 1.1 is complete.
6 Decay estimates inḢ
be a smooth cut-off function. Then we define the time-frequency cut-off operator χ(t, D)
with the symbol χ(t, ξ) = χ 0 ( 1+t µ |ξ| 2 ), where µ > n + 2s. Then
where η(t) = µ (1+t) . Then for a function g(x, t) we can decompose it into two parts :
the low frequency part g L and the high frequency part g H where
For the low frequency part u L of the solution u for (1.1), we have the following decay estimates.
where c > 0 is a positive constant depending on u 0 L 1 , u 0 H s .
Proof. According to (3.2) , it follows
(6.5) For J 1 , by Theorem 3.1 and Young's inequality, we obtain
By Lemma 2.2 and (5.1), it follows
where c is a positive constant depending on u 0 H s . Thus for J 2 , by Plancherel's Theorem, we know that
where c depends on
Theorem 6.1. Under the assumptions of Lemma 6.1, it follows
Proof. Taking
(6.14)
From (5.7), (6.14) and Lemma 6.1 we have
Multiplying (6.16) by e t 0 µ/2(1+τ ) −1 dτ = (1 + t) µ/2 and integrating from t 0 to t, from Theorem 5.1 we have
(6.17) Then (6.11) and (6.12) follow from (6.17).
Proof. According to (3.2), we have
(6.19) For I 1 , by Young's inequality and Theorem 3.1, it follows
For I 2 , notice the fact that
and from Theorem 6.1, it gives
Then by Young's inequality and Theorem 3.1
(6.24)
Since for t ≥ 1 6.25) and for t ≤ 1 Proof of Theorem 1.2 Applying 1 − χ(t, D) to both side of (1.3), we have
Noting that
Multiplying (6.28) with Λ 2s u H , it follows from (6.29) that for all t ≥ t 0 = 4µ − 1
(6.30)
For T 1 (t), from Lemma 2.5 and s > s 2 > s 1 , it follows
where 0 < a < 1 and the last inequality holds by choosing ε > 0 small enough. For T 2 (t), from Lemma 2.5 and s > n 2 > 1 > s 1 , it follows where c depends on u 0 H s and u 0 L 1 . Theorem 1.2 is proved because µ > n + 2s.
