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The extension of generalized linear models to allow a linear 
predictor for the dispersion leads to the topic of hypothesis tests on 
the dispersion parameters in the linear predictor. In this thesis, three 
asymptotically equivalent test statistics on the dispersion parameters 
based on the maximum likelihood estimation, namely, the likelihood ratio 
test, the score test and the Wald test are considered and some of their 
applications are discussed. The problems of hypothesis tests based on 
quasi-likelihood are also mentioned. A simulation is conducted to 
compare the finite sample behavior mainly on powers and type I errors of 
the three tests for a widely used model. Conclusions and discussions are 
given on the choice of the tests for dispersion parameters. The 
performances of these tests on dispersion parameters In model selection 
problems are also compared through an example. 
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Chapter 1 ： Introduction 
Generalized linear models are an extension of classical linear 
models which are based on the assumptions of addltivity of effects, 
independence and constant error variances, and normality. That means, 
Y=(yj y^ )‘ 2 
In generalized linear models, these assumptions are relaxed such that 
(a) the distribution of y^ can be a member of an exponential family； 
(b) addltivity of the systematic effects is allowed to hold on a 
transformed scale，ie., a link function that ties the expectlon of the 
response to the linear predictor is used. Then, according to McCullagh 
and Nelder (1989), the probability density of y. may have the form 
for some appropriate functions b and c. It can be shown that 
/^ i = E(y.) = ( ) 
= Var(y.) = ( b* ). 
Extension (b) allows the existence of a link function g such that 
Sifi.) = X广 A 
where X ' , . . . . Once the distribution and the link function g are 
specified, the variance is fixed to be a function of the mean up to a 
multiplicative constant- the dispersion parameter. Smyth (1989) further 
generalized this class of models such that the dispersion parameters are 
allowed to depend on a linear predictor through another specified link 
function. 
With this further extension. are a set of Independent 
- 1 -
observations with means /i^  's and variances a ^ ^' s with fi ^  satisfying 
sill.) = X. 
« 
where g is a monotonlc, differentiable link function, 
th 
x^i is the i row of an nxp matrix X of covariates, 
r is a p dimension vector of unknown parameters, 
and = 
where i/ is a scalar,non-negative variance function determined by the 
distribution of y， 
似主’s are known weights, 
and f?. 's are the unknown dispersion parameters which can now be modelled 
by 
= z^'7 
where h is another monotonic, differentiable link function, 
Zj, is the ith row of an nxq matrix Z of covariates, 
and 7 is a q dimension vector of unknown parameters. 
The distribution of y. can be chosen from the exponential family with 
probability density function 
where b and c are appropriate functions such that f(y) satisfies the 
conditions of a probability density function. 
Since the mean and dispersion structures of a generalized 
linear model are orthogonal, i.e., the expectation 
认么、-0 
where L is the log-likelihood function of the observations, we can 
compute the maximum likelihood etimates of p and 7 alternatively by 2 
- 2 -
separate algorithms, one for the mean submodel and the other for the 
dispersion submodel, with both submodels being themselves generalized 
linear models. 
With this further extension of the class of generalized linear 
models, we are interested in testing hypotheses concerning the 
parameters 广 = ( 7 ^ ’？之，），say’ in the dispersion submodel. Especially, we 
want to test the hypothesis that 73=0. Some asymptotic tests based on 
the log-likelihood function L can be applied to this problem, for 
example, the likelihood ratio tests. In recent years’ some authors 
Investigating tests for variance heterogeneity in regression models 
which are equivalent to tests of constant dispersion in generalized 
linear models with normal distribution, Identical link for mean submodel 
and log-link for dispersion submodel suggested the use of score tests 
mainly because of economy in computing. Since the score statistic is 
constructed based on the null model with constant variances, namely, the 
classical regression model, it can easily be computed by standard 
regression software. Weisberg (1985) provided procedures for computing 
the score test statistic and gave two examples concerning tests of 
variance homogeneity with score tests. Cook and Weisberg (1983) 
discussed the score test for heteroscedasticity in regression. They 
conducted a simulation to compare the percentage points of the small 
sample null distribution of the score test and some other tests with 
2 
those of the at distribution, their large sample nul】 distribution. They 
found that the use of x^ approximation for the null distributions of 
those tests in small samples lead to conservation tests. That means the 
actual type I errors would be smaller than the proposed type I errors if 
- 3 -
2 
X approximations of the null distributions are employed. Chen (1983) 
showed that the score test is not very sensitive to the link function 
for the dispersion submodel. Aitkin (1987) described how to use simple 
GLIM macros for the modelling of normal regression models with 
non-constant variances. He introduced the use of wald test, score test, 
and likelihood ratio test for identifying the models. The conflict in 
test results among： the three tests can be observed from his paper. This 
may be because of the difference between the curvature of the likelihood 
function at null hypothesis and that at the maximum likelihood 
estimate(MLE) in a finite sample. 
Apart from the use in tests for heteroscadesity and building 
models allowing heteroscedasticity, tests for the dispersion parameters 
in generalized linear models can also be applied in other cases such as 
tests for overdispersions In loglinear models or logistic models where 
distributions such as Poisson and Binomial with variances depending only 
on the means are assumed by applying quasi-likelihoods. Moreover, the 
Taguchi methods which are proved to be successful in industrial quality 
control can be formed as generalized linear models and analysed by 
applying hypothesis tests on the dispersion parameters. In Taguchi's 
experiments, the main objective is to minimize the dispersion while 
holding the mean at the target value. To model Taguchi丨s experiments 
with a generalized linear model, let X contain manipulatable factors 
that might affect the mean and Z contain manipulatable factors that 
might affect the dispersion. The tests on dispersion parameters can then 
be applied to identify factors which affect the dispersion. By selecting 
appropriate levels of these factors, the variation in performance 
- 4 -
characteristic of a product can be minimized. 
Since the likelihood ratio test, score test and the Wald test 
2 
are asymptotically equivalent and have asymptotic X distributions under 
null hypothesis and non-central x distribution under general 
hypothes 
is， each of them can be applied for testing the dispersion 
parameters in generalized linear models and will perform equally well In 
large sample. Score test will be the most favorable since we only need 
to estimate the null model when constructing the test. The Wald test 
which is only based on the alternative model can also be used. The 
likelihood ratio test, in which the parameters under both hypotheses 
should be estimated, will consume more computing： time. However, the 
large sample behavior of the three tests does not hold in a finite 
sample. Therefore, it would be meaningful to study their finite sample 
behavior to determine which one would have better performances. 
In this thesis, we shall study these three tests for testing 
the dispersion parameters in generalized linear models and compare their 
finite sample behavior. In Chapter 2 the extended form of generalized 
linear models is considered and the estimation procedures for the 
parameters are presented. In Chapter 3 we derive the form of these tests 
and discuss their applications. A simulation study will be performed in 
Chapter 4 to explore the finite sample behavior of these tests for the 
commonly used models with normality assumption, identical link for the 
mean submodel, log link for the dispersion submodel and orthogonal 
covariate matrices with elements either 1 or -1. We shall compare the 
performances of the three tests mainly in terms of their powers and type 
I errors. Although the finite sample distributions of these tests are 
- 5 -
2 
not X -distributed, the test statistics will still be assumed 
2 
X -distributed. Powers, and type I errors are all obtained by comparing 
2 
their simulated values with x critical values because it is more 
convenient to use the x^ values of the three tests than to find their 
exact distributions in finite samples. 
For simiplicity’ we shall consider only cases where is a 
scalar and contains at least one component, and where contains 
more than one component and is a scalar. These cases are useful in 
model selections. 
From the simulation study we find that the three tests have 
different behavior under small samples and moderate samples. These 
results, combined with the computational convenience, may suggest the 
choice of tests under different situations. 
We shall also give an example to illustrate the consistence of 
the use of different tests in hypothesis tests and model selection 
problems in Chapter 5. 
Finally, conclusions and comments will be presented in Chapter 
6 to end this thesis. 
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Chapter 2 ： Generalized Linear Models 
§2.1 The Model 
Let be n independent random variables with means 
f^l’…’ f^ n and variances、2’.，.，、2, respectively. Generalized linear 
models are a class of models with the following two properties. 
(1) Probability density function of y. is given by the exponential 
family 
The log-likelihood can then be written as 
n 
^ = 1 沒 i-b(、）]+c(yi,、Pl-l)} (1) 
i=l 
where ^^'s are canonnical parameters. 
At _-, . 
Since (i) E(巧）=(^.p. 
⑴ ) 
we obtain 
"i = b(、） (2) 
= ^ i ' V / C / ^ P (3) 
where 
= b(沒土）. 
Smyth (1989) stated that when p. is unknown. (1) defines a linear 
- 7 -
exponential family only if 
c(y,似p一 1) = 
for appropriate functions a, s and t. Therefore, our later discussion 
will be based on the following form of log-likelihood: 
n 
L = I I 厂Vt(yi)}. (4) 
i=l 
Barndoff-Nielsen and Blaesild (1983a) showed that a must be the inverse 
function of b and therefore 
Blaesild and Jensen (1985) showed that among the univariate 
distributions only normal, inverse Gaussian and gamma distributions have 
log-likelihood of the form (4). For handling generalized linear models 
with other distributions, quasi-likellhood methods which employ only the 
information of the first 2 moments can be applied. 
Smyth (1989) also suggested a and s be chosen such that 
ya(y)-b(a(y))-a(y) = 0. 
If we let 
= 似 - b(权 i)-a(yi)] i = 
and call them deviance components, (4) can be presented as 
n 
L = I { 臺 厂 l ) ] + t ( y i ) } (5) 
1 = 1 
which has a similar form as (1). In fact, if we let d^ be the 
observations and -p."^ be the canonical parameters, with . fixed, (5) 
defines a loglikelihood of an exponential family with constant 
dispersion parameter 2 and from (2) and (3) we have 
- 8 -
E (〜 ) =々 (； - ; ) =—厂 1) = V 
jp 
Var(di) = ~ = p = 2u ). 
) • 1 1 1 1 1 
Therefore, this so called dispersion submodel has the form of a 
generalized linear model with constant dispersion parameter, 2. 
(2) The linear predictor and link function: 
The linear predictor for the mean is 
P 
j=l 
where 广=(夕^ ""々p) 
「 V : "ml 
X'=[x ,…， x ] = • • I 
1 n • 
• • 
'-X X J 
pi pn 
The linear predictor for the dispersion is 
q 
3 = 1 
where 7'=(7 , . . . ,7 ) 
1 'q 
「z 7 1 
：11 . fin] 
Z'=[z ,…，z ] = • • : • 
•i n • • • 
Lz z 」 
ql qn 
The two covariate matrices X and Z are known and fi, 7 are unknown 
paremeters. Usually, x . a n d z.'7 are called linear structures. 
The dependence between the mean or dispersion and their linear 
predictors is presented by the use of link function g and h: 
.)=J7.=x. 
- 9 -
where g(- ) and ) are monotonic, differentiable functions. 
§2.2 Estimation of the Parameters 
In generalized linear models, ^ and 7 are estimated by their 
maximum likelihood estimates(MLE). Usually, an MLE has no explicit form 
because of the complexity of the log-likelihood. Therefore, they are 
computed iteratively by the scoring iteration: 
r 乃 1 r ^ L d L . 
r n 「 W W J M r 「 1 ^ 1 
- p .E Y 
- M + 1 - ^  - i ‘ J ^ '々L 会； 
J 1 ] . J W ^ 7 W r ..办 Jj 
J 
Now, 
E f 汽 、 
n 
= - I I ‘ (X. ‘ (z. '7)E(y .-A . )x.z. • = 0, 
i=l 
dL V -1, 、卯 i 








where W = . ^  . ^ "^ i/(；^ p } 
- 1 0 -
厂c -
=diagikili.fa.^r^ ( diag(c i.. 0 ) 
1 1 1 0 . C 
rH 
If we let f{5.) = h(p.) 
• 1 dfiS ) . 
and therefore = - j — = f {S .)u .{S 
Pi 
then ^L Y dr^i 谷平 
^ " 2 Z Ti 
i=i 
_ 1 Y ^r^i 场 i ) 
= 2 L " 7 T " T h T O ~ ¥ r 
n 
= 1 1 仏 ( 、 ) r i z i 
i=l 
=Z'Vj/, 
r ； 1 ^ 0 h 
I州7丨-
1 € 卵i . 1 
1=1 1 
n 
i = l 
= - Z'VZ, 
where V = diag[2f . . (^p 
Therefore, we can estimate fi and 7 iteratively by 
“p 1 r p 1 r (x 'wx)"^ 0 1 � x 'wf -
h」 j + i L r」j ^L 。 （z,vz)-i J . z'vv J . 
The scoring iteration for 0 and j can then be written as two seperate 
- 1 1 -
parts： 
Since fi = (X'WX)."^(X'WX). 
J J J J 
A N D 7 J. = ( Z ' V Z ) 厂 L ( Z ' V Z ) J 7 J ’ 
the seperate scoring iterations for mean and dispersion submodels can be 
written in the form of weighted least square calculation if we let p =1, 
J 
乡 = (X'WX)厂 
=(X'WX)."^(X'Wr ). 
J 1 J 
=？凡,7、 
=(Z,VZ),l(ZiVr2)j 
where [• • . ) ( 丫 广 “ 丄 ) , •..] 
Hence, we can estimate 々 and 7 alternatively by scoring iteration in the 
mean and dispersion submodels. 
In this thesis, alternate iterations 
〜 1 (仏） 
〜 1 = 
are applied where informations can be used as soon as possible. Smyth 
(1989) suggested the following starting procedure： 
(a) fit the mean submodel, starting from and p .=1, 
(b) fit the dispersion submodel, starting from c? =d 
广i i • 
The iterations are continued until both and are less than an 
arbitrary selected small value such as 0.0001. 
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If only first and second moments are specified, fi and 7 can be 
estimated by maximizing： the quasi-llkelihood. Smyth (1989) stated that 
consistent estimation of 7 is based on the squared Pearson residuals 
I A A 
with E(d.) = and that p and 7 can be computed by solving： L1=O and 
.I P 
L^=0 where 
• I 1 1 1 
L 夕 = x ' d i a g j > i 〜 - " ( / ^ i ) ](y-/0 
r f i ] 「户11 , 「 「 M 
where y= ； •• d = • , ” ： • 
fi d a L n 」 L 产n」 nJ ^^ J 
If the underlying distribution is normal, } and 7 are also MLE because, 
•， 一 1 1 1 
= L . 
r 八 A 
For other distributions, fi and 7 are consistent under second moment 
assumptions since L卢 and 〜 h a v e zero means. 
The quasi-information matrices are: 
=XidiagOiP 厂 
I;--‘;,） 
Here, we have Var{L^) = I^ but V a r ( y may not be equal to I; since no 
assumption is made on the variance of d: Moreover, ^ and 7 are 
- 1 3 -
. ..I 
quasi-orthogonal since E(L")=0. Therefore, estimates of fi and 7 based 
on quasi-likelihood can be obtained by alternatively using scoring 
iteration in the mean and variance structures similar to the computing 
of MLE except that the function we maximize is now the quasi-likelihood, 
that is， 
where W = diag[^ . p . '^i/(；^.) ] 
l y = [. . . ,“"i)(yi-/ii)+g("i),.…] 
- 1 4 -
Chapter 3 ： Tests for the Dispersion Parameters 
§3.1 Three Asymptotically Equivalent Tests based on MLE 
After the extension in generalized linear models, the 
dispersion parameters are allowed to depend on a linear predictor z^'7. 
、 We are interested in testing the hypothesis H : 7 =0 where 7 ‘ =[J ‘ ,7 ‘] 
O ^ 1 2 
is a partition of 7. 
Three asymptotically equivalent tests based on the MLE are 
commonly used. They are the likelihood ratio test(LR), the score 
test(S) and the Wald test(Wd) . Under H。，all of them are asymptotically 
distributed as the chi-square x , where r is the dimension of 7 • 
r 2 
The likelihood ratio test statistic is given by 
LR = 2[L(&,;“) 一 L(&’;o)] 
where 存q’ are MLE of fi and 7 under , 
fia, are MLE of and 7 under H。. 
The score test statistic is based only on the MLE under H and 
o 
is given by 
q _ pL 1 ' (r T T -IT 、-1「九"1 
「 d h d h . 
Where I 小 ! - ^ ^ 
y , 々 . , 々 
L 〜 办 7 2的2 
- 1 5 -
and vectors or matrices in which parameters are estimated by the MLE 
under H will have subscript . 
o o 
Wald test statistic, on the other hand, depends only on the MLE 
under general hypothesis, and is given by 
Wd = [l22-l2lIli、2](^;2Q 
where matrices in which parameters are estimated by the MLE under H UH 
o 1 
will have subscript Q. 
Under H。： 72=0» we have the following large sample results : 
( I N ： a -1「九 _ ⑴ 了2^] 一 122.1 IT , 
L ' 2」o 
1 / 2 A 1 
⑵ r ^ O — N[0, nl22.i-l]’ 
/o r/?r 1 3 • d . 
(3) n - " 2 [ | f j。一 _ ’ n 、 H ] ’ 
⑷ i ； ^ [ l y [IrJ 
if L o^ ' 2-' o 
where = ^22-^21 
r is the dimension of 7 
a ^ 
u = V means that u and v are asymptotically equivalent 
a.d. 
u — D means that the asymptotic distribution of u is D. 
On the other hand, under the local alternatives H ； f fo, we 
1 2 
still have 
LR = S = Wd 
and the three tests have asymptotically non-central ；^^  distribution with 
degree of freedom r and noncentral parameter 
^ = V I 2 2 . i V 
Because of the asymptotic equivalence in both null and 
- 1 6 -
alternative hypothesis, the three tests on H ：7 =0 have the same size 
and power and perform equally well in large samples. 
Since 
n 
1 = 1 . 
dL 1 V 
2 丨"I r -1 
where Z' = = [z z 1 = In 
2 I 1 N J , 
L 2 J 1^21' 
Z 'VZi z / v z j 
I = - E ( ^ ) = Z'VZ = 1 1 1 2 
K ' v z i z^'vzj 
and hence = Z^'VZ^-Z^'VZ^(Z^'VZ^'VZ^. 
the three tests for H^rr^^O have the following form: 
n n 
i=l i=i 
S = Y V。 Z 2 [ Z 2 ' V。 V Z 2 ’ V。 W V。 Z i ) - l Y V 2 r \ ’ V。，⑴ 
Wd - 7 - [ Z 2 、 Z 2 - Y V n V Y V D V - \ 、 Z 2 ] 7 ； ^ (8) 
where a function u in which the parameters are estimated by their MLE 
under H^ is denoted i；。. If the parameters in u are estimated by their 
MLE under H^UH^ , u is denoted 
The value of these test statistics can easily be obtained from the 
scoring iteration for the MLE. 
Since only normal, inverse Gaussian and gamma distributions 
have log-likellhood (4), we would like to have further insight into the 
form of the three tests with these specific distributions. 
- 1 7 -
(1) Normal and inverse Gaussian: 
For the normal distribution, we have 
沒i ” i 
a(y.) = y.^/2 
"(Ai) = 1 
Ttierefore’ d. = 2 ^ 
^ i l l i 1 
f . = 似 . [ 2 
^ 1 1 1 
2 
E(di) = = 似 = Pi 
Var(d ) = 2uA6.) = 2u .^(r = 2ip , 
i 1 1 1 1 ^ 1 
For the inverse Gaussian distribution with mean n . and variance 
= -(- 2 夕，）"2 = 丄 
1 1 fi, 
s ( - V i — l) = 〜） 
D 2 
di = 2 = h h 
E(d ) = S. = y J . = a, 
1 1 1 1 1 
Var(d.) = 2u.((^,) = 
We can see that for both distributions, d.^p.Xy and s(t) = log(::|) ’ 
and therefore both have 
- 1 8 -
V = diag[2fi(j?i)〜-1 
W = diag[,i2“/ii)2]-l. 
The three tests will have the following form: 
For the normal distribution, 
LR - Y llldlo^l l l d j ^ ] V r, ^ 2 ^ 2 
i=l ^io i^fi i=i 
For the inverse Gausssian distribution, 
之 I T ^ ] : 2 I [ 1 0 〜 - 1 0 〜 . 
For both distributions, 
S = VAVOZ2[Z2，VOZ2-Z2.VOZI(ZI.VOZI)-1ZIVoZ2]-1z2,Vo7o 
and 
with 
If the link function for dispersion parameters h is logarithmic 
which is usually adopted in models with normal distributions to ensure 
positive variances and the first row of Z• is [1,... ,1], then 
？ P I 
V = diag[|]. 
From 
n n 
dL I R I V 
i=l i=l 
which means 
- - ^ 
“ A A 
n , n , 
V i^fi V io 
2 - ~ = 2 - ~ = n, 
we obtain 
n 




with = [ . . . . ^ - 1，..。], 
If the design matrix Z' has the property that the first row is 
[ 1 ,…， 1 ] and the rows are orthogonal to each other, we will have a 
further simplified form of the three test statistics. That is, 
where 7 is the first element of 
101 ‘lo 
70j is the first element of Jq , 
r n 
1 V -1 V 2 
= 2 Z V r . j ^ Z Zq 刊 ’ A)i) 
j=l i=l 




t = y z 2 
q-r+i一 Z Zq-r+i,j, 
j = l 
= i y t ； 2 
2 L q-r+i‘q-r+i• 
i = l 
Moreover, if we let 




V = 一 t 7 
j 2 q-r+j'q-r+j' 
then u^ ,Ur are asymptotically i.i.d. x^, 
Vi,...,Vr are asymptotically i.i.d. X y 
and u. = r 
2 2 "A 丄 , 
r r 
Therefore, u. and Wd=J v. are both sums of asymptotically 
i=l i=l 
independent variables, each of which corresponds to a test of one 
element in We can see that v.'s are invariant for different choices 
of components of 7 is unchanged and u.'s are invariant for 
different choices of components of if is unchanged. These are the 
advantages of stepwise selection of models. 
⑵ Gamma distribution： 
For the gamma distribution with E{y^)=fL,, 





• i ) = 〜 
u . 
1 
di = N — - i o《 
- 2 1 -
Var(di) = = .p .] 
where is the digamma function. 
We can therefore use the tests (6), (7), (8) with the above functions 
for models with gamma distributions. 
§3.2 Application of the Tests for the Dispersion Parameters 
(1) Tests for constant dispersion: 
Classical regression analysis is based on the assumption of 
constant variances of the error terms. However, we always find that this 
assumption seems to be violated and the variances seems to depend on 
some factors. These factors may be those influencing the means, that is, 
the members of the X covariates, or may be other factors which are 
independent of the means. We can detect the violation by constructing a 
test for constant dispersion in generalized linear models with normal 
distribution and identical link for the means. 
In this case, we test H。： 7^=0 with where is a 
scalar and the first row of Z' is [l’...l]. are set to be 1 for 
convenience. Under H . 
o 
h ( 、 2 ) ” i 
2 - 1 
= h (下1) = constant. 
In practice, log link is always used, that is, under H 
o ’ 
l o g、 = 
and r^ = exp(7^) 
- 2 2 -
while under the general hypothesis, 
2 
Therefore, depends on the factors specified by the covariates of Z. 




where T^, = log[；^  J； (丫厂又！’^)"], 
i=l 
s = ^ ' [ V Z2-Z2 V • V - V Z2 ] - V 
o 
n 
where C = J [ (V-x . , 
i = l 
叫 ; W Z 2 - Z 2， Z I ( Z I、 ) - 1 Z i . Z 2 ] 7A 2 0’ 
f\ 
each of which has asymptotic Y under H 
q-1 o 
If the value of the test statistic is greater than the 1-a quantile 
2 
^q-1,Ct* we reject the hypothesis of constant dispersion. 
The above problem has been studied by a few authors. Breusch and 
Pagan (1979) suggested the use of score test because one only needs to 
estimate the parameters by the method of ordinary least squares when 
applying score test for tests of constant dispersions, Breusch and Pagan 
(1979) and Cook and Weisberg (1983) have studied the finite sample 
properties of the score test mainly by examining its type I error and 
the percentage points of its null distribution. From their papers, we 
observed that the use of approximation to the score test may lead to 
a conservative test. The type I errors and the percentage points of the 
- 2 3 -
score test statistic are slightly lower than the corresponding 
theoretical values. 
(2) Building regression models with nonconstant variances. 
When heteroscadesity exists, Aitkin (1987) suggests the 
modelling of variance heterogeneity in normal regression models rather 
than stablizing the variances through transformation. That is, variances 
are allowed to depend on some factors. The model would then be 
y ^ = X . 
with Var{e^) = u ^  = exp(z^'7). 
The three tests can then be used in model modification. 
In his example of the Minitab tree data, we find that values of 
the Wald test are tend to be the largest while those for the score test 
are the smallest. Sometimes conflicts exist among the three tests. He 
comments that this may be because the curvature at 7 is different from 
o 
that at 7Q. 
This type of models can be applied to model Taguchi ‘ s 
experiments in industrial quality control. The main aim of Taguchi,s 
experiments is to minimize the variation while keeping the mean at the 
target-value through selecting appropriate levels of controllable 
factors. To model Taguchi's experiments with the above regression model 
with nonconstant variances, let 
/^ i = X. 
2 
、 = e x p ( z ^’ 7) 
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where the rows of X ' = [ x ^ , . . . r e p r e s e n t s the factors affecting the 
mean and the rows of Z'=[Zj z^] represents the factors affecting the 
dispersion. Both X, and Z' are orthogonal matrices with [1,…，1] as the 
first row and other rows consisting： of elements either 1 or -1. Tests on 
^ and 7 can then be performed to indicate those factors that have 
significant effects on the mean and dispersion, that is’ those factors 
correspond to components of ^ and 7 which are significantly different 
from 0. After the model is identified, appropriate levels of 
controllable factors affecting (r ^  are selected to minimize the 
dispersion. Then the levels of factors affecting the mean but not the 
dispersion are set so that the mean is equal or close to the target 
value. 
(3) Tests for over-dispersion: 
When analysing polytomous data with generalized linear models, 
distributions such as binomial and poisson are assumed and the error 
variances are dependent on the means. However, over-dispersion (or 
under-dispersion) in which variances are larger (or smaller) than the 
proposed variances which depend only on the means are sometimes 
observed. We can model data with over-dispersion by considering 
dispersion parameters ip^ to be dependent on a linear predictor z^'7. 
Tests for the dispersion parameters can then be applied to test for 
over-dispersion and detect factors with effects on over-dispersion. 
In this problem quasi-likelihood which is only based on the 
first and second moment assumptions are applied in parameter estimation 
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M 
and test statistics construction. In parameter estimation, we find 
maximum quasi-likelihood estimates with procedures similar to those for 
finding MLE except that quasi-1ikelihoods rather than likelihoods are 
used as objective functions. 
Smyth (1989) states that if g and h are smooth, -ll, ‘ and 
n p n 7 
I . I 
-Var(L^) have positive definite limits and if y has finite third to 
sixth moments, then 
-1/2 •' D 1 ‘ -1/2 
n L々  “(O’"^y+Op(n 
n 〜 - f i ) 2 N(0’nl广V0p(rr"2)’ 
-1/2 • ‘ D 1 . ‘ -1/2 
n 、、 0 , " ^ V a r ( y )+Op(n 1"), 
n^^^r 一 7) = _’nI;-lvar(L;)I;-l)+0p(n-l/2). 
Similar to tests based on MLE, we have the following results: 
Under H : 7 = 0 and 
o '2 
C=[0,E^] with rx(q-r) zero matrix 0 and rxr identity 
matrix E , . 
r 
‘ 111 ^12 
1 = 
7 I I 
‘ _ 21 22 
J'-l = Jll Jl2 
7 一 2^1 2^2 
Var(L ) = 0 O , 
飞 ["21 "22J 
we have 
⑴；20 = ( I 2 2 - I 2 1 I 1 1〜 [ I r J - J22 [ I f , 
A a.d. 
(2) TgQ — N(0’A) 
where A = CI "^Varfi')I‘ 
r T r 
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•dj. a.d. 
⑶ U T N(0,B) 
whe^ re B = 
= « i l i 「 V I 2 1 I 1 厂 V I 2 1 I 1 1 - V l i 、 2 ’ 
⑷ 2[L,(“)-r；(、,;。)] e ；么《1;沿 i _ 、 - i _ 二 . 4 . 
L ' o ' 2-' o 
In particular, for ipunder H。:了=0, we have 
m T 5 T'-1「々L'l 
^ a.d. I I I 
(2) T q — N(0,I了一 
「九'1 a.d. , 
( 3 )石 — N ( 0 , V a r ( L )), 
L ' J O 了 
(4) 2[L'(‘;^’(?。’0)] = ； ( i l > ^ “ ; )〜 ; 
a p L ' l ' v . w f R L ' I a.d. 
- W o V a r ( 、 ) 。 [ 〒 j 。 一 V 
Notice that the explicit form of L'IS not always available and therefore 
the form of the likelihood ratio test may not be available. Moreover, if 
we have only information on the first two moments, we do not know the 
form of S and Wd because we have no idea about Var(d^). under the 
over-dispersion aassumption. 
In log-linear models, y. ' s are assumed to have the Polsson 
distribution with = Var(y.) = /i . and 
Si/i^) = log(/f.) = X. 
^ (/^) = /i. and (si = 1 , ip . = 1 . 
丄 丄 1 i 
If over-dispersion exists, E(y )9tvar(yJ and we denote 
丄 1 
Var(y^) = p^ /i^  
where = z^'7. 
Therefore, 
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• ‘ - 1 
= X'diag[|7^ ]{v-fl) 
where d . . "^y.-/i.) ^  is the component of d'. 
If no over-dispersion presents, ^.=1 and it is suitable to set 7=0 to 
represent the absense of effects that may be reasons for 
over-dispersion. In particular, if we let 
H ( P I ) = L O G ^ . = Z ^ ' 7 
then L; = 
I; = X'dlag[p.~Vj]X 
I ; 十 Z 
Var(L^) = Z'diag[2^.]~^Var(d')diag[2^.]"^Z. 
Under H^:7=0 ’ie., no over-dispersion, 
S = (d^-l)'Z[Z'diag(-xJ-+2)Z]"^Z'(d'-l) 
(i. o 
“(v -a n n / A 、2 
i=l ^io i=l 抖io i = i f^io 1 
1 A A 
Wd = 57[i(Z'Z)[Z'diag(PiQ)-lvar(d^)diag(Ljj)-lz]-l(Z'Z)、. 
However, Var(d^) and therefore Wd are not available without the 
assumptions on higher order moments. Under the null hypothesis of no 
over-dispersion, the value of S which only depends on the null model is 
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Chapter 4 ： Finite Sample Study of the Three Tests based on Simulation 
§4.1 Introduction 
Score, Wald and likelihood ratio (LR) tests are three 
asymptotically equivalent statistics based on likelihood functions. Each 
of them can be applied to test the dispersion parameters in generalized 
linear models. Under the null hypothesis that 7 =0, the null 
distribution for all of them is x^ where r is the dimension of 7 , and 
r ‘ 2 




Because of the asymptotical equivalence of these tests, some authors 
suggested the use of score test for its computational convenience, 
especially for the test of heteroscedasticity. Generally, both the score 
test which needs only the estimates under H^ and the Wald test which 
needs only the estimates under the general hypothesis require less 
computing time than the LR test which employs estimates under both 
hypothesis but do not need the calculation of the first and second 
derivatives of the log-likelihood. 
However, the finite sample behavior of the three tests is not 
the same. Many authors studying the three tests in various problems by 
simulations stated that the score test tends to be conservative If it is 
assumed to be distributed and a tendency that the corresponding test 
statistics may follow the inequalities Wd > LR > S in many cases. For 
example’ Berndt and Savin (1977) showed that for tests in the 
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multivariate linear regression models, Wd > LR> S is a systematic 
numerical relationships. For general situations, however, we cannot show 
that inequalities exist systematically between the values of the three 
test statistics due to the complicated forms of the likelihoods with the 
two link functions. But. we can detect the average behavior of the three 
tests in finite sample by a simulation which is what we shall do later. 
Peers (1971) derived closer approximations of the finite sample 
distributions of the three tests and compare the power of them based on 
these finite sample distributions. He showed that no test is most 
powerful under all situations. Lawley (1956) provide a method for the 
improvement of LR statistic based on the knowledge of the moments of LR, 
that is, multipying LR by some value such that the new statistic has 
approximately the same moments as the x^ distribution. However, the 
comparison of powers of the three tests based on their own finite sample 
distributions cannot provide us any information as these finite sample 
distributions cannot easily be derived and therefore y^ distribution is 
still used for the three tests in practice. The improved LR suggested by 
Lawley is not easy to compute in many cases and different adjustments 
are needed for different situations. Therefore, we prefer to pay 
attention to the use of the ：^^  distribution as the approximate finite 
sample distribution of the three tests and conduct a simulation to 
compare mainly the powers and type I errors among- them because the use 
of the 义 distribution for the three tests is more applicable in 
practice. 
The simulation study will be based on the models with normal 
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distribution, identical link for means and log link for dispersions 
which are often used in practice. For simplicity, we will only adopt the 
orthogonal design matrices X and Z with [1 l]' as their first 
columns and the elements of the other columns consisting of 1 and -1. 
Therefore, the simulation is based on the models which are used in 
TaguchiIs experiments. Since it is desired that the number of trials be 
as small as possible in Taguchi‘s experiments, test statistics based on 
small samples are of interest in the analysis of Taguchi's experiments. 
Therefore, the simulation results will provide recommendations on the 
use of test statistics in finite sample. 
§4.2 The Simulation 
In this simulation study, the model will be: 
y. 2 i=l,...’n 
with /f .=x. 
'7 
, . . . ， 
where the first columns of X and Z are both [l,...’l]丨 and the elements 
of the other columns consist of 1 and -1 such that X and Z are both 
orthogonal matrices. Then for H : 7 =0, 
o ‘ 2 
〜 L F Y N ( V X 力 2 1 
、 2 n L ； Z ~ — " ‘ 
Li=l 汉io 」 L i = i "io 」 
N A A 
Wd = — 7 ' 7 . 
2 ' 2' 2 
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2 
The three tests have asymptotic x^ distribution under H and asymptotic 
2 
X^ I under local alternatives where - 7 '7 . 
r，/! c c ^ 
We will study the performance of the tests for the following 
situations with 7=[7'’ 7']’： 
Jl w 
(1) Tests of constant dispersion: 
In this case, is a scalar and can be a scalar or vector. 
Then H^： 7^=0 is equivalent to the null hypothesis of constant 
dispersion. 
(2) Tests on the components of 7： 
In this situation, is a vector and is a scalar. Now the 
dispersions under H^ are not constants and we want to test whether some 
of the components in 7 have no effects on dispersions. 
Under each case, fi Is fixed to be [15,-1,1.2,0.5] and X is 
chosen to be a fixed matrix satisfying our conditions. We shall conduct 
the simulation study with four different sample sizes, viz., 
n=16，32,64’128. The orthogonal matrix Z is arbitrarily chosen so that 
its first column is [1, . . . , 1] ' and the other columns consist of 1 and 
-1. Columns in Z may be the same as or different from those in X. 了丄 
will be a fixed vector with dimension 1 in situation (1) and dimension 1 
or 3 in situation (2) in our simulation study because we found that 
different choices of would not have apparent effect on the result. 
After the parameters are chosen as above, the simulation is 
conducted as follows: 
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(1) Selection of To compare the performance of the three tests of 
HO:72=0. We shall set to represent the case when H^ is true and 
7 =0.2’ 0.5, 1.0 to represent the cases when H is false. For the tests 
^ o 
of constant dispersion, we shall also let be a vector of dimension 3 
and the values are set to be [0,0,0] for the case with true H and other 
o 
three dimensional vectors containing non-zero components (with values in 
the set (0.2, 0.5, 1}.) for the cases with false H . 
o 
(2) Generating random samples: For each selected values of the 
parameters, we generate 1000 random samples with the distribution 
(3) Conducting hypothesis test: For each random sample, we estimate the 
parameters and compute the values of the test statistics for the tests. 
For each test, we compare its value with the critical value of y^ at 
significance level a where a is set to be 0.25, 0.1, 0.05, 0.025, 0.01 
to determine whether the hypothesis 7 =0 is rejected. 
(4) Computing powers or type I errors and other values: Proportion of 
rejection at different a level in 1000 random samples are computed and 
are used as estimates of powers if y^^O or estimates of type I errors if 
二0. The average values and standard deviations of the tests as well as 
the parameter estimates are also computed. Moreover, the average value 
of the observed information matrices under H。 is computed and this value 
is found to be quite different from the information matrix if H is 
o 
false. Moreover, the numbers of times the value of a test, say S, is 
larger than the value of another test, say Wd, are counted. These counts 
and the average values of the tests show us whether systematic 
difference tends to exist among the tests. 
• i 
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§4.3 The Results 
Part of the simulation results which are sufficient to 
illustrate what we found are listed in Tables I.l-6(n=16), II.l-6(n=32), 
III.l-6(n=64) and IV.l-6(n=128) (Page 45-68). From the simulation 
results，we observe the following： points: 
(1) There is a tendency that Wd>LR>S in various situations and this 
sometimes causes conflict in conclusions among tests, especially when 
sample size is small. We find that the estimated means and variances of 
Wd are always larger than the mean r and variance 2r, respectively, of 
2 
the corresponding x^ distribution when 7^=0 and larger than the mean v+Ji 
and variance of the corresponding x i distribution when 7 A o , The 
r»^ 2 
means and variances of LR have similar behavior like those of Wd when 
72=0 but will become smaller comparative to Wd when 了之和.The score 
test, on the other hand, always has means and variances smaller than 
2 p 
those of Xj, ^  when y^^O and smaller but close to those of x^ when 7^=0. 
But if the sample size is large’ the differences among these tests are 
not significant and the means and variances of them are close to those 
2 
of the assumed x distribution, except for the cases when values of 7 
are far from 0 in which the means and variances of the score test are 
smaller(see Table III.4) 
(2) When the sample size is small，as we see from Table 1.1 to 1.6 for 
n=16, the Wd and LR tests tend to have large values and lead to the 
rejection of H。 no matter whether H^ is true. Therefore, both the type I 
errors and powers of these test are large. However, the values of LR are 
always much smaller than those of Wd and their type I errors, although 
larger than the a values, are significantly less than those of the Wd 
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test( for example, Table I.1 shows that the simulated type I error of LR 
test at a'=0.05 is 0.27 while that for Wd is 0,509) and is therefore a 
more reasonable test than the Wd test. The large type I errors of the Wd 
test, especially for the case in table 1.5 where 72=[0,〇，0]' with type 
I error equal to 0.855 when ff=0.05, make it a very poor test in small 
samples. The large values of Wd may be caused by the use of the 
A 
asymptotic variances of j t h e diagonal elements in the inverse of the 
information matrix) which are significantly smaller than the estimated 
A 
variances of obtained from the 1000 random samples when the sample 
size is small. 
However, when the sample size is moderate (n>32), the 
performances of both Wd and LR tests have significant improvement. Their 
type I errors’ although still larger than a, are now close to a. But the 
type I errors of Wd in tests of J^ with dimension 3 would still have 
large type I errors when n=32, as seen in Table II .5. The reasonable 
type I errors of Wd and LR tests for large sample sizes, coupled with 
their large powers’ make them suitable tests when sample sizes are 
> 
moderate. 
(3) On the other hand , the score test, as indicated by some authors, 
tends to be a conservative test. When the sample size is small, the test . 
values of the score test are always small and are therefore insensitive 
to the alternative hypothesis. From the simulation results for n=16, we 
can observe that the type I errors and the powers of score tests are all 
small and its average value computed from 1000 random samples when H is 
o 
2 
true is smaller than the mean of x^ .- We suspect that this is caused by 
the difference between the observed information matrix under H^, ie., 
the curvature of the likelihood under H。，and the information matrix 
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when H is false. Therefore, we shall consider the ‘modified score test‘ 
o 
S‘ in which the information matrix is replaced by the null observed 
information matrix. The modified score test S‘ is defined as 
r n , ,2、2 -1 ‘ r n . v2 n 
1 Y (yrXi’々o) : D-i Y ( 〒 i ^ o ) : 
^ "2 Z ~ ^ 2 2 - 1 L ; 2 
Li=i io J Li=l io J 
^ , v l ^ i Z i i o ^ ' K i ^ i i ' 
W H E R E D = ) ~ - " ^ ― . 
(T. 2i li 2l 2l 
1 = 1 JLO J 
S‘ is expected to be close to S if H^ is true. Otherwise, It may be 
quite different from S. From the simulation result，we find that for 
small sample, the type I errors of S‘ are always closer to the ff values 
than those of the score test, and the powers of S‘ , although still 
smaller than those of Wd and LR, are also greater than S. Therefore，S ‘ 
may be an appropriate test for dispersion parameters when sample size is 
small. 
(4) When sample size is large (eg. n>64), the performances of the tests 
are similar. But the Wd test still has type I errors slightly higher 
than a while its powers are usually largest among the tests. The score 
test is still a conservative test and its alternative form S ‘ has 
slightly higher powers than it. Accordingly, different tests will be 
preferred in different situations if sample size is large. If we need a 
test which is powerful to indicate factors affecting the dispersion in 
situations such as Taguchi‘s experiments mentioned in Chapter 3， the 
Wald test is perhaps the first choice. However, if we prefer a test with 
type I errors not larger than the asymptotic ot values, score tests may 
be a good choice. S‘ would not be used to replaced S when sample size is 
large because it is not convenient to compute S ‘ . We would preferred S ‘ 
only when sample size is small or moderate. 
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Apart from the above considerations, the convenience in 
computing S or Wd also makes them good tests. They are particularly 
convenient in model selection procedures in Taguchi's experiments. The 
LR test will usually be selected when the first and second derivatives 
of the likelihood function which are necessary in constructing Wd and S 
are not easily obtained. 
(5) Since the Wald test has type I errors slightly larger than a when 
the sample size is moderate, we would set smaller a values when applying 
the Wald test to ensure that the actual type I errors of Wd are not too 
large, especially when is a vector since Wd will then have apparent 
larger type I errors. From Tables II. 1 to II.6 we observe that the 
powers of the Wd test with asymptotic type I error a are always larger 
than those of the other tests with asymptotic type I error a ‘ slightly 
larger than a. 
On the other hand’ when the score test Is applied for moderate 
sample, we may set a larger (x level because it is a conversatlve test 
and the slightly larger a level will enable it to have a large power. 
(6) Although only orthogonal design matrices X and Z with elements 1 and 
-1 are considered in this simulation study, similar results also hold 
for X and Z which are not necessarily orthogonal but linear dependence 
among columns is slight. 
- 3 7 -
Chapter 5 ： An Example 
Aitkin (1987) illustrated the use of the regression model with 
nonconstant dispersion to model the Minitab tree data(n=31). One of his 
suggestions is to use a linear model in logH and logD for the mean and a 
quadratic response surface model in logH and logD for the dispersion, 
while the dependent variable is logV. Here, 
V: volume of useable wood in cubic feet 
H: height in feet of the trees 
D: diameters in inches of the trees at a height of 4.5 
feet from the ground. 
If we let Y=logV, x^=logH, x^-lo姊，z^=logH, Z3=(logH)2 and 
Z4=(】ogD)2’ the model will be 
= 1=1,...,31 
where M o +々 l、 i + V 2 1 
】 。 < = V V l i ” 2 Z 2 , V 3 i + V 4 i . 
After conducting hypothesis tests on the dispersion parameters, he 
suggested that in the final model 
^ V ^ g i o g D ^ n ^ d o g o p ^ 
Now，we use all of the four tests studied in Chapter 4 on 
dispersion parameters to conduct model selection for this set of data. 
Assuming the mean submodel is the true one, we apply the backward 
elimination on the dispersion submodel, starting from the full model 
with 7 = 1 7 ^ , • That means, we perform hypothesis tests on 
each of the four parameters in r except r,• For each test statistic’ if 
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the smallest test value for the four parameters is larger than the 
critical value of (^=0.05) , we adopt the current model； otherwise, 
the parameter corresponding to the smallest test value is dropped from 
the model and the procedure is repeated based on the reduced model until 
in© more parameter is dropped. 
Since the finite sample behavior of the tests are not the same, 
we may or may not obtain the same final model from the uses of different 
tests. Therefore, the result of this example shows us something about 
the consistency of the conclusions from different tests. 
The tests proceed as follows(;(f^ = 3.84): 
^ 1，0•05 
⑴ fi = [-6.4313, 1.0911’ 1.9511] 
A 
7 = [-84.0751’ -42.8702, 127.0547, 5.2967’ -24.3075] 
Test values: 
� h h u 
S 0.0037 4.22 0.0043 4.48 
Wd 0.0210 28.37 0,0238 27.69 
LR 0.0088 12.26 0.0100 12.47 
S � 0.0059 11.99 0.0068 12.49 
Therefore, all tests indicate that should be dro卯ed. 
(2) fi = [-6.4488, 1.0959， 1.9499] 
A 
7 = [-173.4855, 0’ 124.5127, 0.3471’ -23.8346] 
Test values: 
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S 4.31 0.24 4.50 
Wd 32.01 0.70 31.30 
⑶ 14.86 0.41 14.94 
S丨 14.09 0.36 15.04 
Here, all tests indicate that 73 should be dropped. 
(3》fi =[-6.3897, 1.0795， 1,9546] 
A 
^ =[-180.1365, 0, 134.1370, 0, -25.5709] 
Test values： 
72 U 
S 4.70 4.89 
Wd 37.90 36.47 
I^ R 17,54 17.42 
18,80 19.50 




 . 3897+1. 07951ogH.+l. 95461ogD. 
】og%2=_i8o 1365+134.137】ogD 厂 25.5709(logDi)2. 
This final model is the same as that in Aitkin(1987). 
From this example, we find that although the values of the 
wald test are always extremely large while those of the score test are 
always the smallest, they do not lead to conflicting conclusions and all 
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lead to the same final model. As we have seen from the simulation 
results, if the sample size is not too small, the type I errors and 
powers of these tests do not have large differences. We should therefore 
choose the easiest computed test in the model building. However, the 
above also show that if ff is set less than 0.05, eg. 0.025’ the value of 
the score test in step (3) would suggest the elimination of 7 which 
would not be dropped if other tests are applied. Therefore, the a value 
should not be set to be too small when the score test is applied since 
this test is quite conservative. 
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Chapter 6 ： Conclusions and Discussions 
The extension of generalized linear models to include a linear 
predictor for the dispersion as suggested by Smyth (1989) brings in the 
problem of hypothesis tests on dispersion parameters in the linear 
predictor for dispersion. The score test, Wald test and likelihood ratio 
test for dispersion parameters based on the likelihood function as well 
as their practical use are studied in this thesis. We have also had a 
rough look at the tests based on quasi-likelihood. Since the three tests 
have asymptotically equivalent test statistics, we expect them to 
perform equally well in large sample. Therefore, the score test and the 
Wa】d test would be preferred to the likelihood ratio test because of 
their convenience in computation. However’ the three tests have quite 
different behavior in small or moderate samples because each of them has 
Its own finite sample distribution other than the ；^^ distribution. Since 
it is not easy either to derive their exact finite sample distribution 
or to modify them to become /-distributed, we turn to a simulation 
study on the finite sample behavior of them to see whether their 
performances are satisfactory in finite samples and which one would be 
the most appropriate test. 
The simulation study is only based on the models with normal 
distributions, the identical link for mean and the log link for 
dispersion because this type of models is the most frequently applied in 
practice and has been discussed in the literature. For convenience, the 
design matrices X and Z are specified to be those used in Taguchi's 
experiments. This is also because the sample sizes required in Taguchi-s 
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experiments are small. The simulation results show us that when the 
sample size is large, the performances of the three tests are not 
significantly different except that the powers and type I errors of the 
Wald test tend to be slightly large and the score test tends to be a 
conservative test. Therefore, the Wald test may be preferred in 
Taguchi^s experiments because it Is more powerful to identify the 
factors affecting dispersion. The score test would be chosen If small 
type I error should be ensured. Another suggestion is to apply the Wald 
test with a slightly smaller ff level than one needs and apply the score 
test with a slightly higher tf 】eve】 than one needs. When the sample size 
is small, the large type I errors of the Wald and LR tests and the small 
powers of the score test indicate that they are poor tests for 
dispersion parameters. S丨，the alternative form of the score test, is 
therefore recommended because its type I errors are close to the a value 
and its powers are larger than those of S. The only weak point of S' is 
that it is more complicated than S. 
Although the simulation study is based only on the orthogonal 
design matrices X and Z with elements 1 and -1, similar results still 
hold if the design matrices are not orthogonal but the linear dependence 
among the columns in each matrix is slight. 
In the simulation, we have only considered models with normal 
distribution. The results cannot be a卯lied to models with other 
distributions, and so it is worthwhile to study finite sample behavior 
of tests for models with other distributions which are commonly used. 
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Finally, the tests considered in this thesis are all based on 
the likelihood function and MLE. When the likelihood function or the 
link function is not correct or when the MLE are no longer good 
estimates of the parameters because of the high linear dependence among 
eolunms of Z, say, the performances of the tests may be poor. It is 
therefore desirable to develop tests which are robust to the likelihood 
function and the link function specifications and do not so rely on the 
values of the MLE. Moreover, since the finite sample performances of the 
three tests are quite poor, further study on their finite sample 
distributions and some simple improvements of their forms such that 
their distributions are closer to ；^^  distribution is needed to provide 
better test statistics for tests on dispersion parameters in small 
sample. 
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Table III.6 
Simulation result with H ： 7 =0 
o '2 
Sample size n=16 7' = -1 ^1 _ n 
广 1 了 2 一 0 
Estimated mean and standard deviation of r under H U H 
o 1 
MEAN -1.5404 -0.0498 
S.D. 0.4587 0.8853 




Average observed information matrix and its inverse for 7 under H 
o 
8.000 0.143 
-0.1343 8.000 0.0032 0.143 
Estimated mean and standard deviation of the tests 
Score Wa】d L.R. s^ 
MEAN 0.8018 6.2834 2.9497 1.1457 
S.D. 0.9838 7.1852 3.4608 1.9698 
Proportion of rejection of the tests under different ct-level 
仰 HA Score Wald L.R. ^ 
0.250 0.2090 0.7300 0.5740 0.2580 
••100 0.0600 0.5950 0.3760 0.1120 
0.050 0.0190 0.5090 0.2700 0.0630 
0.025 0.0070 0.4360 0.1980 0.0390 
^ ^ 0.0000 0.3470 0.1320 0.0260 
- 4 5 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=16 = -1 • = 1 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.5819 1.3235 
S.D. 0.5002 0.6956 




Average observed information matrix and its inverse for 7 under H 
o 
8.000 0.199 
3.620 8.000 -0.110 0.199 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s' 
MEAN 2.1290 17.8816 9.1813 4.7277 
S.D. 1.7473 13.8536 6.7856 7.5318 
Proportion of rejection of the tests under different ff-level 
A L P H A Score Wald L,R. ~ s ^ 
0.250 0.5880 0.9580 0.9190 0.6240 
CKIOO 0.3370 0.9290 0.8340 0.4440 
0.050 0.1970 0.9010 0.7680 0.3550 
0.025 0.0770 0.8650 0.7010 0.2900 
0.010 0.0080 0.8170 0.5900 0.2210 
- 4 6 -
Table 1.3 
Simulation result with H : 7 =0 
o 2 
Sample size n=16 yj = [-1 , 0.5, 0.75] 7' =0 
2 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.9091 0.7687 1.1702 -0.0980 
S.D. 0.5640 1.1814 1.1785 1.2797 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.7060 0.7232 1.0984 
S.D. 0.5097 0.9909 0.9700 
Average observed information matrix and its inverse for 7 under H 
o 
8.000 0.1499 
0.0003 8.000 0.0006 0.2551 
0.0007 -0.9891 8.000 -0.0002 0.0601 0.2569 
-0.2235 0.0328 -0.0070 8.000 0.0044 -0.0017 -0.0014 0.1866 
Estimated mean and standard deviation of the tests 
Score Wald l .R . ~ 
MEAN 0.8530 13.1646 3.2507 1.5905 
S’D. 1.1292 17.6297 4.3521 4.0098 
Proportion of rejection of the tests under different ff-level 
alpha Score Wald L.R. s丨 
0.250 0.2330 0.7910 0.5560 0.2950 
0.100 0.0780 0.6640 0.3960 0.1620 
0.050 0.0360 0.6010 0.3000 0.1040 
0.025 0.0090 0.5450 0.2240 0.0660 
0.010 0.0020 0.4870 0.1660 0.0450 
- 4 7 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=16 7' = [-1, 0.5, 0.75] 7’ =1 
2 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.8912 0.7885 1.2033 1.6136 
S.D. 0.5921 1.1589 1.1376 1.0414 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.3518 0.7072 1.0945 
S.D. 0.5972 1.0287 0.9996 
Average observed information matrix and its inverse for 7 under H 
8'000 0.1926 O 
0.0007 8.000 0.0072 0.2703 
0.0008 -0.7466 8.000 0.0110 0.0610 0.2700 
3,1530 0.4408 0.8104 8.000 -0.1034 -0.0140 -0.0265 0.2243 
Estimated mean and standard deviation of the tests 
— Score Wald L.R. S 丨 
mean 1.8568 29.4966 8.6311 4.3275 
S.D. 1.6020 27.2567 7.1644 7.5799 
Proportion of rejection of the tests under different a-level 
燈 " A Score Wald ^ 
0.250 0.5410 0.9520 0.8730 0.6320 
0.100 0.2660 0.9170 0.8060 0.4350 
0.050 0.1260 0.8930 0.7280 0.3310 
0.025 0.0540 0.8650 0.6410 0.2370 
^ ^ 0.0080 0.8170 0.5430 0.1740 
- 4 8 -
Table III.6 
Simulation result with H • 7 =o 
o . ‘ 2 
Sample size n=16 7' = -1 = [0, 0’ 0] 
、 Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.9379 0.0042 -0.0004 -0.0683 
S.D. 0.5816 1,2363 1.2850 1.2578 




Average observed information matrix and its inverse for 7 under H 
8 . 0 0 0 0 . 1 7 4 7 o 
-0.0399 8.000 0.0022 0,1884 
-0.0405 0.0558 8.000 0.0019 -0.0011 0.1912 
-0.1757 -0.0582 -0.0325 8.000 0.0025 0.0015 -0.0014 0.1893 
Estimated mean and standard deviation of the tests 
一 Score Wald L.R. s' 
MEAN 2.2610 38.0928 8.8727 3.1819 
S.D. 1.7843 36.6377 6.3016 3.5384 
Proportion of rejection of the tests under different tf-level 
A L P H A Score Wald L>R. S 丨 
0.250 0.1400 0.9430 0.7650 0.2530 
0.100 0.0340 0.8990 0.5980 0.1150 
0.050 0.0110 0.8550 0.4710 0.0760 
0.025 0.0040 0.8270 0.3770 0.0470 
^ ^ 0.0000 0.7860 0.2910 0.0290 
- 4 9 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=16 7 ' = -1 7' = [1, 1, 1] 
1 2 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.8641 1.5106 1.5287 1.5775 
S.D. 0.5729 1.0509 1.0107 1.0177 




Average observed information matrix and Its inverse for 7 under H 
o 
8.000 0.2786 
3.4717 8.000 -0.0753 0.2737 
3.4958 2.8496 8.000 -0.0725 -0.0553 0.2662 
3.5031 2.8940 2.8809 8.000 -0.0782 -0.0574 -0.0530 0.2755 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s' 
MEAN 6.2502 82.1240 26,5989 9.8307 
S.D. 3.7682 50.1413 11.8189 10.5095 
Proportion of rejection of the tests under different tf-level 
alpha Score Wald L.R. 
0.250 0.6620 0.9990 0.9950 0.7040 
0.100 0.4300 0.9990 0.9820 0.5290 
CK050 0.3170 0.9990 0.9670 0.4280 
0.025 0.2030 0.9980 0.9500 0.3580 
0.010 0.1210 0.9950 0.9250 0.2850 
- 5 0 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=32 7' = -1 
1 ‘ 2 
Estimated mean and standard deviation of 7 under H U H 
0 1 
mean -1.2018 -0.0193 
S.D. 0.2741 0.3079 




Average observed information matrix and its inverse for 7 under H 
o 
16.000 0.0670 
-0.2484 16.000 0.0011 0.0670 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s" 
MEAN 0.9575 1.5212 1.2446 1.1585 
S』. 1.2144 2.1584 1.7015 1.7665 
Proportion of rejection of the tests under different ff-level 
从PHA Score Wald L.R. s, 
0.250 0.2480 0.3560 0.3120 0.2750 
0.100 0.0760 0.1720 0.1260 0.1120 
0.050 0.0460 0.0980 0.0810 0.0640 
0.025 0.0180 0.0750 0.0520 0.0470 
0.010 0.0040 0.0420 0.0200 0.0200 
- 5 1 -
r 
Table II.2 
Simulation result with H . 7 =0 
o 丨 2 
Sample size n=32 y' = -1 , = 0 5 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.2087 0.5448 
S.D. 0.2711 0.3159 




Average observed information matrix and its Inverse for 7 under H 
o 
16 ’000 0 .0843 
6.5608 16.000 -0.0388 0.0843 
Estimated mean and standard deviation of the tests 
Score Wa】d L.R. 一~ 
MEAN 3.4193 6.3446 5.0875 5.5843 
S.D. 2.6191 5.9217 4.5127 6.4072 
Proportion of rejection of the tests under different tf-level 
• h a Score Wald l . ^ s^ 
0.250 0.7310 0.8140 0.7840 0.7460 
0.100 0.5390 0.6630 0.6180 0.5830 
0.050 0.3760 0.5710 0.5180 0.4830 
0.025 0.2590 0.4890 0.4050 0.3790 
^ ^ 0.1330 0.3630 0.2930 0.2890 
- 5 2 -
Table II.3 
Simulation result with H • 7 =o 
o . ‘ 2 
Sainp】e size n=32 7' = [-1, 0.5, 0.75] =0 
2 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.2930 0.5393 0.7993 0.0085 
S.D. 0.2847 0.3313 0.3330 0.3526 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.2534 0.5404 0.7977 
S.D. 0.2806 0,3132 0,3195 
Average observed information matrix and its inverse for 7 under H 
16.000 0.0666 o 
0.0000 16.000 -0.0001 0.0718 
0.0000 -0.0135 16.000 -0.0003 0.0002 0.0722 
0.0913 -0.0029 0.2015 16.000 -0.0003 0.0000 -0.0009 0.0756 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s丨 
MEAN 0.7889 1.9888 1.2687 1.0397 
S.D. 1.0795 3.1989 1.8889 1.6461 
Proportion of rejection of the tests under different a-level 
• 似 Score Wald 
0.250 0.1970 0.3980 0.3080 0.2510 
0.100 0.0680 0.2330 0.1370 0.0990 
0.050 0.0280 0.1640 0.0700 0.0570 
0.025 0.0110 0.0930 0.0480 0.0330 
^ ^ 0.0020 0,0580 0.0290 0.0190 
- 5 3 -
• . 
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=32 = [-1’ 0.5, 0.75] 7' =0.5 
^ r 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.2840 0.5334 0.8023 0.5751 
S.D. 0.2903 0.3396 0.3393 0.3599 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.1373 0.5316 0.8099 
S.D. 0.3022 0.3467 0.3377 
Average observed information matrix and its inverse for 7 under H 
o 
16.000 0.0787 
0.0000 16.000 -0.0004 0.0721 
« 
0.0000 0.0503 16.000 0.0000 -0.0004 0.0720 
5.6370 -0.1070 -0.0063 16.000 -0.0327 0.0006 0.0001 0.0858 
Estimated mean and standard deviation of the tests 
~Score Wald L.R. S' 
MEAN 2.6552 7.3626 4.6935 4.1560 
S.D. 2.1877 7.3537 4.3811 4.4564 
Proportion of rejection of the tests under different tf-level 
ALPHA Score Wald L.R. ~ ~ ~ 
0.250 0.6520 0.8080 0.7460 0.6850 
0.100 0.4270 0.6840 0.6000 0.5210 
0.050 0.2790 0.6060 0.4750 0.3970 
0.025 0.1500 0.5220 0.3800 0.3040 
0.010 0.0620 0.4290 0.2540 0.2020 
- 5 4 -
Table III.6 
Simulation result with H : 7 =0 
o ‘ 2 
Sample size n=32 = -1 = [0, 0, 0] 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.2811 0.0190 0.0019 0.0048 
S.D. 0.2923 0.3397 0.3351 0.3999 




Average observed information matrix and its inverse for 7 under H 
o 
16.000 0.0752 
0.1933 16.000 -0.0012 0.0762 
-0.0157 0.1054 16.000 0.0002 -0.0005 0.0756 
0.1204 -0.0577 -0.0535 16.000 -0.0006 0.0003 0.0002 0.0752 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s' 一 ~ 
MEAN 2.6823 6.2017 3.8770 3.2560 
S.D. 2.1039 5.7826 3.1841 3.2085 
Proportion of rejection of the tests under different ff-level 
alpha Score Wald L.R. ~ s ^ ~ 
0.250 0.1890 0.5470 0.3490 0.2580 
0.100 0.0760 0.3700 0.1810 0.1230 
0.050 0.0330 0.2710 0.1100 0.0730 
0.025 0.0120 0.2080 0.0590 0.0390 
0.010 0.0060 0.1360 0.0290 0.0230 
- 5 5 -
Table III.6 
Simulation result with H ； 7 =0 
o ‘ 2 
Sample size n=32 7丄=-1 7〗=[0.5, 0.5’ 0.5] 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.2963 0.5493 0.5307 0.5815 
S.D. 0.2927 0.3279 0.3393 0.3688 




Average observed information matrix and its inverse for 7 under H 
16.000 0.1231 
6.5335 16.000 -0.0390 0.0972 
6.3090 2.6514 16.000 -0.0375 -0.0025 0.0964 
5.8958 2.5920 2.5091 16.000 -0.0318 -0.0030 -0.0026 0.0920 
Estimated mean and standard deviation of the tests 
-score Wald L.R. s' 
MEAN 10.2148 20.4772 15.1479 15.5174 
S.D. 5.7338 11.4754 7.9862 11.4644 
Proportion of rejection of the tests under different tf-level 
丛 P恥 Score Wald L.R. ^ 
0.250 0.8680 0.9710 0.9470 0.9110 
0.100 0.7230 0.9430 0.8820 0.8120 
0.050 0.6020 0.9080 0.8120 0.7450 
0.025 0.4880 0.8660 0.7400 0.6660 
^ ^ 0.3660 0.7950 0.6440 0.5560 
- 5 6 -
Table III.6 
Simulation result with H : T =0 
o '2 
Sample size n=64 yj = 了i = 0 
Estimated mean and standard deviation of 7 under H U H 
‘ o 1 
MEAN -1.1116 -0.0061 
S.D. 0.1881 0.1949 




Average observed information matrix and its inverse for 7 under H 
o 
32.000 0.0323 
-0.1556 32.000 0.0002 0.0323 
Estimated mean and standard deviation of the tests 
Score Wald L.R. S， 
MEAN 0.9894 1.2158 1.1128 1.0842 
S.D. 1.2944 1.6722 1.5045 1.5201 
Proportion of rejection of the tests under different 沒-level 
alpha Score Wald L.R. s, 
0.250 0.2660 0.3040 0.2810 0.2750 
0.100 0.1020 0.1370 0.1260 0,1180 
0.050 0.0490 0.0770 0.0660 0.0590 
0.025 0.0190 0.0460 0.0310 0.0330 
0.010 0.0050 0.0190 0.0130 0.0170 
- 5 7 -
〜J 
Table III.6 
Simulation result with H ： 7 =0 
o '2 
Sample size n=64 = -1 广=〇 5 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.0713 0.5164 
S.D. 0.1878 0.1936 




Average observed information matrix and its inverse for r under H 
o 
32.000 0.0407 
13.943 32.000 -0.0187 0.0407 
Estimated mean and standard deviation of the tests 
‘Score Wald L.R. S' 
MEAN 6.7441 9.7317 8.6108 9.6640 
S.D. 3.8535 6.7264 5.6627 7.6289 
Proportion of rejection of the tests under different 攻-level 
alpha Score Wald L.R. s' 
0.250 0.9310 0.9450 0.9370 0.9330 
0.100 0.8470 0.8810 0.8690 0.8590 
0.050 0.7560 0.8180 0.8010 0.7840 
0.025 0.6360 0.7530 0.7150 0.7090 
0.010 0.4800 0.6200 0.5810 0.5910 
- 5 8 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=64 7丄 = [一 1 , 0.5， 0.75] =0 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.1306 0.5130 0.7995 0.0075 
S.D. 0.1856 0.1995 0.2076 0.2118 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.1130 0.5124 0.7980 
S.D. 0.1848 0.1945 0.2046 
Average observed information matrix and its inverse for r under H 
o 
32.000 0.0322 
0.0000 32.000 0.0000 0.0334 
0.0000 -0.4195 32.000 0.0000 0.0005 0.0333 
0.2095 -0.0054 0.1167 32.000 -0.0002 0.0001 -0.0001 0.0343 
Estimated mean and standard deviation of the tests 
“Score Wald L.R. S' 
MEAN 0.8689 1.4353 1.1300 1.0058 
S.D. 1.2260 2.0643 1.6304 1.5579 
Proportion of rejection of the tests under different 汉-level 
alpha Score Wald L.R. s' 
0.250 0.2170 0.3360 0.2810 0.2410 
0.100 0.0800 0.1710 0.1250 0.0970 
0.050 0.0310 0.1050 0.0660 0.0510 
0.025 0.0180 0.0660 0.0330 0.0290 
0.010 0.0030 0.0370 0.0180 0.0150 
- 5 9 -
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=64 7' - [-1, 0.5, 0.75] 7' =0.5 
� ^ 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.1340 0.5121 0.8049 0.5460 
S.D. 0.1889 0.2062 0.1978 0.2091 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.0014 0.5112 0.8026 
S.D. 0.2076 0.2186 0.2114 
Average observed information matrix and its inverse for r under H 
‘ o 
32.000 0.0394 
0.0000 32.000 0.0002 0.0334 
0.0000 -0.5711 32.000 0.0004 0.0007 0.0334 
12.9048 0.3578 0.7126 32.000 -0.0173 -0.0005 -0.0010 0.0411 
Estimated mean and standard deviation of the tests 
Score Wald L.R. S' 
MEAN 5.8568 10.9364 8.4877 8.3384 
S.D. 3.5654 7.4963 5.6183 6.3744 
Proportion of rejection of the tests under different tf-level 
A L P H A Score Wald L.R. S' 
0.250 0.9060 0.9440 0.9220 0.9120 
0.100 0.7980 0.8920 0.8580 0.8300 
0.050 0.6720 0.8360 0.7720 0.7330 
0.025 0.5350 0.7640 0.6840 0.6330 
0.010 0.3810 0.6640 0.5690 0.5100 
- 6 0 -
Table III.6 
Simulation result with H ： 7 =0 
o '2 
Sample size n=64 7' = -1 = [0’ 0, 0] 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.1407 -0.0014 -0.0057 0.0071 
S.D. 0.1824 0.2089 0.2248 0.2226 




Average observed information matrix and its inverse for 7 under H 
o 
32.000 0.0346 
-0.0393 32.000 0.0001 0.0344 
-0.2016 0.0617 32.000 0.0002 -0.0001 0.0344 
0.1621 -0.0538 0.0347 32.000 -0.0002 0.0001 0.0000 0.0344 
Estimated mean and standard deviation of the tests 
Score Wald L.R. S' 
MEAN 3.0489 4.5979 3.6716 3.3984 
S.D. 2.4519 4.0026 3.0123 2.9671 
Proportion of rejection of the tests under different a-level 
财ha Score Wald L.R. • 
0.250 0.2510 0.4220 0.3220 0.2850 
0.100 0.0950 0.2430 0.1590 0.1370 
0.050 0.0520 0.1660 0.0870 0.0750 
0.025 0.0220 0.1190 0.0520 0,0460 
0.010 0.0090 0.0580 0.0230 0.0200 
- 6 1 -
Table III.6 
Simulation result with H ： 7 =o 
o '2 
Sample size n=64 = -1 = [0.5,0.2,0.2] 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.1309 0.5187 0.2185 0.2145 
S.D. 0.1916 0.1975 0.2143 0.2067 




Average observed information matrix and its inverse for j under H 
32.000 0.0451 
13.9848 32.000 -0.0187 0.0431 
5.7348 2.5813 32.000 -0.0063 -0.0003 0.0357 
5.7274 2.6260 1.1059 32.000 -0.0062 -0.0004 -0.0001 0.0357 
Estimated mean and standard deviation of the tests 
北 ore Wald L.R. ~ ~ 
MEAN 10.9731 15.6895 13.3727 14.1436 
S.D. 5.6006 8.2563 6.8742 8.7018 
Proportion of rejection of the tests under different ff-level 
• h a Score Wald L.R. 
0.250 0.8990 0.9490 0.9350 0.9180 
0.100 0.7790 0.8910 0.8420 0.8190 
0.050 0.6880 0.8270 0.7660 0.7550 
0.025 0.5880 0.7670 0.6920 0.6790 
0.4450 0.6680 0.5840 0.5700 
- 6 2 -
Table IV.1 
Simulation result with H ： 7 =0 
o '2 
Sample size n=128 = -1 7 1 = 0 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.0436 -0.0100 
S.D. 0.1359 0.1334 




Average observed information matrix and its inverse for 7 under H 
o 
64.000 0.0159 
-0.5733 64.000 0.0001 0.0159 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s' 
MEAN 0.9671 1.1447 1.0603 1.0134 
S.D. 1.3467 1.6369 1.5062 1.4743 
Proportion of rejection of the tests under different a-level 
alpha Score Wald L.R. ~ ^ 
0.250 0.2400 0.2740 0.2550 0.2440 
O.LOO 0.0960 0.1250 0.1120 0.1040 
0.050 0.0500 0.0700 0.0620 0.0550 
0.025 0.0230 0.0360 0.0290 0.0280 
0.0070 0.0160 0.0110 0.0110 
- 6 3 -
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Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
n-T I II 圓 ^ 
Sample size n=128 = -1 = 0.2 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.0461 0.2016 
S.D. 0.1281 0.1340 




Average observed information matrix and its inverse for r under H 
o 
64.000 0.0165 
11.745 64.000 -0.0031 0.0165 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s'“ 
MEAN 3.0767 3.7480 3.4555 3.3951 
S.D. 2.8962 3.6818 3.3616 3.4386 
Proportion of rejection of the tests under different a-level 
alpha Score Wald L.R. s' 
0.250 0.6460 0.6760 0.6610 0.6510 
0.100 0.4500 0.4950 0.4740 0.4610 
0.050 0.3330 0.4020 0.3790 0.3600 
0.025 0.2280 0.2970 0.2700 0.2600 
0,010 0.1180 0.1970 0.1620 0.1550 
- 6 4 -
〜J 
Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=128 = [-1, 0.5, 0.75] 7' =0 
2 
Estimated mean and standard deviation of y under H U H 
o 1 
MEAN -1.0591 0.5162 0.7533 0.0003 
S.D. 0.1336 0.1358 0.1299 0.1266 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.0502 0.5159 0.7535 
S.D. 0.1334 0.1350 0.1285 
Average observed information matrix and Its inverse for 7 under H 
o 
64.000 0.0159 
0.0000 64.000 0.0000 0.0162 
0.0000 -0.5620 64.000 0.0000 0.0001 0.0161 
0.0326 0.3488 0.0849 64.000 0.0000 -0.0001 0.0000 0.0164 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s, 
MEAN 1.0144 1.2771 1.1465 1.0978 
S.D. 1.0762 1.3312 1.2076 1.1759 
Proportion of rejection of the tests under different a-level 
alpha Score Wald L.R. s' 
0.250 0.2680 0.3070 0.2910 0.2790 
0.100 0.0990 0.1520 0.1220 0.1080 
0.050 0.0480 0.0740 0.0630 0.0590 
0.025 0.0090 0.0480 0.0330 0.0300 
0.010 0.0050 0.0170 0.0120 0.0090 
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Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=128 rj = [-1， 0.5’ 0.75] 7" =0.20 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.0602 0.5114 0.7576 0.2089 
S.D. 0.1248 0.1341 0.1325 0.1396 
Estimated mean and standard deviation of 7 under H 
o o 
MEAN -1.0321 0.5127 0.7570 
S.D. 0.1264 0.1345 0.1347 
Average observed information matrix and Its inverse for 7 under H 
遍 0.0165 
0.0000 64.000 0.0000 0.0161 
0.0000 -0.1522 64.000 0.0000 0.0000 0.0161 
11.7625 0.1997 0.2363 64.000 -0.0032 -0.0001 -0.0001 0.0170 
Estimated mean and standard deviation of the tests 
一 Score Wald L.R. ~ “ 
MEAN 3.0865 4.0399 3.5914 3.5116 
S.D. 2.9343 4.0570 3.5121 3.6035 
Proportion of rejection of the tests under different ^-level 
从 P恥 Score Wald L.R. s^ 
0.250 0.6470 0.6920 0.6700 0.6590 
0.100 0.4530 0.5130 0.4850 0.4680 
0.050 0.3080 0.4060 0.3600 0.3450 
0.025 0.2170 0.3020 0.2540 0.2450 
0.010 0.1350 0.2080 0.1790 0.1710 
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Table III.6 
Simulation result with H ： 7 =0 
o '2 
Sample size n=128 = -1 = [0’ 0’ 0] 
Estimated mean and standard deviation of y under H U H 
o 1 
MEAN -1.0635 0.0031 0.0047 0.0002 
S.D. 0.1295 0.1346 0.1330 0.1321 




Average observed information matrix and its Inverse for 7 under H 
o 
64.000 0.0164 
0.1879 64.000 0.0000 0.0164 
0.2555 0.1417 64.000 -0.0001 0.0000 0.0164 
0.0717 0.0118 0.2326 64.000 0.0000 0.0000 -0.0001 0.1642 
Estimated mean and standard deviation of the tests 
Score Wald L.R. s, 
MEAN 2.8769 3.4072 3.1052 3.0045 
S.D. 2.3175 2.8771 2.5335 2.5076 
Proportion of rejection of the tests under different ff-level 
• H A Score Wald L.R. 
0.250 0.2360 0.3140 0.2760 0.2600 
0.100 0.0900 0.1280 0.1110 0.1040 
0.050 0.0420 0.0740 0.0540 0.0520 
0.025 0.0210 0.0460 0.0300 0.0270 
0.010 0.0090 0.0230 0.0150 0.0150 
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Table 1,4 
Simulation result with H ： 7 =0 
o ‘ 2 
Sample size n=128 7' = -1 = [0.2,0.2,0.2] 
Estimated mean and standard deviation of 7 under H U H 
o 1 
MEAN -1.0621 0.2015 0.1969 0.2052 
S.D. 0.1269 0.1429 0.1343 0.1401 




Average observed Information matrix and its Inverse for 7 under H 
o 
64.000 0.0182 
11.6199 64.000 -0.0031 0.0170 
11.8067 1.8727 64.000 -0.0031 0.0001 0.0170 
12.0071 2.2830 2.3235 64.000 -0.0032 0.0000 0.0000 0.0170 
Estimated mean and standard deviation of the tests 
Score Wald L.R. 
MEAN 9.6254 11.4863 10.5442 10.5418 
S.D. 5.8949 7.0389 6.3761 6.6948 
Proportion of rejection of the tests under different ^-level 
• H A Score Wald L.R. s^ 
0.250 0.8270 0.8770 0.8530 0.8430 
0.100 0.6790 0.7410 0.7130 0.7010 
0.050 0.5670 0.6470 0.6160 0.5990 
0.025 0.4520 0.5580 0.5200 0.5130 
0.010 0-3250 0.4380 0.3840 0,3850 
- 6 8 -
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