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a b s t r a c t
In this paper the variational iteration method is used to solve a system of nonlinear
integral–differential equations. This method is based on optimal identification of Lagrange
multipliers in the correction functionals. Numerical examples are given to show
effectiveness, convenience and accuracy of the method.
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1. Introduction
The topic of the variational iteration method [1–6] has been rapidly growing in recent years. The concept of this method
was first introduced by He [6,3,5]. The method has been used by many authors [7–18] to handle a wide variety of scientific
and engineering applications: linear and nonlinear, and homogeneous and nonhomogeneous as well. It was shown bymany
authors [1–18] that thismethod provides improvements over existing numerical techniques.We extend themethod to solve
a system of nonlinear integral–differential equations.
A system of integral–differential equations can be presented as in the following
f (i)1 (x) = H1
(
x, f1(x), . . . , f
(i−1)
1 (x), f2(x), . . . , f
(i−1)
2 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
+
∫ x
0
K1
(
x, t, f1(t), . . . , f
(i−1)
1 (t), . . . , fn(t), . . . , f
(i−1)
n (t)
)
dt,
f (i)2 (x) = H2
(
x, f1(x), . . . , f
(i−1)
1 (x), f2(x), . . . , f
(i−1)
2 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
+
∫ x
0
K1
(
x, t, f1(t), . . . , f
(i−1)
1 (t), . . . , fn(t), . . . , f
(i−1)
n (t)
)
dt,
...
f (i)n (x) = Hn
(
x, f1(x), . . . , f
(i−1)
1 (x), f2(x), . . . , f
(i−1)
2 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
+
∫ x
0
Kn(x, t, f1(t), . . . , f
(i−1)
1 (t), . . . , fn(t), . . . , f
(i−1)
n (t))dt,
i = 1, 2, . . . l (1)
where f1, f2, . . . , fn are unknown functions that should be determined by the variational iteration method.
2. Analysis of the method
The variational iteration method [1–6] which is a modified general Lagrange multiplier method [19] has been shown to
solve effectively, easily and accurately, many classes of nonlinear problems with approximations which rapidly converge to
an accurate solution.
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To illustrate the method, for a nonlinear system of integral-equations, we consider the jth equation of system (1) as in
the following
f (i)j (x) = Hj
(
x, f1(x), . . . , f
(i−1)
1 (x), f2(x), . . . , f
(i−1)
2 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
+
∫ x
0
Kj
(
x, t, f1(t), . . . , f
(i−1)
1 (t), . . . , fn(t), . . . , f
(i−1)
n (t)
)
dt,
j = 1, 2, . . . n.
Suppose,
Hj
(
x, f1(x), . . . , f
(i−1)
1 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
= Lj
(
x, f1(x), . . . , f
(i−1)
1 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
+Nj
(
x, f1(x), . . . , f
(i−1)
1 (x), . . . , fn(x), . . . , f
(i−1)
n (x)
)
where Lj is a linear operator,Nj is a nonlinear operator and f
(i)
j (x) is a known analytical function. According to the variational
iteration method, we can construct the following correction functional.
fjm+1(x) = fj m(x)+
∫ x
0
λj(ξ)
(
f (i)j m(ξ)− Lj
(
ξ, f1m(ξ), . . . , f
(i−1)
1m (ξ), . . . , fnm(ξ), . . . , f
(i−1)
nm (ξ)
)
−Nj
(
ξ, f˜1m(ξ), . . . , f˜
(i−1)
1m (ξ), . . . , f˜nm(ξ), . . . , f˜
(i−1)
nm (ξ)
)
+
∫ ξ
0
Kj
(
ξ, τ , f˜1m(τ ), . . . , f˜
(i−1)
1m (τ ), . . . , f˜nm(τ ), . . . , f˜
(i−1)
nm (τ )
)
dτ
)
dξ (2)
where λj is a general Lagrange multiplier which can be identified via variational theory, fj0(x) is an initial approximation
with possible unknowns, and f˜jm(x) is considered as restricted variation [20], i.e. δ f˜jm(x) = 0. Therefore, we first determine
the Lagrange multiplier λj that will be identified optimally via integration by parts. The successive approximations fj m+1(x)
of the solution fj(x)will be readily obtained upon using the obtained Lagrangemultiplier and by using any selective function
fj0(x). Consequently, the exact solution may be obtained by using
fj(x) = lim
m→∞ fj m(x). j = 1, 2, . . . n.
3. Applications
In this part, to support our work three nonlinear integral–differential equations are provided.
Example 1. In this example the following system of two nonlinear integral–differential equations with initial conditions,
f (0) = 1, f ′(0) = 2 and g(0) = −1, g ′(0) = 0, are studied.
The exact solution is f (x) = x+ ex, g(x) = x− ex.
f ′′(x) = 1− 1
3
x3 − 1
2
g ′2(x)+ 1
2
∫ x
0
(
f 2(t)+ g2(t)) dt,
g ′′(x) = −1+ x2 − xf (x)+ 1
4
∫ x
0
(
f 2(t)− g2(t)) dt. (3)
To solve system (3) with initial conditions, we can construct the following correction functionals:
fn+1(x) = fn(x)+
∫ x
0
λ1(ξ)
(
f ′′n (ξ)− 1+
1
3
ξ 3 + 1
2
g˜ ′
2
n(x)−
1
2
∫ ξ
0
(
f˜ 2n (τ )+ g˜2n (τ )
)
dτ
)
dξ,
gn+1(x) = gn(x)+
∫ x
0
λ2(ξ)
(
g ′′n (ξ)+ 1− ξ 2 + ξ f˜n(ξ)−
1
4
∫ ξ
0
(
f˜ 2n (τ )− g˜2n (τ )
)
dτ
)
dξ .
To find the optimal value of λ, notice that δfn(0) = δf ′n(0) = δgn(0) = δg ′n(0) = 0, we have:
δfn+1(x) = δfn(x)+ δ
∫ x
0
λ1(ξ)
(
f ′′n (ξ)− 1+
1
3
ξ 3 + 1
2
g˜ ′
2
n(x)−
1
2
∫ ξ
0
(
f˜ 2n (τ )+ g˜2n (τ )
)
dτ
)
dξ,
δgn+1(x) = δgn(x)+ δ
∫ x
0
λ2(ξ)
(
g ′′n (ξ)+ 1− ξ 2 + ξ f˜n(ξ)−
1
4
∫ ξ
0
(
f˜ 2n (τ )− g˜2n (τ )
)
dτ
)
dξ
which yields:
δfn+1(x) = δfn(x)+ λ1(ξ)δf ′n(ξ)
∣∣x
0 − λ′1(ξ)(δfn(ξ))
∣∣x
0 +
∫ x
0
λ′′1(ξ)δfn(ξ)dξ = 0,
δgn+1(x) = δgn(x)+ λ2(ξ)δg ′n(ξ)
∣∣x
0 − λ′2(ξ)(δgn(ξ))
∣∣x
0 +
∫ x
0
λ′′2(ξ)δgn(ξ)dξ = 0.
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Table 1
Numerical values of solutions of Example 1.
xi f VIM (x) fexact (x) g VIM (x) gexact (x)
0 1 1 −1 −1
0.1 1.2051709180756822582 1.2051709180756476248 −1.0051709180756823583 −1.0051709180756476248
0.2 1.4214027581604567666 1.4214027581601698339 −1.0214027581604599660 −1.0214027581601698339
0.3 1.6498588075770051236 1.6498588075760031040 −1.0498588075770270443 −1.0498588075760031040
0.4 1.8918246976438453853 1.8918246976412703178 −1.0918246976437964880 −1.0918246976412703178
0.5 2.1487212707082564905 2.1487212707001281468 −1.1487212707048470009 −1.1487212707001281468
0.6 2.4221188004425423404 2.4221188003905089749 −1.2221188003920284340 −1.2221188003905089749
0.7 2.7137527078744611183 2.7137527074704765216 −1.3137527074018120704 −1.3137527074704765216
0.8 3.0255409311263433743 3.0255409284924676046 −1.4255409278571336394 −1.4255409284924676046
0.9 3.3596031251403591867 3.3596031111569496638 −1.5596031071210196390 −1.5596031111569496638
1 3.7182818906515237858 3.7182818284590452354 −1.7182818076689979447 −1.7182818284590452354
Its stationary conditions can be determined as follows:
λ′′1(ξ) = λ′′2(ξ) = 0,
λ1(ξ)|ξ=x = λ2(ξ)|ξ=x = 0,
1− λ′1(ξ)
∣∣
ξ=x = 1− λ′1(ξ)
∣∣
ξ=x = 0.
The Lagrange multipliers can be identified as follows
λ1(ξ) = λ2(ξ) = ξ − x.
Therefore, variational iteration method leads to the following iteration scheme:
fn+1(x) = fn(x)+
∫ x
0
(ξ − x)
(
f ′′n (ξ)− 1+
1
3
ξ 3 + 1
2
g ′2n (x)−
1
2
∫ ξ
0
(
f 2n (τ )+ g2n (τ )
)
dτ
)
dξ,
gn+1(x) = gn(x)+
∫ x
0
(ξ − x)
(
g ′′n (ξ)+ 1− ξ 2 + ξ fn(ξ)−
1
4
∫ ξ
0
(
f 2n (τ )− g2n (τ )
)
dτ
)
dξ .
(4)
Starting with f0(x) = f (0) + xf ′(0) = 1 + 2x and g0(x) = g(0) + xg ′(0) = −1, by iterative formula (4), we derive the
following results:
f1(x) = 1+ 2x+ 0.5000000000x2 + 0.1666666667x3 + 0.0833333333x4 + 0.01666666666x5
g1(x) = −1− 0.5000000000x2 − 0.1666666667x3 − 0.0416666666x4 + 0.01666666666x5
f2(x) = 1+ 2x+ 0.5000000000x2 + 0.1666666667x3 + 0.0416666667x4
+ 0.00833333333x5 + 0.001388888897x6 + 0.00337301587x7
+ 0.00148809524x8 + 0.000438161375x9 − 0.964506171× 10−5x10
+ 0.438411896× 10−5x11 + 0.526094277× 10−6x12 + 0.161875161× 10−6x13,
g2(x) = −1− 0.5000000000x2 − 0.1666666667x3 − 0.04166666668x4 − 0.0083333333x5
− 0.001388888889x6 − 0.001091269842x7 + 0.0000537367725x9
+ 0.412107183× 10−5x11 + 0.0000163966049x10 + 0.789141414× 10−6x12,
...
Suppose f (x) ≈ f5(x) and g(x) ≈ g5(x), some numerical results of these solutions are presented in Table 1 and Fig. 1.
Example 2. Consider the following nonlinear system of integral–differential equations with the initial condition, f (0) =
f ′′(0) = 0, f ′(0) = 1 and g(0) = 1, g ′(0) = 0, g ′′(0) = −1.
f ′′′(x) = x− f ′(x)−
∫ x
0
(f ′′2(t)+ g ′′2(t))dt,
g ′′′(x) = sin x+ 1
2
sin2 x+
∫ x
0
f ′′(t)g(t)dt.
(5)
The exact solutions are f (x) = sin x, g(x) = cos x.
We can construct the following correction functionals
fn+1(x) = fn(x)+
∫ x
0
λ1(ξ)
(
f ′′′n (ξ)− ξ + f ′n(ξ)+
∫ ξ
0
(f˜ ′′2n (τ )+ g˜ ′′2n (τ ))dτ
)
dξ,
gn+1(x) = gn(x)+
∫ x
0
λ2(ξ)
(
g ′′′n (x)− sin ξ −
1
2
sin2 ξ −
∫ ξ
0
f˜ ′′n (τ )g˜n(τ )dτ
)
dξ .
J. Biazar, H. Aminikhah / Computers and Mathematics with Applications 58 (2009) 2084–2090 2087
Fig. 1. The plots of approximation and exact solutions of Example 1.
To make this correction functional stationary, knowing
δfn(0) = δf ′n(0) = δf ′′n (0) = δgn(0) = δg ′n(0) = δg ′′n (0) = 0,we have:
δfn+1(x) = δfn(x)+ λ1(ξ)δf ′′n (ξ)
∣∣x
0 − λ′1(ξ)δf ′n(ξ)
∣∣x
0
+ (λ′′1(ξ)+ λ1(ξ))δfn(ξ)
∣∣x
0 +
∫ x
0
(λ′′′1 (ξ)+ λ′1(ξ))δfn(ξ)dξ = 0,
δgn+1(x) = δgn(x)+ λ2(ξ)δg ′′n (ξ)
∣∣x
0 − λ′2(ξ)δg ′n(ξ)
∣∣x
0 + λ′′2(ξ)δgn(ξ)
∣∣x
0 +
∫ x
0
λ′′′2 (ξ)δgn(ξ)dξ = 0.
Making the above correction functionals stationary, we can obtain the following stationary conditions
λ′′′1 (ξ)+ λ′1(ξ) = 0,
1+ λ1(ξ)+ λ′′1(ξ)
∣∣
ξ=x = 0,
λ1(ξ)|ξ=x = 0,
λ′1(ξ)
∣∣
ξ=x = 0,
and
λ′′′2 (ξ) = 0,
1+ λ′′2(ξ)
∣∣
ξ=x = 0,
λ2(ξ)|ξ=x = 0,
λ′2(ξ)
∣∣
ξ=x = 0.
The Lagrange multipliers can be identified as
λ1(ξ) = −(1− cos(ξ − x)) and λ2(ξ) = −12 (ξ − x)
2,
so the following iteration formula, can be obtained
fn+1(x) = fn(x)−
∫ x
0
(1− cos(ξ − x))
(
f ′′′n (ξ)− ξ + f ′n(ξ)+
∫ ξ
0
(f ′′2n (τ )+ g ′′2n (τ ))dτ
)
dξ,
gn+1(x) = gn(x)−
∫ x
0
1
2
(ξ − x)2
(
g ′′′n (x)− sin ξ −
1
2
sin2 ξ −
∫ ξ
0
f ′′n (τ )gn(τ )dτ
)
dξ .
(6)
Considering the initial approximations
f0(x) = f (0)+ xf ′(0)+ x
2
2
f ′′(0) = x and g0(x) = g(0)+ xg ′(0)+ x
2
2
g ′′(0) = 1− x
2
2
,
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Table 2
Numerical values of solutions of Example 2.
xi f VIM (x) fexact (x) g VIM (x) gexact (x)
0 0 0 1 1
0.1 0.09983341601579897687 0.09983341664682815231 0.99500424853203142908 0.99500416527802576610
0.2 0.19866933511444323906 0.19866933079506121546 0.98006923437166695898 0.98006657784124163112
0.3 0.29552029107301960898 0.29552020666133957511 0.95535656641902087455 0.95533648912560601964
0.4 0.38941897039871338607 0.38941834230865049167 0.92114503850973516910 0.92106099400288508280
0.5 0.47942848102710180865 0.47942553860420300027 0.87783686349811948195 0.87758256189037271612
0.6 0.56465278007221444269 0.56464247339503535720 0.82596183634471412067 0.82533561490967829724
0.7 0.64424719840702172951 0.64421768723769105367 0.76617915801100780691 0.76484218728448842626
0.8 0.71742891716981947089 0.71735609089952276163 0.69927671777213245731 0.69670670934716542092
0.9 0.78348716312208791519 0.78332690962748338846 0.62616770673074805606 0.62160996827066445648
1 0.84179280449930229436 0.84147098480789650665 0.54788451711644227038 0.54030230586813971740
and applying variational iteration formula (6), other terms of the sequence are computed as follows:
f1(x) = sin x
g1(x) = 0.06250000000x+ cos x+ 0.04166666666x3
− 0.1250000000x sin2 x− 0.1250000000x cos2 x+ 0.06250000000 sin x cos x
f2(x) = −0.1010742187+ 2.359375000 sin x+ 0.08888888887 cos x− 0.6666666667x
+ 0.05859374999x2 − 0.005208333332x4 − 0.001736111111 sin(3x)
+ 0.005208333333x sin(2x)+ 0.01215277778 cos(2x)
+ 0.00003255208333 cos(4x)− 0.1250000000x2 sin x− 0.6875000000x cos(x)
g2(x) = 0.06250000000x+ cos x− 0.1250000000x2 sin x− 0.1250000000x cos2 x
+ 0.06250000000 sin x cos x+ 0.04166666666x3 cos2 x+ 0.04166666666x3 sin2 x
...
Suppose f (x) ≈ f3(x) and g(x) ≈ g3(x), some numerical results of these solutions are presented in Table 2 and Fig. 2.
Example 3. Consider the following nonlinear systemof integral–differential equations, with the initial conditions u(0) = 0,
v(0) = 1.
f ′(x) = 1− 1
2
g ′2(x)+
∫ x
0
((x− t)f (t)+ f (t)g(t)) dt,
g ′(x) = 2x+
∫ x
0
(
(x− t)f (t)− g2(t)+ f 2(t)) dt, (7)
for which the exact solution is u(x) = sinh x and v(x) = cosh x.
We can construct the following correction functionals
fn+1(x) = fn(x)+
∫ x
0
λ1(ξ)
(
f ′n(ξ)− 1+
1
2
g˜ ′2n (ξ)−
∫ ξ
0
(
(ξ − τ)f˜n(τ )+ g˜n(τ )f˜n(τ )
)
dτ
)
dξ,
vn+1(x) = vn(x)+
∫ x
0
λ2(ξ)
(
g ′n(ξ)− 2ξ −
∫ ξ
0
(
(ξ − τ)f˜n(τ )− g˜2n (τ )+ f˜ 2n (τ )
)
dτ
)
dξ .
Its stationary conditions can be obtained as follows
λ′1(ξ) = λ′2(ξ) = 0,
1+ λ1(ξ)|ξ=x = 1+ λ2(ξ)|ξ=x = 0.
The Lagrange multipliers, therefore, can be easily identified as
λ1(ξ) = λ2(ξ) = −1.
Therefore, the iteration formula can be expressed as
fn+1(x) = fn(x)−
∫ x
0
(
f ′n(ξ)− 1+
1
2
g˜ ′2n (ξ)−
∫ ξ
0
(
(ξ − τ)f˜n(τ )+ g˜n(τ )f˜n(τ )
)
dτ
)
dξ,
vn+1(x) = vn(x)−
∫ x
0
(
g ′n(ξ)− 2ξ −
∫ ξ
0
(
(ξ − τ)f˜n(τ )− g˜2n (τ )+ f˜ 2n (τ )
)
dτ
)
dξ .
(8)
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Fig. 2. The plots of approximation and exact solutions of Example 2.
Table 3
Numerical values of solutions of Example 3.
xi uVIM (x) uexact (x) vVIM (x) vexact (x)
0 0 0 1 1
0.1 0.10016675001984451110 0.10016675001984402582 1.0050041680558035829 1.0050041680558035990
0.2 0.20133600254210191841 0.20133600254109398763 1.0200667556190087092 1.0200667556190758463
0.3 0.30452029353639097687 0.30452029344714261896 1.0453385141200327774 1.0453385141288604850
0.4 0.41075232798614418927 0.41075232580281550854 1.0810723715545191347 1.0810723718384548093
0.5 0.52109533199769562790 0.52109530549374736162 1.1276259609741575227 1.1276259652063807852
0.6 0.63665378936509788580 0.63665358214824127112 1.1854651793825052791 1.1854652182422677038
0.7 0.75858490089827381958 0.75858370183953350346 1.2551687497970409435 1.2551690056309430182
0.8 0.88811156125378129805 0.88810598218762300658 1.3374336240481582055 1.3374349463048445980
0.9 1.0265387434839154364 1.0265167257081752760 1.4330806971329216755 1.4330863854487743878
1 1.1752776234013679176 1.1752011936438014569 1.5430594351845813450 1.5430806348152437785
Starting with f0(x) = f (0) = 0, g0(x) = g(0) = 1and using the iterative formula (8), we obtain:
f1(x) = x+ 0.1666666667x3
g1(x) = 1+ 0.5x2
f2(x) = x+ 0.1666666667x3 + 0.04166666666x5 + 0.001984126984x7
g2(x) = 1+ 0.5x2 + 0.04166666668x4 + 0.004166666670x6 + 0.0004960317462x8
f3(x) = x+ 0.1666666667x3 + 0.00833333332x5 − 0.001388888892x7
− 0.0004243827166x9 − 0.00005240901082x11 − 0.5458469008× 10−5x13
− 0.3871147229× 10−6x15 + 0.3618345487× 10−8x17
g3(x) = 1+ 0.5x2 + 0.04166666668x4 + 0.001388888890x6
+ 0.001212577777x8 + 0.0001245590828x10 + 0.00001177449093x12
+ 0.5859715676× 10−6x14 − 0.8201583319× 10−9x16 − 0.8040767756× 10−9x18
...
Suppose f (x) ≈ f5(x) and g(x) ≈ g5(x), some numerical results of these solutions are presented in Table 3 and Fig. 3.
4. Conclusions
This paper presents the use of a variational iteration method for systems of nonlinear integral equations. The
applications of the VIM for solving several examples are described. This technique is a powerful tool for solving various
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Fig. 3. The plots of approximation and exact solutions of Example 3.
integral–differential equations. The results reveal that this method is an effective and convenient one, and that it ends
with the exact solution. The variational iteration method provides an efficient method to handle the nonlinear structure.
Computations are performed using Maple 10 package.
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