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In this work, we study the epidemic SIR model on a system which takes into consideration
face-to-face interaction networks. This approach has been used as prototype to describe people
interactions in different kinds of social organizations and, here, it is considered by means of three
features of human interactions: the mobility, the duration of the interaction among people, and the
dependence of the number of interactions of each person on the time evolution of the system. For
this purpose, the initial configuration of the system is set as a regular square lattice where the nodes
are the individuals which, in turn, are able to move in a random walk along the network. So, the
connectivity among the individuals evolve with time and is defined by the positions of the individuals
at each iteration. In a time unit, each individual is able move up to a distance v creating different
networks along the time evolution of the system. In addition, the individuals are interacting with
each other only if they are within the interaction distance δ and, in this case, they are considered as
neighbors. If a given individual is interacting with other ones, he performs the random walk with a
diffusion probability ω. Otherwise, the diffusion occurs with probability 1. The study was carried
out through nonequilibrium Monte Carlo Simulations and we take into account the asynchronous
updating scheme. The results show that, for a given v > 0, there exist a critical line in the (c, δ)
space, where c is the immunization rate. We also obtain the dynamic critical exponent θ for some
points belonging to this line and show that this model does not belong to the directed percolation
universality class.
I. INTRODUCTION
The dynamics of the time evolution in a given popula-
tion is a determinant aspect for the outcome of processes
such as gossip/opinion dissemination and scientific-
collaboration interactions [1]. Different models for social
networks has been implemented in order to understand
the intrincated mechanism of human interactions, for in-
stance, scale free [2] and small world [3] networks. How-
ever the frequency and time duration of the interactions
between two people in a human gathering (conferences,
schools, or museums for example) play a crucial role in
the collective behaviour of the group. The so called face-
to-face networks have been used in order to mimic these
important features in the study of processes such as on-
line communication and epidemic spreading [4–6].
Epidemic models have played an important role in sta-
tistical mechanics due to their rich dynamics [7–9], as well
as their importance in complex systems [10, 11] and net-
works [12, 13]. Additionally, experimental data (gathered
from conferences and places such as schools or hospitals)
have been used to model the spreading of diseases [14, 15],
openning new possibilities for studying the relevant de-
tails of their intricate mechanisms. Out of equilibrium,
the time behavior of the epidemic outbreak has been
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studied with short-time Monte Carlo simulations [16] and
also within the context of complex networks [17, 18].
For this model, it has been shown that the finite size
scaling near criticality follows the general scaling relation
given by [19]:
〈i(t)〉 ∼ t−β/ν‖f
(
∆t1/v‖ , L−dtd/z, d0tθ+β/v‖
)
,
where i(t) = I(t)/N is the density of infected individu-
als in a d−dimensional lattice at the time t (I(t) is the
total number of individuals), N is the number of individ-
uals placed in a square box of linear size L, ∆ = c − cc
measures the distance from a point c (recovery rate) to
the critical point (critical recovery rate), and 〈· · ·〉 means
the usual average on different Ns samples of the system.
The exponents β, ν‖, and ν⊥ are static critical exponents,
while z = ν‖/ν⊥ and θ = dz− 2βν‖ are dynamic ones. One of
the epidemic models which belongs to the directed perco-
lation (DP) universality class is the susceptible-infected-
susceptible (SIS) model that represents diseases for which
the infection does not confer immunity, i.e., the individ-
ual returns to the susceptible class after being infected
with the disease. In this case, at criticality ∆ = 0, it is
expected two different power-law behaviors:
〈i(t)〉 =
 t
θ, if t < t0
t−β/zν‖ , it t > t0
(1)
The regime t < t0 is obtained considering only one in-
fected individual in the initial state, t = 0, i.e., i(0) =
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21/N and all other sites are occupied by susceptible ones.
The second behavior, t > t0, can be obtained by making
i(0) = 1 which means a network completely filled with
infected agents.
In addition to the SIS model, there is the SI model
(with no recovery), which is suitable for the study, for
instance, of HIV virus. If the individual recovers of the
disease and becomes immune to reinfection, one may con-
sider the SIR model [20]. However, if the recovering does
not confer immunity, a reinfection can occur after some
time of the recovery and this situation is considered in
the SIRS model [21]. In addition, there are other models
which involve other states such as the exposed (E) state
(for instance the SER [22, 23] and SEIR [10] models),
as well as hidden (H) and maternally-derived immunity
states [7].
In this work, we are concerned with the SIR model
which is a well known model in the theory of epidemics
[12, 15, 16, 24–27] in part due to its interesting phase
diagram and because it is a good model to mimic infec-
tious diseases like measles, mumps, and rubella. In this
model, each individual can be in one of three states: sus-
ceptible (S), infected (I), and recovered (R) and there
are two distinct phases: The first phase is obtained when
the recovery (immunization) rate is large enough to pre-
vent the epidemic spreading throughout the lattice (in
this case there is only the formation of small clusters
of recovery individuals); the second phase occurs when
the immunization rate is small and, therefore, there is
an outbreak of the disease. In this case, a large com-
ponent of the network becomes infected (i(t) increases
up to a maximum value) and afterwards recovered (i(t)
decreases down to zero). The point which separates the
non-spreading of the spreading of the epidemic is known
as the phase transition point of the model. In this point,
we expect the power law i(t) ∼ i0tθ to be satisfied.
The paper is organized as follows: in the next sec-
tion we describe the standard SIR model as well as our
extended version of the model considering the modified
connectivity (dependent on v and δ). In Sec. III, we
present the numerical simulation technique used in this
work along with our main numerical results. Finally, the
summaries and conclusions are considered in Sec. IV.
The appendixes present further information about the
coefficient of determination approach and the computa-
tional implementation of the temporal evolution of the
system.
II. EPIDEMIC SIR MODEL ON A
FACE-TO-FACE NETWORK
The traditional set of differential equations for the epi-
demic SIR model is given by [28]:
dS(t)
dt
= −βIS, dI(t)
dt
= βIS − γI, dR
dt
= γI,
where S(t), I(t), and R(t) are the number of suscepti-
ble, infected, and recovered individuals, respectively, as
function of the time t, β is the contact rate which is re-
lated to the probability of a susceptible individual being
infected with the disease, and γ is the recovery rate of
infected individuals. From these equations, one can see
that ddt [S(t) + I(t) + R(t)] =
dN(t)
dt = 0, i.e., the num-
ber of individuals in the lattice, N(t), is constant at any
time. In our simulations, we consider that the rates β
and γ are given, respectively, by the infection b and the
recovery c probabilities. We also consider that b+ c = 1
[29] and s = S/N , i = I/N , and r = r/N are the den-
sity of susceptible, infected, and recovered individuals,
respectively.
This approach supposes a full connected network, i.e.,
each agent uniformly interacts with all the other agents
(homogeneous mixing hypothesis [18]). However this
connectivity can be altered by different criteria, for in-
stance, the distance between the agents considering the
system domain as a square in the 2D Euclidean plane xy.
This can be done in two ways: i) by treating the inter-
action probability as a continuous variable that decays
with increasing distance [30] or ii) by considering two in-
dividuals interacting when the distance between them is
less than a specific value δ. In a regular network (as, for
instance, a regular square lattice) one can consider only
the interactions among an individual and his neighbors
(nearest ones, next-nearest ones, etc.) [16]. In a hetero-
geneous connectivity pattern network, the interactions
can be built in any desired way, placing the individuals
on the vertices and representing the interaction with an
edge [28].
Many works have explored the effect of the mobility
of the individuals on epidemic models since it has been
suggested in 1983 [20]. For example, the SIR model has
been studied by considering both the diffusion between
different subpopulations [25] (a population in only one
node) and the diffusion between nearest-neighbors in a
diluted regular square lattice [16]. There are still stud-
ies which consider the mobility between specific places
(or nodes) emulating house and work [31] and the mobil-
ity among communities (group of nodes) forming a gen-
eral network with real human commuting data [32, 33].
However, none of them have allowed the individuals to
move freely in the network, forming new random tem-
poral networks at each iteration. Here, one iteraction
means one Monte Carlo step, i.e., N updates (trials) of
the states/positions of the N individuals of the network.
One such way to accomplish this movement is to allow
each vertex (or individual) to perform a random walk: in
each iteration, each node can move a distance up to v in
an arbitrary direction [0, 2pi]. Indeed, random walk has
been frequently used in temporal networks [6, 34–36] as
well as in critical phenomena [37]. It is worth to men-
tion that, as the interaction between two vertices occurs
only when their distance is smaller than a specific value
δ, each new interaction changes the interacting pairs.
Every time-dependent Monte Carlo (MC) simulation
starts with a regular square lattice where all individuals
are susceptible to the disease but one which is already in-
3fected [16, 21, 38]. In one iteration, each individual can
perform a random walk with the displacement up to v in
an arbitrary direction [0, 2pi]. The update of both state
and position of each individual is performed by using the
asynchronous updating algorithm. When the Euclidean
distance d between two individuals is smaller than or
equal to δ, they are interacting and considered as neigh-
bors. In this case, they may continue in their positions
(not walking) with a probability 1−ω, where ω is the dif-
fusion probability when the individuals are interacting.
However, if d > δ, the two individuals are not interacting
with each other and, therefore, they will move with prob-
ability 1. One susceptible individual can become infected
if he interacts with at least one infected individual. The
probability of infection is bni/nt where ni is the num-
ber of infected neighbors and nt is the total number of
neighbors. Both ni and nt change for each individual and
with time t. On the other hand, as usually happens in the
original model, an infected individual recovers from the
disease with a rate c. The other important parameters
of the model are: ρ = N/L2, the density of individu-
als; Q, the number of Monte Carlo steps; and NS , the
number of independent samples of each simulation. We
also consider periodic boundary conditions in our simu-
lations. To retrieve the standard SIR model, in which
the individuals are not able to move, we must simply set
v = 0. In this case, it has been found that the critical
immunization rate is c0 = 0.1765 [21, 38].
III. NUMERICAL SIMULATIONS AND
RESULTS
As we are studying an extended version of the SIR
model, we first wonder if its critical behavior changes
with the modified connectivity, thus changing its univer-
sality class. To answer our question, we perform time-
dependent Monte Carlo simulations along with an op-
timization method which takes into account a concept
known as coefficient of determination defined as [39]:
α =
∑Q
t=tc
(p+ q ln t− `)2∑Q
t=tc
(ln〈i(t)〉 − `)2
. (2)
where
` =
1
Q− tc + 1
Q∑
t=tc
ln i(t)
and
〈i(t)〉 = 1
NS
NS∑
j
ij(t)
are, respectively, the average number of infected individ-
uals in the time range and the average of i(t) for different
samples (more details are found in Appendix A). The co-
efficient is calculated for t > tc.
This coefficient measures the ratio between the ex-
pected variation and the total variation. It takes into
consideration the robustness of the power laws defined
at criticality since α ' 1 when the system is close to its
critical point (and i(t) ∼ tθ) and ' 0 otherwise. In sum-
mary, if the data follows a linear behavior (in log scale),
the system is probably at its critical point and the ex-
pected variation is close to the total variation, and α ' 1.
This makes easier to find the phase transition point: just
look for points where α ' 1. So, by using this optimiza-
tion method, we are able to identify the set of values for
c and δ where the phase transition of the system occurs,
for a given mobility v. This approach was first proposed
in nonequilibrium MC simulations by da Silva et al. [40]
in the context of generalized statistics. After that work,
the phase transitions of several models have been success-
fully identified, such as models with defined Hamiltonian
[41–44] and models with absorbing states [16, 45].
The density of individuals used in all simulations pre-
sented in this work is ρ = 512× 10−4 (equivalent to 512
individuals in a square with linear size 100) and the lat-
tice parameter of the initial square network is a = L/
√
N .
In addition, we define the distance of interaction δ as a
function of a. The density of individuals are calculated
from the average of Ns independent samples. Further
information about the temporal evolution of the system
is given in Appendix B.
Figures 1(a) and 1(b) show, respectively, the network
for t = 0 and t = 23, for N = 162 and δ = 11a/10.
As can be seen, at the very beginning, each individual
interacts with the four nearest neighbors and, after some
time, the random walk allows the individuals interact
with different numbers of neighbors.
From now on, all the simulations are performed with
the following set of parameters: N = 1282, Ns = 100,
and ω = 0.5, which determine the linear size of the net-
work, L =
√
N/ρ ' 565.68, and the lattice parameter
a = L/
√
N ' 4.42.
The numerical simulations are performed by consid-
ering an initial condition in which all agents are in the
susceptible state but one agent, chosen at random, that
is infected with the disease, i.e., s(0) = (N − 1)/N
and i(0) = 1/N . In addition, the individuals can move
through the network, and the way we include the mobil-
ity is allowing them to perform a random walk with a
displacement v in an arbitrary direction. When v > 0
the square regular lattice is destroyed (for t > 0) and a
new temporary network is formed in each iteration. The
Fig. 1(b) shows the system for t = 23 with a displace-
ment v = 1.0 so that the number of interacting neighbors
of each individual changes with time.
In our study, we first identify the phase transition of
the model without considering the mobility, i.e., v = 0.
In Fig. 2 we show the log× log plot of i(t)×t for different
recovery rates c. As presented above, at the phase tran-
sition point the behavior of this curve should be linear.
As expected [21, 38], at c = c0 = 0.1765 (dashed line) we
observe such a behavior meaning that this is the critical
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FIG. 1. Snapshots of the network with N = 256 individuals
and L =
√
N/ρ ≈ 70.7. The parameters are d = 11a/10 (so
that only first neighbors interactions are considered). Figure
(a): Ordered grid at t = 0. Figure (b): Network at t = 23
when the positions are changed. The dots with the green,
red, and blue colors represent the susceptible, infected, and
recovered individuals, respectively. The interactions are rep-
resented by the lines connecting the individuals.
point for the standard epidemic SIR model. For c < c0
the curves present an almost linear behavior but they
last only until t ≈ 102 MC steps. On the other hand, for
c > c0 the curves do not present any linear behavior.
Figure 3 shows the behavior of the density of infected
individuals as function of time for different mobility v and
for c = c0. For v = 0, the individuals are not able to move
and then the standard SIR model is retrieved. In this
particular case, the system is at criticality and the curve
follows a linear behavior in log× log scale. However, for
other values of v, even for v = 0.1 (blue curve), there are
no evidence of phase transitions meaning that, at least
for this value of c, the spreading of the disease occurs only
through finite clusters and the outbreak of the epidemic
100 101 102
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10−4
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10−2
10−1
100
i(
t)
c = 0.1765
0.10
0.15
0.20
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c
FIG. 2. Plot of i(t)× t in log× log scale for different recovery
rates c without mobility (v = 0). The critical point is at
c = 0.1765.
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FIG. 3. The influence of the displacement v on the phase
transition point, c = c0 = 0.1765 of the standard epidemic
SIR model. The curves represent the following displacements:
v = 0 (dark blue curve), 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6 (dark
red curve).
does not occur. So, for v > 0, the cluster of infected
individuals can grow if the immunization rate c decreases
and a possible outbreak of the disease may occur meaning
the emergence of a phase transition.
Now, we fix the value of v at 0.1 and calculate i(t) ×
t for different values of the recovery rate c from 0 to
0.21 in order to show how the mobility affects the phase
transition. Figure 4 shows that the mobility strongly
influences the phase transition and, as in the previous
figure, there is no indication of phase transition for any
considered recovery rate.
5100 101 102
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c = 0.21
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FIG. 4. The behavior of i(t)× t in a log× log plot for v = 0.1
and δ = 11a/10.
From the results shown above, a natural question
arises: For a given v, is there any value of the set c
and δ in which the system is at criticality? To answer
this question, we carry out nonequilibrium Monte Carlo
simulations, as those presented until now, along with the
calculation of the coefficient of determination α in order
to find points in which α(c, δ) . 1, i.e., values of c and
δ which yields a linear behavior in the curves i(t) × t in
log× log scales.
However, before doing this procedure, we present be-
low a further analysis. We look for a critical point by
sweeping the recovery rate c from 0 to 0.12 for v = 1.0
and δ = a. Figure 5(a) shows our results for i(t) × t in
log× log scale. As can be seen, there is not a single value
of c with linear behavior. Instead, we find straight lines
for all curves with c ≥ c1 = 0.06 (this result is similar to
that shown in Fig. 3). So, the value c1 is a candidate
for the phase transition point. On the other hand, Fig.
5(b) shows the same plots for different values of δ with
c = 0.06 and v = 1.0. Again, one can see a linear be-
havior for all curves with δ > δ1 = a. So the coordinates
(c1, δ1) (within this precision) can be a candidate to a
phase transition point, which means that phase transi-
tion can exist for v > 0.
Now, we finally turn our attention to the coefficient of
determination α. Figure 6 shows the color map for α in
a large range of c and δ with v = 1.0 (0 < c < 0.20 and
0.1 < δ/a < 2.0). This map consists of 1560 points with
steps 0.0055 for c and 0.05 for δ. The estimate of each
α is obtained in the interval 7 < t < 110 as indicated by
the red vertical bars of Figs. 5(a) and 5(b). As shown in
Fig. 6, there is a large part of the graph with red color,
indicating that α ' 1. Also, there are two borders with
other smaller regions where α < 1: small yellow-green
region on the top and big white area (where the linear
fitting was not feasible) at the bottom of this figure. The
a)
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δ/a
FIG. 5. Plot of i(t)×t in log scale around the transition point
for v = 1.0. (a) 0 < c < 0.12 with step of 0.1 and δ = a. (b)
0.50 < δ
a
< 3.00 with step of 0.25 and c1 = 0.06. The red
bars correspond to tc = 7 and Q = 110 (see Eq. 2).
behavior mimics our findings observed in the previous
figures. So, the phase transition points of this extended
version of the epidemic SIR model should be right at the
borders.
To interpret Fig. 6, we shall consider the candidate
phase transition point at c1 = 0.06 and δ1 = a, which is
right at the lower border. The function ln i(t) has a linear
behavior only for c ≤ c1 (dark blue curves in Fig. 5(a))
which is compatible with α ' 1. In the same way, the
linear behavior is only seen with δ ≥ δ1 according to the
Figs. 5(b) (light yellow lines) and 6 (red upper part). So,
we conclude that, in fact, the phase transition points are
at the borders between the regions where α ' 1 and α <
1. This shows that the mobility dependent connectivity
can indeed not only remove the phase transition from the
60.00 0.05 0.10 0.15 0.20
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2.00
δ/
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0.0
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0.4
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0.8
1.0
α
FIG. 6. Coefficient of determination α (in units of a) calcu-
lated in the range 0 < c < 0.2 and 0.1 < δ/a < 2.0 for v = 1.0.
The red region consists of points where α ' 1 and the white
one refers to points where the linear fit could not be performed
since ln i(t) strongly diverges from a linear behavior.
value c0 = 0.1765, but it can also create a whole line of
critical points.
To estimate the dynamic critical exponent θ, we look
with more detail into the region where the coefficient of
determination is close to 1. As shown in Fig. 7(a), there
is a large region of points where α > 0.99 and which
is bounded by points with α ∼ 0.99. This figure also
shows that inside the region, and along all its extention,
there are several points where α is close to one. Figure
7(b) shows a color map of the exponent θ for this region.
As can be seen, the exponent θ is varying considerably,
i.e., 0.6 ≤ θ ≤ 2.0. Table I presents the exponent θ
and their respective α for seven points (c, δ/a) along the
critical line (marked as solid black circles in Fig. 7(b)).
This table also shows that the corresponding value of the
coefficient of determination for the considered points are
all close to one.
Point c δ/a α θ
# 1 0.050 1.075 0.999812543 1.23385131
# 2 0.075 1.200 0.99878228 1.1756392
# 3 0.100 1.325 0.997114122 1.25382280
# 4 0.125 1.425 0.997213125 1.18583548
# 5 0.150 1.600 0.998348594 1.30938840
# 6 0.175 1.
# 7 0.200 1.725 0.998354495 1.23638952
TABLE I. Values for α and θ for selected points (c, δ) on the
boundary. Given the coordinate c, the coordinate δ is the one
that gives the best value for α.
As can be seen, the coefficients of determination are
a)
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θ
FIG. 7. Calculations in the region where α > 0.99 for v = 1.0
with steps 0.0025 for c and 0.025 for δ/a. These figures consist
of 2620 points in the selected region for mor accuracy. (a)
Coefficient of determination α. (b) Values of the exponent θ.
The black points are the points considered in Table I.
very close to 1 for these points. However, the exponents
seems to be varying but do not appear to have a pattern
of growth, decay or stability. Nevertheless, these results
allow us to assert that our model does not belong to the
universality class of the original epidemic SIR model with
constant connectivity.
7IV. CONCLUSIONS
In conclusion, we study the epidemic SIR model with
mobility v based on random networks by allowing the
individuals (nodes of the network) to perform a random
walk. This system considers two features tipically used
to describe human interactions: dependency of the num-
ber and duration of interactions with time. We showed
that, as expected, for v = 0 our implementation recovers
the phase transition point (c0 = 0.1765) of the original
SIR model. However, by considering v > 0, this transi-
tion point was destroyed, raising the following question:
Is there a new phase transition point (or region) for a
given mobility v > 0? Tunning the parameters (c, δ), we
successfully found a candidate to the transition point at
(c1, δ1) for v = 1.0. Using the coefficient of determina-
tion we found that not only the set (c1, δ1) but a number
of them are possible phase transition points. Finally, we
obtain different values for the dynamical exponent θ for
some critical points along this curve, which can be an
evidence that our model does not follow a universality
class. Our results shed light on the mechanisms of the
epidemic SIR model when considering features of human
interactions on a face-to-face network.
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Appendix A: Coefficient of determination
The coefficient of determination for a given set of
points (xj , yj) with j = 0, 1, 2, 3, ..., Q is defined as (Eq.
(11.12), page 548 of Ref. [39]):
α =
∑
(yˆj − y¯)2∑
(yj − y¯)2
,
where yˆj is the predicted value from a given fit and yj
is the observed value (from experiment or simulation).
The sum goes from j = 0 do j = Q and the average
is y¯ = (1/(Q + 1))
∑
yj . In our case the points (from
simulation) are (tj , ij) and the function between them
(in the phase transition) is i(t) = i0t
θ. To identify this
behavior in the data, we take the natural logarithm to
obtain y = p+ qx with:
yj = ln ij , xj = ln tj , p = ln i0, and q = θ.
So, our predicted value is yˆj = p + qxj . Here, we want
to start the sum in the time j = j′ (instead of j = 0) the
average becomes:
` = y¯ =
1
Q− tj′ + 1
Q∑
j=j′
yj .
Using these expressions we obtained the Eq. (2).
The parameters q (slope) and p were obtained through
regular linear regression. Considering a sum from j = 1
to j = N , the expressions are:
p =
∑
yj
∑
x2j −
∑
xj
∑
xjyj
N
∑
x2j − (
∑
xj)
2 ,
q =
N
∑
xjyj −
∑
xj
∑
yj
N
∑
x2j − (
∑
xj)
2 .
Appendix B: Temporal evolution
The sequence of the algorithm is described below. A
random number is generated many times and is repre-
sented by the symbol Γ.
1. At t = 0 the square lattice is generated using the
input parameters N , Q, v, ω, δ, c, ρ, and Ns. The
values of L and a are calculated.
2. Each individual is evaluated and if he has infected
neighbor(s), the probability of infection p = (1 −
c)ni/nt is calculated. If Γ < p and the state of the
individual is susceptible, he becomes infected. If he
is already infected and Γ < c, it becomes recovered.
3. When all individuals are analyzed, the new itera-
tion t begins and the algorithm checks if each indi-
vidual has other interacting individuals: neighbors
within a distance smaller than δ. If it does not, it
is displaced by a quantity ≤ v in an arbitrary di-
rection [0, 2pi]. If it has, it will move only if Γ < ω.
This is the effect of the interaction: two interacting
agents has a chance to remain interacting in their
previous vertices. This analysis is performed for all
individuals.
4. After a Monte Carlo step, the quantities of interest
are estimated and one returns to the step 2.
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