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Resume 
Les telecommunications ont connu un important developpement durant le dernier 
quart de siecle. De ce fait, la croissance continuelle d'Internet, l'arrivee massive des 
connexions a haute vitesse et des applications multimedia ont favorise une forte 
explosion de l'offre des services par les operateurs de telecommunications. Afin d'offrir 
une grande capacite de transmission tout en garantissant une certaine qualite de services, 
le monde des reseaux optiques est apparu. Cependant, l'avantage de 1'augmentation de 
la capacite est contrebalancee par la grande quantite d'information qui pourrait etre 
perdue en cas d'une panne. Par consequent, des mecanismes de detection de pannes sont 
necessaires. De ce fait, notre objectif dans ce projet est de proposer un modele de 
detection des pannes dans un reseau optique. 
Apres une breve description des reseaux optiques et de la technologie SONET, 
nous presenterons les differentes techniques de multiplexage, ainsi que les differents 
composants d'un reseau optique et les differentes failles qui peuvent exister dans ces 
derniers. Nous traiterons par la suite, les differents types d'alarmes SONET que nous 
aurons en cas d'une panne ainsi que leurs methodes de propagation. Par la suite, nous 
presenterons deux modeles qui consistent tout d'abord a definir le reseau optique. Dans 
la deuxieme etape, nous introduirons des pannes dans ce dernier et nous genererons des 
alarmes en se basant sur les alarmes SONET. Ces dernieres seront generees a partir d'un 
generateur d'alarmes que nous implementerons en C++. Cependant, la methode que 
nous utiliserons pour traiter la gestion de ces alarmes se basera sur la programmation 
par contraintes (PPC). Nous avons choisi cette methode de resolution puisqu'il y a un 
rapprochement naturel entre la propagation des contraintes en PPC et la propagation des 
alarmes. Nous definirons des contraintes a partir de l'etat des equipements et les alarmes 
observees. Nous proposerons ainsi deux algorithmes de resolution en OPL afin de 
resoudre ces contraintes et proposeront ainsi des diagnostics de pannes tout en tenant 
vi 
compte de l'aspect temporel des alarmes. Enfin, nous testerons nos deux modeles sur 
plusieurs reseaux optiques et nous comparerons leurs performances. 
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Abstract 
The telecommunications industry has seen an important development during the 
last quarter century. The continual growth of Internet and the emergence of high speed 
communication and multimedia applications results in an overwhelming traffic to be 
supported by the telecommunications service operators. In order to offer a higher 
capacity of transmission and to guarantee a certain quality of services, the optical 
networks have been developed. However, the increase of available capacity can be 
betrayed by the high quantity of information that can be lost when a failure occurs. 
Consequently, mechanisms for failure detection are necessary. In such a context, our 
objective in this project is to propose two mathematical models to locate possible 
failures in an optical network. 
After a short description of optical networks and SONET technology, we present 
the multiplexing techniques, the optical networks components and the failures that can 
occur. We treat thereafter the various types of SONET alarms obtained when a failure 
occurs and we describe the propagation process. Then, we present our methodology 
which first consists in defining the optical network. In a second step, we randomly 
generate failures into the network and consequently propagate alarms based on SONET 
standard. A C++ implementation generates these alarms. Then we propose two 
constraint programming models to locate the failure. We choose this resolution method 
because there is a similarity between the propagation of the constraints in PPC and the 
real propagation of alarms. For that, constraints are defined based on collected states of 
the equipment. We propose two algorithms of resolution in OPL in order to solve these 
constraints and we propose a diagnostic of failures taking into account the temporal 
aspect of alarms. Finaly, we test our algorithms on several optical topologies and 
compare their performance. 
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Chapitre 1: Introduction generate 
1.1 Introduction 
Les telecommunications par fibre optique ont connu une forte explosion ces deux 
dernieres decennies. La fibre optique constitue aujourd'hui une alternative rentable pour 
les transmissions de moyenne ou de longue portees. 
Avec plus de 10 millions de kilometres fabriques par an, les fibres optiques sont 
a pleine maturite, elles diffusent dans des domaines d'application de plus en plus vastes. 
Elles tirent avantage de la performance de transmission (tres faible attenuation, tres 
grande bande passante et multiplexage de plusieurs signaux), de la facilite de mise en 
oeuvre (faible poids et grande souplesse) et de la securite electrique (la fibre n'est pas 
sensible aux parasites, les terminaux sont totalement isoles et les puissances optiques 
utilisees sont faibles et non dangereuses). 
De ce fait, les utilisateurs et le nombre de services proposes augmentent sans 
cesse. Ceci implique une augmentation de la quantite d'equipements des reseaux ainsi 
qu'une complexite croissante de leur fonctionnement. En l'occurrence, la gestion des 
reseaux s'est developpee. 
Cinq domaines de gestion sont definis; les anomalies, la securite, les 
configurations, les performances et la comptabilite. Nous nous interesserons a la gestion 
des anomalies. Cela consiste a detecter, identifier et corriger les fonctionnements 
anormaux du reseau que nous designons par le terme panne. Une grande quantite 
d'information peut etre perdue au moment d'une panne. Des centaines de canaux, 
traversant la meme fibre, peuvent etre affectes. Des mecanismes de detection et de 
localisation des pannes sont par consequents necessaires. 
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Dans ce premier chapitre, nous decrirons tout d'abord la problematique. Ensuite, 
nous preciserons nos objectifs de recherche, notre methodologie et enfin, nous 
presenterons le plan du memoire. 
1.2 Problematique 
Un systeme de gestion des reseaux NMS (Network management system) est 
necessaire pour gerer les reseaux. Ceci permet a l'operateur d'administrer plus 
efficacement son reseau. Les principales fonctions d'un NMS sont: 
• la gestion des pannes : cette fonction inclut la detection et la correction des 
pannes a partir des alarmes recues; 
• la gestion des configurations : cette fonction permet d'effectuer facilement des 
modifications sur le reseau, qui permet d'installer, de maintenir et de faire la 
mise a jour de ces composants; 
• la gestion de comptabilite : cette fonction permet de detecter les inefficacites 
d'un reseau et 
• la gestion de performance : cette fonction permet d'identifier les problemes qui 
pourront toucher a la performance d'un reseau. 
Supposons que nous avons une entreprise ayant plusieurs succursales (figure 
1.1). En cas de panne d'un composant appartenant a un reseau d'une succursale donnee, 
plusieurs alarmes seront envoyees au gestionnaire de ce reseau. De ce fait, il y aura une 
propagation des alarmes sur les differents NMS. Done, l'administrateur du reseau doit 
trouver les pannes a partir de plusieurs NMS qui sont souvent controles par des groupes 
administratifs differents, ce qui peut etre un peu laborieux. En plus, si nous prenons le 
cas des reseaux SONET (Synchronous Optical Network) a grande capacite, une seule 
panne d'un equipement peut declencher des centaines et memes des milliers d'alarmes 
actives sur les NMS. Par ailleurs, il est difficile de faire la correlation de celles-ci afin de 
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trouver la panne exacte et ce, surtout lorsque le nombre d'alarmes est eleve. Ceci aura un 
fort impact sur la detection des pannes. 
Plusieurs methodes ont ete developpees dans la litterature afin de resoudre ce 
probleme. Elles se basent sur la correlation d'alarmes en permettant de filtrer, trier et 
regrouper ces dernieres pour savoir quelles pannes ont eu lieu. Un effort moins 
important est consacre aux algorithmes implantes dans les composants de gestion. En 
plus, le concept temporel de propagation des alarmes a ete neglige. 
NMS 
Succursale 3 Succursale I 
NMS 
Figure 1.1 : Reseau d'une entreprise control^ par NMS 
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1.3 Objectifs 
Notre objectif general est de proposer un modele de detection des pannes dans un 
reseau optique. Plus specifiquement, les objectifs sont: 
• faire une etude de l'etat de Part sur les differentes approches qui ont ete 
proposees dans la litterature afin de localiser les pannes dans un reseau 
optique; 
• proposer un modele de gestion des alarmes en se basant sur les alarmes 
SONET. Nous definirons ainsi des contraintes a partir de l'etat de 
l'equipement et des alarmes observees; 
• proposer un algorithme de resolution qui se basera sur la programmation par 
contraintes afin de resoudre les contraintes proposees et 
• implementer et evaluer les performances de notre methode de resolution. 
1.4 Methodologie 
Notre methode utilisee pour traiter la gestion des alarmes se base sur la 
programmation par contraintes (PPC). Nous avons choisi cette methode de resolution 
puisqu'il y a un rapprochement entre la propagation des contraintes en PPC et la 
propagation des alarmes. En plus, l'interet de cette methode est la resolution de 
problemes d'optimisation combinatoire dans le domaine de l'aide a la decision ou elle a 
largement fait ses preuves. 
Cependant, notre methodologie de recherche consiste tout d'abord a definir les 
differents equipements de notre modele du reseau optique et les differentes interfaces 
avec les NMS. Dans la deuxieme etape, nous introduirons des pannes dans ce dernier et 
nous generons la propagation des alarmes SONET. Ainsi, des contraintes seront definies 
a partir de l'etat des equipements et les alarmes observees. Enfin, le modele de 
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propagation par contraintes implants en OPL (Optimization Programming Language), 
propose alors des diagnostics de pannes. 
1.5 Plan du memoire 
Le memoire est constitue de cinq chapitres. Suite a ce premier chapitre 
d'introduction, le deuxieme chapitre presente une breve description des reseaux 
optiques, des techniques de multiplexage, des differents composants d'un reseau 
optique, des differentes failles qui peuvent exister dans ces composants et des alarmes. 
Nous definirons par la suite ces dernieres et leurs methodes de propagation. Nous 
conclurons ce premier chapitre en presentant les differentes methodes qui ont ete 
utilisees dans la litterature afin de detecter les pannes. 
Dans le troisieme chapitre, nous presenterons notre methodologie qui nous 
permettra de trouver 1'emplacement des pannes. 
Nos resultats seront presentes dans le quatrieme chapitre. Une discussion de ces 
derniers sera aussi presentee dans ce chapitre. Enfin, le cinquieme chapitre conclut en 
faisant une synthese des travaux realises et des resultats obtenus. Nous presenterons 
aussi dans ce chapitre des possibilites de travaux futurs decoulant de notre sujet de 
recherche. 
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Chapitre 2: Introduction aux reseaux optiques 
2.1 Reseau optique 
La fin du vingtieme siecle a ete marquee par un important developpement des 
telecommunications. La croissance continuelle d'Internet, l'arrivee massive des 
connexions a haute vitesse et des applications multimedia ont favorise une forte 
explosion de l'offre des services par les operateurs de telecommunications. Leur objectif 
est d'integrer differents types de service, ayant de grandes capacites en milieu urbain ou 
sur de longues distances, tout en garantissant une certaine qualite de service. D'ou la 
naissance des reseaux optiques. 
La fibre optique permet de transmettre des signaux lumineux a la place des 
signaux electriques. Les avantages sont nombreux. On peut citer, par exemple, la tres 
bonne immunite par rapport aux bruits electromagnetiques externes et la transmission 
avec un taux d'erreur tres bas tout en ayant une grande bande passante. 
Afin de realiser le passage de plusieurs signaux lumineux, il faut faire appel a un 
multiplexage en longueur d'onde qui, en succedant a deux autres modes de modulation, 
a marque l'univers des reseaux a haut debit. Le deuxieme element qui a marque la 
promotion des reseaux optiques est la norme SONET. 
Dans ce chapitre, nous traiterons la technologie SONET. Nous presenterons les 
deux modes de multiplexage qui ont favorise la naissance de la technologie WDM. Nous 
decrirons par la suite les differents elements d'un reseau optique ainsi que quelques 
exemples de failles de ces derniers. Une correspondance entre SONET, WDM sera aussi 
traitee et nous conclurons le chapitre en decrivant les alarmes SONET. 
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2.2 SONET 
Plusieurs compagnies de telephonies locales devaient se connecter aux arteres a 
haut debit des societes operatrices de reseaux a longues distances. De ce fait, elles ont 
commence a developper leurs propres reseaux de communication qui consistaient a 
connecter les reseaux telephoniques des grands operateurs ayant des systemes TDM 
(Time Division Multiplexing) optiques differents. En 1'occurrence, le principe de la 
normalisation de ses differents standards est devenu tres important. D'ou 1'apparition de 
SONET (Synchronous Optical Network). 
SDH (Synchronous Digital Hierarchy) correspond a une vision specifique de 
SONET, demandee par les europeens. Nous orienterons nos recherches plutot vers 
SONET qui est plus utilisee en Amerique du nord. Toutefois, les differences entre ces 
deux technologies sont tres minces. 
SONET repond a quatre objectifs principaux : 
• favoriser une interconnexion de systemes a haut debit grace a la normalisation de 
la trame et des interfaces optiques correspondantes. De ce fait, SONET a ete 
designe grace a son architecture de synchronisation, a sa structure de trame et a 
l'utilisation des longueurs d'ondes; 
• avoir un compromis entre les differents systemes numeriques americain, 
europeen et japonais; 
• avoir une souplesse accrue quant a la possibilite de multiplexer les arteres 
numeriques et d'atteindre un haut debit de transmission et 
• avoir une meilleure exploitation, administration et maintenance du systeme. 
Dans la terminologie SONET [8], on appelle 'Section' toute liaison optique 
directe entre deux equipements sans intermediate. Un lien de communication entre deux 
multiplexeurs, incluant un ou plusieurs repeteurs intermediaries est appele une 'ligne' 
(Line). Enfin, la partie 'conduit' (path) represente la liaison globale entre la source et la 
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destination, passant par un ou plusieurs multiplexeurs, incluant un ou plusieurs repeteurs 









• • • 
Conduit 
Figure 2.1 : Un exemple de conduit SONET 
La couche physique du systeme SONET est subdivisee en quatre sous-couches, 
comme le montre la figure 2.2. La plus basse sous-couche est appelee couche 
photonique. Elle concerne les proprietes physiques de la fibre optique et du signal 
lumineux. La sous-couche section gere le flux de bit sur le lien optique sans aucune 
action ni traitement de la trame. La sous-couche ligne ne s'interesse qu'a l'echange de la 
trame entre deux multiplexeurs sans changement quelque soit le nombre de repeteurs sur 
la ligne. Enfin, la sous-couche conduit s'interesse a la communication de bout en bout 















Figure 2.2 : Modele d'architecture en couches du systeme SONET 
SONET decrit la forme d'une trame synchrone, sous forme d'un bloc de 810 
octets, qui sera emise toutes les 125 microsecondes. Elle est decrite sous forme d'une 
grille de 90 colonnes par 9 lignes, comme illustre a la figure 2.3. Les trois premieres 
colonnes sont reservees aux informations de gestion du systeme, appelees surdebit. 
Cependant, les trois premieres lignes de cette partie correspondent au surdebit de section 
(SOH, Section Overhead) et les six suivantes correspondent au surdebit de ligne (LOH, 
Line OverHead). Les 87 colonnes restantes represented les donnees. Cette partie est 
appelee conteneur de donnees, ou SPE (Synchronous Payload Envelope). Le conteneur 
de donnees contient les donnees utilisateur et un surdebit de conduit, POH (path 
overhead). Le conteneur ne commence pas obligatoirement a partir de la quatrieme 
colonne de la premiere ligne. II peut commencer a n'importe ou dans la trame. 
Cependant, un pointeur fait reference a la localisation du premier octet du conteneur. 
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surdebit de surdebit de ligne surdebit de Conteneurde 
section (LOH) conduit donnees 
(SOH) (POH) (SPE) 
Figure 2.3 : Un conteneur de donnees portant sur deux trames SONET 
2.3 Technique de multiplexage 
Afin d'augmenter leurs capacites de transmission, la technologie des reseaux a 
connu plusieurs evolutions en se basant sur la technique de multiplexage. Cette methode 
consiste a regrouper plusieurs communications sur un meme support de transmission. 
Ces techniques se repartissent en deux grandes categories [16] : le multiplexage 
temporel TDM (Time Division Multiplexing) et le multiplexage frequentiel FDM 
(Frequency division multiplexing). 
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2.3.1 Multiplexage temporel (TDM) 
Le multiplexage par repartition temporelle (TDM) consiste a affecter a un 
utilisateur unique la totalite de la bande passante pendant un court instant et a tour de 
role pour chaque utilisateur. En l'occurrence, l'allocation de la bande passante se fait en 
divisant l'axe du temps en duree fixe, et un canal ne va transmettre que durant ces 
periodes determinees. 
A la reception, chaque canal est 'demultiplexe' puis achemine vers son 
destinataire. L'inconvenient de TDM est que tous les canaux utilises sont dans la meme 
fibre. Ainsi, en cas de panne d'une fibre, tous les canaux sont interrompus et, en 
consequence, on perd la synchronisation. 
La technologie SONET utilisee comme technique de transport dans les reseaux 
telephoniques des grands operateurs pratiquait un multiplexage temporel pour assembler 
plusieurs lignes en une seule ligne de debit superieur. L'inconvenient de ce type de 
multiplexage est que l'acces ou l'insertion d'une information dans un canal oblige a 
demultiplexer 1'ensemble de tout le train numerique traversant le canal. 
Un exemple de multiplexage temporel est illustre a la figure 2.4 ou on a N 
signaux qu'on veut multiplexer temporellement. 
Bbps 
1 .J U L_ 
• 
2 J U L 
^. 
N • 
Figure 2.4 : Multiplexage temporel 
NBbps 
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2.3.2 Multiplexage frequentiel (FDM) 
Cette technique se base sur la repartition des frequences. Elle est utilisee pour 
accroitre les debits sur paire torsadee et plus particulierement des lignes telephoniques. 
Le multiplexage frequentiel divise le spectre des frequences disponibles en bandes plus 
etroites dont chacune est affectee a un utilisateur. Un exemple de multiplexage 





Canal 1 Canal 3 
60 64 68 72 
Frequence kHz 
300 3100 
Frequence Hz Frequence kHz 
Figure 2.5 : Multiplexage frequentiel de 3 canaux 
2.3.3 Le principe de W D M 
Pour la transmission sur fibre optique, on a recourt a une variante du 
multiplexage frequentiel appele multiplexage en longueur d'onde ou WDM (Wavelength 
Division Multiplexing). Cependant, sur une fibre optique, il est possible d'utiliser 
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plusieurs longueurs d'onde simultanement. C'est justement sur ce principe qu'une 
technique de modulation a ete mise en place. 
L'idee est de reprendre le multiplexage frequentiel utilise dans les reseaux 
electriques pour l'appliquer dans le domaine optique. Ce multiplexage frequentiel se 
produit simplement a de tres hautes frequences. 
Ainsi, le multiplexage en longueur d'onde permet de maximiser l'utilisation des 
fibres optiques en permettant a une seule fibre de transporter plusieurs communications 
en meme temps. Pour ce faire, des flux de longueurs d'ondes differentes sont combines 
pour etre achemines sur une seule fibre optique jusqu'a la destination. Un exemple de 
multiplexage et de demultiplexage des longueurs d'onde est illustre a la figure 2.6. 
A la destination, le faisceau de longueur d'ondes est separe en autant de fibres 
qu'il y en avait au depart grace aux filtres qui eliminent toutes les longueurs d'onde sauf 
une. Un exemple de filtrage est illustre a la figure 2.7 ou il y a quatre longueurs d'ondes 



















Figure 2.7 : Notion de filtrage des longueurs d'onde 
La raison du succes du multiplexage WDM est que la largeur du faisceau 
transports par une seule fibre atteint les gigahertz. En utilisant les canaux paralleles avec 
des longueurs d'onde distinctes, la bande passante augmente lineairement en fonction du 
nombre de canaux. 
Comme pour la technique de TDM, les canaux traversent a l'aide du 
multiplexage WDM la meme fibre. Cependant, en cas de panne de cette derniere, le 
canal qui la traverse est interrompu. 
De nos jours, les utilisations de SONET et WDM se multiplient. Les reseaux qui 
se basent sur ces technologies sont actuellement en pleine expansion partout dans le 
monde. De ce fait, les reseaux optiques ont integre les points forts de SONET : fiabilite 
des transmissions et gestion de la bande passante. 
Ainsi, un reseau optique utilisant SONET et WDM a la structure suivante : 
S O N E T 
W D M 
Figure 2.8 : Structure d'un reseau optique utilisant SONET et WDM 
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Nous avons traite dans les sections precedentes les technologies SONET et 
WDM qui ont revolutionne les reseaux optiques. Nous aborderons dans les sections 
suivantes les differents composants d'un reseau optique, se basant sur ces technologies, 
ainsi que les failles qu'ils peuvent subir. 
2.4 Composants d'un systeme de transmission sur fibre 
optique 
Dans une liaison point a point, nous trouvons [5] : 
• l'interface optique d'emission composee par le transmetteur; 
• la fibre optique; 
• un repeteur, qu'on insere dans la liaison lorsque cette derniere le necessite, 
compose par une interface optique de reception et d'emission reliee par des 
circuits d'amplifications et 
• une interface optique de reception representee par le recepteur. 
2.4.1 Interface optique d'emission : transmetteurs 
Un emetteur consiste a transformer le signal electrique en un signal optique. Ce 
passage se fait grace aux composants optoelectroniques qui peuvent etre soit une diode 
electroluminescente (DEL) ou une diode laser (DL). Leurs structures consistent a 
moduler le courant dans la diode et a emettre de la lumiere lorsqu'il est parcouru par un 
courant electrique. L'une des plus importantes differences entre ces deux types 
d'emetteurs est au niveau de transmission. Les diodes laser transmettent sur de longues 
distances tandis que les diodes electroluminescentes transmettent sur de courtes 
distances. 
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2.4.2 Fibre optique 
Une fibre optique est un fil de verre transparent tres fin qui a la propriete de 
conduire la lumiere entre deux lieux distants de plusieurs centaines, voire milliers, de 
kilometres. Ces rayons lumineux sont capables de supporter une grande quantite 
d'information qui peuvent transiter aussi bien la television, le telephone, la 
visioconference ou les donnees informatiques. 
La fibre est constitute par un coeur autour duquel on trouve une gaine. 
L'ensemble est recouvert par une gaine protectrice comme illustre a la figure 2.9. Les 
fibres optiques ont connu une evolution importante : le passage de la fibre multimode a 
la fibre monomode [6]. 
Le terme multimode signifie que la lumiere se reparti sur un certain nombre de 
trajectoires autorisees, appelees modes. Le type le plus simple de la fibre multimode est 
la fibre a saut d'indice. Dans cette structure, le coeur d'indice de refraction nl , est 
entoure d'une gaine optique d'indice n2 legerement inferieur. Cette fibre genere une 
grande dispersion des signaux et done, une deformation du signal recu. Par la suite, on 
trouve les fibres a gradient d'indice qui ont ete specialement concues afin de minimiser 
cet effet de dispersion. Enfin, il y a eu un passage aux fibres monomodes ou il n'y a plus 
de dispersion intermodale. En effet, le coeur est si fin que le chemin de propagation est 
pratiquement direct. En l'occurrence, l'avantage principal de ce type de fibre est sa tres 
grande bande passante, permettant les transmissions a tres grande distances. 
Gaine 
/ ^ ^ \ / optique 
I I \3 fj Coeur 
\ \ / T ^ " ^ . Gaine de protection 
\ \ ^ ^ y polymere 
Figure 2.9 : Une section d'une fibre optique 
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L'attenuation de la fibre optique est faible si on la compare a celle des autres 
supports de transmission comme le cuivre. Ceci n'empeche pas qu'il y a plusieurs 
parametres qui contribuent a faire perdre la puissance au signal optique. De ce fait, nous 
introduisons la notion des fenetres spectrales de transmissions. 
Les meilleures fenetres de transmissions optiques sont celles qui minimisent les 
trois differents phenomenes physiques suivants qui provoquent 1'attenuation : 
• l'effet de Rayleigh qui traduit l'effet des impuretes, des imperfections, des 
craquelures et des variations d'indice; 
• l'effet de l'absorption par les ions OH" (oxygene hydrogene). Les impuretes de la 
fibre se presentent sous forme de molecule absorbant la lumiere a des frequences 
specifiques notamment dans la bande 1400 nm - 1500nm (figure 2.10 [21]) et 
• l'absorption du verre. Aux frequences elevees (longueurs d'ondes superieures a 







1.2 1.3 1.4 1.5 
Longueur d'onde um 
1.6 1.7 
Figure 2.10 : Bande de frequences utilisables 
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Du fait des facteurs d'attenuation de la longueur d'onde, les fibres peuvent etre 
utilisees pour la transmission essentiellement dans deux fenetres spectrales : 
• la fenetre a 1300 nm, qui a une largeur de bande de 50 nra et une attenuation 
moyenne d'environ 0.4 dB/km, utilisee pour les systemes de telecommunications 
de courte portee et 
• la fenetre a 1550 nm, qui a une largeur de bande de 100 nm et une attenuation 
moyenne d'environ 0.2 dB/km utilisee pour les systemes de telecommunications 
de longue portee. 
Cependant, il n'est pas possible de supprimer tous les effets qui attenuent le signal. 
De ce fait, le signal doit etre amplifie regulierement. D'ou l'utilisation des 
amplificateurs EDFA (Erbium Doped Fiber Amplifier) que nous traiterons dans la 
section suivante. 
2.4.3 Repeteurs 
Lorsque la longueur de la liaison est grande, on utilise des repeteurs qui 
contiennent des interfaces d'emission et de reception reliees par des circuits 
d'amplification. 
Ainsi, nous trouvons le repeteur (OEO) qui permet de convertir le signal optique 
en un signal electrique, auquel nous ferons 1'amplification grace a l'amplificateur 
(EDFA) a fibre dopee d'erbuim, ensuite nous le reconvertissons en un signal optique qui 
sera achemine vers la destination. 
L'EDFA est un amplificateur a fibre dopee d'erbuim. Le dopage est une 
technique qui consiste a inserer un composant chimique dans la fibre ayant des 
proprietes interessantes. Les ions d'Erbuim sont excites par les longueurs d'ondes 
suivantes : 514, 532, 667, 800, 980, 1480 nm. 
Cette excitation donne plus d'energie aux ondes qui traversent la fibre et en 
l'occurrence, de l'energie photonique est liberee. Ce phenomene est appele phenomene 
de RAMAN. 
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2.4.4 Interface optique de reception : recepteur 
Le recepteur recoit le signal optique et le convertit en un signal electrique. Ce 
passage se fait grace aux photodiodes qui sont des composants semi-conducteurs ayant 
la capacite de detecter un rayonnement du domaine optique et de le transformer en 
signal electrique. 
En juxtaposant une zone dopee P et une zone dopee N a l'interieur d'un cristal de 
semi-conducteur, on obtient une jonction PN. Ainsi, la diode en electronique est 
constitute d'une jonction PN. Cette configuration de base fut amelioree par 
1'introduction d'une zone intrinseque pour constituer la photodiode PIN. Ainsi, en 
absence de polarisation, elle genere une tension (mode photovoltai'que). En polarisation 
inverse, elle genere un courant (mode photoamperique ou photocourant). 
Le signal recu etant souvent tres faible, il est necessaire d'amplifier le 
photocourant. Cependant, on utilise un composant a gain interne qu'on appelle : la 
photodiode a avalanche (PDA). 
2.4.5 Multiplexeur, demultiplexeur et OADM 
Le role d'un multiplexeur consiste a combiner les signaux optiques, ayant des 
longueurs d'ondes differentes, dans une seule fibre optique alors qu'un demultiplexeur, 
separe les differentes longueurs d'onde combinees dans des signaux optiques 
independants. 
L'OADM (Optical add drop multiplexing) est un composant optique qui peut 
etre implante avec les multiplexeurs et les demultiplexeurs. Ceci consiste a inserer ou 
enlever des longueurs d'onde comme illustre a la figure 2.11. Grace aux OADMs, 
chaque noeud recupere la longueur d'onde qui lui est destinee. 
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X\ 12 X3 V4 
Figure 2.11: OADM 
2.4.6 Commutateur (OXC : Optical cross connect) 
Les commutateurs permettent d'effectuer des connections croisees qui consistent 
a affecter une certaine sortie a une entree donnee. lis peuvent etre classes comme suit: 
• commutateurs electriques qui sont precedes par des recepteurs afin de 
convertir le signal optique a un signal electrique et ils sont suivis par des 
transmetteurs pour envoyer le signal a travers la fibre optique et 
• commutateurs optiques OXC qui permettent d'affecter une certaine sortie a 
une entree donnee sans convertir le signal optique en un signal electrique. 
Un exemple de commutateur OXC est illustre a la figure 2.12, ou on peut 





















Figure 2.12: OXC 
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2.5 Exemples de defaillance des composants optiques 
SONET permet de realiser des remontees d'alarmes sur les differents 
equipements. Ces alarmes correspondent aux differents problemes qui pourraient exister 
sur les equipements ou les liaisons. De ce fait, nous enoncerons dans cette partie 
quelques exemples de failles pour les differents composants du reseau optique [10]. 
2.5.1 Panne de la fibre optique 
Comme mentionne dans le paragraphe de la fibre optique, il y a plusieurs 
parametres qui contribuent a faire perdre la puissance au signal optique : l'effet de 
Rayleigh, l'effet de l'absorption par les ions OH et l'effet de l'absorption du verre, d'ou 
l'introduction de la notion des fenetres de transmission. Ces dernieres diminuent les 
attenuations mais n'empechent pas l'apparition d'interferences qui impliqueront une 
attenuation du signal recu. En l'occurrence, il y aura un evanouissement de la puissance 
recue et il peut y avoir une deformation du signal recu, ce qui impliquera un certain taux 
d'erreur binaire. 
La brisure de la fibre optique est un des problemes qu'on peut aussi rencontrer et 
qui aura un impact sur la transmission des donnees. 
2.5.2 Panne des transmetteurs 
Les transmetteurs envoient des alarmes quand la temperature ou la puissance 
recues sont au-dela de la normale. En effet, pour chaque variable (la temperature et la 
puissance), il y a deux rangs comme illustre a la figure 2.13. Le premier rang, note par 
Ma, delimite les valeurs pour lesquelles le transmetteur travaille correctement. Le 
deuxieme rang, note par Mt, represente la limite de la marge superieure. Si les 
caracteristiques des variables sont au-dela de ces marges, une alarme est envoyee a 




1 1 1 k. 
fl t2 t3 t4 
Figure 2.13 : La marge du transmetteur 
temps 
Les transmetteurs peuvent aussi subir des pannes mecaniques et des pannes 
d'alimentation. 
2.5.3 Panne des amplificateurs optiques 
On peut recevoir des alarmes a partir des amplificateurs optiques dans le cas ou : 
• la puissance d'entree est insuffisante pour amplifier le signal; 
• le signal n'a pas ete recu du a une panne du transmetteur et 
• il y a une panne mecanique. 
2.5.4 Panne des OADM 
Les OADMs sont caracterises par leurs bandes passantes et par leurs frequences 
centrales. Cependant, la puissance du signal filtre a une frequence fO, comme illustree a 
la figure 2.14 peut se degrader et subir une forte attenuation. (Voir le signal de sortie de 
la figure 2.14). En Poccurrence, les equipements qui le suivent (les recepteurs) ne 
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Figure 2.14 : Exemple de panne d'un OADM 
2.5.5 Panne des commutateurs OXC 
Les commutateurs optiques et electriques envoient des alarmes s'ils ont des 
problemes internes. Un exemple de probleme interne est Pimpossibilite de connecter les 
ports d'entrees et de sorties. Ou 1'initialisation (reset) du commutateur, due par exemple 




Les causes des pannes 
Brisure 
Interferences des signaux dues a : 
• Peffet de Rayleigh; 
• l'effet de l'absorption par les ions OH et 







Temperature au-dela de la normale 
Panne mecaniques 
Pannes d'alimentation. 
Puissance d'entree insuffisante 
Signal non recu 
Panne mecanique 
Attenuation du signal 
Problemes internes 
Probleme de temperature 
Nous avons cite dans cette section quelques problemes que peuvent avoir les 
composants d'un reseau optique. Par ailleurs, en cas de panne d'un de ces derniers, des 
alarmes sont envoyees au gestionnaire du reseau et seront traitees dans la section 2.6. 
2.6 Les alarmes SONET 
Comme mentionne precedemment, SONET permet de realiser des remontees 
d'alarmes sur les differents equipements. Ces alarmes correspondent aux differents 
problemes mentionnes dans la section precedente qui pourraient exister dans les 
equipements ou les liaisons. En se basant sur ce qui a ete decrit precedemment sur le 
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modele d'architecture en couches du systeme SONET, nous presenterons dans cette 
section les principales alarmes SONET [17]. 
2.6.1 Definitions 
LOS (Loss of signal) 
Pour mesurer ou simuler les performances d'un systeme de transmission 
numerique, on utilise un estimateur de la probabilite erreur-bit appele (BER). Ainsi, on 
detecte l'alarme LOS lorsqu'un signal a un taux d'erreur binaire (BER) plus grand que 
10" . II est detecte s'il n'y a pas de transition pour une periode de 2.3 a 100 
microsecondes. Ceci est du a une rupture de la fibre optique, ou a une grande attenuation 
du signal ou a une panne d'un equipement. 
Si l'etat LOS persiste pour une periode de 2.5 +/- 0.5 secondes, une panne LOS est 
declaree. Par ailleurs, l'etat LOS va etre supprime quand le systeme ne recoit plus de 
LOS comme alarme durant une periode de 10 +/ 0.5 secondes. 
AIS (Alarm indication signal) 
Cette alarme permet d'alerter les equipements du reseau qui suivent 
l'equipement qui a detecte la perte du signal (LOS). Elle est subdivisee en trois 
categories : 
L-AIS Line alarme indication signal; 
P-AIS Path alarm indication signal et 
S-AIS Section alarm indication signal. 
RDI (Remote defect indication) 
Cette alarme permet d'alerter les equipements du reseau qui precedent 
l'equipement qui a detecte la perte du signal (LOS). Elle est aussi subdivisee en trois 
categories : 
L-RDI Line remote defect indication; 
P-RDI path remote defect indication et 
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S-RDI Section remote defect indication. 
OOF (Out of frame) 
On detecte cette alarme lorsqu'on recoit quatre ou cinq trames successives ayant 
des sequences de tramage erronees. Le temps maximal afin de detecter OOF est 625 
microsecondes. Par ailleurs, l'etat OOF va etre supprime quand deux sequences de 
trames successives sont recues correctement. 
LOF (Loss of frame) 
On detecte cette alarme lorsque la duree de l'etat OOF est plus de 3 
millisecondes. Lorsque l'etat LOF persiste pour une periode de 2.5 +/-0.5 secondes, une 
panne LOF est declaree. En l'occurrence, l'etat LOS se declenche et ainsi l'etat LOF 
disparait. 
2.6.2 Propagation des alarmes 
Si un equipement recoit une indication de perte de signal a la reception, il envoie 
un AIS a l'equipement qui le suit pour indiquer une defectuosite. Ce dernier va envoyer 
un RDI a l'equipement en amont pour lui signaler une defectuosite de l'equipement 
distant (figure 2.15). 
RDI 















Figure 2.15 : Base de fonctionnement des alarmes SONET 
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En tenant compte du modele d'architecture en couches du systeme SONET 
(Ligne, Conduit et section), nous nous interesserons a presenter les alarmes liees aux 
deux premieres couches, soient ligne et conduit. 
Nous aurons ainsi ces differents scenarios d'alarmes en cas de reception d'une 
alarme de perte du signal (LOS). 
Scenario 1 : 















Figure 2.16 : Scenariol 
Scenario 2 : 
Si un port d'un nceud (N2) recoit un LOS comme alarme, ce dernier enverra au 

















Figure 2.17: Scenario 2 
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Scenario 3 : 
Si un port d'un noeud (N2) re9oit un LOS comme alarme, ce dernier enverra au 


















Figure 2.18 : Scenario 3 
Scenario 4: 
Si un port d'un noeud (N2 dans notre cas) recoit un PAIS et LAIS comme 
alarmes, ce dernier enverra au noeud 'i+1' (qui le suit: N3) un PAIS comme illustre a 


















Figure 2.19 : Scenario 4 
Scenario5 : 
Si un port d 'un noeud (N2 dans notre cas) recoit un P_RDI et L_RDI comme 
alarmes, ce dernier enverra au noeud ' i -1 ' (qui le precede: Nl) un P RDI comme illustre 

















Figure 2.20 : Scenario 5 
Scenario 6: 
Si un port d'un noeud (N2 dans notre cas) re9oit un PAIS comme alarme, ce 















Figure 2.21 : Scenario 6 
Scenario 7 : 
Si un port d'un nceud (N2 dans notre cas) re9oit un P RDI comme alarme, ce 
dernier enverra au nceud ' i -1 ' (qui le precede : Nl) un PRDI comme illustre a la figure 
2.22. 
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N1 N2 N3 
Figure 2.22 : Scenario 7 
Recapitulation des scenarios: 
Sachant qu'il y a eu une panne au niveau du lien reliant le noeud N3 a N4, la 
figure 2.23 illustre la propagation des alarmes pour un reseau contenant 6 noeuds ayant 
chacun des ports de transmissions et des ports de reception. 
Lien 1 
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Figure 2.23 : Propagation des alarmes 
2.6.3 Notion de delai dans les reseaux 
2.6.3.1 Delai de propagation 
Un signal se propage sur un support a une vitesse dite vitesse de propagation. En 
notant 'd' la longueur du canal, ' V la vitesse de propagation en m/s , 
Le delai ou le temps de propagation Tp est donne par la formule suivante : 
T d Tp= —. 
V 
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II faut noter que dans une fibre optique, — = 5 us/km. 
2.6.3.2 Delai de transmission 
On appelle delai ou temps de transmission le temps necessaire a remission ou a 
la reception d'une trame. Si on note L la longueur de la trame en bits, B le debit binaire 
en bit/s, le temps de transmission est donne par la formule suivante : 
B 
2.6.3.3 Delai de traitement 
On appelle delai de traitement le temps necessaire que l'equipement consacre 
pour traiter 1'information. 
Dans le cas de transmissions dans les reseaux optiques, le delai de transmission 
et le temps de traitements sont negligeables par rapports au temps de propagation. De ce 
fait, le delai de propagations des alarmes se basera uniquement sur les temps de 
propagation. Supposons que le gestionnaire du reseau recoit au noeud Nl et N6 des 
alarmes PAIS et PRDI comme illustres a la figure 2.24. En se basant sur le principe de 
propagation des alarmes decrites precedemment, deux interpretations du lieu de la panne 
peuvent etre deduites. Nous pouvons avoir soit une panne au niveau du port P3_Tx qui 
enverra un LOS au P4_Rx (figure 2.25) soit une panne au niveau du port P5_Tx qui 
enverra un LOS dans le P6_Rx (voir figure 2.26). 
Cependant, pour detecter l'emplacement exact de la panne, nous introduirons la 
notion du temps de propagation. Ainsi, le gestionnaire du reseau recevra l'alarme et le 
temps de detection de cette derniere. Ceci est illustre a la figure 2.27 ou on recoit une 
alarme PRDI a t+4tp et P_AIS A t+3tp avec : 
• t : temps de la panne; 


















P1_Rx P2_Tx P3_Rx P4_Tx P5_Rx P6_Tx P7_Rx P8_Tx P9J1X P10_Tx 
Figure 2.24 : Reception des alarmes PAIS et PRDI 
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Figure 2.25 : Premier cas de propagation des alarmes 
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P l . R l P2_Tx P3_Rx P4_Tx P5_Rx P6_Tx P7_Rx P8_Tx P9_Rx P10_Tx 
Figure 2.27 : Reception des alarmes P A I S et P R D I a un temps donne 
En supposant que les distances entre les noeuds sont identiques (done le temps de 
propagation de toutes les alarmes est identique), nous concluons que la panne est au 
niveau du P5_Tx et au temps t, en l'occurrence, nous aurons un LOS au P6_Rx. 
En effet, le P6_Rx du noeud 4 recevra l'alarme LOS a t+tp. Ce dernier enverra un 
PRDI et LRDI au P5_Rx du noeud N3 a t+2tp. Le noeud N2 recevra ainsi au P3_Rx un 
PRDI a t+3tp et enfin, le noeud Nl recevra au port P I R x un PRDI a t+4tp. Avec le 
meme raisonnement, le PlORx recevra un PAIS a t+3tp. L'interpretation des temps de 
propagation des alarmes est illustree a la figure 2.28. 
LOS 
t+tp 
PI Tx P2 Rx P3 Tx P4 Rx 
PI Rx P2 Tx 
N2 
P3 Rx P4 Tx 
N3 
P5 Tx P6 Rx 
- / k. 
/ ' \ • 













P7 Rx P8 Tx 
Figure 2.28 : Propagation des alarmes et temps de propagation 
Plusieurs methodes ont etes developpees dans la litterature afin de detecter la 
panne d'un 6quipement. Elles se basent sur la correlation d'alarmes en permettant de 
filtrer, trier et regrouper ces dernieres pour savoir quelles pannes ont eu lieu. Ces 
dernieres seront decrites dans la section suivante. 
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2.7 Revue de litterature 
Nous presenterons dans cette section quatre differentes approches qui ont ete 
developpees dans la litterature afin de localiser les pannes dans un reseau optique. 
La premiere methode que nous presenterons est celle de Mas [1]. Elle permet de 
localiser des pannes simples ou multiples. Son approche commence tout d'abord par 
classer les equipements en deux categories : les composants passifs ou nous n'observons 
pas les alarmes en cas de panne et les composants actifs qui affichent les alarmes. 
Ensuite, elle donne pour chaque element du reseau son domaine, c'est-a-dire 1'ensemble 
des elements qui produisent des alarmes en cas de panne de cet element. Par la suite, elle 
determine l'ensemble des elements qui sont directement lies aux alarmes recues. Ainsi, 
les alarmes qui donnent une information redondante sont eliminees. Enfin, elle construit 
un arbre binaire dans lequel on trouve une correspondance entre les pannes et les 
composants. 
Pour mieux comprendre cet algorithme, prenons l'exemple suivant ou nous 
avons un reseau optique (figure 2.29) qui est represents par trois chemins : 
• chemin 1 : {PI, P2, P3, e3, P6, P7, e4}; 
• chemin 2 : {P4, P5, P3, el, P6, P7, e4} et 
• chemin 3: { P9, P8, P7, e2}. 
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Figure 2.29 : Reseau optique 
Sachant que les composants representes par un 'p ' representent des elements 
passifs et les composants representes par un 'e' representent les elements actifs, son but 
est de determiner les composants passifs qui ont declenche les alarmes que nous 
observons dans les composants actifs. De ce fait, elle separe les domaines des pannes de 
chaque chemin etabli. C'est-a-dire, en cas de panne au niveau de pi par exemple, nous 
observerons des alarmes dans les composants actifs qui appartiennent aux chemins 
passant par pi. Dans ce cas, il s'agit des composants 'e3' et 'e4'. Done 










Ensuite, elle regroupe les domaines identiques : 
Cl= HDomain {pl}= HDomain {P2} = {e3,e4} 
C2= HDomain {p3}={el,e3,e4} 
C3= HDomain {p4}= HDomain {p5}={el} 
C4= HDomain {p6}= {e4} 
C5= HDomain {p7}={e2, e4} 
C6= HDomain {p8}= HDomain {p9}={e2} 
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Elle associe, par la suite, un vecteur binaire gt = Bin(Ci). Dans ce cas, vu qu'on a 
quatre composants actifs el, e2,e3 et e4, gj sera compose de 4 chiffres binaires. Si nous 
prenons le cas de CI, nous avons : 
HDomain ={e3,e4} => el=0, e2=0, e3=l, e4=l 
=> | , = Bin (CI) = (0011) 
En se basant sur ce principe, nous obtenons les vecteurs binaires suivants : 
g, = Bin (CI) = (0011), g2 = Bin (C2) = (1011) 
• g3 = Bin(C3)=1000), g4 = Bin (C4)= (0001) 
• g5 = Bin (C5)= (0101), £6=Bin(C6)=(0100) 
Enfin elle represente les vecteurs gj dans un arbre binaire qui est illustre a la 
figure 2.30. Si par exemple nous obtenons la sequence 0011, nous savons que la panne 
provient du composant PI ou P2. En effet, en parcourant l'arbre binaire pour arriver a 








el e2 e3 e4 
Figure 2.30 : Arbre binaire 
On peut remplir tout 1'arbre binaire en se basant sur le principe suivant: 
Bin (CI) VBin(C3) 
Bin (CI) VBin(C5) 





= Bin (C2) 
= Bin(Cll) = 
= Bin(Cll) 
= Bin (C8) = 
= Bin (C8) 
= Bin (CIO) = 


















el e2 e3 e4 
Figure 2.31: Arbre binaire co nip let 
La methode de Mas tient compte aussi des fausses alarmes (notees m l ) et des 
alarmes perdues (notees m2). Si nous prenons le cas d'une alarme perdue et en se 
referant a la sequence CI (0011), le ' 1 ' devient '0 ' vu que ralarme est perdue. En 
l'occurrence, nous recevons soit 0001 ou 0010. Ainsi, si on parcourt l'arbre binaire de 
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la figure 2.32, nous trouverons CI dans les sequences 0001 et 0010. Cette sequence 
correspond alors a la panne du composant P2 ou PI. 
Le meme principe s'applique pour le cas ou nous avons une fausse alarme. Le 
'0 ' devient un ' 1' et en se referant a la sequence CI (0011), nous recevons soit 1011 ou 
0111. Ainsi, si on parcourt l'arbre binaire de la figure 2.33, nous trouverons CI dans les 
sequences 1011 etOll l . Cette sequence correspond alors a la panne du composant P2 ou 
PI. 
II se peut aussi que nous ayons une fausse alarme et une alarme perdue en meme 



















e2 e3 e4 
Figure 2.32 : Arbre binaire avec ml=l,m2=0 
m l = m 2 = 0 m l = 0 ; m2=1 










Figure 2.33 : Arbre binaire avec ml=0,m2=l 
m l - m2— 0 m l ; m2=l 
1 / F(C8) 
P(C10) 










P(C10)P(C 1 )P(C9)P(C11 )P(C6)PC(4) 
P(C5)P(C3)P(C4) 
P(C5)P(C4)P(C2)P(C1 1)P(C9) 
P(C6)P(C 1 )F(C4)P(C3 ) 
P(C9)P(C5)P(C1)P(C6)P(C3) 
P(C4)P(C6)P(C3) 
el e2 e3 e4 
Figure 2.34 : Arbre binaire avec ml=l,m2=l 
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La methode de Mas permet de localiser les pannes des composants du reseau 
optique en presence de fausse alarmes et d'alarmes perdues mais si nous prenons le cas 
des reseaux a grande capacite qui se basent sur la technologie WDM, une panne peut 
declencher des centaines et meme des milliers d'alarmes. La methode de Mas nous 
permet de filtrer les domaines des alarmes sans empecher que le nombre de possibilite 
de panne des composants reste important. 
La deuxieme methode que nous presenterons est celle de Stanic [2]. Elle consiste 
a placer des microcontroleurs qui permettent de detecter les pannes. Ainsi, son but 
consiste a optimiser Femplacement de ces derniers. Pour ce faire, il fait une 
correspondance entre les composants du reseau et les differents microcontroleurs qui 
affichent des alarmes en cas de panne de l'un de ces composants. Par la suite, les 
microcontroleurs qui donnent une information redondante sont elimines. 
Prenons l'exemple suivant (figure 2.35) ou nous voulons placer des 
microcontroleurs. Nous avons trois longueurs d'onde : LP1, LP2 et LP3 qui sont 
illustrees a la figure 2.36 avec : 
• LP1 : noeudl—• noeud2—>• noeud3; 
• LP2 : noeudl—>• noeud4—• noeud2—>• noeud5—> noeud3 et 
• LP3 : noeud6—> noeud4—> noeud2—> noeud5^ noeud8. 
N6 N7 N8 






Figure 2.36 : Emplacement des microcontrflleurs au niveau des noeuds 
L'algorithme commence tout d'abord par placer les microcontroleurs dans 
chaque liaison (soit Mi, M2...Mj). Cependant, s'il y a une panne au nceud 1 (notee par 
FN1 dans le tableau 2.1), nous allons observer des alarmes dans les microcontroleurs 
appartenant aux longueurs d'onde passant par ce noeud, soit LP1 et LP2. De ce fait, nous 
observerons des alarmes dans les microcontroleurs suivants : Ml, M2, M3, M4, M5 et 
M6. Ainsi, une matrice des alarmes est construite pour tous les autres scenarios de 
pannes. Cette derniere est illustree au tableau 2.1. 



















































































La seconde etape de l'algorithme correspond a simplifier la table des matrices. 
Cette simplification consiste a regrouper les lignes identiques de la matrice en une seule 
ligne et a enlever les lignes ayant des zeros partout. Nous obtenons ainsi la matrice 
suivante : 























































La derniere etape de l'algorithme consiste a enlever les microcontroleurs redondants. 
Ainsi: 
• Ml affiche l'alarme en cas de la panne du noeud 1; 
• M2 affiche les alarmes du nceud 1 et du noeud 2 et 
• M3 affiche l'alarme en cas de la panne du noeud 1. 
Nous enlevons M3 et Ml vu qu'ils nous affichent l'alarme du noeud 1 alors que cette 
derniere est deja donnee par M2. 
Pour M4, il rajoute de l'information concernant les pannes des nceuds 4 et 6. 
Done nous la gardons dans la matrice et ainsi de suite. Nous obtenons ainsi la matrice 
optimale suivante : 

























Ainsi, le nombre des controleurs est maintenant de 3 au lieu de 8, soit M2, M4 et 
M6. 
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L'inconvenient de cette methode est le temps de calcul afin de placer les 
microcontroleurs dans le reseau. En effet, si nous prenons le cas des reseaux WDM qui 
sont des reseaux a grande capacite, une panne peut declencher des centaines et meme 
des milliers d'alarmes. Ceci aura un fort impact sur le temps de calcul de l'emplacement 
des microcontroleurs. 
La troisieme methode que nous presenterons est celle de Katzela et Schwartz [3]. 
Elle se base sur les probabilites de pannes des noeuds et des liens du reseau optique. Leur 
approche consiste tout d'abord a transformer un reseau donne G en un graphe de 
dependance. lis assignent par la suite une probabilite py qui represente la dependance 
entre les noeuds et les liens et ils affectent une probabilite pi a chaque noeud qui 
represente la probabilite qu'un noeud tombe en panne independamment de l'etat des 
autres noeuds. Ensuite, 1'algorithme consiste a rassembler les noeuds ayant la plus grande 
valeur de la probabilite de dependance. 
Prenons l'exemple suivant (figure (2.37 a)) ou nous avons un reseau de 3 noeuds 
A, B et C et quatre liens (LI, L2, L3 et L4). La figure (2.37 b) illustre bien le passage 
d'un graphe donne a graphe de dependance. 
(a) (b) 
Figure 2.37 : Reseau 'a ' et son graphe de dependance 'b ' 
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Une fois que le graphe de dependance est construit, l'algorithme consiste a 
rassembler, les noeuds ayant la plus grande valeur de probabilite de dependance et les 
remplacer par un nouveau nceud k ayant une probabilite Pk [3] avec : 
Pk=Pi + Pj*Pji+Pj + Pi*Pij (2.1) 
Pour mieux comprendre cet algorithme, supposons que nous ayons le graphe de 
dependance suivant: 
P12=p21=0.1 ^ - ^ P25 = p52=0.063 
P34 = p43=0.09 P46 = p64=0.04 
Figure 2.38 : Graphe de dependance 
Nous supposons que chaque noeud a une probabilite de panne de 0.01. Comme 
les noeuds el et e2 ont la plus grande valeur de dependance (pi2 = 0.1), nous les 
regroupons dans un nouveau noeud. La nouvelle probabilite devient egale a 0.022 en 
appliquant la formule donnee precedemment (2.1). En l'occurrence, nous obtenons les 
resultats qui sont illustres a l'etape 2 de la figure 2.39. Nous continuons ainsi de 
regrouper les nosuds jusqu'a ce que nous arrivions a un seul noeud qui regroupe tous les 
autres nosuds. (Voir etape 6 de la figure 2.39). 
S = {el,e2,e3,e4,e5,e6} 
Figure 2.39 : Algorithme de Katzela 
La seconde phase de l'algorithme est une phase de selection. Elle consiste a 
parcourir les noeuds que nous avons rassembles et de chercher les branches ayant les 
plus grande probabilites et ainsi de suite, jusqu'a se rendre au dernier nceud. lis 
deduisent alors qu'il y a une forte probabilite que la panne est au niveau de el [3]. 
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L'inconvenient de la methode de Katzela et Schwartz est le calcul de probabilite 
des pannes des differents equipements du reseau ainsi que la probabilite de propagation 
puisqu'il s'avere que c'est difficile d'attribuer une probabilite de panne a un composant 
donne. 
La derniere methode que nous presenterons est celle d'Aboelela et de Douligeris 
[4]. Cette derniere se base sur la methode de Katzela et Schwartz. Elle consiste a 
transformer tout d'abord un reseau donne G en un graphe de dependance. lis assignent 
par la suite une probabilite py qui represente la dependance entre les noeuds (ej et ej) et 
ils affectent une probabilite pi a chaque noeud qui represente la probabilite qu'un nceud 
tombe en panne independamment de l'etat des autres noeuds. Ensuite, ils se basent sur la 
simplification de Karnaugh [22] afin de filtrer les domaines des alarmes. 
Pour mieux comprendre leurs algorithmes, prenons l'exemple du reseau de la 
figure 2.37 a. La premiere phase de l'algorithme consiste a construire le graphe de 
dependance qui est illustre a la figure 2.37b. La seconde phase consiste a utiliser la 
methode de simplification de Karnaugh pour un ensemble d'alarmes recues. 
Supposons que nous recevons trois alarmes (figure 2.40) dont les domaines sont: 
. D(al)={el,e4}; 
• D(a2)={e2, e3} et 
• D(a3)={e3,e5}. 
Soit: 
• x l = L l ; 
• x2 = L2; 
• x3 = x4 = L3 et 
• x4 = L4. 
=> x3 = x4 
48 
Nous deduisons que les pannes notees par f qui ont propage les alarmes al, a2 et a3 sont: 
• f(al) = (xl Ax3)Vx2; 
• f(a2) = xl V(xl Ax2); 
• f(a3) = (xl A x2) V (x2 A x3). 
al a2 a3 
Figure 2.40 : Correspondance entre les alarmes et leurs domaines 
L'objectif est de simplifier 1'expression de F(A) qui est donnee par la formule 
suivante : 
F(A) = f(al) + f(a2) + f(a3) (2.2) 
Pour ce faire, nous simplifierons f(al), f(a2) et f(a3) a l'aide des tables de 
Karnaugh. Si nous prenons l'exemple de f(al) = (xl A x3) V x2, nous obtenons la 





























En suivant le meme principe pour f(a2) et f(a3), nous obtenons les tables qui sont 











































































Figure 2.41 : Correlation des alarmes en utilisant la methode de Karnaugh 
Ainsi, nous obtenons : 
F(A) = (xl Ax2) 
Done les sources des alarmes sont soit xl soit x2. 
La methode de d'Aboelela et de Douligeris est efficace pour les reseaux de 
petites tallies mais dans les reseaux de grandes tallies, on peut recevoir des milliers 
d'alarmes, ce qui complique la correlation des alarmes en utilisant la methode de 
simplification de Karnaugh. 
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2.8 Conclusion 
Nous avons defini dans ce chapitre 1'importance de l'utilisation des reseaux 
optiques. Nous avons aussi determine les differents composants de ce dernier et des 
exemples de defaillance de ces elements ont ete presentes. Nous avons vu que ces 
pannes declencheront des alarmes qui vont etre recues par le gestionnaire du reseau. 
Nous avons defini les types ainsi que la methode de propagation de ces alarmes. 
Differentes techniques, qui ont ete presentees dans la litterature afin de detecter les 
pannes dans un reseau optique, ont ete aussi definies dans ce chapitre. Cependant, nous 
traiterons dans le chapitre suivant notre propre methodologie qui nous permettra de 
detecter les pannes peu importe la taille des reseaux. 
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Chapitre 3 : Methode proposee 
La notion de contrainte est tres presente dans notre vie quotidienne. Qu'il 
s'agisse d'affecter des taches a des employes tout en respectant leurs domaines de 
specialisation, d'affecter des stages a des etudiants en respectant leurs choix ou encore 
de ranger des pieces de differentes taille et de forme dans la meme boite. Ainsi, la notion 
de 'problemes de satisfaction de contraintes' (CSP) designe l'ensemble de ces 
problemes, definis par des contraintes, dans lesquels une valeur doit etre assignee a 
chaque variable de ces contraintes afin de trouver une solution satisfaisante. Ces 
contraintes definissent alors les relations entre les divers elements du probleme. 
Les algorithmes ont ete developpes specifiquement pour resoudre ces problemes, 
appeles des solveurs, definissent ainsi un nouveau modele de programmation appele la 
programmation par contraintes (PPC). Ces solveurs de contraintes se basent sur la 
propagation de contraintes et le filtrage des domaines. L'utilisateur n'a pas besoin de 
programmer la procedure de recherche. II n'a besoin que de modeliser le probleme sous 
forme de contraintes qui servent a guider et explorer l'espace des domaines de solutions. 
La methode que nous utiliserons pour traiter la gestion des alarmes se basera sur 
la programmation par contraintes. Nous avons choisi cette methode de resolution 
puisqu'il y a un rapprochement naturel entre la propagation des contraintes en PPC et la 
propagation des alarmes. En plus, Pinteret de cette methode est la resolution de 
problemes d'optimisation combinatoire dans le domaine de l'aide a la decision ou elle a 
largement fait ses preuves. 
Nous presenterons ainsi dans ce chapitre les differents concepts de la 
programmation par contraintes. Nous decrirons par la suite deux modeles qui consistent 
tout d'abord a definir le reseau optique. Dans la deuxieme etape, nous introduirons des 
pannes et nous genererons des alarmes en nous basant sur les alarmes SONET. Ces 
dernieres seront generees a partir d'un logiciel programme en C++. Par la suite, nous 
definirons des contraintes a partir de l'etat des equipements et les alarmes observees. 
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Nous utiliserons ensuite le logiciel OPL afin de resoudre ces contraintes et proposerons 
ainsi des diagnostics de pannes tout en tenant compte de l'aspect temporel des alarmes. 
3.1 Programmation par contraintes 
3.1.1 Domaine de contraintes 
Une contrainte est une relation entre une ou plusieurs variables [11]. Le domaine 
de contraintes est represente par deux elements. Nous trouvons tout d'abord le domaine 
D des valeurs que peuvent prendre les variables et ensuite la signature X, representant 
l'ensemble des symboles de fonction et predicats disponibles. Ainsi, un domaine de 
contraintes lineaires sur les reels aura une signature Z = {+,=,<, - ,0,1} et le domaine des 
variables sera l'ensemble des nombres reels D=R. 
3.1.2 Definition d'un CSP 
Un CSP (Problemes de Satisfaction de Contraintes) est un probleme modelise 
sous la forme d'un ensemble de contraintes posees sur des variables. II est defini par un 
triplet (X,D,C) tel que X={xj,X2, ,x„} est l'ensemble des variables representant les 
inconnues du probleme. Chacune de ses variables admet differentes valeurs possibles 
provenant d'un domaine fini {D(xi), D(x2), , D(xn)}. Enfin, l'ensemble 
C={cj,C2, ,cm) represente l'ensemble des contraintes auxquelles doivent etre 
soumises les variables. Une solution a un tel modele est un ensemble de valeurs 
V={v/,V2, ,v„) tel que lorsque X=V (x/=v/, X2= V2, ,x„= v„), les contraintes de C 
sont toutes satisfaites. Considerons Pexemple suivant ou nous voulons resoudre le CSP 
(X,D,C) tel que : 
• X= {a,b,c,d}; 
• D(a) = D(b) = D(c) = D(d) ={0,1} et 
• C= {a ^b, c id, a+c<b}. 
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Ce modele comporte quatre variables a,b,c,d. Chacune peut prendre la valeur 0 
ou 1 tout en respectant les contraintes suivantes : a doit etre differente de b; c doit etre 
differente de d et la somme de a et c doit etre inferieure a b. La solution de ce CSP est 
V= {0,1,0,1}. 
3.1.2 Solveur : propagation et filtrage 
Dans le cas de resolution sur domaines finis, il est en theorie possible d'enumerer 
toutes les possibilites et verifier si elles violent ou non les contraintes. Cependant, cela 
serait extremement lourd en calculs. D'ou la notion de filtrage. C'est un processus qui 
enleve les valeurs non valides des domaines de variables. Considerons l'exemple suivant 
ou nous avons deux variables x et y ayant comme domaines D(x)= {0,1,2,3} et 
D(y)={\,2,3}. Si nous avons la contrainte x < y, le filtrage elimine la valeur 3 du 
domaine de x. En outre, si la variable x est impliquee dans une deuxieme contrainte 
z=x+y ou D(z)= {1,2,3,4,5,6}, alors l'elimination de la valeur 3 fait en sorte que z ne 
peut pas avoir la valeur 6. Le filtrage de x s'est ainsi propage vers z. Ainsi, la 
propagation est le mode de communication entre les contraintes et le domaine des 
variables. II existe quatre caracterisations generales du niveau de coherence : la 
coherence de noeud qui ne considere que les contraintes a une seule variable, la 
coherence d'arc pour les contraintes binaires (impliquant deux variables), la coherence 
de bornes pour les contraintes arithmetiques et la coherence de domaine pour les 
contraintes impliquant plus de deux variables. 
3.1.2.1 Coherence de noeud 
Elle consiste a eliminer les valeurs non coherentes pour toutes les contraintes a 
une seule variable. Par exemple, une variable x ayant comme domaine D(x) ={1,2,3,4,5} 
soumise a une contrainte x>2 aura un domaine reduit a D(x)= {3,4,5}. 
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3.1.2.2 Coherence d'arc 
Elle s'applique dans le cas de contraintes binaires. Ainsi, une contrainte binaire 
peut etre representee par un arc reliant les deux variables impliquees, d'ou l'emploi du 
mot arc. Le concept consiste a verifier pour chaque valeur v, du domaine d'une variable 
s'il existe une valeur support v dans le domaine de 1'autre variable permettant de 
satisfaire la contrainte. Toutes les valeurs n'ayant pas de support seront eliminees. Si 
nous prenons l'exemple precedent ou nous avions deux variables x et y soumises a la 
contrainte x<y ayant les domaines D(x)= {0,1,2,3} et D(y)={ 1,2,3}, D(y) est coherent au 
sens des arcs puisque la valeur 0 e D(x) est plus petite que toutes les valeurs de D(y). 
Par contre, la valeur 3 de D(x) ne satisfait pas la contrainte x<y puisqu'il n'y a aucune 
valeur dans le domaine de y qui soit plus grande. En l'occurrence, cette valeur doit etre 
filtree du D(x). Nous aurions ainsi D(x)= {0,1,2} et D(y)= {1,2,3}. 
3.1.2.3 Coherence de bornes 
Lorsque les domaines des variables sont trop grands, 1'enumeration de toutes les 
possibilites devient trop lourde. De ce fait, on ne travaille que sur les bornes inferieures 
et superieures du domaine. Ainsi, pour chaque variable x, il existe une valeur reelle r, 
pour chacune des autres variables x, avec mm(D(xi)) < r(. < max(Z)(x,)) qui satisfait la 
contrainte. 
Considerons l'exemple x = y+z. En se basant sur la coherence de bornes, nous 
aurons : 
x > min(£>(») + min(D(z)), x ^ rnax(D(y)) + max(£>(z)); 
y > min(D(x)) - max(D(z)) 5 y < max(D(x)) - min(D(z)) ? 
z > min(D(x)) - max(D(y)) z < max(D(x)) - min(D(y)) 
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3.1.2.4 Coherence de domaines 
Pour les contraintes de plus de deux variables, nous utilisons la coherence de 
domaines qui est une generalisation de la coherence d'arc a un nombre arbitraire de 
variables. Malheureusement, determiner la coherence d'arc est NP-difficile. En effet, 
generalement, la complexity des algorithmes de filtrage est exponentielle avec le nombre 
de variables impliquees dans la contrainte. II faut recourir a la coherence de bornes pour 
les contraintes de nature arithmetique ou transformer la contrainte en des contraintes 
binaires et appliquer la coherence d'arc. 
II est avantageux d'utiliser la coherence de domaine pour les contraintes globales 
(impliquant plusieurs variables en meme temps) telles que [19] alldifferent, gcc, regular, 
etc. En effet, il existe des algorithmes efficaces (polynomiaux) qui leur permettent 
d'atteindre la coherence de domaine. 
La recherche de solutions en programmation par contraintes est une recherche 
arborescente. Ainsi, il faut choisir la strategic de recherche : l'ordre selon lequel les 
variables seront affectees et l'ordre dans lequel les variables seront choisies. Par ailleurs, 
la procedure de recherche devient beaucoup plus difficile dans le cas des problemes 
complexes de grande taille. En l'occurrence, la strategie de recherche doit etre adaptee 
selon le probleme. Plusieurs methodes ont ete proposees pour l'ordre de selection des 
variables et pour l'ordre de selection des valeurs. Veuillez vous referer a [19] pour plus 
de details sur ces methodes. 
En se basant sur la programmation par contraintes, nous decrirons dans les 
sections suivantes notre procedure afin de traiter la gestion des alarmes. 
56 
3.2 Les don necs 
Pour le modele de notre reseau, nous avons comme donnees une matrice qui 
nous indique les liens entre les noeuds ainsi que les distances correspondantes. Si nous 
avons la matrice qui est illustree au tableau 3.1, nous obtenons le reseau illustre a la 
figure 3.1. 

















































N1 N2 N3 
N4 N8 N7 







Figure 3.1 : Reseau obtenu a partir des donnees du tableau 3.1 
Les liens du reseau obtenu (figure 3.1) seront branches aux noeuds grace a des 
ports. Etant donne que les liens sont bidirectionnels, nous caracteriserons les noeuds par 
des ports de transmission et des ports de reception. Les ports sont relies aux noeuds grace 
a des cartes. Des chemins optiques seront definis a partir de ce reseau. L'exemple de la 
figure 3.2 illustre le cas ou nous avons trois chemins optiques ayant Nl, N12 et N7 
comme noeuds de source et N6, N15 et Nl 1 comme noeuds de destination. 
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Figure 3.2 : Reseau optique avec trois chemins optiques 
3.3 Modele 1 
3.3.1 Generateur d'alarmes du modele 1 
A partir du reseau obtenu, nous generons des pannes sur les liens. Par 
consequent, des alarmes SONET sont propagees. La procedure que nous avons 
implemented pour la propagation des alarmes est comme suit: 
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Etape 1 : Etablir un modele d'un reseau optique tout en ayant les differents 
chemins optiques. 
Affecter des ports pour chaque lien du reseau 
Dormer le nombre de chemins qu 'on veut avoir dans le reseau 
Donner le nceud de source « i » et de destination «j » de chaque chemin 
Pour chaque source i et destination] 
Trouver le plus court chemin k en se basant sur I 'algorithme de 
Dijkstra [20]. 
Etape 2 : Creer une panne simple dans le reseau. 
Choisir unportp qui sera en panne 
Indiquer le moment de la panne 
Etape 3 : Propager les alarmes SONET dans le reseau 
Pour chaque chemin k 
Si le chemin k passe par ce port p, 
Affecter les alarmes aux ports passant par ce 
chemin k, en se basant sur la propagation des 
alarmes SONET. 
Prenons l'exemple suivant afin de mieux comprendre la procedure. Soient trois 
chemins optiques (tableau 3.2) du reseau de la figure 3.2. 













En appliquant la procedure et en se basant sur les sources et destinations des 
chemins donnes, les noeuds intermediaires sont donnes dans le tableau 3.3. 
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Les nceuds des chemins optiques 




Les liens optiques qui correspondent a ces differents chemins optiques sont 
presentes dans le tableau 3.4 et represented dans la figure 3.3. 






1 - 2 - 4 - 6 - 8 
1 3 - 3 - 2 - 5 - 1 4 
1 0 - 7 - 6 - 9 - 1 1 - -12 
".J I 




Figure 3.3 : Reseau optique avec les liens correspondants 
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Les ports de transmission et de reception correspondant aux liens sont presenters 
dans le tableau 3.5. 













































Pour les cartes des noeuds, nous considerons que les ports d'un noeud i sont 
branches aux cartes de type i. Si nous prenons comme exemple le noeud 2 de la figure 
3.3, les ports de ce dernier sont branches a la carte 2, les ports du noeud 3 sont branches a 
la carte 3 etc. 
En se basant sur ce qui a ete presente dans la revue de litterature sur la 
propagation des alarmes, considerons une panne vers 12 :00 au niveau du port 3 de type 
transmetteur. En se referant a la matrice des distances entre les nceuds (tableau 3.1) et en 
supposant que le delai de propagation est de 1 sec/km d'un noeud a un autre, le logiciel 
nous affiche alors la matrice des alarmes suivante (tableau 3.6): 











Heure de l'alarme 
(HH :MM :SS) 
12 :00 :34 
12 :00 :45 
12 :00 :43 
12 :00 :30 
3.3.2 Description formelle du probleme 
A partir des alarmes que nous avons generees sur les ports des sources Si et des 
destinations Di, notre objectif est de determiner les emplacements possibles de la panne. 
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Pour ce faire, nous allons nous baser sur la programmation par contraintes. Ainsi, a 
partir des donnees, nous allons decrire les contraintes pour resolution dans OPL. 
Les hypotheses considerees sont les suivantes : 
• des pannes simples : nous ne pouvons pas avoir deux pannes en meme 
temps; 
• les liens sont bidirectionnels; 
• le routage se base sur la methode du plus court chemin; 
• il n'y a pas d'alarmes perdues; 
• il n'y a pas de fausses alarmes et 
• sachant que le taux de transmission sur une fibre optique est de 5 |J,s/km, 
nous considererons que le taux est de 1 sec/km pour faciliter la 
representation de 1'aspect temporel dans les figures des exemples que 
nous allons presenter. 
Pour modeliser ce probleme sous la forme d'un CSP, il s'agit d'identifier les 
variables, les domaines de valeur de ces variables et les contraintes existantes entre ces 
variables. Nous avons quatre variables : 
• etat des ports note par Ep; 
• etat des noeuds note par EN; 
• etat du lien note par EL et 
• etat de la carte note par Ec. 
Nous avons defini ces variables puisque nous pouvons avoir une panne au niveau 
de la fibre optique ou d'un port ou d'une carte d'interface ou du noeud optique. 












: ensemble des noeuds optiques; 
: ensemble des chemins optiques; 
: ensemble des liens; 
: ensemble des ports des nceuds optiques; 
: ensemble des types des ports; 
: ensemble des cartes; 
: ensemble des alarmes; 
: ensemble des liens appartenant au chemin optique m; 
: correspond a la premiere extremite d'un lien 1; 
: correspond a la deuxieme extremite d'un lien 1; 
: correspond au premier lien de Lm; 
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Der(m) : correspond au dernier lien de Lm; 
Succ(l) : correspond a un successeur d'un lien 1 et 
Pred(l) : correspond a un predecesseur d'un lien 1. 
D(N) = {nl,n2 , nNbre_Nceud }; 
D(M) = {ml,m2 , mNbre_chemin}; 
D(L) ={11,12 ,lNbre_Lien }; 
D(P) = { p l , p 2 ,PNbre_Port }; 
D(T) = { Tx,Rx }; 
D(C) = { c l , c 2 , CNbre_Carte }; 
D(A) = { LRDI, PRDI, L_AIS, P_AIS, LOS } et 
D{Ep} = D{ EL }= D{ EN }= D{ Ec }= {up, down}. 
3.3.3 Modelisation mathematique du modele 1 
Contraintel : 
Al[r,Rx\ = P_L_RDI <=> EP[l",Tx] = down V 
£,[/"] =downV 
Ec[l~] =downV 
EN[l~] = down VOTG Met V/G Lm 
Contraintel : 
Al[l+,Rx] = P_L_RDI <=> EF[l
+,Tx] = down V 
EL[1




+] = down \/me Met V/e Lm 
Puisque nous avons des liens bidirectionnels, il faut alors tenir compte des deux 
sens des liens. Cependant, les contraintes 1 et 2 traitent le cas ou nous avons une alarme 
de type PRDI et LRDI. 
Selon la contrainte 1, si nous avons une alarme de type PRDI et LRDI au 
niveau du premier port de type recepteur d'un lien / appartenant a un chemin optique m, 
nous aurons alors une panne au niveau du premier port de type transmetteur appartenant 
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au meme lien / ou au niveau du lien / ou au niveau de la carte a laquelle la premiere 
extremite du lien / est attache ou au niveau du noeud auquel la premiere extremite du 
lien / est attachee . Pour mieux comprendre cette contrainte, prenons l'exemple de la 
figure 3.4 ou nous avons 7 noeuds optiques. Si nous avons une panne au niveau du port 5 
de type transmetteur du noeud 3 et appartenant au lien 3, nous aurons une alarme de type 
P RDI et LRDI au niveau du port 5 mais de type recepteur, appartenant au meme lien. 
La panne peut etre aussi au niveau de la carte du port P5_Tx ou au niveau du lien L3 lie 
au port P5_Tx ou au niveau du noeud N3. 
La contrainte 2 traite le sens inverse des liens. Considerons le meme exemple de 
reseau de la figure 3.4 mais en ayant une panne au niveau de 1'autre extremite du lien 
(figure 3.5), soit le port 6 de type transmetteur du noeud 4 et appartenant au lien 3. Nous 
aurons alors une alarme de type PRDI et LRDI au niveau du port 6 de type recepteur, 
appartenant au meme lien. La panne peut etre aussi au niveau de la carte du port P6_Tx 









Lien 4 Lien 5 
* ( ^ " ^ N . P5_Tx P6_Rx < ^ \ . P7_Tx P8_Rx 
**Rv^ K^ • V ^ 1— • 
^ ^ J ^ l ? ^ PS Rv Pfi Tv ^ * S ^ 
PRDI 
L RDI 
Figure 3.4 : Exemple pour la contrainte 1 
Lien 1 Lien 2 
f C ^ \ PI Tx P2 Rx S* v . P3 Tx P4 Rx <- \ 
feM——^fc>i——Jfc>* 
^ J * ^ PI Rv P? Tv ^ ^ T i 
P_RDI 
LRDI 
P5 Tx P6 Rx , 
Lien 4 
P3 Rx P4 Tx 
Lien 5 
P7_Tx P! Rx ( C ^ ^ S - P9-7" P I O - R x | < ^ S N ^ Pll_Tx PI2 R x ^ ~ ^ ^ 
-—* Vih—^fei>-—*- ^ ' tsX? < I$A! H ^A: 
^ • ^ ^ P9 Rx P10 Tx ^ S ? L ^ P < I Rx P12 Tx ^ s * P7 Rx P8 Tx 
Figure 3.5 : Exemple pour la contrainte 2 
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Contrainte 3 : 









Al[l+,Rx] = P_L_AIS <=> EP[(pred(l,m))',Tx] =down V 
EL[(pred(l,m))~] = down V 
Ec[(pred(l,m))] = down V 
EN [(pred(l, m))~] = down Vw e M et V7 e Lm 
En se basant sur le fait que les liens sont bidirectionnels, les contraintes 3 et 4 
traitent le meme type d'alarme (P_AIS et LAIS) mais dans les deux sens. Ainsi, selon 
la contrainte 3, si nous avons une panne au niveau du deuxieme port de type 
transmetteur d'un lien /, alors nous aurons une alarme de type PAIS et LAIS au 
niveau du premier port du lien l-l. La panne peut etre aussi soit au niveau du lien /, soit 
au niveau de la carte ou au niveau du noeud auxquels ce deuxieme port est relie. Pour 
mieux comprendre cette contrainte, prenons l'exemple de la figure 3.6 ou nous avons 
une panne au niveau du lien 3 lie au port 6 de type transmetteur du noeud 4. Nous 
aurons alors une alarme de type P_AIS et LAIS au niveau du port 3, de type recepteur, 
lie au noeud 2 et appartenant au lien 2. La panne peut etre aussi au niveau du port 
P6_Tx ou au niveau de la carte du port P6_Tx ou au niveau du noeud N4. 
La contrainte 4 traite le sens inverse des liens. Considerons le meme exemple de 
reseau de la figure 3.6 mais en ayant une panne au niveau de l'autre extremite du lien 
(figure 3.7). Nous aurons alors une alarme de type PAIS et LAIS au niveau du port 8, 
de type recepteur, lie au noeud 5 et appartenant au lien 4. La panne peut etre aussi au 
niveau du port P5_Tx ou au niveau de la carte du port P5_Tx ou au niveau du noeud N3. 
= down V 
= down V 
= down V 
= down \/m e M e t V / e l 
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Lien 1 Lien 2 Lien 3 Lien 4 Lien 5 Lien 6 
PI Tx P2 Rx *x < ^ S \ P 3 -T x P 4 - R x | ^ S S S s ^ P 5 - T x P 6 - R x I ^ ^ V . P ? - T x ? 8 - R x l ^ S S s S t
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Al[l',Rx] = P_AIS <=> J](Ep[k












+] = down) 
k=succ{succ{l ,m)) 




=1 Vwe Met V/e Z„ 
pred(pred(l,m)) 
Al[l\Rx] = P_ AIS <=> £ (Ep[k",Tx] = down) =1 V 
k=succ(prem(m)) 
pred(pred(/,m)) 






Y,(ENlk~] = down) =1 \/m e M e t V / e i , 
k=succ{ prem(m)) 
Le meme principe s'applique pour les contraintes 5 et 6. Elles traitent le meme 
type d'alarme (PAIS) mais dans les deux sens. Cependant, la contrainte 5 traite le cas 
ou nous avons une alarme de type PAIS au niveau du premier port d'un lien / 
appartenant a un chemin optique m. Nous aurons alors une panne au niveau d'un 
deuxieme port du lien 1+2, ou une panne au niveau du deuxieme port du lien 1+3 
jusqu'a ce que / soit egal a l'avant dernier lien du chemin optique m. Le meme principe 
s'applique pour les pannes au niveau des liens, des cartes et des noeuds de ces ports. 
Pour mieux comprendre cette contrainte, considerons l'exemple de la figure 3.8 ou 
nous avons une alarme de type P A I S au niveau du port 1, de type recepteur, lie au 
noeud 1 et appartenant au lien 1. Nous aurons alors une panne soit au niveau du lien 3 
lie au port 6 de type transmetteur du noeud 4, soit une panne au niveau du lien 4 lie au 
port 8 de type transmetteur du noeud 5, ou une panne au niveau du lien 5 lie au port 10 
de type transmetteur du noeud 6. 
La contrainte 6 traite le sens inverse des liens. Considerons l'exemple de la 
figure 3.9 ou nous avons une alarme de type PAIS au niveau du port 12, de type 
recepteur, lie au noeud 7 et appartenant au lien 6. Nous aurons alors soit une panne au 
niveau du lien 2 lie au port 3 de type transmetteur du noeud 2, soit une panne au niveau 
du lien 3 lie au port 5 de type transmetteur du noeud 3, ou une panne au niveau du lien 4 
lie au port 7 de type transmetteur du noeud 4. 
Lien 1 





















Pl l Rx PI2 Tx 
Figure 3.8 : Exemple pour la contrainte 5 
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PI Rx P2 Tx 
P3 Tx P4 Rx 
' P3 Rx P4 Tx 
P5 Tx P6 Rx 
P5 Rx P6 Tx 
P7 Tx P8 Rx 
' P7 Rx P8 Tx 
P9 Tx P10 Rx 
' P9 Rx P10 Tx 
Lien 6 
P A1S 
Pl l TxP12_Rx 
Pll_RxP12_Tx 
N2 N3 N4 
Lien 3 Lien 4 Lien 5 
Figure 3.9 : Exemple pour la contrainte 6 
Contrainte 7: 
pred(derQ)) 
Al[r,Rx] = P_RDI<=> ^(E?[k,Tx] = down) =1 V 
k=succ(l ,m) 
pred(der(m)) 
£ ( E L [ k - ] = <fow«) =1 V 
k=succ(l ,m) 
pred(der(m)) 
X(E c [k"] = fl?ow«) =1 V 
k=succ{l ,m) 
pred(der(m)) 
^(E^[k'] = down) =1 
k=succ(l ,m) 
Contrainte 8 : 
Vw e M e t V / e I „ 
pred(l,m) 
Al[l+,Rx] = P_RDI<=> Yj(Ep[k
+,Tx] = down)=\ V 
&=.vwcc(/7/-em(m)) 
/?m/(/,m) 




+] = down) =1V 
&=.S'WCc(/?/*em(m)) 
pm/(/,/») 
£ ( E J k + ] = JoM;«) =1 
k=succ( prem (m)) 
V/w e M e t V / e l 
Les contraintes 7 et 8 traitent le cas ou nous avons une alarme de type P RDI. 
Nous presenterons juste la contrainte 7 puisque le raisonnement de la contrainte 8 est 
similaire a celui de la contrainte 7 mais dans le sens inverse. 
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Considerons une alarme de type PRDI au niveau du premier port du lien / 
appartenant a un chemin optique m. Nous aurons alors soit une panne au niveau du 
premier port d'un lien /+1, ou une panne au niveau du premier port du lien 1+2 jusqu'a 
ce que / soit egal a l'avant dernier lien du chemin optique m. Le meme principe de 
panne s'applique pour les liens, les cartes et les noeuds de ces ports. L'exemple de la 
figure 3.10 illustre le cas ou nous avons une alarme de type PRDI au niveau du port 1, 
de type recepteur, lie au noeud 1 et appartenant au lien 1. Nous aurons alors soit une 
panne au niveau du lien 2 lie au port 3 de type transmetteur du noeud 2, soit une panne 
au niveau du lien 3 lie au port 5 de type transmetteur du nceud 3. 
Lien 1 




Lien 2 Lien 3 Lien 4 
P3 Tx 
LOS ^ ^ ^ 
P5 Tx 
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Figure 3.10 : Exemple pour la contrainte 7 
Contrainte 9 : Contrainte pour le temps de propagation 
Ep[l ,Tx] =down V EL[l ] =down V 








+]= down V 
Temps[Al[(prem(m)) ,RxJ] - ^ Temps[Al[k ,Rx]] 
k=prem(m)) 
dern(m) 
Temps[Al[(dern(m))+, Rx]] - ^Temps[Al[k+, Rx]] 
k=l 
\/m e M e t V / e l , 
La contramte 9 permet de tenir compte de 1 aspect tempore! de propagation des 
alarmes. Considerons 1'exemple de la figure 3.11 ou nous avons une panne au temps ti 
au niveau du port 3, de type transmetteur, lie au noeud 2 et appartenant au lien 2, nous 
aurons alors une alarme de type PRDI et LRDI au niveau du port 3, de type recepteur 
au temps ti + temps de propagation de N2 a N3 + temps de propagation du noeud N3 a 
N2. Nous obtenons ainsi une alarme de type PRDI, lie au port 1, de type recepteur, a 
1'instant ti+ (tp2-3+tp3-2) + tp2-i. Avec le meme raisonnement, nous obtenons une alarme 
de type P_AIS a l'instant ti+ (tp2-3+ tp3_4+ tp4-s). L'aspect temporel nous permet de 
trouver 1'emplacement exact de la panne. 
Lien 1 





















- • L_AIS 
ti+tp(2-3)+ 
Lien 3 tp(3-4) 
P6_Rx 





* " tp(3-4)+ 
Lien 4 tP*4"5) 
P8_Rx 
P8_Tx 
Figure 3.11 : Exemple pour la contrainte 9 
Contrainte 10 : panne simple 
2 ] (E p [i] = down) + ^ (E c [i] = down) + ^T (E N [i] = down) + ^ (E, [i] = down) <= 1 
ieP ieC ieN mL 
En se basant sur les alarmes SONET, ce modele nous permet de detecter une 
panne simple dans un reseau optique. II tient compte de la nature des alarmes ainsi que 
de leurs aspects temporels. En effet, en ayant Palarme et le moment de cette derniere, 
ce modele permet de traiter tous les cas possibles de panne en se basant sur le temps de 
propagation de la panne. De ce fait, il compare les temps de propagation des alarmes 
avec celles des nceuds sources et destinations. Ainsi, ce modele detecte les pannes mais 
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ne detecte pas le moment de ces dernieres. Pour ce faire, nous allons implanter un 
nouveau modele ou nous rajouterons une nouvelle variable, soit le temps de la panne. 
En se basant sur l'aspect temporel et sur les types d'alarmes, ce deuxieme modele nous 
permettra de detecter 1'emplacement et le moment des pannes simples. 
3.4 Modele 2 
Le deuxieme modele est base sur les memes hypotheses decrites dans le premier 















: ensemble des nceuds optiques; 
: ensemble des chemins optiques; 
: ensemble des liens; 
: ensemble des ports des nceuds optiques; 
: ensemble des types des ports; 
: ensemble des cartes; 
: ensemble des alarmes; 
: ensemble des liens appartenant au chemin optique m; 
: correspond a la premiere extremite d'un lien 1; 
: correspond a la deuxieme extremite d'un lien 1; 
: correspond au premier lien de Lm; 
: correspond au dernier lien de Lm; 
: correspond a un successeur d'un lien 1 et 
: correspond a un predecesseur d'un lien 1. 
Nous avons defini deux variables : 
• equipements en panne note par Eq et 
• temps de la panne note par TPanne 
La variable Eq correspond aux equipements qui pourront etre en panne. Soit un 
nceud optique, soit un port, soit un lien ou soit une carte. La deuxieme variable Tpanne 
permet de determiner le temps de la panne. 
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Les domaines de l'ensemble sont comme suit: 
D(N) ={nl ,n2 , nNbre_Noeud }; 
D ( M ) = { m l , m 2 , mNbre_Chemin}; 
D ( L ) = { 1 1 , 1 2 ,lNbre_Lien }j 
D ( P ) = { p l , p 2 ,PNbre_Port } ' , 
D ( T ) = { T x , R x } ; 
D ( C ) = { C l , c 2 ,CNbre_Carte } ; 
D(A) = { L_RDI, P_RDI, L_AIS, P_AIS, LOS }; 
D( Eq)} = D(N) u D(C) uD(P) u D(L) et 
D(TPanne)={L.84600}. 
3.4.1 Generateur d'alarmes du modele 2 
Le generateur d'alarmes est aussi similaire a celui du premier modele. La seule 
difference est l'ajout de 1'etape 4 qui consiste a calculer le delai de propagation de 
chaque port par rapport aux ports des sources et de destinations. 
Dans le premier modele, c'est la contrainte 9 qui permettait de comparer les 
temps de propagation des alarmes avec celles des nceuds sources et destinations mais 
nous n'avions pas de variable pour calculer le temps de la panne. Ceci n'empeche pas 
que nous trouvons la panne mais les informations seront incompletes pour le 
gestionnaire du reseau. De ce fait, l'ajout de la quatrieme etape permet d'ajouter a notre 
deuxieme modele OPL une nouvelle variable qui est le temps de la panne. Cette 
derniere se basera sur la matrice des delais entre les ports et nous permettra ainsi de 
determiner 1'emplacement et le moment de la panne. 
La procedure que nous avons implemented pour la propagation des alarmes, est 
comme suit: 
Etape 1 : Etablir un modele d'un reseau optique tout en ayant les differents 
chemins optiques. 
Affecter des ports pour chaque lien du reseau 
Donner le nombre de chemins qu 'on veut avoir dans le reseau 
Donner le nceud de source « i » et de destination «j » de chaque chemin 
Pour chaque source i et destination j 
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Trouver le plus court chemin k en se basant sur I 'algorithme de 
Dijkstra. 
Etape 2 : Creer une panne simple dans le reseau. 
Choisir unportp qui sera en panne 
Indiquer le moment de la panne 
Etape 3 : Propager les alarmes SONET dans le reseau 
Pour chaque chemin k 
Si le chemin kpasse par ceportp, 
Affecter les alarmes aux ports passant par ce 
chemin k, en se basant sur la propagation des 
alarmes SONET. 
Etape 4 : Calcul du delai de propagation 
Pour chaque port p 
Pour chaque chemin k 
Si le chemin k passe par ceportp, 
Calculer le delai de propagation de ce port p jusqu 'aux ports 
des source et destination de k 
Si nous prenons le meme exemple que nous avons decrit precedemment (figure 
3.12), ce generateur d'alarmes nous affiche la meme matrice d'alarmes que celle du 
modele 1 (tableau 3.6) mais il nous rajoute la matrice des delais entre les ports. 
Considerons le cas du port 3 qui est relie au noeud 2 de type transmetteur (P3_Tx), la 
matrice des delais (en secondes) est alors illustree au tableau 3.7 de ce port par rapport 
aux ports sources et destinations des chemins optiques passant par ce dernier. 





















Figure 3.12 : Reseau optique avec les distances correspondants 
3.4.2 Modelisation mathematique du modele 2 
Le raisonnement des contraintes que nous allons definir est similaire a celui du 
premier modele. De ce fait, il faut se referer aux figures correspondantes que nous avons 
deja traitees dans le premier modele. 
Contrainte 1 : 
Al[l~,Rx\ = P_L_RDI <=> (Eq = l V 
Eq = P[r,Tx] V 
Eg = C[l~] V 
Eg = N[l~] ) & 
Tranne = Temps[AI[r, Rx]]-2* Temps(P[r, Tx], P[l\ Rx]) 
Vm e M e t V / e i 
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Contrainte 2 : 
Al[l+,Rx] = P_L_RDI <=> (Eq = l V 
Eq = P[l+,Tx] V 
Eq = C[l+] V 
Eq = N[l+] ) & 
TPanne = Temps[Al[l
+, Rx]]-2* Temps{P[l+, Tx], F\l~, Rx]) 
Vm e M et \/l e Lm 
Contrainte 3 : 
Al[r,Rx] = P_L_AIS <=> (Eq = suecQ,m) V 
Eq = P[(succ{l,m)Y,Tx] V 
Eq = C[(succ(l,m))+] V 
Eq = N[(succ(l,m))+]) & 
.v«cc(/,m) 
^a„«e = rewp5M/[ / " , ^ ] ] - ^Temps(P[j
+,Tx],P[j-,Rx]) 
H 
\fm eMetV/e i m 
Contrainte 4: 
Al[l+,Rx] = P_L_AIS <=> (Eq = pred(l,m) V 
Eq = P[(pred(l, m))~, Tx] V 
Eq = C[(pred(l,m)y] V 
Eq = N[(pred(l,m)y]) & 
7 ^ = Temp4Al[l+ ,Rx]]- £ Temps(P[f, Tx], P[f, Rx]) 
j=pred{! ,m) 
\/m e M e t V / e L 
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Contrainte 5: 
Al[l~,Rx] = P AIS <=> \/(ke [succ(succ(l,m),pred(der(m))]) 
( 
( Eq = k V 
Eq = P[k+,Tx] V 
E4 = C [ F ] V 
Eq = N[k+]) & 
^ = Temps[Al[r , * * ] ] - £ Temps(P[f, Tx], P[f, Rx]) 
) 
Vw e M et V/ e Z,m 
Contrainte 6 : 
Al[l+,Rx] = P_AIS <=> V(£e [succ(prem(m),pred(pred(l,m))] ) 
( 
( Etf=£ V 
E^ = P[r,7x] V 
E# = c [ r ] v 





Vm e M et V/ e Lm 
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Contrainte 7: 
Al[l~, Rx] = P_ RDI <=> V (k e [succ(l, m), pred(der(m))] ) 
( 
( Eq = k V 
Eq = P[k~,Tx] V 
E$ = C[*"] V 
E# = N [ r ] ) & 
Tpame = Temps[Al[r, Rx]] - (Temps(P[k-,Tx],P[k
+, Rx]) + £ Temps(P[j+, Tx],P[j-, Rx])) 
) 
Vm e M e t V / e l . 
Contrainte 8: 
Al[l+, Rx] = P_ RDI <=> V ( & e [succ(prem(m)), predil, m] ) 
( 
( Etf=£ V 
Eq = P[k+,Tx] V 
E^ = C[£+] V 
E^ = iV[yt+]) & 
^ = Temps[Al[r, Rx]] - (Temps(P[k+, Tx], P[k~, Rx]) + £ Temps(P[j-, Tx],P[f, Rx])) 
j=k 
) 
Vw e M e t V / e l 
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Chapitre 4 : Analyse des resultats 
Dans ce chapitre, nous presenterons les tests de performance de nos deux 
modeles. Nous avons teste nos algorithmes sur des reseaux de tailles differentes. Nous 
avons genere des pannes dans ces derniers et en l'occurrence, des alarmes SONET ont 
ete propagees. Ces dernieres sont introduites comme donnees dans nos deux modeles 
OPL qui proposent ainsi des diagnostics de pannes tout en tenant compte de l'aspect 
temporel des alarmes. Nous evaluons aussi dans cette section le temps de detection des 
pannes en fonction de la taille des reseaux et du nombre de chemins optiques. 
4.1 Resultats 
Pour creer les reseaux, nous avons utilise un programme qui requiert comme 
donnees les liens entre les noeuds, ainsi que leurs distances correspondantes. Dans le 
premier exemple qui est similaire a celui qui a ete represente dans la section 3.2, nous 
avons un reseau de 15 noeuds dont la topologie est illustree au tableau 4.1. En se basant 
sur ces donnees, nous obtenons le reseau qui est illustre a la figure 4.1. 





















































L4(15) L7(18) L10(3) 
P4_Rx P7_Tx P6_Bx P14_Tx P 1 3 _ R X P20_Tx P19_Rx 
N2 N3 
P1_Rx P2_Tx P3_Rx T 7 P4_Tx 
"LI (10) (\2) -, 
L5(16) 
P7_Rx P8_T)d 
P16_Tx P 1 5 _ R X ' 
N4 N8 N7 
A P 1 4 _ R x P 1 3 _ T X P 2 0 _ R X P 1 9 _ T X 
L6 
P17JTx P18_Rx 
P21_Tx P22_Rx P23_Tx P24_Rx 
N6 
N5 N9 N10 N11 
P16^Rx P15_Tx P17_Rx P 1 8 J x P21_Rx P22JTx P23_Rx P24JTX 






Figure 4.1 : Reseau du premier exemple 
Supposons que nous ayons 3 chemins optiques dans ce reseau, comme illustre a 
la figure 4.2, ayant les noeuds sources et de destinations qui sont presentes dans le 
tableau 4.2 : la premiere partie de notre procedure nous affiche tout d'abord les noeuds et 
les liens, par lesquels les chemins optiques passent, qui sont illustres respectivement aux 




















Les nceuds des chemins optiques 









: Les liens des chemins optiques 
Liens 
1 - 2 - 4 - 6 - 8 
1 3 - 3 - 2 - 5 - 1 4 
1 0 - 7 - 6 - 9 - 1 1 -12 
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Pl6_Rx Pl5_Tx P17_Rx P1B_Tx P21_Rx P22„Tx P23_Rx P24_Tx 
N6 
L8 L9 Lll L12 N11 
N14 
L 1 4 "• 
3 
N15 
Figure 4.2 : Reseau avec les trois chemins optiques 
La deuxieme etape de notre procedure nous permet de generer differentes 
pannes simples dans le reseau. Si par exemple nous generons une panne a 12:00:00 au 
niveau du port 4 de type transmetteur, lie au noeud 3 et appartenant au lien 2, la 
troisieme partie de l'algorithme nous affiche alors la table suivante des alarmes qui est 
illustree au tableau 4.5. Ces alarmes, que le gestionnaire recoit, sont aussi illustrees a la 
figure 4.3. 







Types de l'alarme 




Heure de l'alarme 
(HH :MM :SS) 
12 :00 :22 
12 :00 :57 
12:00:31 








P4_Rx P7_Tx PB_Rx P14_Tx P13_Rx P20_Jx P19_Rx 
N6 
N14 






Figure 4.3 : Les alarmes que le gestionnaire de reseau recoit 
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Une fois que nous avons la matrice d'alarmes, notre objectif est d'utiliser cette 
matrice comme donnee pour notre programme OPL, qui a son tour nous permettra de 
detecter cette panne. Ainsi, le premier modele OPL nous affiche que Porigine de la 
panne est soit la fibre qui est reliee au port P4 (lien 2), soit le port P4 (figure 4.4). Pour 
le deuxieme modele OPL, il nous affiche aussi que la panne est soit au niveau du lien 2, 
soit le port P4. II rajoute que le temps de la panne est 12:00:00 (ou 43200 secondes : 
figure 4.5). En effet, comme illustre a la figure 4.6 et en se basant sur ce qui a ete 
presente dans la litterature pour la propagation des alarmes, puisque d'une part nous 
observons des alarmes aux nceuds Nl,N15,N12et N6, la panne ne peut etre que dans 
les liens en commun des deux chemins optiques passant par ces noeuds. D'autre part, si 
nous nous basons sur le temps de propagation, nous savons que le port 16 du noeud N6 
a recu un P RDI a 12:00:57. En se basant sur les distances entre les noeuds, qui ont ete 
donnees dans le tableau 4.1, et que le delai de propagation est de Is/km (selon les 
hypotheses considerees dans la section 3.3.2), nous concluons que la panne est au 
niveau du lien 2, lie au port P4. En effet, si la panne est au niveau du port P4_Tx a 
12:00:00, le P3_Rx du noeud 2 recevra alors un LOS a 12:00:12. Ce dernier enverra un 
P R D I et LRDI, note par P LRDI dans la figure 4.6, au port P4_Rx du noeud N3 a 
12:00:24. Le noeud N4 recevra ainsi au P8_Rx un P RDI a 12:00:39, qui enverra a son 
tour au noeud N5, au port P12_Rx un PRDI a 12:00:56, et enfin, le nceud N6 recevra 
au port P16_Rx un PRDI a 12:00:57. Avec le meme raisonnement, le P I R x recevra 
un PAIS et L_AIS, note par P L A I S dans la figure 4.6 a 12:00:22. Le port P25_Rx 
du noeud 12 recevra 1'alarme PRDI a 12:00:31 et le port P28_Rx du noeud 15 recevra 
l'alarme P R D I a 12:00:42. L'interpretation des delais de propagation des alarmes est 
illustree a la figure 4.6. 
Nous constatons aussi que la panne est au niveau du port P4 et du lien relie au 
port P4 et non pas au niveau de la carte 3 et du noeud 3. En effet, le port 4 est relie a la 
carte 3 du noeud 3. II faut noter aussi que les ports 7 et 9 du meme noeud sont aussi 
relies a la carte 3. Ainsi, en cas de panne de cette carte, les ports 7 et 9 seront aussi 
affectes. Or en se basant sur les types et le delai de propagation des alarmes, nous 
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concluons que la panne ne peut pas etre au niveau de ces ports. En l'occurrence, elle 
n'est pas au niveau de la carte 3 du noeud 3. Le meme raisonnement s'applique pour le 
cas de panne au niveau du noeud 3. 
Le temps d'execution de OPL pour trouver la panne est de 0.02 sec pour le 
premier modele et de 0.01 secondes pour le deuxieme modele qui sont considered 
comme des temps d'execution raisonnables pour trouver une panne dans un reseau 
ay ant 15 nosuds. 
^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
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Figure 4.4 : Res u I tats du modele 1 affiches par OPL 
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JAKSolution[13 -
Names 
Equ i percent_Panne 
Temps_Panne 
| Data || 
2 
43200 
- A / .v.^,«.v. , • • • , : , - » -
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12:00:25 






P4_Rx P7_Tx PB_Rx P14JTX P13_Rx P20_Tx P19_Rx 
N3 
N1 








A P 1 4 _ R X P13JTX P20_Rx P19_Tx 
N7 
P17_Tx P18_RX P21_Tx P22_Rx P23_Tx P24_Rx 
N5 N9 N10 — 
N6 
N14 








Figure 4.6 : Propagation des alarmes detaillee 
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Si nous nous basons sur le meme reseau que celui de la figure 4.2 mais nous 
changeons les alarmes comme illustrees au tableau 4.6 et dans la figure 4.7. Comme vu 
precedemment, nous avons considere que les ports d'un noeud i sont branches aux cartes 
de type i. Si nous prenons le cas du noeud 4, les ports PI 1, P14 et P8 seront branches a la 
carte C4. Dans cet exemple, nous avons change la carte du noeud 4 en supposant que les 
ports 11 et 14 sont branches a une autre carte differente de 4, soit 5. Le port P8 restera 
branche a la carte C4. 




Types de l'alarme 
P AIS 
P RDI 
Heure de l'alarme 
(HH :MM :SS) 
12 :00 :37 
12 :00 :48 














P21 Tx P22 R 
N9 
Figure 4.7 : Les alarmes que le gestionnaire de reseau recoit 
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Le premier modele OPL nous affiche alors que l'origine de la panne est soit la 
fibre qui est reliee au port P8 (lien 4), soit le port P8 ou la carte C4 du noeud N4 (figure 
4.8). Le deuxieme modele OPL nous affiche aussi les meme resultats (le lien 4 ou le 
port P8 ou la carte C4 du noeud N4, notee par 104). II rajoute que le temps de la panne 
est 12:00:00 (figure 4.9). 
En effet, comme illustre a la figure 4.10, puisque nous observons des alarmes 
dans les noeuds Nl et N6, la panne ne peut etre que sur un des liens par lesquels le 
chemin optique ayant Nl comme source et N6 comme destination. Nous excluons le 
cas ou la panne est au niveau du lien 2 puisque si c'etait le cas, nous aurions observe 
des alarmes dans les noeuds source et destination des chemins optiques passants par ce 
lien ( le noeud N12 et N15). Si nous nous basons sur le temps de propagation, nous 
savons que le port 16 du noeud N6 a recu un PRDI a 12:00:48. Nous concluons que la 
panne est au niveau du lien 4, lie au port P8. Ainsi, si la panne est au niveau du port 
P8_Tx a 12:00:00, le P7_Rx du noeud 3 recevra alors un LOS a 12:00:15. Ce dernier 
enverra un PRDI et L RDI, note par P L R D I dans la figure 4.10, au P8 _Rx du noeud 
N4 a 12:00:30. Le noeud N5 recevra un PRDI a 12:00:47, au port P12_Rx et enfin, le 
noeud N6 recevra au port P16_Rx un PRDI a 12:00:48. Avec le meme raisonnement, 
le PI Rx recevra un PAIS et LAIS, note par P L A I S dans la figure 4.10, a 
12:00:37. 
Nous constatons aussi que OPL nous affiche que la panne peut etre aussi au 
niveau de la carte 4 du noeud 4 (figure 4.8). En effet, si la carte C4 est en panne, les 
ports qui lui sont relies seront en panne. Dans notre cas, il s'agit du port P8 et ce qui 
appuie la concordance des resultats trouves par OPL. 
Nous n'observons pas de panne au niveau du noeud N4 puisque tous les ports, 
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Figure 4.8 : Resultats du modele 1 affiches par OPL 
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Sofiftidnfl] 
















P L R D I 




P21 Tx P22 Rx P23 Tx P24 R 
P21 Rx P22 TK P23 Rx P24 T 
Figure 4.10 : Propagation des alarmes dCtaillce 
En prenant le meme reseau de la figure 4.1 mais en changeant les noeuds de 
sources et de destinations des 3 chemins optiques comme illustre au tableau 4.7 et a la 
figure 4.11, la premiere partie de l'algorithme du generateur d'alarmes nous affiche tout 
d'abord les noeuds et les liens, par lesquels les chemins optiques passent, qui sont 
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illustres respectivement aux tableaux 4.8 et 4.9. Si nous avons la table d'alarmes 
comme illustree a la figure 4.12, le premier modele nous affiche alors que la panne est 
au niveau du port 7 ou au niveau de la fibre (lien 4) liee au port 7 (figure 4.13). Le 
deuxieme modele OPL nous affiche les meme resultats et il ajoute que le temps de la 
panne est au temps 12:00:00 (figure 4.14). En effet, nous observons des alarmes dans 
les noeuds Nl, N i l , N12, N6, N7 et N15. Ce qui implique que la panne est au niveau 
des liens en commun passants par ces noeuds (lien4). En plus, si nous nous basons sur 
les delais de propagation, nous constatons que la panne est au niveau du port 7 du lien 
4. Le cas des pannes aux niveaux de C3 et N3 n'est pas considere puisqu'il n'y aura pas 
de concordance avec les resultats donnes par OPL. Les details des temps de 
propagation des alarmes sont illustres a la figure 4.15. 






















Les nceuds des chemins optiques 









: Les liens des chemins optiques 
Liens 
1 - 2 - 4 - 6 - 9 - 11-12 
1 0 - 7 - 4 - 5 - 1 4 
1 3 - 3 - 2 - 4 - 6 - 8 















Heure de l'alarme 
(HH :MM :SS) 
12 :00 :52 
12 :00 :43 
12 :00 :36 
12 :00 :48 
12 :00 :61 
12 :00 :33 
P_RDI 
12:00:52 








Figure 4.12 : Les alarmes que le gestionnaire de reseau recoit 
















































































































































Figure 4.13 : Resultats du modele 1 affiches par OPL 









Figure 4.15 : Propagation des alarmes detaillee 
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Dans l'exemple suivant, nous augmenterons le nombre de nceuds dans le reseau. 
Ainsi, nous avons 48 nceuds dont les liens sont illustres au tableau 4.11. En se basant 
sur ces donnees, nous obtenons le reseau qui est illustre a la figure 4.16. 
Supposons que nous ayons 3 chemins optiques dans ce reseau, comme illustre a 
la figure 4.17, dont les nceuds sources et de destinations sont presentes dans le tableau 
4.12. La premiere partie de l'algorithme du generateur d'alarmes nous affichent tout 
d'abord les nceuds et les liens, par lesquels les chemins optiques passent, qui sont 
illustres respectivement au tableau 4.13 et 4.14. 
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Tableau 4.13 : Les nceuds des chemins optiques 
Liste des noeuds passant par le chemin optique 











Tableau 4.14 : Les liens des chemins optiques 
Liens 
1 - 2 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 - 2 7 - 2 8 - 2 9 - 3 1 - 3 2 - 3 4 
4 2 - 4 1 - 4 0 - 1 8 - 1 6 - 1 5 - 4 - 2 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 - 2 6 
6 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 - 2 7 - 2 8 - 2 9 - 3 1 - 3 3 - 3 5 - 3 6 - 3 7 -





TP17 P18 P21 P22 P25 P26 P49 P5G P51 P52 
It 
P59 P60 P85 P86 P87 P88 P89 P90 
^Z>'L—V2£H>.£ 
1.44 1.45 






I'll 1'78 ^ S l ^ * 
1.3? N36 
Figure 4.17 : Reseau avec les trois chemins optiques 
La deuxieme etape de notre procedure nous permet de generer differentes pannes 
simples dans le reseau. Si par exemple, nous generons la table suivante des alarmes 
(tableau 4.15 et figure 4.18), le premier modele OPL nous affiche alors, dans un delai de 
0.04 sec, que la panne est au niveau du port 9 ou au niveau de la fibre (lien L5) liee au 
port 9 (nous avons presente que la panne au niveau du port 9 dans la figure 4.19). Le 
deuxieme modele OPL nous affiche les memes resultats mais il rajoute que le temps de 
la panne est 12:00:00 (figure 4.20). En effet, puisque nous observons des alarmes aux 
noeuds Nl, N30, N40, N24, N47 et N36, la panne ne peut etre que dans les liens en 
commun des trois chemins optiques passant par ces noeuds (liens 2, 5, 7, 9, 11, 13 ou 
25). En outre, en se basant sur les delais de propagation des alarmes qui sont illustres a 
la figure 4.21, nous concluons que la panne est au niveau du port 9 du lien 5. Le cas des 
pannes aux niveaux de C3 et N3 n'est pas considere puisqu'il n'y aura pas de 
concordance avec les resultats donnes par OPL. 
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Heure de l'alarme 
(HH :MM :SS) 
12:00:31 
12 :00 : 70 
12 :00 : 67 
12:00:43 
12:00: 18 
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Figure 4.19 : Resultats du modele 1 affichSs par OPL 
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Figure 4.21 : Propagation des alarmes detaillee 
En prenant le meme reseau de la figure 4.16 mais en augmentant le nombre de 
chemins optiques comme illustre au tableau 4.16 et dans la figure 4.22, le generateur 
d'alarmes nous affiche tout d'abord les noeuds et les liens, par lesquels les chemins 
optiques passent, qui sont illustres respectivement aux tableaux 4.17 et 4.18. Si nous 
avons la table d'alarmes comme illustree au tableau 4.19 et qui sont presentees dans la 
figure 4.23, le premier modele OPL nous affiche alors, dans un delai de 0.05 secondes, 
que la panne est au niveau du port 17 ou au niveau de la fibre (lien L9) liee au port 17 
(nous avons affiche que la panne au niveau du port 17 dans la figure 4.24). Le 
deuxieme modele OPL nous affiche, dans un delai de 0.05 sec, les meme resultats. II 
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rajoute que le temps de la panne est 12:00:00 (figure 4.25). En effet, puisque nous 
observons des alarmes aux noeuds Nl, N30, N8, N24, N48, N36, N40, N46, N13 et 
N21, la panne ne peut etre que dans les liens en commun des cinq chemins optiques 
passant par ces noeuds (liens 9). De plus, en se basant sur les delais de propagation des 
alarmes qui sont illustres a la figure 4.26, nous concluons que la panne est au niveau du 
port 17 du lien 9. Le cas des pannes aux niveaux de C5 et N5 n'est pas considere 
puisqu'il n'y aura pas de concordance avec les resultats donnes par OPL. 



























Liste des noeuds passant par le chemin optique 
N1-N2-N3-N4-N5-N6-N7-N22- N23- N25- N26- N27- N28- N29-
N30 
N8-N9- N2-N3-N4-N5-N6-N7-N22- N23- N24 
N48-N5-N6-N7-N22-N23- N25- N26- N27- N28-N31- N32- N33-
N34-N35-N36 
N40-N39-N38-N37-N12-N11-N10-N2-N3-N4-N5-N6-N7-N22-N23-









Tableau 4.18 : Les liens des chemins optiques 
Liens 
1 - 2 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 - 2 7 - 2 8 - 2 9 - 3 1 - 3 2 - 3 4 
1 4 - 3 - 2 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 - 2 6 
1 0 - 9 - 1 1 - 1 3 - 2 5 - 2 7 - 2 8 - 2 9 - 3 1 - 3 3 - 3 5 - 3 6 - 3 7 -
3 8 - 3 9 
4 2 - 4 1 - 4 0 - 1 8 - 1 6 - 1 5 - 4 - 2 - 5 - 7 - 9 - 1 1 - 1 3 - 2 5 -
27 - 28- 30 - 43 - 44 - 45 - 46 - 47 
1 7 - 1 6 - 1 5 - 4 - 2 - 5 - 7 - 9 - 1 2 - 2 2 - 2 3 - 2 4 
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Figure 4.22 : Reseau obtenu 
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Figure 4.26 : Propagation des alarmes detaillee 
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II faut que noter que nos modeles fonctionnent aussi pour les autres topologies 
de reseaux telles que les reseaux avec des cycles. Considerons le reseau suivant ayant 
12 noeuds dont la topologie est illustree a la figure 4.27. Supposons que nous ayons 
trois chemins optiques, ayant les noeuds sources et destinations representes dans le 
tableau 4.20 et que nous ayons la matrice d'alarmes du tableau 4.21 (voir aussi figure 
4.28). 





Figure 4.27 : Topologie du reseau 
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Figure 4.28 : Les alarmes que le gestionnaire de reseau re?oit 
Le premier modele OPL nous affiche alors que la panne est la carte 3 qui est 
reliee au noeud 3 (figure 4.29). Le deuxieme modele affiche le meme resultat (carte 3 
notee par 103) et rajoute que le moment de la panne est 13:00:00 (figure 4.30). En effet, 
en se basant sur la propagation des alarmes (figure 4.31), on en deduit que la panne est 
soit au niveau du port 10 (pour le chemin 1), soit au niveau du port 8 (pour le chemin 
2). II faut noter que ces deux ports sont lies a la meme carte (C3). Puisque nous 
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travaillons dans le cas de panne simple, OPL nous affiche alors que la panne est au 
niveau de la carte C3 reliee au nceud 3. En effet, en cas de panne d'une carte, tous les 
ports qui lui sont relies seront en panne. 
Figure 4.29 : Resultats du moclele 1 affiches par OPL 
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Figure 4.31 : Propagation des alarmes detaillee 
II est important de detecter 1'emplacement exact de la panne pendant une duree 
de temps raisonnable. Cependant, nous avons effectue plusieurs tests pour les deux 
modeles afin d'evaluer le temps d'execution en se basant en premier lieu sur le nombre 
de chemins optiques dans un reseau optique donne. Pour ce faire, nous avons varie le 
nombre de chemins optiques de un a dix du reseau de la figure 4.16, ayant 48 nceuds 
optiques. Par la suite, nous avons genere des pannes dans ces derniers. Nous avons 
constate que le temps d'execution pour trouver la panne augmente lineairement, d'une 
facon adequate, avec le nombre de chemins optiques (figure 4.32). Nous remarquons 
aussi que le temps d'execution du deuxieme modele 2 est inferieur a celui du premier 
modele. En deuxieme lieu, nous nous sommes bases sur l'effet de la taille des reseaux 
sur le temps de detection de la panne. Pour ce faire, nous avons genere plusieurs 
modeles de reseaux de differentes tailles, allant de 10 a 100 nceuds optiques, et nous 
avons genere des pannes. Nous avons constate que le temps, pour trouver la panne, 
augmente aussi lineairement et d'une facon adequate (figure 4.33). Nous constatons 
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aussi que le temps d'execution du deuxieme modele est inferieur a celui du premier 
modele. En effet, plus le reseau est grand, plus le nombre de variable du premier 
modele augmente et ceci aura un effet sur le temps d'execution. Par contre, dans le 
deuxieme modele, le nombre de variables reste petit peu importe la taille du reseau et 
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Figure 4.33 : Effet de la taille des reseaux optiques sur le temps de detection de la panne 
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Chapitre 5 : Conclusion 
L'objectif general de notre projet etait de proposer une nouvelle approche de 
detection de pannes dans un reseau optique. Nous presentons dans ce chapitre de 
cloture une synthese generale de ce que nous avons aborde dans notre travail ainsi que 
les limitations de nos travaux. Enfin, nous concluons ce chapitre en abordant les 
indications de travaux futurs. 
5.1 Synthese des travaux 
Apres avoir decrit nos principaux objectifs dans le premier chapitre, nous avons 
presente dans le deuxieme chapitre une breve description des reseaux optiques, les 
differentes techniques de multiplexage, ainsi que les differents composants d'un reseau 
optique et les differentes failles qui peuvent y exister. Nous avons traite par la suite les 
differents types d'alarmes du standard SONET que nous aurons en cas d'une panne 
ainsi que leurs methodes de propagation. Plusieurs solutions qui ont ete proposees 
precedemment dans la revue de litterature, afin de detecter les pannes, ont ete aussi 
presentees a la fin de ce chapitre. 
Dans le troisieme chapitre, nous avons presente deux modeles qui consistent 
tout d'abord a definir notre reseau optique. Nous avons introduit par la suite des pannes 
et nous avons genere des alarmes en se basant sur la norme SONET. Nous nous 
sommes bases sur la programmation par contraintes pour traiter la gestion de ces 
alarmes. De ce fait, nous avons defini des contraintes a partir de l'etat des equipements 
et des alarmes observees. Nous avons propose ainsi un algorithme de resolution en OPL 
afin de resoudre ce probleme et qui propose des diagnostics de pannes tout en tenant 
compte de 1'aspect temporel des alarmes. 
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Dans le quatrieme chapitre, nous avons teste les performances de nos modeles 
sur plusieurs reseaux de differentes tailles afin d'evaluer leurs comportements en 
fonction de la taille du reseau. Pour ce faire, nous avons cree deux modeles de reseaux 
dans lesquels nous avons change le nombre de chemins optiques et nous avons generes 
plusieurs pannes dans ces derniers. Nous avons confirme les resultats trouves par OPL 
sur les emplacements des pannes en nous basant sur les differentes methodes de 
propagation des alarmes SONET et par la comparaison des resultats donnes par les 
deux modeles. Cependant, notre premier modele nous permettait de detecter les pannes 
simples sans indiquer le moment de ces dernieres. Nous avons done developpe un 
deuxieme modele pour detecter les pannes simples tout en affichant leur moment. Nous 
avons vu aussi qu'il etait important de detecter les pannes pendant une duree de temps 
raisonnable. Pour ce faire, nous avons effectue plusieurs tests, pour les deux modeles, 
afin d'evaluer le temps d'execution en se basant en premier lieu sur le nombre de 
chemins optiques dans un reseau optique donne. En deuxieme lieu, nous nous sommes 
bases sur l'effet de la taille des reseaux sur le temps de detection de la panne. Nous 
avons constate que le deuxieme modele trouve plus rapidement la panne. 
En conclusion, nous avons propose dans notre projet une nouvelle approche de 
detection des pannes qui se base sur la programmation par contraintes. C'est une 
methode qui differe des autres methodes developpees precedemment dans la litterature. 
Nous avons pu adopter cette methode de resolution a notre probleme puisqu'il y a un 
rapprochement naturel entre la propagation des contraintes en PPC et la propagation 
des alarmes. Nous n'avons besoin que de modeliser le probleme sous forme de 
contraintes qui permettent d'explorer le domaine des solutions tout en assurant une 
solution adequate. 
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5.2 Limitations des travaux 
Nous avons suppose dans nos modeles que nous recevons toujours des alarmes 
et nous ne nous sommes pas interesses a l'exactitude de l'existence de ces alarmes. 
D'une part, nous n'avons pas tenu compte, dans notre demarche, des fausses alarmes. 
Ces dernieres sont dues aux problemes de transmission. Ainsi, a partir de ces fausses 
alarmes recues, nous aurons une interpretation inadequate de 1'emplacement de la 
panne. D'autre part, la perte des alarmes peut engendrer egalement une mauvaise 
interpretation. En effet, supposons que nous avons une panne dans notre reseau, des 
alarmes seront alors generees et envoyees au gestionnaire du reseau. Ces dernieres 
peuvent etre perdues et en l'occurrence, le gestionnaire du reseau ne recevra pas ces 
dernieres. De ce fait, l'information recue peut devenir incomplete ou incoherente. 
Enfm, nous avons propose une demarche afin de detecter les pannes simples 
dans un reseau optique donne et nous n'avons pas pris en consideration les pannes 
multiples. En effet, sur un chemin optique, nous pouvons avoir une ou plusieurs pannes. 
Nous avons suppose dans notre travail qu'il va y avoir une correlation des pannes. 
C'est-a-dire, s'il y a une panne dans un lien donne sur un chemin optique, tous les liens 
qui le suivent seront systematiquement en panne puisqu'ils ne recoivent pas de 
donnees. 
5.3 Travaux futurs 
En premier lieu, nous envisageons une amelioration de notre travail en 
considerant les fausses alarmes et les alarmes perdues. De ce fait, des approches se 
basant sur des methodes probabilistes pourront completer notre modele. En effet, nous 
pourrons associer a chaque alarme une probabilite d'etre fausse ou perdue. Ainsi, 
lorsqu'une alarme est perdue (ou elle est fausse), la probabilite pour qu'elle soit 
effectivement perdue (ou fausse) permet de connaitre l'eventuel etat du reseau. 
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Par ailleurs, les probabilities permettent de fournir un degre de validite du 
diagnostic de pannes pour une observation donnee. 
En deuxieme lieu, nous pouvons ameliorer notre modele en tenant compte de la 
detection des pannes multiples. En effet, un reseau optique peut avoir une ou plusieurs 
pannes sur le meme chemin optique. De ce fait, nous pouvons nous baser sur la 
methode de programmation par contraintes afin de traiter ce cas. 
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