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Summary
Developments in statistics are closely linked to developments in other fields
of science and technology. Recent technological advances have engineered
a new data era, where large datasets are increasingly common in a range of
scientific applications for statisticians to analyse. As a result there has been
much recent interest in fast approximate inference methods that facilitate
the fitting of flexible models to large datasets. This thesis addresses these
interests by considering fast variational Bayes methods for fitting various
hierarchical Gaussian process regression models.
First, we consider the problem of shape constrained smoothing in semi-
parametric regression. We consider additive models with derivatives of
flexible terms modelled using Gaussian processes. Spectral approximations
based on the Karhunen-Loe´ve decomposition are considered for the Gaus-
sian processes to simplify computation. We consider constraints such as
monotonicity, convexity, and a combination of these, leading to attractive
and tractable representations for flexible terms that facilitate development
of variational computational schemes. Fast efficient variational Bayes meth-
ods are then developed for fitting and inference in these models that reduce
computation by an order of magnitude. Due to the approximate nature
of variational Bayes methods, we further explore some of the trade-offs in
terms of speed, accuracy and automation of implementation associated with
these methods. The empirical performance of the proposed methodologies
are evaluated with simulation studies.
Second, we consider functional models for grouped longitudinal data in
which the functional groups are known, and the subject and group effects
vii
viii
are modelled with Gaussian processes. The model describes the functional
observations additively in terms of subject and group effects and measure-
ment error. Smoothness of the subject effects depends on subject specific
covariates for different subjects through hierarchical priors. Fast varia-
tional approximation methods based on sparse spectral representations of
the Gaussian process terms are developed. Acceleration methods for the
basic variational algorithm are also explored, and we further show how these
methods can be utilized to obtain good proposal distributions for MCMC
analyse through an adaptive MCMC algorithm. The methods are illus-
trated with simulated data and a dataset of streamflow curves generated
by a rainfall runoff model, and compared with MCMC.
Third, we extend the model considered in the second part to a case where
the appropriate groupings of the functional observations are not observed,
leading to functional clustering. The model is a Gaussian process mixture
with functional cluster means for each mixture component and observa-
tion specific effects described with Gaussian process priors. Hierarchical
priors are placed on the subject specific covariance function hyperparam-
eters, which allows us to understand the varying smoothness of different
observations between clusters. An efficient variational algorithm as well as
a further accelerated version of it are developed for fitting these models.
The methods are validated empirically through simulations.
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With the increasing availability of large datasets, the field of nonparametric
Bayesian methods has assumed greater importance. With larger datasets,
analysts are both willing and able to make weaker assumptions and fit very
flexible models. However, while these methods are attractive from the sta-
tistical point of view, the development of efficient and scalable algorithms
able to implement nonparametric methods for large datasets is an enduring
challenge. An example of the difficulties involved is in the fitting of models
involving Gaussian processes, the kinds of models considered in this thesis.
Gaussian processes provide convenient and flexible prior distributions for
unknown functions in the Bayesian nonparametric framework. However,
exact computations for Gaussian process models do not scale well in terms
of computation or memory requirements. This makes approximate infer-
ence methods attractive, and this thesis considers fast scalable variational
approximation methods for several different models which use Gaussian
processes as prior distributions on functional parameters.
1
1.1. Bayesian inference
This chapter is organized as follows. Section 1.1 introduces Bayesian infer-
ence and briefly discusses the utility of variational approximation in vari-
ational Bayes inference. Section 1.2 introduces Gaussian processes and
reviews their use in regression. Section 1.3 provides an overview of the rest
of the thesis and Section 1.4 provides a statement of contribution.
1.1 Bayesian inference
Suppose we have a probabilistic model that specifies the joint distribution
p(y, ξ) for data y and parameter ξ, a prior distribution p(ξ) for ξ and data
likelihood p(y|ξ). Bayesian inference about ξ is based on the posterior
distribution,
p(ξ|y) ∝ p(y|ξ)p(ξ), (1.1)
where (1.1) is normalized by p(y) =
∫
p(y|ξ)p(ξ)dξ. The normalizer is
sometimes called the marginal likelihood or the model evidence. Inferences
in the Bayesian framework occur through summarizing the posterior in ap-
propriate ways once a model has been settled upon through a combination
of background knowledge and model checking.
We briefly discuss some of the computational problems that arise with
Bayesian methods in practice, since this is the focus of much of the fol-
lowing development. The calculation of posterior probabilities or posterior
moments for p(ξ|y) in (1.1) will involve a high-dimensional integration. We
may also wish to know the normalizing constant p(y) for purposes such
as Bayesian model choice and this also involves a high-dimensional inte-
gration. So the fundamental problem of Bayesian computation is one of
doing high-dimensional integrals. Although Monte Carlo methods such as
Markov chain Monte Carlo and advanced importance sampling schemes
are a standard way of performing the required calculations (see, for in-
stance, Gelman et al. 2013a for a textbook level treatment), these methods
2
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do not scale well to large datasets or high-dimensional parameter spaces.
This makes fast approximate methods such as variational Bayes (discussed
further in the next subsection) attractive, and these kind of approximate
methods are the focus of our work.
1.1.1 Variational approximation
Variational approximation provides a an attractive approach to the approx-
imation of intractable posterior distributions in complex models (Jordan
et al. 1999; Blei and Jordan 2004). These methods have gained substantial
attention recently as powerful alternatives to the usual Monte Carlo meth-
ods for posterior estimation. Although variational approximation is an
approximate technique which sacrifices some accuracy compared to meth-
ods such as Markov chain Monte Carlo (MCMC), it yields large gains in
terms of computational performance, particularly for complex statistical
models. Contrasting with other deterministic approximation methods such
as Laplace approximation, it provides closed-form approximations with no
constraint on the posterior to be Gaussian. Furthermore, it is relatively
easy to monitor convergence of the algorithm, something which can be
tricky with Markov chain Monte Carlo and adaptive importance sampling
methods.
The origins of the technique are in statistical physics and the ideas have
been developed and promoted vigorously within the machine learning com-
munity where large data sets are common (e.g. Ghahramani and Beal 2001;
Winn and Bishop 2005; Salimans and Knowles 2012). However, statisti-
cians have also contributed to this area and variational techniques have
an increasing visibility in the statistical literature. Ormerod and Wand
(2010) provides an exposition specifically accessible to a statistical read-
ership. In variational approximation (e.g Attias 2000; Waterhouse et al.
1996; Ormerod and Wand 2010; Opper and Saad 2001; Blei and Jordan
3
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2004) the posterior, p(ξ|y), is approximated with a simpler distribution,
qη(ξ) say, belonging to some family of distributions indexed by a variational
parameter η. We reformulate the posterior computation as an optimization
problem and search for η for which qη(ξ) is closest to p(ξ|y) in some sense
(usually in terms of the Kullback-Leibler divergence, and we elaborate on
this below). In order to make the optimization tractable, some restrictions
are imposed on the approximating densities. So qη(ξ) will be a member of
some tractable class Q say chosen to make computation convenient. For
example, we might allow qη(ξ) to follow some parametric form such as
multivariate normal, or we might split ξ into blocks and assume posterior
independence between the blocks. We then choose qη ∈ Q to approximate
p(ξ|y) as well as possible; for the rest of this thesis “as well as possible” is







Since p(y) = p(ξ)p(y|ξ)/p(ξ|y) for all ξ, multiplying and dividing the right



















is a lower bound on log p(y) (where Eq(·) denotes expectation with respect
to qη(ξ)). Furthermore, it follows from (1.3) that minimizing the Kullback-
Leibler divergence between qη(ξ) and p(ξ|y) is equivalent to maximizing the
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lower bound L(q). When qη(ξ) = p(ξ|y), L(q) = log p(y). Otherwise, the
lower bound will be close to log p(y) and is a good approximation to it for
purposes such as Bayesian model choice if qη(ξ) is close to the posterior.
1.1.2 Mean field variational Bayes
Mean field variational Bayes is based on factorized forms for the posterior
and this turns out to be particularly convenient for certain models having
conjugate exponential structure (Ghahramani and Beal 2001; Winn and
Bishop 2005).
Consider a variational posterior distribution that can be factorized explic-





where ξ = (ξT1 , . . . , ξ
T
p )
T . Suppose also that we make no parametric as-
sumptions on the functional forms of the q densities. Then it can be shown
(e.g. Ormerod and Wand 2010) that the optimal choice of the factor qη(ξj)
with qη(ξi), i 6= j fixed, as a result of minimizing the Kullback-Leibler






where E−ξj(·) denotes expectation with respect to
∏
i 6=j qη(ξi). An iterative
coordinate ascent optimization based on (1.5) yields the mean field varia-
tional Bayes algorithm; See for example Waterhouse et al. (1996), Attias
(2000) and Ghahramani and Beal (2001).
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1.1.3 Nonconjugate variational message passing
As mentioned above, for a certain class of models with conjugate exponen-
tial structure mean field variational Bayes results in a particularly conve-
nient implementation; more precisely, the variational posterior factors turn
out to be in the exponential family and updating each factor with the oth-
ers fixed amounts to updating the natural parameters in the exponential
family. A particular algorithmic implementation of this idea is the method
of variational message passing (e.g Winn and Bishop 2005). The updates
are computed using local operations on the directed graph capturing the
conditional independencies in the model. However, the class of models for
which variational message passing applies is restricted, and there has been
some extensions to cover nonconjugate models. Knowles and Minka (2011)
introduced nonconjugate variational message passing as an extension of
VMP to deal with nonconjugate models. An approximation of the form
(1.4) is considered where now qη(ξi) = q(ξi|ϑi) is assumed from the outset
to have the exponential family form
q(ξi|ϑi) = exp(ϑTi t(ξi)−m(ϑi)), (1.6)
where ϑi denotes a vector of natural parameters and t(ξi) are sufficient
statistics. This is in contrast to the class of models for which variational
message passing applies, where the exponential family form simply emerges
from the model and the optimization problem posed without imposing this
assumption. A well known property of exponential families is that the













for factors pf (ξ, y). We will say a factor f is in the neighbourhood of ξi
if pf (ξ, y) depends on ξi and we shall denote this by f ∈ N(ξi). NCVMP
gives a recipe for updating the natural parameter of the factor q(ξj) with








where Sf (ϑi) = Eq(log pf (ξ, y)) and Eq(·) denotes expectation with respect
to q(ξ). The NCVMP algorithm initializes the parameters ϑi and then uses
the update rule (1.8), cycling through the factors q(ξj|ϑj) until convergence
in an iterative coordinate ascent algorithm. Knowles and Minka (2011)
have shown that NCVMP reduces to standard VMP in situations where all
factors are conjugate. Furthermore, they show that if NCVMP converges to
a fixed point then it is a stationary point of the KL divergence and will be
a minimum in practice. Because the NCVMP updates are based on a fixed
point iteration, convergence is not guaranteed, and Knowles and Minka
(2011) suggest damping to fix any convergence problems. Tan and Nott
(2014a) interpret NCVMP updates in terms of a natural gradient descent
algorithm. Most often the assumed form in (1.8) is either univariate or
multivariate normal. For a univariate normal factor qi(ξi) with assumed
variational posterior N (µqξi , σqξi
2), the NCVMP rule for updating µqξi and
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(Knowles and Minka 2011). Here the update proceeds from left to right,
but all derivatives are computed at the “old” parameter values. In the case

















It is important to note here that the usual definition for differentiation of











where vec(·) denotes the vec operator and vec−1(·) its inverse. For more
explanation of the vec notation see Wand (2014).
1.2 Gaussian processes models
The origins of Gaussian process regression methods lie in spatial statis-
tics, where it is given the name kriging due to the work of the mining
engineer Daniel G. Krige (Matheron 1973). O’Hagan and Kingman (1978)
was an early contribution to the literature using Gaussian process regres-
sion in non-spatial applications. Rasmussen and Williams (2006) is a good
summary of the field which covers more recent work done in the machine
learning literature.
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1.2.1 Gaussian processes
A set of random variables defined over the same probability space with the
property that any finite sub-collection is multivariate Gaussian is called a
Gaussian process (GP).
Consider a stochastic process Z(x) with Z : Rd → R and let Zx =
(Z(x1), . . . , Z(xp)) denotes any finite collection of its samples . Then Z(x)









where µx and Σx denote the mean and covariance matrix respectively. To
completely specify the process Z (x) we only need to define two functions
which will specify µx and Σx. We call such functions the mean function
and covariance function of the process. For a real process Z (x) we define
its mean function m(x) and the covariance function C(x, x′) as
m(x) = E (Z(x)) ,









We will write the process in standard notation as





It is important to note that once the mean and covariance functions are
specified the process is completely determined as in the case of (1.12).
Though any function can serve as mean function in the context of GPs,
9
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it is not so for covariance functions. A valid covariance function must
specify a symmetric positive semi-definite matrix Σx for any choice of p
and x1, . . . , xp. A Gaussian process will be said to be stationary if its
covariance function C(x, x′) is a function of x− x′ only, and isotropic if it is
a function of |x − x′ | only. With some abuse of notation, we simply write
C(x− x′) for the covariance function of a stationary Gaussian process.
1.2.2 Bayesian spectral model for Gaussian process
priors
Of importance later is the spectral representation of a stationary process
which provides one way of making interesting and tractable approximations
for Gaussian process calculations. The spectral representation provides an
alternative way to examine how a GP evolves in the frequency domain. The
Wiener-Khintchine theorem (see, for example, Chatfield 1996, Chapter 6)
states that for a stationary process the covariance function and its spectral
density if it exists are Fourier duals of each other. More precisely, suppose



















where ω(s), s ∈ Rd is called the spectral density (power spectrum) associ-
ated with the process and (1.14) is termed the spectral representation of
the covariance function. In this thesis we will only be concerned with sta-
tionary Gaussian processes and we make no distinction between weak and
strong stationarity. (1.14) and (1.15) provide equivalent ways to describe a
stationary Gaussian process. The rate at which ω(s) decay as |s|→ ∞ can
10
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be informative about the smoothness of the associated Gaussian process.
Writing




for the process variance allows us to understand the physical meaning of
the power spectrum. In particular, (1.16) shows that the total power in
the frequency domain equals the variance of the process when the spectral
density is sampled.






rx) + br sin(2pis
′
rx), (1.17)












and sr, r = 1, . . . ,m is a random
sample drawn from the density proportional to the spectral density ω(s)
associated with Z(x). The approximation improves with increasing m. For
a so-called Gaussian covariance function (where the covariance function
takes a form proportional to a Gaussian density) the corresponding spectral
density is also proportional to a Gaussian density.
1.2.3 Difficulties with Gaussian process regression and
approximate methods
For a given sample of n test points the computational cost associated with
full Gaussian process computations scales as O(n3) and memory storage re-
quirements scale as O(n2). This means that Gaussian process regression for
datasets of size larger than a few thousands will be challenging for modern
desktop computers. A range of elegant and efficient proposals have been
developed for implementing approximate Gaussian process calculations for
large data sets.
11
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Parker and Rice (1985) in discussion of Silverman (1985) introduce the sub-
set of regressors (SR) approach in the context of approximation of spline
smoothers. The idea was again mentioned in connection with the regulari-
sation framework by Wahba (1990) and Luo and Wahba (1997). The basic
idea of SR is to approximate the Gaussian process by its conditional mean
function given the values at a finite number of points; these points are gen-
erally referred to as inducing points in the literature on Gaussian process
approximation. However, SR is unappealing in that is based on a degen-
erate GP (determined by its value at a finite number of points). It thus
allows only a finite number of degrees of freedom in the model resulting in
unreasonable predictive distributions. Smola and Bartlett (2001) adapt the
ideas of Parker and Rice (1985) to propose a sparse greedy approximation
to speed up Gaussian process regression.
Seeger et al. (2003) presents a sparse approximation scheme based on a
certain likelihood approximation with improved handling of predictive un-
certainties compared to SR, called projected latent variables (PLV). The
method has also been called the projected process approximation (PPA)
by Rasmussen and Williams (2006). The method relies on a split of the
covariates into training and test values, and essentially uses something like
the SR approximation for the training data but the exact conditional dis-
tribution of function values given latent inducing point function values for
the “test” data.
Snelson and Ghahramani (2006) suggest relaxing the selection constraint
on the inducing variables as being a subset of training or test cases. Based
on this idea they propose a likelihood based approximation called sparse
Gaussian processes using pseudo-inputs (SGPP). SGPP was later renamed
the fully independent training conditional (FITC) method. FITC is based
on a strong assumption of conditional independence given m inducing vari-
ables. Walder et al. (2008) modify FITC by treating each basis function
12
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with its own set of characteristic length-scales and named their scheme
sparse multiscale GP (SMGP). Although the modification allowed addi-
tional flexibility that ensured some performance improvement over FITC,
it requires learning twice as many parameters.
Tresp (2000) developed the Bayesian committee machine (BCM) as a trans-
ductive learner (i.e. covariates in the test set ought to be known before
training) and its relationship to FITC was considered by Csato´ and Opper
(2002). BCM partitions the data, and Tresp (2000) considered random allo-
cation of points to partitions while as an alternative approach, Schwaighofer
and Tresp (2003) suggested clustering. However, one noticeable limitation
of clustering is that it does not take into account the response values but
only the covariates. Titsias (2009) introduced a variational formalism that
incorporates the inducing variables into the kernel hyperparameters and
allows joint learning via maximization of the lower bound on the log of the
model evidence. Their scheme has the advantage of avoiding overfitting and
also approximates rigorously the exact GP model. Quin˜onero-Candela and
Rasmussen (2005) present a unifying framework for GPs which brings all
the existing probabilistic sparse published algorithms under one umbrella
for easy comparison. Urtasun and Darrell (2008) consider the application
of GPs for effective modelling of human poses in the context of mixtures
of GPs. As mentioned in the last subsection, in the later chapters of this
thesis we consider spectral approximations to Gaussian processes, which
are another recently introduced class of approximations (La´zaro-Gredilla
et al. 2010) based on the spectral representation of a stationary Gaussian
process.
13
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1.3 Overview of rest of the thesis
The rest of the thesis develops some interesting new models involving
Gaussian processes and some variational approximation methods for fit-
ting them. In Chapter 2, we consider the problem of shape constrained
smoothing in semiparametric regression. An additive model with Gaussian
errors is considered, where flexible terms for some predictors have a known
constraint such as monotonicity or convexity. Some derivative of the shape
constrained flexible term is modelled in terms of a spectral approximation
of a Gaussian process, and Choi and Lenk (2014) show that this can lead
to some attractive and tractable representations for the shape constrained
smooth terms. The contribution of Chapter 2 of this thesis is to develop fast
variational Bayes methods for fitting the models of Choi and Lenk (2014),
and we compare accuracy of the variational Bayes answers with MCMC in
terms of frequentist performance of point estimation for the flexible terms.
We also consider the use of the variational lower bound for model choice.
In Chapter 3, we consider a functional model for longitudinal data where
there exists covariate information related to the smoothness of different
functional observations. The functional observations are grouped, and each
observation is modelled as a sum of a group trend, an individual specific
trend, and measurement error. It is the smoothness of individual specific
trends that is related to individual covariate information. Again an effi-
cient variational computational scheme is developed and ways of further
accelerating it are explored.
Chapter 4 considers a model similar to the grouped data model of Chap-
ter 3, but where now groups are unknown. This gives a mixture model
useful for functional clustering; again the existence of covariate related
14
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smoothness within clusters makes this approach different to other func-
tional clustering methods in the literature and efficient variational Bayes
approaches to computation are described.
The manuscript of Chapter 2 has been submitted for publication. The
manuscript of Chapter 3 has been published in Electronic Journal of Statis-
tics. The manuscript of Chapter 4 is about to be submitted for publication.
1.4 Statement of contribution
The work presented in this thesis are my own work except where acknowl-
edged in the text. My contribution in Chapters 2, 3 and 4 are as follows. In
the shape constrained smoothing work of Chapter 2, my contribution was
to help in the derivation and checking of the variational updates. However,
in the third and fourth chapters of this thesis, both the derivations and
simulation results are my own work.
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CHAPTER 2
Paper 1: A variational approach to
Bayesian shape restricted regression
Victor Meng Hwee Ong* , David Kwamena Mensah∗ , Seongil Jo+ , David
J. Nott∗ and Taeryon Choi+
In regression modelling, sometimes subject matter knowledge dictates some
shape restrictions such as monotonicity or convexity for some terms in the
model. Imposing such restrictions in fitting the model can result in im-
provements in terms of interpretability and predictive inference. For ex-
ample, it is well known in semparametric models that shape restrictions
motivated by subject matter knowledge can yield fitted models which are
more interpretable and have improved predictive performance. This chap-
ter of the thesis considers variational approach to Bayesian shape restricted
regression. A recently suggested approach to shape restricted smoothing
*Department of Statistics and Applied Probability, National University of Singapore,
Singapore 117546.
Department of Economics, Social Sciences and Statistics, Korea University, Republic
of Korea.
Corresponding author: Email trchoi@gmail.com.
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methods in the literature models derivatives of flexible terms in the model
via a squared Gaussian process where a spectral approximation is used for
the Gaussian process terms and posterior inference is based on MCMC.
Here we consider fast variational methods for fitting these models that
reduce computation time by an order of magnitude. Because these varia-
tional methods are approximate, we explore some of the trade-offs involved
in using them in terms of speed, accuracy and automation of the imple-
mentation. We also explore possible use of the variational lower bound for
model choice.
2.1 Background
There is a large literature on shape restricted smoothing for semiparametric
models; for a recent overview see Choi and Lenk (2014). Choi and Lenk
(2014) introduce an approach based on modelling either a first or second
derivative of a flexible term in a semiparametric model in terms of a squared
Gaussian process, with a spectral approximation being employed for the
Gaussian process term. They show that their method is flexible for handling
different kinds of shape restrictions and that it enjoys good performance
compared to other methods in the literature in terms of frequentist criteria
such as root mean integrated squared error.
The objective of the current work is to investigate the performance of vari-
ational Bayes computational methods for performing Bayesian inference
in the shape constrained approach of Choi and Lenk (2014). Variational
Bayes is a fast deterministic approach to Bayesian computation (Water-
house et al. 1996; Attias 2000; Ormerod and Wand 2010). Although it is
an approximate method it is sometimes attractive because it is an order
of magnitude faster than conventional Monte Carlo based approaches to
Bayesian computation. Here we explore some of the trade-offs involved in
17
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using variational Bayes methods for the model of Choi and Lenk (2014).
The considerations we investigate are similar to those which would arise
when using VB in other approaches to shape restricted regression. Im-
plementing a VB approximation is not straightforward here because of the
non-conjugacy of many factors in the model. This work (1) develops appro-
priate variational algorithms (2) shows that they have good performance in
frequentist terms in point estimation (3) discusses the difficulties such as
sensitivity to starting values that can arise when attempting to automate a
VB implementation and (4) shows that the variational lower bound, which
is frequently used as an approximate method for Bayesian model choice, is
not very useful in the present setting for that purpose.
This chapter is organized as follows. Section 2.2 introduces Gaussian pro-
cess model of Choi and Lenk (2014) without shape restriction. Section 2.3
gives an introduction to variational Bayes methods and Section 2.4 devel-
ops a VB algorithm for fitting the unrestricted model of Section 2.2. In
Section 2.5, the model of Choi and Lenk (2014) with monotone restriction
is considered, and an appropriate variational algorithm is developed. Sec-
tion 2.6 extends the methodology to monotone convex or concave shape
restrictions. Section 2.7 considers empirical performance of the methods in
simulations and Section 2.8 concludes.
2.2 Gaussian process regression model
We consider the use of fast variational approximation methods for Bayesian
shape restricted regression. The models we consider were first described
by Choi and Lenk (2014) where the posterior distribution is approximated
using a Markov chain Monte Carlo (MCMC) scheme. Choi and Lenk (2014)
extend an approach to Gaussian process regression and smoothing due to
Lenk (1999) to incorporate shape restrictions. Lenk (1999) considers the
18




i β + f(xi) + i, (2.1)
where zi is a p-vector of covariates, xi is a scalar covariate assumed without
loss of generality to lie in [0, 1], β is a p-dimensional parameter, f(·) is an
unknown function, and the i are independent zero mean Gaussian errors
with variance σ2.
As a prior for the unknown f(.), Lenk (1999) considers a Gaussian process











where η¯j(x) is the complex conjugate of ηj(x). A convenient choice for the
basis ηj(x), j ≥ 0, is
η0(x) = 1, ηj(x) =
√
2 cos(pijx) j ≥ 1.
If the coefficient vector β contains an intercept, then θ0 and this intercept
are confounded and the basis function η0(x) can be dropped. Lenk (1999)





where T denotes the truncation point. Then a hierarchical prior on θ =
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(θ1, . . . , θT )
T is given, where the components of θ are conditionally inde-
pendent,
θj|σ, τ, γ ∼ N
(
0, σ2τ 2 exp(−jγ)) , γ > 0






γ ∼ Exp(w0) with IG(r, s) denoting the inverse gamma distribution with
parameters r and s and Exp(w) denoting the exponential distribution with
mean w. We take w0 = 1. The model is completed with priors for σ
2 and β,






, β ∼ N (µ0β, σ2Σ0β) where µ0β and Σ0β are known hyper-
parameters. Further discussion of the prior, and some alternative priors, is
given in Lenk (1999) and Choi and Lenk (2014).
Choi and Lenk (2014) show that the approximation error in terms of mean
integrated squared error (MISE) between Z(x) and its truncated version,
ZT (x) decreases exponentially in T :
MISE(T ) ∝ exp (−(T + 1)γ) . (2.4)
For sufficiently large T , the error (2.4) becomes negligible and ZT (x) is a
good approximation to Z(x). Hence the estimation accuracy of the un-
known function f is not affected by the truncation error for large T . For
further discussion on the approximation error see for example Choi and
Lenk (2014).
The model (2.1) in matrix notation is written as
y = Zβ + ϕθ + ,
where Z is a design matrix with (i, j)th element zij, ϕ is a design matrix
with (i, j)th element ηj(xi), y = (y1, . . . , yn)
T and  = (1, . . . , n)
T . We
write Γ = (exp(−γ), exp(−2γ), . . . , exp(−Tγ))T and
Γ−1 = (exp(γ), exp(2γ), . . . , exp(Tγ))T .
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2.3 Variational Bayes for shape restricted
regression
Consider a problem of Bayesian inference for a parameter φ, with prior
p(φ), data y, and an assumed parametric data model p(y|φ). The posterior
distribution is
p(φ|y) ∝ p(φ)p(y|φ).
We consider an approach to approximating the posterior distribution com-
monly referred to as variational Bayes (Waterhouse et al. 1996; Attias
2000; Ormerod and Wand 2010). In variational Bayes, we divide the pa-
rameter φ into blocks, φ = (φT1 , . . . , φ
T
k )




q(φj) for approximating the posterior distribution p(φ|y).
A q(φ) of this form is chosen which is optimal in terms of minimization
of the Kullback-Leibler (KL) divergence of q(φ) from p(φ|y). Denoting
p(y) =
∫
p(y|φ)p(φ)dφ, it is easily seen that









and so multiplying both sides by q(φ) and integrating gives





where L(q) = ∫ log p(φ)p(y|φ)
q(φ)
q(φ)dφ is the variational lower bound, so-called
because it forms a lower bound on log p(y), and the second term in (2.5)
is the KL divergence between q(φ) and p(φ|y). The fact that L(q) is a
lower bound clearly follows from (2.5) and the non-negativity of the KL
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divergence. Clearly maximizing L(q) with respect to q(·) is equivalent to
minimizing the KL divergence term in (2.5).
In variational Bayes, a coordinate ascent approach is used to maximize
L(q). We consider updating each term in the factorization q(φ) = ∏j q(φj)
in turn, optimizing it with the other terms fixed. The update for q(φj)
takes the form
q(φj) ∝ exp (E−j(log p(φ)p(y|φ))) , (2.6)
where E−j(·) denotes expectation with respect to
∏
i 6=j q(φi).
Later we will consider variational Bayes schemes but where some of the
updates are replaced by updates in which a certain factor, say q(φj), takes






where ρj are the natural parameters, S(φi) are sufficient statistics and n(ρj)
is a normalizing factor. This parametric form is convenient when the mean
field update (2.6) is not easy to deal with. With this assumption we will
use the nonconjugate variational message passing (NCVMP) algorithm of
Knowles and Minka (2011), introduced in Chapter 1 to update the param-
eters ρj. Writing K(ρj) =
∂2n(ρj)
∂ρj∂ρTj





and denoting by N(φj) the factors a in (2.8) for which pa(φ, y) depends on
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where Sa(ρj) = E(log pa(φ, y)) and the expectation is with respect to q(φ).
Tan and Nott (2014b) interpret the update in terms of a natural gradient
ascent algorithm.
Very often the assumed form in (2.8) is multivariate normal. In the case
of multivariate normal factors, and using the mean and covariance matrix
(µ,Σ) for parametrizing the density instead of the natural parameters, the




























In the expression on the right for updating µ in equation (2.9), the already
updated value for Σ from the expression on the left is used, and all deriva-
tives are evaluated at the “old” values. The above is a generalization of an
expression given by Knowles and Minka (2011) in the univariate case.
2.4 Variational algorithm for unrestricted
model
Let ξ = (β, θ, σ2, τ 2, ψ), where ψ = |γ|. For consistency with the prior
on γ, we assume the prior p(ψ) = 0.5w0 exp(−w0|ψ|), −∞ < ψ < ∞
for ψ. Algorithm 1 describes a variational approximation algorithm for
approximating the joint distribution of ξ.
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Parametrizing the model in terms of ψ, introduces some non-identifiability
into the model, since two otherwise similar parameter values with ψ = γ
and ψ = −γ have the same posterior density. The reasons for parametrizing
the model in this way require some explanation. Removing the positivity
restriction on γ by working with ψ will be convenient and will allow us to
use a normal form variational approximation to the posterior distribution
for ψ. Furthermore, the variational approximation will tend to lock on to
one of the two equivalent modes of the posterior which will correspond to a
positive value for γ for suitable initial values in the algorithm. It might be
thought that one could use the non-conjugate variational message passing
algorithm described in Chapter 1 directly for the parametrization involving
γ with, say, a gamma distribution for the assumed form of the marginal
posterior, which is in the exponential family. However, the use of the
gamma distribution turns out to result in the need for some unacceptable
restrictions on the variational parameters in order for all the expectations
in the variational lower bound to exist. Hence our decision to use a normal
variational approximation for the marginal posterior of ψ.
The variational approximation to the posterior we consider takes the form
q(ξ) = q(β)q(θ)q(σ2)q(τ 2)q(ψ). (2.10)
We use mean field variational updates (2.6) to update all the factors except
for q(ψ), for which an NCVMP update is performed assuming a normal dis-
tribution. The mean field updates result in distributions of standard form;
q(β) is normal, which we parametrize as N (µqβ,Σqβ), q(θ) is normal, which














. We parametrize q(ψ) as N (µqψ, σqψ2). Algorithm 1 shows the
updates of all the variational parameters in our approximate posterior.
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Algorithm 1 Variational algorithm for semiparametric model with no
shape restrictions
Input: Data y, tolerance tol, prior parameters












θ and corresponding lower bound value L(q)
µqψ ← 0, σqψ2 ← 0, rq,σ ← r0,σ + T + p + n, rq,τ ← r0,τ + T , sq,σ ← s0,σ,
sq,τ ← s0,τ , µqβ ← µ0β Lold = −∞, dif = tol + 1











, where computation of




T (y − Zµqβ);

































































2), j = 1, 2 are as
defined in the text;








Lnew = L(q), where q is the current variational approximation and the
form of the lower bound L(q) is described in Appendix A;
dif ← Lnew − Lold Lold = Lnew
end while
































































2) = E(exp(j|ψ|) and the expectation is with respect to





2) can be evaluated as the
value of the moment generating function for a folded normal distribution



















































2), j = 1, 2, are,
apart from constants not depending on µqψ, σ
q
ψ
2, respectively equal to
E(log p(ψ)) and E(log(p(θ|τ 2, σ2, ψ)) where again the expectations are with
respect to the variational posterior; these are the functions Sa(ρj) required
for the implementation of the NCVMP update (2.9). Explicit expressions
for the derivatives are given in Appendix A.
2.5 Monotone shape restricted model
We considers the model of Choi and Lenk (2014) which incorporates mono-
tone shape restrictions, in this section. Choi and Lenk (2014) consider the




Z2(s) ds+ α0, (2.13)
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where ν is 1 for monotone increasing functions and −1 for monotone de-
creasing functions, and Z(s) is a Gaussian process. The constant α0 can
be chosen to enforce a mean-centring constraint for f(·). Choi and Lenk
(2014) consider a spectral representation for Z(s) similar to (2.3), except





In a slight modification of our previous notation we write θ = (θ0, . . . , θT )
T
and ϕ is the n× (T + 1) matrix with (i, j)th element ηj−1(xi).
Combining (2.13) and (2.14), using the mean centring constraint to deter-
mine α0, and writing fT (x) for the truncated version of f(x) defined by
replacing Z(x) with ZT (x) gives
fT (x) = νθ
Tψ(x)θ,
where ψ(x) is the (T + 1)× (T + 1) matrix with (Choi and Lenk 2014, p.
11)
ψ11(x) = x− 0.5
ψ1j(x) = ψj1(x) =
√
2




(pi(j − 1))2 (1− cos(pi(j − 1))), j ≥ 2
ψjj(x) =
sin(2pi(j − 1)x)
2pi(j − 1) + x− 0.5, j ≥ 2
ψjk(x) =
sin(pi(j + k − 2)x)
pi(j + k − 2) +
sin(pi(j − k)x)
pi(j − k) −
1− cos(pi(j + k − 2))
(pi(j + k − 2))2
− 1− cos(pi(j − k))
(pi(j − k))2 , j 6= k, j, k ≥ 2.
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Then the model in equation (2.1) becomes
yi = z
T
i β + νθ
Tψ(xi)θ + i
with i ∼ N (0, σ2). We adopt similar priors to the unconstrained case:
θ0 ∼ N (0, σσ20) where σ20 is known, θj|σ, τ, γ ∼ N (0, στ 2 exp(−jγ)), with














Note that in the prior on θj, j ≥ 0, σ rather than σ2 appears in the variance,
in contrast to the model without shape constraint; this is to ensure scale
invariance in the prior as discussed in Choi and Lenk (2014). Choi and
Lenk (2014) also impose the identifiability condition θ0 ≥ 0 in this model.
We don’t do this here since in our variational Bayes computational scheme,
the optimization will lock on to one of the two equivalent modes obtained
by switching the signs of all elements of θ. The parameters in the model
are as before (β, θ, σ2, τ 2, ψ), where γ = |ψ|.
In the variational Bayes approximation to the posterior, we use mean field
updates for β, σ2 and τ 2, and NCVMP updates with normal factors for ψ
and β. The factor q(β) for β is parametrized as N (µqβ,Σqβ), the factor q(θ)
for θ is parametrized as N (µqθ,Σqθ) and the factor q(ψ) for ψ is parametrized
as N (µqψ, σqψ2). The factor q(τ 2) for τ 2 is inverse gamma, IG( rq,τ2 , sq,τ2 ). The
factor q(σ2) given by the mean field update is no longer inverse gamma,
but the normalizing constant and required expectations for the variational
updates as well as the lower bound can be evaluated numerically, as we
explain shortly. The variational Bayes algorithm for optimizing the varia-
tional parameters is given in Algorithm 2.











gorithm 2 can be done as follows. The mean field update for σ2 takes the
form (Section A2 of Appendix A)
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where a = r0,σ+n+p+(T+1)/2
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x2a−3 exp(bx− cx2) dx
(2.16)
upon making the transformation x = 1/σ. The integral (2.16) can be













where Dν(·) denotes the parabolic cylinder function of order ν. Neville










x x > 0
where Wk,m(·) is a confluent hypergeometric function which can be evalu-
ated in R using the package fAsianOptions (Wuertz and others 2009).




































x2a−1 exp(bx− cx2) dx
and these integrals have the same form as (2.16). Using (2.17) and after
















stable methods to compute the function Rν(x) are described in Neville et al.




























also straightforward to use a Laplace approximation to approximate the
integrals and particularly for evaluating log I1. This may be more stable
than the direct evaluation of the confluent hypergeometric function. It is
possible in the Laplace approximation to account for the lower limit of zero
in the integral by fitting an unnormalized truncated normal distribution to
the integrand.
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Algorithm 2 Variational algorithm for semiparametric model with shape
restrictions
1: Input: Data y, tolerance tol, prior parameters


























. Lnew = −∞, dif = tol + 1;

























where we have defined
Υ = (σ20, τ




















E(Γ−1)) and E(Γ−1) is as defined in Algorithm 1
6:






































as described in the text























θ with the first
row and column removed
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Algorithm 2 Variational algorithm for semiparametric model with shape
restrictions (continued)





























































12: Lold = Lnew
13: Lnew = L(q), where q is the current variational approximation and
the form of the lower bound L(q) is described in Appendix A
14: dif ← Lnew − Lold
15: end while
2.6 Monotone Convex or Concave restricted
model
In this section, we consider the model of Choi and Lenk (2014) with mono-
tone convex or concave restrictions. First, we consider functions where
the first and second derivatives have equal signs. That is, f ′(x) ≥ 0 and
f ′′(x) ≥ 0 for non-decreasing convex functions and f ′(x) ≤ 0 and f ′′(x) ≤ 0
for non-increasing concave functions. For such models, Choi and Lenk






Z2(t)dtds+ αx+ α0. (2.18)
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Notice that if we take the first and second derivative of f(x), we get
f ′(x) = ν
∫ x
0
Z2(s)ds+ α and f ′′(x) = νZ2(x).
This implies that if we take ν = 1 and α > 0, then f is non-decreasing
and convex. On the other hand, taking ν = −1 and α < 0 will ensure f is
non-increasing and concave.
Similar to the monotone case, using equation (2.19) and the spectral rep-
resentation for Z(s) in (2.14) and again writing fT (x) for the truncated
version of f(x) defined by replacing Z(x) with ZT (x), we get
f(x) = νθTψb(x)θ + α(x− 0.5), (2.20)






ψb1j(x) = ψj1(x) = −
√
2
(pi(j − 1))2 cos(pi(j − 1)x), j ≥ 2
ψbjj(x) = −
cos(2pi(j − 1)x)
(2pi(j − 1))2 +
3x2 − 1
6
, j ≥ 2
ψbjk(x) = −
cos(pi(j + k − 2)x)
(pi(j + k − 2))2 −
cos(pi(j − k)x)
(pi(j − k))2 , j 6= k, j, k ≥ 2.
For the implementation of our variational approximation algorithm, instead
of using the model in equation (2.20), we propose replacing α with δα2.
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That is, equation (2.20) becomes
yi = z
T
i β + νθ
Tψb(xi)θ + να
2(xi − 0.5) + i (2.21)
with i ∼ N (0, σ2). The monotonicity and the structure of the model in
(2.21) will be controlled by a single parameter ν. That is, (2.21) is non-
decreasing convex if δ = 1 and non-increasing concave if δ = −1. Notice




i β + ν(θ
α)Tψb,α(xi)θ
α + i, (2.22)
where θα = (α, θ0, θ1, ..., θT )
T and ψb,α a (T + 2)× (T + 2) matrix with
ψb,α11 (x) = x− 0.5
ψb,α1j (x) = ψ
b,α
j1 (x) = 0, j ≥ 2
ψb,αjk (x) = ψ
b
j−1,k−1(x), j, k ≥ 2
Next, we consider the case where the first and second derivatives have
opposite signs. That is, f ′(x) ≥ 0 and f ′′(x) ≤ 0 for non-decreasing concave
functions and f ′(x) ≤ 0 and f ′′(x) ≥ 0 for non-increasing convex functions.
By reversing the range of x in the integral in (2.19) and replacing α with

















Taking the first and second derivatives gives us
f ′(x) = −ν
∫ 1−x
0
Z2(s)ds− να2 and f ′′(x) = νZ2(1− x).
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Therefore taking ν = −1 will ensure f is non-decreasing and concave, and
taking ν = 1 will ensure f is non-increasing and convex. Our representation
for non-decreasing concave or non-increasing convex model would be
yi = z
T
i β + νθ
Tψc(xi)θ − να2(xi − 0.5) + i, (2.24)
where ψcj,k(x) = ψ
b
j,k(1− x). Thus, our final model would be
yi = z
T
i β + ν(θ
α)Tψc,α(xi)θ
α + i, (2.25)
where θα = (α, θ0, θ1, ..., θT )
T and ψc,α a (T + 2)× (T + 2) matrix with
ψc,α11 (x) = −(x− 0.5)
ψc,α1j (x) = ψ
c,α
j1 (x) = 0, j ≥ 2
ψc,αjk (x) = ψ
c
j−1,k−1(x), j, k ≥ 2.
We adopt the same priors to the monotone case in Section 2.5. That is,
θ0 ∼ N (0, σσ20) where σ20 is known, θj|σ, τ, γ ∼ N (0, στ 2 exp(−jγ)), with








), γ ∼ Exp(w0) and β ∼ N (µ0β, σ2Σ0β).
For the additional parameter α, we set the α ∼ N (0, σσ20,α). Note that
with our new setup, we do not consider the truncated normal prior for α
proposed in Choi and Lenk (2014).
The parameters in the model are (β, θα, σ2, τ 2, ψ), where γ = |ψ|. Similar
to the monotone case, we use mean field updates for β, σ2 and τ 2, and
NVCMP updates with normal factors for ψ and β. The factor q(θα) for
θα is parameterized as N (µqα,θ,Σqα,θ). All other parameters are the same
as the monotone case. That is, the factor q(β) for β is parameterized as
N (µqβ,Σqβ) and the factor q(ψ) for ψ is parameterized as N (µqψ,Σqψ) and the




). Without loss of generality, we consider
the mean field update for σ2 for increasing convex or decreasing concave
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. With these changes, the steps
to evaluate E( 1
σ
) and E( 1
σ2
) for the monotone case can be applied to the
monotone convex and concave problem.
2.7 Empirical Performance
In this section, we compare the performance of the variational approaches
with the existing MCMC procedures. In the first part, we compare the
variational approximation with Monotone shape restriction (VAM) with the
variational approximation for unrestricted model (VAU) and BSARM (Choi
and Lenk 2014) approach. The BSARM is a Markov Chain Monte Carlo
(MCMC) approach developed to fit models with monotone restriction. In
the second part, we compare the variational approximation with Monotone
Convex or Concave shape restriction (VAMC) approach with the VAM
method and BSARMC method. Again, BSARMC is an MCMC approach,
but it fits models with monotone convex or concave shape restriction. The




The parameters for the priors for the variational approach are as follows.
We set r0,τ/2 = 4.02, r0,τ/2 = 2.02, ω0 = 2, µ
0
β = 0, Σ
0
β = 100, r0,σ/2 =
4.002, s0,σ/2 = 2.002 and σ
2
0 = 100
2. For the extra parameter in VAMC, we
set σ20,α = 100
2. The tolerance value tol in algorithms 1 and 2 is set to be
0.0001. For the shape-restricted fit, we also stop the variational algorithm
if it fails to converge within 100 iterations. The speed of convergence of the





α,θ and our choices of the starting points are described in the
examples and involve some trial and error.
For the data generation, we follow the set-up used in Choi and Lenk (2014).
Datasets are generated with varying observation sizes n and number of basis
function T . Two levels of information, n = 50, T = 30 and
n = 200, T = 50, are considered. We simulate 50 datasets and use the root
mean integrated squared error (RMISE) between the true function β0 + f
and the posterior mean βˆ0 + fˆ for performance evaluation. We consider N
simulated datasets and writing fˆj(·) for the posterior mean obtained from









i )− βˆ(j)0 − fˆj(x(j)i )
}2
, j = 1, ..., N,
where x
(j)
i is the ith value of covariate x in dataset j. To compare different
datasets we consider the average of the RMISEj(fˆj, f) values averaged
over the different datasets j = 1, · · · , N .
In the first simulation study, we consider the five monotone models used in
Choi and Lenk (2014) :
Sigmoid : Y = 5
exp(10x− 5)
(1 + exp(10x− 5)) +  (2.27)
Tcube : Y = (5x− 3)3+ +  (2.28)
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Slope : Y = x+  (2.29)
Sinusoid : Y = 2pix+ sin(2pix) +  (2.30)












where  ∼ N (0, 1). The plots of these models for x ∈ [0, 1] are shown in
Figure 2.1. All five regression functions above are non-decreasing monotone
functions for x ∈ [0, 1]. The Sigmoid model has a gentle slope at both
ends while the Tcube model is flat for x ∈ [0, 0.6]. The Slope model has
the slope of a linear function while the Sinusoid and LinSin models
have alternating steep and flat slopes.




















































Figure 2.1: Graph of monotone models. The first row are Sigmoid
model, Slope model and LinSin model. The second row are Tcube model
and Sinusoid model.
We pick µqψ = 1 and µ
q
θ = (1, 0, ..., 0)
T as our starting value for the VAM
procedure. The average RMISE values for the three methods, VAU, VAM
and BSARM, are presented in Table 2.1. The standard deviation of each
RMISE (s.e.) is also provided. The approach with the best performance
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(i.e. the lowest average RMISE) is highlighted. Excepting the Sigmoid
model, the average RMISE of the variational approach without shape re-
striction is largest, suggesting that the shape restriction is helpful for im-
proving estimation performance.
A comparison between VAM and BSARM in Table 2.1 shows that their
respective average RMISE values are mostly within 1-2 standard errors of
each other. Figure 2.2 shows box-plots of the ratios of the individual RMISE
values between the VAM and BSARM. Ratios above one indicate that VAM
has better performance. It seems that the RMISE of both the VAM and
BSARM approach are close for most models. A few minor differences in
performance can be spotted. For the case n = 50, we observe that BSARM
is better at fitting the Sinusoid and Sigmoid model. For the case
n = 200, we observe that the variational approach is better at fitting the
Tcube model.
Two box-plots of the differences in lower bound values for VAU and VAM
are presented in Figure 2.3. Differences greater than zero imply that the
VAU approach has higher lower bound. It is clear that VAU has consis-
tently larger lower bound regardless of the number of observations. When
using the variational lower bound as an approximation to the log marginal
likelihood in Bayesian model choice, a higher lower bound value would indi-
cate a preferred model; here the variational Bayes approximation is making
errors of very different magnitudes for the different models, so much so that
the variational lower bound does not seem to be useful for the purpose of
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Figure 2.2: Box-plot of the ratio of RMISE between VAM and
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Figure 2.3: Box-plot of the difference in lower bounds over 50 repeti-




Table 2.1: Average RMISE for Monotone Functions over 50 repeti-
tions. The approach with the lowest RMISE is highlighted.
x : Equally spaced x : Uniform (0,1)
Function n VAU VAM BSARM VAU VAM BSARM
Sigmoid 50 0.2721 0.3402 0.2812 0.2673 0.3490 0.2921
(s.e) (0.0126) (0.0117) (0.0124) (0.0118) (0.0096) (0.0117)
200 0.1417 0.1469 0.1519 0.1529 0.1555 0.1598
(s.e) (0.0051) (0.0064) (0.0057) (0.0063) (0.0068) (0.0060)
Tcube 50 0.4580 0.3268 0.3219 0.4583 0.3498 0.3346
(s.e) (0.0123) (0.0130) (0.0129) (0.0130) (0.0168) (0.0136)
200 0.2744 0.1482 0.1613 0.2681 0.1437 0.1642
(s.e) (0.0053) (0.0060) (0.0054) (0.0052) (0.0057) (0.0068)
Slope 50 0.2051 0.1723 0.1711 0.1972 0.1817 0.1711
(s.e) (0.0135) (0.0122) (0.0123) (0.0119) (0.0116) (0.0129)
200 0.1183 0.0930 0.0952 0.1209 0.0973 0.1009
(s.e) (0.0062) (0.0059) (0.0054) (0.0064) (0.0061) (0.0057)
Sinusoid 50 0.3473 0.3576 0.3049 0.3293 0.3479 0.2963
(s.e) (0.0103) (0.0097) (0.0110) (0.0121) (0.0113) (0.0122)
200 0.1991 0.1669 0.1660 0.1884 0.1620 0.1631
(s.e) (0.0048) (0.0067) (0.0063) (0.0048) (0.0066) (0.0068)
LinSin 50 0.4721 0.4034 0.3800 0.4466 0.4132 0.3596
(s.e) (0.0140) (0.0187) (0.0139) (0.0128) (0.0259) (0.0143)
200 0.2782 0.1851 0.2016 0.2837 0.1908 0.2056
(s.e) (0.0065) (0.0070) (0.0079) (0.0065) (0.0068) (0.0068)
In the second simulation study, we focus our attention on another four
models discussed in Choi and Lenk (2014). In particular, we have
Expo : Y = exp(6x− 3) +  (2.32)
41
2.7. Empirical Performance













LogX : Y = log(1 + 10x) +  (2.34)
SqrtX2 : Y =
√
1− x2 +  (2.35)
where  ∼ N(0, 1). Figure 2.4 shows the plots of the above models for
x ∈ [0, 1]. Both the Exponential (Expo) and QuadCos model are increasing
and convex on [0, 1]. LogX and SqrtX2 are increasing and decreasing
concave on [0, 1] respectively.















































Figure 2.4: Graph of monotone concave or convex models. The first
row are Exponential model and LogX model. The second row are Quad-
cos model and SqrtX2 model.
For the VAMC procedure. we assign starting values of µqψ = 0.5 and
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µqα,θ = (0.5, 1, 0, ..., 0)
T for n = 50 and µqψ = 1 and µ
q
α,θ = (1, 1, 0, ..., 0)
T
for n = 200. Table 2.2 presents the average RMISE of VAM, VAMC and
BSARMC. Again, the standard deviation of each RMISE (s.e.) is provided
and the approach with the lowest RMISE is highlighted. We observe that
VAMC performs better than VAM in 14 out of 16 cases. This provides
some indication that a stricter restriction (i.e. monotone convex or concave
instead of monotone restriction) on the procedure improves the fitting.
In the comparison between VAMC and BSARMC, it seems that excepting
the Expo model for n = 200 and the SqrtX2 model for n = 50, the
average RMISE of both approaches for all models are within 1 to 2 standard
errors of each other. Again, box-plots of the ratios between the VAMC and
BSARMC RMISE values are presented in Figure 2.5. From the box-plots,
we observe that the VAMC enjoys good performance when n = 50 for all
four models. This is surprising as we do not expect VAMC to outperform
the BSARMC approach when n is small. For n = 200, we observe that
both approaches are very close in their RMISE values except for the Expo
model. One possible reason for the weaker performance for Expo model is
that the slope of the function is steep for larger x and the BSARMC and
VAMC approaches use different priors for α.
Box-plots of the differences of lower bounds between VAM and VAMC are
presented in Figure 2.6. Differences greater than zero implies that the VAM
approach has higher lower bound. The results are similar to the comparison
between VAM and VAU. That is, the lower bound is not useful for selecting
the best shape restriction for model fitting.
Table 2.3 presents the average computation time for the models and ap-
proaches discussed under the three information settings proposed. As ex-
pected, the variational approaches have a much lower average computation
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time as compared to the MCMC approaches. The differences become in-
creasingly significant when the sample size increases. For example, when
n = 500 and T = 100, the amount of time required for the variational
approach to converge is a small fraction of the time (less than 2%) required
to run an MCMC analysis.
Table 2.2: RMISE for Montone Convex or Concave Functions over 50
repetitions. The approach with the lowest RMISE is highlighted.
x : Equally spaced x : Uniform (0,1)
Function n VAM VAMC BSARMC VAM VAMC BSARMC
Expo 50 0.3031 0.2835 0.3008 0.2987 0.2856 0.2944
(s.e) (0.0116) (0.0108) (0.0112) (0.0103) (0.0103) (0.0107)
200 0.1662 0.1878 0.1600 0.1785 0.2124 0.1689
(s.e) (0.0049) (0.0043) (0.0050) (0.0059) (0.0069) (0.0057)
QuadCos 50 0.2981 0.2721 0.2664 0.3253 0.2901 0.2834
(s.e) (0.0101) (0.0121) (0.0096) (0.0101) (0.0123) (0.0114)
200 0.1733 0.1719 0.1697 0.1794 0.1772 0.1650
(s.e) (0.0057) (0.0047) (0.0043) (0.0058) (0.0054) (0.0043)
LogX 50 0.2123 0.1903 0.1992 0.2102 0.1872 0.1972
(s.e) (0.0138) (0.0136) (0.0120) (0.0126) (0.0120) (0.0115)
200 0.1202 0.1101 0.1161 0.1286 0.1148 0.1194
(s.e) (0.0065) (0.0056) (0.0056) (0.0066) (0.0056) (0.0056)
SqrtX2 50 0.1598 0.1343 0.1659 0.1654 0.1432 0.1698
(s.e) (0.0107) (0.0115) (0.0115) (0.0103) (0.0120) (0.0117)
200 0.1103 0.1054 0.1024 0.1052 0.1012 0.1023
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Figure 2.5: Box-plot of the ratio of RMISE between VAMC and
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Figure 2.6: Box-plot of the difference in lower bounds over 50 repeti-




Table 2.3: Average computation time (in seconds) over 5 repetitions.
n = 100, T = 40 n = 200, T = 50 n = 500, T = 100
Function VAM BSARM VAM BSARM VAM BSARM
Sigmoid 2.34 17.81 4.00 56.93 10.54 593.85
Tcube 2.49 18.77 3.88 56.91 10.11 609.30
Slope 2.11 18.78 3.35 57.92 9.66 598.92
Sinusoid 2.88 19.10 4.11 58.34 9.85 621.04
LinSin 3.14 18.45 4.74 56.96 11.47 654.26
VAMC BSARMC VAMC BSARMC VAMC BSARMC
Expo 1.07 18.64 3.91 58.80 9.13 603.74
QuadCos 1.43 18.92 3.76 59.89 8.96 605.98
LogX 1.19 18.63 3.65 60.93 10.27 606.38
SqrtX2 1.13 18.27 3.40 63.11 9.39 639.93
2.8 Discussion
There are many issues that could be considered in future work. In our
experiments with the variational algorithm, we found that the convergence
rate of the variational approach can be quite sensitive to the starting point.
In particular, the variational algorithm may become stuck in local modes
in certain models or exhibit slow convergence. There are also other shape
restrictions considered in Choi and Lenk (2014), such as the U-Shaped and
S-Shaped restrictions, and it would be interesting to attempt to implement
a variational Bayes approach in these models. These models are particu-
larly interesting in practice where there is the need sometimes to estimate
extrema and minima in some applications. Variational approaches in these
and other models may be particularly important with large datasets or in
situations where the number of covariates is large.
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CHAPTER 3
Paper 2: Functional models for
longitudinal data with covariate
dependent smoothness
David K. Mensah* , Linda S. L. Tan∗, Lucy Marshall and David J. Nott∗
Functional data are becoming increasingly common in a range of modern
scientific applications due to rapid advances in technology. This has cre-
ated a great deal of interest in functional data analysis within the statistical
community. However, as data size and complexity grows, the quest for flex-
ibility in modelling becomes apparent. One popular approach to flexible
modelling is Gaussian process regression. This chapter of the thesis focuses
on Gaussian process regression models for functional data, in which the
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functional observations are grouped. Particularly, we consider functional
models for longitudinal data where the subjects are divided into groups,
with group specific and subject specific trends modelled using Gaussian
processes. The computational challenges of dealing with Gaussian pro-
cesses for regression are well known (see Rasmussen and Williams 2006)
and a broad range of sparse approximations have been considered in the
literature to ease the computational burden. We consider Bayesian methods
for inference and in particular build on a non-standard variational approx-
imation which uses a sparse representation for the Gaussian process terms
and allows covariance function hyperparameter uncertainty to be handled
within a fast deterministic variational inference scheme.
This treatment allows easy extension of fast variational computational
methods to models where there are many functions to be estimated, and
where there is a hierarchical model involving covariance function parame-
ters. Gaussian processes often have features that can be altered directly
to encode model assumptions. The model we consider here encodes as-
sumptions about smoothness of trends through covariance functions corre-
sponding to the Gaussian process models, assumed for each subject based
on the subject specific covariate information so that it allows individual
specific smoothness of trends to be related to covariates. Modelling covari-
ate dependent individual specific smoothness is of great interest in some
applications.
3.1 Background
There is a large literature on semiparametric methods for longitudinal data
that allow flexible subject specific trends – see, for example, Zeger and Dig-
gle (1994) for one early contribution which uses Gaussian processes within
a mixed model framework. However as noted recently by Zhu and Dunson
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(2012) there is a much smaller literature which deals with the study of
dynamic properties of longitudinal models in the functional setting. Wang
et al. (2008) propose a second order differential equation model suitable for
capturing the dynamics of online auctions. Mu¨ller and Yao (2010) represent
functional data using stochastic ordinary differential equations with time
varying coefficients and a smooth drift process. Their empirical approach
to examining the underlying dynamics avoids the need to specify any para-
metric form for a differential equation describing the dynamics. Reithinger
et al. (2008) use a boosting algorithm to fit a semiparametric mixed model
which accounts for dependence between functional observations and can
handle irregularly spaced observations. Zhu et al. (2011) consider mod-
elling of the rate function (the derivative of the mean with respect to time)
and its dependence on covariates, with the rate functions being modelled
by stochastic differential equations. Zhu and Dunson (2012) use hierarchi-
cal stochastic differential equations for functional data allowing volatility
to depend on covariates. By volatility they mean the conditional variance
of changes in the trajectory over an infinitesimal interval. Goldsmith et al.
(2011) consider functional regression models including models for longitu-
dinal data involving parametric random effects. They use fast variational
Bayes methods for inference similar to those considered here but their work
does not focus on dynamic properties of the trends and how these might
vary between subjects in relation to covariates.
Here we consider subjects divided into groups, with flexible trends at the
level of the group and individual, with stationary Gaussian process priors
for the trend functions. We consider models for individual level covariance
function hyperparmaters that relate them to covariates. Since the covari-
ance function hyperparameters are naturally thought of as relating to the
variance of the process derivative our approach relates the dynamic be-
haviour of trends for individual subjects to covariates. Gaussian processes
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are an increasingly popular approach to the modelling of functional data.
Shi et al. (2005) consider modelling functional data using a mixture of
Gaussian processes approach using Hamiltonian Monte Carlo methods for
computation. Shi et al. (2012) consider a semiparametric approach which
combines a parametric mixed effects model with a Gaussian process func-
tional regression model. Wang and Khardon (2012) consider a Gaussian
process mixed effects model with group specific trends and where the group
membership is unobserved. Their work is similar in its objectives to ours
in considering sparse approximations to Gaussian processes and variational
ideas to speed up computations. However, the focus of our work is different
since interest centres on the case where the group membership is observed
and there is a model which allows individual specific smoothness related to
covariates. Shi and Choi (2011) is a recent monograph length treatment of
the Gaussian process approach to functional data analysis.
This chapter is structured as follows. Section 3.2 describes the functional
longitudinal model. Section 3.3 briefly describes variational Bayes methods
and the non-standard variational Bayes approach that we use to handle
the Gaussian process elements in our hierarchical model. Section 3.4 gives
application of these ideas to the functional model. Section 3.5 discusses
MCMC inference for the functional model. Section 3.6 gives some examples
and Section 3.7 concludes.
3.2 Functional model for longitudinal data
Suppose we have grouped longitudinal functional data in which for indi-
vidual i a response yi = (yi1, . . . , yini)
T is observed. The response yij is
associated with a time tij and the ith individual is in group g(i), where
there are k groups, g(i) ∈ {1, . . . , k}. Similar to Zhu and Dunson (2012),
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we consider a model
yij = Gg(i)(tij) + Si(tij) + ij, (3.1)
where Gg(t), g = 1, . . . , k are a collection of group specific trends and Si(t),
i = 1, . . . , n are individual specific trends. The errors ij are independent,
N (0, σ2 ).
We consider Gaussian process priors (Rasmussen and Williams 2006) on
the functional terms,
Gg(t) ∼ GP (0, κg(t, t′))
and
Si(t) ∼ GP (0, τi(t, t′)) ,
where GP(µ(t), C(t, t′)) denotes the Gaussian process with mean function
µ(t) and covariance function C(t, t′). The covariance functions κg (·, ·) and
τi (·, ·) will be chosen to have a stationary parametric form. In what follows







t− t′;σ2, θ2) = σ2 exp (−θ2|t− t′|2) , (3.2)
where σ2 > 0 is the variance and θ > 0 is a spatial dependence parameter.
Note that following standard results on Gaussian processes the derivative
of a Gaussian process with covariance function (3.2) exists in mean square





(·; ·, ·) denotes the second derivative of r(·; ·, ·). The process derivative has
variance σ2θ4 which shows how the spatial dependence parameter relates
to the dynamic properties of the trends. We let κg(t, t
′) and τi(t, t′) follow
(3.2)
κg(t, t
′) = r(t− t′;σ2κg, θ2g), g = 1, . . . , k
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and
τi(t, t
′) = r(t− t′;σ2τi, λ2i ), i = 1, . . . n.
We choose half-t priors for σ, σκg and στi, σ ∼ Half-t(A, b), σκg ∼
Half-t(Aκg , bκg), στi ∼ Half˙t(Aτi , bτi), where all hyperparameters are known,
and Half-t(A, b) denotes the half-t distribution with scale A > 0 and de-









pib Γ(b/2)A {1 + (x/A)2/b}(b+1)/2
.
We use normal priors on the spatial dependence parameters, θg ∼ N (µθ0, σ2θ0),
where µθ0 and σ
2
θ0 are known, and λi ∼ N (υTi β, σ2λ), where υi = (υi1, . . . , υir)T
is a set of individual specific covariates, β is a vector of coefficients given
a normal prior β ∼ N (µβ0,Σβ0), where µβ0 and Σβ0 are known, and σ2λ is
given an inverse gamma prior,σ2λ ∼ IG(aλ, bλ), where aλ and bλ are known.
A half-t distribution can be expressed as a scale mixture of inverse gamma
distributions (Wand et al. 2011) and writing u,uτi and uκg for appropriate
auxiliary variables the Half-t prior models can be equivalently expressed as














































We use these alternative forms of the Half-t priors to simplify our compu-
tations.
3.3 Variational Bayes for Gaussian processes
In this section, we give a brief introduction to variational Bayes methods
before applying them to our functional model. With data y, a likelihood
p(y|ξ) with parameter ξ, and p(ξ) as the prior, the posterior distribution fol-
lows (1.1). In variational Bayes (Attias 2000; Waterhouse et al. 1996), the
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posterior distribution (which is usually intractable for complex models) is
approximated with a distribution q(ξ) belonging to some tractable class Q.
We can assume that q(ξ) takes some parametric form such as multivariate
normal, or we might split ξ into blocks and assume posterior independence
between the blocks. We then choose q ∈ Q to approximate p(ξ|y) as well as







The application of (1.3) gives























where Eq(·) denotes expectation with respect to q(ξ).
Form (3.4), it is easily see that minimizing the Kullback-Leibler divergence
between q(ξ) and p(ξ|y) is equivalent to maximizing the lower bound L(q).
Clearly q(ξ) = p(ξ|y) if L(q) = log p(y). Usually, we want L(q) to be close
to log p(y) when q(ξ) is close to p(ξ|y) so that is a good approximation
to it for purposes such as Bayesian model choice. For more background
on variational Bayes methods, see Bishop (2006) and Ormerod and Wand
(2010). Tan et al. (2015) discuss a non-standard variational approximation
for Gaussian process regression models which makes use of the sparse spec-
tral approximation of La´zaro-Gredilla et al. (2010). We explain how the
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approach of Tan et al. (2015) works for a simple Gaussian process model
in Subsection 3.3.1.
3.3.1 Sparse spectral approximation for Gaussian pro-
cesses
Consider the model
yi = f(xi) + i, (3.6)
where yi is a scalar response, xi = (xi1, . . . , xid)
T is a corresponding vector
of covariates and i ∼ N (0, σ2 ) are independent normal errors, i = 1, ..., n.
We give f(·) a zero mean Gaussian process prior, f ∼ GP(0, δ(x, x′)). We
assume that the covariance function δ(·, ·) is stationary and in a slight abuse
of notation we write, for h ∈ Rd, δ(h) for δ(x, x+ h), which by stationarity





for ω ∈ Rd. The spectral density is symmetric (S(ω) = S(−ω)), non-
negative (S(ω) ≥ 0 for all ω) and the variance δ(0) is ∫ S(ω)dω. The




Here we only consider one-dimensional Gaussian processes as this is suffi-
cient for our functional model (3.1)(i.e. we consider d = 1). We consider
a family of covariance functions of the form δ(θh), where δ(h) is a known
covariance function with spectral density S(ω) and θ is a spatial depen-
dence parameter. In our examples, δ(h) takes the form of equation (3.2)
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with θ = 1, i.e. δ(h) = r(h;σ2, 1) where we treat σ2 = δ(0) as an additional
unknown parameter. It is important to note that δ(θh) = r(h;σ2, θ2).
Let ω1, . . . , ωm be a random sample generated from the density function
S(ω)/σ2. The sparse spectral approximation of La´zaro-Gredilla et al. (2010)
for the process with covariance function δ(h) is
m∑
r=1
{ar cos(2piθxωr) + br sin(2piθxωr)} , (3.7)
where ω1, ..., ωm and a1, . . . , am, b1, . . . , bm are defined as before. We are
using the same spectral samples ω1, . . . , ωm (corresponding to δ(h), i.e.
θ = 1) to construct the approximation for all θ. Also observe that in (3.7)
we can allow the parameter θ to be negative, since this just corresponds to
a reversal of the direction of the axis. We then use a Gaussian variational
approximation to the posterior distribution on θ and are able to obtain a
closed form lower bound for computation.
Write y = (y1, . . . , yn)
T and Xθ =
[





xθi = (cos(2piθxiω1), . . . , cos(2piθxiωm), sin(2piθxiω1), . . . , sin(2piθxiωm)),
i = 1, . . . , n. Also, let c = (a1, . . . , am, b1 . . . , bm)
T and  = (1, . . . , n)
T .
Then we have the Gaussian process model (3.6) in matrix notation as
y = Xθc+ ,
where c ∼ N (0, σ2
m
I2m),  ∼ N (0, σ2 In). We consider an inverse gamma
prior on σ2 , IG(a, b), an inverse gamma prior on σ
2, IG(a, b) and a nor-
mal prior on θ, N (µθ, σ2θ). We assume an approximation to the posterior
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where q(θ) is normal, N (µθq, σ2θq), q(σ2 ) is inverse gamma, IG(aq, bq),
q(σ2) is inverse gamma, IG(aqσ, bqσ) and q(c) is normal, N (µcq ,Σcq). The
variational lower bound is
L(q) = Eq(log p(z|c, θ, σ2 ))− Eq(log p(θ))− Eq(log p(σ2 ))
− Eq(log p(σ2))− Eq(log p(c|σ2)).
The last four terms in the above expression are easily computed using
Lemma B.1 (a) and (b) in Appendix B and these calculations are stan-
dard ones. To evaluate the first term, observe that (using the appropriate
independence assumptions from the variational posterior where necessary)








Eq((y −Xθc)T (y −Xθc)).
Then Eq(log σ2 ) and Eq(1/σ2 ) can be evaluated by Lemma B.1 (b), and





Next, Eq(ccT ) = Σc + µcµTc and the elements of Eq(Xθ) and Eq(XθXTθ ) can
be evaluated using Lemma B.1 (c) in Appendix B. So the sparse spectral
approximation coupled with a normal variational posterior distribution for
θ allows an analytic expression for a variational lower bound for approxi-
mate Bayesian inference. The ability to handle uncertainty in θ using this
approach allows us to build a hierarchy involving the spatial dependence
parameters in the longitudinal setting as discussed in Section 3.2. The
development we have given of the variational approximation of Tan et al.
(2015) can be extended to the case d > 1 if the covariance function is sep-
arable with a spatial dependence parameter for each of the covariates. We
extend this approximation to the functional model in Section 3.4.
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3.4 Variational approximation for functional
model
For the functional model in equation (3.1), let yi = (yi1, . . . , yini)
T ,
Gi = (Gg(i)(ti1), . . . , Gg(i)(tini))
T , Si = (Si(ti1), . . . , Si(tini))
T and i =
(i1, . . . , ini)
T . Then we have
yi = Gi + Si + i, i ∼ N (0, σ2 Ini). (3.8)
We now utilize the sparse spectral approximation of La´zaro-Gredilla et al.
(2010), introduced in Chapter 1 for each of the terms Gi and Si, i = 1, ..., n.
To simplify notation we would not distinguish between Si(t) and its spectral
approximation. Applying equation (3.7), we approximate Si(t), i = 1, . . . , n




air cos(2piλitωr) + bir sin(2piλitωr),




), r = 1, ...,m and ω1, . . . , ωm are




αgr cos(2piθgtωr) + βgr sin(2piθgtωr),






and ω1, . . . , ωm are defined as
above. A non-random choice for ω1, . . . , ωm involves using the expected
order statistics for a sample of size m from the spectral density of r(h; 1, 1)
or some approximation to these. Writing the order statistics of ω1, . . . , ωm
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r = 1, . . . ,m. The spectral density of the Gaussian covariance with σ2 =





so computation of ω(r) is simple. We write our model
as
yi = Zλici +Wθiγg(i) + i (3.9)
with








, i = 1, . . . , n
and








, g = 1, . . . , k,
where Zλi is the ni × 2m matrix with lth row
(cos(2piλitilω1), . . . , cos(2piλitilωm), sin(2piλitilω1), . . . sin(2piλitilωm))
and Wθi is the ni × 2m matrix with lth row
(cos(2piθg(i)tilω1), . . . , cos(2piθg(i)tilωm), sin(2piθg(i)tilω1), . . . , sin(2piθg(i)tilωm)).
The priors are as stated in Section 3.2. Writing ξ for the full set of pa-
rameters in the model, we consider a variational approximation q(ξ) to the
posterior distribution p(ξ|y)
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θ, γ, σ2κ, uκ
)
, (3.10)
where λ = (λ1, . . . , λn)
T , c =
(











uτ = (uτ1 , . . . , uτn)
T ,σ2τ =
(




, θ = (θ1, . . . , θk)
T ,
uκ = (uκ1 , . . . , uκk)
T , σ2κ =
(























































, q(σ2 ) ∼ IG (aq , bq),
































With the above form for the variational posterior a closed form evaluation
of the lower bound is possible (see Appendix B for details).
3.4.1 Nonconjugate variational message passing for
functional model
We now optimize the lower bound computed in Appendix B with respect to
the variational parameters ϑ via nonconjugate variational message passing
discussed in Chapter 1 to obtain the parameter values of the variational
distributions involved in (3.10) for post inference.
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The parameters involving the spatial dependence parameters, namely, λi
and θg constitute the nonconjugate factors in our model. They only involve
univariate normal factors so we can apply (1.9) to obtain their NCVMP
updates. The derivation of these updates is given in Appendix B. The
remaining updates are conjugate, and they may be obtained in closed form
directly by optimizing the lower bound calculated in Appendix B. The
complete set of updates in the variational algorithm is given in algorithm 3,
where the following notational convention is used; For g(i) = g, write
θi = θg,Wi = Eq(Wθi),W ∗i = Eq(W TθiWθi), Zi = Eq(Zλi),










































µqλi − υTi µqβ
)
, Hg = {i : g(i) = g} and N =
n∑
i=1



































, Ri = ∂
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, and Qi =
∂
(




. The expectations involved in the above definitions can be
evaluated using Lemam B.1 of Appendix B (see Appendix B for details).
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Algorithm 3 NCVMP scheme for functional model in (3.8)






β = Σβ0, µ
q














= 0 for i = 1, . . . , n and bqκg = 1, µ
q
θg
= µθ0 , σ
q
θg
2 = σ2θ0 , for




, aq ← b2 + N2 , aqτi = m+
bτi
2














Do until the change in the lower bound is less than a specified tolerance:





































































































• For i = 1, . . . , n,






• For g = 1, . . . , k,
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Algorithm 3 NCVMP scheme for functional model (continued).































































































3.4.2 Acceleration of the basic algorithm
The independence assumptions implicit in factorized mean field approxi-
mations can be detrimental to convergence of variational Bayes algorithms.
In the FLD model in equation (3.1), there is strong coupling between the
spatial dependence parameters and the corresponding spectral basis func-
tion coefficients, as well as group and individual trends. In this section,
we explore simple ways to accelerate convergence of the basic NCVMP
algorithm.
3.4.2.1 Directional adaptive nonconjugate variational message
passing
Inspired by the work of Salakhutdinov and Roweis (2003) and Wang et al.
(2006), Tan et al. (2015) accelerated convergence of their algorithm with
an adaptive scheme that employs the variational lower bound to determine
whether to increase or decrease a step size. The adaptive step is utilized
only in the nonconjugate updates and the step size is magnified by a pre-
specified factor when the lower bound increases, reverting to 1 when it
decreases. We adapt the approach of Tan et al. (2015) here. The difference
between our algorithm and theirs is that the adaptive step is applied to the
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updates of all parameters not just those involved in nonconjugate updates.
We also experimented with a method based on the pattern search algorithm
of Honkela et al. (2003) but this requires line searches which we find do
not result in a favourable trade-off between iterations to convergence and
computational effort per iteration.
Recall that ϑ denotes the complete set of variational parameters. At iter-
ation t of algorithm 3, ϑ(t) is being updated to ϑ(t+1). We can consider a
more general update than this of the form
ϑ(t+1) = ϑ(t) + dt(ϑ
(t+1) − ϑ(t)), (3.11)
where dt is a step size. Clearly dt = 1 corresponds to updating ϑ
(t+1).
Tan et al. (2015) consider adapting step sizes by increasing step sizes by a
multiplicative factor as long as the lower bound is increasing and reverting
to dt = 1 when the lower bound decreases. As the NCVMP algorithm
is not guaranteed to converge, it may be of interest to consider step sizes
less than one also to fix convergence problems. However, we did not find
any need for this in our examples. Let the multiplicative factor we use to
increase step sizes be δ > 0. We initialize d1 = 1. Then at iteration t, we
set dt+1 = δdt if a step of size dt+1 results in an increase in the lower bound,
otherwise dt+1 = 1. Note that the same step size is applied to all variational
parameters to circumvent the difficulty of adapting step size parameters in
the NCVMP updates for each λi, i = 1, . . . , n and θg, g = 1, . . . , k. We
have experimented with δ ∈ {1.01, 1.02, 1.08, 1.2}. This set of values for δ
is chosen based on initial experimentation. When all parameters are being
adapted at once, and ϑ is high-dimensional, a small value of δ seems to
work best, with 1.02 being close to optimal in terms of the computational
speed-ups over a range of examples. We also experimented with a step
halving scheme when the lower bound decreases, but the additional lower
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bound evaluations are not worthwhile compared with the simpler strategy
of reverting to step size 1. Following Honkela et al. (2003), we transform
positive parameters by logs to ensure positivity. Specifically if ζ is a positive
parameter, the update at iteration t is
ζ˜(t+1) = exp(log ζ(t) + dt(log ζ
(t+1) − log ζ(t))). (3.12)
We did not transform the covariance matrix parameters in the updates as
this did not cause any violations of the positive definiteness condition in
our examples. When this strategy is employed, it is advisable to check
for positive definiteness of covariance matrix parameters and to revert the
step size to 1 in the case of any violation. Alternatively, the covariance
matrices could be reparametrized in terms of, for example, the Cholesky
factor. Algorithm 4 gives the outline of the directional adaptive nonconju-
gate variational message passing algorithm.
Algorithm 4 Directional adaptive NCVMP algorithm for functional model
in (3.8)
Initialize: ϑ(0) as in algorithm 3. Set t = 0 and d0 = 1, dif =∞
Cycle until the change in the lower bound is less than a specified tolerance:
1: t← t+ 1.
2: ϑ(t) ← updates of algorithm 3.
3: ϑ(t) ← ϑ(0) + d0(ϑ(t) − ϑ(0))
4: Compute Ldif = L|ϑ(t)−L|ϑ(t−1), where L|ϑ denotes the value of the
lower bound with variational parameters ϑ.
5: If Ldif > 0, dt = δdt−1 and return to step 1. Else, dt = 1 and return to
step 2
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3.5 Posterior inference via MCMC
A standard approach to Bayesian inference in complex models is to use
Monte Carlo methods such as Markov chain Monte Carlo (MCMC) to gen-
erate samples from the posterior distribution which can then be used to
approximate relevant expectations and probabilities. See Gelman et al.
(2013b) for an introductory account. A common algorithm for condition-
ally conjugate models popular for its automated character is the Gibbs’
sampler, where we update parameter blocks by sampling from their poste-
rior full conditional distributions. For the model we have considered here a
natural choice of blocks leads to tractable Gibbs’ updates for most param-
eter blocks. However, the full conditional distributions for the parameters
λi, i = 1, . . . , n and θg, g = 1, . . . , k do not have a standard form and it
is natural to update them using Metropolis-Hastings steps, resulting in a
so-called Metropolis within Gibbs scheme. Readers unfamiliar with these
algorithms are referred to Gelman et al. (2013b) for further background
and discussion. For the Metropolis-Hastings steps, a proposal distribu-
tion is required and in fact variational Bayes approximations have been
suggested as one way to obtain good proposals (de Freitas et al. 2001).
Another possibility is to use a so-called adaptive MCMC scheme where
a good proposal value is learnt from the samples as the algorithm pro-
ceeds. See Andrieu and Thoms (2008) for a review of adaptive MCMC and
some discussion of what is required for validity of these schemes. Adaptive
schemes usually require some initialization of proposal variances and recov-
ery from a poor initial choice can be very slow. We consider initializing an
adaptive MCMC scheme using the variational posterior. The detailed algo-
rithm is given in Algorithm 5. Although there are many adaptive MCMC
schemes in the literature, for the adaptive steps the one that we employ is
similar to Algorithm 5 of Andrieu and Thoms (2008), although we do not
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here adapt the scaling parameter in the proposal along with the proposal
mean and variance. Andrieu and Thoms (2008) is also a good introduction
to adaptive MCMC methods generally and describes a unifying stochastic
approximation framework for such algorithms.
Algorithm 5 Adaptive Metropolis-within-Gibs algorithm








g , i =
1, . . . , n, g = 1, . . . , k and set t = 0. Select starting values for the adaptation


















• Metropolis-within-Gibbs update: Update θg using Metropolis as follows.











































g |c(t)i , λ(t)i , γ(t)g , σ2 (t), yi)N (θ(∗)g |θ(t)g , α(t)θg σ2(θg)
(t)
)
• Update u, uτi , uκg , β, σ2λ using Gibbs as follows.
(a) u
(t+1)





























































V Tλ(t) + Σ−1β0 µβ0
)
, V = (v1, . . . , vn)
T
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Algorithm 5 Adaptive Metropolis-within-Gibs algorithm (continued).
• Update σ2κg , σ2τi , σ2 using Gibbs as follows.
(a) σ2λ




























, γ∗g = γTg γg
(c) σ2τi



















































• Metropolis-within-Gibbs update: Update λi using Metropolis as follows.
















































i |c(t)i , θ(t)g , γ(t)g(i), σ2 (t), yi)N (λ
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Algorithm 5 Adaptive Metropolis-within-Gibs algorithm (continued).
• Update γg, ci using Gibbs as follows.
(a) γ
(t+1)






















































































































, fθg(.) and fλi(.) are respectively p(θg|rest), p(λi|rest)
given in Appendix B.



















































































































where a(.) is the target acceptance rate.
• Increment t and return to step 2.
3.6 Examples
In this section, we evaluate the performance of the proposed methods in
comparison with MCMC through simulation studies and then apply the
methodology to a dataset of streamflow curves generated from a rainfall-
runoff model. In all the examples, we initialized the directional adaptive
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and Σqγj for which we used one step of their NCVMP updating rules
starting from the prior while bquλ , b
q
uκg
, bquτi and b
q







 for i = 1, . . . , n, g = 1, . . . , k respectively in addition to
the defaults for algorithm 1. The algorithms are stopped when the rela-
tive change in the variational lower bound is less than 10−4 for the simu-
lated examples. For the streamflow application the tolerance is set to 10−5.





θ = (t + 1)
−1 with aλ and aθ set to 0.44. Initialization of the
adaptive variational MCMC algorithm uses the variational posterior mean
values as starting values and the variational posterior variances as initial
proposal variances. All codes were written in R and run on an Intel (R)
quadruplet processor Windows PC 3.40 GHz workstation.














Figure 3.1: Plot of simulated dataset 1.
3.6.1 Simulation
In this example, we consider dataset of 100 functional curves comprising 30
observations per subject on 100 subjects generated from model (3.1). We
set υi = (υi1, υi2 ) where υi1 = 1 if g(i) = 1, otherwise 0, and υi2 = 1−υi2.
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The vector of regression coefficients β is set as (0.8, 0.5) . With υi and
β given, the spatial dependence parameters, λi and θg are drawn indepen-
dently from N (υTi β, 0.012) for i = 1, . . . , n and N (0.7, 0.01) for g = 1, . . . , k
respectively. Then Si(t) and Gg(t) are drawn from their Gaussian pro-
cess conditional prior distributions with these covariance hyperparame-
ters. We consider a two group model with g(i) = 1, i = 1, . . . , 50 and
g(i) = 2, i = 51, . . . , 100. We use 30 equally spaced time points in the inter-
val ∈ [−5, 5] for all subjects. In simulating the Gaussian process, functional
parameters we used σ2τi = 0.5,σ
2
κg = 0.25 for i = 1, . . . , n, g = 1, . . . , k.
Finally, the observations are drawn from model (3.1) with σ2 set as 0.02
2.
For the normal priors, we used θg ∼ N (0.92, 0.32) and βr ∼ N (0.92, 0.32)
independently for r = 1, 2. These priors were chosen to give probabil-
ity 0.95 to lag 1 correlations of the Gaussian processes being in the range
[0.1, 0.9]. Note that if we were to use a very diffuse prior that prior would
correspond to strong prior information, putting a large prior mass on very
weak dependence.
For the inverse gamma hyperparameters, we set σ2λ ∼ IG(3, 0.045). Note
that σ2λ controls the amount of variation of individual specific covariance
hyperparameters around the conditional prior mean υTi β. The elements of
β in this application are the group means for these hyperparameters with
prior standard deviation 0.3. The hyperparameters for σ2λ were chosen so
that E(σ2λ) = (0.5× 0.3)2 = 0.0225 which roughly makes the variation
about the conditional mean υTi β in the prior similar in magnitude to the
standard deviation. For the half-t scale parameters, we used A = Aτi =
Aκg = 25 following Wand et al. (2011) and we set the degree of freedom
parameters b = bτi = bκg = 1 for i = 1, . . . , n, g = 1, 2.
Figure 3.1 shows a plot of the simulated data set. The two groups are
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evident with one group having higher frequency individual specific varia-
tions about the group trends. We fit model (3.9) using our MCMC ap-
proach and the variational algorithms with spectral samples of size m ∈
{20, 30, 40, 50, 60}. For the MCMC simulation, we use chains of length
40000 with a burnin of size 10000, and 30000 with a burnin of size 10000 for
posterior computational time comparison. To ensure fairness in the com-
parison with the variational Bayes methods, representative samples were
examined to to ensure that the MCMC algorithm has converged.
First, we examine the performance of Algorithm 3 and its MCMC coun-
terpart (Algorithm 5) in recovering the underlying trends. The first two
rows of Figure 3.2 shows for the run corresponding to m = 40, a plot of
the trends of four subjects together with 95% Bayesian credible intervals,
two per group over time. The two subjects plotted in each group are those
for which the true λi takes its minimum and maximum value within that
group. The third row shows a similar plot for the estimated group specific
trends. We are able to recover the group and individual specific trends well
with both NCVMP and MCMC. However, the VB credible intervals are
narrow and often fail to capture the underlying true trends as compared
to the MCMC-based credible intervals. Although VB performs poorly here
in terms of posterior inference it does give reasonable point predictions.
Hence for problems where interest centres on predictive inference and for
which speed is important, the VB approach might be preferred. VB can
also be used to obtain good proposal distributions for MCMC, and this
point is illustrated later.
Figure 3.3 shows the estimated marginal variational posterior distributions
for β1 and β2 estimated by the variational Bayes and MCMC. For compari-
son the marginal variational posterior distribution of the intercept parame-
ter in an intercept only model for the λi is also shown. Although predictive
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inference of individual curves is not affected much by the omission of covari-
ates, the regression model helps us to understand differences in smoothness
between the functional groups, something that is very important in the
application of the next section.
























































































Figure 3.2: Simulated data. NCVMP and MCMC-based Bayesian
credible intervals for m = 40. Red and green solid curves show 95%
Bayesian credible intervals for MCMC and NCVMP respectively. Red
dashed and black dotted curves are the MCMC and NCVMP fitted
trends respectively while the black solid curves correspond to the true
trends. The first two rows are subject specific trends, two per group
corresponding respectively to minimum and maximum value of λi within
each group. The third row gives group specific trends for group 1 (left)
and group 2 (right).
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Figure 3.3: Simulated data. Marginal variational posterior distribu-
tion of β1 (top) and β2 (middle) obtained using variational Bayes (solid
curves) and MCMC (dashed curves) for model including covariates, and
for intercept in an intercept only model (bottom).
Figure 3.4 shows for the run with m = 40, the attained lower bound at
each iteration for Algorithm 3 and its adaptive variant (left), as well as the
step size at each iteration for the adaptive algorithm using δ = 1.02 (right).
The step size is reset to 1 5 times.
73
3.6. Examples







































Figure 3.4: Simulated data: Plot of lower bound (left) and adaptive
step size dt employed in the directional adaptive scheme (right) against
iteration, m = 40. Dashed line is DANCVMP with δ = 1.02 and solid
line is NCVMP.





































Figure 3.5: Plot of lower bound attained at convergence (left) and
iterations to converge (right) versus number of spectral basis frequencies
m. In all graphs solid line is NCVMP and dashed line is DANCVMP
with δ = 1.02.
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Figure 3.6: Plot of lower bound attained at convergence (left) and
iterations to converge (right) versus number of spectral basis frequencies
m. In all graphs solid line is NCVMP and dashed line is DANCVMP
with δ = 1.08.
Figure 3.6 shows the lower bound attained at convergence and the number
of iterations required for convergence over a range of spectral basis frequen-
cies (m) for the basic variational Bayes algorithm and its adaptive variant
with δ = 1.08. It is clearly evident that multiplicative factor 1.08 gives poor
local modes (underestimate the lower bound), though yielding substantial
computational savings in terms of computation time.
The efficiency of the basic scheme and its adaptive variant in terms of the
lower bound attained at convergence and the number of iterations required
for convergence over a range of spectral basis frequencies (m) is illustrated
in Figure 3.5. The directional adaptive NCVMP requires fewer iterations
to converge on the average, yielding a significant reduction in computa-
tion time as compared to NCVMP. The two algorithms exhibit similar
performance. The additional computational effort in the adaptive scheme
corresponds essentially to just one additional lower bound evaluation per
iteration so that the number of iterations to convergence is a good guide
to the total computational effort.
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Table 3.1 reports the time required for convergence in NCVMP, its adaptive
variant with step size δ = 1.02 and the variational MCMC sampler. The
third column gives the time in seconds for the variational MCMC sampler
to complete 30000 iterations. It is apparent that NCVMP algorithm and
its adaptive variant are faster than MCMC by an order of magnitude. The
fourth column gives the ratio of the times to convergence for the NCVMP
and DANCVMP schemes, and the directional adaptive scheme gives a small
improvement. The last two columns indicate the ratios of the times needed
for variational MCMC to those for NCVMP and DANCVMP respectively.
Table 3.1: Comparison of variational Bayes and MCMC for example
1
Algorithm
m NCVMP DANCVMP MCMC Ratio 1 Ratio 2 Ratio 3
Time t1 (sec.) Time t2 (sec.) t3 (30000 iter.) t1/t2 t3/t1 t3/t2
20 2757.71 2159.01 48844.30 1.28 17.71 22.62
30 9598.91 7818.13 99438.91 1.23 10.36 12.72
40 14848.83 8246.37 188324.94 1.80 12.68 22.84
50 20177.43 10384.00 237140.91 1.94 11.75 22.84
60 29089.80 18603.74 381902.00 1.56 13.13 20.53
3.6.2 French Broad River catchament streamflow dataset
Hydrologic models take input time series of climatic variables (typically
rainfall and evapotranspiration) to simulate time series of streamflow. These
models aim to mathematically represent common hydrologic processes such
as soil water storage, surface runoff and baseflow. Hydrologic models are
used for applications such as flood forecasting, climate change impact stud-
ies, or predictions in ungauged basins. Fitting models such as the ones we
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have developed here to streamflow data for different catchments can be a
way of assessing different ways of grouping the catchments in terms of their
physical properties; such groupings can be used as a surrogate for regions
without data. This relates to the problem of prediction in ungauged basins,
as we discuss further below. Our model provides a formal way for assess-
ing the meaningfulness of catchment groupings in terms of representing
different dynamics in such an application.
Characterizing the uncertainties affecting hydrologic models is a consider-
able challenge in hydrologic science and practice (Renard et al. 2010). Of
particular concern is the impact of uncertain rainfall inputs (due to mea-
surement error or inadequate spatial sampling) on parameter estimates and
runoff forecasts. Rainfall errors can be modelled via storm-dependent mul-
tiplicative terms, where it may be assumed that rainfall multipliers follow
a lognormal distribution (Kavetski et al. 2006).
For this study, we sample a series of storms from six-hourly rainfall data
and evapotranspiration estimates for the French Broad River at Asheville,
North Carolina. The data are modelled via a widely used hydrologic model
known as the Probability Distribution Model (PDM). The PDM uses inputs
of rainfall and evapotranspiration to produce time series of streamflow. The
model represents the spatial variability of soil water capacity via a Pareto
distribution, and our version of the model additionally incorporates pa-
rameters representing fast and slow reservoir routing (Smith and Marshall
2009). This version of the PDM consists of 6 model parameters, of which
3 were kept fixed for all catchments in the study. (See Smith and Marshall
2009, for a complete description of the model and parameters). A more
detailed description of the model is given in Section B5 of Appendix B.
To represent a collection of catchments, we specified three different groups
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of catchments with 100 members for each group. Recent research in hydrol-
ogy has sought to classify catchments in this way, such that members of each
group could be considered to have similar hydrologic processes and thus
similar modelled behaviour (Sawicz et al. 2011; Wagener et al. 2007). For
this study, we fixed three PDM parameters and allowed three parameters to
vary between each catchment: the maximum storage capacity (Cmax), the
surface runoff outflow rate (Tq), and the baseflow outflow rate (Ts). As-
suming groups were normally distributed, a mean and standard deviation
was specified for each group (see Table B.1 of Appendix B). These values
were selected based on the physical bounds and typical values of these pa-
rameters in other hydrologic studies. Hundred parameter sets were then
randomly sampled within each group representing individual catchments.
Streamflow was then simulated with the PDM for every catchment using
the same rainfall.
To represent different levels of measurement uncertainty in the rainfall data
for each catchment, we specified a lognormal distribution of multiplicative
rainfall errors that were storm dependent (i.e. the same rainfall multiplier
is used over a whole storm and storms are defined as a period of continuing
rain with no breaks). The mean of the sampled rainfall multipliers was
kept fixed at 1.0, but the variance of the multipliers varied between groups.
For simplicity, the “true” rainfall was assumed to be the same for each
catchment.
Denoting the streamflow output as y we used y as the response. We fit
our model to a subset of the data for 40 time steps chosen to cover a
major rainfall event using algorithm 3. We used the simulated hydrologic
catchment parameters, namely, the maximum storage capacity Cmax, the
surface runoff outflow rate Tq and the baseflow outflow rate Ts as well
as catchment group level indicators as covariates. Precisely, we set υi =
(υi1, υi2, υi3, υi4, υi5, υi6) where υi1, υi2, υi3 are indicators for the catchment
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groups and υi4, υi5, and υi6 are respectively centred and scaled versions of
Cmax, Tq and Ts. For the prior distributions, we used the same prior settings
as in example 1 except for the regression coefficients corresponding to υi4,
υi5 and υi6 which were set as N (0, 0.32) independently. For this application
we initialized the NCVMP algorithm with the default settings except bqτi




Figure 3.7 shows a plot of the streamflow data set. A referee has pointed
out that the data contain non-stationary features, and this is certainly
the case. However, we emphasize that although our prior distributions on
functional terms are stationary, the corresponding posterior distributions
after updating are not. In any case very flexible non-stationary models
may be difficult to fit in longitudinal models with few observations per
functional term. The three catchment groups are evident in the plot of
the data; the groups exhibit different levels of high frequency variability
following the different noise levels in the rainfall inputs. We report results
here for our model using m = 90 spectral points.











Figure 3.7: Plot of catchment streamflow dataset
Figures 3.8 and 3.9 show variational Bayes estimates of the posterior dis-
tributions of regression coefficients. The coefficients β1, β2, β3 represent
the mean of λi for the three different groups for average values of the other
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covariates. We see in particular that the third catchment group contains
much smoother functional observations, something that is expected here
on hydrological grounds.













Figure 3.8: Streamflow data. Plot of marginal variational posterior







































Figure 3.9: Streamflow data. Plot of marginal variational posterior
distributions of regression coefficients β4, β5 and β6.
Table 3.2 presents the computational savings in terms of the time required
for convergence in the variational algorithm (NCVMP) and the variational
MCMC sampler, for the streamflow data application. The second column
gives the time in seconds for the variational MCMC sampler to complete
30000 iterations. Clearly the variational Bayes scheme is order of magnitude
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faster than MCMC. The fourth column reports the ratios of the times
needed for variational MCMC to those of its variational Bayes counterpart.
Table 3.2: Comparison of variational Bayes and MCMC for streamflow
data
Algorithm
m NCVMP MCMC Ratio
Time t1 (sec.) Time t2 (sec.) (30000 iter.) t2/t1
40 6662.09 448466.70 67.32
50 3945.97 693214.19 175.68
60 4735.75 1332687.10 281.41
70 4734.92 1394943.90 294.61
80 17157.47 1765392.02 102.89
90 13427.47 3146142.02 234.31
Figures 3.10 shows the fitted catchment group specific trends and Figure
3.11 plots catchment specific trends for the first three catchments in each
catchment group. The varying smoothness between the 3 groups is evi-
dent. MCMC results from this application are effectively identical (Results
presented in Appendix D).
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Figure 3.10: Streamflow data. Plot of fitted catchment group specific
streamflow from Algorithm 3 (NCVMP) with m = 90. Arranged from
left to right are Groups 1, 2 and 3.
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Figure 3.11: Streamflow data. Plot of fitted catchment specific stream-
flow from Algorithm 3 (NCVMP), x-axis are time points and y-axis are
fitted values. Solid curves correspond to observed streamflow and dash
curves represent fitted streamflow. The three catchments presented in
each group are the first three in each catchment group.
The ability to identify group-specific trends in measurement error and
streamflow dynamics is particularly important from a hydrologic stand-
point. A recent and ongoing concern in hydrologic science is streamflow
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forecasting in catchments without available observations (Sivapalan et al.
2003). To address this, a myriad of studies have focused on regionalization
methods that aim to identify natural catchment groupings (as expressed in
streamflow dynamics) so that catchment groups may act as surrogates for
regions without data (e.g. Wagener and Wheater 2006). These methods
are often impacted by the presence of potentially strong measurement er-
ror, affecting the ability to appropriately identify catchment groups and to
estimate typical group behaviour or functioning. The methods presented
here provide insight to how catchment groups vary in terms of their stream-
flow dynamics and could thus be related to catchment physical properties.
The ability to identify trends in measurement error between groups is par-
ticularly novel and can suggest how errors impact subsequent hydrologic
models and forecasts. Of interest would then be the natural extension of
these methods to varying input rainfall.
3.7 Conclusion
In this chapter, we have proposed and implemented a novel Gaussian pro-
cess approach to grouped functional longitudinal modelling. This approach
models subject and group specific trends with Gaussian processes and re-
lates individual specific smoothness to covariates for different subjects. We
considered fast variational inference methods making use of a sparse spec-
tral approximation. Also, we have explored the joint use of variational
Bayes methods and MCMC sampling algorithms. Empirical results sug-
gest that using a variational Bayes solution to get good MCMC proposals
can be useful. Similar methods to the ones described here could be used
for functional clustering and this is a topic for future work. A referee has
suggested also looking at the inclusion of covariates into the model at the
observation level. We agree that this is a worthy extension but also believe
it will be a non-trivial one, due to the way the additional flexibility may
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Paper 3: Functional clustering with
covariates dependent smoothness
David Kwamena Mensah* and David J. Nott∗
This part of the thesis extends methodology developed in Chapter 3 for
model-based functional clustering. We focus on functional mixture mod-
els in which there is a functional cluster mean for each mixture compo-
nent and an observation specific trend modelled using Gaussian processes.
The model incorporates covariate information that is informative about the
smoothness of the individual specific trend. Bayesian methods which allow
simultaneous estimation of component parameters and model complexity
are adopted for inference. In particular, fast deterministic variational ap-
proximation methods for computation which makes use of sparse spectral
approximations for the Gaussian process functional terms are developed for
*Department of Statistics and Applied Probability, National University of Singapore,
Singapore 117546.
Corresponding Author: Email standj@nus.edu.sg
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fitting and inference. The treatment allows closed form evaluation of the
variational lower bound and parameter updates.
4.1 Background
Functional clustering provides a flexible and principled statistical approach
for functional data exploration and a broad range of clustering approaches
have been considered in the literature. A recent review paper on functional
clustering methods is Jacques and Preda (2013). We consider a functional
mixture model in which there is a functional cluster mean for each mixture
component and an observation specific trend modelled using Gaussian pro-
cesses. It is also assumed there is covariate information that is informative
about the smoothness of the observation specific trend. The use of this co-
variate information is what distinguishes the clustering method developed
in the present paper from the many other functional clustering approaches
in the literature. A recent review of functional clustering methods is given
by Jacques and Preda (2013). We consider Bayesian methods for inference,
and also develop a fast deterministic variational approximation method for
computation which makes use of sparse spectral approximations for the
Gaussian process functional terms. Both our model and the algorithm ex-
tend a recently developed method of Mensah et al. (2015) on functional
longitudinal modelling to the case of clustering via mixtures. Mensah et al.
(2015) considered the case where there were fixed groups in the data defined
by covariate information with group specific and individual specific trends.
Here we are considering the case where the groups are unknown, and it is
inference about the groups and clustering that is of primary interest.
Bayesian approaches to functional clustering have focused mostly on the
use of Bayesian nonparametric tools such as the Dirichlet process and its
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extensions. One line of research uses random effects models. The func-
tional observations are expanded in some basis with the coefficients con-
sidered to be random effects and a Bayesian nonparametric prior for the
random effects distribution is employed. The use of mixtures of random
effects models for functional clustering seems to have been first considered
by James and Sugar (2003) using a reduced rank parametrization of the
fixed effects. They note that the random effects formulation is particu-
larly useful when the functional observations are sampled in a sparse or
irregular fashion. In a Bayesian framework, Ray and Mallick (2006) con-
sidered a wavelet basis with the random effects distribution for the wavelet
coefficients given a Dirichlet process prior. The Dirichlet process prior au-
tomatically induces clustering. Bigelow and Dunson (2009) specify a joint
model for a scalar response with random intercept and coefficients of a
basis expansion of a functional predictor. The random intercept and basis
coefficients are given a Dirichlet process prior. Crandell and Dunson (2011)
consider a Bayesian nonparametric random effects model in which both ba-
sis functions and the distribution of random effects is unknown. Suarez and
Ghosal (2013) consider wavelet basis expansions where each basis function
coefficient is considered to be a random effect with its own random effects
distribution, and these distributions are given species sampling priors. The
model clusters each coefficient separately, corresponding to a clustering of
local features, and then an overall similarity measure is constructed from
the local clusterings that can be used as input to similarity based clustering
algorithms.
An alternative class of Bayesian nonparametric strategies treats each func-
tional observation as corresponding to a sample from some unknown dis-
tribution, usually also treating the observation locations as random. Then
functional clustering can be achieved by nonparametric density estimation
where there is some kind of sharing of the density estimates for different
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functional observations. Rodriguez et al. (2009) use a normal mixture
model for each functional observation, with the observation specific mix-
ing densities assumed to be a sample from a distribution given a nested
Dirichlet process prior. The nested Dirichlet process allows the same mix-
ing distribution for different functional observations, inducing clustering.
Petrone et al. (2009) describe an alternative Bayesian nonparametric local
clusterng method based on a collection of canonical curves. Scarpa and
Dunson (2009) consider a parametric hierarchical model with a functional
Dirichlet process contamination to allow a functional clustering approach
more expressive of prior information.
An alternative Bayesian nonparametric approach to methods based on the
Dirichlet process and its extensions uses finite mixtures of Gaussian pro-
cesses and that is the method discussed in this work. Shi et al. (2005)
consider finite mixtures of Gaussian processes and Shi and Wang (2008)
consider finite mixtures of Gaussian process regressions where the focus
in the clustering is on the relationship between curves and functional co-
variates. Here we consider finite mixtures in the situation where there are
curve specific covariates containing information about individual specific
smoothness of the curves about the corresponding cluster means. Methods
based on mixtures of multivariate Gaussian densities are of course standard
in the area of model based clustering (Fraley and Raftery 2002, McLachlan
and Peel 2004). These traditional model based clustering algorithms don’t
explicitly treat the functional aspect of functional data however. Varia-
tional approximation algorithms of the kind we use here for computations
have proven very useful for clustering in traditional Gaussian mixture mod-
els (Corduneanu and Bishop 2001; Teschendorff et al. 2005; McGrory and
Titterington 2007). With respect to functional data, there is a closely
related literature on clustering of time series and one approach suited to
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functional data uses basis expansions and mixtures of linear mixed mod-
els (Celeux et al. 2005, Ng et al. 2006, among others). Tan and Nott
(2014b) discuss variational methods for fitting mixtures of linear mixed
models. The unique contribution of the approach in this paper compared
to these alternatives is the use of covariate information informative about
the smoothness of functional observations.
The rest of the chapter is organized as follows. Section 4.2 briefly reviews fi-
nite mixture models. Section 4.3 introduces the finite mixtures of Gaussian
processes model. Section 4.4 discusses the idea of sparse spectral approx-
imation for the Gaussian process components. Section 4.5 discusses the
application of variational inference to the mixture model of Section 4.3.
Section 4.6 develops variational algorithm and its acceleration for the mix-
ture model of Section 4.3. Section 4.7 discusses some simulated examples
and Section 4.8 concludes.
4.2 Finite mixture models
Mixture models are popular for modelling unobserved heterogeneity (missing-
data problems) and have been widely applied in many applications in di-
verse research fields. They provide a flexible framework for constructing
sophisticated probabilistic models from simple component models via lin-
ear combination, aimed at yielding a richer class of models than a single
model. A finite mixture model is therefore a convex combination of prob-
ability models. Let fpi(yi) denote a probabilistic model characterized by
parameters pi, associated with an observation yi. A general finite mixture
model for yi with K components, can be expressed as a linear superposition
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where ρ = (ρ1, . . . , ρK) is a vector of the mixing weights satisfying the con-
straints ρg > 0 and
K∑
g
ρg = 1, with ρg corresponding to the gth component
of the mixture and we have written f(yi|pi) explicitly as f(yi) for notational
simplicity.
The use of latent variables in missing-data modelling allow the formation
of complex probability models from simpler components (Bishop 2006, Sec-
tion 9.2). Let δ = (δ1, · · · , δg), be a K-dimensional binary random variable
with a 1-of-K representation so that exactly one unique element, δg, say,
has the value 1 while all others are 0. It is obvious that δg ∈ {0, 1} and
sums up to 1. Writing p(δg = 1) = ρg, for the probability of that unique
element having the value 1 we can express the distribution over δ in terms





and the joint distribution of yi and δ can be expressed as




Averaging over δ allows the marginal distribution of the observation, yi to








giving rise to an equivalent representation of the finite mixture model with
explicit latent variable, making it more flexible for various model-based
clustering applications.
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4.3 Functional mixture model for longitudi-
nal data
Consider longitudinal data in which a response yi = (yi1, . . . , yini)
′
is ob-
served on the ith individual at times ti = (ti1, . . . , tini)
′
, i = 1, . . . , n. Hence-
forth we assume that these times are the same for all subjects, but the
extension to the more general case is straightforward. The data are con-
sidered as belonging to unobserved groups. Let j = 1 . . . , K index the
different groups, and let δi ∈ {1, . . . , K} be a cluster indicator with δi = j
meaning that yi belongs to group j. Conditional on δi = j, we consider the
following model for yi:
yi = Si +Gj + i, (4.3)
where Gj, j = 1, . . . , K are a set of group specific trends shared by individ-
uals in the same group, Si, i = 1, . . . , n are individual specific trends and
i is a vector of independent normal zero mean errors, i ∼ N (0, σ2 Ini).
With probability ρg, let the ith individual be a member of group j with











The functional terms are assumed smooth and modelled with Gaussian
process priors (Rasmussen and Williams 2006).
We write Si = (Si(ti1), . . . , Si(tini))




Si(t) ∼ GP (0, τi(t, t′)) , Gj(t) ∼ GP(0, κj(t, t′)),
where GP(m(t), ψ(t, t′)) is a Gaussian process (GP) having mean function
m(t) and covariance function ψ(t, t′). We consider stationary Gaussian
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covariance functions for κj(·, ·) and τi(·, ·) of the form
ψ(r; θ1, θ2) = θ
2
1 exp (−θ22|r|2) , θ21 > 0, θ22 > 0 (4.5)
with κj(t, t
′) = ψ(r;σκj , θj), j = 1, . . . , K, and τi(t, t
′) = ψ(r;στi , λi), i =
1, . . . n, where r = |t−t′ |. Writing ωi = (ωi1, . . . , ωid)′ for a set of individual
specific covariates thought to be informative about the smoothness of Si(t),
we consider a prior on λi of the form λi ∼ N (ω′iβ, σ2λ), where β is a vector
of regression coefficients. For θj we use the prior θj ∼ N (µθ0, σ2θ0). We
use an inverse gamma prior on σ2λ, σ
2
λ ∼ IG (a0λ, b0λ) , where a0λ, b0λ are














, b0κj , a
0
τi
, b0τi , α
0
j are assumed known.
4.4 Bayesian spectral approximation for func-
tional mixtures
We denote by S˜i(t) and G˜j(t), spectral approximations of Si(t) and Gj(t)









bjr cos(2piθjsrt) + cjr sin(2piθjsrt),
where writing ci = (αi1, . . . , αim, γi1, . . . , γim)
′
and

















, j = 1, . . . , K,
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with s1, . . . , sm independently sampled from the spectral density corre-
sponding to ψ(r; 1, 1), r = 1, . . . ,m, and Zλi andVθj are ni × 2m matrices
with lth rows respectively
(cos(λiTils1), . . . , cos(λiTilsm), sin(λiTils1), . . . sin(λiTilsm))
and
(cos(θjTils1), . . . , cos(θjTilsm), sin(θjTils1), . . . , sin(θjTilsm)),
where Til = 2pitil. For our case the spectral density of ψ(r; 1, 1) is normal,
ω(s) ∼ N (0, 1
2pi
)
. Instead of sampling randomly from ω(s) we use a deter-








where F (.) denotes the spectral distribution function. The functional clus-




ρj N (Zλici + Vθiaj, σ2 Ini),
K∑
j=1
ρj = 1 (4.6)
with all priors as before.
4.5 Variational inference for functional mix-
tures
In Chapter 1, we introduced Bayesian inference and discussed how varia-
tional approximation is carried out in Bayesian inference. In this section,
we show how variational approximation is applied in functional mixtures.
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Consider a Bayesian analysis of a mixture model with parameter ϕ for the
mixture components, observed data y, and mixture component indicators
δ. The posterior distribution is
p(ϕ, δ | y) ∝ p(y|ϕ, δ)p(ϕ, δ) (4.7)




p (y|ϕ, δ) p (ϕ, δ) dϕ,
where p (y|ϕ, δ) is the data likelihood and p(ϕ, δ) is the joint prior distri-
bution on ϕ and δ. We aim to approximate the posterior, p(ϕ, δ | y) with
qξ(ϕ, δ) that belong to some class of distributions indexed by a variational
parameter ξ. We reformulate the posterior computation as an optimiza-
tion problem and search for η for which the approximating posterior is
closest to the true posterior in terms of KL divergence. The minimiza-
tion is equivalent to the maximization of the lower bound on log p(y). The
class of approximating distributions will generally be chosen to make the
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is the Kullback -Leibler divergence between qξ(ϕ, δ) and p(ϕ, δ|y), we see








(4.9) is called the variational lower bound, and from our derivation maxi-
mization of this lower bound is equivalent to minimization of the KL diver-
gence between the approximating and true posterior. The lower bound is
often used as an approximation to log p(y) in problems of Bayesian model
choice. For our functional mixture model, we write ρ = (ρ1, . . . , ρK)
′
,λ =


















, θ = (θ1, . . . , θK)
′
, δ =





















λ) denotes the full set of model param-
eters. We consider a variational approximation qξ(ζ), parametrized by set
of variational parameters ξ to the posterior p(ζ | y) of the form






















































, q (θ) =
K∏
j=1




The distributional forms of the q densities are assumed to be











) ∼ IG (aqτi , bqτi), q (σ2κj) ∼ IG(aqκj , bqκj), q(θj) ∼ N (µqθj, σqθj 2) ,
q (β) ∼ N (µqβ,Σqβ), q(ci) ∼ N (µqci ,Σqci), q (aj) ∼ N (µqaj ,Σqaj) ,
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q (ρ) ∼ Dir(ρj, αq1, . . . , αqK), and q(δi = j) = qij with
K∑
j=1
qij = 1 for i =
1, . . . , n. The lower bound is computable analytically with the above as-
sumed form for the variational posterior (see Appendix C).
4.6 Hybrid variational method for functional
mixtures





where the blocks of parameters ζj, j = 1, . . . , b form a partition of ζ.
A blockwise gradient ascent approach to optimizing the variational lower
bound which does not assume parametric forms for the factors in (4.11) is
the mean field variational Bayes approach. It can be shown (e.g. Ormerod
and Wand 2010) that maximization of the lower bound (4.9) with respect
to q(ζi) with q(ζj), j 6= i fixed, results in
q(ζi) ∝ exp
(
E−q(ζi) {log p(ζ, y)}
)
, (4.12)
where E−q(.) denotes expectation taken with respect to
∏
j 6=i q(ζj). Some-
times computation of the mean field update (4.12) will be intractable, and
so a hybrid scheme is attractive where mean field updates are performed for
blocks where that is feasible and a parametric form is assumed for the vari-
ational posterior for blocks where the mean field update is not feasible. The
use of a parametric form for the variational posterior is sometimes referred
to as fixed form variational Bayes, and mixing fixed form and mean field
updates results in a hybrid of the fixed form and mean field approaches.
We will consider such a hybrid algorithm for our model. In models with
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suitable conjugate exponential structure the optimal density in (4.12) may
belong to an exponential family and the update (4.12) corresponds to up-
dating its natural parameters. The forms we assumed for the variational
factors in (4.10) in Section 4.5 correspond to the mean field updates except
for the parameters λi, i = 1, . . . , n and θj, j = 1, . . . , K. Hence mean field
updates will be used in our variational algorithm except for these parame-
ters for which we use normal form posterior distributions. The parameters
of these normal fixed form variational posterior distributions are updated
by nonconjugate variational message passing (Knowles and Minka 2011)
discussed in Chapter 1. We will only be concerned here with NCVMP
udpates of univariate normal factors - see Knowles and Minka (2011) and
Wand (2014) for a more general discussion of the NCVMP algorithm.





Then for a univariate parameter block ζa assigned a normal variational
posterior N (µqa, σqa2), the NCVMP rule for updating the variational mean








































2) denotes the expectation of log fi(ζ, y) with respect to
the current variational posterior. Note that in the summations the factors
fi(ζ, y) which do not depend on ζa can be ignored. The derivation of the
expression for these updates for λi and θj, i = 1, . . . , n, j = 1, . . . , K in our
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model is given in Appendix C. The NCVMP updating rule is not guaran-
teed to increase the variational lower bound, so in practice this must be
checked with techniques such as damping being used to ensure convergence
(Knowles and Minka 2011). The derivation of the mean field updates and
computation of the variational lower bound can be found in Appendix C.
Algorithm 6 shows the complete set of updates in our variational algorithm
where we have used the following notation;
Bi = Eq(Zλi), B∗i = Eq(Z
′
λi
















2 , Qi =
∂Vi
∂σqθj
























































and Vθi = Vθj , if δi = j.
The expectations involved in the above definitions are evaluated using re-
sults in Appendix C.
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Algorithm 6 Hybrid VB (HVB) scheme for functional cluster model (4.6)






β = Σβ0, µ
q



























= σ2θ0 , for j =
1, . . . ,K, bqλ = b
0










aqτi = m+ a
0
τi , for i = 1, . . . , n, a
q
κj = m+ a
0
κj for j = 1, . . . ,K.
Cycle until the change in the lower bound is less than a specified tolerance:
1. For i = 1, . . . , n, j = 1, . . . ,K,
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4.6. Hybrid variational method for functional mixtures
4.6.1 Partial directional adaptive hybrid VB algorithm
Tan et al. (2015), inspired by Salakhutdinov and Roweis (2003), add a step
size to the NCVMP updating rules so that the step size can be adapted
at each iteration and this can speed convergence. The strategy begins
with step size 1 and is increased by a multiplicative factor % as long as
the lower bound is increasing, with step size reverting to 1 when the lower
bound decreases. Mensah et al. (2015) implemented a similar idea in
their functional model. We adapt the approach of Mensah et al. (2015)
here to accelerate the basic algorithm, with the adaptive step used only
on some parameters in the model. Algorithm 7 shows the implementation
of the partial directional adaptive hybrid VB scheme where we have used
the notation ∆(·)(t) = log (·)(t+1) − log (·)(t). We have applied Algorithm 7
with the multiplicative factor % ∈ {1.01, 1.02, 1.08, 1.2} in all simulations




Algorithm 7 Partial directional adaptive hybrid VB algorithm
Initialize: ξ(0) as in algorithm 6. Set t = 0 and a0 = 1, diff =∞
Cycle until the change in the lower bound is less than a specified tolerance:
1: t← t+ 1




























4: Compute updates in steps 5-6 of algorithm 6.


































7: Compute update in steps 11-12 of algorithm 6.








9: Compute diff = L|ξ(t)−L|ξ(t−1), where L|ξ denotes the value of the lower
bound with variational parameters ξ. If diff > 0, at = %at−1 and return
to step 1. Else, at = 1 and return to step 3
After running the algorithm each individual can be assigned to one of the K
clusters based on the converged values of the probabilities qij, i = 1, . . . , n,
j = 1 . . . , K. Observation yi is assigned to the j
∗th component if j∗ =
argmax1≤j≤Kqij, where {qij, 1 ≤ i ≤ n, 1 ≤ j ≤ K}.
4.7 Experimental evaluation
In this section, the proposed methods are validated empirically through
simulations. The main focus of the assessment is to illustrate (a) The per-
formance of the proposed methodology in clustering artificially generated
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curves, (b) The potential of the methodology to distinguish between differ-
ent degrees of smoothness both within and between clusters, and (c) The
potential for computational savings through use of the directional adaptive
hybrid VB algorithm rather than its basic counterpart. The algorithms are
initialized following the defaults in Algorithm 6. The qij values are ini-
tialized by an initial hard random assignment of observations to different
clusters with equal probability. The algorithms are stopped when the rela-
tive change in the variational lower bound is less than 10−4. All code was
written in R and run on an Inter (R) quadruplet processor Windows PC
3.40 GHz, 3401 Mhz workstation. We implement the component deletion
approach of McGrory and Titterington (2007) for choice of the number of
mixture components. The algorithms are initialized with a reasonably large
number of mixture components, and any component whose weight becomes
small is dropped and the algorithms continue till convergence with the re-
maining components. This ensures automatic choice of model complexity.
4.7.1 Simulation 1
We report results from a simulation study where the proposed algorithms
were applied to simulated curves from model (4.4). A total of 3000 data
points composing 100 functional curves over 30 equally spaced time points
were simulated from model (4.4) as follows. We consider a two com-
ponent model (K = 2) with the vector of regression coefficients fixed
at β = (0.25, 0.8). Cluster level covariate information is employed with
ωi = (ωi1, ωi2) , where ωi1 = 1, i = 1, . . . , 50 and ωi1 = 0 otherwise
and ωi2 = 1 − ωi1. With the ωi and β given, the λi’s are drawn from
N1(ωi′β, 0.02). We take ti to be a grid of 30 equally spaced points be-
tween −5 and 5. The variance parameters σ2τi and σ2κj are set as 0.25
and 2 respectively and the group spatial dependence parameter θj are
drawn from N (0.9, 0.022) and N (0.85, 0.022) for j = 1, 2 respectively.
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The trends Si(t) and Gj(t) are then sampled at ti from zero mean Gaus-









spectively as given in (4.5). Finally, the observations are sampled with
σ = 0.02 as N (0.5Si + G1, σ2 Ini) for i = 1, . . . , 50 and N (Si + G2, σ2 Ini)
for i = 51, . . . , 100.
We employ the following priors. For the normal priors, we use θj ∼
N (0.92, 0.32) and βr ∼ N (0.92, 0.32) independently for r = 1, 2. These
priors were chosen to give probability 0.95 to lag 1 correlations of the
Gaussian processes being in the range [0.1, 0.9]. Note that if we were to use
a very diffuse prior that prior would correspond to strong prior informa-
tion, putting a large prior mass on very weak dependence. For the inverse










= b0κj = 1 for




For the concentration parameter of the Dirichlet prior, we use α0 = 0.05.
For the computational performance assessment of the basic algorithm and
its partial adaptive variant, the proposed algorithms were applied start-
ing with ten component models and with a set of spectral samples m ∈
{10, 15, 20, 25, 30, 35, 40, 45}. In particular, for the lower bound compari-
son, 5 random starts with each spectral point in the spectral sample above
were considered and the variational lower bound employed to select the
largest lower bound among each 5 random starts. For the clustering per-
formance assessment, we consider a repeated run of the basic algorithm
with a fixed spectral sample of size 40. Applying algorithm 6 six times
with m = 40 we obtained a 3 component model 4 times and a 2 component
mixture twice for the model with ωi described above and a 3 component
model 5 times and a 2 components mixture once, when the hierarchical
regression prior for the λi contained only an intercept. Table 4.1 reports
the fitted components and lower bound attained at convergence for the re-
peated runs. The component with the highest lower bound is highlighted.
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The 2 component solutions exhibit better lower bound over the 3 compo-
nent solutions. When using the variational lower bound for model selection
in the Bayesian framework, a larger lower bound is indicative of best model.
Figure 4.1 shows the clustering and Figure 4.2 depicts cluster fits for each
cluster from the 2 component mixture with largest value of the lower bound.
Steel blue curves are the fitted curves and black curves are the true curves.
Clearly we are able to recover the right number of clusters as well as the
underlying trends. Also, examination of the posterior cluster indicator
probabilities indicate that the observations are correctly put into the right
clusters although cluster relabelling occurs in the repeated runs. The clus-
tering as well as the cluster fits from the 2 component mixture model when
the hierarchical regression prior for the λi contained only an intercept are
effectively the same. Note that label switching is not an issue for opti-
mization based methods like variational Bayes and maximum likelihood
methods. Figure 4.3 shows the clustering from the 3 component model. It
is obvious that the 3 component model splits the second cluster into two
uneven parts to give the third mixture component.
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Figure 4.1: Simulation 1. 2 Component mixtures: Clustering results
for simulated data 1 obtained using algorithm 6 with informative covari-
ate information, m = 40. Steel blue curves are fitted curves and black
curves are the true curves.
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Figure 4.2: Simulation 1. 2 Component mixtures: Fitted cluster trends
obtained using algorithm 6 with m = 40. Dashed curve denotes fitted
trends and solid curve represents true trends.
106
4.7. Experimental evaluation





















































































Figure 4.3: Simulation 1. 3 Component mixtures: Clustering results
for simulated data 1 obtained using algorithm 6 with informative covari-
ate information, m = 40. Steel blue curves are fitted curves and black
curves are the true curves.
107
4.7. Experimental evaluation
Table 4.1: Fitted components and lower bound attained at conver-
gence with 6 random starts using algorithm 6 with informative and non-
informative covariates for simulation 1
Informative covariate Intercept only model
Iteration Component Lower bound (L) Component Lower bound (L)
1 3 -8384.90 3 -8385.62
2 3 -8338.03 3 -8353.18
3 2 -8169.11 2 -8297.29
4 3 -8268.38 3 -8476.17
5 3 -8350.72 3 -8435.44
6 2 -8178.34 3 -8414.22
Table 4.2: Largest variational lower bound, average variational lower
bound and number of iterations attained at convergence over 5 repli-
cations with each number of spectral points m over a range of spectral
sample for HVB and PDAHVB for simulation 1.
Algorithm
m HVB PDAHVB
Iterations L Mean L Iterations L Mean L
10 169 -9248.09 -9283.29 161 -9217.30 -9272.45
15 119 -8582.57 -8952.81 87 -8582.03 -8623.02
20 120 -8504.36 -8601.60 82 -8501.21 -8670.83
25 106 -8432.57 -8512.13 75 -8434.05 -8545.90
30 99 -8491.54 -8533.88 74 -8395.15 -8486.49
35 126 -8214.28 -8286.28 93 -8206.71 -8363.34
40 116 -8171.88 -8230.25 84 -8168.73 -8290.83
45 126 -8104.93 -8218.57 82 -8102.51 -8199.04
Table 4.2 shows the variational lower bound, average variational lower
bound, and number of iterations attained at convergence over the range
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of spectral sample considered in the first simulation study. The reported
lower bounds are the largest among the 5 repetitions with each of the set
of spectral sample m while the average lower bounds correspond to the
averages over 5 repetitions for each m.
The effectiveness of the acceleration method in terms of the number of iter-
ations required for convergence for the first simulation study is illustrated
in Figure 4.4. The plots in Figure 4.4 compare the basic algorithm and its
partial adaptive counterpart in terms of lower bound attained at conver-
gence and number of iterations needed for convergence over the range of
spectral basis samples m, on the left and right respectively. The plotted
lower bounds are those in table 4.2. Solid curves correspond to the ba-
sic algorithm and dashed curves denote the partial adaptive variant with
% = 1.02. The partial directional adaptive hybrid VB algorithm attains
similar lower bounds in fewer iterations.





































Figure 4.4: Simulation 1: Plot of largest lower bound attained at
convergence (left) and iterations to converge (right) versus number of
spectral basis frequencies m over 5 repetitions. In all graphs solid curve
is HVB and dashed curve is PDAHVB with % = 1.02.
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Figure 4.5: Simulation 1: Plot of lower bound (left) and adaptive step
size at employed in the partial directional adaptive scheme (right) with
% = 1.02 against iteration, m = 40.
Figure 4.5 shows a comparison of lower bounds obtained from applying
the basic algorithm and its partial adaptive variant for one of the runs
corresponding to a spectral sample size of 40. The second plots the step
size at utilized in the adaptive scheme. The step size is reset to the natural
step size 1 fewer times (once) as compared to that of the directional adaptive
NCVMP algorithm in Figure 3.4 of chapter 3.
Figure 4.6 shows the marginal variational posterior distributions for the re-
gression coefficients. Clearly the model is able to help in understanding the
differing smoothness of functional observations in the clusters. Although
the use of covariate information makes no difference to the clustering ob-
tained in this example, it does help to understand how the functional ob-
servations differ in smoothness between clusters.
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Figure 4.6: Simulation 1: Marginal variational posterior density of
regression coefficients.
4.7.2 Simulation 2
As a second example, we consider a model which is the same as that con-
sidered in subsection 4.7.1, except that the covariate ωi is specified as
ωi = (1, ωi2), where now ωi2 ∼ N (0, 1) for i = 1, . . . , 50 and ωi2 ∼ N (1, 1),
i = 51, . . . , 100. Our first example was perhaps rather artificial in the
sense that the covariate used for predicting the smoothness within clusters
corresponded to the true clustering, and we wish to consider a situation
where the covariate information is less directly related to this. Simulation
of the data proceeds in the same way as in subsection 4.7.1. Applying
algorithm 6 ten times for m = 40 and initializing with a ten component
model for both a model including ωi and a model with only an intercept
using algorithm 6 gives a 2 component model 6 times and a 3 component
model 4 times for the former and a 2 component model 10 times for the lat-
ter. For the computational comparison of different algorithms for different
numbers of spectral frequencies we considered application of the algorithm
with m ∈ {10, 15, 20, 25, 30, 35, 40, 45}. Table 4.3 shows the number of com-
ponents fitted, iterations and lower bound attained at convergence for the
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repeated runs. The highest lower bound is highlighted. The model with the
highest lower bound corresponds to a 2 component mixtures. Figure 4.7
demonstrates the fitted cluster trends for the 2-components mixture model
corresponding to informative covariate for the solution with the largest
value for the lower bound. Dashed curves are fitted cluster trends while
solid curves represent true trends. Figures 4.8 and 4.9 show correspond-
ing clusterings with and without an informative covariate. The steel blue
curves are the fitted and the black curves are the true curves. The correct
number of clusters is obtained in each case and observations are correctly
clustered.


































Figure 4.7: Simulation 2: Fitted cluster trends obtained with algo-
rithm 6 using informative covariate and m = 40.
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Figure 4.8: Simulation 2: Clustering results obtained with algorithm 6
using informative covariate and m = 40.
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Figure 4.9: Simulation 2: Clustering results obtained from applying
algorithm 6 with non-informative covariate, m = 40.





































Figure 4.10: Simulation 2: Plot of lower bound attained at conver-
gence (left) and iterations to converge (right) versus number of spectral
basis frequencies m. Solid curve is HVB and dashed curve is PDAHVB
with % = 1.02.
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Figure 4.11: Simulation 2: Plot of lower bound (left) and adaptive
step size at employed in the partial directional adaptive scheme (right)
with % = 1.02 against iteration, m = 40. Dashed curve corresponds to
PDAHVB and solid curve represents HVB.
Figure 4.10 shows the lower bound and number of iterations to convergence
versus m for the basic and adaptive algorithms. The adaptive algorithm
achieves similar quality fits in fewer iterations except for the smallest value
of m, m = 10. Figure 4.11 shows, from left to right, a plot of lower bound
attained at convergence and adaptive step size against iteration for the
run with m = 40 attaining the highest value of the lower bound. Figure
4.12 shows the marginal variational posterior distributions of regression
coefficients. Again the hierarchical regression priors are helpful for under-


































Figure 4.12: Simulation 2: Marginal variational posterior density of
regression coefficients.
Table 4.3: Fitted components and lower bound attained at conver-
gence with 10 random starts using algorithm 6 with informative and
non-informative covariates for simulation 2
Informative covariate Intercept only model
Iteration Component Lower bound (L) Component Lower bound (L)
1 3 -9675.56 2 -10138.93
2 3 -9645.86 2 -10141.41
3 3 -9618.17 2 -10159.29
4 2 -9599.64 2 -10156.28
5 3 -9658.58 2 -10167.00
6 2 -9578.84 2 -10166.41
7 2 -9587.08 2 -10138.79
8 2 -9546.96 2 -10333.94
9 2 -9554.04 2 -10153.95
10 2 -9551.45 2 -10127.05
Table 4.4 compares the basic algorithm and its partial adaptive counter-
part in terms of computational time over a range of values for m. It is
seen that the computational time associated with both methods increases
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with the spectral sample size, and the adaptive algorithm achieves a small
improvement over the basic algorithm.
Table 4.4: Comparison of basic HVB and PDAHVB for simulation 2
Algorithm
m HVB PDAHVB Ratio
Time t1 (sec.) Time t2 (sec.) t1/t2
10 272.20 179.74 1.51
15 756.54 513.54 1.47
20 1526.09 1191.02 1.28
25 2141.52 1502.99 1.42
30 3289.90 2126.20 1.55
35 4188.16 3056.29 1.37
40 4846.13 3980.06 1.22
45 7474.71 5443.18 1.37
4.8 Conclusion
In this chapter, a variational approach to functional clustering has been
proposed and implemented. The methodology models cluster mean func-
tions with Gaussian processes with their spectral representation applied to
facilitate the development of fast non-standard variational Bayes computa-
tional methods for simultaneous estimation of component parameters and
model complexity. The model allows covariates informative about subject
specific smoothness to be used. Results of simulation studies illustrate the
effectiveness of the proposed methodology in clustering functional curves as
well as distinguishing between various degree of smoothness of functional
observations within and between clusters.
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CHAPTER 5
Conclusions and future work
In this thesis, we have considered several models involving Gaussian pro-
cesses where approximate inference methods are of interest because of the
heavy computational burden imposed by traditional approaches to Bayesian
computation. As data sets become larger, it will be of increasing interest
to explore accuracy and computation trade offs for approximate inference
methods such as variational Bayes.
In Chapter 1, we considered semiparametric regression models with an ad-
ditive structure in which flexible model terms were required for some vari-
ables but a shape constraint was known. The constraint could be in the
form of monotonicity, convexity, a combination of these or something more
complex. Gaussian processes are in principle a very attractive approach
to function estimation, but they have not been used very much to date in
the literature on shape constrained smoothing. Here, following Choi and
Lenk (2014), we consider modelling some derivative of flexible terms in the
model in terms of a Gaussian process; by using a spectral approximation
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to the Gaussian process, attractive and tractable representations of flexi-
ble terms subject to the required constraints can be obtained (Choi and
Lenk 2014). We saw that variational inference for these models can im-
prove computation times by an order of magnitude, although it is also true
that automation of the implementation is made more difficult by the need
to find good starting values in the optimization and also some accuracy is
sacrificed. Nevertheless, frequentist performance of the estimators in terms
of mean squared error is excellent. Although the conclusions might seem
to be specialized to a very particular kind of model, we would also expect
that the conclusions generalize to other approaches to shape constrained
smoothing with a variational approach to computations. The basic issues
of how to handle non-conjugate model terms and the loss of accuracy that
it brings remain the same. Note that the gap between the log marginal
likelihood (model evidence) and the lower bound is the Kullback-Leibler
(KL) divergence between the approximation and the true posterior. If the
posterior approximation is poor the lower bound is underestimated by a
greater amount. In the case without shape restriction, a normal poste-
rior approximation works better since the full conditional distribution of
the mean parameters is normal, so ignoring uncertainty in the variance
parameters, the posterior will be roughly normal. However, in the shape
constrained case the basis parameters enters into the mean non-linearly and
this is not the case, so a normal approximation does not work so well. When
the variational approximation makes errors of quite different magnitude for
constrained and unconstrained smooth terms, it may also be difficult to
use the variational lower bound as an approximation to the log marginal
likelihood for choosing the shape constraint and for model choice, although
possibly the lower bound may be useful for choosing between parametric
and unconstrained smooth terms in such models. Other Bayesian model
selection tools can be considered in the future when this approach is used.
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Attractive alternatives to the variational lower bound are the Bayesian
information criterion (BIC) since it does not rely on the full variational
posterior distribution and variational posterior predictive goodness of fit





in the examples was rather via trial and error. In the future, when the
variational approach is applied to new data sets, it is advisable to employ
other initialization strategies to choose good starting set of values for the
above parameters. For example, the variational algorithm can be initialized
randomly from multiple starting values for the above parameters and the
set with the largest attained lower bound used (Bishop and Svenskn 2002).
Alternatively, the variational algorithm can be stopped prematurely from
short runs with sets of reasonable starting values for these parameters and
only the set with the highest attained lower bound followed to convergence
(Nott et al. 2012).
In the second chapter of the thesis, we considered a functional model for
grouped longitudinal data in which the functional observations are a sum of
a smooth group term plus an individual specific term plus measurement er-
ror. The group and individual effects are modelled using a spectral approxi-
mation of a Gaussian process, and the covariance function hyperparameters
for the individual effects are related to individual specific covariates through
a hierarchical prior. Again an efficient variational computation scheme was
devised, as well as an adaptive approach that accelerated convergence of
the basic variational scheme. The variational approximations could also
be used as a starting point for obtaining proposal distributions for MCMC
and this was also considered within an adaptive MCMC algorithm. Ex-
periments with a simulated and real example highlighted the way that the
model is able to help understand differing smoothness between functional
observations in different groups, an important property of the model for
the real application, where it was desired to evaluate the meaningfulness of
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a certain grouping of the functional observations in terms of the differences
in the dynamics between them.
The third chapter of the thesis has extended the model of the second chap-
ter to the situation where the appropriate grouping of the functional ob-
servations is not known, so that we obtain a mixture model which is useful
for clustering. Again, we consider an efficient variational computational
scheme, an acceleration of it, and a hierarchical prior on the individual spe-
cific covariance hyperparameters useful for understanding differing smooth-
ness of different functional observations between clusters.
In this thesis, we have employed the product density transform approach
to variational approximation. That is variational approximations with
complete marginal factorisations over all variables. These forms for the
variational approximations considered necessitate closed form computation
and evaluation of the corresponding lower bounds to facilitate the develop-
ment of fitting algorithms. However, other factorisations or transformations
such as the parametric density transform approach, the tangent transform
approach (Ormerod and Wand 2010) and stochastic variational approach
(Hoffman et al. 2013) can be used. Nevertheless, these approaches may
not lead to closed form evaluation of the corresponding lower bound.
Future work
There are a number of avenues for future work. For our work on shape
constrained smoothing, it should be noted that it is difficult to extend the
approach considered here to the case of smooth multivariate terms where
constraints are required on several of the variables at once. Riihima¨ki and
Vehtari (2010) consider shape constrained smoothing for Gaussian pro-
cesses in the multivariate setting and a very interesting approximate in-
ference algorithm based on expectation propagation for fitting it. In the
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context of emulation of computer models, Golchi et al. (2015) have recently
considered a similar approach but using MCMC for the computations. We
believe that recent advances in scalable Gaussian process models would al-
low these methods to be scaled up to much larger data sets. In particular,
the recently developed nearest neighbour Gaussian processes of Datta et al.
(2016) would allow an efficient large scale implementation of multivariate
shape constrained smoothing using either variational Bayes or even Monte
Carlo methods for the computations.
Future work on the functional models for longitudinal data of Chapters 3
and 4 could proceed in a number of different directions. First, it might
be useful to consider in our functional model covariates directly at the ob-
servation level that are more complex than simply an indicator for group
membership. Secondly, in the case of our functional clustering model, we
would like to examine a wide range of real data sets to see whether our
model allowing for covariate dependent smoothness can result in better
clustering performance than existing functional clustering methods. While
our method currently helps to understand how smoothness differs between
clusters and hence is helpful for interpretation, we have not found to date
that it gives very different or superior results to functional clustering meth-
ods which do not use covariate dependent smoothness.
In summary, there remain many promising directions for future research in
the application of variational inference ideas to complex models for func-
tional and regression data using Gaussian processes.
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APPENDIX A
Derivations for paper 1
A1. Variational updates for unrestricted model
In this section, we derive the updates for the parameters of the model in
equation (2.1) without shape restrictions, given in Algorithm 1. In the
derivation of updates for a given block of parameters, we write simply C
for any constant that does not depend on the parameters for the block;
the value of that constant will be allowed to change from one expression to
another without denoting this explicitly in the notation.
In deriving the mean field updates for blocks following (2.6), any expecta-
tions are with respect to the marginal variational posterior for the param-
eters omitting the parameters in the block under consideration. Again this
would not be denoted explicitly in the notation. Similarly, in any NCVMP
updates expectations are with respect to the full variational posterior and
C denotes any constant not depending on the variational parameters for
the factor.
133
The factorization of the variational posterior into independent blocks greatly
facilitates computations of expectations for the updates. We will use this
independence where needed in calculations of expectations without further
comment.
For β, the mean field update takes the form
log q(β) = E(log p(β|σ2)) + E(log p(y|β, θ, σ2)) + C
and




(β − µ0β)TΣ0β−1(β − µ0β) + C














































ZT (y − ϕµqθ)
)}
+ C,
from which we deduce that q(β) is multivariate normal, N (µqβ,Σqβ) with
the expressions for Σqβ and µ
q
β given by the corresponding updates in Algo-
rithm 1.
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For θ, the update (2.6) is
log q(θ) = E(log p(θ|σ2, τ 2, ψ)) + E(log p(y|β, θ, σ2)) + C,
where






























































θTϕT (y − Zµqβ)
}
+ C,
from which we deduce that q(θ) is multivariate normal, N (µqθ,Σqθ) with
the expressions for Σqθ and µ
q
θ given by the corresponding updates in Algo-
rithm 1.
For σ2, the update (2.6) is
log q(σ2) = E(log p(σ2) + log p(y|β, θ, σ2) + log p(θ|σ2, τ 2, ψ))
+ log p(β|σ2) + C,
135
where





log σ2 − s0,σ
2σ2
+ C,
E(log p(y|β, θ, σ2)) = −n
2
log σ2 − 1
2σ2
E((y − Zβ − ϕθ)T (y − Zβ − ϕθ)) + C,
= −n
2





+(y − Zµqβ − ϕµqθ)T (y − Zµqβ − ϕµqθ)
}
+ C,
E(log p(θ|σ2, τ 2, ψ)) = −T
2




















T )diag(E(Γ−1))) + C,
E(log p(β|σ2)) = −p
2
log σ2 − 1
2σ2
{







log q(σ2) = −
(
























+(y − Zµqβ − ϕµqθ)T (y − Zµqβ − ϕµqθ)
+(µqβ − µ0β)TΣ0β−1(µqβ − µ0β)
}
+ C.







the expressions for rq,σ and sq,σ given by the corresponding updates in
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Algorithm 1.
For τ 2, the update (2.6) is
log q(τ 2) = E(log p(τ 2) + log p(θ|σ2, τ 2, ψ))
with





log τ 2 − s0,τ
2τ 2
+ C
E(log p(θ|σ2, τ 2, ψ)) = −T
2




















T )diag(E(Γ−1))) + C,
which gives



























with the expressions for rq,τ and sq,τ given by the corresponding updates
in Algorithm 1
Finally we consider the NCVMP updates for the variational parameters
σqψ
2, µqψ in the assumed normal factor q(ψ). The NCVMP update takes the






2) = E(log p(ψ)) + C
= −w0E(|ψ|) + C.
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Since ψ is normal, E(|ψ|) is the mean of a folded normal variable, giving
















































































































































































































































































































































We also require an expression for the variational lower bound. The lower
bound is
L(q) = E(log p(y, δ))− E(log q(δ))
where
E(log p(y, δ)) =E(log p(y|β, θ, σ2)) + E(log p(β|σ2)) + E(log p(θ|σ2, τ 2, ψ))
+ E(log p(ψ)) + E(log p(σ2)) + E(log p(τ 2)) (A.1)
and
E(log q(δ)) = E(log q(β)) + E(log q(θ)) + E(log q(σ2))
+ E(log q(τ 2)) + E(log q(ψ)). (A.2)
Evaluating each of the terms on the right hand side of (A.1) and (A.2)
gives
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E(log p(y|β, θ, σ2)) =− n
2










where µy = (y−Zµqβ−ϕµqθ)T (y−Zµqβ−ϕµqθ) andψ(·) denotes the digamma
function,
E(log p(β|σ2)) = −p
2
log 2pi − p
2












β − µ0β)TΣ0β−1(µqβ − µ0β)
}
,
E(log p(θ|σ2, τ 2, ψ)) =− T
2
{log 2pi + log(sq,σ/2)− ψ(rq,σ/2)
+ log(sq,τ/2)− ψ(rq,τ/2)}
+



























































































E(log q(β)) =− p
2





E(log q(θ)) =− T
2






















































E(log q(ψ)) =− 1
2






A2. Variational updates for monotone shape
restricted model
We use the same notational conventions regarding constants and expecta-
tions in our derivations as explained at the beginning of Appendix A.
For β, the update (2.6) is
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log q(β) = E(log p(β)) + E(log p(y|β, θ, σ2)) + C,
where







(β − µ0β)TΣ0β−1(β − µ0β) + C,


































where Bθ(xi) = ψ(xi)Σ
q





θ, and Dψ = δM(xi).
In deriving the above expression, we use the following result. For a random
p-vector X with mean µ and covariance matrix Σ and for a fixed p×p matrix
A, E(XTAX) = tr(AX) + µTAµ; furthermore, if X is also multivariate
normal then also Var(X) = 2tr(AΣAΣ) + 4µTAΣAµ. We have































This gives that q(β) is normal, N (µqβ,Σqβ), with µqβ and Σqβ as given in
Algorithm 2.
For τ 2, the derivation of the update (2.6) is the same as in the unconstrained
case, except that rq,σ
sq,σ







For θ, the mean field update does not take the form of a standard distribu-
tion, and we use a multivariate normal approximation with the parameters




















































Then the NCVMP update follows the form of equation (2.9), where the





, i = 1, 2. Differentiating using standard rules of matrix


















































−4δ(yi − zTi µqβ − δtr(Σqθψ(xi))−Dψ)ψ(xi)µqθ
}
.
From these expressions we obtain the NCVMP update for θ given in Algo-
rithm 2.
For σ2, the update (2.6) is
log q(σ2) = E(log p(σ2) + log p(θ|σ2, τ 2, ψ) + log p(β|σ2)
+ log p(y|β, θ, σ2)) + C,
where





log σ2 − s0,σ
2σ2
+ C,
E(log p(θ|σ2, τ 2, ψ) = −(T + 1)
2
log σ − 1
2σ
E(θTdiag(Υ−1)θ) + C,

















E(log p(β|σ2)) = −p
2
log σ2 − 1
2σ2
E((β − µ0β)TΣ0β−1(β − µ0β)) + C
= −p
2
log σ2 − 1
2σ2
{






E(log p(y|β, θ, σ2)) = −n
2




















log q(σ2) = −
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with a, b and c appropriately defined.
Finally, the NCVMP update for q(ψ) takes the same form as before, except













to derive the variational lower bound. We have
L(q) = E(log p(y, δ))− E(log q(δ))
where
E(log p(y, δ)) = E(log p(y|β, θ, σ2)) + E(log p(β|σ2)) + E(log p(θ|σ2, τ 2, ψ))
+ E(log p(ψ)) + E(log p(σ2)) + E(log p(τ 2)) (A.3)
and
E(log q(δ)) = E(log q(β)) + E(log q(θ)) + E(log q(σ2))
+ E(log q(τ 2)) + E(log q(ψ)). (A.4)
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We need to compute the terms on the right hand sides of (A.3) and (A.4).
E(log p(y|β, θ, σ2)) = −n
2





















E(log p(β|σ2)) = −p
2
















β − µ0β)TΣ0β−1(µqβ − µ0β)
}
















































































Also, E(log p(τ 2)), E(log q(β)), E(log q(θ)), E(log q(τ 2)) and E(log q(ψ)) are
the same as the unconstrained case. We have already described in the text










. For the lower bound, it seems that
we also need E(log σ2); however, all terms involving E(log σ2) cancel out
when the terms of the lower bound are summed so that this can be ignored.
A3. Variational updates for monotone convex
or concave shape restricted model
Similar to the monotone restricted variational updates, the same notational
conventions regarding constants and expectations at the beginning of Ap-
pendix A will be used. Without loss of generality, we only consider the







α,θ, ψ(xi) with ψ
b,α(xi), and Υ with
Υα = (σ20,α, σ
2
0, τ









, the updates for β, θα, τ 2 and ψ follow the same form
as the variational updates derived in Section A.
For σ2, the update is
log q(σ2) = E(log p(σ2) + log p(y|β, θα, σ2) + log p(θα|σ2, τ 2, ψ))
+ log p(β|σ2) + C,
where
E(log p(θ|σ2, τ 2, ψ) = −(T + 2)
2
log σ − 1
2σ
E((θα)Tdiag((Υα)−1)θ) + C


















and E(log p(σ2)), E(log p(y|β, θα, σ2)) and E(log p(β|σ2)) are the same as
in the monotone case after replacing ψ(xi) with ψ
b,α(xi), Υ with Υ
α, Σqθ




α,θ. Therefore, we get








with a = r0,σ+n+p+(T+2)/2
2














































For the variational lower bound, we have
L(q) = E(log p(y, δ))− E(log q(δ)),
where
E(log p(y, δ)) = E(log p(y|β, θα, σ2)) + E(log p(β|σ2))
+ E(log p(θα|σ2, τ 2, ψ)) + E(log p(ψ))
+ E(log p(σ2)) + E(log p(τ 2)) (A.5)
and
E(log q(δ)) = E(log q(β)) + E(log q(θα))E(log q(σ2))
+ E(log q(τ 2)) + E(log q(ψ)). (A.6)
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For E(log p(θα|σ2, τ 2, ψ)) and E(log q(θα)), we have

































































E(log q(θ)) =− T + 2
2












α,θ, ψ(xi) with ψ
b,α(xi), Υ with Υ
α
and E(Υ−1) with E((Υα)−1), all other terms on the right hand side of
(A.5) and (A.6) are of the same form as in the monotone case. All terms
involving E(log σ2) cancel out when the terms are summed and procedures
to calculate E( 1
σ
) and E( 1
σ2
) are discussed at the end of Section 2.6.
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APPENDIX B
Derivations for paper 2
B1. Preliminary result for lower bound cal-
culations
The following preliminary technical result are useful for the lower bound
calculations in Section B2.
Lemma B.1. (a) Write p(x) for the density function of a normal random
variable with mean µ and covariance matrix Σ, for x ∈ Rq. Let a be












Proof. The proof follows from using standard results about expecta-
tions of quadratic forms of a random vector.
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log(y)p(y)dy = log(b0)− ψ(a0)
where ψ(y) is the digamma function.
Proof. The proof follows from using the fact that an inverse gamma
density integrates to one and then differentiating under the integral
sign with respect to the parameters.
(c) Suppose X ∼ N (µ,Σ) and that t1 and t2 are fixed vectors of the same






































































Proof. To prove (c), use the expression for the characteristic function







































sin (XT t1) cos(X
T t2)
)
− iE (cos (XT t1) sin (XT t2)) (B.10)














































(B.11)+(B.13), (B.11)-(B.13) and (B.12)+(B.14) give equations (B.2),
(B.4) and (B.6) respectively. In addition, setting t2 = 0 in (B.11) and
(B.12) we obtain equations (B.7) and (B.8).
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p(γg|σ2κg) p(θg) p(σ2κg |uκg) p(uκg)
}
p(σ2 |u) p(σ2λ) p(β) p(u)
(B.15)








































































+ Eq (log p(β))
+ Eq (log p(u))− Eq (log q(β))− Eq
(
log q(σ2 )






































Eq (log q(γg)) .
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The expectations involved in the above expressions can be evaluated by




Wi = Eq(Wθi), W
∗
i = Eq(Wθi



































, νi = (µ
q
λi
− υiTµqβ)2 and ηi = (ci, λi, γg(i), θg(i), σ2 ),
we have
Eq (log p(yi | ηi)) = −ni
2
log 2pi − ni
2






yTi yi − 2yTi Zµi + Tzi + Twi + 2Wµi
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log 2pi − 1
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Eq( log p(γg | σ2κg)) = −m log 2pi −m
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− (bτi + 2)
2
{
log bqτi − ψ(aqτi)
}− bτi (aquτiaqτibquτi bqτi
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− (bκg + 2)
2
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− (b + 2)
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(µqθg − µθ0)2 + σqθg2
}
Eq( log p(β)) = −r
2






(µqβ − µβ0)TΣ−1β0 (µqβ − µβ0) + tr(Σ−1β0 Σqβ)
}
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log 2pi − r
2





log 2pi − 1
2
Eq( log q(γg)) = −m log 2pi − 1
2
log |Σqγg | −m
Eq( log q(ci)) = −m log 2pi − 1
2
log |Σqci| −m
Eq( log q(θg)) = −1
2









ψ(aqκg)− aqκg − log bqκg − log Γ(aqκg)
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Eq( log q(σ2 )) = (aq + 1)ψ(aq)− aq − log bq − log Γ(aq)




λ)− aqλ − log bqλ − log Γ(aqλ)




ψ(aqτi)− aqτi − log bqτi − log Γ(aqτi)




ψ(aqu)− aqu − log bqu − log Γ(aqu)















ψ(aquκg )− aquκg − log bquκg − log Γ(aquκg )
B3. NCVMP updates for spatial dependence
parameters
Recall that the spatial dependence parameters in model (3.1) are λi and θg.
Our variational posterior for λi is q(λi) ∼ N (µqλi , σqλi
2) and the variational




























2, µqλi) = (Eq {log p(λi|β, σ2λ)} ,S2(σqλi
2, µqλi) = Eq {log p(yi|ηi)})
and ηi = (ci, λi, γg(i), θg(i), σ
2
 ). It is easily shown that
S1(σqλi
2, µqλi) = −
ni
2
log 2pi − ni
2










2, µqλi) = −
1
2
log 2pi − 1
2







































































































 , where B∗i , C∗i , and D∗i are m×m.
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lm − cos(µqλiTijω+lm)V +lm
]
,
and here straightforward differentiation gives
∂
∂µqλi






















































































































































where B1i, B2i, B3i, N1i, N2i, and N3i are m ×m. Then the (l,m)th ele-
























































































































where we write Tij = 2pitij, ω
+
ij = ωi − ωj, ω+ = ωi + ωj,




















, and uijlm =
µqiTijωlm.








updates can similarly be derived using (B.16) and (B.17) with λi replaced
by θg.
B4. Derivation of MCMC full conditionals
In this section, we derive the full conditionals for Gibbs’ sampling steps
in the functional model (3.1). Using the expression for the joint poste-
rior p(ξ)p(y|ξ) in equation (B.15),for all parameters in the model, the full
conditionals can be derived as follows.














































The full conditionals p(σ2 |rest), p(σ2λ|rest), p(σ2τi |rest), p(σ2κg |rest), p(u|rest),
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Recall that β ∼ N(µβ0 ,Σβ0), ci ∼ N (0,
σ2τi
m





N (viTβ, σ2λ) and θg ∼ N (µθ0 , σ2θ0).































































































Considering only terms involving ci in the exponent and completing squares












































γTg Aγgγg − 2σ2 ∑
g(i)=g




















−1 µγg = σ2−1Σγg
∑
g(i)=g
W Tθi (yi − Zλici)

The full conditionals p(λi|rest) and p(θg|rest) do not take the form of any
standard distribution which is easily sampled directly.
B5. Overview of catchment streamflow data
application
This study implements a version of the PDM that incorporates overland
flow and baseflow (Figure B.1, Smith and Marshall 2009). The probability
distributed soil moisture store (S) receives inputs through precipitation (P)
and losses as actual evapotranspiration (AET) and through percolation
into an unconstrained groundwater storage (GW). Routing components
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accounted for contributions to streamflow via direct runoff and ground
water discharge. The water balance equation for the model storage at time
step t can be expressed as
St = max(0, St−1 + Pt − AETt −GWt). (B.18)
The spatial variability in the soil moisture is represented using a Pareto dis-
tribution that defines the available soil moisture capacity. This distribution
is defined by two parameters: the maximum storage capacity of the basin
(Cmax) and the degree of spatial variability b in the Pareto distribution.
The critical capacity of the storage at any given time is dependent upon
the proportion of the basin generating runoff. The critical maximum stor-
age (Smax) is derived from Cmax and b (B.18). The relationships between













At each time, the catchment infiltration It can be estimated based on the
observed precipitation Pt, the critical storage of the previous time step, and
the maximum critical storage capacity. Any precipitation that is in excess
of the infiltration capacity contributes to streamflow as surface runoff Pr.
The soil moisture storage has two paths for water outputs; AET and per-
colation to the groundwater storage. The AET loss is based upon the
potential ET (PET) adjusted by the percentage of the critical capacity of
the soil moisture storage and an exponent (be) to define the linearity of the
relationship between ET and AET,







The model incorporates a leak from the soil moisture storage groundwater
store through recharge GWR. This route is implemented as a rate GWr
and is activated when the critical storage is greater than a minimum basin
storage threshold Cmin
GWRt = GWr St−1 ; if St > Cmin. (B.22)
The groundwater discharge GWD is implemented as a rate GWq of available
GW from the previous time step,
GWDt = GWq GWDt−1. (B.23)
The total streamflow from each step on the hydrograph was the sum of the
surface runoff and GWD,
Qs = Pr + GWDt. (B.24)
Figure B.1: The implemented PDM Model. This model consists of
precipitation inputs, evapotranspiration losses, a soil moisture store,
groundwater, and outputs through streamflow.
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Table B.1: Mean and standard deviation of hydrologic model param-
eters for each catchment group
Parameter Smax Tq Ts
Group 1 400, 10 0.85, 0.03 0.12, 0.03
Group 2 100, 10 0.95, 0.03 0.25, 0.03
Group 3 25, 10 0.7, 0.03 0.07, 0.03
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APPENDIX C
Derivations for paper 3
C1. Preliminary technical results
The following results are useful in deriving the variational lower bound and
variational updates.






E[log(wi)] = ψ(ui)− ψ(u0)
Lemma C.1 just states some well known results about the Dirichlet distri-
bution (see, for example, O’Hagan and Forster 2004, p. 342–343).
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C2. Computation of variational expectations
of design matrices and cross-products
Let Tig = 2pitig, s
−





































iglr correspond to Wiglr and Liglr with slr
replaced with s+lr and s
−
lr respectively. Let Z
′
λi









where A1i, A2i, andA3i denote m ×m matrices. It is then not difficult to













sin (λiTigsl) sin (λiTigsr) ,
and applying results (c) of Lemma B.1 gives
ni∑
g=1























































iglr − sin (ν+iglr)W+iglr
]
,
Recall that Vθi = Vθj , if δi = j. The elements of V
′
θi
Vθi are derived in the











































































































































Using the notation ∂(z, v) for ∂z
∂v









































































































































































































































































































































 M1i M ′2i
M2i M3i
 , Zi =





 U1i U ′2i
U2i U3i




where M1i, M2i, M3i, Z1i, Z2i, Z3i, U1i, U2i, U3i, R1i, R2i and R3i are m×




































































































































































































































































C3. Evaluation of variational lower bound
Denote by I(.) an indicator function and let δij = I(δi=j). From (4.6),




















































p (β) p (ρ) ,
where ζ denotes the collection of all unknown parameters in the model.
The variational lower bound is given by
L(q) = Eq (log p(y, ζ))− Eq (log qξ(ζ)) ,
where





































































+ Eq (log p (β)) + Eq (log p(ρ))
and















Eq (log q (λ)) +
n∑
i=1













Eq (log q (θj)) +
K∑
j=1






and making repeated use of the lemmas in Appendix B and Appendix C
and the assumed independence of factors in the variational posterior










log 2pi − ni
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log p(ci | σ2τi)
)






























log 2pi − 1
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= a0τi log b
0
τi
− log Γ(a0τi)− (a0τi + 1)
{












= a0κj log b
0
κj
− log Γ(a0κj)− (a0κj + 1)
{













= a0 log b
0










= a0λ log b
0












(µqθj − µθ0)2 + σqθj
2
}
Eq (log p(β)) = −d
2








































log 2pi − d
2





log 2pi − 1
2
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Eq (log q(aj)) = −m log 2pi − 1
2
log |Σqaj | −m
Eq (log q(ci)) = −m log 2pi − 1
2
log |Σqci| −m
Eq (log q(θj)) = −1
2









= aq log b
q
 − log Γ(aq)− (aq + 1) {log bq − ψ(aq)} − aq





= (aqλ + 1)ψ(a
q


















ψ(aqκj)− aqκj − log bqκj − log Γ(aqκj)















ψ(aqu)− aqu − log bqu − log Γ(aqu)
































C4. Nonconjugate variational message pass-
ing updating equations
The factors connected to λi from the model are p (λi|β, σ2λ) and
N (yi;Zλici + Vθiaj, σ2 Ini) . Let the contribution from these factors to the
lower bound be denoted by f1i and f2i. We have
f1i = −1
2
log 2pi − 1
2
























log 2pi − ni
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The variational posterior distribution for λi isN (µqλi , σqλi










































































































































MCMC Results for streamflow data
application
D1. Fitted catchment streamflow trends
We present results for the MCMC implementation of the streamflow data
application with a spectral sample of size m = 90. We consider chain of
length 20000 with a burnin size 10000 for posterior inference.
Figure D.1 shows the fitted catchment group specific trends and Figure
D.2 plots catchment specific trends for the first three catchments in each
catchment group. The dashed curves are the fitted trends and solid curves
are the true streamflow curves. The varying smoothness between the 3
groups is evident. Also the catchment specific streamflow trends are very
well recovered.
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AppendixD: MCMC Results for streamflow data application




































Figure D.1: Streamflow data. Plot of fitted group specific streamflow
from Algorithm 5 (MCMC) with m = 90. Arranged from left to right
are Groups 1, 2 and 3.






catchment 1, group 1 






catchment 101, group 2






catchment 201, group 3






catchment 2, group 1






catchment 102, group 2 






catchment 202, group 3






catchment 3, group 1 






catchment 103, group 2 






catchment 203, group 3
Figure D.2: Streamflow data. Plot of fitted catchment specific stream-
flow from Algorithm 5 (MCMC), x-axis are time points and y-axis are
fitted values. Solid curves correspond to observed streamflow and dash
curves represent fitted streamflow. The three catchments presented in
each group are the first three in each catchment group.
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