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Re´sume´
Dans le cadre de la mise en correspondance par mesure de cor-
re´lation, en vision par ordinateur, cet article pre´sente une classi-
fication en cinq familles d’une quarantaine de mesures. De plus,
seize nouvelles mesures fonde´es sur les statistiques robustes sont
pre´sente´es pour prendre en compte le proble`me des occultations.
Un protocole d’e´valuation est propose´ (huit crite`res, trois paires
d’images synthe´tiques et re´elles, avec ve´rite´ terrain). Les re´sultats
montrent que les mesures robustes (cinquie`me famille), dont les
seize mesures propose´es, sont les plus robustes aux occultations.
Mots Cle´s
Corre´lation, mise en correspondance, occultations, robustesse.
Abstract
In the context of computer vision, matching can be done using
correlation measures. This paper presents the classification of
forty measures into five families. In addition, sixteen new mea-
sures based on robust statistics are presented to deal with the pro-
blem of occlusions. An evaluation protocol is proposed (eight cri-
teria, three pairs of real and synthetic images with ground truth)
and the results show that robust measures (one of the five families)
including the new measures, give the best results near occlusions.
Keywords
Correlation, matching, occlusions, robustness.
1 Introduction
Dans le cadre de la ste´re´ovision, l’objectif est de recons-
truire le relief a` partir de deux images d’une meˆme sce`ne
prises de deux points de vue diffe´rents. `A partir des par-
ties visibles dans les deux images, la reconstruction tridi-
mensionnelle soule`ve, ge´ne´ralement, deux proble`mes : le
calibrage du capteur ste´re´oscopique et l’appariement (mise
en correspondance). La qualite´ de la reconstruction de´pend
de la qualite´ de l’appariement. La mise en correspondance
est une e´tape de´licate qui rencontre de nombreuses diffi-
culte´s : les changements de luminosite´, les bruits lie´s a`
l’acquisition des images, les raccourcissements, les zones
non texture´es, les occultations. De nombreux algorithmes
d’appariement ont e´te´ propose´s et e´tudie´s (Gottesfeld [9],
Kanade [11], Scharstein [21], Zhang [26]) mais cet article
aborde uniquement la mise en correspondance dense par
mesure de corre´lation. Dans le cadre de cette e´tude, nous
conside´rons qu’une mesure de corre´lation e´value le degre´
de ressemblance entre deux ensembles de donne´es. Plus
pre´cise´ment, une mesure de corre´lation e´value la ressem-
blance entre deux pixels et leurs voisinages respectifs. Des
travaux ont e´te´ re´alise´s sur l’e´valuation des mesures de
corre´lation, notamment en comparant : les mesures clas-
siques et les mesures utilisant un filtre (Aschwanden [1]),
les mesures classiques et les mesures non parame´triques
(Bhat et Nayar [2], Giachetti [8], Zabih [25]), les mesures
classiques, les mesures non parame´triques et les mesures
utilisant des statistiques robustes (Lan [14], Zhang [27]).
Les objectifs de cet article sont de classer les mesures de
corre´lation de´ja` propose´es, puis de de´finir des mesures de
corre´lation robustes aux occultations et enfin de mettre
en place un protocole d’e´valuation et de comparaison de
toutes ces mesures.
Plusieurs niveaux de profondeurs dans la sce`ne entraıˆnent
des proble`mes d’occultations. Dans le voisinage d’un pixel
a` la frontie`re d’un changement de profondeur, certains
pixels appartiennent au premier niveau de profondeur et
d’autres au deuxie`me. Les pixels appartenant au niveau de
profondeur diffe´rent de celui du pixel e´tudie´ peuvent eˆtre
conside´re´s comme des donne´es aberrantes. C’est pourquoi
les mesures robustes propose´es s’appuient sur des outils
des statistiques robustes aux donne´es aberrantes.
Tout d’abord, les mesures de corre´lation que nous avons
classe´es en cinq familles ainsi que les seize nouvelles me-
sures robustes que nous proposons, sont pre´sente´es et, de
plus, les proprie´te´s de robustesse de ces mesures sont four-
nies. Puis, notre protocole d’e´valuation et de comparaison
est de´crit. Enfin, nous commentons les re´sultats expe´rimen-
taux obtenus avant d’aborder une discussion sur ce travail.
1
2 Taxonomie des mesures
Les notations utilise´es sont :
– la taille des feneˆtres est : (2n+ 1)× (2m+ 1),
n, m ∈ IN∗ et nous posons : N = (2n+ 1)(2m+ 1) ;
– Imax est le niveau de gris maximal de l’image ;
– Ig et Id sont les images a` apparier ;
– Igi,j et I
d
k,l sont les niveaux de gris des pixels des images
gauche et droite, de coordonne´es (i, j) et (k, l) ;
– ∇lx,y, l = g, d, repre´sente le vecteur gradient au pixel
(x, y) de l’image l ;
– les vecteurs fl, l = g,d contiennent les niveaux de gris
des pixels des feneˆtres de corre´lation gauche et droite :
fl = (· · · I li+p,j+q · · · )T , p ∈ [−n;n],
q ∈ [−m;m], l’e´le´ment i du vecteur fl est note´ f il ;
– soit
∑n
p=−n
∑m
q=−m =
∑
A, les P-normes ou distances
LP sont : ‖fl‖P =
(∑
A |I li+p,j+q|P
)1/P
P ∈ IN∗, le cas particulier de la norme euclidienne
est note´ : ‖fl‖ = ‖fl‖2, le produit scalaire est de´fini
par : fg · fd =
∑
A I
g
i+p,j+qI
d
k+p,l+q, les moyennes sont
donne´es par : fl = 1N
∑
A I
l
i+p,j+q et les variances par :
var(fl) = (fl − fl)2 ;
– le terme card(X) donne le nombre d’e´le´ments de l’en-
semble X et la concate´nation est note´e : ⊗ ;
– le terme bxc correspond a` la partie entie`re de x ;
– le vecteur transpose´ de u est note´ uT ;
– la distance de Hamming est de´finie par :
DHam(fg, fd) =
∑N−1
i=0 sgn |f ig − f id|,
avec sgn(x) = 0 si x > 0 ou 1 sinon.
Parmi les mesures que nous avons de´ja` re´pertorie´es [3],
cinq grandes familles sont distingue´es : les mesures de cor-
re´lation croise´e, les mesures utilisant les statistiques de la
distribution des diffe´rences des niveaux de gris, les mesures
utilisant les de´rive´es, les mesures ordinales et les mesures
robustes. Dans les tableaux pre´sentant les diffe´rentes me-
sures, les invariances aux changements de luminosite´ (co-
lonne I) sont pre´cise´es. ´Etant donne´s les scalaires a, b, c et
d, les invariances suivantes sont de´finies :
M(fg + a, fd + b) = M(fg, fd) : 1
M(afg, bfd) = M(fg, fd) : 2
M(afg + b, cfd + d) = M(fg, fd) : 3
Lorqu’il n’y a pas d’invariance nous notons 0. Le type des
mesures (colonne T) est donne´ : similarite´ (note´e S) ou dis-
similarite´ (note´e D) et l’intervalle de variation des mesures
(colonne INT.) est pre´cise´. Les intervalles donne´s sont for-
me´s d’un minorant et d’un majorant.
Mesures de corre´lation croise´e : cette famille (Asch-
wanden [1]) regroupe trois mesures utilisant le produit sca-
laire dont une version normalise´e, NCC, et deux versions
normalise´es et centre´es, ZNCC et MOR (cf. tableau 1).
Les statistiques de la distribution des diffe´rences des
niveaux de gris : cette famille regroupe douze mesures
en trois sous-familles (cf. tableau 2) : les distances, qui
peuvent eˆtre normalise´es et/ou centre´es, les mesures loca-
lement centre´es, pour lesquelles la moyenne des niveaux de
gris de la feneˆtre droite est ramene´e a` la moyenne des ni-
veaux de gris de la feneˆtre gauche (Aschwanden [1]), et les
mesures utilisant la variance (Cox [4]) et le kurtosis (Rziza
[20]).
Mesures utilisant les de´rive´es : ces huit mesures utili-
sent les de´rive´es des images (cf. tableau 3 et annexe). Elles
font appel aux filtres de Sobel, de Roberts (Aschwanden
[1]), de Pratt (Pratt [17]), de Shen-Castan (Crouzil [5]),
au laplacien de gaussien (Aschwanden [1]) ou au codage
OCM (Orientation Code Matching, Ullah [22]).
Mesures ordinales : cette quatrie`me famille de sept me-
sures (cf. tableau 4 et annexe) regroupe trois sous-familles :
les mesures de Kaneko [12, 13], de Zabih [25] et de Bhat et
Nayar [2]. Elles s’appuient sur un classement des niveaux
de gris des pixels de la feneˆtre de corre´lation et utilisent des
transformations non parame´triques.
Mesures robustes : cette famille contient vingt-deux
mesures (cf. tableau 5 et annexe), issues des statistiques ro-
bustes, dont : quatre mesures de corre´lation partielle (Zogh-
lami [28], Lan [15, 16]), la quadrant correlation (Huber
[10]) et les pseudo-normes (Delon [7]). Nous proposons
les nouvelles mesures suivantes : une mesure utilisant une
estimation robuste de la variance, MAD, une autre utilisant
les moindres carre´s me´dians, LMS, une autre fonde´e sur
les moindres carre´s tronque´s, LTS (Rousseeuw [18]), cinq
mesures exploitant des R-estimateurs, R1–R5 (Rousseeuw
[18], Wang [23], Wiens [24]), et huit mesures avec des M-
estimateurs, MR1–MR8 (Rousseeuw [19], Zhang [27]).
Proprie´te´s des mesures : les trois premie`res familles ne
sont pas robustes aux occultations car elles utilisent des ou-
tils des statistiques classiques (moyenne, variance) qui sont
tre`s sensibles a` la pre´sence de donne´es aberrantes. Seules
les mesures centre´es et/ou normalise´es et GC (tableau 3)
ont des invariances aux changements de luminosite´.
Les mesures ordinales sont invariantes aux changements
de luminosite´ et tole`rent le factionnalisme (les donne´es
aberrantes). Toutefois, cette proprie´te´ peut entraıˆner des er-
reurs. Par exemple, conside´rons les deux vecteurs de ni-
veaux de gris suivants : u = (0 1 22 35 46 58 61 121 189)T
et v = (0 2 42 60 81 100 123 124 125)T . Pour les mesures
de similarite´ (κ, ISC), le score maximal est 1. Pour les me-
sures de dissimilarite´ (RANK, CENSUS), le score minimal
est 0. Ici, le score optimal est obtenu lorsque les deux vec-
teurs sont identiques (u et u, il s’agit de deux niveaux de
gris correspondants) et lorsqu’ils sont diffe´rents (u et v,
ces niveaux de gris ne se correspondent pas) : un mauvais
correspondant peut donc eˆtre choisi.
Les mesures robustes ont des invariances aux changements
de luminosite´ (invariance 1 ou 3). Nous proposons de nor-
maliser et/ou centrer les pseudo-normes (notamment pour
obtenir des invariances), en posant, pour 0 < P < 1 :
CDP (fg, fd) = DP (fg − fg, fd − fd) (invariance 1)
NDP (fg, fd) =
DP (fg, fd)√
‖fg‖P P ‖fd‖P P
NCDP (fg, fd) = NDP (fg − fg, fd − fd) (invariance 1).
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NOM NOTATION DE´FINITION INT. T I
Corre´lation croise´e normalise´e NCC(fg, fd)
fg · fd
‖fg‖‖fd‖ [0; 1] S 2
Corre´lation croise´e centre´e et normalise´e ZNCC(fg, fd)
(fg − fg) · (fd − fd)
‖fg − fg‖‖fd − fd‖
[−1; 1] S 3
Mesure de Moravec MOR(fg, fd)
2(fg − fg) · (fd − fd)
‖fg − fg‖2 + ‖fd − fd‖2
[−1; 1] S 0
TAB. 1 – Mesures de corre´lation croise´e.
NOM NOTATION DE´FINITION INT. T I
Somme des valeurs absolues des diffe´rences SAD(fg, fd) ‖fg − fd‖1 [0; ImaxN ] D 0
Somme des diffe´rences au carre´ SSD(fg, fd) ‖fg − fd‖2 [0; Imax2N ] D 0
Somme des diffe´rences au carre´ normalise´e NSSD(fg, fd)
‖fg − fd‖2
‖fg‖‖fd‖
[0; Imax
2N ] D 0
Somme des valeurs absolues des diffe´rences
centre´e
ZSAD(fg, fd) ‖(fg − fg)− (fd − fd)‖1 [0; ImaxN ] D 1
Somme des diffe´rences au carre´ centre´e ZSSD(fg, fd) ‖(fg − fg)− (fd − fd)‖2 [0; Imax2N ] D 1
Somme des diffe´rences au carre´ centre´e et
normalise´e ZNSSD(fg, fd)
‖(fg − fg)− (fd − fd)‖2
‖fg − fg‖‖fd − fd‖
[0; Imax
2N ] D 1
Somme des valeurs absolues des diffe´rences
localement centre´e LSAD(fg, fd) ‖fg −
fg
fd
fd‖1 [0; Imax2N ] D 0
Somme des diffe´rences au carre´ localement
centre´e
LSSD(fg, fd) ‖fg − fg
fd
fd‖2 [0;+∞[ D 0
Variance des diffe´rences VOD(fg, fd) var(fg − fd) [0; Imax2] D 0
Variance des valeurs absolues des diffe´rences VOAD(fg, fd) var (|fg − fd|) [0; Imax2] D 0
Variance des carre´s des diffe´rences VOSD(fg, fd) var
(
(fg − fd)2
)
[0; Imax
4] D 0
Kurtosis K4(fg, fd) |(fg − fd)4 − (fg − fd)2| [0; Imax4] D 0
TAB. 2 – Mesures de corre´lation utilisant les statistiques de la distribution des diffe´rences des niveaux de gris.
NOM NOTATION DE´FINITION INT. T I
Seitz 1 SES1(fg, fd) ‖Rs(fg)− Rs(fd)‖1 [0;+∞[ D 0
Seitz 2 SES2(fg, fd) ‖Rs(fg)− Rs(fd)‖ [0;+∞[ D 0
Nishihara NIS(fg, fd) Rl(fg) · Rl(fd) [0;N ] S 0
Nack 1 NA1(fg, fd)
Rr(fg) · Rr(fd)
NRr(fd)
[0; 1] S 0
Nack 2 NA2(fg, fd)
NA1(fg, fd)
NRr(fg)− Rr(fg) · Rr(fd)
[0; 1] S 0
Pratt PRATT(fg, fd) ZNCC(Rp(fg),Rp(fd)) [−1; 1] S 0
Orientation code matching OCM(fg, fd) 1nDocm(Rocm(fg),Rocm(fd)) [0;
N ′
2 ] S 0
Corre´lation de champs de
gradients GC(fg, fd) 1−
2
∑
A ‖∇gi+p,j+q +∇dk+p,l+q‖∑
A(‖∇gi+p,j+q‖+ ‖∇dk+p,l+q‖)
]−∞; 1] S 1
TAB. 3 – Mesures utilisant les de´rive´es des niveaux de gris.
3
NOM NOTATION DE´FINITION INT. T I
Increment Sign Correlation ISC(fg, fd) 1N−1 (bg · bd + (1− bg) · (1− bd)) [0; 1] S 3
Selective Coefficient
Correlation SCC(fg, fd)
C(fg − fg) · (fd − fd)
‖C(fg − fg)‖‖C(fd − fd)‖
[0; 1] S 3
Zabih (norme L1) RANK1(fg, fd) ‖Rrank(fg)− Rrank(fd)‖1 [0;N2] D 3
Zabih (norme L2) RANK2(fg, fd) ‖Rrank(fg)− Rrank(fd)‖2 [0;N3] D 3
Zabih (Hamming) CENSUS(fg, fd) DHam(Rτ (fg),Rτ (fd)) [0;N ] S 3
Bhat et Nayar 1 κ(fg, fd) 1− ( maxi=0··N−1 d
i
m)/bN/2c [−1; 1] S 3
Bhat et Nayar 2 χ(fg, fd) 1− (2dN/2m )/bN/2c [−1; 1] S 3
TAB. 4 – Mesures ordinales.
NOM NOTATION DE´FINITION INT. T I
Zoghlami et Faugeras 1 ZNCC2(fg, fd) ZNCC(RF1(fg),RF1(fd)) [−1; 1] S 3
Zoghlami et Faugeras 2 ZNCC3(fg, fd) ZNCC(RF2(fg),RF2(fd)) [−1; 1] S 3
Lan et Mohr 1 RZSSD(fg, fd) ZSSD(RLMS(fg),RLMS(fd)) [0; Imax2N ] D 1
Lan et Mohr 2 RZNCC(fg, fd) ZNCC(RMVE(fg),RMVE(fd)) [−1; 1] S 3
Quadrant QUAD(fg, fd) ZNCC(Rq(fg),Rq(fd)) [−1; 1] S 3
Pseudo-norme DP (fg, fd) ‖fg − fd‖P P avec 0 < P < 1 [0; ImaxPN ] D 0
Variance robuste MAD(fg, fd) med |(fg − fd)−med(fg − fd)| [0; Imax] D 3
Moindres carre´s me´dians LMS(fg, fd) med((fg − fd)2) [0; Imax2] D 3
Moindres carre´s tronque´s LTS(fg, fd)
∑h−1
i=0 Tri
i((fg − fd)2) [0, Imax2h] D 3
R-estimateurs Rk(fg, fd) Jk
(
rang(f ig − f id)
N − 1
)
(f ig − f id) IR D 3
M-estimateurs MRk(fg, fd)
∑N−1
i=0 ρk(f
i
g − f id) [0;+∞[ D 0
TAB. 5 – Mesures robustes.
Les mesures MAD, LMS, LTS et R1 a` R5 sont robustes aux
occultations car elles utilisent des estimateurs robustes. Les
R-estimateurs ont la forme ge´ne´rale suivante (cf. tableau
6) : Rk = Jk
(
rang(fig−f
i
d)
N−1
)
(f ig − f id). Le terme rang(xi)
est le rang de xi dans le vecteur x. La focntion φ est la
fonction de distribution normale centre´e re´duite.
NOM FONCTION
Wilcoxon J1(t) = t− 12
Me´diane J2(t) = sgn(t− 12 )
Van der
Waerden J3(t) = φ
−1(t)
Estimateur
B-robuste
optimal
J4(t) =


−1.4634 si 0≤t≤0.39
1.47φ−1(t) si 0.39≤t≤0.61
1.4634 si 0.61≤t≤1
Minimax J5(t) =


−1.14 si 0≤t≤0.48
φ−1( 12 +
t−0.5
t−0.1 ) si 0.48≤t≤0.52
1.14 si 0.52≤t≤1
TAB. 6 – Les fonctions Jk.
Les M-estimateurs ont la forme ge´ne´rale suivante :
MRk(fg, fd) =
∑N−1
i=0 ρk(f
i
g − f id) (cf. tableau 7).
Les fonctions ρk n’ont pas une valeur trop e´leve´e pour de
grandes diffe´rences (cf. figure 1), ce qui assure leur robus-
tesse aux occultations.
NOM FONCTION
L1 − L2 ρ1(x) = (
√
1 + x2)/2− 0.5
Fair ρ2(x) = |x| − log(1 + |x|)
Cauchy ρ3(x) = log(1 + x2)
Geman-
McClure ρ4(x) =
x2/2
1 + x2
Welsh ρ5(x) = (1− e−x2)
Tukey ρ6(x) =
{
(1− (1− x2)6) si |x|≤1
1 sinon.
Huber ρ7(x) =
{
x2
2 si |x|≤1.345
1.345(|x| − 1.345
2
) sinon.
Rousseeuw ρ8(x) = (ex − 1) / (ex + 1)
TAB. 7 – Les fonctions ρk.
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FIG. 1 – Fonctions utilise´es par les M-estimateurs.
3 Protocole d’e´valuation
Pour e´tablir notre protocole d’e´valuation, nous avons duˆ
choisir : les images a` utiliser, les crite`res a` e´valuer ainsi
que l’algorithme a` mettre en place.
3.1 Images utilise´es
Trois paires d’images avec ve´rite´ terrain sont utilise´es :
– images de synthe`se (ste´re´ogramme ale´atoire) : ces ima-
ges, de taille 256×256, comportent deux plans avec une
occultation a` gauche du plan le plus proche ;
– images re´elles “map” (Scharstein et Szeliski [21]) : ces
images, de taille 286 × 216, ont deux plans : le plus
e´loigne´ est paralle`le au plan image et le premier est
incline´ (les points les plus proches du plan image se
trouvent au bas du premier plan). Il y une occultation
a` gauche du premier plan ;
– images re´elles “head and lamp” (Scharstein et Szeliski
[21]) : ces images, de taille 384× 288, sont de l’Univer-
site´ de Tsukuba. Elles repre´sentent une sce`ne d’inte´rieur
complexe avec une teˆte et une lampe. Il y a des occulta-
tions a` gauche de la teˆte et de la lampe.
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DISPARITE´S
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FIG. 2 – Images utilise´es.
Pour les cartes de disparite´s (cf. figure 2) : plus le pixel est
clair, plus le point est proche du plan image et plus la dis-
parite´ est grande. Les pixels noirs (niveau de gris nul) sont
les pixels sans correspondant. Les images de Scharstein et
Szeliski ont e´te´ re´cupe´re´es a` l’adresse suivante :
http ://www.middlebury.edu/stereo/data.html
3.2 Crite`res e´value´s
Les huit crite`res suivants ont e´te´ choisis :
– pourcentage de pixels corrects et de pixels errone´s ;
– pourcentage de pixels accepte´s (Lan et Mohr [15]) : il y
a une erreur d’un pixel avec le correspondant the´orique
(pixels pris en compte dans les pixels errone´s). Si une
mesure obtient un fort pourcentage de pixels errone´s, le
nombre de pixels accepte´s est examine´. Si ce crite`re est
e´leve´, alors la mesure donne une bonne estimation de
la disparite´ (ce crite`re est e´value´ uniquement pour les
paires d’images re´elles car celles-ci pre´sentent de nom-
breux pixels errone´s) ;
– pourcentage de faux positifs et de faux ne´gatifs : un cor-
respondant est trouve´ alors qu’il n’en existe pas (faux
positif) ou un correspondant n’est pas trouve´ alors qu’il
en existe un (faux ne´gatif) : plus ces valeurs sont basses,
plus la mesure est fiable ;
– erreur maximale et moyenne (pixels) : distances eucli-
diennes maximale et moyenne entre le correspondant
calcule´ et le correspondant the´orique : plus ces valeurs
sont basses, plus la mesure est pre´cise ;
– pourcentage de correspondants corrects dans les zones
d’occultations : pour le ste´re´ogramme, pour e´valuer la
zone d’occultations, nous avons pris le dilate´ (obtenu
par dilatation au sens de la morphologie mathe´matique),
par la feneˆtre de corre´lation, des lignes qui forment le
contour du carre´ au premier plan et de la zone d’occulta-
tions gauche de ce carre´. Pour les autres images, seuls les
pixels sans correspondants the´oriques ont e´te´ observe´s
(cf. figure 2).
Pour chaque test, le temps d’exe´cution a e´te´ e´value´ et les
cartes de disparite´s mais aussi les cartes d’ambiguı¨te´ et
d’impre´cision (De Joinville [6], cf. figures 3 et 4) ont e´te´
e´tablies. Pour ces dernie`res, plus le pixel est clair, plus le
re´sultat obtenu est ambigu et impre´cis.
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3.3 Algorithme de mise en correspondance
L’algorithme mis en place est minimal dans le but de ne
mettre en e´vidence que le comportement des mesures de
corre´lation. Les parame`tres de l’algorithme sont la taille de
la feneˆtre de corre´lation (taille du voisinage a` conside´rer)
et de la zone de recherche (zone ou` on pense trouver le
pixel correspondant). Nous avons choisi des feneˆtres de
corre´lation carre´es dont la taille va de 3 × 3 a` 25 × 25
et la zone de recherche est limite´e a` la taille 61 × 1 (30
pixels avant et apre`s le pixel dont on cherche le correspon-
dant). L’algorithme suivant est utilise´ : pour chaque pixel
de l’image gauche, la zone de recherche est de´termine´e
dans l’image droite. Pour chaque pixel de cette zone de
recherche, le score de corre´lation est e´value´. Le pixel de
l’image droite, retenu comme correspondant, est celui qui
donne le plus grand score de corre´lation (cf. figure 5). L’al-
gorithme ne fonctionne qu’avec des mesures de similarite´.
Certaines des mesures pre´sente´es sont des mesures de dis-
similarite´. Pour nos tests, nous avons donc pris l’oppose´
de ces mesures. De plus, la ve´rification bidirectionnelle est
effectue´e pour tenter de de´tecter les pixels dont le corres-
pondant est occulte´ (cf. figure 6).
zone de recherche
Pg
k
Pg
image gauche image droite
fenêtres de corrélation
i
j
i
Pd
l
FIG. 5 – Mise en correspondance.
appariement accepté
appariement rejeté
Image gauche Image droite
FIG. 6 – Ve´rification bidirectionnelle.
4 Re´sultats expe´rimentaux
Dans les tableaux pre´sente´s par la suite, les notations sui-
vantes sont utilise´es (cf. les crite`res, paragraphe 3.2) : cor-
rects (CO), errone´s (ER), accepte´s (AC), faux positifs (F
PO), faux ne´gatifs (F NE), erreur maximale (E MA), erreur
moyenne (E MO), occulte´s corrects (OC), temps de calcul
(T). Pour chaque type de tests, nous donnons les re´sultats
pour une taille de feneˆtre avec laquelle les mesures ont glo-
balement obtenu les meilleurs re´sultats. Dans chaque ta-
bleau, pour chaque famille, nous pre´sentons les re´sultats
d’une des mesures qui a obtenu le meilleur re´sultat par rap-
port aux autres mesures de la meˆme famille (pour les me-
sures robustes, nous en donnons deux). Dans les tableaux,
le meilleur re´sultat, par colonne, est note´ en gras.
4.1 Ste´re´ogramme ale´atoire
Les mesures de la premie`re et de la seconde famille
donnent des re´sultats satisfaisants dans les zones sans oc-
cultation (SAD et ZNCC sont les mesures les plus perfor-
mantes dans leur famille respective). Les mesures utilisant
les de´rive´es donnent les plus mauvais re´sultats (moins de
90% de correspondants corrects et moins de 70% dans les
zones d’occultations, pour une feneˆtre infe´rieure a` 7 × 7).
Seule GC obtient de bons re´sultats. Les mesures ordinales
sont moins performantes que les trois autres familles : le
nombre de faux ne´gatifs est trop important (trop de cor-
respondances sont rejete´es). Les mesures robustes, notam-
ment RZSSD, RZNCC, les pseudo-normes, LTS, MAD,
LMS, MR4 a` MR6 et MR8, donnent les meilleurs re´sultats
dans les zones d’occultations par rapport a` toutes les autres
mesures : les cartes de disparite´s pre´sentent peu d’anoma-
lies (cf. figure 7), le pourcentage de pixels corrects (dans
l’image entie`re ou dans les zones d’occultations) est tre`s
e´leve´, les erreurs moyenne et maximale sont faibles (cf. ta-
bleau 8).
NOM CO
%
ER
%
F
PO
%
F
NE
%
E
MA
pix
E
MO
pix
OC
%
T
s
ZNCC 97.5 0.5 0.2 1.8 40 0.05 74 5
SAD 97.9 0.4 0.1 1.6 38 0.03 84 2
GC 97.6 0.6 0.2 1.7 27 0.05 81 8
RANK1 97.6 0.6 0.1 1.7 38 0.06 78 3
MAD 98.4 0.1 0.1 1.4 10 0.01 91 15
MR6 98.2 0.2 0.2 1.3 10 0.02 87 3
TAB. 8 – Ste´re´ogramme ale´atoire (feneˆtre : 3× 3).
En ce qui concerne les temps de calcul, parmi les re´sultats
pre´sente´s dans le tableau 8, la mesure MAD qui donne les
meilleurs re´sultats, est la plus couˆteuse en temps de cal-
cul mais MR6 qui est aussi une mesure robuste obtient un
temps de calcul assez faible. Ge´ne´ralement, les mesures
normalise´es et/ou centre´es ont des temps de calcul plus
e´leve´s que les mesures non normalise´es et non centre´es,
c’est pourquoi il est conseille´ d’utiliser ces mesures uni-
quement avec des images pre´sentant des changements de
6
luminosite´. Les mesures de Bhat et Nayar, les pseudo-nor-
mes, les mesures de corre´lation partielle de Lan et Mohr
sont les mesures les plus couˆteuses en temps de calcul.
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FIG. 7 – Cartes de disparite´s, d’ambiguı¨te´ et d’impre´cision
obtenues pour le ste´re´ogramme ale´atoire (3× 3).
Pour les cartes d’ambiguı¨te´ et d’impre´cision (cf. figure 7),
de manie`re ge´ne´rale, plus la taille de la feneˆtre est grande
moins il y a d’ambiguı¨te´ et d’impre´cision. De plus, les
ambiguı¨te´s et les impre´cisions se situent principalement
dans la zone d’occultations (cf. figure 2). Pour les mesures
utilisant la corre´lation croise´e, les mesures normalise´es et
centre´es sont toujours moins ambigue¨s et impre´cises que
la mesure non centre´e. Les mesures ZNCC et MOR ont
un intervalle de variation plus grand que celui de NCC, ce
qui explique pourquoi ces mesures peuvent eˆtre moins am-
bigue¨s et impre´cises que NCC. Les mesures utilisant les
de´rive´es donnent des re´sultats tre`s ambigus et impre´cis a`
l’exception de la mesure GC. Pour les mesures ordinales,
les mesures de Bhat et Nayar et la mesure ISC (Kaneko)
donnent des cartes d’ambiguı¨te´ et d’impre´cision moins
bonnes que les deux premie`res familles. Elles sont tre`s am-
bigue¨s et impre´cises au niveau de la zone d’occultations.
Au contraire, SCC (Kaneko) donne de tre`s bons re´sultats
(un des meilleurs). Pour les mesures robustes, les mesures
de corre´lation partielle de Zoghlami et Faugeras et sur-
tout les mesures MAD, LMS et LTS donnent des cartes
d’ambiguı¨te´ et d’impre´cision me´diocres (moins bonnes que
celles obtenues par les mesures des autres familles). En re-
vanche, les pseudo-normes, les mesures MR3 a` MR6 et
MR8 obtiennent les meilleures cartes d’ambiguı¨te´ et d’im-
pre´cision parmi toutes les mesures (avec SCC).
4.2 Images “map”
Les trois premie`res familles obtiennent des re´sultats peu
satisfaisants dans les zones d’occultations. Les mesures or-
dinales se comportent bien dans les zones d’occultations,
mais ge´ne´ralement, elles donnent les moins bons re´sultats
(visuellement, les cartes de disparite´s sont moins nettes que
celles obtenues par les autres familles). Les mesures ro-
bustes, notamment, les pseudo-normes, LTS, R1 a` R5 et
MR1 a` MR8, obtiennent de bons re´sultats dans les zones
d’occultations (plus de 90% de pixels corrects) mais aussi
dans les zones sans occultation (cf. tableau 9).
Les mesures robustes qui ont les meilleurs re´sultats sont
plus couˆteuses en temps de calcul que les mesures des deux
premie`res familles. Les mesures ordinales (notamment κ et
χ) sont les plus couˆteuses en temps de calcul.
NOM CO
%
AC
%
ER
%
F
PO
%
F
NE
%
E
MA
pix
E
MO
pix
OC
%
T
s
ZNCC 32.6 57.6 58.2 0.8 8.4 24 0.68 86 21
SAD 32.9 58.4 58.8 0.7 7.7 24 0.67 89 11
GC 32.8 58.7 59.5 1 6.8 24 0.74 82 56
κ 31.5 49.2 49.6 0.5 19 55 0.53 92 426
LTS 34 56.2 56.7 0.4 9 26 0.60 93 91
R1 33.2 58.1 58.6 0.7 7.5 25 0.69 88 143
TAB. 9 – Images “map” (feneˆtre 9× 9).
Pour les cartes d’ambiguı¨te´ et d’impre´cision (cf. figure 8),
nous faisons les meˆmes remarques que pour le ste´re´ogram-
me ale´atoire. Ainsi, LTS qui a de tre`s bons re´sultats et
une des meilleures cartes de disparite´s a des cartes d’am-
biguı¨te´ et d’impre´cision mauvaises. Cette mesure qui est
robuste aux donne´es aberrantes est trop “souple”. C’est-a`-
dire qu’un score de corre´lation e´leve´ (sans avoir le score
maximal) peut eˆtre obtenu avec deux pixels qui ne se cor-
respondent pas, ce qui entraıˆne des re´sultats ambigus et
impre´cis.
4.3 Images “head and lamp”
Pour ces images, les re´sultats sont les moins bons et les
cartes de disparite´s sont moins nettes que celles obte-
nues jusqu’a` maintenant. L’appariement est plus difficile
car il s’agit d’une sce`ne d’inte´rieur complexe avec un
grand nombre d’occultations. Le pourcentage de pixels er-
rone´s obtenus est moins important que pour les autres tests
mais le pourcentage de faux ne´gatifs est assez e´leve´ (la
ve´rification bidirectionnelle entraıˆne le rejet d’un grand
nombre de correspondances).
Au niveau des occultations, les mesures robustes restent
les plus performantes. Parmi ces mesures, les plus perfor-
mantes dans les zones d’occultations, sont moins perfor-
mantes dans les zones sans occultation. Cependant, elles
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FIG. 8 – Cartes de disparite´s, d’ambiguı¨te´ et d’impre´cision
obtenues pour les images “map” (9× 9).
obtiennent de bons re´sultats compare´s a` ceux obtenus par
les mesures ordinales. Visuellement, les cartes de disparite´s
obtenues par les mesures robustes sont les plus nettes (cf.
figure 9).
NOM CO
%
AC
%
ER
%
F
PO
%
F
NE
%
E
MA
pix
E
MO
pix
OC
%
T
s
ZNCC 52 9 25 1.1 22 42 1.22 51 26
SAD 53 11 29 1 17 36 1.16 52 12
GC 53 13 22 1.2 15 35 1.30 42 62
RANK1 50 14 28 0.9 21 41 1.12 53 13
MR1 54 11 28 1 17 34 1.16 58 20
MR3 52 13 30 0.8 17 36 1.17 64 113
TAB. 10 – Images “head and lamp” (feneˆtre 7× 7).
En ce qui concerne les temps de calcul, les mesures ro-
bustes qui ont les meilleurs re´sultats ne sont pas toujours
beaucoup plus couˆteuses que les mesures classiques (no-
tamment MR1, MR4, MR6 et MR7).
Pour les cartes d’ambiguı¨te´ et d’impre´cision (cf. figure 9),
nous faisons les meˆmes remarques que pour tous les autres
tests.
4.4 Synthe`se des re´sultats
Parmi toutes les mesures e´tudie´es, celles des deux premi-
e`res familles, GC (mesure de corre´lation de champs de gra-
dients) et SCC (mesure ordinale) obtiennent des re´sultats
corrects dans les zones avec occultations et sans occulta-
tion. Au contraire, les re´sultats montrent que les mesures
utilisant les de´rive´es ne sont pas performantes quel que soit
le type de zone. Quant aux mesures ordinales, performantes
dans les zones d’occultations, elles n’obtiennent pas tou-
jours de bons re´sultats dans les zones sans occultation.
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FIG. 9 – Cartes de disparite´s, d’ambiguı¨te´ et d’impre´cision
obtenues pour les images “head and lamp” (7× 7).
Les mesures robustes ont le meilleur comportement. Les
re´sultats expe´rimentaux obtenus nous permettent de mettre
en e´vidence les mesures les plus robustes aux occultations
parmi les mesures robustes : les mesures de corre´lation par-
tielle, les pseudo-normes, MAD, LMS, LTS, R1 a` R5 et
MR1 a` MR8. Cependant, certaines de ces mesures se com-
portent moins bien que des mesures classiques, dans les
zones sans occultation, avec des images re´elles : les me-
sures de corre´lation partielle, MAD et LMS. Le bon com-
portement ge´ne´ral des mesures LTS, R1 a` R5 et MR1 a`
MR8 est donc mis en e´vidence. Cependant, si les temps
de calcul et les cartes d’ambiguı¨te´ et d’impre´cision obte-
nues sont pris en compte, les mesures MAD, LMS, LTS et
R1 a` R5 sont peu performantes. Ainsi, avec les tests que
nous avons effectue´s, les mesures utilisant les M-estima-
teurs donnent les meilleurs re´sultats, les meilleurs cartes
de disparite´s, d’ambiguı¨te´ et d’impre´cision et ont un temps
de calcul raisonnable.
5 Conclusion
D’une part, ce travail permet de fournir une description
d’un grand nombre de mesures de corre´lation, ce qui peut
aider au choix d’une mesure de corre´lation. D’autre part,
seize nouvelles mesures robustes aux occultations sont pro-
pose´es. Les re´sultats obtenus mettent en e´vidence le bon
comportement des mesures robustes et, en particulier, tou-
tes les mesures utilisant les M-estimateurs qui semblent
eˆtre un bon compromis : elles obtiennent les meilleurs
8
re´sultats pour tous les crite`res, les cartes de disparite´s,
d’ambiguı¨te´ et d’impre´cision sont bonnes et les temps de
calcul sont raisonnables. Parmi les mesures propose´es, des
points restent a` ame´liorer, certaines mesures (LTS, R1 a` R5,
MAD et LMS) ayant des temps de calcul trop e´leve´s. En ef-
fet, pour l’imple´mentation des mesures, nous n’avons pas
cherche´ a` obtenir des temps de calcul optimaux. De nom-
breuses astuces nous permettraient de nettement ame´liorer
les temps de calcul (notamment pour les mesures utili-
sant une me´diane). Le protocole d’e´valuation de´crit peut
aussi eˆtre comple´te´. D’autres images et d’autres crite`res
peuvent eˆtre ajoute´s. L’algorithme peut eˆtre ame´liore´, par
exemple, en le rendant plus performant en termes de temps
de calcul. Une des perspectives de ce travail serait d’adap-
ter ces mesures aux images couleurs. De plus, ces mesures
de corre´lation pourraient eˆtre inte´gre´es dans une me´thode
comple`te de mise en correspondance (prise en compte de
contraintes, mise en correspondance multi-re´solution, . . . ).
ANNEXES
Mesures utilisant les de´rive´es
Ope´rateur de Sobel
H(Ii,j) = (Ii+1,j+1 + 2Ii,j+1 + Ii−1,j+1)
− (Ii+1,j−1 + 2Ii,j−1 + Ii−1,j−1)
V (pi,j) = (Ii+1,j+1 + 2Ii+1,j + Ii+1,j−1)
− (Ii−1,j+1 + 2Ii−1,j + Ii−1,j−1)
Rs(Ii,j) = arctan
(
V (Ii,j)
H(Ii,j)
)
Extension de l’ope´rateur de Roberts
Rr(Ii,j) = |Ii+1,j − Ii−1,j | + |Ii,j+1 − Ii,j−1|
+ |Ii+1,j−1 − Ii−1,j+1| + |Ii+1,j+1 − Ii−1,j−1|
Apre`s application de ce filtre, une binarisation est effectue´e
avec un seuil adaptatif choisi pour que seuls 15% de la zone
de recherche soient au dessus de ce seuil.
Filtre de Pratt Laplacien de gaussien
1 -2 1 1 1 1
-2 4 -2 1 -8 1
1 -2 1 1 1 1
Codage d’Ullah : le code OCM (Orientation Code Mat-
ching) est donne´ par : ci,j =

b
θi,j
∆θ
c si ||∇Ii,j || > Γ
L sinon.
Le terme θi,j correspond a` la direction du vecteur gradient
au pixel (i, j) et ci,j est compris entre 1 et N ′ = 2pi∆θ , N
′
e´tant le nombre de niveaux possibles pour le codage. Il faut
fixer les constantes ∆θ, Γ (seuil) et L. Nous avons choisi
pour nos tests ∆θ = pi8 , Γ = 10 et L = 255. Le terme
Docm correspond a` une distance me´trique de´finie par :
Docm(fg, fd) =
∑N−1
i=0 d(f
i
g, f
i
d) et
d(a, b) =
{
min {|a− b|, N ′ − |a− b|} si |a− b| < N ′
N ′/2 sinon.
Les termes Rs(fl), Rr(fl), Rp(fl), Rl(fl) et Rocm(fl) sont
les nouveaux vecteurs de donne´es obtenus par l’application
respective des filtres de Sobel, Roberts, Pratt, du laplacien
de gaussien ou du codage d’Ullah.
Mesures ordinales
Kaneko : ces mesures utilisent les vecteurs suivants :
bl = (· · · bil · · · )T , i = 0 · ·N − 2, bil ={
1 si f i+1l ≥ f il
0 sinon
,
c = (· · · ci · · · )T , i = 0 · ·N − 2 avec les termes ci de´finis
par : ci =
{
1− ‖big − bid‖ si i = 0 ou i pair
ci−1 sinon.
Nous notons C la matrice qui contient les poids ci sur la
diagonale et des 0 ailleurs.
Zabih : il faut utiliser les transformations suivantes :
Rrank(fl) = card({f il | f il < fN/2l , i ∈ [0;N − 1]})
Rτ (fl) =
⊗
i ξ(f
N/2
l , f
i
l ).
Bhat et Nayar : une composition de permutation s est
de´finie par : si = pikd , k = (pi−1g )i, ou` pi−1g est l’inverse
de la permutation pig avec : si piig = j alors (pi−1g )j = i. La
de´viation dim pour si est note´e : dim =
∑j=i
j=0 J(s
j > i) ou`
J(B) vaut 1 si B est vrai et 0 sinon.
Mesures robustes
Me´thode de Zoghlami et Faugeras [28] : nous posons
les matrices Al qui ont, sur la diagonale, les poids wil , ap-
plique´s aux pixels contenus dans le vecteur fl et 0 ailleurs.
Alors Rα(fl) = Alfl et Rα(fl) = 1Nlw
∑N−1
i=0 R
i
α(fl) avec
Nlw =
∑N−1
i=0 w
i
l et α = F1, F2. Cette me´thode utilise la
mesure ZNCC deux fois : application, une premie`re fois,
de ZNCC, pour obtenir une carte des scores maximaux ;
graˆce a` un seuil, binarisation de la carte des scores pour
obtenir une carte d’occultations et enfin application, une
deuxie`me fois, de ZNCC, en utilisant les poids de la carte
d’occultations (RF1 ). Nous avons choisi comme seuil la
moyenne des niveaux de gris de l’image. Zoghlami et Fau-
geras ont modifie´ cet algorithme en prenant comme poids
1
2 (ZNCC(fg, fd) + 1) note´e RF2 .
Me´thode de Lan et Mohr [15, 16] : nous posons la ma-
trice Aα, α = LMS,MV E, qui contient, sur la diagonale,
les poids wiα applique´s aux pixels contenus dans le vecteur
fl et des 0 ailleurs. De plus, nous posons Rα(fl) = Aαfl
et Rα(fl) = 1Nlw
∑N−1
i=0 R
i
α(fl) ou` Nlw =
∑N−1
i=0 w
i
α.
Cette me´thode s’appuie sur un ajustement line´aire robuste
aux donne´es aberrantes. Il y a N donne´es a` deux dimen-
sions : X = (xi)i=0··N−1 avec xi = (f ig f id)T . Lan et
Mohr proposent l’utilisation de deux estimateurs robustes :
les moindres carre´s me´dians et le MVE (Minimum Volume
Ellipsoid). Ils utilisent, de plus, un tirage de Monte-Carlo.
L’estimateur LMS est donne´ par la plus petite me´diane des
carre´s des re´sidus (distances entre la droite et chaque point
de X). Quant au MVE, il s’agit de l’ellipse de volume mi-
nimal contenant h (h = bN/2c+ 1) points de X .
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Quadrant correlation : la transformation suivante est
utilise´e (Pratt [17]) : Rq(fl) = ψ((fl − T )/S)
ou` ψ(x) = sgn(x), T = med(fl) et S = med |fl −
med(fl)|.
Least Trimmed Squares : les moindres carre´s tronque´s
sont utilise´s (Rousseeuw [18]). Il faut ordonner les carre´s,
puis faire la somme des h (nous avons pris h = bN2 c) pre-
miers carre´s. Le vecteur Tri(fg, fd) contient les diffe´rences
f ig − f id ordonne´es : LTS(fg, fd) =
∑h−1
i=0 Tri
i(fg, fd).
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