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THE INTERIOR C2 ESTIMATE FOR MONGE-AMPE`RE
EQUATION IN DIMENSION n = 2
CHUANQIANG CHEN, FEI HAN, AND QIANZHONG OU
Abstract. In this paper, we introduce a new auxiliary function, and establish
the interior C2 estimate for Monge-Ampe`re equation in dimension n = 2, which
was firstly proved by Heinz [5] by a geometric method.
1. Introduction
In this paper, we consider the convex solution of Monge-Ampe`re equation
(1.1) detD2u = f(x), in BR(0) ⊂ R
2.
When the solution u is convex, the equation (1.1) is elliptic. It is well-known that
the interior C2 estimate is an important problem for elliptic equations. For Monge-
Ampe`re equation in dimension n = 2, the corresponding interior C2 estimate was
established by Heinz [5], and for higher dimension n ≥ 3, Pogorelov [7] constructed
his famous counterexample, namely irregular solutions to Monge-Ampe`re equations.
Later, Urbas [9] generalized the counterexample for σk Hessian equations with
k ≥ 3. So the interior C2 estimate of σ2 Hessian equation
(1.2) σ2(D
2u) = f, in BR(0) ⊂ R
n,
is an interesting problem, where σ2(D
2u) = σ2(λ(D
2u)) =
∑
1≤i1<i2≤n
λi1λi2 , λ(D
2u) =
(λ1, · · · , λn) are the eigenvalues of D
2u, and f > 0. For n = 2, (1.2) is the Monge-
Ampe`re equation (1.1). For n = 3 and f ≡ 1, (1.2) can be viewed as a special
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Lagrangian equation, and Warren-Yuan obtained the corresponding interior C2 es-
timate in the celebrated paper [10]. Moreover, the problem is still open for general
f with n ≥ 4 and nonconstant f with n = 3.
Moreover, Pogorelov type estimates for the Monge-Ampe`re equations and σk Hes-
sian equation (k ≥ 2) were derived by Pogorelov [7] and Chou-Wang [3] respectively,
and see [4] and [6] for some generalizations.
In this paper, we introduce a new auxiliary function, and establish the interior
C2 estimate as follows
Theorem 1.1. Suppose u ∈ C4(BR(0)) be a convex solution of Monge-Ampe`re
equation (1.1) in dimension n = 2, where 0 < m ≤ f ≤M in BR(0). Then
|D2u(0)| ≤ C1e
C2
sup |Du|2
R2 ,(1.3)
where C1 is a positive constant depending only on m, M , R sup |∇f |, R
2 sup |∇2f |,
and C2 is a positive constant depending only on m and M .
Remark 1.2. By Trudinger’s gradient estimates (see [8]), we can bound |D2u(0)| in
terms of u. In fact, we can get from the convexity of u
sup
BR
2
(0)
|Du| ≤
osc
BR(0)
u
R
2
≤
4 sup
BR(0)
|u|
R
,
and
|D2u(0)| ≤ C1e
C2
sup
BR
2
(0)
|Du|2
(R2 )
2 ≤ C1e
16C2
sup
BR(0)
|u|2
R4 .(1.4)
Remark 1.3. The result was firstly proved by Heinz [5]. In fact, Heinz’s proof de-
pends on the strict convexity of solutions and the geometry of convex hypersurface in
dimension two. Our proof, which is based on a suitable choice of auxiliary functions,
is elementary and avoids geometric computations on the graph of solutions.
Remark 1.4. The interior C2 estimate of σ2 Hessian equation (1.2) in higher dimen-
sions is a longstanding problem. As we all know, it is hard to find a corresponding
geometry in higher dimensions, so we can not generalize Heinz’s proof or Warren-
Yuan’s proof to higher dimensions. But the method in this paper and the optimal
concavity in [2] is helpful for this problem.
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The rest of the paper is organized as follows. In Section 2, we give the calculations
of the derivatives of eigenvalues and eigenvectors with respect to the matrix. In
Section 3, we introduce a new auxiliary function, and prove Theorem 1.1.
2. Derivatives of eigenvalues and eigenvectors
In this section, we give the calculations of the derivatives of eigenvalues and
eigenvectors with respect to the matrix. We think the following result is known for
many people, for example see [1] for a similar result. For completeness, we give the
result and a detailed proof.
Proposition 2.1. Let W = {Wij} is an n × n symmetric matrix and λ(W ) =
(λ1, λ2, · · · , λn) are the eigenvalues of the symmetric matrix W , and the corre-
sponding continuous eigenvector field is τ i = (τ i,1, · · · , τ
i
,n) ∈ S
n−1. Suppose
that W = {Wij} is diagonal, λi = Wii and the corresponding eigenvector τ
i =
(0, · · · , 0, 1
ith
, 0, · · · , 0) ∈ Sn−1 at the diagonal matrix W . If λk is distinct with other
eigenvalues, then we have at the diagonal matrix W
∂τk,k
∂Wpq
= 0, ∀ p, q;
∂τk,i
∂Wik
=
1
λk − λi
, i 6= k;
∂τk,i
∂Wpq
= 0, otherwise.(2.1)
∂2τk,k
∂Wpk∂Wpk
= −
1
(λk − λp)2
, p 6= k;(2.2)
∂2τk,i
∂Wik∂Wii
=
1
(λk − λi)2
, i 6= k;
∂2τk,i
∂Wik∂Wkk
= −
1
(λk − λi)2
, i 6= k;(2.3)
∂2τk,i
∂Wiq∂Wqk
=
1
λk − λi
1
λk − λq
, i 6= k, i 6= q, q 6= k;(2.4)
∂2τk,i
∂Wpq∂Wrs
= 0, otherwise.(2.5)
Proof. From the definition of eigenvalue and eigenvector of matrix W , we have
(W − λkI)τ
k ≡ 0,
where τk is the eigenvector of W corresponding to the eigenvalue λk. That is, for
i = 1, · · · , n, it holds
[Wii − λk]τ
k
,i +
∑
j 6=i
Wijτ
k
,j = 0.(2.6)
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When W = {Wij} is diagonal and λk is distinct with other eigenvalues, λk and
τk are C2 at the matrix W . In fact,
τk,k = 1, τ
k
,i = 0, i 6= k, at W.(2.7)
Taking the first derivative of (2.6), we have
[
∂Wii
∂Wpq
−
∂λk
∂Wpq
]τk,i + [Wii − λk]
∂τk,i
∂Wpq
+
∑
j 6=i
[
∂Wij
∂Wpq
τk,j +Wij
∂τk,j
∂Wpq
] = 0.
Hence for i = k, we get from (2.7)
∂λk
∂Wpq
=
∂Wkk
∂Wpq
=
{
1, p = k, q = k;
0, otherwise.
(2.8)
And for i 6= k,
[Wii − λk]
∂τk,i
∂Wpq
+
∑
j 6=i
∂Wij
∂Wpq
τk,j = 0,
then
∂τk,i
∂Wpq
=
1
λk − λi
∂Wik
∂Wpq
=
{
1
λk−λi , p = i, q = k;
0, otherwise.
(2.9)
Since τk ∈ Sn−1, we have
1 = |τk|2 = (τk,1)
2 + · · ·+ (τk,k)
2 + · · ·+ (τk,n)
2.(2.10)
Taking the first derivative of (2.10), and using (2.7), it holds
∂τk,k
∂Wpq
= 0, ∀(p, q).(2.11)
For i = k, taking the second derivative of (2.6), and using (2.7), it holds
[
∂2Wkk
∂Wpq∂Wrs
−
∂2λk
∂Wpq∂Wrs
]τk,k +
∑
j 6=k
[
∂Wkj
∂Wpq
∂τk,j
∂Wrs
+
∂Wkj
∂Wrs
∂τk,j
∂Wpq
] = 0,
hence
∂2λk
∂Wpq∂Wrs
=
∑
j 6=k
[
∂Wkj
∂Wpq
∂τk,j
∂Wrs
+
∂Wkj
∂Wrs
∂τk,j
∂Wpq
]
=


1
λk−λq , p = k, q 6= k, r = q, s = k;
1
λk−λs , r = k, s 6= k, p = s, q = k;
0, otherwise.
(2.12)
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For i 6= k, it holds
[
∂Wii
∂Wpq
−
∂λk
∂Wpq
]
∂τk,i
∂Wrs
+ [
∂Wii
∂Wrs
−
∂λk
∂Wrs
]
∂τk,i
∂Wpq
+ [Wii − λk]
∂2τk,i
∂Wpq∂Wrs
+
∑
j 6=i
[
∂Wij
∂Wpq
∂τk,j
∂Wrs
+
∂Wij
∂Wrs
∂τk,j
∂Wpq
] = 0,
then
∂2τk,i
∂Wik∂Wii
=
1
λk − λi
∂τk,i
∂Wik
=
1
λk − λi
1
λk − λi
, i 6= k;(2.13)
∂2τk,i
∂Wiq∂Wqk
=
1
λk − λi
∂Wiq
∂Wiq
∂τk,q
∂Wqk
=
1
λk − λi
1
λk − λq
, i 6= k, i 6= q, q 6= k;(2.14)
∂2τk,i
∂Wik∂Wkk
=
1
λk − λi
[−
∂λk
∂Wkk
∂τk,i
∂Wik
] = −
1
λk − λi
1
λk − λi
, i 6= k;(2.15)
∂2τk,i
∂Wpq∂Wrs
= 0, otherwise.(2.16)
From (2.10), we have
2τk,k
∂2τk,k
∂Wpq∂Wrs
+ 2
∑
i 6=k
∂τk,i
∂Wpq
∂τk,i
∂Wrs
= 0,
then
∂2τk,k
∂Wpq∂Wrs
= −
∑
i 6=k
∂τk,i
∂Wpq
∂τk,i
∂Wrs
=
{
− 1
λk−λp
1
λk−λp , p 6= k, q = k, r = p, s = q;
0, otherwise.
The proof of Proposition 2.1 is finished. 
Example 2.2. When n = 2, the matrix
(
u11 u12
u21 u22
)
has two eigenvalues
λ1 =
(u11 + u22) +
√
(u11 − u22)2 + 4u12u21
2
,
λ2 =
(u11 + u22)−
√
(u11 − u22)2 + 4u12u21
2
,
with λ1 ≥ λ2. If λ1 > λ2,[(
u11 u12
u21 u22
)
− λ1
(
1 0
0 1
)](
ξ1
ξ2
)
= 0,
we can get
ξ1 =
(u22 − u11)−
√
(u11 − u22)2 + 4u12u21
2
; ξ2 = −u21.
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Then the eigenvector τ corresponding to λ1 is
τ = −
(ξ1, ξ2)√
ξ1
2 + ξ2
2
.
We can verify Proposition 2.1.
3. Proof of Theorem 1.1
Now we start to prove Theorem 1.1.
Let τ(x) = τ(D2u(x)) = (τ1, τ2) ∈ S
1 be the continuous eigenvector field ofD2u(x)
corresponding to the largest eigenvalue. Denote
Σ =: {x ∈ BR(0) : r
2 − |x|2 + 〈x, τ(x)〉2 > 0, r2 − 〈x, τ(x)〉2 > 0},(3.1)
where r = 1√
2
R. It is easy to know, Σ is an open set and Br(0) ⊂ Σ ⊂ BR(0). We
introduce a new auxiliary function in Σ as follows
(3.2) φ(x) = η(x)βg(
1
2
|Du|2)uττ
where η(x) = (r2−|x|2+ 〈x, τ(x)〉2)(r2−〈x, τ(x)〉2) with β = 4 and g(t) = e
c0
r2
t with
c0 =
32
m
. In fact, 〈x, τ(x)〉 is invariant under rotations of the coordinates, so is η(x).
From the definition of Σ, we know η(x) > 0 in Σ, and η = 0 on ∂Σ. Assume the
maximum of φ(x) in Σ is attains at x0 ∈ Σ. By rotating the coordinates, we can
assume D2u(x0) is diagonal. In the following, we denote λi = uii(x0), λ = (λ1, λ2).
Without loss of generality, we can assume λ1 ≥ λ2, and τ(x0) = (1, 0).
If ηλ1 ≤ 10
3(1 +M + r sup |∇f |+ M
m
sup |Du|
r
)r4. Then we can easily get
uτ(0)τ(0)(0) ≤
1
r4β
φ(0) ≤
1
r4β
φ(x0)
≤103(1 +M + r sup |∇f |+
M
m
sup |Du|
r
)ec0
sup |Du|2
r2
≤103(1 +M + r sup |∇f |)e(c0+
2M
m
)
sup |Du|2
r2 .
Hence we get
|uξξ(0)| ≤ uτ(0)τ(0)(0) ≤ 10
3(1 +M + r sup |∇f |)e(c0+
2M
m
) sup |Du|
2
r2 , ∀ ξ ∈ S1.
Then we prove Theorem 1.1 under the condition ηλ1 ≤ 10
3(1 +M + r sup |∇f | +
M
m
sup |Du|
r
)r4.
C
2 INTERIOR A PRIORI ESTIMATE 7
Now, we assume ηλ1 ≥ 10
3(1 +M + r sup |∇f |+ M
m
sup |Du|
r
)r4. Then we have
λ1 =
ηλ1
η
≥ 103(1 +M + r sup |∇f |+
M
m
sup |Du|
r
).(3.3)
From the equation (1.1), we have
λ2 =
f
λ1
≤
M
λ1
< λ1.
Hence λ1 is distinct with the other eigenvalue, and τ(x) is C
2 at x0. Moreover, the
test function
(3.4) ϕ = β log η + log g(
1
2
|Du|2) + log u11
attains the local maximum at x0. In the following, all the calculations are at x0.
Then, we can get
0 = ϕi = β
ηi
η
+
g′
g
∑
k
ukuki +
u11i
u11
,
so we have
(3.5)
u11i
u11
= −β
ηi
η
−
g′
g
uiuii, i = 1, 2.
At x0, we also have
0 ≥ ϕii =β[
ηii
η
−
η2i
η2
] +
g′′g − g′2
g2
∑
k
ukuki
∑
l
ululi
+
g′
g
∑
k
(ukiuki + ukukii) +
u11ii
u11
−
u211i
u211
=β[
ηii
η
−
η2i
η2
] +
g′
g
[u2ii +
∑
k
ukukii] +
u11ii
u11
−
u211i
u211
,
since g′′g − g′2 = 0. Let
F 11 =
∂ detD2u
∂u11
= λ2, F
22 =
∂ detD2u
∂u22
= λ1,
F 12 =
∂ detD2u
∂u12
= 0, F 21 =
∂ detD2u
∂u21
= 0.
Then from the equation (1.1) we can get
λ2 =
f
λ1
.(3.6)
8 CHUANQIANG CHEN, FEI HAN, AND QIANZHONG OU
Differentiating (1.1) once, we can get
F 11u11i + F
22u22i = fi,
then
u22i =
1
F 22
[fi − F
11u11i] =
fi
λ1
−
f
λ1
u11i
u11
.(3.7)
Differentiating (1.1) twice, we can get
F 11u1111 + F
22u2211 =f11 − 2
∂2 detD2u
∂u11∂u22
u111u221 − 2
∂2 detD2u
∂u12∂u21
u2112
=f11 − 2u111u221 + 2u
2
112
=f11 + 2u
2
112 − 2u111[
f1
λ1
−
f
λ1
u111
u11
]
=f11 + 2u
2
112 − 2f1
u111
u11
+ 2f(
u111
u11
)2,(3.8)
and
F 11u1112 + F
22u2212 =f12 −
∂2 detD2u
∂u11∂u22
u111u222 −
∂2 detD2u
∂u22∂u11
u221u112
− 2
∂2 detD2u
∂u12∂u21
u121u212
=f12 − u111u222 − u112u221 + 2u112u221
=f12 − u111[
f2
λ1
−
f
λ1
u112
u11
] + u112[
f1
λ1
−
f
λ1
u111
u11
]
=f12 + f1
u112
u11
− f2
u111
u11
.(3.9)
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Hence
0 ≥
2∑
i=1
F iiϕii
= β
∑
i
F ii[
ηii
η
−
η2i
η2
] +
g′
g
∑
i
F iiu2ii +
g′
g
∑
k
ukfk
+
1
u11
∑
i
F iiu11ii −
∑
i
F ii[
u11i
u11
]2
= βλ2[
η11
η
−
η21
η2
] + βλ1[
η22
η
−
η22
η2
] +
g′
g
[λ1 + λ2]f +
g′
g
[u1f1 + u2f2]
+
1
u11
[f11 + 2u
2
112 − 2f1
u111
u11
+ 2f(
u111
u11
)2]− λ2[
u111
u11
]2 − λ1[
u112
u11
]2
≥ β[
f
λ1
η11
η
+ λ1
η22
η
]− β
f
λ1
η21
η2
− βλ1
η22
η2
+
f
λ1
[
u111
u11
]2 − 2
f1
u11
u111
u11
+
λ1
2
[
u112
u11
]2 +
λ1
2
[β
η2
η
+
g′
g
u2u22]
2
+
g′
g
fλ1 −
g′
g
|∇u||∇f | −
|f11|
λ1
≥ β[
f
λ1
η11
η
+ λ1
η22
η
]− β
f
λ1
η21
η2
− βλ1
η22
η2
+
f
2λ1
[
u111
u11
]2 +
λ1
2
[
u112
u11
]2 +
β2
2
λ1
η22
η2
+ βf
g′
g
η2
η
u2
+
g′
g
fλ1 −
g′
g
|∇u||∇f | −
|f11|
λ1
− 2
f 21
fλ1
.(3.10)
Lemma 3.1. Under the condition ηλ1 ≥ 10
3(1 +M + r sup |∇f |+ M
m
sup |Du|
r
)r4, we
have at x0
β
f
λ1
η21
η2
≤
8βfr6
η2λ1
+
λ1
4
(
u112
u11
)2;(3.11)
βf
g′
g
η2
η
u2 ≥ −4βf
g′
g
r4
η
|u2|
r
;(3.12)
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and
β[
f
λ1
η11
η
+ λ1
η22
η
] ≥−
1
2
g′
g
fλ1 − βλ1[
η2
η
]2 −
f
2λ1
(
u111
u11
)2 −
λ1
4
(
u112
u11
)2
− 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 32β
f 21 r
4
ηλ31
− 8β
|f1f2|r
4
ηλ31
− 24β
|f1|r
3
ηλ1
− [
6β|f1|
2r4
ηλ1
+
12βfr2
ηλ1
]− [
8βfr4|f2|
2
ηλ31
+
(48β)2fr6
η2λ1
+
32β2|f2|
2r8
η2λ1f
].(3.13)
Proof. At x0, τ = (τ1, τ2) = (1, 0). Then from Proposition 2.1 we get
〈x, ∂iτ〉 =
2∑
m=1
xm
∂τm
∂xi
=
2∑
m=1
xm
∂τm
∂upq
upqi = x2
∂τ2
∂upq
upqi
=x2
u12i
λ1 − λ2
, i = 1, 2.(3.14)
From the definition of η, then we have at x0
η = [r2 − |x|2 + 〈x, τ〉2][r2 − 〈x, τ 〉2] = (r2 − x22)(r
2 − x21).(3.15)
Taking first derivative of η, we can get
ηi =[−2xi + 2 〈x, τ 〉 〈x, τ〉i][r
2 − 〈x, τ 〉2]
+ [r2 − |x|2 + 〈x, τ 〉2][−2 〈x, τ〉 〈x, τ 〉i]
=[−2xi + 2x1(δi1 + 〈x, ∂iτ〉)][r
2 − x21] + (r
2 − x22)[−2x1(δi1 + 〈x, ∂iτ 〉)]
=
{
−2x1(r
2 − x22) + 2x1 〈x, ∂1τ〉 (x
2
2 − x
2
1), i = 1;
−2x2(r
2 − x21) + 2x1 〈x, ∂2τ〉 (x
2
2 − x
2
1), i = 2.
Hence
β
f
λ1
η21
η2
=β
f
λ1
[
−2x1(r
2 − x22)
η
+ 2x1x2
x22 − x
2
1
η
u112
λ1 − λ2
]2
≤β
f
λ1
[
8r6
η2
+
8r8
η2
(
u112
u11
)2]
≤
8βfr6
η2λ1
+
λ1
4
(
u112
u11
)2.(3.16)
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Also we have
η2
η
=
−2x2(r
2 − x21)
η
+ 2x1x2
x22 − x
2
1
η
u221
λ1 − λ2
=
−2x2(r
2 − x21)
η
+ 2x1x2
x22 − x
2
1
η
1
λ1 − λ2
[
f1
λ1
−
f
λ1
u111
u11
]
=
−2x2(r
2 − x21)
η
[1− x1
(x22 − x
2
1)(r
2 − x22)
η
1
λ1 − λ2
f1
λ1
]
+ 2x1x2
x22 − x
2
1
η
1
λ1 − λ2
f
λ1
[β
η1
η
+
g′
g
u1u11]
=
−2x2(r
2 − x21)
η
[1− x1
(x22 − x
2
1)(r
2 − x22)
η
1
λ1 − λ2
(
f1
λ1
+
g′
g
u1f)]
+ 2x1x2
x22 − x
2
1
η
1
λ1 − λ2
f
λ1
β[
−2x1(r
2 − x22)
η
+ 2x1x2
x22 − x
2
1
η
u112
λ1 − λ2
]
=
−2x2(r
2 − x21)
η
[1− x1
(x22 − x
2
1)(r
2 − x22)
η
1
λ1 − λ2
(
f1
λ1
+
g′
g
u1f −
f
λ1
β
2x1(r
2 − x22)
η
)]
+ [2x1x2
x22 − x
2
1
η
]2
f
(λ1 − λ2)2
β[−β
η2
η
−
g′
g
u2u22],
then we can get
[1 + β2(2x1x2
x22 − x
2
1
η
)2
f
(λ1 − λ2)2
]
η2
η
=
−2x2(r
2 − x21)
η
[1− x1
(x22 − x
2
1)(r
2 − x22)
η
1
λ1 − λ2
(
f1
λ1
+
g′
g
u1f −
f
λ1
β
2x1(r
2 − x22)
η
)]
+
−2x2(r
2 − x21)
η
2x21x2(x
2
2 − x
2
1)
2(r2 − x22)
η2
f
(λ1 − λ2)2
β
g′
g
u2
f
λ1
.
(3.17)
Hence
βf
g′
g
η2
η
u2 ≥− βf
g′
g
2r3
η
[1 +
2r5
ηλ1
(
|f1|
λ1
+
g′
g
|u1|f +
2βfr3
ηλ1
) +
16βr9
η2
f 2
λ31
g′
g
|u2|]|u2|
≥ − βf
g′
g
2r3
η
[1 +
1
4
+
1
4
+
1
4
+
1
4
]|u2|
=− 4βf
g′
g
r4
η
|u2|
r
.(3.18)
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In fact, η2
η
≈
−2x2(r2−x21)
η
if ηλ1 is big enough. And we can get from (3.17)
η22
η2
≥
{
[1 + β2(2x1x2
x22 − x
2
1
η
)2
f
(λ1 − λ2)2
]
η2
η
}2
[1− β2(2x1x2
x22 − x
2
1
η
)2
f
(λ1 − λ2)2
]2
≥
[
−2x2(r
2 − x21)
η
]2
[1−
2r5
ηλ1
(
|f1|
λ1
+
g′
g
|u1|f +
2βfr3
ηλ1
)−
8βr9
η2λ21
g′
g
|u2|
f 2
λ1
]2[1− β2
16r8
η2
f
λ21
]2
≥
[
−2x2(r
2 − x21)
η
]2
[1−
1
103
−
64
103
−
1
10
−
1
103
]2[1−
1
103
]2
≥
1
2
[
−2x2(r
2 − x21)
η
]2
.
Taking second derivatives of η, we can get
ηii =[−2 + 2 〈x, τ 〉 〈x, τ〉ii + 2 〈x, τ〉i 〈x, τ〉i][r
2 − 〈x, τ〉2]
+ 2[−2xi + 2 〈x, τ〉 〈x, τ 〉i][−2 〈x, τ〉 〈x, τ 〉i]
+ [r2 − |x|2 + 〈x, τ〉2][−2 〈x, τ 〉 〈x, τ 〉ii − 2 〈x, τ 〉i 〈x, τ 〉i]
=[−2 + 2x1 〈x, τ 〉ii + 2(δi1 + 〈x, ∂iτ〉)
2][r2 − x21]
+ 2[−2xi + 2x1(δi1 + 〈x, ∂iτ 〉)][−2x1(δi1 + 〈x, ∂iτ 〉)]
+ (r2 − x22)[−2x1 〈x, τ〉ii − 2(δi1 + 〈x, ∂iτ 〉)
2],
so
η11 =− 2(r
2 − x22)− 2x1(x
2
1 − x
2
2) 〈x, τ 〉11
+ (4x22 − 12x
2
1) 〈x, ∂1τ 〉+ (2x
2
2 − 10x
2
1) 〈x, ∂1τ〉
2
,(3.19)
η22 =− 2(r
2 − x21)− 2x1(x
2
1 − x
2
2) 〈x, τ 〉22
+ 8x1x2 〈x, ∂2τ〉+ (2x
2
2 − 10x
2
1) 〈x, ∂2τ 〉
2
.(3.20)
Hence
β[
f
λ1
η11
η
+ λ1
η22
η
] =− 2β[
f
λ1
r2 − x22
η
+ λ1
r2 − x21
η
]
− 2β
x1(x
2
1 − x
2
2)
η
[
f
λ1
〈x, τ 〉11 + λ1 〈x, τ〉22]
+ β
f
λ1
[
x2(4x
2
2 − 12x
2
1)
η
u112
λ1 − λ2
+
x22(2x
2
2 − 10x
2
1)
η
(
u112
λ1 − λ2
)2](3.21)
+ βλ1[
8x1x
2
2
η
u221
λ1 − λ2
+
x22(2x
2
2 − 10x
2
1)
η
(
u221
λ1 − λ2
)2].
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Direct calculations yield
〈x, τ〉11 =
∂2
∂x21
[
2∑
m=1
xmτm] = 2
∂τ1
∂x1
+
2∑
m=1
xm
∂2τm
∂x21
=2
∂τ1
∂upq
upq1 +
2∑
m=1
xm[
∂τm
∂upq
upq11 +
∂2τm
∂upq∂urs
upq1urs1]
=0 + x1
∂2τ1
∂upq∂urs
upq1urs1 + x2[
∂τ2
∂upq
upq11 +
∂2τ2
∂upq∂urs
upq1urs1]
=− x1
[
u112
λ1 − λ2
]2
+ x2
[
1
λ1 − λ2
]
u1211 + 2x2
[
−
u112u111
(λ1 − λ2)2
+
u112u221
(λ1 − λ2)2
]
,
Similarly, we have
〈x, τ 〉22 =
∂2
∂x22
[
2∑
m=1
xmτm] = 2
∂τ2
∂x2
+
2∑
m=1
xm
∂2τm
∂x21
=2
∂τ2
∂upq
upq2 +
2∑
m=1
xm[
∂τm
∂upq
upq22 +
∂2τm
∂upq∂urs
upq2urs2]
=2
[
1
λ1 − λ2
]
u221 − x1
[
u221
λ1 − λ2
]2
+ x2
[
1
λ1 − λ2
]
u1222 + 2x2
[
−
u112u221
(λ1 − λ2)2
+
u222u221
(λ1 − λ2)2
]
,
then
f
λ1
〈x, τ〉11 + λ1 〈x, τ〉22 =− x1
f
λ1
[
u112
λ1 − λ2
]2
+ 2λ1
[
u221
λ1 − λ2
]
− x1λ1
[
u221
λ1 − λ2
]2
+ x2
[
1
λ1 − λ2
]
[f12 + f1
u112
u11
− f2(
u111
u11
)]
+ 2x2
[
−
u112
(λ1 − λ2)2
f1 +
u221
(λ1 − λ2)2
f2
]
.(3.22)
14 CHUANQIANG CHEN, FEI HAN, AND QIANZHONG OU
From (3.21) and (3.22), we can get
β[
f
λ1
η11
η
+ λ1
η22
η
]
=− 2β[
f
λ1
r2 − x22
η
+ λ1
r2 − x21
η
]− 2β
x1x2(x
2
1 − x
2
2)
η
[
1
λ1 − λ2
]
[f12 − f2(
u111
u11
)]
+ (
u112
λ1 − λ2
)2[2β
f
λ1
x21(x
2
1 − x
2
2)
η
+ β
f
λ1
x22(2x
2
2 − 10x
2
1)
η
]
+
u112
λ1 − λ2
[−2β
x1(x
2
1 − x
2
2)
η
(x2
f1
λ1
− 2x2
f1
λ1 − λ2
) + β
f
λ1
x2(4x
2
2 − 12x
2
1)
η
]
+ (
u221
λ1 − λ2
)2[2βλ1
x21(x
2
1 − x
2
2)
η
+ βλ1
x22(2x
2
2 − 10x
2
1)
η
]
+
u221
λ1 − λ2
[−2β
x1(x
2
1 − x
2
2)
η
(2λ1 + 2x2
f2
λ1 − λ2
) + βλ1
8x1x
2
2
η
]
≥− 2βλ1
r2 − x21
η
− 2βf
r2
ηλ1
− 2β|f12|
r4
η(λ1 − λ2)
− 2β|f2|
r4
η(λ1 − λ2)
|
u111
u11
|
− (
u112
(λ1 − λ2)
)2β
f
λ1
8r4
η
− |
u112
λ1 − λ2
|[6β
|f1|
λ1 − λ2
r4
η
+ β
f
λ1
12r3
η
]
−
1
(λ1 − λ2)2
[u221]
2βλ1
8r4
η
−
1
λ1 − λ2
|u221|[4β
r4
η
|f2|
λ1
+ βλ1
12r3
η
]
≥− 2βλ1
r2 − x21
η
− 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 4β|f2|
r4
ηλ1
|
u111
u11
|
− (
u112
u11
)2β
f
λ1
16r4
η
− |
u112
u11
|[12β
|f1|
λ1
r4
η
+ β
f
λ1
24r3
η
]
− 2[
f 21
λ41
+
f 2
λ41
(
u111
u11
)2]βλ1
16r4
η
− [
|f1|
λ21
+
f
λ21
|
u111
u11
|][8β
r4
η
|f2|
λ1
+ βλ1
24r3
η
]
≥− 2βλ1
r2 − x21
η
− 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 32β
f 21 r
4
ηλ31
− 8β
|f1f2|r
4
ηλ31
− 24β
|f1|r
3
ηλ1
−
λ1
2
(
u112
u11
)2[
32βfr4
ηλ21
+
12βr4
ηλ21
+
24βfr4
ηλ21
]−
λ1
2
[
12β|f1|
2r4
ηλ21
+
24βfr2
ηλ21
]
−
f
2λ1
(
u111
u11
)2[
64βfr4
ηλ21
+
16βr4
ηλ21
+
1
4
+
1
4
]−
f
2λ1
[
16βr4|f2|
2
ηλ21
+ (
48βr3
η
)2 + (
8βr4
η
|f2|
f
)2]
≥− 2βλ1
r2 − x21
η
− 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 32β
f 21 r
4
ηλ31
− 8β
|f1f2|r
4
ηλ31
− 24β
|f1|r
3
ηλ1
−
λ1
4
(
u112
u11
)2 − [
6β|f1|
2r4
ηλ1
+
12βfr2
ηλ1
]
−
f
2λ1
(
u111
u11
)2 − [
8βfr4|f2|
2
ηλ31
+
(48β)2fr6
η2λ1
+
32β2|f2|
2r8
η2λ1f
].
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Now we just need to estimate −2βλ1
r2−x21
η
. If x22 ≤
r2
2
, we can get
−2βλ1
r2 − x21
η
= −
8
r2 − x22
λ1 ≥ −
16
r2
λ1 ≥ −
1
2
c0
r2
fλ1 = −
1
2
g′
g
fλ1.
If x22 ≥
r2
2
, we can get
−2βλ1
r2 − x21
η
=−
8
r2 − x22
λ1 ≥ −
x22
r2 − x22
8
r2 − x22
λ1 = −βλ1
1
2
[
2x2
r2 − x22
]2
≥− βλ1[
η2
η
]2.
Hence
−2βλ1
r2 − x21
η
≥ −
1
2
g′
g
fλ1 − βλ1[
η2
η
]2.(3.23)
and
β[
f
λ1
η11
η
+ λ1
η22
η
] ≥−
1
2
g′
g
fλ1 − βλ1[
η2
η
]2 −
f
2λ1
(
u111
u11
)2 −
λ1
4
(
u112
u11
)2
− 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 32β
f 21 r
4
ηλ31
− 8β
|f1f2|r
4
ηλ31
− 24β
|f1|r
3
ηλ1
− [
6β|f1|
2r4
ηλ1
+
12βfr2
ηλ1
]− [
8βfr4|f2|
2
ηλ31
+
(48β)2fr6
η2λ1
+
32β2|f2|
2r8
η2λ1f
].(3.24)

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Now we continue to prove Theorem 1.1. From (3.10) and Lemma 3.1, we can get
0 ≥
2∑
i=1
F iiϕii
≥
1
2
g′
g
fλ1 − 2βf
r2
ηλ1
− 4β|f12|
r4
ηλ1
− 32β
f 21 r
4
ηλ31
− 8β
|f1f2|r
4
ηλ31
− 24β
|f1|r
3
ηλ1
− [
6β|f1|
2r4
ηλ1
+
12βfr2
ηλ1
]− [
8βfr4|f2|
2
ηλ31
+
(48β)2fr6
η2λ1
+
32β2|f2|
2r8
η2λ1f
]
− 4βf
g′
g
r4
η
|u2|
r
−
g′
g
|∇u||∇f | −
|f11|
λ1
− 2
f 21
fλ1
−
8βfr6
η2λ1
≥
c0m
2r2
λ1 −
8r2 ·M
ηλ1
−
32r2 · r2|f12|
ηλ1
−
128r2 · r2f 21
ηλ31
−
32r2 · r2|f1f2|
ηλ31
−
96r2 · r|f1|
ηλ1
−
24r2 · r2|f1|
2
ηλ1
−
48r2 ·M
ηλ1
−
32r2 ·M · r2|f2|
2
ηλ31
−
1922 ·M · r6
η2λ1
−
512r6 · r2|f2|
2 · 1
m
η2λ1
−
16r2 · c0m
η
|u2|
r
−
c0
r2
· r|∇f | ·
|∇u|
r
−
|f11|
λ1
− 2
f 21
mλ1
−
32Mr6
η2λ1
.
So we can get
ηλ1 ≤C(1 +
|∇u|
r
)r4.(3.25)
where C is a positive constant depending only on c0, m,M, r|∇f |, and r
2|∇2f |. So
we can easily get
uτ(0)τ(0)(0) ≤
1
r4β
φ(0) ≤
1
r4β
φ(x0) ≤ C(1 +
sup |Du|
r
)ec0
sup |Du|2
r2
≤Ce(c0+2)
sup |Du|2
r2 ,
and
|uξξ(0)| ≤ uτ(0)τ(0)(0) ≤ Ce
(c0+2)
sup |Du|2
r2 , ∀ ξ ∈ S1.(3.26)
Then we prove Theorem 1.1 under the condition ηλ1 ≥ 10
3(1 +M + r sup |∇f | +
M
m
sup |Du|
r
)r4. Hence Theorem 1.1 holds.
Remark 3.2. The eigenvector field τ is important. In fact, it is well-defined when the
largest eigenvalue is distinct with others, and τ depends only on the adjoint matrix.
For the Monge-Ampe`re equation in dimension n ≥ 3, we do not know whether the
largest eigenvalue is distinct with others. So our method is not suitable for this case.
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