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Abstract: The effectiveness, for text-dependent speaker 
verification, of orthogonal instantaneous and transitional 
feature parameters of speech is investigated. Instantaneous 
spectral features are represented by cepstral coefficients 
obtained through a linear prediction analysis of speech. 
Transitional spectral information is characterised using 
differential cepstral coefficients. Sets of orthogonal 
parameters are obtained by applying an eigenvector analysis 
to instantaneous and transitional feature coefficients. The 
experimental work is based on the use of a subset of the BT 
Millar speech database, consisting: of repetitions off isolated 
digit utterances 1 to 9 and zero spoken by twenty male 
speakers. The investigation includes an examination of the 
relative speaker discrimination abilities of the above two 
types of orthogonal feature parameters. It is shown 
experimentally that the equal error rate in speaker 
verification can be reduced significantly by forming a 
spectral distance based on a combination of orthogonal 
instantaneous and transitional feature parameters. It is 
further demonstrated that, when the input utterance consists 
of a sequence of five digits, an equal error rate of less than 
0.5% can be achieved. 
I. INTRODUCTION 
Speaker verification is defined as the automatic 
authentication of the identity claimed by an unknown 
speaker, given only the samples of the speaker's voice. This 
has been an area of active research for over two decades [l-  
51. The main impetus for research iinto this field has been the 
development of new and revolutionary applications in many 
diverse areas. Examples of these are protection of 
confidential computer files, access control for telephone 
banking, control of entry to restricted areas in secure 
buildings, and automatic telephone transactions such as 
credit card verification. In general, speaker verification can 
be either text-dependent or text-independent. The former 
mode of operation provides additi(ona1 security due to the 
requirement for a password, and 11s believed to be the one 
closer to a practical implementation. 
The classical approach to text-dependent speaker verification 
is through the use of short-term spectral analysis [SI. An 
effective and widely used analysis of this type is that based on 
the linear predictive coding (LPC). The results of some 
earlier experimental studies [7] have shown that, through an 
eigenvector analysis of LPC-derived speech feature 
coefficients, a set of orthogonal parameters can be obtained 
which may then be effectively used for the purpose of speaker 
discrimination. It has been demonstrated that [8] amongst 
various types of LPC-based orthogonal feature parameters, 
cepstral coefficients possess the highest speaker 
discrimination ability. An important advantage of the 
orthogonalisation technique has been found to be due to the 
fact that it can be used for text-dependent speaker verification 
without the need for a separate time normalisation procedure. 
It has been demonstrated that [9] the transitional spectral 
features, associated with the time varying properties of 
speech, can be effectively represented through the use of an 
orthogonal polynomial fit of each cepstral coefficient 
trajectory over a finite time window. The resultant so called 
A-cepstral coefficients have been shown to possess excellent 
speaker discrimination properties [9,10]. 
In the following sections a description of the methods used 
for extracting orthogonal cepstral and A-cepstral coefficients 
is presented, and the spectral distances employed in the 
experiments are discussed. The dependence of the 
performance of the transitional feature parameters on the 
length of the time window used for computing these is then 
experimentally analysed. Finally an investigation into the 
relative effectiveness, for speaker verification, of cepstral 
coefficients, A-cepstral coefficients, and a combination of the 
two is presented. 
11. PROCEDURE FOR SPEAKER MODELLING AND 
VERIFICATION 
In the present work, the instantaneous and transitional 
spectral features are represented using orthogonal cepstral 
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and A-cepstral parameters respectively. Cepstral parameters 
are derived recursively from the LPC coefficients, and A- 
cepstral coefficients are obtained as a first-order polynomial 
characterisation of the spectral change over a finite length 
window [9,10], i.e.:- 
k = - K  
where Ac,,,(t) is the mth A-cepstral coefficient in the t" 
frame, hk is a symmetric time window (usually, and also in 
this study, of the rectangular type) with a length of 2K + 1 
frames, and c,(t + k )  is the mfh cepstral coefficient in the 
(t+k)th frame. Although higher order A-cepstral coefficients 
may similarly be derived, it has been indicated that C9,lOl for 
efficient representation of spectral dynamics over time, a first 
order polynomial characterisation is usually adequate. 
In order to orthogonalise cepstral feature parameters a 
conventional linear transformation can be used [7]. 
Representing the matrix of cepstral parameters by c ,  this 
transformation may be expressed as:- 
where $ is the matrix of orthogonal cepstral parameters, and 
bT is the transpose of the matrix of the eigenvectors of the 
covariance matrix, R,, of cepsual feature parameters. These 
eigenvectors are obtained by:- 
l i b i  = R , b i ,  15 i I p (3) 
where & represent the eigenvalues of the covariance matrix 
R,, and p is the order of cepstral feature vectors. The 
eigenvalues X i ,  i=1,2, ...g are also the diagonal terms of the 
covariance matrix, R,, of the orthogonal parameters obtained 
using (2). Due to the orthogonality of these parameters, the 
off-diagonal terms of R, are all zero. 
For the purpose of generating reference models, each 
enrolling speaker can be characterised - by the mean values of 
the orthogonal parameters (i.e. 4i, i=1,2 ,..., p ) .  the 
eigenvalues, and the matrix of the eigenvectors [8]. 
The degree of dissimilarity between a test utterance and the 
reference model of the proposed speaker can be measured 
using a combination of the weighted Euclidean distances 
associated with the mean values and eigenvalues of the 
orthogonal parameters [8]. This may be expressed as:- 
(4) 
where y i  and vi are the measured variances and the mean 
values of the set of parameters obtained by linearly 
transforming the test feature coefficients through the use of 
the eigenvectors of the proposed speaker. wi in the above 
equation represent the variances in the estimation of hi. 
Similarly, w,! are the variances in the estimation of qi . 
The technique described above can also be used for 
orthogonalising A-cepstral parameters. In this case, however, 
the mean values of the orthogonal parameters will depend 
disproportionally on the few starting and ending frames [ll]. 
As a result the distance metric for A-cepstral parameters is 
based only on the variance information. This metric is given 
by:- 
where xi, T i  and Gi have the same meanings as their 
corresponding parameters in (4). 
111. EXPERIMENTAL WORK AND RESULTS 
This section describes a set of speaker verification 
experiments conducted using orthogonal cepstral and A- 
cepstral feature parameters. The first part of this study is 
concerned with the effects, on the verification accuracy, of 
the length of the time window used in computing transitional 
spectral information. In the second part, a method for 
combining cepstral and A-cepsual spectral distances is 
investigated, and the relative effectiveness of each of these 
and their combination is examined. 
A .  Speech Database and Feature Extraction 
For the purpose of these experiments a subset of the BT 
Millar Speech database is adopted. This subset which was 
collected in five recording sessions over a period of about 
three months, has a bandwidth of 3.1 kHz and a sample rate 
of 8.0 kHz. The subset consists of 25 repetitions of isolated 
digit utterances 1 to 9 and zero spoken by 20 male English 
speakers of about the same age. The first 10 versions of each 
utterance (obtained over the first two recording sessions) are 
reserved for training. The last 15 repetitions of the utterances 
(recorded over the last three sessions) form the standard test 
set of the data. 
In order to extract the required feature parameters, utterances 
are pre-emphasised using a first-order digital filter with the 
transfer function H(z) = 1 - 0.952-'. Each utterance is then 
segmented into 25 ms frames at intervals of 12.5 Ens using a 
Hamming window, and subjected to a 12'h-order LPC 
analysis based on the autocorrelation method. Finally, the 
methods described earlier are wed for the extraction of 
orthogonal cepstral and A-cepstral parameters. 
B .  Dependence of A-Cepstrum PerJPormance on the Duration 
of the Utilised Window 
The estimation of the spectral variation, as indicated in 
equation (l), depends on the length of the window employed 
for extracting A-cepstral parameters. In order to investigate 
the effects of the window size on the verification accuracy, 
experiments were conducted witlh sets of ortholgonal A- 
cepstral parameters derived using am increasing length of the 
time window. In the first set of these experiments, 
verification tests were based on the use of the individual digit 
utterances 1 to 9 and zero. The equal error rates @ER) 
calculated for the individual digits were then averaged to 
obtain an overall equal error rate far each given length1 of the 
time window. A plot of this is presented in Figure 1. As seen 
in this figure, a consistent and sharp) decrease in verification 
error rate is achieved (from around 27% to about 10%) when 
the window size is increased continiiously from 3 frames to 
13 frames. For windows longer tihan 13 frames, the E R  
appears to oscillate around 10%. In fact further investiptions 
have revealed that the window length must exceed 3 1 frames, 
before the verification error rises significantly again. 
The utterances used in the next stage of experiments 
consisted of digit sequences formed by cascading LIP to five 
different randomly selected individual digits. Each of these 
utterances was used in turn to conduct a set of Verification 
tests based on orthogonal A-cepstral parameters aind an 
increasing length of the time window. The results of this 
study (Figure 2) indicate that, as expected, the equal error 
rate decreases considerably as the digit content,s of the 
utterance is increased. It is also observed in Figure z! that the 
verification error in all cases reaches a minimum when the 
window length is about 13 frames, and tends to gradually 
increase with further increases in the time window :size. The 
error rate for a window of 13 framer; (corresponding ID 175 
ms) has been found to range from about 9% to under 0.8%. 
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Figure 1: Average equal error rate for single digit utterances 
in experiments based on A-cepstral parameters and an 
increasing size of the time window. 
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Figure 2: Dependeince of orthogonal A-cepstrum performance 
on the size of the utilised window and the utterance duration. 
Based on these results, and those obtained for single digit 
utterances, it was decided to use a time window of 13 frames 
for the following parts of the investigation. 
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C. Relative Effectiveness of Instantaneous, Transitional and 
Mixed Spectral Information 
The main aim of this part of the investigation was to 
experimentally examine the relative speaker discrimination 
abilities of cepstrum, A-cepstrum and a combination of these. 
The distance for the combined information was obtained as:- 
where a is the combination factor, and a subscript n indicates 
that the distance has been normalised by the average of its 
corresponding intraspeaker distances. 
In order to determine the most effective value of a, a set of 
speaker verification tests were conducted using single digit 
utterances. For each digit utterance the value of a was varied 
from 0 to 1 in steps of 0.1 and, in each case, the equal error 
rate in verification was computed. An overall equal error rate 
for each value of a was then obtained by averaging the equal 
error rates associated with individual digits. 
The results of this experimental study are given in Figure 3. 
By comparing the error rates for two values of a of 0 and 1 i t  
becomes evident that for single digit utterances, the distance 
based on cepstral parameters is considerably more effective 
than that based on A-cepstral information. 
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It is also observed in this figure that the error rate reaches its 
minimum (about 6.7%) for a combination factor of 0.7. This 
confirms that a higher accuracy in verification can be 
achieved by using the combined distance than using any of 
the two cepsval and A-cepstral distances alone. In order to 
investigate the relative verification abilities of these distances 
more thoroughly, two other sets of experiments were 
conducted using single digit utterances and sequences of 
digits. The combination factor used in these experiments was 
0.7, and the digit sequences were the same as those used for 
the experiments discussed in part B of this section. 
Figure 4 illustrates the experimental results obtained for 
single digit utterances. It can be observed in this figure that 
the error rates for cepstral parameters are consistently, and in 
some cases significantly, less than those associated with A- 
cepstral parameters. This figure also shows that for most 
digit utterances, the error rates obtained using the combined 
distance is less than those resulted by using cepstral 
parameters. The slightly better performance of the cepstral 
distance in the cases of digit utterances four and six is 
evidently due to the large error rates associated with A- 
cepstral distance in these cases. 
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Figure 4: Equal error rates in verification experiments based 
on single digit utterances. 
The results of experiments with digit sequences are presented 
Figure 3: Average equal in Figure 5.  It is interesting to note from these results that the 
combined spectral distance as a function of the combination effectiveness Of A-cepstral parameters to 
instantaneous feature parameters improves significantly as factor a. 
the duration of the spoken material increases. Figure 5 shows 
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that in fact, for four-digit and five-digit sequences, A-cepstral 
parameters perform better than cepstral parameters. The 
error rate obtained for the combined distance, ranging from 
just under 6% for a single-digit utterance to under 0.5% for a 
sequence of five digits, is consistently less than ithose for 
cepstral and A-cepstral distances. 
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The above results further suggest that since the relative 
effectiveness of cepstral and A-cepstral distances vary with 
the utterance duration, the value of a leading to the best 
result for the combined distance may not be the (same for 
utterances of different lengths. 
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Figure 5:  Equal error rates for different spectral distances 
as a function of the utterance duration. 
demonstrated that the relative speaker discrimination ability 
of the orthogonal A-cepstral parameters improves 
considerably as the duration of the utterance is increased. The 
results of verification tests with digit sequences of different 
lengths have furlher indicated that when the utterance 
contains a sequence of four or more digits, the error rates for 
these parameters are less than those obtained using 
orthogonal cepstrall parameters. 
Further experimental studies have shown that by combining 
the distances associated with the instantaneous and 
transitional spectral information a significant improvement 
in verification accuracy can be achieved. The equal error rate 
obtained using the combined distance has been found to 
range from about 6% for a randomly selected single-digit 
utterance, to under 0.5% for a sequence of five digits. 
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