Abstract. In this paper, we consider finite flag-transitive affine planes with a solvable automorphism group. Under a mild number-theoretic condition involving the order and dimension of the plane, the translation complement must contain a linear cyclic subgroup that either is transitive or has two equal-sized orbits on the line at infinity. We develop a new approach to the study of such planes by associating them with planar functions and permutation polynomials in the odd order and even order case respectively. In the odd order case, we characterize the Kantor-Suetake family by using Menichetti's classification of generalized twisted fields and Blokhuis, Lavrauw and Ball's classifcation of rank two commutative semifields. In the even order case, we develop a technique to study permutation polynomials of DO type by quadratic forms and characterize such planes that have dimensions up to four over their kernels.
Introduction
Let V be a 2n-dimensional vector space over the finite field F q . A spread S of V is a collection of n-dimensional subspaces that partitions the nonzero vectors in V . The members of S are the components, and V is the ambient space. The kernel is the subring of ΓL(V ) that fixes each component, and it is a finite field containing F q . The dimension of S is the common value of the dimensions of its components over the kernel. The automorphism group Aut(S) is the subgroup of ΓL(V ) that maps components to components. The incidence structure Π(S) with point set V and line set {W + v : W ∈ S, v ∈ V } and incidence being inclusion is a translation plane. The kernel or dimension of Π(S) is that of S respectively. Andre [4] has shown that Aut(S) is the translation complement of the plane Π(S) and each finite translation plane can be obtained from a spread in this way. Two spreads S and S ′ of V are isomorphic if S ′ = {g(W ) : W ∈ S} for some g ∈ ΓL(V ), and isomorphic spreads correspond to isomorphic planes.
An affine plane is called flag-transitive if it admits a collineation group which acts transitively on the flags, namely, the incident point-line pairs. Throughout this paper, we will only consider finite planes. Wagner [47] has shown that finite flag-transitive planes are necessarily translation planes, so the plane must have prime power order and can be constructed from a spread S with ambient space V of dimension 2n over F q for some n and q. The affine plane Π(S) constructed from a spread S is flag-transitive if and only if Aut(S) is transitive on the components. Foulser has determined all flag-transitive groups of finite affine planes in [24, 25] . The only nonDesarguesian flag-transitive affine planes with nonsolvable collineation groups are the nearfield planes of order 9, the Hering plane of order 27 [23] , and the Lüneburg planes of even order [36] , cf. [13, 30] . In the solvable case, Foulser has shown that with a finite number of exceptions, which are explicitly described, a solvable flag transitive group of a finite affine plane is a subgroup of a one-dimensional Desarguesian affine plane.
Kantor and Suetake have constructed non-Desuarguesian flag-transitive affine planes of odd order in [29, 31, 43, 44] , and we will refer to these planes as the Kantor-Suetake family. The dimension two case is also due to Baker and Ebert [8] . Kantor and Williams have constructed large numbers of flag-transitive affine planes of even order arising from symplectic spreads in [27, 32] . The dimensions of these planes over their kernels are odd. It remains open whether there is a non-Desarguesian flag-transitive affine plane of even order whose dimension over its kernel is even and greater than 2. Prince has completed the determination of all the flagtransitive affine planes of order at most 125 in [42] , and there are only the known ones.
Except for the Lüneburg planes and the Hering plane of order 27, all the known finite non-Desarguesian flag-transitive affine planes have a translation complement which contains a linear cyclic subgroup that either is transitive or has two equal-sized orbits on the line at infinity. Under a mild number-theoretic condition involving the order and dimension of the plane (see Lemma 3.1 below), it can be shown that one of these actions must occur. We call flag-transitive planes of the first kind C-planes and those of the second kind H-planes, and call the corresponding spreads of type C and type H respectively. There has been extensive study on these two types of planes in the literature. In the case the plane has odd order and dimension two or three over its kernel, it has been shown that the known examples are the only possibilities for either of these two types, see [5, 6, 7, 9, 10, 22] . The classification takes a geometric approach by making use of the intersection of the corresponding spread with the orbits of a certain Singer subgroup and considering relevant Baer subgeometry partitions.
In the study of finite flag-transitive projective planes, deep results from finite group theory are invoked and considerable progress has been made towards a complete classification, cf. [28, 45, 46] . In contrast, the affine case is more of a combinatorial flavor, and a complete classification seems far out of reach. In this paper, we show that there is a broader connection between flag-transitive affine planes and other combinatorial objects than that is previously known. This will lead us to new characterization results on such planes by making use of the deep results already obtained in other circumstances. To be specific, in Section 3 we develop a new approach to the study of such planes by associating them with planar functions and permutation polynomials in the odd order and even order case respectively. In the odd order case, this new approach allows us to characterize the Kantor-Suetake family by making use of Menichetti's classification of generalized twisted fields in [37, 38] . In particular, the cases of dimension two and three over their kernels follow as a consequence. In Section 4 we will consider the nuclei of the associated commutative semifields and study planar functions that correspond to rank two commutative semifields by the classification results of such semifields by Blokhuis, Lavrauw and Ball in [14, 33] . In the even order case, we will develop a technique to study permutation polynomials of DO type by quadratic forms and characterize such planes that have dimensions up to four over their kernels in Section 5. This is the first characterization result in the even order case to our knowledge.
Preliminaries
A finite presemifield S is a finite ring with no zero-divisors such that both the left and right distributive laws hold. If further it contains a multiplicative identity, then we call S a semifield. The additive group of a finite presemifield is necessarily an elementary abelian p-group for some prime p, so it is conventional to identify (S, +) as the additive group of the finite field F q with q = |S| elements. Two presemifields S 1 = (F q , +, ⋆) and S 2 = (F q , +, * ) are isotopic if there exist three linear bijections L, M, N from (F q , +) to itself such that M(x) * N(y) = L(x ⋆ y) for all x, y ∈ F q . In this case, we call S 1 an isotope of S 2 and vice versa. For a presemifield S = (F q , +, * ), fix any e = 0 and define a new multiplication • by (x * e) • (e * y) = x * y. Then S ′ = (F q , +, •) is a semifield with multiplicative identity e * e that is isotopic to S. Let S = (F q , +, * ) be a commutative semifield. Its middle nucleus N m (S) and nucleus N (S) are defined respectively as follows:
Both N m (S) and N (S) are finite fields, and we can regard S as a vector space over N m (S). For more details, please refer to [26] or the surveys in [40, Chapter 9] and [34] .
A rank two commutative semifield (RTCS for short) is a commutative semifield that is of rank at most two over its middle nucleus. A finite field is a RTCS by definition, and other known examples include: Dickson semifields [21] , Cohen-Ganley semifields [15] and the Penttila-Williams semifield [41] . They have close connections with many central objects in finite geometry, cf. [11, 34] . The following approach to RTCS is due to Cohen and Ganley [15] . Theorem 2.1. Let q be odd, and fix t ∈ F q 2 \ F q . Let f, g : F q → F q be two functions. The algebraic system S(g, f ) := (F q 2 , +, •) with multiplication
is a RTCS if and only if f, g are linear and g(x) 2 + 4xf (x) is a nonsquare for x = 0.
In this manner, the Dickson semifield can be described as S(g, f ) with g(z) = 0 and f (z) = mz σ , where q is odd, σ is an automorphism of F q , and m is a nonsquare. It is clear that a different choice of t in the theorem lead to an isotopic semifield. In the following theorem we collect some characterization results of Dickson semifields among all RTCSs. 
It is well known that any function f : F q → F q is uniquely representable by a reduced polynomial in F q [X], i.e., there exists a unique reduced polynomial g(X) ∈ F q [X] such that f (x) = g(x) for all x ∈ F q . We will write f (X) and f (x) when we regard f as a polynomial and a function respectively. A polynomial of the form L(X) = m i=0 a i X q i with coefficients a i 's in F q n is called a q-polynomial over F q n . If q is not specified in the context, then it is also called a linearized polynomial. If L(X) is a reduced linearized polynomial over F q n , then the map x → L(x) is F q -linear if and only L(X) is a q-polynomial. If a subspace U is in the kernel of L, then L U (X) = a∈U (X − a) is a linearized polynomial, and there is a linearized polynomial R such that
, and its associated matrix as
The following lemma is well-known, and we sketch a proof.
Proof. Take {t 0 , t 1 , · · · , t n−1 } to be a basis of F q n over F q , and let T be the n × n matrix whose (i, j)-th entry is t q i j for 0 ≤ i, j ≤ n − 1. By [35, Lemma 3 .51], T is invertible. It is routine to check that (
It follows that L(x) = 0 if and only if x t is in the null space of T t MT . The matrix T t MT has all its entries in F q , so its rank over F q and F q n are the same. The conclusion now follows.
is a permutation of F q for any a = 0. It is known that there are no planar functions in even characteristic. A Dembowski-Ostrom (or DO) polynomial over a field of characteristic p is a polynomial of the shape i,j a ij X p i +p j . If a function f : F q → F q is representable by a DO polynomial, we call f a function of DO type. Two planar functions f, g of DO type are equivalent if there exist linearized polynomials
It is shown in [16] that there is a close connection between commutative presemifield and planar functions of DO type: if (F q , +, * ) is a commutative presemifield, then x → x * x is a planar function of DO type over F q ; conversely, if f is a planar function of DO type, then S f = (F q , +, * ) is a commutative presemifield, where the multiplication is x * y = f (x + y) − f (x) − f (y). Weng We shall need the following simple lemma.
Lemma 2.5. Let q be an odd prime power and w be a nonsquare of
Proof. If neither L 1 nor L 2 is a permutation, then there exists nonzero elements u 1 , u 2 such that L 1 (u 1 ) = L 2 (u 2 ) = 0. However, this leads to that Q(u 1 + u 2 ) − Q(u 1 ) − Q(u 2 ) = 0, which contradicts the planarity property.
A quadratic space is a pair (Q, V ) where V is a finite dimensional vector space over F q and
x i e i ) is a quadratic form in n indeterminants over F q . A different choice of basis yields an equivalent form, and the rank of Q is the minimum number of variables in a quadratic form induced from Q in this way. The radical of a quadratic space (Q, V ) is rad(Q) := {v ∈ V : B Q (v, x) = 0 for all x ∈ V }.
In the following theorem we collect the facts about quadratic forms with q even that we shall need, cf. [40, Theorem 7.2.9] and Section 6.2 of [35] . Theorem 2.6. Let q be even and (Q, V ) be a quadratic space over
, and denote by N 0 the number of v ∈ V such that Q(v) = 0. Then n − r = 2s is even and there is a basis of V such that the resulting quadratic form is one of the following: Proof. In Theorem 2.6, Q has even rank in case (i) and (ii), and has odd rank in case (iii).
For n ≥ 1, we define the trace function Tr F q n /Fq :
for some positive integer d and all λ ∈ F q and x ∈ F q n , then we call f (X) a homogeneous polynomial of degree d over the subfield F q . Such a polynomial f naturally induces a mapf :
is a permutation polynomial of F q n if and only if Q y (x) = Tr F q n /Fq (yQ(x)) has odd rank for y = 0.
Proof. If Q(X) is a permutation polynomial of F q n , then the size of {x : Q y (x) = 0} is equal to that of {z : Tr F q n /Fq (yz) = 0}, which is q n−1 for y = 0. By Corollary 2.7, the quadratic form Q y has odd rank for each y = 0. This proves the necessary part. Now assume that Q y has odd rank for each y = 0. Since q is even and Q(X) is homogeneous of degree 2 over F q , it is easy to show that Q(X) is a permutation polynomial if and only if it induces a permutation of the quotient group F * q n /F * q . We regard F q n as a vector space over F q , and identify the elements of F * q n /F * q with the projective points of PG(n−1, q) in the natural way. Each hyperplane of PG(n − 1, q) is of the form {xF * q : Tr F q n /Fq (yx) = 0} for some y = 0, and Q(x)F * q lies on the hyperplane if and only if Q y (x) = 0. For each element g ∈ F * q n /F * q , we define n(g) := {x ∈ F * q n /F * q : Q(x)F * q = g}. For a set U of projective points, write n(U) := g∈U n(g). If H is a hyperplane, then n(H) =
by Corollary 2.7. For a fixed point g ∈ PG(n − 1, q),
be the set of hyperplanes containing it. As a multiset, i H i covers the point g exactly
times and each other point
times. We thus have
On the other hand,
. It follows that n(g) = 1 for each g. Hence Q(X) induces a permutation of F * q n /F * q , and so it permutes F q n . This proves the sufficiency part. The above lemma describes how to study the permutation behavior of a polynomial of DO type via quadratic forms. This is the technique that we will apply in Section 5.
3.
A function approach to C-planes and H-planes Let q be a prime power, n ≥ 2 be an integer, and regard the finite field F q 2n as a 2n-dimensional vector space over F q . Let γ be a primitive element of F q 2n and let σ : x → x p be the Frobenius automorphism. For each a ∈ F * q 2n , we use Θ(a) for the linear map from F q 2n to itself that maps x to ax. The group Θ(γ) is a Singer group, and ΓL(1, q 2n ) = Θ(γ) ⋊ Aut(F q 2n ). Let S be a spread with ambient space (F q 2n , +) and kernel F q . The associated affine plane Π(S) is flag-transitive if and only if Aut(S) is transitive on the components. If further Aut(S) is solvable, then it is isomorphic to a subgroup of ΓL(1, q 2n ). After taking an isomorphic spread if necessary, we assume that Aut(S) is a subgroup of Θ(γ) ⋊ Aut(F q 2n ). If the Singer subgroup Aut(S) ∩ Θ(γ) has order q n +1 2 or q n + 1 respectively, then we call S a spread of type H or type C and the corresponding plane Π(S) a H-plane or a C-plane respectively. All the known flagtransitive affine planes with a solvable full collineation group are either C-planes or H-planes, and there are no other such planes of order at most 125. The following result summarizes Lemma 1 and the subsequent comments in [22] , restricting to the solvable case. , ne) = 1 in the case p is odd and gcd(q n + 1, ne) = 1 in the case p = 2.
The above lemma indicates that C-planes and H-planes are the only possibilities under a mild number theoretical condition in the solvable case, and it is an open problem whether the gcd condition can be dropped. In this paper, we will focus on C-planes and H-planes. Throughout the paper, we fix the following notation. Take β to be an element of order (q n + 1)(q − 1). Let S be a spread of type H or type C such that Aut(S) ∩ Θ(γ) = Θ(β 2 ) or Θ(β) respectively.
Let W be a component of S, so that S = {g(W ) : g ∈ Aut(S)}. Since the number of F q nsubspaces of F q 2n is q n + 1, there exists δ ∈ F q 2n \ F q n such that W ∩ F q n · δ = {0}. From the decomposition F q 2n = F q n ⊕ F q n · δ, we can write the F q -subspace W as follows:
where L(X) ∈ F q n [X] is a reduced q-polynomial. We also define
which is a DO polynomial over F q n . The following is our key lemma. 
Proof. We first prove (1). The orbit of W under Θ(β 2 ) forms a partial spread if and only if the following holds: y + δL(y) = β 2i (x + δL(x)) = 0 occurs only in the case β 2i ∈ F * q and y = β 2i x. First assume that we get a partial spread from W as described. If Q(x) = Q(y) for xy = 0, then s
. Since s 1 ∈ β 2 , it follows from our assumption that s 1 ∈ F * q and y = s 1 x. Since gcd(q n + 1, q − 1) = 2, we get s
We thus have shown that x → Q(x) is 2-to-1, and it follows that Q(x) is planar by Lemma 2.4. Conversely, assume that Q(x) is a planar function. If y + δL(y) = β 2i (x + δL(x)) = 0, then taking norm we get
q . The conclusion now follows. We next prove (2). Since Q(λx) = λ 2 Q(x) for λ ∈ F q , the map x → Q(x) induces a function from F * q n /F * q to itself. Observe that β is the set of elements in F * q 2n whose relative norm to F q n is in F * q . The orbit of W under Θ(β) forms a spread if and only if the following holds: y+δL(y) = β i (x+δL(x)) = 0 occurs only in the case β i ∈ F * q and y = β i x. First assume that we get a spread from W as described. If Q(x)/Q(y) ∈ F * q for xy = 0, then y +δL(y) = s 1 (x+δL(x)) for some s 1 ∈ β . It follows that s 1 ∈ F * q and y = s 1 x. Hence Q(x) permutes F *
It follows that y/x ∈ F * q , and the conclusion follows. The claim (3) can be proved similarly, and we omit the details. Proof. By the previous lemma, we see that Q(x) is a planar function, and so x → Q(x) is 2-to-1 by Lemma 2.4. Denote by D the image set {Q(x) : x = 0}, and write E for its complement in F * q n . For a nonsquare λ ∈ F * q , we have E = λ · D by [48, Proposition 3.6] . In particular, Q(y)/Q(x) ∈ F * q implies that Q(y)/Q(x) = u 2 for some u ∈ F * q . The 2-to-1 property of Q then gives that y/x = ±u ∈ F * q . This shows that Q(x) permutes F * q n /F * q . The claim then follows from claim (2) in Lemma 3.2.
Theorem 3.4. There is no type C spread with ambient space (F q 2n , +) and kernel F q when n is even and q is odd.
Proof. We take notation introduced preceding Lemma 3.2 and prove by contradiction. By claim (2) 
) is a nondegenerate quadratic form over F q . By [35, Theorem 6.26] , the number N 0 = #{x ∈ F q n : Tr F q n /Fq (Q(x)) = 0} is equal to q n−1 ± (q − 1)q n/2−1 . On the other hand, N 0 = #{y ∈ F q n : Tr F q n /Fq (y) = 0} = q n−1 by the fact that Q(x) permutes F * q n /F * q . This contradiction completes the proof.
In the case q is odd, we may further restrict the form of W .
, and let W be a component. If q is odd and
2 is planar. By Lemma 2.5, at least one of L 1 , L 2 is a permutation, and correspondingly W intersects one of F q n and F q n · δ trivially.
The Kantor-Suetake family constitutes a major part of the known non-Desarguesian flagtransitive affine planes of odd order. As a first application of our new approach, we give a characterization of this important family based on the following result of Menichetti. Please refer to [1, 26] for details on generalized twisted fields. By [26, Proposition 11.31] , which is essentially due to Albert [2, 3] , a generalized twisted field that has a commutative isotope must be isotopic to the commutative presemifield defined by a planar function x 1+p α over F p e , where 1 ≤ α ≤ n − 1 and e/ gcd(e, α) is odd. The following result characterizes planar functions whose associated presemifield is isotopic to a commutative twisted field or a finite field, see [16, Corollaries 3.9, 3.10] .
Lemma 3.8. Let p be an odd prime and q = p e . Let f be a planar function of DO type over F q and S f = (F q , +, * ) be the associated presemifield with
where α is an integer such that 1 ≤ α ≤ e − 1 and e/ gcd(e, α) is odd. Lemma 3.9. Let n be an odd prime, ν(n) be as in Theorem 3.7, and let q be an odd prime power such that q ≥ ν(n). Suppose that the orbit of
2 is a planar function. By Theorem 3.7, the associated presemifield S Q is isotopic to a finite field or a commutative twisted field under the conditions in the lemma. By Lemma 3.8, there are reduced linearized permutation polynomials
where q = p e with p prime, 1 ≤ α ≤ ne − 1 and
2 is a nonsquare in F * q n , all the a i 's and b j 's are zero. This contradicts the assumption that M 2 is a permutation polynomial, so (3.4) can not occur. It remains to check (3.3) . We look at the coefficients of x p i +p j , 0 ≤ i < j ≤ ne − 1, on both sides and get a i a j = δ 2 b i b j . If |I| ≥ 2 or |J| ≥ 2, then it is easy to deduce that I = J. If both I and J have size at most 1, then L is a monomial and W takes the desired form with α = 1. We assume that I = J and they have size at least two below. In this case, for any distinct i, j ∈ I, exactly one of
j } is a square and the other is a nonsquare, since δ 2 is a nonsquare in F * q n . This is only possible when |I| = 2. Therefore,
is a permutation, the elements of W can be written as
Since W is a F q -linear subspace, p ℓ−k is a power of q. This completes the proof.
Remark 3.10. Let q be an odd prime power, w be a nonsquare of F q , and N > 1 be an integer. 
Proof. Let W be a component of S such that S is the orbit of W under the Singer subgroup Θ(β) . By the remark following Lemma 3.5, up to isomorphism W = {x+δ ′ L(x) : x ∈ F q n } for some q-polynomial L(X) and δ ′ such that δ ′q n −1 = −1. By Lemma 3.9, W = {α · (x + uδ ′ x q i ) : x ∈ F q n } for some α ∈ F * q 2n and u ∈ F * q n . Its orbit under Θ(β) is a spread isomorphic to the one described in the theorem with δ = uδ ′ . The kernel contains the fixed subfield of x → x q i , so we have gcd(i, n) = 1. Theorem 3.12. Let n be an odd prime, ν(n) be as in Theorem 3.7, and let q be an odd prime power such that q ≥ ν(n). A type H spread S of (F q 2n , +) with kernel F q is isomorphic to the orbit of {x + δx q k : x ∈ F q n } under the group A generated by Θ(β 2 ) and ψ : z → ηz q n , where
Proof. Write q = p e with p prime. By Lemma 3.9, under the conditions in the theorem a spread S of type H is isomorphic to the orbit of W = {x + δ · x τ : x ∈ F q n } under Aut(S), where δ q n −1 = −1, τ = q k with 1 ≤ k ≤ n − 1 and gcd(k, n) = 1, and Aut(S) ∩ Θ(γ) = Θ(β 2 ) . There exists ψ ∈ Aut(S) that permutes the two Θ(β 2 ) -orbits by the transitivity of Aut(S) on the components, so the spread S consists of the orbit of W under the subgroup A := Θ(β 2 ), ψ . By elementary group theory,
Since any odd power of ψ also permutes the two Θ(β 2 ) -orbits, we can assume that the order of ψ ∈ Aut(S)/ Θ(β 2 ) is a power of 2. Write ψ(z) = ηz σ , where σ = p ℓ (1 ≤ ℓ ≤ 2ne − 1) and η ∈ F * q 2n . We now derive conditions on ψ to guarantee that the orbit of W under the subgroup A forms a spread. To be specific, we need to make sure the following hold:
, trivially. We fist consider the condition (1). Assume that ψ 2 (W ) = β 2i · W for some i. This means that for each x ∈ F q n , there exists y ∈ F q n such that
Expanding and comparing the coefficients of the basis {1, δ}, we get y = ux
is the zero polynomial. Since τ = 1 and n is odd, the reduced monomial X σ 2 (mod X q n − X) occurs only once. This gives v = 0, and the remaining coefficient gives u τ −1 = δ σ 2 −1 . Raising both sides of η 1+σ β −2i = u to the
Conversely, if (3.5) is true, then (1) holds with β 2i = η (1−q n )(1+σ)/2 by direct check. To summarize, we have shown that (1) holds if and only if (3.5) holds.
We claim that gcd(e, ℓ) = r, δ
, where r = gcd(e, 2ℓ),
. By raising both sides of (3.5) to the
-th power we get δ
The latter case will not occur, since it would lead to the contradiction δ
, which is the case only if 2ℓ/r is even,
i.e., r|ℓ. This shows that r = gcd(e, ℓ) and δ
is odd, so g = 1. It follows from (3.5) that η (1+q n )(τ −1) = δ 2(σ−1) . We now consider the condition (2) . Recall that β is the set of elements of F * q 2n whose relative norm to F q n is in F * q . The condition amounts to that η 1+q n Q(x) σ = λ 2 Q(y) does not hold for any x, y ∈ F * q n and λ ∈ F * q , where Q is as defined in (3.2). By expanding η 1+q n Q(x) σ = λ 2 Q(y) and rearranging terms, we get
Here we have made use of the fact that η (1+q n )(τ −1) = δ 2(σ−1) . If Y = 0, then Y 1−τ is a square while δ 2 is not, which is impossible. We thus must have Y = 0. It is clear that Y = 0 has a solution (x, y, λ) ∈ F * q n × F * q n × F * q if and only if η 1+q n is a square in F * q n . To summarize, (2) holds only if η 1+q n is a nonsquare in F * q n . Let e ′ be the highest power of 2 that divides e. It follows from r = gcd(e, ℓ) = gcd(e, 2ℓ) that e/r is odd, i.e., e ′ |r. Hence ℓ is a multiple of e ′ . Recall that the order of ψ is a power of 2, so ℓ is a multiple of ne. On the other hand, 0 < ℓ < 2ne implies that ℓ = ne. In this case, r = e, and the conditions reduce to the same as stated in the theorem.
The sufficiency part of the theorem is shown in [29, 31] .
The spreads described in Theorem 3.11 and Theorem 3.12 are due to Kantor and Suetake [29, 31] . The case n = 3 has been characterized by Baker and Ebert et al in a series of papers [5, 6, 7, 10] by a geometric approach. It is well-known that a two-dimensional finite semifield is a finite field [20] , so the same arguments in this section can be applied to characterize the case n = 2 which has been dealt with in [9] .
Planar functions of the form L(x)
2 − wx 2
In Section 3, we have shown that C-planes and H-planes of odd order have close connections with planar functions of the form X 2 − δ 2 L(X) 2 over F q n , where δ q n −1 = −1. In this section, we study the properties of the commutative semifields associated with such planar functions and
Assume that Q(X) is a planar function over F q n . Then
is a F q -linear bijection of F q n by definition. Let L 1 be its inverse under composition, which is also F q -linear. Denote by S Q = (F q n , +, •) the associated semifield with multiplication
2)
The multiplicative identity is e Q = L(1) 2 −w, and N (S Q ) contains F q ·e Q . We have (ae Q )•z = az for a ∈ F q and z ∈ F q n . Let q m and q r be the sizes of N m (S Q ) and N (S Q ) respectively. We now explicitly construct a commutative isotope of S Q that has F q m as the middle nucleus. For each x ∈ S Q , let R x be the F q -linear map over (F q n , +) such that R x (z) = z • x. For u ∈ N m (S Q ) and i ≥ 1, we use u
•i for the product of i copies of u under the multiplication •, and set u
•0 := e Q . Let z ′ be a fixed primitive element of F q m with minimal polynomial
The map a → ae Q is a field isomorphism between (F q , +, ·) and (F q · e Q , +, •), and it naturally extends to a ring isomorphism between their polynomial rings. Therefore, there exists a primitive element z ∈ N m (S Q ) such that z
Here, F q -linearity means that ψ(λx) = λψ(x) for λ ∈ F q and x ∈ F q n . The map ψ is a bijection and has the properties: (1) The restriction ψ| F q m is a field isomorphism between F q m and N m (S Q ); (2) ψ(ax) = ψ(a) • ψ(x), i.e., ψ −1 R ψ(a) ψ(x) = ax, for a ∈ F q m and x ∈ F q n . By the definition of the nucleus, R ψ(y) R ψ(a) = R ψ(a) R ψ(y) for a ∈ F q r and y ∈ F q n , so ψ −1 R ψ(y) ψ is F q r -linear for each y by (2) . On the other hand,
is symmetric in x, y, so it is F q r -linear in both x and y. Therefore, ψ −1 (ψ(y) • ψ(x)) = x * K y, where x * K y = i,j c ij x q ri y q rj for some constants c ij 's such that c ij = c ji . It follows that ψ(x) • ψ(y) = ψ(x * K y) and also a * K x = ax for a ∈ F q m by (2). The algebraic system S K := (F q n , +, * K ) is a semifield isotopic to S Q , and its middle nucleus is F q m .
We write
Lemma 4.1. Let q be an odd prime power, n ≥ 2 be an integer, and w be a nonsquare in
2 −wx 2 is planar over F q n , then the semifield S Q = (F q n , +, •) with multiplication as defined in (4.2) is either isotopic to a finite field or has nucleus equal to F q .
Proof. We use the notation introduced preceding the lemma, and write s = n/r. The semifield S Q is isotopic to a finite field if and only r = n, so we assume that 1 < r < n and try to derive a contradiction. First we introduce some notation for the proof. For a reduced q-polynomial f (X) ∈ F q n [X], we have a unique decomposition
where the f i 's are reduced q r -polynomials. We call it the q r -decomposition of f , and call f i the i-th component. For t ∈ {1, 2}, write M t (X) = n−1 i=0 a i,t X q i , and define
one of a i,t , a i+r,t , · · · , a i+(s−1)r,t is nonzero}.
We comment that i ∈ I t if and only if M t has a nonzero i-th component in its q r -decomposition. Since M 2 is a permutation and L is not the zero polynomial, both I 1 and I 2 are nonempty. Observe that for i ≡ j (mod r), the coefficient of X q i +q j is zero on the right hand side of (4.3), so we have a i1 a j1 = wa i2 a j2 from the left hand side. We can pick two subsequences of length r whose supports are I 1 and I 2 from the coefficients of M 1 (X) and M 2 (X) respectively, satisfying the conditions in Remark 3.10. It follows that each of I 1 and I 2 has size at most 2 and I 1 = I 2 when one of them has size 2.
We first consider the case |I 1 | = |I 2 | = 1. In this case, we have M t (X) = U t (X q r t ) for t ∈ {1, 2}, where U 1 and U 2 are q r -polynomials, and 0 ≤ r 1 , r 2 ≤ r − 1. Set r 3 := r 1 − r 2 (mod r). Since M 1 (X) ≡ L(M 2 (X)) (mod X q n −X), the q r -decomposition of L(X) has exactly one nonzero component, namely the r 3 -rd. We have r 3 = 0: otherwise L(X) is q r -polynomial, contradicting (4.1). By comparing exponents of the monomials in (4.3), we get
. It follows that L(X) is a monomial and S Q is isotopic to a finite field, contradicting our assumption.
We next consider the case I 1 = I 2 = {r 1 , r 2 }, where 0 ≤ r 1 < r 2 ≤ r − 1. In this case, we have the
, where A, B, C, D are reduced q r -polynomials neither of which is the zero polynomial. Plugging them into (4.3) and again by comparing exponents of monomials, we get
The equation (4.4) holds without modulo X q n −X since both sides have degree at most 2q n−1 ≤ q n − 1. If the coefficient of X q rℓ in B(X) is nonzero, then by considering the coefficients of the monomials {X q r 2 +rℓ +q r 1 +ri : 0 ≤ i ≤ s − 1} on both sides of (4.4), we see that A and C differs by a constant. That is, A(X) = λC(X), B(X) = λ −1 wD(X) for some λ = 0. Canceling A and B from (4.5) and (4.6) by substitution, we get
Since w is a nonsquare, λ 2 − w = 0. It follows that λL(1) − w and λ 2 − λL(1) are both nonzero. By expansion using the q m -decomposition of M 1 , M 2 , we have
2 is a planar function of DO type equivalent to Q, so at least one of C, D is a permutation polynomial by Lemma 2.5. If C is a permutation polynomial, then we substitute x + y, x, y into (4.7) and take their linear combination to get
, where c 1 = λ 2 −w λL(1)−w . Here, we have used the fact that K(x + y) − K(x) − K(y) = 2(x * K y). This shows that S K is isotopic to a finite field, contradicting our assumption. The case D is a permutation polynomial leads to the same contradiction. This completes the proof.
The size of the nucleus is an invariant under isotopism and provides a measure for the nonassociativity of a commutative semifield. Lemma 4.1 suggests that the associated semifield S Q of a planar function Q(x) of the form described in the lemma behaves in two extremes: the size of its nucleus is either the maximum possible or the minimum possible. The planar functions that have associated semifields isotopic to a finite field have been characterized in [16] , and those of the prescribed form is implicitly described in Lemma 3.9. This provides some evidence to the conjecture that the planar functions of this form are all known. There is not much that we can say about the middle nucleus. In [18] , the authors have studied the equivalent forms of planar functions whose corresponding commutative semifields have specified nuclei. We deal with the planar functions of our special form in the following lemma.
Lemma 4.2. Let q be odd, n ≥ 2 be an integer, and w be a nonsquare in F q n . Let L(X) be a reduced q-polynomial over F q n such that (4.1) holds. Assume that Q(X) = L(X) 2 − wX 2 is planar over F q n and the semifield S Q = (F q n , +, •) with multiplication as in (4.2) has a middle nucleus of size q m with 1 ≤ m < n. Then Q(X) is equivalent to either
Proof. Take the same notation as in the proof of Lemma 4.1, and write s = n/m. Let M 1 (X) =
i=0 g i (X q i ) be their q m -decompositions respectively, where the f i 's and g i 's are reduced q m -polynomials. Set I 1 = {i : f i = 0} and I 2 = {i : g i = 0}. Both I 1 and I 2 are non-empty subsets of {0, 1, · · · , s − 1}.
For a ∈ F q m , we have
. In other words,
It is similar to (3.3) and the same argument using Remark 3.10 show that either q m − X) correspond to the components of M t (X) in its q m -decomposition for t ∈ {1, 2}, so k, l ∈ I 1 ∩ I 2 in the case (1), v ∈ I 2 in the case (2) , and u ∈ I 1 in the case (2) if c ′ 1 = 0. In the case (2), after plugging them back into (4.9) and comparing coefficients we get c 
This shows that F q m lies in the kernel of L. Therefore, there exists a q-polynomial R such that L(X) = R(X q m − X), so Q(X) is of the second form in the lemma. We thus assume that c ′ 1 = 0 in the case (2) . For a ∈ F q m and x ∈ F q n , we plug x + a, x and a into (4.3) and take their linear combination to get
Here, we have used the fact K(x) = x * K x and a * K x = ax for a ∈ F q m . Since both M 1 (X) and M 2 (X) are reduced, we have
. By expanding it using the q m -decompositions and comparing exponents of monomials, we get
If i is an integer such that 0 ≤ i ≤ s − 1 and neither
we claim that i is either in both of I 1 and I 2 or in neither of them. There exists a ∈ F q m such that M 1 (a) − L(1)a q i = 0 by the assumption, so it follows from (4.10) that f i is equal to g i multiplied by a constant. Similarly, g i is equal to f i multiplied by a constant, so the claim follows. After these preparations, we are now ready to handle each case separately. In the case (1), we claim that
q m − X, so I 1 = I 2 by the preceding claim. For i ∈ I 1 = I 2 , there is a nonzero constant d i such that g i = d i f i and plugging it in (4.10) we get
It is straightforward to check that the right hand side has at least one nonzero coefficient, so L 2 in the case i = l. This proves the claim. We then compute that
Since Q(M 2 (x)) is a planar function equivalent to Q(x), one of g k and g l must be a permutation polynomial by Lemma 2.5. Consider the case g k is a permutation polynomial.
2 with A a q m -polynomial, and so Q(x) is equivalent to one of the first form in the lemma. Since the nucleus of S Q is F q by Lemma 4.1, we have gcd(k − l, m) = 1. The case g l is a permutation polynomial is dealt with similarly.
In the case (2) with u = v, we claim that I 1 = {u} and Finally, consider the case (2) with u = v and c ′ 1 = 0. In this case, u is in both I 1 and I 2 . As before we have I 1 \ {u} = I 2 \ {u}. If I 1 = I 2 = {u}, then from the fact M 2 (X) is a permutation polynomial and M 1 (X) = L(M 2 (X)) (mod X q n − X) we deduce that L is a q m -polynomial, contradicting (4.1). Hence I 1 \ {u} = I 2 \ {u} = ∅. For t ∈ I 1 \ {u}, there exists a constant d t = 0 such that g t = d t f t and (4.10) reduces to c
By comparing coefficients we get L(1) = wd t and c (1)x and x → g u (x) − x both have F q m in their kernels, so there exist q m -polynomials
has F q m in the kernel, so there exists a q-polynomial R such that it is equal to R(X q m+u − X q u ). We thus have
, and Q(X) is equivalent to the second form in this case.
For the rest of this section, we will only consider the simplest cases as a demonstration of techniques, where the associated semifields are rank two commutative semifields. They correspond to Case (i) in Lemma 4.2 with n = 2m. We start with a technical lemma. 
Then its image set is equal to {(A, B, C) ∈ F 3 q m : C 2 − 4AB is a square in F q m }, and Ψ(x, y) = (0, 0, 0) if and only if x = 0 or y = 0.
Proof. If (A, B, C) = Ψ(x, y) with x = x 0 ζ + x 1 , y = y 0 ζ + y 1 (x i , y i ∈ F q m ), then A = x 1 y 1 , B = x 0 y 0 , C = x 0 y 1 + x 1 y 0 , and C 2 − 4AB = (x 0 y 1 − x 1 y 0 ) 2 is a square in F q m . If further A = B = C = 0, then it is straightforward to show that at least one of x and y is 0.
Conversely, suppose that (A, B, C) ∈ F 3 q m satisfies that C 2 −4AB is a square. We can directly check that Ψ(ζ, Bζ + C) = (A, B, C) if A = 0 and Ψ(1, Cζ + A) = (A, B, C) if B = 0. Now assume that AB = 0, and let t be a solution to BX 2 − CX + A = 0. It is now routine to check that t ∈ F * q and Ψ(ζ + t, Bζ + At 
Proof. Take ζ ∈ F q 2m such that ζ q m −1 = −1, and let Ψ be as defined in (4.12) . Write x = x 0 ζ + x 1 , y = y 0 ζ + y 1 with x i , y i ∈ F q m , and set (A, B, C) = Ψ(x, y). Then Q(x + y) = Q(x) + Q(y) if and only if
The left hand side is equal to By raising both sides of (4.13) to the q m -th power we get another equation, and together with (4.13) we deduce that
We then compute that
Since ζ 2 is a nonsquare in F * q m and gcd(q
Then by taking B ∈ F q m such that B q k −1 = z q−1 and setting A, C as in (4.14), we get the desired triple. It remains to establish the existence of such an element.
Let ρ be the multiplicative character of order two of F * q m , i.e., ρ(x) = 1 if x is a nonzero square and ρ(x) = −1 otherwise. We extend it to F q m by setting ρ(0) = 0. Let F q m be the algebraic closure of
It implies that the two factors on the left hand side both have degree 0, which is impossible. We can now apply [40, Theorem 6.2.2] to see that
is straightforward to check that (2(q − 1) − 1)q m/2 < q m − 1 holds for all q odd and m ≥ 3, so there exists z ∈ F * q m such that H(z) is a nonsquare. This completes the proof. Proof. Take ζ ∈ F q 2m such that ζ q m −1 = −1, and let Ψ be as defined in (4.12). Set s := a+b, β := (a − b)ζ. The case s = 0 has been handled in Lemma 4.4, so assume that s = 0. By multiplying Q(x) by a nonzero constant if necessary, we set s = 1 without loss of generality. If β is in F q m , then a =
is of the form in Lemma 4.4. Therefore, we only need to consider the case s = 1 and β ∈ F q m . As in the case of Lemma 4.4, Q(x) is planar if and only if there is no triple (A, B, C) ∈ F 3 q m \{(0, 0, 0)} such that C 2 − 4AB is a square and
The left hand side equals 1 2 (Q(x + y) − Q(x) − Q(y)) in the case (A, B, C) = Ψ(x, y). Assume that Q(x) is planar. We claim that the F q -linear map
is a bijection. Otherwise, there exists a pair (A, C) = (0, 0) such that (4.15) holds with B = 0. Since C 2 − 4 · A · 0 = C 2 is trivially a square, this is impossible by our assumption. Therefore, for each B = u ∈ F q m , there is a unique pair (A,
. It is clear that both f and g are F q -linear. By the definition of f and g we have
If f (u) = 0 for some u = 0, then (A, B, C) = (0, u, g(u)) satisfies (4.15) and
2 is a square. This contradicts our assumption, so the map u → f (u) is a bijection. By the planarity of Q(x), g(u) 2 − 4uf (u) is a nonsquare for all u ∈ F * q m , so S(−g, −f ) = (F q 2m , +, •) as defined in Theorem 2.1 with t = ζ is a RTCS. Recall that for x, y ∈ F q 2m and (A, B, C) = Ψ(x, y), we have
Let M be the the F q -linear map such that M(z 0 ζ + z 1 ) := Υ(z 1 , z 0 ) for z 0 , z 1 ∈ F q m . It is nondegenerate, and with (A, B, C) = Ψ(x, y) we have
Therefore, the semifield S Q defined by Q is isotopic to S(−g, −f ). Under the conditions in the theorem, S(−g, −f ) is isotopic to either a finite field or a Dickson semifield by Theorem 2.2. By [15, Example 2] , S(−g, −f ) is isotopic to a finite field if and only if g(u) = cu and f (u) = du, where c 2 − 4d is a nonsquare. In this case, (4.16) becomes 
We consider (4.17) in three cases.
(1) In the case
The coordinates with respect to the basis {1, ζ} in the above expression are polynomials in x 0 y 0 . By comparing coefficients we get λα q ℓ a q ℓ i a q ℓ j + αb i+el b j+el = 0, and a i+el b j+el + a j+el b i+el = 0 for i = j. The subscripts are read modulo em here. We observe that −a i a j b i+el b j+el is a nonsquare and −a i+el a j+el b i+el b j+el is a square, yielding that a i a i+el a j a j+el is a nonsquare in the case i = j and the terms involved are nonzero. Assume that a u a v = 0 for 0 ≤ u < v ≤ em − 1. We claim that none of the elements in {a u+rel , b v+sel : 0 ≤ r, s ≤ m − 1} is zero. It follows from the first equation with (i, j) = (u, v) that b u+el b v+el = 0, and follows from the second equation with (i, j) = (u − eℓ, u) and (i, j) = (v − eℓ, v) that none of a u+el , a v+el , b u , b v is zero. The claim then follows by induction. For 0 ≤ i < j ≤ m − 1, exactly one of a u+iel a u+(i+1)el and a u+jel a u+(j+1)el is a square and the other is a nonsquare by our previous observation. This is impossible when m ≥ 3. We conclude that L 1 is a monomial, and similarly L 3 is a monomial. Write L 1 (x 0 ) = c 1 x 
(2) In the case x 1 = y 0 = 0, (4.17) gives that L(x 0 y 1 ζ) is equal to
As in the previous case, we know that 
In the case x 0 = y 0 = 0, (4.17) gives that
We compute L(g(u)ζ) + L(f (u)) using (4.19) and (4.20) and add it to (4.18) to cancel out the left hand side. The coordinate of ζ on the right hand side gives that 
We obtain another equation by raising both sides to the q m -th power, and then deduce that both f (u) and f (u) 
We claim that
∈ F * q m . Otherwise, raising both sides of (4.22) to the q m -th power, we get another equation that is linear independent with (4.22). We then deduce that both g(u) and g(u)
q k are linear combinations of u, u q k . This is possible only if g(u) = c 6 u for a constant c 6 , but then f (u) has degree 1: a contradiction. This proves the claim.
After dividing both sides of (4.22) by β + d 1 , the left hand side is in F q m [u], so should be the right hand side. This gives that both
We have d 2 + β 2 = 0, since otherwise β 2 = ζ 2 and S Q is isotopic to a finite field as we have shown. Now set z := g(u). The equation (4.22) gives that u = h 1 z + h 2 z q k for some constants h 1 , h 2 ∈ F * q m . In particular, this shows that u → z = g(u) is a bijection. It follows that f (u) = h 3 z − ζ 2 h 2 z q k with h 3 = d 1 − ζ 2 h 1 , and we have
where
We directly compute that 4ζ 2 h 
is a square. If we take u such that z = g(u), then g(u) 2 − 4uf (u) is a nonsquare. This contradiction completes the proof.
In the proof of Theorem 4.5, we do not directly consider the planarity of Q. Instead, we show that the semifield S Q is a RTCS and make use of the classification results of such semifields obtained in [14, 33] . This is in the same spirit as in Section 3, where we make use of Menichetti's classification of generalized twisted fields. Coulter and Henderson have used this approach to characterize planar functions of certain form over F q 3 , cf. [17] . The list of known commutative semifields is short [12, 34, 49] , and Minami and Nakagawa [39] have determined the polynomial forms of certain commutative semifields. It may be of some interest to examine the known commutative semifields one by one to check whether their isotopes will yield planar functions of the form L(X) 2 − wX 2 , but the answer is most probably negative. We need new techniques to prove or disprove the planarity of the functions of interest.
Low-dimensional C-planes of even order
In this section, we consider type C spreads of even order. Let q be even. Recall that β is an element of order (q n + 1)(q − 1) in F q 2n , and Θ(β) ∈ ΓL(1, q 2n ) is defined by Θ(β)(x) = βx. A type C spread S of order q n with kernel F q is isomorphic to the orbit of W = {L(x) + δx : x ∈ F q n } under the group Θ(β) , where L(X) is a monic reduced q-polynomial and δ ∈ F q 2n \ F q n . By Lemma 3.2,
is a permutation polynomial of F q n . For each y ∈ F q n , we define the quadratic form Q y (x) := Tr F q n /Fq (δ + δ q n ) −1 yQ(x) , i.e.,
By Lemma 2.8, Q y has odd rank for any y = 0. Its associated bilinear form is
whereL is the adjoint polynomial of L. The radical rad(Q y ) = {u ∈ F q n :L(yu) + yL(u) = 0}. By Theorem 2.6, Q y (rad(Q y )) = {0} for each y = 0. We will fix these notation throughout this section. We first examine two special cases in the following examples.
Example 5.1. Assume that n is even, and L(x) = x q k with gcd(n, k) = 1. In this case, the adjoint polynomialL(X) = X q n−k . Take y to be a primitive element. Since gcd(q
. Hence, Q y has rank n and Q(X) is not a permutation polynomial of F q n .
Example 5.2. Assume that n is even, and
q , and take y = ∆ −1
otherwise. Then y ∈ F q and rad(Q y ) = {u : Tr F q n /Fq (yu) = Tr F q n /Fq (u) = 0}. For u ∈ rad(Q y ), we have Q y (u) = Tr F q n /Fq (∆y · u 2 ). It is clear that ∆y ∈ F q + F q · y 2 for the chosen y, so Q y is constantly zero on rad(Q y ). It follows that Q(X) is not a permutation polynomial of F q n .
The main objective of this section is to characterize the case n = 3 and n = 4 completely. The case n = 2 can be reduced to either of the above examples with a proper choice of δ. In the case n = 3, there is the construction by Kantor in [27] . We start with the case n = 4. The strategy is to show that there is a trivial rad(Q y ) except the cases where it can be reduced to the second example above. Proof. We continue with the arguments in the beginning of this section. We only deal with the case deg(L) = q 3 and the other cases can be handled similarly. If L(X) = X q 3 + ax q 2 + bx q + cx, then by replacing δ with δ + c we assume that c = 0. In this case,L(X) = b
The associated matrix of this q-polynomial as in (2.2) has determinant f (y) 2 , where 
This reduces to the case in Example 5.2. In either case, Q(X) is not a permutation polynomial of F q 4 . This completes the proof.
The rest of this section is devoted to the classification of the case n = 3.
Proof. Set r := 1 + δ −1 , h := (δ −1 + δ −q 3 ) −1 , and set Tr := Tr F q 3 /Fq throughout this proof. By Lemma 2.8 and Theorem 2.6, Q(X) is a permutation polynomial of F q 3 if and only if Q y is not constantly zero on rad(Q y ) for each y = 0, where Q y is as defined in (5.1). In this case,
If y ∈ F * q , then rad(Q y ) = F q 3 and Q y (x) = yTr(cx 2 ), with c = h + 1 + Tr((δ + δ q 3 ) −1 ). If y ∈ F q , then rad(Q y ) = {u : Tr(u) = Tr(yu) = 0} = F q · (y q + y q 2 ), and Q y (y q + y q 2 ) = y 1+q+q 2 · Tr h(y q−q 2 + y q 2 −q ) .
If h ∈ F * q , then Q h (h q + h q 2 ) = 0 and Q h (rad(Q h )) = {0}. Hence we must have h ∈ F * q in order for Q to be a permutation polynomial, and this proves the necessity part.
Now assume that h ∈ F * q . In this case, it is straightforward to show that c = Tr(r 1+q 3 )h and the minimal polynomial of rh over F q 3 is X 2 + X + r 1+q 3 h 2 = 0. By [35, Theorem 2.25], Tr F q 3 /F 2 (h 2 r 1+q 3 ) = 1, which in particular implies that Tr(h 2 r 1+q 3 ) = hc = 0. Hence Q y (x) = yTr(cx 2 ) is not constantly zero on rad(Q y ) = F q 3 if y ∈ F * q . For each y ∈ F q , the F q -linear subspace {x ∈ F q 3 : Tr((y q−q 2 + y q 2 −q )x) = 0} is spanned by y and y −1 . It can not contain F q , since otherwise y would lie in a degree two extension of F q . It follows that Tr(y q−q 2 + y q 2 −q ) = 0, so Q y (rad(Q y )) = {0} for all y ∈ F q . This proves the sufficiency part.
Remark 5.5. Take δ ∈ F q 6 \ F q 3 such that δ −1 + δ −q 3 ∈ F * q , and take the decomposition F q 3 = T 0 ⊕ F q as in [32] , where T 0 = {x ∈ F q 3 : Tr F q 3 /Fq (x) = 0}. Let W be the image of F q 3 under the map x → Tr F q 3 /Fq (x)+δx. Then W = T 0 ·δ⊕F q ·(1+δ), and {β i ·W : 0 ≤ i ≤ q 3 } forms a spread S of type C, where β is an element of order (q 3 + 1)(q − 1). Moreover, the spread S is symplectic with respect to the nondegenerate alternating form A(x, y) = Tr q 6 /q (δ + δ Assume that x → Q(x) is a a permutation, and we need to prove that L(x) + δx is of the desired form. If L(x) = x q 2 + ax q + bx, then by replacing δ with δ + b we assume that b = 0. If a is a nonzero (q − 1)-st power, then a = u q 2 −1 for some u ∈ F * q 3 and L(x) + δx = u −1 Tr F q 3 /Fq (u q x) + (u q−1 + δ)x. Similar to the first paragraph of this proof, we can deduce that L(x) + δx is of the desired form by Lemma 5.4. There are two remaining cases.
(1) In the case a is not a nonzero (q − 1)-st power, y → u = y q 2 + a q y q is a permutation of F q 3 and L(u) + uδ = (1 + a q δ) . Therefore, x → Q(x) is a permutation if and only if the map x → (x q + δ ′ x) 1+q 3 is. (2) In the case a = 0, x q 2 + δx = δ · (y q + δ −1 y) for y = x q 2 . Therefore, x → Q(x) is a permutation if and only if the map x → (x q + δ −1 x) 1+q 3 is.
We now show that x → Q(x) = (x q + δx) 1+q 3 is not a permutation of F q 6 for any δ ∈ F q 3 , which will exclude these two cases and conclude the proof. In this case, we have Q(X) = (X q + δX)(X q + δ q 3 X). By Hermite's criterion for permutation polynomials (cf. [35, Theorem 7.4] ), Q(X) q 2 −1 (mod X q 3 − X) has degree at most q 3 − 2. The polynomial Q(X) q 2 −1 has degree at most 2q(q 2 − 1) < 2(q 3 − 1), so its coefficient of X q 3 −1 should be zero. Since q 2 − 1 = (q − 1)q + (q − 1), we can rewrite Q(X) q 2 −1 as X 2q 2 −2 · X 2(q 2 −q) + s q X q 2 −q + t−1 · X 2(q−1) + sX q−1 + t q−1 , where s = δ + δ q 3 and t = δ 1+q 3 . The second term in the product contributes monomials that are powers of X q(q−1) and the third term contributes monomials that are powers of X q−1 . If q 3 − 1 = 2(q 2 − 1) + q(q − 1)i + (q − 1)j with 0 ≤ i, j ≤ 2(q − 1), then we necessarily have j = q − 1 and i = q − 2. Thus the coefficient of X q 3 −1 in Q(X) q 2 −1 is the product of the coefficient of X q−1 in (X 2 + sX + t) q−1 and that of X q−2 in (X 2 + s q X + t q ) q−1 , i.e., , the quantity in (5.2) is equal to , there exists u ∈ F q 3 such that ts −2 = u 2 + u. Set z = δ q 3 −1 . We have z ∈ F q 3 and ts −2 = (z + z −1 ) −1 by direct check. The minimal polynomial of z over F q 3 is (X − z)(X − z −1 ) = X 2 + (u 2 + u) −1 X + 1, but the latter has u u+1 ∈ F q 3 as a root: a contradiction. This completes the proof.
As an immediate corollary, we get the following characterization result.
Theorem 5.7. Let q be even. The type C spreads with ambient space (F q 6 , +) and kernel F q are isomorphic to those described in Remark 5.5.
We end this section with some remarks on the higher dimensional case. Theorem 5.3 supports the conjecture that there is no C-plane of even order and even dimension. The simple nature of the proof in the case n = 4 suggests that the method may be applicable to larger values of even n, and of course new ingredients are needed to prove the conjecture. In the case where n is odd, there are the constructions in [32] , making a characterization in this case a challenging problem. It may be more practical to classify the C-planes of order 2 p with p an odd prime, where no such non-Desargeusian planes are known. The approach in this section provides the first step towards a complete characterization of C-planes of even order.
