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This study investigates the effects of asymmetric exchange rate volatility on
international trade in Nigeria, using a monthly data from 2000-2017. The ARCH and
GARCH model were used to extract the volatility of the real exchange rate. Results
from the asymmetric ARDL model confirms the presence of asymmetry in exchange
rate volatility. The study further estimates that the positive components of exchange
rate volatility has significant negative impacts on trade, while the negative
components have positive impacts. The results of this study suggest policy directives
which may be useful recommendations for policy creators. Since the role of exchange
rate volatility on trade balance indicates negative and statistical significance, it is
appropriate for the authorities to develop sound exchange rate management policies
for the country. The Central Bank should use the allocations and disbursement of
foreign currencies, as well as the Naira to regulate the vacillations in exchange rate
over time. Proper effective management of economic and noneconomic factors that
reduce the volatility of the exchange rate should be implemented.
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Exchange rate is an important macroeconomic fundamental that influences the
economy of a country. It is the conversion rate of a currency to another, and it
determines the international competitiveness of a country. In an open economy, where
the demand for foreign currency is higher than the supply of foreign currency,
exchange rate and its volatility on economic activities can have far-reaching
implications on the economy (Adewuyi & Akpokodje, 2013; Alagidede & Ibrahim,
2017; Schnabl, 2007). Nigeria run a mono-ethnicity economy. Over 78% of Nigeria
revenue are been acquired from the sales of crude oil to the international marker, this
has a very huge inference on Nigeria economy, which mean, the discrepancy in the
global oil prices might have an impact on the economy.
The Nigeria economy relies heavily on the importation of raw materials, technology
and other related materials from foreign countries. Due to the importation of these raw
materials, there is so much pressure on foreign exchange, other way, the demand for
foreign currency is higher than demand for local currency, this actually spring up in
the volatility of exchange rate. Recently, the consequences of the volatility of
exchange rate, the economy of Nigeria have recently experience adverse, including
unstable macroeconomics and poor economic growth compare with other countries.
Furthermore, comparing economy of Nigeria with developed countries with stable
market conditions, developing trade attach important to this variable because of the
level of unpredictability that made up their markets and the need to have a stability
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exchange rate to minimize the costs and risks connected with transactions in foreign
exchange.
In view of the fact, if the volatility of exchange rate is on high level, this will
drastically affect economy and cause economy instability on the markets and other
economic factors. The economic instability obtained from the volatility of exchange
rate would make the international trade drop drastically, if the investment drop, and
inequitable competition, this will give an advantage to the foreign companies in terms
of pricing of product. The economic growth models posit that stable exchange rates
may result in lower inflation rates, increased trade and investment, which in turn may
boost productivity and economic growth.
The idea of international trade is rooted in the theory of Adam Smith in his famous
book 'The Wealth of Nations' in 1776 where he explained the importance of
specialization; and that of David Ricardo who elucidated the theory of comparative
advantage. In the same vein, the recently embraced concept of globalization has left
all countries with no other choice than to depend on each other for one thing or
another. Globalization has led to international organizations, including the World
Bank and United Nations suggesting ways in which countries can reduce various trade
hurdles (Afonso, 2001).
In the midst of policymakers, professionals, and business men, the impact of volatility
of exchange rate on economy of Nigeria has been a debate within them.
This discussion is farther heightened as countries move to a floating exchange rate
regime, in the 1980's, the financial markets liberation started and the recent world
economic crisis affecting the growth of economic. Furthermore, many studies have
used method of array to inspect the impact of volatility of exchange rate on trade
especially in developing countries like Nigeria.
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These evident shows that the recent fluctuations of exchange rate in Nigeria, most
mainly from the quarterly 2015, with other factors which causes economic recession
in 2016. At any time, economic activities could be interrupted by volatility of
exchange rate, necessitating continuous inquiry, given the extensive inference on
economic activities. The government is very much concern about this, including
researchers, investors, and other factors of the economy. In addition, the lack of
consistent evidence in developing markets on the issue of volatility of exchange rate
and its impact on international trade means that further work is necessary to answer
the pending question about the connection between the variables. Thus, the content
of volatility of exchange rate and its impact on trade still needs extended analysis and
further research attention, most mainly when considered as a principal determinant for
products pricing at the world market.
1.2 Statement of the Problem
The adoption of the International Monetary Fund (IMF) Structural Adjustment
Programme (SAP) in 1986 resulted in the transition from a fixed exchange rate
regime to a floating exchange rate regime in Nigeria. Specifically, one of the policies
of SAP in Nigeria is radical reform of trade and exchange rate policies. This
combined with enhanced market liberalization measures and institutional changes
creates a degree of economic flexibility which enhances the effectiveness of the
incentive system. Ever since then, Nigeria’s exchange rate (especially to the U.S.
Dollar) has attained varying rates throughout different time horizons (Adeoye &
Atanda, 2011). The current flexible exchange rate regime has led to greater volatility
of the Naira against the major currencies such as the U.S. Dollar. This varying foreign
exchange rate has severe implications on the nation’s net exports.
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As shown in Figure 1, periods of low real exchange rate volatility were associated
with an increase in exports, but periods of high real exchange rate volatility were
associated with a sharp decline in exports. This implies that real exchange rate
volatility impacts negatively on Nigeria’s net exports.
Figure 1.1: Exchange rate volatility and net export
Source: CBN’s Statistical Bulletin, 2019
Since the importance of exports on the Nigerian economy is clear, the effects of the
volatility of the Naira should not be taken for granted but should be carefully
considered by policymakers. Hence, this research study aims to provide empirical
insight into the extent to which this variability of the real exchange rate impacts
exports and imports; while providing possible suggestions relating to ways to control
or alleviate it (Azaikpono, Takaendesa & Tsheole, 2006).
Several publications have documented the impact of exchange rate volatility on trade.
However, the vast majority of the literature (Omojimite & Akpokodje, 2010; Nuroglu
& Kunst, 2012; Yakub et al., 2015; Dada & Olomola, 2017; Oyovwi & Ukavwe, 2013;
Serenis & Tsounis, 2013) explores the symmetric impact of exchange rate volatility
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on trade. The only literature on exchange rate volatility asymmetric on trade in Africa
was done by Dada (2020). Since the inference made in this study cannot be
generalized to Nigeria, there is a need for a country-specific study on the impact of
asymmetric exchange volatility on trade.
1.3 Research Questions
The study answers the following set of questions.
i. What is the magnitude of the asymmetric effect of exchange rate volatility
on international trade?
ii. What is the causal relationship between asymmetric exchange rate
volatility and international trade in Nigeria?
1.4 Objectives of the Study
Nigeria is growing rapidly and needs to catch up with other more advanced
economies, despite the challenges faced by population explosion and lack of an
effective economic framework. Our aim on this study is to investigate the effect of
volatility of exchange rate on international trade and in so doing aims to achieve the
following objectives:
i. To study the impact of volatility of exchange rate on the overall level of
international trade in Nigeria.
ii. To investigate a causal relationship between the exchange rate and
international trade in Nigeria.
1.5 Scope of the Study
This study focuses on Nigeria, which is the biggest economy in the Sub-Saharan
Africa (SSA) The choice of time duration (starting from January 2000 to December
2017) was contingent on the availability of data. As it is evident from the background
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of the study research, the impact of exchange rate volatility has useful policy
implications on trade balance. The choice of Nigeria for this study is due to the crucial
role of the Nigerian economy in the West African region and Africa in general. With a
population of over 160 million people, Nigeria is the most populous country in Africa.
It has the biggest economy in the continent, as well as the biggest in the West Africa
sub-region contributing over 41% of GDP of the entire West Africa (World Bank,
2010).
1.6 Justification of the Study
The antecedents of growth have seen volatility in the exchange rate directly linked to
macroeconomic instability. However, there is an inadequate supply of research
contributions to identify the unique factors that destabilise the structure of economic
policies. This research study aims to provide Central banks, policy committees, and
groups in Nigeria with a firm understanding of the core macroeconomic variables that
are fundamental to analysing and taming the volatility rate, in addition to the required
monetary policy adjustments. The study also seeks to inform decision making policy
for private enterprises and government entities.
1.7 Organisation of Study
The study is organised into five chapters. Chapter 1 contains the introduction of the
study and deals with the background of the research topic, the objectives of the study,
and direction the research took. In Chapter 2 the Literature Review is discussed under
three sub-headings: The concept and measures of exchange rate volatility; exchange
rate volatility and international trade; and finally exchange rate volatility and
economic growth. Chapter 3 focuses on the research methodology and analytical
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framework used to collect data. Chapter 4 presents the data and analysis of results.
Finally, Chapter 5 discusses the dominant findings and what can be deduced from the
data, closing off with recommendations emanating from the study.
2 Literature Review
2.1 Literature Review
This section reviews the theoretical composition connection in between volatility of
exchange rate and trade. The empirical composition between the two variables is also
discussed.
2.2 Theoretical Review
In the school of ideas, we have two majority theoretical concepts of the inference of
volatility of exchange rate on international trade. These include the risk portfolio
school of ideas and traditional school of ideas
Moreover, the Risk Portfolio School of Ideas postulates that a higher exchange rate
risk presents significant chances for profit and should grow commerce. The risk
portfolio school of ideas is collected of different research changeable in convolution,
yet unified in the opinion that the traditional school of thoughts is unrealistic but not a
unified body of thoughts. Franke (1991) modelled a risk-neutral company in a
monopolistically rivalry trade, magnifying forecast yield from its exports, where cash
flow is explained as a productive task of the real exchange rate. In this analysis, it was
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determined by the transaction costs accrued that the firm's export strategy is key. Cost
is summarized by the difference between the costs associated with entering or exiting
a international market, and the profits or losses assembled by exports. The supposition
of a positive cash flow task in exchange rates suggested that the rate at which the
present value of cash flows grow overtake the costs acquired through entrance and
exit. As an outcome, the companies take advantage from increasing volatility of
exchange rate. Suggested that way of increasing in the volatility of exchange rate,
the market will be hastily rush in by the companies to utilize the anticipate interest
and exit later (Franke, 1991).
The Traditional School of Ideas advice that volatility of exchange rate increases the
chance of trade, moreover it decreases the flows of trade. In some other research of
this theory based on companies’ reaction and advised that if volatility of exchange
rate rises, this might also increase the instability of profits on projects denominated in
a foreign currency. This instability of profits might lead to risk-averse and risk-natural
contracts re-directing their movement from the higher chances foreign markets to the
lower chances home markets (Farrel, DeRosa & McCown, 1983). Ethier (1973) noted
that volatility in the exchange rate is detrimental to trade flows and showcased how a
chance-averse companies decision-making in relation to its imports and forward
exchange provide cover in the face of instability (volatility) in exchange rate motion.
The supposition of chances disinclination, the response of the market in front of
volatility of exchange rate is deducible negative, The main significance of this
reverse the correlation decreases with the conjectural behaviour of the company.
De Grauwe (1988) also proof that the export growth is related to high-chances
disinclination. The study further claim that the complete utility could be obtained
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from exporting volatility of exchange rate apparently decreases this might leads to
grow in exports if the marginal utility of exporting grows. The companies are
suggested to be involved in the local and international trade and assign output
perfectly between both trades. This result is crucial, and brings the idea that the
degree of risk aversion is not continuous. If it were continuous, then volatility of
exchange rate might unequivocally decrease export, as exportation could be not an
interest to the public (substitution effect). Notably, there might be no income effect.
Alternatively, the income might be lower due to level of aversion, this will make the
income inference lead exporters to export even more in response to the increased
volatility of exchange rate. In Shortened, De Grauwe (1988) advices that the
movement of exchange rate is in positive side of the traders that export their goods if
the profit function is projected that
and it grow along with the output outstrip the reduces profits connected with untimely
exchange rates. The higher profit chances is attractive to risk neutral personally.
2.2 Empirical Review on Exchange Rate Volatility and
International Trade
Several studies have documented the connection in between volatility of exchange
rate and market. However, limited studies focused on the asymmetric connection
between volatility of exchange rate, especially in Nigeria. This section reviews the
extensive literature available on the inference of volatility of exchange rate on market.
This section starts by reviewing literature on studies done globally, followed by
studies done in Nigeria.
2.2.1 Studies Done Globally
Yutaka (2013) examined the effects of exchange rate fluctuations on international
trade. Using a panel of developed and developing countries and a sample from 2009
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to 2011, the study discovered that exchange rate fluctuations had negative effects on
international trade in developing countries.
Omojimite and Akpokodje (2010) compared the effect of exchange rate volatility to
the exports of a panel of 15 countries comprising of Communaute Financiere
Africaine (CFA) and non-CFA counterparts from 1986-2006. Using the system GMM
model, the study argued that exchange rate volatility had a negative effect on the
exports of both panels of countries. However, exchange rate volatility had a larger
effect on the panel of the non-CFA countries than CFA countries.
Nuroglu and Kunst (2012) explored the inference of volatility of exchange rate on
foreign market flows by using two different methods. Firstly, they used proof from
panel data analysis and secondly, the fuzzy method. Using an extended gravity model
of trade for 15 European Union (EU) countries, the study concluded that volatility of
exchange rate has a negative impact on bilateral market flows.
Todani and Munyama (2005) investigated the impact of exchange rate volatility on
aggregate South African exports using the Autoregressive-Distributed Lag (ARDL)
bounds and Generalized Autoregressive Conditionally Heteroscedastic (GARCH)
model. The research revealed that, there is no statistically connection in between the
export of South African and volatility of exchange rate or even significant connection
present was positive, this depends on the on the estimated of variability employed.
Serenis and Tsounis (2013) examined the effect of exchange rate volatility by
considering two countries, Croatia and Cyprus, as a sample on sectoral exports for the
period of 1990 to 2012. The study revealed that exchange rate volatility negatively
affected export volume.
Doganlar (2002) examined the impact of exchange rate volatility on the exports of
five Asian countries: Turkey, South Korea, Malaysia, Indonesia, and Pakistan. The
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impact of volatility on exports was examined by using the Engle-Granger residual
based co-integrating technique. The results indicated that exchange rate volatility
reduced real exports for these countries.
Dada (2020) examined the effect of asymmetric exchange rate volatility on trade for a
panel of 17 countries in Sub-Saharan Africa. The results from this study showed the
evidence of exchange rate volatility clustering, which is persistent in Sub-Saharan
African countries. The asymmetric components (positive and negative shocks) of
exchange rate volatility were found to have a negative and significant effect on trade
in the region. Meanwhile, the effect of negative exchange rate volatility was found to
be higher trade when compared with the positive exchange rate volatility.
2.2.2 Studies Done in Nigeria
Several studies have also been conducted in Nigeria, some of which includes Yakub
et al. (2015), who investigated the impact of exchange rate volatility on trade flows in
Nigeria using monthly data for the period 19972016. The GARCH model was used to
generate the nominal exchange rate volatility series. The research realised that
volatility of exchange rate is adverse impact on Nigeria’s trade flows in the short-run,
but did not in the long-run.
Dada and Olomola (2017) analysed the effect of volatility of exchange rate on trade
balance in Nigeria using monthly data from January 2000 to December 2015. In this
study the GARCH model was used to generate volatility of exchange rate, and the
result reveals the presence of volatility of exchange rate. Furthermore, the result
reveals that real exchange rate and exchange rate volatility had a negative effect on
trade balance both in the short-run and long-run.
Similarly, Danladi, Akomolafe, Babalola and Akpan (2015), explored the effect of
volatility of exchange rate on international market and investment. A co-integration
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test, a granger causality test, and the Error Correction Model (ECM) is used in the
research and concluded that volatility of exchange rate adverse impact on
international market. The granger causality test also showed a unidirectional causality
from exchange rate volatility to trade.
Oyovwi and Ukavwe (2013) also examined the effects of exchange rate volatility had
on trade variation in Nigeria. ECM, the results revealed that exchange rate volatility is
insignificant in explaining variations in imports, but significant and positive
concerning export. Also, the result showed that exports have a positive and significant
impact on imports.
Ibikunle and Akhanolu (2011) also investigated the inference of volatility of exchange
rate on trade flow in Nigeria for the period of 1970-2009 using the GARCH model.
The results revealed a negative and statistical insignificant connection between mass
market and volatility of exchange rate in Nigeria.
Abolagba, Onyekwere and Agbonkpolor (2010) examined the impact of the exchange
rate, export volume and domestic saffron production on the price of saffron in Iran as
the main, non-oil, export good in the country. Using the ARDL model, the results
showed that the increase in value of the exchange rate had a statistically significant
and negative impact on the export price of saffron. In the long-run the relationship
between the export price and domestic production of saffron was insignificant.
Although several studies have documented the impact of exchange rate volatility on
trade, there is overwhelming data showing the negative impact of exchange rate
volatility on trade; although the magnitude of the effect varies from one sample to
another. The methodology, trade, exchange rate proxies, and sample size could be
some of the factors accounting for the variability in the results of the studies. The only
study close to this current research is Dada (2020), and this study was done for a
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panel of Sub-Saharan African countries, hence the inference made from this study
cannot be generalized for Nigeria. In contribution to the literature, this study
extensively assesses the asymmetric effect of volatility of exchange rate on trade in
Nigeria.
3 Methodology and Empirical strategy
3.1 Empirical Model
This study examines the impact of volatility of exchange rate on trade in Nigeria.
When quantifying the impact, a standard trade model is constructed following Dada
and Olomola (2017), Oyovwi and Ukavwe (2013), and Yakub et al (2015). The model
is specified as follows:
��� = �� + �1������ + �2��� + �3��� + �4��� + ��. (1)
��� = �� + �1������ + �2��� + �3��� + �4��� + ��. (2)
IMP and EXP represent import and export, respectively. EXRVOL represents
exchange rate volatility, INF represents inflation, INT represents interest rate and
RES represents gross reserves. Based on the a priori expectation, the coefficient of �1
(the impact of exchange rate volatility on either import or export) can either be
positive or negative. The theoretical argument that exchange rate volatility may lead
to a decline in exports is centred on the view that exchange rate volatility represents
uncertainty and imposes costs on risk-averse traders. Some studies (Franke, 1991; De
Grauwe, 1988; Giovannini, 1988) have further argued that exchange rate volatility
may increase exports. Their argument is that if producers are sufficiently risk-averse,
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an increase in exchange rate volatility raises the expected marginal utility of export
revenue, resulting in an opportunity for increased profit margins with increased
exports. Domestically speaking, rising inflation makes local goods more expensive
and less attractive to customers at home, who increasingly turn to cheaper imports.
These higher prices can also reduce exports because of competition in international
trade (Stockman, 1989). �3 in the model is expected to be positive as a rise in
interest rates will also lead to a rise in exchange rates, in turn leading to changes in net
exports (Sonaglio et. al., 2016). Reserve is also expected to increase trade balance.
3.2 Data Measurements
Exchange rate volatility (������)
Previous empirical enquiry (Carrera & Vuletin, 2002; Schnabl, 2007; Gadanecz &
Mehrotra, 2013) have used standard deviation as a measure of volatility. However,
there are many shortfalls with this method. Firstly, It makes the assumption that
distribution of the exchange rate is a normal void of any form or degree of skewness
or non-normal bell curve representation. Secondly, it fails to mirror the distribution of
an unstable component of the exchange rate process; and lastly, it fails to incorporate
any past information of the exchange rate. In addressing this challenge, this study
focuses on the ARCH-GARCH as a model when estimating exchange rate volatility.
This model incorporates historical values of the exchange rate against the ARCH
model, therefore it is suitable for measuring exchange rate volatility. (Bollerslev, 1986;
McKenzie, 1999). Taking the log of the variables is fundamental to the final volatility
values. The general GARCH (p, q) model has the following form:
ℎ� = �0 + �=1
� ��ℎ�−�  + �=1
� ��  �2�−� (3)
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This model says that the value of the variance scaling parameter �� now depends on
both past values of the shocks, which are captured by the lagged squared residual
terms, and on past values of itself, which are captured by the lagged �� terms. It
should be clear to the reader by now that for � = 0 the model reduces to ARCH (q).
The simplest form of the GARCH (p,q) model is the GARCH (1,1) model for which
the variance equation has the form:
ℎ� = �0 + ��ℎ�−1 + �1��−12 (4)
Inflation ��� : If inflation is running rampant in a country, the price to produce a
unit of a product may be higher than the price in a lower-inflation country. This would
affect exports, thus affecting the trade balance. In this study, inflation is measured by
changes in the Consumer Price Index (CPI). This data is sourced from the Central
Bank Statistical Bulletin, 2020.
Interest Rate (���): Trade could also be influenced by the level of deposit interest.
A high regime of interest could affect the position of a country’s export, and as such
the trade balance (Saca & Caceres, 2005). The data is obtained from the Central
Statistical Bulletin, 2020.
Reserves: Total reserves comprise holdings of monetary gold, special drawing rights,
reserves of IMF members held by the IMF, and holdings of foreign exchange under
the control of monetary authorities. This is one of the indicators for financial stability
of a country (Ngongang, 2015). It can be collected from the Central Statistical
Bulletin, 2020.
Import: This denotes value of total export and is the total import value of goods and
services. This data is sourced from the Central Bank of Nigeria Statistical Bulletin and
National Bureau of Statistics, 2020.
24
Export: This is the total export value of goods and services. This data is obtained
from the Central Bank of Nigeria Statistical Bulletin and National Bureau of Statistics,
2020.
3.3 Estimation Methodology
The Nonlinear Auto Regressive Distributed Lag (NARDL) model is designed to
capture both the short-run and long-run asymmetries in a variable of interest, while
reserving all merits of the standard NARDL approach (Peseran, Shin, and Smith.
2001). This model, as developed by Peseran et al. (2001), is capable of integrating
both I(0) and I(1) in a model. The general specification of the Nonlinear ARDL model
is expressed by the following:
∆������ = �0 + �1+�������−1 + �2−�������−1 + �=�
� ∆�3�������−�+  +
�=�
� ∆�4�������−�−  + �� + ��−1 + ��
(5)
Where � = 1,2, …�, + is the positive component of exchange rate volatility, while – is
the negative component, ������ captures the dependent variable (Export and
Import); the expression from �1 to �2 shows the long-run relationship between
exchange rate volatility and trade, while the notations from �3 to �4 with the
summation signs correspond to the short-run dynamics of the variables. �0
represents constant, �� is the vector of the control regressors, which includes lending
rates, inflation rates, and Gross reserves; �� is the error term and ��−1 is the error
correction factor.
This technique has several advantages over other estimation techniques, such as that
utilised in Engle and Granger (1987), and Johansen (1991). (1) This can be put it in,
nevertheless of the arrangement of the integration of the regressors (either I(1) and/or
I(0)). It is also a more statistically significant approach for examining correlation
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when faced with a small data size, as other techniques require a large data size for
validity to hold. Furthermore, the Nonlinear ARDL model allows for the variables to
have different optimal lags, which is not applicable when compared to other
techniques. The technique uses a single reduced form equation for determining both
the short-run and long-run relationships among variables (Babajide & Lawal, 2016,
Pesaran & Shin,1999).
3.4 Pre-estimation test
The study also carried out a number of pre-estimation and post-estimation diagnostics to
ensure the goodness of fit of the model. The descriptive statistical properties which
include the mean, median, minimum, and maximum value of the series is shown.
Pre-estimation tests, such as the unit root tests and cointegration test, are also carried out.
When dealing with time series analysis, a fundamental requirement is the pre-estimation
test for possible unit roots in the series in order to avoid spurious regression results.
3.4.1 Unit Root Test for Stationarity of Series
The Unit Root Test is a stochastic process to check stationary or non-stationary of the
process. Additionally, each series of the stochastic process is tested in order of
integration. Recently, Augmented Dickey-Fuller (ADF) test (Dickey & Fuller, 1979),
1981), is the world-wide most accepted method for testing the unit root and the
Phillips-Perron (PP) test (Phillips, 1987; Phillips & Perron, 1988). ADF is significant
because of its correction for higher order serial correlation by adding lagged
difference terms on the right-hand side. It depend on rejecting a null hypothesis of
unit root (the series are non-stationary) in favour of the alternative hypotheses of
stationarity. These tests are conducted with and without a deterministic trend (t) for
each of the series.
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The general form of the ADF test is estimated by the following regression:
∆�� = ���−1 + �=1
� ��  ∆��−1 + ��
(6)
∆�� = �0 + ���−1 + �=1
� ��  ∆��−1 + ��
(7)
∆�� = �0 + ���−1 + �� + �=1
� ��  ∆��−1 + ��
(8)
Where: y is a time series, t is a linear time trend,  is the first difference operator,
 is a constant, m is the optimum number of lags in the dependent variable, and є is
the random error term.
3.4.2 Linearity Test
A powerful test used for independence, and under certain circumstances, for nonlinear
dependencies, was developed by Brock, Dechert, and Scheinkman (BDS) (1996) and
is based on the correlation integral. The BDS statistic tests the null hypothesis that the
elements of a time series are independently and identically distributed (IID). For a
time series that is independently and identically distributed random variables, the
distribution of the statistic is asymptotically distributed.
3.4.3 Cointegration Test
There are several approaches to cointegration. For example, the residual based
Engle-Granger (1987) test, the maximum likelihood-based Johansen (1991, 1992) test,
and the Johansen and Juselius (1990) test. These approaches require that all variables
are to be integrated in the same order. Otherwise, inefficiency will be created which
will affect the predictive powers of the regressors (Perron,1997). Pesaran et al. (2001)
developed the Autoregressive Distributive Lag Model (or the ARDL bounds testing
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approach) to cointegration, which is better suited to small samples (Al-Mulali et al.,
2016). The ARDL can also be applicable, irrespective of the order of integration such
as I(0) or I(1) (Pesaran et al., 2001). The unrestricted model of the error correction
model (ECM) with satisfactory lags captures the data generating process within the
general-to-specific framework. Pesaran and Shin (1999) contended that appropriate
modification of the orders of the ARDL model is sufficient to simultaneously correct
residual serial correlation and the problem of endogenous variables.
There are a number of advantages when using the ARDL model cointegration
techniques when compared to other conventional alternatives. For example, the
Kripfganz and Schneider (2016), and the Johansen (1991,1992) conventional
cointegration methods estimate the long-run relationship under the restrictive
assumption that all the model’s variables are integrated of order 1, that is I(1).
However, as shown by Murthy and Okunade (2016), the ARDL model yields
consistent estimates of the long-run coefficients that are asymptotically normal,
irrespective of whether the underlying regressors are purely I(0), purely I(1), or a
mixture of both. This implies that, unlike the standard cointegration approach.
3.4.4 Granger Causality Tests
The study utilizes the Granger causality tests to investigate causalities among the
variables in the short-run and long-run. Biplob and Halder (2018) integrated the
concept of cointegration into causality. With cointegrated variables, causal relations
among variables can be examined within the framework of the ECM. Therefore, the
study tests the long-run cointegration relationship between the variables proposed in
the model by employing the ARDL bounds testing approach to cointegration as
proposed by Al-Mulali et al. (2016). The ARDL cointegration could be used
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regardless of whether the underlying variables are I(0), I(1) or fractionally integrated.
It involves just a single equation set-up, making it simple to implement and interpret.
3.5 Post Estimation Tests
After a model estimation, it is essential to conduct post estimation tests in order to
ascertain the fit of the model. The structure of the residuals also need to be
examined to ascertain the validity of inferences that are made from the estimated
results. The following series of diagnostic tests which includes tests for serial
correlation, heteroscedasticity, normality and stability tests comprising functional
form and recursive estimates are now conducted.
4 Result and Analysis
4.1 Preliminary analysis
This section presents the estimation diagnostics, which starts by displaying the
descriptive statistics of the variables employed in the study. The intention is to lay a
background for understanding the nature, description, and patterns of the data. Table
4.1 represents the descriptive statistics of the variables.
Table 4.1: Descriptive Statistics
IMPORT EXPORT REXR RES INT INF
Mean 6060.242 8744.663 96.60276 29746.46 18.34259 12.14867
Median 5551.416 8491.935 91.14633 32232.24 17.25000 12.01807
Maximum 12267.00 17861.30 162.8147 62081.86 26.38000 28.21016
Minimum 749.9678 1557.902 53.45776 5789.200 14.58000 -2.486119
Std. Dev. 3815.344 4662.082 28.79529 15052.20 2.648141 5.056490
Skewness 0.066708 -0.039833 0.815019 -0.092516 1.354704 0.231042
Kurtosis 1.343967 1.873171 2.553281 2.063902 4.264853 3.573930
Jarque-Bera 24.84221 11.48482 25.70925 8.194649 80.46668 4.886260
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Probability 0.000004 0.003207 0.000003 0.016617 0.000000 0.086888
Sum 1309012. 1888847. 20866.20 6425236. 3962.000 2624.114
Sum Sq. Dev. 3.13E+09 4.67E+09 178271.3 4.87E+10 1507.720 5497.140
Observations 216 216 216 216 216 216
Source: Researcher’s Computation 2018, underlying data from Central Bank of Nigeria
(CBN) Statistical Bulletin. Note: EXP= Export trade, IMP=Import trade, REXR= Real
Exchange rate, RES=Foreign Reserves, INT =Interest rate, CPI= Consumer Price Index.
As shown in the descriptive statistical results of the variables presented in Table 4.1,
the average values of the variables considered in this study are N6060.24 billion,
N8744.66 billion, N96.6 billion, $29746.46 million, 18.34%, and 12.15 % for import,
export, real exchange rate, foreign reserves, interest rate and inflation respectively.
Explicitly, the import has minimum and maximum values of N749.98 billion and
N12267 billion respectively, with a standard deviation value of N3815.34 billion.
Export has minimum and maximum values of N1557.90 billion and N17861.30
billion respectively, with a standard deviation value ofN4662.082 billion.
The standard deviation of real exchange rate during the period is 28.80. The series
also takes values between 162.82 and 53.46 respectively. RES ranges from $5789.20
and 62081.86 million with a standard deviation of 15052.20. The minimum value of
interest rate between the periods (January 2000 to December 2017) is 14.58%, while
the maximum is 26.38% with a standard deviation of 2.65. The minimum for CPI is
29.39, while the maximum is 246.38. Generally, while trying to examine the
distribution of the series, the skewness, kurtosis and Jarque-Bera with their
probability values gave a similar result.
4.2 Computation of Real Exchange Rate Volatility
This section presents the results of the estimation of exchange rate volatility using the
GARCH (1, 1) model as represented in Table 4.2 below. The sum of the ARCH and
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GARCH coefficients is expected to be very close to 1, suggesting the presence of
persistence of volatility shocks.
Table 4.2: Estimation of Real Exchange Rate Volatility
Variable Coefficient Std. Error z-Statistic Prob.
C 93.02265 0.380482 244.4861 0.0000
Variance Equation
C 4.251369 2.328423 1.825857 0.0679
RESID(-1)^2 1.021301 0.350609 2.912934 0.0036
GARCH(-1) -0.000821 0.052681 -0.015587 0.9876
R-squared -0.015530 Mean dependent var 96.60276
Adjusted R-squared -0.015530 S.D. dependent var 28.79529
S.E. of regression 29.01802 Akaike info criterion 8.233839
Sum squared resid 181039.8 Schwarz criterion 8.296344
Log likelihood -885.2546 Hannan-Quinn criter. 8.259091
Durbin-Watson stat 0.034400
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% Change EXRVOL
Figure 4.1: Real Effective Exchange Rate Volatility (January 2000-December
2017)
Source: Author’s computation from Eviews 10
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Figure 2 shows volatility clustering which is consistent with most time series
economic and financial data with a high tendency to trend upwards whilst exhibiting
mixed periods of high volatility and tranquillity to low volatility. Overall, the
volatility path gives insight into the degree of risk in exchange rate movements and
changes over the given period of estimation. A marked and significant rise in 2002
mirrors the response to the introduction of the whole sale Dutch auction system.
Fluctuations were also experienced between 2008 and 2011, with relative high rise in
2010 to signal the effect of the global financial crises. Furthermore, volatility in the
exchange rate was also witnessed from 2016 through to 2018. This coincides with
the first ever recession in Nigeria in a decade.
4.3 Unit Root Tests
The test for unit is presented in Table 4.3 below. The estimates is tested on the basis
of the augmented Dickey-Fuller (ADF) and the Philip-Peron (PP) test process. The
ADF and PP tests reveal that all of the variables, except for Terms of Trade, are
stationary at first difference. This result suggests that the best method in dealing
with a mixed integration series is the ARDL.
Table 4.3: Unit Root Test
Variable ADF PP Order of Integration
LRGDP -3.2871* -1.9410** I(0)
EXP 0.7353 1.0653 I(0)
ΔEXP -2.5849 -7.4026** I(1)
IMP 1.3214 1.6878** I(1)
ΔIMP -3.9478 -9.6423*** I(1)
EXR_V -0.4660 0.0109 I(0)
ΔEXR_V -7.0213*** -11.0773 I(0)
CPS 0.5834 0.7148 I(0)
ΔCPS -4.8509*** -4.7562** I(1)
INF 3.4328 -5.3853*** I(0)
ΔINF -4.5834 -8.0278*** I(1)
***significant at 1% level, **significant at 5% level & *significant at 10% level
ADF = Augmented Dickey-Fuller Unit Root Test
PP = Philip-Perron Unit Root Test
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I(0) means integrated at order 0 or variable at level
I(1) means integrated at order 1 or first difference of the variable
Source: Researcher’s Computation 2018, underlying data from Central Bank of Nigeria
(CBN) Statistical Bulletin. Note: EXP=Export, IMP= Import, REXR= Real Exchange rate,
RES=Foreign Reserves, INT =Interest rate, CPI= Consumer Price Index
Table 4.4: Cointegration Bound Test for Exchange Rate Volatility and Export
Test Statistic Value K
F-statistic 3.501037 5
Critical Value Bounds





Source: Author’s computation from Eviews 10
Following the unit root result in Table 4.4, the study employed the ARDL
cointegration approach. This is a bound test which investigates the presence of
long-run relationships among the variables. The test is conducted on the variables
considered in this model and the result is presented in Table 4.4.
Since the F-statistics are greater that the Pesaran critical value at 5 % upper bound
(2.62) and lower bound (3.79), the null hypothesis is rejected; namely, that there is no
long-run relationship between economic growth and the explanatory variables.
Alternatively, this implies that there is a long-run relationship among the variables.
Table 4.5: Linearity Test of Exchange Rate Volatility
Dimension BDS Statistic Std. Error z-Statistic Prob.
2 0.193793 0.008395 23.08378 0.0000
3 0.328680 0.013403 24.52305 0.0000
4 0.420588 0.016043 26.21549 0.0000
5 0.482374 0.016814 28.68826 0.0000
6 0.522675 0.016309 32.04878 0.0000
Source: Author’s computation from Eviews 10
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Conducting a linearity test is one of the pre-requisites of the nonlinear model. The
BDS test from Table 4.4 shows that there is nonlinearity in the exchange rate
volatility data of Nigeria.
4.4 Empirical Analysis: Effect of Real Exchange Rate Volatility on
Trade
Cointegration relationships have been established in the analysis of this study. This
study begins with the general-specific approach of obtaining the optimal combination
of lag length in the model. The model suggested ARDL (1,0,0,1) as the optimal lag
length in examining the impact of asymmetric exchange rate volatility on trade in
Nigeria.
Table 4.6: Asymmetric Impact of Exchange Rate Volatility on Export
Dependent Variable: LOG (EXPORT)
Cointegrating Form
Variable Coefficient Std. Error t-Statistic Prob.
∆(INF) 0.060091 0.000453 1.527335 0.1282
∆ (EXRVOL_POS) -0.453434 0.000003 -1.293561 0.0073
∆ (EXRVOL_NEG) 0.344231 0.000002 1.380178 0.0090
∆LOG(INT) -0.209487 0.085899 -2.438753 0.0156
∆LOG(RES) 0.100000 0.050882 1.965344 0.0507
ECM(-1) -0.019600 0.010213 -1.919148 0.0563
Cointeq = LOG(EXPORT) - (-0.0353*INF -0.0002*EXRVOL_POS -0.0002
*EXRVOL_NEG -3.1258*LOG(INT) + 1.0498*LOG(RES) + 7.4944 )
Long Run Coefficients
Variable Coefficient Std. Error t-Statistic Prob.
INF -0.035275 0.030813 -1.144827 0.2536
EXRVOL_POS -0.000204 0.000193 -1.053931 0.0931
EXRVOL_NEG 0.105858 0.000122 -1.999241 0.0953
LOG(INT) -3.125823 1.703649 -1.834781 0.0680
LOG(RES) 1.049850 0.568663 1.846173 0.0663
C 7.494438 7.178125 1.044066 0.2977
R-squared 0.998281
F-statistic 14954.45 D-W stat 2.541
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Prob(F-statistic) 0.000000
Source: Researcher’s Computation 2018, underlying data from Central Bank of Nigeria
(CBN) Statistical Bulletin. Note: EXP=Export,, EXRVOL= Real exchange rate volatility,
RES=Foreign Reserves, INT =Interest rate, INF= Consumer Price Index
Table 4.6 shows the ARDL estimation of the model specified in equation 2. The
above results show that the positive component of exchange rate volatility has had a
significant negative impact on Nigeria’s export trade in both the short-run and
long-run. The results also show that the negative component of exchange rate
volatility has had significantly positive effects on export. This confirms the findings
of Serenis and Tsounis (2013), Oyovwi and Ukavwe (2013), and Dada and Olomola’s
(2017) studies. Dada (2020) shows that exchange rate volatility is detrimental to
export trade. Similarly, the inference is that as prices of commodities rise in home
countries, export and trade balance is affected.
The coefficient of interest rate on export is negative. This finding is consistent with
the study of Bahmani-Oskooee and Gelan (2018). This study reasons that an increase
in interest rates can lead to a reduction in investment and as such currency
appreciation vis-a-vis other currencies. The coefficient of reserves in this study is
significantly positive. This implies that higher reserves have the potential to increase
Nigeria’s export trade balance. Furthermore, the error correction factor, which shows
the speed of adjustment, suggests that it will take the growth model 2% to converge
from the long-run to the short-run equilibrium dynamics.
Diagnostic Test
The coefficient of determinant shows that approximately 99% of the variation in trade
was explained by the independent variable. The F-test results, Prob. (F-statistic) is
0.0000 at a 1% level of significance, suggesting that the model is adequate for
prediction and policy analysis. Finally, the Durbin-Watson value of 2.5415 suggests
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the absence of first serial Auto-correlation. Meaning that Autocorrelation is not a
problem. This study also performed a CUSUM stability test for the estimated model.
This is essential in order to check whether the short-run and long-run relationships
among the variables are stable for the entire period of study.
Table 4.7: Asymmetric Impact of Exchange Rate Volatility on Import
Dependent Variable: LOG(IMPORT)
Cointegrating Form
Variable Coefficient Std. Error t-Statistic Prob.
∆ (INF) -0.001001 0.000382 -2.624166 0.0093
∆(EXRVOL_POS) -0.324423 0.242423 -1.338251 0.0424
∆(EXRVOL_NEG) -0.242421 0.463462 -2.590747 0.0553
∆LOG(INT) -0.122430 0.071638 -1.709011 0.0889
∆LOG(RES) 0.010071 0.070111 1.510551 0.0805
ECM(-1) -0.029867 0.010045 -2.973482 0.0033
Cointeq = LOG(IMPORT) - (-0.0335*INF + 0.0001*EXRVOL_POS -0.0000
*EXRVOL_NEG + 0.6225*LOG(INT) + 0.0358*LOG(RES) + 6.0483 )
Long Run Coefficients
Variable Coefficient Std. Error t-Statistic Prob.
INF -0.033531 0.017532 -1.912531 0.0572
EXRVOL_POS -0.123907 0.000088 1.224015 0.0223
EXRVOL_NEG -0.402342 0.000065 -0.647990 0.0177
LOG(INT) 0.622463 1.019248 0.610708 0.5421
LOG(RES) 0.035842 0.242256 0.147953 0.0825
C 6.048256 4.308285 1.403866 0.1619
F-statistic 29503.37 D-W stat 1.489796
Prob (F-statistic) 0.000000 R-squared 0.998999
Source: Researcher’s Computation 2018, underlying data from Central Bank of Nigeria
(CBN) Statistical Bulletin. Note: IMP=Import, EXRVOL= Real exchange rate volatility,
RES=Foreign Reserves, INT =Interest rate, INF= Consumer Price Index
Table 4.7 above shows the ARDL estimation of the model specified in equation 1.
The above result shows that the positive component of exchange rate volatility has a
negative impact on import. Similar results are also obtained with the negative
component of exchange rate volatility. This finding is in tandem with the study of
Clement (2014) that shows that exchange rate volatility is detrimental to import trade.
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Similarly, the consumer price index measures that inflation also exerts a negative
relationship concerning import trade in Nigeria.
The coefficient of interest rate has a significantly negative relationship with import.
This finding is consistent with the study of Bahmani-Oskooee and Gelan (2018) that
an increase in interest rates has the capacity to affect export balance. The coefficient
of reserves in this study is significantly positive. This implies that higher reserves
have the potential to increase Nigeria’s import trade. Moreover, the error correction
factor which shows the speed of adjustments, suggests that it will take the growth
model 3% to converge from long-run to short-run equilibrium dynamics.
Diagnostic Test
The coefficient of determinant shows that approximately 99% of the variation in
import trade was explained by the independent variable. The F-test results, Prob.
(F-statistic) is 0.0000 at 1% level of significance, suggesting that the model is
adequate for prediction and policy analysis. Finally, the Durbin-Watson value of 1.49
suggests the absence of first serial Auto-correlation; therefore, Means;
Autocorrelation is not a problem. The CUSUM stability and Heteroscedasticity is
reported in the appendix. This study performed a CUSUM stability test for the
estimated model. This is essential in order to check whether the long-run and
short-run relationships among the variables are stable for the entire period of the study.
The Heteroscedasticity test also shows acceptance of null hypothesis.
4.5 Causal relationship between Real Exchange Rate Volatility and
Trade
After estimate point impact of exchange rate volatility on trade (import and export),
this study further analyses the direction of causality between the exchange rate
asymmetric and trade in Nigeria. The results are obtained in Table 4.8.
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Table 4.8: Causal Relationship between Real Exchange Rate Volatility and
Trade
Null Hypothesis: Obs F-Statistic Prob.
EXRVOL_NEG does not Granger Cause EXRVOL_POS 213 6.54869 0.0017
EXRVOL_POS does not Granger Cause EXRVOL_NEG 14.3260 1.E-06
EXPORT does not Granger Cause EXRVOL_POS 213 0.16926 0.8444
EXRVOL_POS does not Granger Cause EXPORT 0.78180 0.4589
IMPORT does not Granger Cause EXRVOL_POS 213 1.87790 0.1555
EXRVOL_POS does not Granger Cause IMPORT 3.33927 0.0374
EXPORT does not Granger Cause EXRVOL_NEG 213 4.56222 0.0115
EXRVOL_NEG does not Granger Cause EXPORT 0.69614 0.4997
IMPORT does not Granger Cause EXRVOL_NEG 213 3.96608 0.0204
EXRVOL_NEG does not Granger Cause IMPORT 2.83475 0.0610
Source: Researcher’s Computation 2018, underlying data from Central Bank of Nigeria
(CBN) Statistical Bulletin. Note: IMP=Import, EXRVOL= Real exchange rate volatility,
RES=Foreign Reserves, INT =Interest rate, INF= Consumer Price Index
Table 4.8 suggests that the direction of causality between the positive and negative
component of exchange rate volatility and trade (export and import) is unidirectional.
For instance, the probability value of positive component of exchange rate volatility
and import is 0.0374. This suggests that the positive component of exchange rate
volatility causes import. Similarly, there is also a one-way causality from export to
negative component of exchange rate volatility. However, there is bidirectional
causality between import and the negative component of exchange rate volatility. The
empirical outcomes of the causality test justify the theoretical underpinning of the
J-curve, that in the short run, changes in exchange rate may not have impact on net
exports but the impact are more noticeable in the long-run.
5 Summary, Conclusion and Recommendation
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5.1 Summary of Findings
The study examined the effects of asymmetric exchange rate volatility on trade in
Nigeria. The NARDL results indicate that, the positive component of exchange rate
volatility has had a negative impact on trade, while the negative component exerts a
positive impact. The transmission mechanism of exchange rate fluctuation to trade is
through investor sentiments and also price of imports and exports (Diallo, 2009).
Moreover, all of the diagnostic checks suggest that the model is of good fit and
reliable for predictions and policy making.
5.2 Conclusion and Policy Recommendations
This can be summarise and conclude:
 A constructive and coherent exchange rate policy along with an appropriate
exchange rate is crucial in order to enhance the economic performance of a
country. The following recommendations should be put in place by the
government to ensure the stability of the exchange rate system: The government
should put exchange rate and trade policies in place. This will promote greater
exchange rate stability and trade conditions that will promote domestic production
in the economy. In order to achieve this, the government should provide efficient
infrastructural services like energy resources. The instability of exchange rate
volatility destabilizes export, and this has negative impact on the economy. It is
concluded that, it necessary to forecast or supervise the exchange rate to Thus,
there is a need to control or forecast the exchange rate to reduce unpredictability
and circumvent the diminish of market in order for development of economy.
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 In order to create a stable exchange rate regime, Nigerian government is advice to
divert the economy from the basis of major oil exportation as a major means of
foreign exchange. And encourage local production of resources for economy
booming. This will reduce the importation of foreign goods and encourages more
exportation of goods been produced locally. The amount of imported food items
and increasing the exportation of agricultural products.
 The government is advise to accurately observe the volatility of exchange rate as a
priority of real volatility of exchange rate might led to poor production of the trade
able assets in the country due to the grow in the level of risk instability the country
is encountering.
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Appendix
Import
Null Hypothesis: IMPORT has a unit root
Exogenous: None
Lag Length: 3 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic 1.321461 0.9530
Test critical values: 1% level -2.575916
5% level -1.942331
10% level -1.615703
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(IMPORT)
Method: Least Squares
Date: 08/17/20 Time: 22:31
Sample (adjusted): 2000M05 2017M12
Included observations: 212 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
IMPORT(-1) 0.001965 0.001487 1.321461 0.1878
D(IMPORT(-1)) 0.287654 0.068617 4.192150 0.0000
D(IMPORT(-2)) 0.221116 0.070027 3.157591 0.0018
D(IMPORT(-3)) 0.172139 0.069284 2.484524 0.0138
R-squared 0.262059 Mean dependent var 53.67071
46
Adjusted R-squared 0.251416 S.D. dependent var 168.4027
S.E. of regression 145.7033 Akaike info criterion 12.81971
Sum squared resid 4415726. Schwarz criterion 12.88304
Log likelihood -1354.889 Hannan-Quinn criter. 12.84531
Durbin-Watson stat 2.031652
Null Hypothesis: D(IMPORT) has a unit root
Exogenous: None
Lag Length: 2 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -3.947890 0.0001
Test critical values: 1% level -2.575916
5% level -1.942331
10% level -1.615703
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(IMPORT,2)
Method: Least Squares
Date: 08/17/20 Time: 22:32
Sample (adjusted): 2000M05 2017M12
Included observations: 212 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(IMPORT(-1)) -0.284017 0.071941 -3.947890 0.0001
D(IMPORT(-1),2) -0.416546 0.080269 -5.189394 0.0000
D(IMPORT(-2),2) -0.184142 0.068809 -2.676135 0.0080
R-squared 0.336141 Mean dependent var 1.361702
Adjusted R-squared 0.329788 S.D. dependent var 178.2943
S.E. of regression 145.9632 Akaike info criterion 12.81864
Sum squared resid 4452798. Schwarz criterion 12.86613
Log likelihood -1355.775 Hannan-Quinn criter. 12.83783
Durbin-Watson stat 2.036779
Null Hypothesis: IMPORT has a unit root
Exogenous: None
Bandwidth: 10 (Newey-West automatic) using Bartlett kernel
Adj. t-Stat Prob.*
Phillips-Perron test statistic 1.687804 0.9779
Test critical values: 1% level -2.575762
5% level -1.942310
10% level -1.615716
*MacKinnon (1996) one-sided p-values.
Residual variance (no correction) 28513.45
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Date: 08/17/20 Time: 23:17
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
IMPORT(-1) 0.006567 0.001620 4.052951 0.0001
R-squared -0.024461 Mean dependent var 53.56758
Adjusted R-squared -0.024461 S.D. dependent var 167.2205
S.E. of regression 169.2533 Akaike info criterion 13.10531
Sum squared resid 6130391. Schwarz criterion 13.12099
Log likelihood -1407.821 Hannan-Quinn criter. 13.11164
Durbin-Watson stat 1.101310
Null Hypothesis: D(IMPORT) has a unit root
Exogenous: None
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel
Adj. t-Stat Prob.*
Phillips-Perron test statistic -9.642394 0.0000
Test critical values: 1% level -2.575813
5% level -1.942317
10% level -1.615712
*MacKinnon (1996) one-sided p-values.
Residual variance (no correction) 23506.33




Date: 08/17/20 Time: 23:17
Sample (adjusted): 2000M03 2017M12
Included observations: 214 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(IMPORT(-1)) -0.508411 0.060325 -8.427920 0.0000
R-squared 0.250036 Mean dependent var 1.334786
Adjusted R-squared 0.250036 S.D. dependent var 177.4554
S.E. of regression 153.6772 Akaike info criterion 12.91225
Sum squared resid 5030355. Schwarz criterion 12.92798




Null Hypothesis: EXPORT has a unit root
Exogenous: None
Lag Length: 3 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic 0.735327 0.8727
Test critical values: 1% level -2.575916
5% level -1.942331
10% level -1.615703
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(EXPORT)
Method: Least Squares
Date: 08/17/20 Time: 22:32
Sample (adjusted): 2000M05 2017M12
Included observations: 212 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
EXPORT(-1) 0.001121 0.001525 0.735327 0.4630
D(EXPORT(-1)) 0.347536 0.068055 5.106724 0.0000
D(EXPORT(-2)) 0.270324 0.070211 3.850138 0.0002
D(EXPORT(-3)) 0.215879 0.069549 3.103960 0.0022
R-squared 0.465549 Mean dependent var 75.01539
Adjusted R-squared 0.457841 S.D. dependent var 286.1194
S.E. of regression 210.6739 Akaike info criterion 13.55719
Sum squared resid 9231764. Schwarz criterion 13.62052
Log likelihood -1433.062 Hannan-Quinn criter. 13.58278
Durbin-Watson stat 2.050264
Null Hypothesis: D(EXPORT) has a unit root
Exogenous: None
Lag Length: 2 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -2.584937 0.0097
Test critical values: 1% level -2.575916
5% level -1.942331
10% level -1.615703
*MacKinnon (1996) one-sided p-values.
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Augmented Dickey-Fuller Test Equation
Dependent Variable: D(EXPORT,2)
Method: Least Squares
Date: 08/17/20 Time: 22:32
Sample (adjusted): 2000M05 2017M12
Included observations: 212 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(EXPORT(-1)) -0.153021 0.059197 -2.584937 0.0104
D(EXPORT(-1),2) -0.495093 0.077519 -6.386762 0.0000
D(EXPORT(-2),2) -0.220506 0.069188 -3.187047 0.0017
R-squared 0.304571 Mean dependent var 3.902398
Adjusted R-squared 0.297916 S.D. dependent var 251.1531
S.E. of regression 210.4423 Akaike info criterion 13.55035
Sum squared resid 9255762. Schwarz criterion 13.59785
Log likelihood -1433.337 Hannan-Quinn criter. 13.56955
Durbin-Watson stat 2.052577
Null Hypothesis: EXPORT has a unit root
Exogenous: None
Bandwidth: 10 (Newey-West automatic) using Bartlett kernel
Adj. t-Stat Prob.*
Phillips-Perron test statistic 1.065356 0.9250
Test critical values: 1% level -2.575762
5% level -1.942310
10% level -1.615716
*MacKinnon (1996) one-sided p-values.
Residual variance (no correction) 80986.19




Date: 08/17/20 Time: 23:16
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
EXPORT(-1) 0.007108 0.001974 3.599778 0.0004
R-squared -0.006970 Mean dependent var 73.92281
Adjusted R-squared -0.006970 S.D. dependent var 284.2559
S.E. of regression 285.2449 Akaike info criterion 14.14921
Sum squared resid 17412030 Schwarz criterion 14.16489
Log likelihood -1520.040 Hannan-Quinn criter. 14.15555
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Durbin-Watson stat 0.769776
Null Hypothesis: D(EXPORT) has a unit root
Exogenous: None
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel
Adj. t-Stat Prob.*
Phillips-Perron test statistic -7.402687 0.0000
Test critical values: 1% level -2.575813
5% level -1.942317
10% level -1.615712
*MacKinnon (1996) one-sided p-values.
Residual variance (no correction) 51725.45




Date: 08/17/20 Time: 23:16
Sample (adjusted): 2000M03 2017M12
Included observations: 214 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(EXPORT(-1)) -0.355134 0.054051 -6.570307 0.0000
R-squared 0.168318 Mean dependent var 3.862941
Adjusted R-squared 0.168318 S.D. dependent var 249.9715
S.E. of regression 227.9655 Akaike info criterion 13.70093
Sum squared resid 11069246 Schwarz criterion 13.71666




Null Hypothesis: RES has a unit root
Exogenous: None
Lag Length: 2 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic 0.209406 0.7462
Test critical values: 1% level -2.575864
5% level -1.942324
10% level -1.615707
*MacKinnon (1996) one-sided p-values.
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Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RES)
Method: Least Squares
Date: 07/09/20 Time: 00:54
Sample (adjusted): 2000M04 2017M12
Included observations: 213 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
RES(-1) 0.000532 0.002540 0.209406 0.8343
D(RES(-1)) 0.290014 0.067837 4.275148 0.0000
D(RES(-2)) 0.197078 0.069186 2.848505 0.0048
R-squared 0.150960 Mean dependent var 153.3835
Adjusted R-squared 0.142874 S.D. dependent var 1330.249
S.E. of regression 1231.559 Akaike info criterion 17.08393
Sum squared resid 3.19E+08 Schwarz criterion 17.13128
Log likelihood -1816.439 Hannan-Quinn criter. 17.10307
Durbin-Watson stat 2.044174
Null Hypothesis: D(RES) has a unit root
Exogenous: None
Lag Length: 1 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -6.598231 0.0000
Test critical values: 1% level -2.575864
5% level -1.942324
10% level -1.615707
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RES,2)
Method: Least Squares
Date: 07/09/20 Time: 00:54
Sample (adjusted): 2000M04 2017M12
Included observations: 213 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(RES(-1)) -0.511023 0.077448 -6.598231 0.0000
D(RES(-1),2) -0.198036 0.068878 -2.875163 0.0045
R-squared 0.344836 Mean dependent var 4.495442
Adjusted R-squared 0.341731 S.D. dependent var 1514.493
S.E. of regression 1228.765 Akaike info criterion 17.07475
Sum squared resid 3.19E+08 Schwarz criterion 17.10631
Log likelihood -1816.461 Hannan-Quinn criter. 17.08751
Durbin-Watson stat 2.044753
Interest rate
Null Hypothesis: INT has a unit root
Exogenous: None
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Lag Length: 0 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -0.707469 0.4094
Test critical values: 1% level -2.575762
5% level -1.942310
10% level -1.615716
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INT)
Method: Least Squares
Date: 07/09/20 Time: 00:54
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
INT(-1) -0.001323 0.001870 -0.707469 0.4800
R-squared 0.001253 Mean dependent var -0.016698
Adjusted R-squared 0.001253 S.D. dependent var 0.508586
S.E. of regression 0.508267 Akaike info criterion 1.489021
Sum squared resid 55.28380 Schwarz criterion 1.504699
Log likelihood -159.0698 Hannan-Quinn criter. 1.495356
Durbin-Watson stat 1.730257
Null Hypothesis: D(INT) has a unit root
Exogenous: None
Lag Length: 0 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -12.73342 0.0000
Test critical values: 1% level -2.575813
5% level -1.942317
10% level -1.615712
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(INT,2)
Method: Least Squares
Date: 07/09/20 Time: 00:54
Sample (adjusted): 2000M03 2017M12
Included observations: 214 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
D(INT(-1)) -0.864366 0.067882 -12.73342 0.0000
R-squared 0.432212 Mean dependent var 0.000187
Adjusted R-squared 0.432212 S.D. dependent var 0.670582
S.E. of regression 0.505295 Akaike info criterion 1.477312
Sum squared resid 54.38376 Schwarz criterion 1.493041




Null Hypothesis: CPI has a unit root
Exogenous: None
Lag Length: 0 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic 13.06836 1.0000
Test critical values: 1% level -2.575762
5% level -1.942310
10% level -1.615716
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(CPI)
Method: Least Squares
Date: 07/09/20 Time: 00:55
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
CPI(-1) 0.009725 0.000744 13.06836 0.0000
R-squared 0.160219 Mean dependent var 1.009324
Adjusted R-squared 0.160219 S.D. dependent var 1.416682
S.E. of regression 1.298242 Akaike info criterion 3.364539
Sum squared resid 360.6823 Schwarz criterion 3.380216
Log likelihood -360.6879 Hannan-Quinn criter. 3.370873
Durbin-Watson stat 2.014648
Null Hypothesis: D(CPI) has a unit root
Exogenous: None
Lag Length: 1 (Automatic - based on SIC, maxlag=14)
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -4.942219 0.0000
Test critical values: 1% level -2.575864
5% level -1.942324
10% level -1.615707
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(CPI,2)
Method: Least Squares
Date: 07/09/20 Time: 00:55
Sample (adjusted): 2000M04 2017M12
Included observations: 213 after adjustments
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Variable Coefficient Std. Error t-Statistic Prob.
D(CPI(-1)) -0.329692 0.066709 -4.942219 0.0000
D(CPI(-1),2) -0.403171 0.063228 -6.376452 0.0000
R-squared 0.393647 Mean dependent var 0.005319
Adjusted R-squared 0.390774 S.D. dependent var 1.842373
S.E. of regression 1.438027 Akaike info criterion 3.573766
Sum squared resid 436.3313 Schwarz criterion 3.605327




F-statistic 2493.916 Prob. F(1,213) 0.0000




Date: 07/09/20 Time: 00:57
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
C 25.37799 25.38394 0.999766 0.3186
RESID^2(-1) 0.958993 0.019203 49.93913 0.0000
R-squared 0.921313 Mean dependent var 820.5107
Adjusted R-squared 0.920943 S.D. dependent var 1030.968
S.E. of regression 289.8777 Akaike info criterion 14.18605
Sum squared resid 17898197 Schwarz criterion 14.21741
Log likelihood -1523.001 Hannan-Quinn criter. 14.19872




Method: ML ARCH - Normal distribution (BFGS / Marquardt steps)
Date: 07/09/20 Time: 01:01
Sample: 2000M01 2017M12
Included observations: 216
Convergence achieved after 41 iterations
Coefficient covariance computed using outer product of gradients
Presample variance: backcast (parameter = 0.7)
GARCH = C(2) + C(3)*RESID(-1)^2 + C(4)*GARCH(-1)
Variable Coefficient Std. Error z-Statistic Prob.
C 93.02265 0.380482 244.4861 0.0000
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Variance Equation
C 4.251369 2.328423 1.825857 0.0679
RESID(-1)^2 1.021301 0.350609 2.912934 0.0036
GARCH(-1) -0.000821 0.052681 -0.015587 0.9876
R-squared -0.015530 Mean dependent var 96.60276
Adjusted R-squared -0.015530 S.D. dependent var 28.79529
S.E. of regression 29.01802 Akaike info criterion 8.233839
Sum squared resid 181039.8 Schwarz criterion 8.296344










2000 2002 2004 2006 2008 2010 2012 2014 2016
% Change EXRVOL
Linearity test
BDS Test for EXRVOL
Date: 07/10/20 Time: 01:35
Sample: 2000M01 2017M12
Included observations: 216
Dimension BDS Statistic Std. Error z-Statistic Prob.
2 0.193793 0.008395 23.08378 0.0000
3 0.328680 0.013403 24.52305 0.0000
4 0.420588 0.016043 26.21549 0.0000
5 0.482374 0.016814 28.68826 0.0000
6 0.522675 0.016309 32.04878 0.0000
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Raw epsilon 1416.153
Pairs within epsilon 32828.00 V-Statistic 0.703618
Triples within epsilon 5609520. V-Statistic 0.556627
Dimension C(m,n) c(m,n) C(1,n-(m-1)) c(1,n-(m-1)) c(1,n-(m-1))^k
2 15772.00 0.685590 16133.00 0.701282 0.491797
3 15319.00 0.672151 15961.00 0.700320 0.343471
4 14897.00 0.659802 15790.00 0.699353 0.239214
5 14501.00 0.648350 15617.00 0.698247 0.165976




Date: 08/15/20 Time: 01:29
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Maximum dependent lags: 1 (Automatic selection)
Model selection method: Akaike info criterion (AIC)
Dynamic regressors (1 lag, automatic): INF EXRVOL_POS EXRVOL_NEG
LOG(INT) LOG(RES)
Fixed regressors: C
Number of models evalulated: 32
Selected Model: ARDL(1, 0, 0, 0, 1, 1)
Note: final equation sample is larger than selection sample
Variable Coefficient Std. Error t-Statistic Prob.*
LOG(EXPORT(-1)) 1.019600 0.010213 99.83484 0.0000
INF 0.000691 0.000453 1.527335 0.1282
EXRVOL_POS 3.99E-06 3.08E-06 1.293561 0.1973
EXRVOL_NEG 3.10E-06 2.24E-06 1.380178 0.1690
LOG(INT) -0.209487 0.085899 -2.438753 0.0156
LOG(INT(-1)) 0.270753 0.084794 3.193057 0.0016
LOG(RES) 0.100000 0.050882 1.965344 0.0507
LOG(RES(-1)) -0.120577 0.049409 -2.440377 0.0155
C -0.146891 0.176947 -0.830140 0.4074
R-squared 0.998281 Mean dependent var 8.871622
Adjusted R-squared 0.998214 S.D. dependent var 0.727225
S.E. of regression 0.030731 Akaike info criterion -4.086153
Sum squared resid 0.194541 Schwarz criterion -3.945057
Log likelihood 448.2615 Hannan-Quinn criter. -4.029144
F-statistic 14954.45 Durbin-Watson stat 1.216613
Prob(F-statistic) 0.000000




ARDL Cointegrating And Long Run Form
Dependent Variable: LOG(EXPORT)
Selected Model: ARDL(1, 0, 0, 0, 1, 1)




Variable Coefficient Std. Error t-Statistic Prob.
D(INF) 0.000691 0.000453 1.527335 0.1282
D(EXRVOL_POS) 0.000004 0.000003 1.293561 0.1973
D(EXRVOL_NEG) 0.000003 0.000002 1.380178 0.1690
DLOG(INT) -0.209487 0.085899 -2.438753 0.0156
DLOG(RES) 0.100000 0.050882 1.965344 0.0507
CointEq(-1) 0.019600 0.010213 1.919148 0.0563
Cointeq = LOG(EXPORT) - (-0.0353*INF -0.0002*EXRVOL_POS -0.0002
*EXRVOL_NEG -3.1258*LOG(INT) + 1.0498*LOG(RES) + 7.4944 )
Long Run Coefficients
Variable Coefficient Std. Error t-Statistic Prob.
INF -0.035275 0.030813 -1.144827 0.2536
EXRVOL_POS -0.000204 0.000193 -1.053931 0.2931
EXRVOL_NEG -0.000158 0.000122 -1.299241 0.1953
LOG(INT) -3.125823 1.703649 -1.834781 0.0680
LOG(RES) 1.049850 0.568663 1.846173 0.0663
C 7.494438 7.178125 1.044066 0.2977
Bound test
ARDL Bounds Test
Date: 08/15/20 Time: 01:30
Sample: 2000M02 2017M12
Included observations: 214
Null Hypothesis: No long-run relationships exist
Test Statistic Value k
F-statistic 2.501037 5
Critical Value Bounds









Date: 08/15/20 Time: 01:30
Sample (adjusted): 2000M03 2017M12
Included observations: 214 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
DLOG(INT) -0.208619 0.085917 -2.428143 0.0160
DLOG(RES) 0.105394 0.051363 2.051925 0.0414
C -0.140568 0.178473 -0.787616 0.4318
INF 0.000616 0.000468 1.314069 0.1903
EXRVOL_POS(-1) 4.01E-06 3.13E-06 1.281505 0.2015
EXRVOL_NEG(-1) 3.14E-06 2.30E-06 1.367495 0.1730
LOG(INT(-1)) 0.061203 0.037422 1.635485 0.1035
LOG(RES(-1)) -0.021539 0.008624 -2.497580 0.0133
LOG(EXPORT(-1)) 0.020145 0.010316 1.952822 0.0522
R-squared 0.149745 Mean dependent var 0.010314
Adjusted R-squared 0.116564 S.D. dependent var 0.032722
S.E. of regression 0.030756 Akaike info criterion -4.084321
Sum squared resid 0.193915 Schwarz criterion -3.942761
Log likelihood 446.0224 Hannan-Quinn criter. -4.027118




F-statistic 1.093954 Prob. F(8,206) 0.3687
Obs*R-squared 8.761755 Prob. Chi-Square(8) 0.3628




Date: 08/15/20 Time: 01:32
Sample: 2000M02 2017M12
Included observations: 215
Variable Coefficient Std. Error t-Statistic Prob.
C -0.004236 0.018697 -0.226556 0.8210
LOG(EXPORT(-1)) -0.000259 0.001079 -0.240161 0.8104
INF -8.39E-06 4.78E-05 -0.175391 0.8609
EXRVOL_POS -1.89E-07 3.26E-07 -0.581440 0.5616
EXRVOL_NEG -1.06E-07 2.37E-07 -0.445343 0.6565
LOG(INT) 0.017849 0.009077 1.966507 0.0506
LOG(INT(-1)) -0.016661 0.008960 -1.859485 0.0644
LOG(RES) -0.004922 0.005376 -0.915559 0.3610
LOG(RES(-1)) 0.005384 0.005221 1.031318 0.3036
R-squared 0.040752 Mean dependent var 0.000905
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Adjusted R-squared 0.003500 S.D. dependent var 0.003253
S.E. of regression 0.003247 Akaike info criterion -8.581099
Sum squared resid 0.002172 Schwarz criterion -8.440003
Log likelihood 931.4682 Hannan-Quinn criter. -8.524090
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LOG(EXPORT) Short Run p-value Long Run p-value Strong p-value
INF 9966.995 0.000000 NA NA 39105.27 0.000000
EXRVOL_POS 2.332753 0.126700 NA NA 4886774. 0.000000
EXRVOL_NEG 1.673299 0.195800 NA NA 1.05E+11 0.000000
LOG(INT) 1.904892 0.167500 NA NA 1.99E+11 0.000000







Date: 08/15/20 Time: 01:36
Sample (adjusted): 2000M02 2017M12
Included observations: 215 after adjustments
Maximum dependent lags: 1 (Automatic selection)
Model selection method: Akaike info criterion (AIC)
Dynamic regressors (1 lag, automatic): INF EXRVOL_POS EXRVOL_NEG
LOG(INT) LOG(RES)
Fixed regressors: C
Number of models evalulated: 32
Selected Model: ARDL(1, 0, 0, 0, 1, 0)
Note: final equation sample is larger than selection sample
Variable Coefficient Std. Error t-Statistic Prob.*
LOG(IMPORT(-1)) 0.970133 0.010045 96.58317 0.0000
INF -0.001001 0.000382 -2.624166 0.0093
EXRVOL_POS 3.20E-06 2.73E-06 1.172384 0.2424
EXRVOL_NEG -1.25E-06 2.12E-06 -0.590747 0.5553
LOG(INT) -0.122430 0.071638 -1.709011 0.0889
LOG(INT(-1)) 0.141021 0.071600 1.969568 0.0502
LOG(RES) 0.001071 0.007111 0.150551 0.8805
C 0.180645 0.166263 1.086499 0.2785
R-squared 0.998999 Mean dependent var 8.441168
Adjusted R-squared 0.998965 S.D. dependent var 0.808073
S.E. of regression 0.025999 Akaike info criterion -4.425026
Sum squared resid 0.139920 Schwarz criterion -4.299607
Log likelihood 483.6903 Hannan-Quinn criter. -4.374351
F-statistic 29503.37 Durbin-Watson stat 1.489796
Prob(F-statistic) 0.000000
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*Note: p-values and any subsequent tests do not account for model
selection.
ARDL Cointegrating And Long Run Form
Dependent Variable: LOG(IMPORT)
Selected Model: ARDL(1, 0, 0, 0, 1, 0)




Variable Coefficient Std. Error t-Statistic Prob.
D(INF) -0.001001 0.000382 -2.624166 0.0093
D(EXRVOL_POS) 0.000003 0.000003 1.172384 0.2424
D(EXRVOL_NEG) -0.000001 0.000002 -0.590747 0.5553
DLOG(INT) -0.122430 0.071638 -1.709011 0.0889
DLOG(RES) 0.001071 0.007111 0.150551 0.8805
CointEq(-1) -0.029867 0.010045 -2.973482 0.0033
Cointeq = LOG(IMPORT) - (-0.0335*INF + 0.0001*EXRVOL_POS -0.0000
*EXRVOL_NEG + 0.6225*LOG(INT) + 0.0358*LOG(RES) + 6.0483 )
Long Run Coefficients
Variable Coefficient Std. Error t-Statistic Prob.
INF -0.033531 0.017532 -1.912531 0.0572
EXRVOL_POS 0.000107 0.000088 1.224015 0.2223
EXRVOL_NEG -0.000042 0.000065 -0.647990 0.5177
LOG(INT) 0.622463 1.019248 0.610708 0.5421
LOG(RES) 0.035842 0.242256 0.147953 0.8825
C 6.048256 4.308285 1.403866 0.1619
ARDL Bounds Test
Date: 08/15/20 Time: 01:37
Sample: 2000M02 2017M12
Included observations: 214
Null Hypothesis: No long-run relationships exist
Test Statistic Value k
F-statistic 4.945301 5
Critical Value Bounds









Date: 08/15/20 Time: 01:37
Sample (adjusted): 2000M03 2017M12
Included observations: 214 after adjustments
Variable Coefficient Std. Error t-Statistic Prob.
DLOG(INT) -0.123065 0.071576 -1.719359 0.0871
C 0.180876 0.169460 1.067367 0.2871
INF -0.000953 0.000395 -2.414768 0.0166
EXRVOL_POS(-1) 3.22E-06 2.75E-06 1.172552 0.2423
EXRVOL_NEG(-1) -1.13E-06 2.16E-06 -0.524294 0.6006
LOG(INT(-1)) 0.017139 0.027709 0.618552 0.5369
LOG(RES(-1)) 0.001240 0.007113 0.174300 0.8618
LOG(IMPORT(-1)) -0.029556 0.010392 -2.843976 0.0049
R-squared 0.139096 Mean dependent var 0.012770
Adjusted R-squared 0.109842 S.D. dependent var 0.027611
S.E. of regression 0.026050 Akaike info criterion -4.420901
Sum squared resid 0.139796 Schwarz criterion -4.295070
Log likelihood 481.0364 Hannan-Quinn criter. -4.370054




F-statistic 0.564586 Prob. F(7,207) 0.7842
Obs*R-squared 4.027935 Prob. Chi-Square(7) 0.7766




Date: 08/15/20 Time: 01:38
Sample: 2000M02 2017M12
Included observations: 215
Variable Coefficient Std. Error t-Statistic Prob.
C 0.009160 0.016578 0.552542 0.5812
LOG(IMPORT(-1)) 9.51E-05 0.001002 0.095002 0.9244
INF 3.05E-05 3.81E-05 0.800382 0.4244
EXRVOL_POS -6.76E-08 2.72E-07 -0.248264 0.8042
EXRVOL_NEG 8.80E-12 2.11E-07 4.17E-05 1.0000
LOG(INT) 0.008877 0.007143 1.242752 0.2154
LOG(INT(-1)) -0.011345 0.007139 -1.589101 0.1136
LOG(RES) -0.000203 0.000709 -0.285857 0.7753
R-squared 0.018735 Mean dependent var 0.000651
Adjusted R-squared -0.014448 S.D. dependent var 0.002574
S.E. of regression 0.002592 Akaike info criterion -9.035995
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Sum squared resid 0.001391 Schwarz criterion -8.910576
Log likelihood 979.3694 Hannan-Quinn criter. -8.985320



















2000 2002 2004 2006 2008 2010 2012 2014 2016
CUSUM of Squares 5% Significance
64
