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Mesoscopic samples of polarized dipolar atoms confined in three spatially separated traps con-
form an extended Bose-Hubbard Hamiltonian in which different quantum phases appear depending
on the competition between tunneling, on-site and long range inter-site dipole-dipole interactions.
Here, by choosing an appropriate configuration of triple-wells, we analyze the role played by the
anisotropic character inherent to the dipolar interaction in the phase diagram of the system. We
further characterize the different phases as well as their boundaries by means of their entanglement
properties.
PACS numbers: 03.75.Hh, 03.75.Lm, 03.75.Gg, 67.85.-d
I. INTRODUCTION
The experimental achievement of dipolar Bose-
Einstein Condensation first with chromium [1] and more
recently with dysprosium [2] and erbium atoms [3], to-
gether with the recent progress in trapping and cooling
dipolar molecules [4, 5], has busted the physics of dipo-
lar gases into various research directions. Dipolar Bose-
Einstein condensates (dBECs) in the weakly interacting
regime exhibit a strong dependence on the trap geome-
try [6, 7]. The dipolar effects in the strongly correlated
regime are predicted to display dramatic differences both
in static and dynamic properties.
Often, the strongly correlated regime is addressed by
assuming dipolar atoms loaded in optical lattices. In such
setups, the description of the dipolar gas requires an ex-
tended Bose-Hubbard model which predicts both insu-
lating and superfluid exotic quantum phases [6]. The
effect of dipolar interaction can also be explored in an
intermediate regime consisting in just few traps hosting
mesoscopic dipolar condensates, very much in the way
Josephson physics has been studied in double-well po-
tentials with cold gases [8, 9]. The ground states of the
latter present, in some region of the space parameters,
quantum correlations that demand to go beyond a mean
field description [10–14]. The physics of dipolar gases
in double-well potentials reduces to the non-dipolar case
since the dipole-dipole interaction just renormalizes the
contact one [15].
Therefore, in order to explore dipolar effects in this
regime at least three sites are required. This kind of setup
has been previously considered in the literature [16–19].
For aligned triple-well potentials loaded with dBECs, the
long-range character of the dipolar interaction yields sev-
eral mesoscopic quantum phases [16]. Also, genuine mul-
tipartite entanglement appears in a triangular trap con-
figuration with isotropic inter-site dipole-dipole interac-
tion [19]. This case leads again to a renormalized contact
interaction and effectively reduces to a non-dipolar situ-
ation.
Here, we consider dipolar gases in triangular traps with
different dipole orientations. For each configuration, we
derive the phase diagram of the system and analyze their
associated phase transitions. In this way we unveil the
role played by the anisotropic character of the dipole-
dipole interaction in the ground state of the system. We
further characterize the different phases as well as their
boundaries by means of their entanglement properties,
showing their relevance to understand subtle effects that
discriminate between phase transitions and crossovers.
The paper is organized as follows: in Sec. II, we intro-
duce the system under study and review the derivation
of the three-site dipolar Bose-Hubbard Hamiltonian. Sec.
III is devoted to the analysis of the phase diagram, first
in the atomic limit (i.e. for zero tunneling) and then with
exact diagonalization of the Hamiltonian. In Sec. IV, we
further characterize the different ground state phases en-
countered by their entanglement properties. Aside from
the von Neumann entropy we also calculate the entangle-
ment spectrum which permits to understand in a more
quantitative way ground state properties. Our conclu-
sions are presented in Sec. V.
II. THREE-SITE BOSE-HUBBARD
HAMILTONIAN
We assume N dipolar bosons all polarized along the
same direction. They are confined in a triple-well po-
tential of depth V0 arranged in an equilateral triangular
configuration as schematically shown in Fig. 1. If V0 is
large compared to any other system’s energy and the sites
are sufficiently separated, the system can be described by
three non-overlapping wave functions, each localized on
a well, φi(r) = φi(r − ri), for i = 1, 2, 3. On each trap,
φi(r) can be regarded as independent of the number of
atoms ni, if the latter is sufficiently small [16, 20]. The
total number of atoms is conserved i.e. N =
∑
i ni.
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2FIG. 1: Polarization directions in the triangular lattice: α-
configuration with all dipoles along the vertical axis (U1 >
0), β-configuration with all dipoles along the horizontal axis
(U1 < 0) and γ-configuration with dipoles along the normal
axis (U1 > 0).
We define bosonic field operators that annihilate (cre-
ate) a boson at a point r as ψˆ(r) =
∑
i φi(r) aˆi, where,
as usual, aˆi( aˆ
†
i ) are the bosonic annihilation (creation)
operators on site i fulfilling canonical commutation re-
lations. Under these assumptions the dipolar Bose-
Hubbard (dBH) Hamiltonian reads:
Hˆ =− J
[
aˆ†1aˆ2 + aˆ
†
1aˆ3 + aˆ
†
2aˆ3 + h.c.
]
+
U0
2
3∑
i=1
nˆi(nˆi − 1)
+ U12 nˆ1nˆ2 + U23 nˆ2nˆ3 + U13 nˆ1nˆ3 , (1)
where nˆi = aˆ
†
i aˆi is the particle number operator on the
i-th well. The Hamiltonian (1) is characterized by three
parameters: the tunneling rate (J), the on-site energy
(U0) and the inter-site energy (Uij). The tunneling rate
is given by:
J = −
∫
d3r φ∗i (r)
[
− ~
2
2m
∇2 + Vtrap(r)
]
φj(r) , (2)
with i 6= j. The on-site interaction includes both short-
range and dipole-dipole contributions:
U0 = g
∫
d3r|φi(r)|4+
+
∫
d3r d3r ′ |φi(r)|2VD(|r − r ′|, θ) |φi(r ′)|2 , (3)
where VD(|r − r ′|, θ) = d2 (1− 3 cos2 θ)/|r − r ′|3 is the
dipolar interaction. Here d2 = µ0µ
2
m/4pi (d
2 = µ2e/4piε0),
being µm (µe) the magnetic (electric) dipole moment,
and θ the angle between the polarization direction and
the relative position between two dipoles. The inter-site
interaction is a pure dipolar term given by:
Uij =
∫
d3r d3r′ |φi(r)|2 d
2(1− 3 cos2 θ)
|r − r ′|3 |φj(r
′)|2
= (1− 3 cos2 θij)U , (4)
where we have considered an effective dipole for each site.
Assuming the dipoles d oriented along the coordinate
axes we denote the possible configurations by α, β and
γ, as scketched in Fig. 1.
Clearly, the orientation of the dipoles determines the
inter-site interaction. Their values are summarized in
Table I for the different configurations. Notice that sites
1 and 3 are symmetric with respect to site 2 implying
that in all cases U12 = U23.
Uij/U α β γ
U13/U 1 −2 1
U23/U −5/4 1/4 1
TABLE I: Values of the inter-site dipole-dipole interaction
for each configuration resulting from the anisotropy of the
interaction.
In the α-configuration, there is a repulsive interac-
tion between sites 1-3 but attractive otherwise. The
β-configuration is the other way around, with attrac-
tive interaction between sites 1-3 and repulsive otherwise.
Finally, in the γ-configuration, the interaction becomes
isotropic, repulsive and symmetric between all the modes.
Since the Hamiltonian commutes with the total num-
ber of particles N , Eq.(1) can be rewritten as:
Hˆ =− J
[
aˆ†1aˆ2 + aˆ
†
1aˆ3 + aˆ
†
2aˆ3 + h.c.
]
− U0 [nˆ2(nˆ1 + nˆ3) + nˆ1nˆ3]
+ U1
[
b (1− 3 cos2 θ) nˆ2(nˆ1 + nˆ3) + nˆ1nˆ3
]
, (5)
where U1 = U13 for each configuration and θ = θ12 =
θ23. The parameter b = U/U13 takes into account the
factorization of U13 and is equal to one for the α and
γ-configurations, while b = −1/2 for the β-configuration
as indicated in Table I. Moreover, we have neglected the
constant term U0N(N−1)/2 in Eq. (5) since it is a global
energy shift.
III. GROUND STATES OF THE SYSTEM:
PHASE DIAGRAM
The ground states of the dBH Hamiltonian depend on
the parameters J , U0 and U1, as well as on N , and dif-
ferent ground states belonging to different phases are ex-
pected to appear. Despite the simplicity of the model,
the competition between tunneling, on-site and inter-site
interactions in (5) leads to some non trivial ground states.
For J 6= 0, but small compared to U0 and U1, we expect
some insulating phases, i.e. with a well defined number
of bosons per site. To preserve symmetry conditions in
the insulating phases, we fix the number of atoms to be
even and multiple of 3.
The structure of the dBH Hamiltonian makes it con-
venient to work in the Fock basis that labels the number
of atoms in each well:
|Ψ〉 =
N∑
n1,n2,n3=0
Cn1,n2,n3 |n1, n2, n3〉 , (6)
3where Cn1,n2,n3 is the corresponding amplitude of the
Fock state |n1, n2, n3〉.
The phase diagram has been found by exact di-
agonalization of Eq. (5) setting the tunneling pa-
rameter J/h = 0.1Hz and varying the interactions
−10 ≤ U0/J ≤ 10 and −10 ≤ U1/J ≤ 10. In our sim-
ulations we fix the number of atoms to N = 12, 24 , 36
and 48. Results for larger number of atoms become
computationally too time-consuming and, in many
aspects, irrelevant since for N >> 1, the dBH model
becomes practically independent of the tunneling term
and reduces to a diagonal Hamiltonian in the Fock basis.
The whole phase diagram obtained from the exact di-
agonalization of the three-site dBH Hamiltonian is dis-
played in Fig. 2. It consists of seven different phases.
On the left panels, we show the relative vacancy number
(N−〈nˆ1〉)/N of site 1 versus U0 and U1 forN = 48 atoms.
Phases A,B and C in the α-configuration are shown on
the top panel, phases C,D and E corresponding to the
β-configuration in the middle panel and the two phases F
and G of the γ-configuration at the bottom one. All these
phases are compared with the ones obtained in the atomic
limit by minimizing the energy at J = 0 (right panels) for
the corresponding configurations. Inspection of the dif-
ferent phases shows a reasonable agreement between the
boundaries in the classical limit and the ones obtained
by exact diagonalization. Interestingly enough, the ex-
act borders on the phase diagram can be obtained using
scaling relations derived through entanglement proper-
ties [21, 22].
Indeed, a first insight on the phase diagram can be
obtained in the atomic limit, i.e. when the tunneling
is set to zero. In such case, the Hamiltonian becomes
diagonal in the Fock basis and reduces to
H0 = nˆ2(nˆ1 + nˆ3)[−U0 + U1 b (1− 3cos2θ)]+
+ nˆ1nˆ3(−U0 + U1) . (7)
Analytical expressions for the phase boundaries can be
obtained by minimizing the energy under the conserva-
tion of N and imposing symmetry between wells 1 and 3.
For example, requiring n1 = n3 yields a mean occupation
number:
n1 = n3 = Int
[
N
U0 − U1b (1− 3 cos2 θ)
3U0 + U1(1− 4b (1− 3 cos2 θ))
]
, (8)
where Int[x] denotes the integer part of x . In what it
follows we analyze the different configurations separately.
A. α-configuration (U1 > 0)
In the α-configuration, the minimization of the energy
leads to three different phases A,B and C. Their borders
correspond to the different (integer) occupation values
compatible with the constraint n1 = n3, which for J = 0
FIG. 2: (Color Online) Phase diagram in (U0/J, U1/J) plane
for the α (top), β (middle) and γ (bottom) configurations.
Left panels: (N − 〈nˆ1〉)/N obtained from exact diagonaliza-
tion of Eq. (5) with N = 48 bosons. Right panels: boundaries
of the phases as predicted in the atomic limit, i.e. for J = 0.
(For the sake of comparison we set E0 = J of the left panels).
results in:
n1 = n3 = Int
[
N
12
4U0 + 5U1
U0 + 2U1
]
(9)
Phase A. For J = 0, this phase extends into the region
limited by 0 ≤ U1 ≤ −4U0/5 and U0 < 0. In this phase,
the inter-site interaction, repulsive between sites 1-3 but
attractive otherwise, dominates over the on-site interac-
tion. Exact diagonalization shows indeed the presence
of phase A, where minimization is achieved by accom-
modating all particles in site 2. The ground state of the
system is the product state:
|Ψ〉A = |0, N, 0〉 . (10)
Phase B. For J = 0, a new phase appears in the
region between 0 < −4U0/5 < U1 (for U0 < 0) and
0 ≤ U0 ≤ U1 (boundary B-C). Phase B has a richer
structure and appears for both, attractive and repulsive
on-site interactions. In contrast to phase A, the ground
state of the system does not correspond to a single Fock
state. For U0 = 0 and U1 6= 0 the number of particles in
site 1 and 3 must fulfill that n1 = n3 < 5/12N . For U1 =
U0, it follows that n1 = n3 = N/4, and n2 = N/2, setting
the boundary between phases B and C. The boundaries
of phase B have a non trivial dependence on the number
4of bosons N (see Fig. 3), and are given by
U1
U0
= 4
N − 2n1 − n3
14n3 + 10n1 − 5N . (11)
All the possible values of n1 and n3 yield the curve of
the boundary of phase B. For J 6= 0, exact diagonaliza-
tion (together with the analysis of entanglement), shows
that phase B corresponds to a symmetric superposition
of sites 1-3, i.e. 1/
√
2 (|n1, n3〉+ |n3, n1〉), conditioned by
the occupation number on site 2:
|Ψ〉B =
∑
a,b
C|a|,b
1√
2
[ |N/2− a,N/2 + a− b, b〉+
+ |b,N/2 + a− b,N/2− a〉 ] , (12)
with −N/2 < a < N/2, 0 < b < N/2 + a < N . The
amplitudes C|a|,b decrease as the coefficients |a| and b
increase.
Phase C. At J = 0, the boundaries of this new phase
are given by U1 ≤ U0 with U0 ≥ 0. In this phase, on-site
interactions dominate over inter-site ones. When U1 = 0,
the dipolar interaction vanishes, the three sites become
symmetric and all the particles are distributed equally
inside them (equipartition). If we do not set the inter-site
interaction to zero and do not fix the occupation number
on site 2, the minimization of the energy together with
the conservation of N leads to the following condition for
n2:
n2 = Int
[
N
3
U0 + 7/2U1
U0 + 2U1
]
. (13)
Equation (13) provides the boundaries (as a set of slopes)
for each possible occupation number on site 2 (see also
Sec. IV). The population in this well varies from N/2
(for U1 = U0) to N/3 (for U1 = 0). For each value of n2
in this range there exists a well defined region in phase C
limited by the above boundaries (slopes). The transition
between these regions is associated to the variation of
one particle in site 2. As will become clear later when
analyzing the entanglement properties of the states, these
different regions within this phase correspond to smooth
crossovers.
B. β-configuration (U1 < 0)
When all the dipoles are oriented along the horizontal
axis three different phases C,D and E appear.
Phase C. At J = 0, C is bounded by U1 < 0 and
|U1| ≤ 5/4U0. This phase is equivalent to phase C in
the α-configuration, and again allows different occupa-
tion numbers on site 1 and site 3. It displays several
crossovers connecting now phase C with D. The equa-
tion equivalent to Eq. (13) corresponding to this configu-
ration that sets the boundaries for the different crossovers
is now given by:
n2 = Int
[
N
[
1− 4U0 + 1/2U1
6U0 + 3U1
]]
, (14)
where the population on site 2 decreases gradually now
from n2 = N/3 to n2 = 0.
Phase D. At J = 0, the boundaries of phase D are
given by U1 = −4/5U0 (imposing n2 = 0 in (14)), and
U1 = U0, which is the boundary between phases E and
D. Exact diagonalization shows that phase D has a
dominant contribution of the Fock state corresponding
to n1 = n3 = N/2, and n2 = 0. It can be understood
as the balance between a large attractive inter-site inter-
action between sites 1 and 3, and the inter-site repulsion
between 1-2 and 2-3. Although site 2 is not correlated to
the other ones, the exact ground state is not a product
state:
|Ψ〉D = C0 |N/2, 0, N/2〉+
+
∑
a
Ca
1√
2
[ |N/2− a, 0, N/2 + a〉+
+ |N/2 + a, 0, N/2− a〉 ] . (15)
Phase E. Finally, phase E corresponds to a cat state
between wells 1 and 3, whereas well 2 is completely
empty. This ground state can be understood as a bal-
ance between a large on-site attraction, a large inter-site
attraction between sites 1-3, and the symmetry of the
geometry.
|Ψ〉E = |N, 0, 0〉+ |0, 0, N〉√
2
. (16)
C. γ-configuration (U1 > 0)
For completeness we also review briefly here the phase
diagram when all dipoles are aligned orthogonal to the
plane that contains the three mesoscopic dipoles. As
mentioned before (see Table I), in this case the inter-
site interaction becomes isotropic, the system acquires
a larger symmetry and effectively reduces to a non-
dipolar condensate with a renormalized on-site interac-
tion. There are two different phases: F and G. Phase
F is a mesoscopic superposition of the three sites. Min-
imization of energy leads to the following ground state
|Ψ〉F = 1/
√
3 (|N, 0, 0〉+ |0, N, 0〉+ |0, 0, N〉), i.e. a max-
imally entangled state of 3 sites, also called W-state.
Phase G is a state with equal mean population on all
sites. The phase transition occurs just at U1 = U0. Since
this configuration has no distinctive dipolar effects and
has been previously studied [19], we shall not address it
further.
Finally, let us comment on the dependence of the phase
diagram on the number of bosons N . In Fig. 3, we dis-
play the phase diagram obtained by exact diagonaliza-
tion in the α and β-configurations for N = 12, 24 and
536 bosons. All phases, except phase A, show a strong
dependence on the number of bosons. This can be easily
understood since phase A is characterized by the ground
state |Ψ〉A = |0, N, 0〉, which is a product state, therefore,
it shows no correlations between sites. All other phases,
which cannot be described as classical states, are very
sensitive to quantum fluctuations, thus, the boundaries
of the phases depend on the number of bosons [23]. This
is reminiscent of the finite size effects shown by strongly
correlated systems, where boundaries are only well de-
fined in the thermodynamic limit. Although the num-
ber of particles we consider is small, the large N limit
(N → ∞) corresponds here to the regime where tunnel-
ing can be neglected and the problem can be treated as
three coupled modes in a mean field approach.
FIG. 3: (Color online) Phase diagram for the α-configuration
(left panels) and β-configuration (right panels) obtained from
exact diagonalization for N = 12 (top), N = 24 (middle) and
N = 36 (bottom) panels. In the panels, we plot (N−〈nˆ1〉)/N
versus U0/J and U1/J .
IV. PHASE ANALYSIS AND ENTANGLEMENT
PROPERTIES
A further insight on the quantum phases and phase
transitions can be obtained by analyzing entanglement
properties. Notice that since our Hamiltonian consists
just in three spatial modes (wells) associated to the op-
erators aˆi (i = 1, 2, 3), one has to consider entanglement
between the different modes and not between the parti-
cles. Under this perspective we examine entanglement
properties of the ground state of the system for a fixed
number of particles, N , as a function of the parameters
U0/J and U1/J .
To determine if a pure state, e.g. the ground state
of our system, is or not entangled is trivial: it suffices
to check if all of its subsystems are in a pure state, in
such a case the ground state is unentangled. To quantify
its entanglement, however, is quite more subtle. Several
quantities can be used to quantify entanglement. Among
them, the von Neumann (S(ρ)), and Renyi (Sn(ρ)) en-
tropies are good entanglement monotones for bipartite
splittings. The von Neumann entropy of a subsystem i
captures well the fact that for entangled states, the dis-
order of the subsystem can be greater than the disorder
(entropy) of the system itself, something completely for-
bidden for classical states. The von Neumann entropy
S(ρi) has been used to underpin the behavior of the en-
tanglement near criticality in many-body strongly corre-
lated systems. It is defined as:
Si = S(ρi) = −Tri(ρi log ρi) = −
∑
m
λim log λ
i
m (17)
where ρi is the reduced density matrix (with eigenvalues
λi) describing subsystem i:
ρi = TrjTrk ρ , with ρ = |Ψ〉〈Ψ| , (18)
being ρ the density matrix of the full system. Renyi en-
tropies, defined as Sn = 1/(1 − n)Trρni , are as well non
linear functions of the eigenvalues of the reduced den-
sity matrix. It is instructive to recall that any pure state
can be always written in a bipartite splitting in the so-
called Schmidt decomposition. In our particular case in
which we have just 3 different modes i.e. A, B and C, the
ground state of the system |Ψ〉ABC can be expressed w.r.t
splitting A / BC as |Ψ〉ABC =
∑
m
√
λm |ψm〉A |φm〉BC
where {|ψm〉A} and {|φm〉BC} conform a biorthogonal
basis. The coefficients λi, often called the Schmidt co-
efficients, are nothing else than the eigenvalues of the
reduced density matrices ρA and ρBC . They fulfill that
λm ≥ 0 and
∑
m λm = 1. Obviously, if the splitting
is different, i.e. AB /C, the biorthogonal basis and
their Schmidt coefficients change. There is not an ana-
logue of the Schmidt decomposition for tripartite sys-
tems, neither the von Neumann or Renyi entropies are
a measure of tripartite entanglement. Here, the sym-
metry imposed by the dipolar interaction on the triple
well in the α and β-configurations implies that subsys-
tem 1 and 3 have the same reduced density matrix i.e.
ρ1 = Tr23ρ = ρ3 = Tr12ρ, while ρ2 = Tr13ρ is dif-
ferent. Therefore, it suffices to consider bipartite split-
tings. Since there are only two different bipartite split-
tings we obtain two different von Neumann entropies,
S1(3) accounting for the entanglement between subsystem
1(3) with the rest (1/23), and S2 reporting the entan-
glement between subsystem 2 and the rest (2/13). Due
to this symmetry, which is a consequence of the dipolar
anisotropy in these configurations, it is possible to iden-
tify the different quantum phases by their von Neumann
entropy. In general this does not need to be the case.
6FIG. 4: (Color Online) Characterization of the phases A,B
and C in the α-configuration by means of their phase diagram
and entanglement properties: Top panels: (N−〈nˆ1〉)/N (left)
and (N − 〈nˆ2〉)/N (right) versus (U0/J, U1/J). Middle pan-
els: von Neumann entropy S1 (left) and S2 (right). Bottom
panels: Schmidt gap ∆λ1 (left) and ∆λ2 (right). Notice that
wells 1 and 3 are symmetric for this configuration. The results
are obtained by exact diagonalization of Eq. (5) with N = 48
bosons.
In Fig. 4 and Fig. 5 we display the phase diagram as a
function of U1/J and U0/J by means of (N−〈nˆi〉)/N for
i = 1, 2 (top panels), their corresponding von Neumann
entropies Si (middle panels) and their entanglement spec-
trum using the Schmidt gap ∆λi = λi1−λi2, defined as the
difference between the two largest (and therefore more
relevant) non trivially degenerated Schmidt coefficients
(the index i refers here to the partition). Inspection
of the above figures shows a remarkable agreement on
the phase diagram obtained either via mean occupation
number (top panels), or entanglement properties (mid-
dle and bottom panels) with the only exception being
the structure displayed by the Schmidt gap for U0 > 0.
It consist in a series of slopes corresponding to the dif-
ferent crossovers occurring in phase C in both α and
β-configurations, something that neither the mean occu-
pation number or the von Neumann entropy, being aver-
aged quantities, do not show. The general traits of the
different phases can be now unveiled.
For product states |ψ〉 = |n1〉 |n2〉 |n3〉 (phase A) the
von Neumann entropy of the system is equal to the en-
tropy of its subsystems and identically equal to zero. In
such case, the state is already in its Schmidt form with
a single Schmidt coefficient equal to one. Any entangled
state has necessarily more than one Schmidt coefficient.
In phase B, the single-site entropies S1 and S2 are: (i)
FIG. 5: (Color Online) Characterization of the phases C,D
and E in the β-configuration by means of their phase diagram
and entanglement properties: Top panels: (N−〈nˆ1〉)/N (left)
and (N − 〈nˆ2〉)/N (right) versus (U0/J, U1/J). Middle pan-
els: von Neumann entropy S1 (left) and S2 (right). Bottom
panels: Schmidt gap ∆λ1 (left) and ∆λ2 (right). Notice that
wells 1 and 3 are symmetric for this configuration. The results
are obtained by exact diagonalization of Eq. (5) with N = 48
bosons.
both different from zero, an indication of the presence
of entanglement w.r.t any partition and, (ii) larger than
log 2, ruling out the presence of a single mesoscopic su-
perposition or cat state. The entropy and the Schmidt
gap rather indicates that this phase is formed by a su-
perposition of cat states and since S2 6= 0 in such phase,
the superposition of the cat states is conditioned by the
particle occupation of site 2.
In phase C a rich structure appears in the Schmidt gap
which is not present in the entropy or Fock occupation
plots. We shall return to this phase later.
Finally, in phases E and D, the fact that S2 = 0 in-
dicates a ground state of the type |ψ〉 = |n2〉 |φ13〉 where
subsystem 2 is disentangled from the others, but sub-
systems 1 and 3 are necessarily entangled. Moreover,
since in phase E the von Neumann entropy of sites 1
and 3 is simply log 2, one can deduce the existence of
a mesoscopic quantum superposition of two terms i.e.
1/
√
2 (|N, 0, 0〉+ |0, 0, N〉). This is further supported by
the value of the Schmidt gap ∆λ1 = 0 meaning that
the two first eigenvalues of the Schmidt decomposition of
this partition are equal. This is not the case for phase D,
where the entropies are larger and the Schmidt gap differ-
ent from zero. Boundaries between quantum phases are
normally related to the presence of criticality, a mean-
ingful concept in the thermodynamic limit. For instance,
7FIG. 6: Entanglement spectrum (first six values in decreas-
ing order) in the α-configuration for U1/J = 4 (left) and for
a fixed value of U0/J = 7 (right). Quantum phase transi-
tions correspond to the points in which degeneracy between
the different eigenvalues occurs. Crossovers are associated to
crossings between the different Schmidt coefficients.
in spin chain systems, it can be observed that when ap-
proaching a quantum phase transition the entanglement
spectrum tends to a band with all eigenvalues λm quasi
degenerated. This critical behavior, where fluctuations
are large, is associated with the fact that entanglement
should be present at all length-scales. It has also been
shown that for finite spin chain systems, outside the ther-
modinamic limit, the Schmidt gap closes normally faster
than the other values, that is, the largest eigenvalues be-
come faster degenerated [22].
To better understand the structure presented in
the previous panels we display in Fig. 6, the six first
eigenvalues (in decreasing order) along a cut of the phase
diagram. Thus, in the left plot of Fig. 6 we show the
entanglement spectrum for a fixed value of U1/J = 4,
while in the right plot the entanglement spectrum is
represented for U0/J = 7. As can be seen in the plots
of the entanglement spectrum, phase boundaries are
associated to a collapse of all the eigenvalues. Thus, for
U1/J = 4 degeneracy of the eigenvalues appears when
approaching U0/J = −5, corresponding to the phase
transition A-B, and again approaching U0/J = 4 where
the transition B-C appears. Moreover, for larger values
of U0/J there is not a collapse of the eigenvalues but a
crossing of them at few points. Even more clear is this
crossing of eigenvalue pairs in the right plot of Fig. 6
to finally collapse near U1/J = 7 where the transition
C-B is now crossed. The information encoded in the
crossings is related to changes in the number of bosons
in well 2 and, as a consequence, a change in the Fock
states participating in the ground state.
V. SUMMARY AND CONCLUSIONS
We have shown that mesoscopic samples of polarized
dipolar atoms confined in three spatially separated traps
realize different quantum phases depending on the dipole
orientation. Using for their description an extended dipo-
lar Bose-Hubbard Hamiltonian, the competition set by
the anisotropy of the inter-site dipole-dipole interaction,
together with on-site interaction strongly determines the
possible phases of the ground states. We have solved the
dBH Hamiltonian by means of exact diagonalization for
different number of bosons, and shown in which cases the
ground state is compatible with a mean field description.
To this aim we have further analyzed the properties of
each phase by means of their entanglement properties,
going beyond averaged quantities like the von Neumann
entropy to discuss and distinguish the differences between
phase boundaries and crossovers in these setups. The
former are accompanied by a flat band distribution of
all Schmidt coefficients while the latter are shown as a
crossover between different Schmidt coefficients without
full degeneracy. A more detailed study on the scaling
behavior of the entanglement in these systems, allowing
for the determination of critical quantities and exponents
is beyond the scope of the present work and will be pre-
sented in the future [21].
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