A functional calculus approach is applied to the derivation of evolution equations for the moments of the magnetization dynamics of systems subject to stochastic fields. It allows us to derive a general framework for obtaining the master equation for the stochastic magnetization dynamics, that is applied to both, Markovian and non-Markovian dynamics. The formalism is applied for studying different kinds of interactions, that are of practical relevance and hierarchies of evolution equations for the moments of the distribution of the magnetization are obtained. In each case, assumptions are spelled out, in order to close the hierarchies. These closure assumptions are tested by extensive numerical studies, that probe the validity of Gaussian or non-Gaussian closure Ansätze.
I. INTRODUCTION
Thermal fluctuations of the magnetization are a significant factor for the operating conditions of magnetic devices 1, 2 . To describe them well is quite challenging, even in cases where the thermal effects are, not an inconvenience, but essential for eliciting the desired magnetic response 3, 4 , and the development of appropriate computational methods has a long history [5] [6] [7] . A textbook approach for the description of thermal fluctuations is the stochastic calculus 8, 9 : the fluctuations are described by a thermal bath, interacting with the magnetic degrees of freedom, namely, spins, and the quantities of interest are the correlation functions of the magnetization, deduced from numerical simulations 10, 11 . These correlation functions, in principle, define a measure on the space of spin configurations. This measure can be, either deduced from a Fokker-Planck equation 12, 13 , or, a Langevin equation. In the former case, this is a partial differential equation for the probability density, P (σ, t), to find the magnetization vector s(t) in a state σ at time t; in the latter case, it is a partial differential equation for the magnetization, considered as a time-dependent field.
While at the level of a single spin, this approach can only describe transverse, but not longitudinal, damping effects 14, 15 , it has been shown [16] [17] [18] that an appropriate averaging procedure over the bath can, in fact, describe longitudinal damping effects, that are typical in finite size magnetic grains. Thus, it may be a good starting point for developing models that incorporate the corrections to the mean field behavior of a single domain, beyond the effective medium approximation 19, 20 . Damping is responsible for the transfert of spin angular momentum from the magnetization to the environment and allows conversely energy to be pumped from the environment to the magnetization. Many different mechanisms for damping are already known that include spin-orbit coupling, lattice vibrations and spin-waves. At several levels, these mechanisms are limiting factors in the reduction of the remagnetization rate in magnetic recording devices.
To better describe such damping effects, it's useful to refine the approach used to date for obtaining the evolution equations towards equilibrium for the magnetization and its fluctuations. To this end a functional calculus approach [21] [22] [23] can be very efficient, and has been further developed recently 24, 25 . This approach has as starting point the functional integral over the bath degrees of freedom, η(t),
The density, ρ(η), is defined by its correlation functions, that are assumed to define a Gaussian process, that's completely given by its two first moments:
with C(t − t ′ ) a function, that, therefore depends not on both times, t and t ′ , but only on their difference and describes the Markovian property and eventual deviations therefrom. All other correlation functions are expressed using Wick's theorem 21 . In the Markovian limit, the function C(t − t ′ ) is ultralocal, namely,
where D sets the scale of the bath fluctuations. This limit is relevant for cases when the auto-correlation time of the bath variables can be neglected. However, recent progress in magnetic devices has led to situations where this is no longer the case 26, 27 . Hence it is not only of theoretical, but also of practical interest, to develop tools for the quantitative description of baths with finite auto-correlation time 28, 29 . Examples are provided by the experimental study and simulations of extremely fast magnetic events. There it was found that a colored form for the noise, for which
can lead to good agreement between experiment and simulations [30] [31] [32] . In this expression, the auto-correlation time, τ , describes the finite memory of the bath and, therefore, the inertial effects of its response, assuming isotropic in space.
That this expression is a reasonable generalization of the Markovian limit may be deduced from the fact that, in the limit τ → 0, the Markovian limit (also called "white noise limit") is recovered. The "white noise limit" may therefore be considered as the limiting case of colored noise for "extremely short" auto-correlation time 33 . What sets the scale of "extremely short" is at the heart of the subject and depends on the detailed dynamics, that will be presented in the sections to follow.
Having described the bath, we must now describe the degrees of freedom, whose dynamics is of interest, i.e. the spins. This dynamics is specified by a particular choice of the Langevin equation, the so-called stochastic form of the Landau-Lifschitz-Gilbert equation (sLLG). Up to a renormalization over the noise 13 , the sLLG equation of motion for each spin component s i can be written as follows :
where the Einstein summation convention is adopted, and ǫ ijk describes the Levi-Civita fully antisymetric pseudo-tensor. This equation describes purely transverse damping with a non-dimensional constant λ: properly integrated 34, 35 , it ensures that the norm of the spin remains constant, which one can normalize to unity, |s| = 1.
The vector ω sets the precession frequency and in a Hamiltonian formalism is given by the expression
where H is the Hamiltonian of the system. Therefore, at equilibrium, for given H , the ensemble average of the spin, s, along direction, i, s i , is given by the canonical average
where β = 1/k B T and the equilibrium distribution, P eq (s), is given by the Gibbs expression
[Ds] e −βH (s) .
In their seminal studies, Garanin et al. 16, 17 used this form of the equilibrium distribution to derive a LandauLifschitz-Bloch model from the Fokker-Planck formalism, close to equilibrium.
In this paper we do not assume the form of the equilibrium distribution, but we try to deduce its properties from the evolution of the off-equilibrium dynamics of equal-time correlation functions. To this end, we explore the consequences of closure schemes for the evolution equations.
The plan is the following:
In section II we obtain the evolution equations for the equal-time 1-and 2-point correlation functions for the spin components, taking into account different interaction Hamiltonians, namely Zeeman, anisotropy and exchange. We work in the mean field approximation and we use the results of appendices A and B.
These equations are part of an open hierarchy. To solve them, we must impose closure conditions.
In section III we explore Gaussian, as well as nonGaussian closure conditions, based on the theory of chaotic dynamical systems. To test their validity we compare the results against those of a "reference model", studied within the framework of stochastic atomistic spin dynamics simulations.
Our conclusions are presented in section IV. Technical details are the subject of the appendices. In particular, in appendix C we obtain, by functional methods, a local form for the master equation, for the case of Ornstein-Uhlenbeck noise, in an expansion in the autocorrelation time of the noise, that's consistent with the symmetries of the problem.
II. EVOLUTION EQUATIONS FOR THE CORRELATORS OF THE MAGNETIZATION DYNAMICS
In order to derive equations for the moments that capture the properties of the magnetization dynamics, the probability P (σ, t) to find the magnetization s(t) in a state σ at a time t has to be properly defined. Within the functional calculus approach 21 , this is realized by a path integral:
where s[η(t)] is a functional of the noise and δ, the functional δ−distribution. At equal times, any correlation function of the spin components is given by
Its time derivative can be constructed from elementary building blocks, that are the multi-component correlation functions as follows:
These expressions become even more explicit upon replacing P (σ, t) by the expression in eq. (8) and by performing the functional integral over the noise. For P (σ, t), this produces an integro-differential master equation-that will become a Fokker-Planck equation in an appropriate limit. Details are given in appendix A. Formally this can always be written as a continuity equation
with the divergence of the probability flow J (σ, t), obtained from eq.(A29). Equation (10) can then be simplified by partial integration, where the surface terms can be dropped, since the manifold, described by the spin variables, is a sphere-i.e. does not have a boundary. Whether defects on the manifold could contribute is very interesting, but beyond the scope of the present investigation. Thus any moment of the spin variables can be computed from this expression as
For Markovian dynamics, the probability flow J is given by eq.(B1). If we rewrite eq.(4) as
the evolution equations of the first and second moments become
in the white noise limit. The RHS of these equations can be expressed as follows, where the exponent M = 0 or 1:
We shall call the terms proportional to D in eq. (14) "longitudinal", because they affect the norm of the average magnetization-whereas the other terms we shall call "transverse", since A i (s) does, of course, affect the components transverse to the direction of the instantaneous magnetization; however it's important to keep in mind that its average, A i (s) , may not be purely transverse.
In any event, these expressions highlight that the terms proportional to the amplitude of the noise, D, are independent of the particular choice of a local Hamiltonian, because it is not a part of the vielbein e ij (s), whereas the "transverse" terms explicitly depend on this choice.
For a single atomic spin, it will be useful to start with a ultra-local expression for the Hamiltonian, H , consisting of a Zeeman term and an anisotropy term:
In the Zeeman energy, g is the the gyromagnetic ratio, µ B the Bohr magneton and B the external magnetic induction. The anisotropic energy term describes a uniform uniaxial anisotropy, defined by an easy-axis n and intensity K a .
Let us consider, for the moment, only the Zeeman contribution. Even if the external magnetic field, ω, may, in general, depend on time, it is assumed to be independent of the noise and therefore can be taken out of any noise average.
The corresponding expressions for the first and second spin moments, therefore, are
It is striking that these equations are very similar to those obtained by Garanin et al. 16 . We observe that they are not closed. Indeed, the RHS of eq. (18) contains three-point moments s j s l s n , which are not defined yet.
If the same procedure is repeated for the contribution of the anisotropy term of the Hamiltonian only, we find the equations:
where ω a ≡ 2K a / is the effective field corresponding to the anisotropy. The quadratic terms in the RHS of eq. (4), when magnetic anisotropy is present, imply that eq.(19) depends on three-point moments, and eq. (20) on fourpoint moments. And if we try to deduce the evolution equations for these moments, they will, in turn, depend on even higher moments.
Any treatment of these equations, therefore, involves closure assumptions, as we will discuss in the next section.
Let us, now, consider, more than one spin, but with local interactions. For a collection of N interacting spins we, apparently, have a straightforward generalization of the former expressions, the arguments of the probability P ( σ I , t) just acquire indices, labeling the spins 1 ≤ I ≤ N , s I (t) to be in a magnetic state σ I at a given time t. However there's more to be said.
For a given site I, the noise field η I (t) is drawn from a known distribution ρ(η I (t)). The coupling with the spins leads to an induced distribution, P ( σ I , t). If ρ(η I (t)) factorizes over the sites, I, i.e.
then the factorization holds only for the measure of the noise. The expression for P ( σ I , t) takes the form
The same reasoning as before conducts to a formal master equation for P as
where the sum on I runs from 1 to N as a repeated index. The evolution equation for any, equal-time, correlation function of the spin variables can then be expressed as
An explicit expression for the probability flow J I i is, in general, very challenging to find. This, of course, does not imply that the spins do not interact-indeed, if we attempt to resolve the δ−functional constraint and obtain a functional integral over the σ I , we shall not, necessarily, find that it factorizes over the sites. However, if s I ({η}) = s I (η I ), i.e. that the spin at site I depends only on the realization of the noise on the same site, then the measure over the spins will factorize as well,
and the mean field approximation will be exact. The exchange interaction, that controls the local alignment and order of spins is defined by the following expression 14, 36 :
where s I (t) and s J (t) are the values of neighboring spins at time t, and J IJ is the strength of the exchange interaction between these spins. This expression, indeed, appears in the sLLG and can be identified precisely with the exchange Hamiltonian at equilibrium.
When working out of equilibrium, the mean-field approximation to the dynamics, described in the P (σ I , t), by a two-spin interaction, is reduced by an averaging method 37, 38 to that of one spin in an effective field. The exchange interaction is then described by A = −J ex s i (t) · s i (t) , where J ex = n v J IJ , where n v is the number of neighboring spins for any spin in its first and second shells of neighbors.
According to appendix A, the contribution of the exchange interaction to the moment equations can now be computed by noting that
since
depends only on time and the path integral does not, since it's time translation invariant. Because each spin I has now the same effective field as any othe spin, the index I can be safely dropped. Then the exchange interaction contributes to the moment equations as :
with ω ex = 2J ex / is the exchange pulsation. Simplifications have been performed in eq. (29), because ǫ ijk s j s k = 0 in the mean-field approximation.
Now if a classical ferromagnet in an anisotropic and external fields is considered, we have to compute the contribution of each interaction to the moment equations, and their final form can be obtained by straightforwardly adding the RHSs. The only subtle point is, of course, that the longitudinal damping contribution shouldn't be overcounted. The full expressions aren't very illuminating as such; suffice to stress that they have been obtained under very few and tightly controlled assumptions. These couple the moments of different orders in an open hierarchy, that can't be easily solved, however (as is the case for the Gaussian distribution, for instance). Therefore we shall construct a framework, where ways to close the hierarchy can be tested in a numerically useful manner.
For Gaussian distributions of the noise, Wick's theorem allows us to obtain all the moments in terms of the first-and second-order moments only 21 and, therefore, close the systems of equations. We thus assume that Eqs. (17, 18, 19, 20, 29) and (30) give enough information for the simulation of the average magnetization dynamics, using the Gaussian closure.
However, we would like to check whether the distributions of our spin variables might deviate, in general, from a Gaussian distribution and how it might be possible to explore the validity of non-Gaussian closure schemes.
How to close this hierarchy in such a fashion will be the subject of the following section.
III. CLOSING THE HIERARCHY
In the previous sections, under controlled assumptions, equations governing the dynamics of all the moments have been derived and explicitly given for the first and second order moments of the spin variables. These averaging techniques give rise to an open hierarchy (possibly infinite if all the moments are required) of equations for the moments-that is not closed. In order to solve such a system, and to deduce the consequences for the magnetization dynamics itself (i.e. the first moment), this hierarchy must be closed in some way.
We use closure methods, inspired from turbulence theory 39, 40 and dynamical systems 41 and carry out numerical tests, in order to assess their range of validity. In order to check the consistency of these assumptions, on which the closure methods are founded, with respect to the model at hand, a reference model is required.
A. Reference model
Atomistic spin dynamics (ASD) simulations are the usual way to solve the sLLG equation (4), with a white-noise process shown by eq.(2). Using this equation for ASD simulations was justified in refs. 36, 42, 43 , and since, several numerical implementations have been reported 14, 15, 44 , including the exchange interaction, the treatment of external and anisotropic magnetic fields and temperature.
With identical sets of initial conditions, many configurations of N spins are generated and for each individual spin, an sLLG equation (eq. (4)) is integrated. These integrations are performed by a third-order Omelyan algorithm, which preserves the symplectic properties of the sLLG equation [45] [46] [47] . More details of this integration method are provided in previous works 15, 48 . These ASD simulations are performed for different noise realizations and averages are taken.
In practice we find that it is possible to generate a sufficient number of noise configurations, so that the map induced by the stochastic equations, as the result of this averaging procedure, realizes the exact statistical average over the noise 49, 50 . These averages define, therefore, our reference model. Figure 1 presents how effective this averaging procedure can be. The example of convergence toward statistical average for paramagnetic spins is shown. From  Fig.1 one readily grasps that increasing the number of spins (or, equivalently, realizations) does accelerate convergence toward the true averaged dynamics and 10 4 , interacting or not, spins can be taken to be enough for practical purposes. This fixes statistical errors to sufficiently low level to draw accurately the desired average quantities, that can be lowered consistently by increasing the number of spins in ASD simulations if necessary.
From now on, this averaging procedure is used in order to check the consistency of the closure assumptions presented in below.
B. Gaussian Closure Assumption
The simplest possible way to close the hierarchy, that's consistent with Gaussian statistics, is to assume that the vacuum state is known, namely, that the second order cumulant goes to a given matrix χ, i.e. s i s j − s i s j = χ ij . This approximation has been studied by Ma and Dudarev 51 , where the matrix χ vanishes for an ideal paramagnet. In a constant precession field, eq. (17) becomes
and presents some advantages and drawbacks. Let us define the vector b by the expression
At equilibrium, the RHS of eq. (31) vanishes. This provides an equation for the equilibrium value of the magnetization, s i eq , that is proportional to the precession field ω i and a relation between the vector b and this equilibrium value:
This means that the value of the magnetization at equilibrium, s i eq , remains to be determined. This doesn't make this model very predictive, and constitutes a first, intrinsic, drawback. Replacing eq. (33) in eq. (31) leads to
which can be considered a generalization of Bloch's equation, that includes a transverse damping. It has many features in common with the Landau-LifshitzBloch equation derived by Garanin 17 . Given b or equivalently s i eq , eq. (34) is straightforward to solve. When D = 0, i.e. thermal effects can be neglected, damping does not affect the longitudinal part of the magnetization, which is, also, captured by the LLG equation. However, the meaning of a statistical averaging procedure when D = 0 can be questioned. Indeed, the set of equations (17) and (18) was derived using the value of P (σ, t). This probability density is given by a functional integral over the noise realizations, and, of course, in that case, becomes a projector on a single configuration, since it collapses to a δ−functional. This might be consistent, if such an equilibrium configuration is, indeed, unique.
Moreover, if ω i is a mean-field exchange term only, no precession around this field occurs and eq. (34) is purely longitudinal. For a ferromagnet, this has the consequence that it is, then impossible to capture, in this way, any dynamics that would appear through the frequency of the exchange constant.
At this point, one understands that other closure methods might be considered, assuming Gaussian dynamics, i.e. that non-quadratic cumulants vanish and, nonetheless, consistent with the interactions we want to consider. Once given the order of mixed averaged equations, this assumption leads to direct relations between third-and fourth-order moments, and lower-order moments, known as Wick's theorem 22 . This approach, called the Gaussian Closure Assumption (GCA) in this context, has been explored briefly in previous works 11, 52 . Denoting the cumulant of any stochastic spin vector variable s by double brackets .
9 , one has :
for any combination of the space indices for the thirdorder cumulant and
for any combination of the space indices for the fourthorder cumulant. GCA implies that, for every time t, s i s j s k = 0 and s i s j s k s l = 0. Thus the following relationships apply :
relating thereby the third and fourth moments with the first and second ones only. Equations (37) and (38) have to be injected into Eqs. (17, 18, 19, 20, 29) and (30) respectively. Because of the form these equations assume, they were called dynamical Landau-Lifshitz-Bloch (d-LLB) equations 11, 52 and reveal, for both the first and second moments, a longitudinal contribution, proportional to the amplitude of the noise, to the damping of the average magnetization.
Simulations of hcp-Co have been performed and are depicted in figures 2, 3 and 4. These figures compare the GCA, applied to the third moments according to eq.(37), with the ASD calculations, for an hexagonal 22 × 22 × 22-supercell. The first and second nearest neighbor shell are taken into account for the exchange interaction, and its value, taken from references 53, 54 , is J IJ = 29.79 meV for each atomic bond of the first nearest neighbors, and J IJ = 3.572 meV for the second nearest neighbors. The anisotropy energy for hcp-Co, is given to K a = 4.17.10 −2 meV for each spin, also according to references 53, 54 .
The magnetic analog of the Einstein relation can be introduced in order to relate the amplitude D of the noise to the temperature of the bath 5, 6 :
The conditions for the validity of such an expression aren't immediately obvious (especially, in our case, the equilibrium condition that is necessary for the derivation of a fluctuation-dissipation relation). However, this discussion is beyond the scope of this work, and eq. (39) is assumed to be valid. This allows us to replace averages over the noise by corresponding thermal averages. The reason this is useful is that, in practice, one is measuring thermal averages and is interested in the Curie point. Figure 2 plots the average magnetization norm versus the temperature for hcp-Co with and without the anisotropic contribution, over a long simulation time, assuming the system at equilibrium. The GCA on the third-order moments matches reasonably well the ASD calculations-and without requiring prior knowledge of the equilibrium magnetization value. Thus, the GCA can be considered to be valid at least up to half the Curie temperature, T c /2. For higher temperatures, however, a significant departure from the ASD calculations is observed. This is not surprising because the correlation length of the connected real-space two-point correlation function at equilibrium grows without limit when T approaches T c . Magnetization fluctuations occur in blocks of all sizes up to the size of the correlation length, but fluctuations that are significantly larger are exceedingly rare. Interestingly, within the GCA, the equilibrium magnetization passes through a critical transition, from a ferromagnetic to a paramagnetic phase, driven by the temperature. 
along the z-axis, without any internal anisotropic contribution. The value of the external magnetic field is conveniently chosen to hasten the convergence of large ASD simulations. Besides, as the closure assumption does not rely on the intensity of the Zeeman interaction, any value of the field can be used. For T= 500K, the GCA appears to be a good approximation and the two models are in good agreement. For T= 1000K, the validity of the GCA becomes more questionable, and the two models present now some marked differences, in particular regarding the norm of the average magnetization and s z at equilibrium, less so in the transient regime.
Another interesting feature of this figure is the presence of two regimes for the magnetization dynamics. The first one is an extremely short thermalization regime. Because the exchange pulsation is the fastest pulsation in the system, the magnetization norm sharply decreases in order to balance the exchange energy with the thermal agitation. The second regime is the relaxation around the Zeeman field itself. The GCA model and the ASD simulations are in good agreement concerning the characteristic times of both these regimes. Figure 4 displays the non-equilibrium profile of the average magnetization for hcp-Co assuming uniaxial anisotropy, oriented along the z-axis, along with a small Zeeman field, also along the z-axis, which ensures that the average magnetization aligns itself along the +z direction. For T= 500K, the GCA leads to the same equilibrium magnetization as the ASD, whereas for T= 1000K, the average magnetization norm, and the average magnetization along the z-axis, calculated by the GCA, show deviations from the ASD calculations. Moreover, for the temperatures used, the GCA, also, fails to match the transient dynamics of the relaxation. The ASD calculations indicate a lag for the magnetization, compared to the results obtained by the GCA and even if the precession frequency of the two models is the same, their dynamics are correspondingly shifted. However, we saw that the GCA does predict an equilibrium magnetization value consistent with that of the ASD simulations, for Zeeman, exchange and anisotropic energies, up to T c /2. In a constant field, below this temperature, the transient regimes also correctly match those obtained from the ASD. For temperatures higher than T c /2, departures from the ASD simulations are observed, both for the equilibrium magnetization values and for the details of the transient regimes.
The GCA is, indeed, not suited for describing magnon interactions, that involve more than two magnons, since Wick's theorem implies that all such processes factorize.
The reason isn't the validity of the closure assumption itself, but that interacting magnon modes are generated inside the large 22 3 ASD cell. Indeed, with a local anisotropy field only, the energetics of the spins is less constrained because individual spins may equilibrate along or in opposite direction of the anisotropy-axis. For a large but finite ASD cell, with periodic boundary conditions, this has as consequence to generate local spin configurations (small "sub-cells" inside the large cell) due to the different realizations of the noise. In order to dissipate these sub-cells, additional, internal, magnons are produced (and reflected by boundaries); and their collective motion cannot be described by average thermal modes only, as we can see in the very beginning of the transient regimes of both graphs of Fig.4 . The GCA model, that simulates the average over the repetitions of one single spin, is unable to recover these extra magnon modes, corresponding to spin waves generated by sub groups inside the large ASD cell. As a consequence, the effective precession around the anisotropy field is shifted and delayed, in the ASD simulation.
In fig. 3 , only the Zeeman and the exchange interactions are considered. Thus, each individual spin has only one possible equilibrium position, and the property of ergodicity is preserved. However, as can be seen from fig. 4 , when uniaxial anisotropy is added to the two former interactions, each individual spin has now two equilibrium positions. Even if, due to the presence of the Zeeman interaction, these two equilibrium positions are not equally probable, they both have a non-zero probability to occur. Therefore, at each realization of the ASD anisotropic simulation, different local spin configurations are occurring. This leads to different, transient, values for the moments, that depend strongly on the noise realizations, and, thus, to departures from ergodicity.
In order to enhance the agreement for the equilibrium magnetization state of both ASD and averaged models, another closure method, more sophisticated than the GCA, will be considered in the following.
C. Non-Gaussian closure
This method is inspired by studies in chaotic dynamical systems, where elaborate moment hierarchies are typically encountered 55, 56 . Closure relations can, indeed, be derived for the hierarchy of moments for the invariant measure of dynamical systems 57 . The proof relies on properties of the FokkerPlanck equation, and on the assumption of ergodicity 58 . However, we saw in the previous section that, depending on the magnetic interactions that are at stake, departures from ergodicity can be observed in the ASD simulations of large cells.
Therefore, since the Non-Gaussian Closure Assumption (NGCA) presented below is only expected to hold for ergodic situations, only the exchange and the Zeeman interactions will be considered, or cases when the Zeeman interaction is stronger than the anisotropic interaction, forcing each individual spin toward one possible equilibrium position.
The formalism can be presented as follows: Assuming ergodicity and with the cumulant notation at hand, such a NGCA relation can be parametrized for a stochastic variable s as
Coefficients a
(1) i and a (2) ij are assumed not to depend on time, but only on system parameters, such as D, ω and λ. These coefficients are assumed to be exactly zero when D = 0, hence matching the GCA. These Non-Gaussian Closure Approximations (NGCA) are tested with eqs. (18) . The next logical step is to determine the values of these coefficients. As the third-order cumulants are symmetric under permutation of the coordinate indices, the coefficients a (2) ij are symmetric, too, and only nine coefficients are required, in all.
According to Nicolis and Nicolis 58 , it was stressed that these coefficients satisfy constraining identities, that express physical properties of the spin systems considered. However, finding the corresponding identities, in general, is quite non-trivial, and to circumvent this difficulty, a fully computational approach was chosen. It is useful to stress that this approach is not without its proper theoretical basis: these identities, indeed, express properties of the functional integral 22 . ASD calculations are used to fit the coefficients a (1) i and a (2) ij , for a given set of system parameters. At a given time, a distance function d, defined from the results of ASD simulations and the new, closed model as
is computed and a least-square fitting method is applied. In this distance expression, each term is weighted equally to avoid any bias. At each step of the solver, a solution of the system of equations (eqs. (17, 18, 19, 20, 29) and (30) , closed by eq. (40)) is computed, and the distance function is evaluated. From the evolution of this distance, the method determines a new guess for the coefficients a
(1) i and a (2) ij . When the distance reaches a minimum, the hierarchy is assumed to be closed with the corresponding coefficients.
In order to check the validity of the NGCA, this was applied for the simulation performed at T=1000K presented in the previous section because, in these situations, neither the equilibrium nor the transient regimes of the ASD simulations were recovered by the GCA.
A new trial is carried out by performing again the simulation of the second part of fig. 3 . At the equilibration time, a minimum distance is found by considering a restriction to the third values only, thus we find a (1) 3 = 0.145 and a (2) 33 = 0.145. All the other coefficients are assumed to be zero. As expected, these dimensionless coefficients are small, demonstrating a slight departure of the GCA, which has to increase when the temperature increases. The uniqueness of these coefficients is not obvious and may depend on the choice of the distance function and its corresponding weights. Figure 5 displays now the result of this closure, with and without anisotropic interaction. The two models present some slight differences in the beginning of the transient regime, but quickly match. This could be surely managed by increasing the number of distance points to match by relaxing all the coefficients. We now investigate the situation of including all interactions. For a different set of equations, a similar situation has already been investigated previously 52 , with a slightly different closure method. To close the hierarchy of moments in that case, an expression for the fourthorder moments s i s j s k s l is required. This is performed by assuming that the fourth-order cumulants are negligible (i.e. s i s j s k s l = 0) and that each third-order moments are computed by eq. (40) . Yet again, one can systematically improve on this hypothesis by increasing the number of desired coefficients up to this order such as
ijk s l + perm. Once again, invariance under permutation of indices enhances the symmetries of the b (2) and b (3) tensors and reduces the number of independent coefficients.
As a test, if we take all these coefficients b to be zero, at equilibrium, a minimum is found with a (1) 3 = 0.07 in the case where the z-axis is preferred. Fig. 5 displays the results of the application of the NGCA in that case. Again, the equilibrium state is recovered, even if some differences remain in the transient regime.
By educated guessing, we, thus, saw that the NGCA allows to recover the equilibrium state of the magnetization, and a much better agreement between ASD and dLLB models is also observed during the transient regimes, than in the GCA.
IV. CONCLUSIONS
The functional calculus has been applied to the study of the master equation for the probability distribution of magnetic systems, whether the contribution of individual magnetic moments can be resolved or not. The effects of the multiplicative, colored noise, whose physical origin is the fast stochastic fields that are relevant for current experiments, have been described under controlled analytical approximations and explicit expressions for the master equation have been deduced.
This formalism was applied to the dynamics of a system of coupled spins and used to equations for the evolution to equilibrium of certain correlation functions. In the white-noise limit, the well-known Fokker-Planck equation was recovered, whereas in the case of the OrnsteinUhlenbeck process, a new equation for the probability density was derived. This equation explicitly displays the correction terms, that appear in first order of the auto-correlation time expansion to and the white-noise limit is, indeed, recovered, when τ = 0.
In the Markovian limit, the system of coupled equations for the spin correlation functions was obtained and solved for three fundamental magnetic interactions (Zeeman energy, exchange interaction, and uniaxial anisotropy). These equations give rise to infinite hierarchies of equations for the moments of the spin components, and two methods were introduced, in order to close the hierarchy. In order to check the consistency of these methods, results, obtained by numerical resolution, were compared to stochastic simulations, performed using a completely independent, atomistic spin dynamics (ASD) formalism.
When the magnetic interaction includes the exchange (in the mean-field approximation) and the Zeeman interactions only, the GCA proved sufficient to recover both, the transient regime and the equilibrium state, of the average magnetization, for a broad range of temperatures, up to half the Curie temperature for ferromagnetic materials. When the anisotropy energy contribution is included, the probability flow on the space of spin configurations can become non-ergodic and the Gaussian approximation is expected to have problems. Indeed, the GCA can describe the equilibrium state for the same range of temperatures as before but, as ergodicity is lost, the transient regime of the ASD simulation becomes biased by a strong dependance on the noise realizations. Because rare local spin configurations are generated by ASD simulations, the average set of equations of the dLLB model captures the mean magnetization and its variance only. These features were shown by direct inspection of the transient regimes, that allows to detect the temporal shift, that is represented by a more delayed variance memory kernel than the approximation could provide.
For temperatures far from half the Curie point, as nonGaussian fluctuations become more and more relevant, the GCA fails correspondingly to recover even the equilibrium average magnetization and a NGCA, inspired by work in dynamical systems, was introduced. The NGCA, also, relies on ergodicity, but it can provide a correspondingly better match between the "average" models and the stochastic calculations near the equilibrium. This was illustrated for the case of the exchange interactions, treated in the mean-field approximation and Zeeman fields included, but deserves a more detailed study. However once parametrized properly, this is a simple and reliable tool for closing the hierarchy of magnetic equations and it does recover both the equilibrium value of the magnetization in temperature and provides a better picture of the dynamics in the transient regime-but its full range of validity remains to be explored.
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JT acknowledges financial support through a joint doctoral fellowship "CEA -Région Centre" under the grant agreement number 00086667, and would also like to thank C. Serpico for helpful comments about this work. In this appendix, we review the salient results of refs. [59] [60] [61] , which are the foundation of the functional calculus approach leading to the master equation for the probability density, P (σ, t). We have implicitly chosen the Stratonovich convention for the stochastic calculus, and the derived expressions can be recast to any other prescription 24, 25 . To simplify forthcoming expressions, it's useful to write the stochastic Landau-Lifshitz equation (4) in the form :
where
with ω a functional of s. In eq.(A1), since e ia (s(t)) depends on the spin variables, the noise is multiplicative. Geometrically this means that the manifold defined by the spin variables, s i (t), is curved. Its metric may be reconstructed from the vielbein, e ia (s(t)). Then, the magnetization explores "islands" on the surface of a sphere of constant radius.
The Langevin equation provides the rule for realizing the change of variables from the noise, η(t), to the spin variables, s(t) and, therefore, leads to the definition of their probability density P (σ, t), from the partition function for the spin variables. This latter may be defined, in terms of the partition function of the bath, as the average value of δ(σ − s[η(t)]) :
where the integral in eq.(A5) is a path integral over all the noise realizations 23 . The probability density for the noise process ρ(η) is defined by its functional expression :
In eq.(A6), the density ρ(η) is normalized by the partition function Z in eq. (1) and G(t − t ′ ) is the functional inverse of the 2-point correlation function C(t − t ′ ), defined by the relation:
The expression for P (σ, t), in eq.(A5) is formal: the measure, [Dη(t)] needs to be defined, and the three dimensional δ−functional, also, so the purpose of the following calculations is to render the expression welldefined, by obtaining the evolution equations for its moments, from which it may be reconstructed. We shall show how this program can be realized, without imposing any additional conditions on the spectral properties of the noise-at least for the master equation for P (σ, t), which for colored, multiplicative noise, is not, in general of Fokker-Planck form and, thus, cannot be determined exclusively by imposing general coordinate invariance of the manifold, which the spin variables explore-which is what happens for white noise.
By computing the time derivative of P (σ, t)
the chain rule and because the δ-functional is symmetric through the functional derivative,
one finds the following divergence :
Whenṡ i (t) is replaced by the RHS of eq.(A1),
and the RHS of eq.(A11) consists of two terms, each one having a different physical meaning. In the Langevin equation, A i (s(t), ω(t)), is often denoted as a drift term, and has a deterministic nature. Therefore, the first term of eq.(A11) is called its drift part, and denoted by Drif t:
(A12) This term describes the interactions of the spin system. In the mean-field approximation, which is valid, trivially, for the case of a single spin, considered here, it is possible to write the drift term in local form (containing a finite number of derivatives, only):
which is possible by expanding the functional A i (s(t), ω(t)) around σ and by performing the integration over the noise.
The second term, of eq.(A11), which is built up from e ia (s[η(t)])η a (t), the noise term, would lead to the diffusion term, in the case of white, additive, noise; therefore, we shall call it the diffusion term, here, as well, and denote it by Dif f , keeping in mind, however, that this is an abuse of language:
(A14) This term strongly depends on the spectral properties of the noise (white or colored), and on whether the noise is additive (e ia = δ ia ) or multiplicative (e ia is a function of s(t)).
We shall now perform on the diffusion term (A14) a transformation, similar to that for the drift term, that led to eq.(A13). This will highlight the spectral properties of the noise, that play a key role in distinguishing its effects from those of white, additive, noise. Expanding the vielbein e ia once again and performing the functional integration over the noise gives
(A15) The Gaussian integral (A6), that defines the distribution function of the noise, is used to deduce the following formula :
where δ/δη a (t) is the functional derivative 21 by η a (t). Applying the functional inverse (A7), one has
which leads to the Furutsu-Novikov formula 62, 63 , once integrated over all the realizations of the noise. Inserting into eq.(A15), dropping total derivatives, and taking out of the integral term(s) that depend on σ only, one finds :
Peforming a partial integration in the path integral of eq.(A18) we end up with the expression :
which may be, further, simplified, by using the identities pertaining to the Stratonovich prescription 25 :
Relation (A20) is then applied to equation (A19), and one finds :
It is, now, necessary, to find the expression for δs l (t)/δη a (t ′ ). This may be accomplished by showing that it satisfies a differential equation, whose solution can be expressed in terms of useful quantities.
This may be done in two steps. First, the time derivative of this term is taken :
Then, substitutingṡ l (t) by the RHS of the Langevin equation one has :
with A(t) a matrix whose components are given by:
The integration of eq.(A23) requires some care because of the causal property of the Langevin equation, and, due to the non-commuting property of the matrices that appear therein, a time-ordering operator T is necessary. Taking these facts into account, one finds the following expression for δs l (t)/δη a (t):
′ ) the Heaviside step function, resulting from the integration over the Dirac delta function δ(t − t ′ ):
The diffusion term takes, therefore, the following form :
Finally, we have the master equation for the probability density P (σ, t), in the form of a continuity equation
with J i (σ, t) the corresponding probability flow, given by :
The flow term J, in general, cannot be put in local form, i.e. it cannot be expressed in terms of a finite number of derivatives of a local function, with the notable exception of a Markovian process. This expression is in close analogy with eq.(4) of reference 64 , obtained here for an arbitrary target space vector field. Any further simplification of the probability flow J depends on the nature of the considered stochastic process. Appendix (B) reviews the Markovian process and how the Fokker-Planck equation is thereby recovered from this general formalism. In Appendix (C), a non-Markovian process is studied and different approximation schemes are considered to obtain a useful form for the master equation. In this appendix, we show that the probability flow, which , in the Markovian limit, can be expressed in local form, with finite number of derivatives in the spin variables, can be obtained from the general formalism constructed previously.
The correlation function of a white noise process is proportional to a delta-function in time, C(t − t ′ ) = 2Dδ (t − t ′ ). Then, the diffusion term simplifies enormously, because we only have to select the value of all the functionals into (A29), for t = t ′ . As the time-ordering operator acts trivially for equal times, we find the following expression for the probability flow J i (σ, t) = A i (σ, ω)P (σ, t) −De ia (σ) ∂ ∂σ l e la (σ)P (σ, t)
and, by the way, we recover the known form of the Fokker-Planck equation, valid for a manifold, parametrized by the spin variables 2,13 , which is consistent with general coordinate invariance 22 :
+D ∂ ∂σ i e ia (σ) ∂ ∂σ l e la (σ)P (σ, t)
Appendix C: Fokker-Planck equation for Ornstein-Uhlenbeck magnetization dynamics For a non-Markovian dynamics described by an Ornstein-Ulenbeck stochastic process, the situation is more involved-nonetheless a partial differential equation can be deduced, in the limit of weakly correlated noise. The following derivation is inspired by the work of Fox 59, 60 and generalized to more than one variables, which correspond to the three components of the spin. A first attempt to derive a Fokker-Planck equation for certain non-Markovian processes was given by San Miguel and Sancho 65 , who used an expansion in τ (τ is the correlation time of the noise), to study the conditions for the existence of a well defined Fokker-Planck equation (i.e. containing first and second derivatives of the probability density only). The same conclusion was obtained by Lindenberg and West 66 , who proved, with the help of the Baker-Campbell-Hausdorff expansion formula, that a second-order equation with state-and time-dependent diffusion tensor exists for an arbitrary finite correlation time τ . Using a partial re-summation technique of all the terms of the Fokker-Planck form, Hänggi et al. 67 , showed that the weak noise dynamics of Fokker-Planck systems in more than 2 state-space dimensions, is generally beset with chaotic behavior. The dynamics of such systems can be mapped onto a non-Markovian, Langevin equation in one variable, driven by an additive, Ornstein-Ulenbeck stochastic process in a bistable potential. Such a resummation technique was quickly generalized to multicomponent systems 61 , but never subject to any numerical or experimental test, apparently. Moreover, the expressions obtained to date were restricted to the special case of vanishing diffusive kernel tensor Γ, defined as Γ ijk (σ) = ∂e ij ∂σ l e lk (σ) − ∂e ik ∂σ l e lj (σ), which doesn't vanish, in the case of a multiplicative vielbein, which is relevant for spins. For such a stochastic process, the correlation function for the noise variable is
with t ′ ∈ [0, t], which is, formally, equivalent to the expansion
which does exhibit the white-noise limit, lim τ →0 C(t − t ′ ) = 2Dδ(t − t ′ ), assuming this exists. Any practical application of the expressions obtained previously requires dealing with the time-ordered product, that appears in (A29) : 
For large deviations from the white-noise limit (i.e. the auto-correlation time τ takes "large" values), the commutator [A(t), A(s)], has no reason to vanish. A relation between the Dyson perturbative series and the Magnus expansion, known from other contexts 68 can, also, be formally obtained. However the validity of such approximations is hard to establish.
For "small" values of τ , on the other hand, the correlation function e − |t−s| τ becomes very sharply peaked, and t and s will take extremely close values only. In this case, the commutators of A can be neglected for |t − s| > τ , reducing the time-ordered product to an ordinary product. Performing a first order expansion in powers of the amplitude A, one has:
∂P (σ, t) ∂t = − ∂ ∂σ i A i (σ)P (σ, t) + D ∂ ∂σ i e ia (σ) ∂ ∂σ l e la (σ)P (σ, t) 
A first, interesting, feature of eq.(C15) is that the two first terms of its RHS are exactly the same as those of the Fokker-Planck equation, in the Markovian limit (eq.(B2) of Appendix B). Besides, when the auto-correlation time τ of the bath variables becomes negligible (i.e. τ → 0), eq.(B2) is immediately recovered. This is consistent with the definition of the noise correlation we chose (eq.2 in Section I).
In this sense, this new equation can be seen as an expansion about the Markovian limit, for small values of τ , in the Kramers-Moyal framework of the Fokker-Planck equation 9 .
