Rich many-body phase diagram of electrons and holes in doped monolayer
  transition metal dichalcogenides by Van der Donck, M. & Peeters, F. M.
Rich many-body phase diagram of electrons and holes in doped monolayer transition
metal dichalcogenides
M. Van der Donck1, ∗ and F. M. Peeters1, †
1Department of Physics, University of Antwerp, Groenenborgerlaan 171, B-2020 Antwerp, Belgium
(Dated: September 25, 2018)
We use a variational technique to study the many-body phase diagram of electrons and holes
in n-doped and p-doped monolayer transition metal dichalcogenides (TMDs). We find a total of
four different phases. i) A fully spin polarized and valley polarized ferromagnetic state. ii) A state
with no global spin polarization but with spin polarization in each valley separately, i.e. spin-valley
locking. iii) A state with spin polarization in one of the valleys and little to no spin polarization in
the other valley. iv) A paramagnetic state with no valley polarization. These phases are separated
by first-order phase transitions and are determined by the particle density and the dielectric constant
of the substrate. We find that in the presence of a perpendicular magnetic field the four different
phases persist. In the case of n-doped MoS2, a fifth phase, which is completely valley polarized but
not spin polarized, appears for magnetic fields larger than 7 T and for magnetic fields larger than
23 T completely replaces the second phase.
I. INTRODUCTION
It is known that long-range exchange interactions cause
the three-dimensional electron gas to become ferromag-
netic at low densities1–3. This was later confirmed by
Monte Carlo simulations4,5, which predicted the same
effect in the two-dimensional (2D) electron gas4,6. The
2D electron gas has been investigated in detail in semi-
conductor heterostructures and electrons above liquid
helium7–9, however the discovery of graphene10, later fol-
lowed by a whole range of different 2D materials, pro-
vided new systems with different dispersion relations and
topologies for studying the 2D electron gas11. The pro-
nounced effect of the dispersion relation on the many-
body state of the electron gas was shown by using a vari-
ational wave function technique, which found that mono-
layer graphene does not exhibit a ferromagnetic phase12
while bilayer graphene does13.
Another class of 2D materials is formed by the mono-
layer transition metal dichalcogenides (TMDs), such as
MoS2, MoSe2, WS2, WSe2, etc.
14–19. As opposed to
graphene, monolayer TMDs lack inversion symmetry,
which leads to a large direct band gap in the low-energy
valleys at the corners of the first Brillouin zone. Further-
more, they exhibit a strong spin-orbit coupling, which
leads to a large splitting of the valence bands and a small
splitting of the conduction bands, which is opposite in the
two valleys. It is expected that this valley-contrasting
spin splitting will result in a rich many-body phase di-
agram with many more possible phases than those pre-
dicted for monolayer and bilayer graphene.
Recently, ferromagnetic behavior was predicted in nu-
merous different TMD-based systems such as exfoliated
TMDs with defects20, transition metal-doped TMDs21,
intercalated TMDs22, TMD-based heterostructures23,24,
and TMDs in which one of the chalcogen layers is either
removed25 or different from the other chalcogen layer26.
However, in all of these systems the ferromagnetic phase
is not driven by many-body exchange interactions but
rather is a single-particle effect in which one of the spin
states is energetically preferred over the other, and which
is not present in clean monolayer TMDs.
In the present paper we use a variational technique,
similar to that used in Refs. [12,13], to study the ex-
change interaction-driven many-body phase of different
monolayer TMDs and its dependence on the dielectric
constant of the substrate and on a perpendicular mag-
netic field. Our paper is organized as follows. In Sec. II
we present an outline of the theoretical model, including
the many-body Hamiltonian and the variational state.
The numerical results are discussed in Sec. III. The main
conclusions are summarized in Sec. IV.
II. MODEL
A. Many-body Hamiltonian
1. Kinetic energy
The effective low-energy single-particle kinetic Hamil-
tonian of monolayer TMDs is given by27
Hk,σ,τ =
(
∆
2 + λcστ at(τkx − iky)
at(τkx + iky) −∆2 + λvστ
)
, (1)
with a the lattice constant, t the hopping parameter,
σ = ±1 the spin index, τ = ±1 the valley index, ∆ the
band gap, and λc (λv) the spin-orbit coupling strength
leading to a spin splitting of 2λc (2λv) at the conduction
(valence) band edge. The values of these constants are
listed in Table I for different TMDs. The corresponding
single-particle kinetic energy spectrum is given by
Ek,σ,τ,± =
λc + λv
2
στ ±
√
a2t2k2 +
∆2σ,τ
4
, (2)
with ∆σ,τ = ∆ + (λc − λv)στ and with the plus (minus)
sign describing the conduction (valence) band. Because
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2TABLE I: Lattice constant (a)27, hopping parameter (t)27,
band gap (∆)27, spin splitting of the conduction (2λc)
28 and
valence (2λv)
29 band, and 2D polarizability (χ2D)
30 for dif-
ferent TMD materials.
a (nm) t (eV) ∆ (eV) 2λc (eV) 2λv (eV) χ2D (nm)
MoS2 0.32 1.10 1.66 −0.003 0.15 8.29
MoSe2 0.33 0.94 1.47 −0.021 0.18 10.34
WS2 0.32 1.37 1.79 0.027 0.43 7.58
WSe2 0.33 1.19 1.60 0.038 0.46 9.02
spontaneous electron-hole creation is suppressed due to
the large band gap we have to consider either only con-
duction band states (n-doped TMDs) or only valence
band states (p-doped TMDs). The many-body kinetic
Hamiltonian can then be written as
Hˆ0 = ±
∑
k,σ,τ
Ek,σ,τ,±aˆ
†
k,σ,τ aˆk,σ,τ , (3)
with the plus (minus) sign describing electrons (holes)
and with aˆ†k,σ,τ (aˆk,σ,τ ) the creation (annihilation) op-
erator of either an electron in the conduction band (n-
doped TMDs) or a vacancy in the valence band (p-doped
TMDs) with wave vector k, spin index σ, and valley index
τ . The hole quasiparticle has opposite energy, momen-
tum, spin index, and valley index as compared to that of
the vacant valence band state.
2. Interparticle interactions
The interaction potential in monolayer TMDs is, due
to non-local screening effects, given by31–33
V (r) =
e2
4piκε0
pi
2r0
[
H0
(
r
r0
)
− Y0
(
r
r0
)]
, (4)
with r the distance between two particles, where Y0 and
H0 are the Bessel function of the second kind and the
Struve function, respectively, with κ = (εb + εt)/2 where
εb(t) is the dielectric constant of the environment below
(above) the TMD monolayer, and with r0 = χ2D/(2κ)
the screening length where χ2D is the 2D polarizabil-
ity of the TMD. For r0 = 0 this potential reduces to
the bare Coulomb potential V (r) = e2/(4piκε0r). In-
creasing the screening length leads to a decrease in the
short-range interaction strength while the long-range in-
teraction strength is unaffected. For very large screen-
ing lengths r0 → ∞ the interaction potential becomes
logarithmic, i.e. V (r) = e2/(4piκε0r0)ln(r0/r). The
q-dependence of the interaction potential (4) goes as
(q + r0q
2)−1. The many-body interaction Hamiltonian
is in general given by
Vˆ =
1
2
∑
q,ν,ρ
∑
k,σ,τ
∑
q′,ν′,ρ′
∑
k′,σ′,τ ′
〈ψq,ν,ρψk,σ,τ |V (r)|ψq′,ν′,ρ′ψk′,σ′,τ ′〉 aˆ†q,ν,ρaˆ†k,σ,τ aˆk′,σ′,τ ′ aˆq′,ν′,ρ′ , (5)
with |ψk,σ,τ 〉 the eigenstates of the Hamiltonian (1)
〈r|ψk,σ,τ 〉 =
√√√√ β2k,σ,τ
A
(
β2k,σ,τ + a
2t2k2
) ( 1
atkτeiτθ
βk,σ,τ
)
eik.rησ,
(6)
with
βk,σ,τ =
∆σ,τ
2
±
√
a2t2k2 +
∆2σ,τ
4
, (7)
θ = arctan(ky/kx), A the surface area, ησ the orthonor-
mal spin states, and with the plus (minus) sign describing
electrons (holes). We then have
〈ψq,ν,ρψk,σ,τ |V (r)|ψq′,ν′,ρ′ψk′,σ′,τ ′〉 = e
2
2ε0κA
δν,ν′δσ,σ′δρ,ρ′δτ,τ ′δk′+q′,k+q
〈ψq,ν,ρ|ψq′,ν′,ρ′〉p 〈ψk,σ,τ |ψk′,σ′,τ ′〉p
|k − k′|+ χ2D2κ |k − k′|2
, (8)
where 〈〉p denotes the overlap element of the pseudospin
part of the eigenstates and where we have neglected in-
tervalley scattering due to the large corresponding mo-
mentum exchange. When only considering the exchange
3interactions (the direct interactions should be canceled
by the interactions with the positive lattice background),
we find
Vˆ = − e
2
4ε0κA
∑
σ,τ
∑
k,q
| 〈ψq,σ,τ |ψk,σ,τ 〉p |2
|k − q|+ χ2D2κ |k − q|2
aˆ†q,σ,τ aˆq,σ,τ aˆ
†
k,σ,τ aˆk,σ,τ .
(9)
3. Zeeman effect
The presence of a perpendicular magnetic field leads
to three different Zeeman effects by coupling with three
different magnetic moments. i) The magnetic moments
of the particles around their atomic site. The magnetic
quantum numbers in the conduction and valence bands
are given by mz = 0 and mz = 2τ , respectively. ii) The
spin magnetic moments of the particles. iii) The intrinsic
magnetic moment of the individual Bloch particles34
mk,σ,τ = −i e
2~
〈∇kψk,σ,τ | × (Hk,σ,τ − Ek,σ,τ ) |∇kψk,σ,τ 〉p
= −τ ea
2t2∆σ,τ
4~a2t2k2 + ~∆2σ,τ
ez.
(10)
Putting this all together we get for the magnetic part of
the many-body Hamiltonian
HˆB =±B
∑
k,σ,τ
(σµB − ez.mk,σ,τ )aˆ†k,σ,τ aˆk,σ,τ
− 2B
∑
k,σ,τ
τµB aˆ
†
k,σ,τ aˆk,σ,τ ,
(11)
with the plus (minus) sign describing electrons (holes)
and where the last term should only be included for holes.
Apart from the different Zeeman effects, a perpendicu-
lar magnetic field also leads to confinement of the charge
carriers, which results in discrete Landau levels in the en-
ergy spectrum. This will have a significant effect on the
many body phase when the confinement region is smaller
than the average interparticle distance. The latter can
be estimated by 〈r〉 = 1/√pin with n the charge car-
rier density, while the former is given by the magnetic
length lB =
√
~/(eB). For B = 50 T we have lB = 36.3
A˚, which is less than the average interparticle distance
for densities smaller than n = 0.3 × 1013 cm−2. This
means that only at strong magnetic field strengths and
low densities would the Landau levels significantly affect
the many-body phase. Therefore, we do not take this
effect into account in the current work.
B. Variational solution
We consider a variational state in which the four energy
bands can be filled independently from each other up to
a certain number of particles Nσ,τ , i.e. the state
|Ψ0〉 =
∏
σ,τ
∏
k≤kσ,τF
aˆ†k,σ,τ
 |∅〉 , (12)
with kσ,τF the band dependent Fermi wave vector and
with |∅〉 the vacuum state, i.e. completely filled valence
bands and completely empty conduction bands. This is a
Hartree-Fock method in which Fermi correlation is taken
into account (through the anticommutation relations of
the creation and annihilation operators) but Coulomb
correlation isn’t. The occupation number of a given
single-particle state is therefore given by
Nk,σ,τ = 〈Ψ0|aˆ†k,σ,τ aˆk,σ,τ |Ψ0〉 =
{
1 for k ≤ kσ,τF
0 for k > kσ,τF
.
(13)
The total number of particles in a given energy band
is given by Nσ,τ =
∑
kNk,σ,τ and together they form
the set of variational parameters. In order to gain more
direct physical insight from the variational parameters
we transform them to
N =
∑
σ,τ
Nσ,τ , ζσ =
∑
σ,τ σNσ,τ∑
σ,τ Nσ,τ
,
ζτ =
∑
σ,τ τNσ,τ∑
σ,τ Nσ,τ
, ζα =
∑
σ,τ στNσ,τ∑
σ,τ Nσ,τ
.
(14)
The total number of particles in the system N is fixed,
meaning that we have three variational parameters: ζσ,
ζτ , and ζα. These are the spin, valley, and spin-valley po-
larization, respectively, and can range from −1 to 1. For
example, a state characterized by (ζσ, ζτ , ζα) = (0, 0, 1)
has an equal number of spin up and spin down particles,
has an equal number of particles in both valleys, but all
spin up (spin down) particles reside in the K (K ′) valley.
Starting from Nσ,τ =
∑
kNk,σ,τ , converting the summa-
tion over k to an integral, and using Eq. (13) we obtain
an expression relating Nσ,τ and k
σ,τ
F . We then invert the
set of equations in Eq. (14) to get
kσ,τF =
√
4pi
Nσ,τ
A
=
√
pin(1 + σζσ + τζτ + στζα), (15)
with n = N/A the total particle density.
4FIG. 1: (Color online) The four different phases of monolayer TMDs in zero magnetic field. Blue and red bands are spin up
and spin down bands, respectively.
1. Kinetic energy
The expectation value of the kinetic energy (3) for our
variational state is given by
T = 〈Ψ0|Hˆ0|Ψ0〉 = ± A
2pi
∑
σ,τ
∫ kσ,τF
0
dkkEk,σ,τ,±
=
N
2pin
∑
σ,τ
(
± λc + λv
2
στ (kσ,τF )
2
+
1
24a2t2
((
4a2t2 (kσ,τF )
2
+ ∆2σ,τ
) 3
2 −∆3σ,τ
))
.
(16)
2. Interparticle interactions
The expectation value of the interparticle interactions
(9) for our variational state is given by
VC = 〈Ψ0|Vˆ |Ψ0〉 = − Ne
2
4ε0κ(2pi)3n
∑
σ,τ
Iσ,τ (k
σ,τ
F )
3
, (17)
where the integral
Iσ,τ =
∫ 1
0
du
∫ 1
0
dv
∫ 2pi
0
dθ
uv
(
u2v2 + f2σ,τ (u)f
2
σ,τ (v) + 2uvfσ,τ (u)fσ,τ (v) cos θ
)
4
(
u2 + ∆˜σ,τfσ,τ (u)
)(
v2 + ∆˜σ,τfσ,τ (v)
) (√
u2 + v2 − 2uv cos θ + cσ,τ (u2 + v2 − 2uv cos θ)
) ,
(18)
with
fσ,τ (x) = ∆˜σ,τ ±
√
x2 + ∆˜2σ,τ ,
∆˜σ,τ =
∆σ,τ
2atkσ,τF
, cσ,τ =
χ2Dk
σ,τ
F
2κ
,
(19)
is evaluated numerically.
3. Zeeman effect
The expectation value of the magnetic part of the
Hamiltonian (11) for our variational state is given by
〈HˆB〉 = ±NζσµBB ± NeB
16pi~n
∑
σ,τ
τ∆σ,τ ln
(
1 +
1
∆˜2σ,τ
)
,
(20)
where in the first term we have to substitute ζσ → ζσ +
2ζτ for holes.
The sum of the three terms (16), (17), and (20) gives
the total variational energy, which depends on the three
variational parameters. We minimize the variational en-
ergy brute force to find the variational parameters which
define the lowest energy many-body state.
III. RESULTS
The main results and discussions presented here are for
n-doped TMDs, which are our main focus. In the next
subsection we briefly comment on the results for p-doped
TMDs.
A. n-doped TMDs
In the absence of interactions the many-body state can
simply be found by filling up the lowest energy single-
particle states. In the absence of a magnetic field this
means that both valleys are populated equally and, as
a consequence, that both spin states are also populated
equally. The many-body state is therefore characterized
by (ζσ, ζτ , ζα) = (0, 0, 1) at low densities, i.e. there is no
global spin and no valley polarization but there is spin po-
larization in each valley separately (spin-valley locking).
For densities above some critical value, the electrons will
also populate the higher conduction band in both valleys
and as such the spin-valley locking will be gradually lost,
i.e. there is a second-order phase transition. The many-
body state is then given by (ζσ, ζτ , ζα) = (0, 0, α(n)) for
Mo-based TMDs and by (ζσ, ζτ , ζα) = (0, 0,−α(n)) for
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FIG. 2: (Color online) (a) Energy per particle for MoSe2 for
zero magnetic field and εb = εt = 1 as a function of the
total electron density for phase I (blue), phase II (red), phase
III (black), and phase IV (green). The phase transitions are
indicated by the vertical lines. (b) Phase diagram for zero
magnetic field as a function of the total electron density and
the dielectric constant of the substrate below the material εb
(εt = 1) for MoS2 (solid, blue) and MoSe2 (dashed, red). (c)
The same as (b) but now for WS2 (solid, blue) and WSe2
(dashed, red).
W-based TMDs with
α(n) =
∆(λv − λc)− (λv + λc)
√
4a2t2pin+ ∆2 − 4λcλv
2a2t2pin
(21)
a function which decreases continuously with increasing
density from 1 to 0.
When electron-electron interactions are present, we
find four different many-body phases as shown in Fig.
1. Phase I is characterized by (ζσ, ζτ , ζα) = (1, 1, 1) or
(ζσ, ζτ , ζα) = (−1,−1, 1) for Mo-based TMDs and by
(ζσ, ζτ , ζα) = (1,−1,−1) or (ζσ, ζτ , ζα) = (−1, 1,−1) for
W-based TMDs. The system is completely spin polarized
and valley polarized, i.e. the many-body state is a truly
ferromagnetic state. In the specific case of MoS2 we also
find another ferromagnetic phase, phase I′, characterized
by (ζσ, ζτ , ζα) = (−1, 1,−1) or (ζσ, ζτ , ζα) = (1,−1,−1).
The difference with phase I is that the electrons now all
occupy one of the upper conduction bands as opposed to
one of the lower conduction bands. This is possible be-
cause of the very small spin-orbit coupling in the conduc-
tion band and because the upper conduction bands have
a slightly larger effective mass mσ,τ = ~2∆σ,τ/(2a2t2) re-
ducing their kinetic energy contribution. Phase II is char-
acterized by (ζσ, ζτ , ζα) = (0, 0, 1) for Mo-based TMDs
and by (ζσ, ζτ , ζα) = (0, 0,−1) for W-based TMDs, i.e.
the low-density phase of the non-interacting case dis-
cussed above. There is no global spin and valley po-
larization but there is spin-valley locking. Phase III is
characterized by non-zero values between −1 and 1 for
all three variational parameters, which vary as a function
of the electron density, such that one of the valleys is
completely spin polarized whereas the other valley shows
little to no spin polarization. Finally, phase IV is charac-
terized by (ζσ, ζτ , ζα) = (0, 0, α(n)) for Mo-based TMDs
and by (ζσ, ζτ , ζα) = (0, 0,−α(n)) for W-based TMDs.
This is the completely unpolarized phase which was also
found in the high density limit without interactions.
The energies of these four phases are shown in Fig. 2(a)
as a function of the electron density. This shows that we
find a step by step decrease in the spin/valley order of
the many-body state when increasing the density. In the
limit of zero density the energy of all these phases con-
verges to ∆/2− λc, i.e. the lowest single-particle energy.
However, at very low densities the system should transit
to a Wigner crystal, which is predicted to occur35 at den-
sities of the order of 1× 1011cm−2. Furthermore, we see
that the first derivative of the ground state energy shows
discontinuities when transiting between phases, mean-
ing that the transitions between these phases are all first
order. In the non-interacting case there are only two
phases (phase II and phase IV) with a second order tran-
sition between them, but when interactions are included
we find an additional phase between them (phase III) and
an extra phase at low densities (phase I) with first order
transitions between all phases.
The phase diagram as a function of the electron den-
sity and the substrate dielectric constant is shown in
Figs. 2(b)-(c). We can see that all the phase transi-
tions occur at lower densities for higher substrate dielec-
tric constants. This is because the substrate weakens the
electron-electron interactions. The phase transition be-
tween phase I and II is less dependent on the substrate
dielectric constant than those between phase II and III
and between phase III and IV. The order in which the
four different TMDs change phases is different for the
phase transition between phase I and II as compared to
those between phase II and III and between phase III
and IV.
When a perpendicular magnetic field is added to the
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FIG. 3: (Color online) (a) Phase diagram for εb = εt = 1 as
a function of the total electron density and the perpendicular
magnetic field for MoS2 (solid, blue), MoSe2 (dashed, red),
WS2 (dotted, black), and WSe2 (dot-dashed, green). (b) Spin
polarization for εb = εt = 1 for MoSe2 as a function of the
total electron density for a perpendicular magnetic field of 0
T (solid, blue), 20 T (red, dashed), and 50 T (black, dotted).
system, we find the phase diagram shown in Fig. 3(a).
The four phases which are present at zero magnetic field
persist for non-zero magnetic field. The magnetic field
breaks the valley degeneracy and as a result phase I
is now only characterized by (ζσ, ζτ , ζα) = (−1,−1, 1)
for Mo-based TMDs and by (ζσ, ζτ , ζα) = (1,−1,−1)
for W-based TMDs. For MoS2 phase I
′ persists up to
magnetic field strengths of 40 T and is characterized by
(ζσ, ζτ , ζα) = (1,−1,−1). This means that a complete
flip in spin polarization, from ζσ = −1 to ζσ = 1, oc-
curs when tuning the system from phase I to phase I′.
The transition to phase I′ occurs at larger densities with
increasing magnetic field because the energy difference
between the two conduction bands in the lowest energy
valley increases with magnetic field. Phase II is now
characterized by (ζσ, ζτ , ζα) = (−β(n),−β(n), 1) for Mo-
based TMDs and by (ζσ, ζτ , ζα) = (β(n),−β(n),−1) for
W-based TMDs with β(n) a function similar to α(n).
The exact numerical values of the variational parameters
which define phase III and phase IV also change slightly
FIG. 4: (Color online) Phase V in MoS2 when a perpendicular
magnetic field is present.
due to the magnetic field but they still represent the same
type of phases as shown in Fig. 1. We see that the phase
transitions between phase I and phase II and between
phase III and phase IV shift to higher densities as the
magnetic field increases. The phase transition between
phase II and phase III, however, shifts to lower densities
as the magnetic field increases.
In Fig. 3(b) we show the spin polarization as a function
of the electron density. This clearly shows the transition
from phase I with complete spin polarization to phase II
with partial spin polarization. In the absence of mag-
netic field the spin polarization in phase II is 0, but this
value increases with the magnetic field strength. This
also shows that the transition occurs at higher densities
for stronger magnetic fields.
Furthermore, for MoS2, we find an additional phase
(phase V) at magnetic fields larger than 7 T which
completely replaces phase II for magnetic fields larger
than 23 T. This phase is characterized by (ζσ, ζτ , ζα) =
(−β(n),−1, β(n)) and is shown in Fig. 4. There is com-
plete valley polarization and very little spin polarization,
which is a consequence of the fact that the states in the
K ′ valley shift down in energy with respect to those in
the K valley. The reason that we only find this phase for
MoS2 is because of the very small spin-orbit coupling in
the conduction band. This phase will also occur for the
other TMDs but at much stronger magnetic fields.
B. p-doped TMDs
For p-doped TMDs we find the same four phases as
for n-doped TMDs. The transition between phase I and
phase II as a function of the substrate dielectric con-
stant is identical to that for n-doped TMDs for MoS2
and MoSe2. This is because in both phase I and phase
II only the lowest energy bands are occupied and there-
fore the energy difference with the higher energy bands
due to the spin splitting, which is very different for the
7conduction and valence bands, has no influence on this
phase transition. For WS2 and WSe2, however, we find
that this phase transition occurs at lower densities for p-
doped TMDs as compared to n-doped TMDs. The rea-
son is that for these materials the highest valence bands
have a smaller effective mass than the lowest conduc-
tion bands, whereas for MoS2 and MoSe2 these bands
have the same effective mass. Furthermore, we find that
phase III and phase IV occur at much higher densities,
above 7 − 15 × 1013 cm−2 depending on the TMD and
the substrate, as compared to n-doped TMDs. This is a
consequence of the much stronger spin splitting in the va-
lence bands as compared to the conduction bands. This
strong spin splitting also leads to the absence of phase I′
for p-doped MoS2.
In the presence of a perpendicular magnetic field we
find that the transition between phase I and phase II de-
pends more strongly on the magnetic field for p-doped
TMDs as compared to n-doped TMDs. This is a con-
sequence of the coupling of the magnetic field with the
magnetic moments of the particles around their atomic
site, which only occurs for valence band states. Further-
more, we find that phase V only occurs for unrealistically
strong magnetic fields for all TMDs, including MoS2.
IV. SUMMARY AND CONCLUSION
We used a variational technique to study the differ-
ent many-body phases of electrons in different monolayer
TMDs. We found that there are four phases with first or-
der phase transitions between them. There is a step-wise
reduction in spin/valley order with increasing electron
density, where the system consecutively exhibits: a com-
plete ferromagnetic phase, complete spin polarization in
each of the valleys separately, spin polarization in only
one of the valleys, and a paramagnetic phase. We studied
the effect of a substrate below the TMD and found that
it leads to a reduction in spin/valley order.
Furthermore, we investigated the effect of a perpendic-
ular magnetic field and found that all four phases persist.
For the specific case of MoS2 an extra phase appears for
magnetic fields larger than 7 T. In this phase there is
complete valley polarization but little to no spin polar-
ization. Another effect exclusive to this material is that
a complete flip in spin polarization, from ζσ = −1 to
ζσ = 1, occurs at low densities. Both these effects are
the consequence of the very small spin-orbit coupling in
the conduction band.
Finally, we also considered p-doped TMDs and found
that the corresponding phase diagram is less rich than
than of n-doped TMDs. Phase I′ and phase V do not
occur and phase III and phase IV only occur at very
large densities.
The phase diagrams obtained in the current work could
in principle be measured experimentally. Phases with a
significant spin polarization, i.e. phases I and III, should
be the easiest to observe experimentally by using a mag-
netometer, although the limited density region in which
phase III occurs might hinder observations of this phase.
However, to the best of our knowledge such experiments
have not yet been reported.
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