INTRODUCTION
The capacitated lot sizing problem (CLSP) is a tactical production problem which consists in deciding when and how many items to produce minimizing the production costs assuring the demand constraints. According to Maes et al. [13] the decision problem to determine if there is a feasible solution to the CLSP with setup time is
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Problem With Setup Carry-Over and the last to be produced along the periods. In addition to this, it is important to know what is the setup state of the machine at the end of a period, i.e., what item is that the machine is ready to produce. The setup carry-over has had widespread success in the single-plant lot sizing problem as can be seen in [10, 20, 9, 16, 21, 3] . This paper presents a mathematical model and a GRASP heuristic embedded with a path relinking strategy to approximately solve the MPCLSP with multiple items and multiple periods. The solution method is an extension of previous research of Nascimento et al. [14] on the same problem without the setup carry-over. To treat the setup carry-over we modified the local search of the GRASP heuristic adding some moves in its neighborhood. The moves used were based on a modified version of the approach of Gopalakrishnan et al. [9] to consider the various plants. In order to test and evaluate the efficiency of the proposed heuristic with setup carry-over considering a single plant, we compared it with the singleplant tabu search heuristic proposed by Gopalakrishnan et al. [9] . For such, we applied our heuristic to the singleplant instances from [24] , i.e., the same set of instances used by Gopalakrishnan et al. [9] in their tests. We also compared the solutions of the heuristic without setup carry-over with the solutions of the Lagrangian heuristic proposed by Trigeiro et al. [24] . Regarding the multi-plant experiment, tests were performed using the data set proposed in [14] , that is based on the instances from [23] for the CLSP with parallel machines. Computational tests indicate that the setup carry-over showed good performance for both the single-plant and the multi-plant problems with a slight increase of computational time in the latter case. Moreover, in both cases the strategy achieved better solutions for all instances.
The remainder of this paper is organized as follows. Section 2 provides a mathematical model for the MPCLSP with setup carry-over. Section 3 presents the solution approach while Section 4 shows the computational tests and its results. Finally, Section 5 concludes the paper with some remarks and future research directions.
MATHEMATICAL FORMULATION
Follows the proposed representation of the MPCLSP in a mathematical model relating the carry-over constraints. This formulation was inspired by the multiplant model presented in [17] without setup carry-over and by the capacitated lot sizing model presented in [16] 
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Indexes
T is the number of periods in the planning horizon; N is the number of items in the planning horizon; M is the number of plants in the planning horizon; TI is the set composed of the elements 1,...,T ; NI is the set composed of the elements 1,...,N; MI is the set composed of the elements 1,...,M;
Data d ijt is the demand of item i at plant j in period t; C jt is the available capacity of production at plant j in period t; b ijt is the time to produce a unit of item i at plant j in period t; f ijt is the setup time to produce item i at plant j in period t; c ijt is the unit production cost of item i at plant j in period t; s ijt is the setup cost of item i at plant j in period t; h ijt is the unit inventory cost of item i at plant j in period t; r ijkt is the unit minimum transfer cost of item i from plant j to k in period t;
Variables
x ijt is the quantity of item i produced at plant j in period t; I ijt is the quantity of item i stored at plant j at the end of period t; w ijkt is the quantity of item i transferred from plant j to plant k in period t; y ijt is a binary variable that assumes value 1 if there is setup of item i at plant j in period t, and 0, otherwise; u ijt is a binary variable that assumes value 1 if a setup carry-over of item i at plant j came from period t -1 to period t, and 0, otherwise.
The objective function aims to minimize the production, setup, inventory and transfer costs, subject to the problem constraints. Constraints (1) ensure that the demand d ijt d is satisfied by production at plant t j in period j t or by inventory from the previous period in the same t demanded plant or by production transfers from another plants. Constraints (2) ensure that if x ijt is positive, one t of y ijt and u ijt variables assumes the value 1, i.e., there is t no setup to the production in period t only if the setup t carry-over from the previous period occurs. Furthermore, constraints (3) restrict the capacity of each plant and each period, while the constraints (4) limit to one the number of setup carry-over for each period and plant. Constraints (5) force u ijt = 0 if both there was not setup of item i in i period t -1 at plant t j ( j y ( ij,t-1 = 0) and the setup of item i was not carry-over in this plant from period t -2 ( t u ij,t-1 = 0). Constraints (6) allow a setup carry-over of item i in period i t at plant t j, i.e, u ijt = 1, only if there was setup of such item in t the previous period (y ( ij,t-1 =1) or the plant did not produce any item different than i in the previous period and the i setup carry-over came from period t -2 ( t y ( ( kj,t-1 = 0 k and u ij,t-1 = 1). Constraints (7) and (8) assume, respectively, null initial inventory and no initial setup carry-over to period 1, while the constraints (9) and (10) ensure that x ijt , I ijt I and w ijkt variables of the problem are all positives. Finally, the t constraints (11) assume that y ijt and u ijt and z ijt are binaries.
SOLUTION METHOD
In this paper, we propose a GRASP heuristic designed to deal with the requirements and constraints of the mathematical model of Section 2. GRASP is a semi-greedy metaheuristic proposed in [7] and [15] . It is a two phase metaheuristic in which the first one consists of the semigreedy constructive phase and the second one is the local search. For each solution built in the constructive phase, is applied the local search. In the proposed GRASP, a path relinking intensification strategy was incorporated. Many researchers have exploited GRASP and its hybridization with path relinking ( [11] ).
Path relinking is a metaheuristic proposed in [8] which looks for a better solution in the path between two solutions, the initial solution and guide solution. The goal is better explores the search space. The basic idea behind our solution method is to find the initial solutions as in [14] , and then to apply the local search in each one of them. If the resulting solution is not feasible, then a feasibility phase is applied to it. In case that the resulting solution of this feasibility phase is feasible, it will pass by the local search procedure in order to improve its quality. During the GRASP, a pool with the best solutions is kept. After GRASP to be finished, the path relinking phase is performed. The GRASP with path relinking proposed in this paper consists of the flow chart presented in Figure 1 . Let MAX be the number of the initial solutions generated by GRASP constructive phase.
The description of the proposed solution method does not use the carry-over variables of Section 2.
INITIAL SOLUTION
We obtain an initial solution for the problem by relaxing the capacity constraints (3) and setup carry-over constraints (4)- (6) . It is easy to see that the relaxed problem can be decomposed into n independent uncapacitated lot sizing with multi-plant subproblems one for each item i. If we sum up the demands of all plants for each period (d' it = Ó M j=1 d ijt d ), this problem can be viewed as its uncapacitated lot sizing problem with parallel machines, j j j which consists of minimizing a concave function over a convex set (see [22] ). It is well known that the minimum occurs in a extreme point that, in the case of a polyhedral set, has at most the number of constraints (T) nonzero T T variables. If d' it d > 0, then either t I ijt I > 0 or x ijt > 0 for some j 1, ..., M}. Thus, every extreme point must satisfy the j j M M following property: 
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This property is a generalization of the single machine system studied by Wagner and Whitin [26] (see also [1] , [6] and [25] ). This subproblem can be solved by the dynamic programming algorithm proposed in [22] using the following recursive equation:
To solve these subproblems, as in [14] , we used a semi-greedy adopted version of the dynamic programming forward recursion (13) as described in Procedure 1. The initial solution is obtained by applying Procedure 1 for all items using a parameter [0, 1] adopting the same idea to find initial solutions of the original GRASP.
For the resulting initial solution we set the setup carry-over parameters as described in Procedure 2. These parameter settings are different from Gopalakrishnan et al. [9] . We also tested their initial parameter settings, however the proposed strategy performed better. In Procedure 2, a jt and b jt denote, respectively, the first and last items produced in period t at plant j. Let e jt be the state of the machine in the end of period t at plant j.
Most of the initial solutions are infeasible because of the unrestricted capacity of the procedure. To evaluate the solution in this case, the total overtime is multiplied by a penalty which is added to the solution value. The local search performs a search for a feasible and good solution in the neighborhood of the solution found.
LOCAL SEARCH PROCEDURE
After the seed solution has been constructed, it is improved with the local search. In this paper, the local search has a different structure from the one presented in [14] because here the carry-over moves were added to its neighborhood. In the following, we describe all the moves which compose the neighborhood of the local search procedure. These moves are based on the study of Gopalakrishnan et al. [9] extended here to multiple plants. Procedure of production of an item to the same plant in another period or to another plant. Depending on the origination and destination periods, just a determined amount of production can be transferred. Suppose that you want to transfer a certain quantity of item i from plant j in the period t to the plant k in the period r. Then if r t, i.e., you want to anticipate the production of item i, it is possible to transfer at maximum x ijt . If t < r, i.e., you desire to postpone the production of item i, then the maximum quantity is allowed to transfer is min I iju , i.e., the minimum t u r-1 inventory between periods t and r 1. For this move, we also tested two others quantities to transfer. The quantity that would finish with the overtime of period t at plant j if this quantity is lower than the maximum possible, and the maximum quantity that would not cause overtime in period r at plant k also if this quantity is lower than the maximum quantity allowed. Therefore, to be produced in a certain period t is different from the first one to be produced in the period t +1, with 1 t T -1. It consists in swapping the last item produced in period t with other item i to be produced in the same period which is also to be produced in period t +1. Furthermore, if such item i exists, then the first item in period t + 1 also must be changed to i of the first item to be produced in period t + 1 to the end of period t, with 1 t T -1. By this move, we try to provide more capacity in period t +1 as we use idle capacity in period t. The saving comes from the overtime reducing. postpones the setup of the first item to be produced in period t +1 to the beginning of period t +1 when this setup is programmed to be set at the end of the period t, with 1 t T -1.
Procedure 3 shows the local search procedure. It uses five parameters in order to evaluate the moves of its neighborhood and it has one output parameter. The five parameters are: the item which will be evaluated for transfer (i); the plant (j) and the period (t) of transfer origination; the plant (k) and the period (r) of transfer destination. The output of this procedure is the resulting solution value.
After the solution becomes feasible, it is not allowed moves which make the solution infeasible. If local search procedure does not find a feasible solution, we apply the feasibility phase proposed in [23] into the current solution.
PATH RELINKING PHASE
The path relinking has emerged as a powerful method for improving both robustness and stability of the GRASP. This strategy may offer great flexibility and variety, affording higher quality solutions. At same time as producing the solutions of GRASP, we select the best solutions and proceed the path relinking with these solutions. At each step of the path relinking procedure, it looks for solutions between two solutions. The local search is also applied in this phase at each step of the path. The pseudo code of the path relinking phase is given in Procedure 4. Let Sol 0 and Sol f be, respectively the initial, and guide solutions and best_sol be the value of the current best solution.
In our heuristic, every elite solution is considered to be the guide and the initial solutions, i.e., every combination Procedure 3 Local Search (Solution) 1: it 0; 2: while it MAX_ITERATIONS do 3:
Solution that enables the best so lution considering all combinations of (i, j, k, t, r) with i NI, j, k MI and t, r T I;
4:
if there is no move that save the Solution value new_sol Local search(Sol 0 ); 7:
if new_sol value is better than best_sol then 8:
Keep new_sol and let best_sol new_sol value; 9: end if 10: end while 11: return best_sol; X set has 180 instances with 10 items, 180 instances with 20 items and 180 instances with 30 items. In this set, every instance has 20 periods. The number of initial solutions of the heuristic we considered for the instances of E, W, F and G sets was 1000. Regarding the X set, the number of initial solutions was 50. These values were adopted to let the heuristic find the solution in a reasonable time.
of initial and guide solutions in the elite solution pool is taken into account.
COMPUTATIONAL TESTS
The heuristic was coded in C and all tests were performed on a AMD Athlon 64 3000+ processor with 1 GB RAM under the Microsoft Windows XP Professional v. 2002 operating system. For the purpose of comparison, we used the data set of [23] modified to multiple plants as in [14] . Furthermore, the data set of Trigeiro et al. [24] was used for a more comprehensive investigation of the heuristic's behavior under single-plant problems. In order to evaluate the described heuristic, we compare the GRASP with path relinking (GPR) with GRASP with
The gap between the original heuristics without the setup carry-over and the heuristics considering the setup carry-over is given by the following equation:
where: z h is the solution of the heuristic without setup carry-over; z hco is the solution of the heuristic with setup carry-over. In order to compose the pool of solutions for the path relinking phase, we kept the 20 best solutions of GRASP. Regarding the local search, the number of iterations considered until we get a feasible solution is 1000 and a maximum of 200 iterations for the local search around the feasible solution. Adopting = 0.1, the method performed better, since the random parameter further diversification of solutions. The penalty value adopted was 50. These values of parameter settings were adjusted after some tests. Moreover, we have run the heuristic 10 times due to its random parameter. As result, the results were stable and every run was very close to the average, what shows the stability and robustness of the heuristic. Therefore, we have just reported the average of the results these runs.
SINGLE-PLANT CLSP EXPERIMENT
To better evaluate the proposed heuristic, we tested it with instances presented in [24] composed by just one plant. These instances includes the E, W, F, G and X sets which contain respectively, 58, 12, 70, 71 and 540 instances.
In the E and F sets, all instances contain 6 periods and 15 items. The W set has 6 instances with 4 items and 15 periods, and 6 instances with 8 items and 15 periods. The G set includes 46 instances with 6 periods and 15 items, 5 instances with 24 periods and 15 items, 5 instances with 6 periods and 30 items, 5 instances with 12 periods and 30 items and 5 instances with 24 periods and 30 items. The At first, we present in Table 1 the average gap between the lower bound of Lagrangian relaxation of [24] and the solutions of GPR for each instance without the setup carryover to estimate the effectiveness of setup carryover. So, we showed the average gaps relating to these same lower bounds of the Trigeiro's heuristic (TRI) and the tabu search heuristic (TABU) proposed in [9] . The presented results of TABU were obtained in [9] . As result, GPR obtained the lowest average gap in the E and W (EW) and F and G (FG) instances. Regarding EW average gap, GPR presented 2.79% whereas TRI resulted in 3.87%. In [9] was not reported the values of these groups of instances, because the authors used them to adjust their heuristic parameters. Considering FG group, GPR presented an average gap of 3.03% while TRI and TABU achieved an average gap of, respectively, 3.97% and 3.20%. Concerning the group X of instances, TRI achieved the best average gap with 2.13% against 4.0% from GPR and TABU. The average time of GPR to perform the heuristic was 15 seconds for EW, 71 seconds for FG and 85 seconds for X. TRI took on average less than 1 second to find their solutions. TABU average times were around 20 seconds for FG and 81 seconds for X. It is worthy to mention that TABU did not find feasible solutions for four instances from group X, while GPR and TRI found feasible solution for every instances.
average time of each set of instances separately. The results show that, except for X set, the average gap belongs to the interval 15% to 21%, which shows a significant saving of the setup carry-over constraints in the model. The X set did not achieve a such considerable performance, but it presented a suitable saving of around 5%.
The set of instances are identified by the initial letters of the category of instances they represent according to their capacity which is normal (N) or tight (T), their setup cost which is divided in low (L) and high (H) and their setup time which embraces low (L) and high (H) (e.g., the class of instances THH has tight capacity, high setup cost and high setup time).
Firstly, we test GPR in order to measure the effectiveness of the solution without setup carry-over relating to its linearly relaxed model solution. This relaxation takes into account the variables y ijt considering them in the range [0, 1]. The results are presented in Table 4 . Table 3 presents the results of the setup carry-over that the single-plant instances with 15 periods and 6 items obtained a greater effectiveness measure gap with around 20% on average, and this gap falls as well, as the number of items get higher. This fact happens for the gap between These values reveal the good performance of the setup carry-over with these instances and, in a more general aspect, for the single-plant CLSP. Furthermore, Table 3 shows that for every set of instances, the tabu search proposed single-plant instances, with near results from TABU. Table 3 and the tabu search heuristic proposed in [9] . These gaps are between the carry-over heuristics and the benchmark TRI heuristic. The tabu search average gaps are given in [9] . The dataset is represented by the number of items x number of periods, e.g., 6 x 15 represents all instances with 6 items and 15 periods. 
MULTI-PLANT CLSP EXPERIMENT
At this stage, we tested the heuristic with multi-plant instances reported in [14] which consist of 8 sets composed by 120 instances each one resulting in 960 instances. Each set includes 5 instances for every combination of 3, 4, 5, and 6 periods with 3 and 4 plants and with 5, 10 and 15 items. More details about these instances can be found in [14] . The number of initial solutions set for these instances is 1000. As expected, the results show that the average gaps for instances with high setup time are greater than average gaps for instances with low setup time. This fact also happens for probfound a feasible solution for every solution for this dataset. Table 5 shows that in the first four classes of instances whose setup costs are high, the gain in gap comes around 7.8% on average. Moreover, the instances with 5 periods achieved the largest gaps considering all sets of instances. This fact demonstrates that the setup carry-over is more effective with few periods obtaining a significant enhancement mainly for the classes with high setup costs. The classes with low setup cost and 5 periods presented a average gap of 3.7%. In all cases, the computational time Then the carry-over showed a good performance for the MPCLSP even though for the low setup cost instances the improvement was not substantial.
Regarding the optimality gap, we performed tests using CPLEX v.11 in order to obtain the optimal solutions for the linear relaxation of the mathematical model proposed in Section 2. This relaxation enables the binary variables to be any value in the interval [0, 1]. Then, for every multiplant instance, we calculate the gap relating to the optimal relaxed solution as showed in Table 6 
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CONCLUSIONS
In this paper we presented a novel mathematical formulation to the MPCLSP with setup carry-over. Furthermore, it addressed an extension of previous research of GRASP with path relinking to solve this problem. The setup carryover can avoid an extra capacity use through setup saving when the first item to be produced in a given period is the same last produced item in the previous period. Moreover, if a period has extra capacity use, we can transfer the setup of the first item to be produced in this period to the end of the previous period, enabling the saving of this extra capacity. The setup carry-over strategy has been investigated by many researchers and has achieved good results for the single-plant CLSP, even if until now no study for the multiplant CLSP was developed. Furthermore, the GRASP is potentially useful and one of the most appropriate techniques for providing solutions to these models.
To check the robustness of the setup carry-over to the multi-plant CLSP, we have tested different types of CLSP concerning the single and the multi-plant problems. From the results obtained for the MPCLSP with setup carryover, it is observed that the classes with low setup cost have, in general, performed less efficiently than the instances with high setup cost, whose saving was substantial mainly for few period instances. In contrast, the classes with a single-plant had performed better than the multiplant instances.
Because of the promising results, the approach presented might have potential applications to a variety of lot sizing problems. Further research on the use of setup carry-over should be principally directed toward the CLSP with parallel machines which has similar properties to the MPCLSP. Table 6 shows that for the high setup cost set of instances, the average gap is around 28% whereas, for the low setup cost set of instances, the average gap with some non relaxed instances with high setup costs showed a very low gap, with around 2%, what shows that the other hand, most of these instances did not find a solution in reasonable time making dificult the comparison with the optimal non relaxad instances. Therefore, these results validate the heuristic with setup carry-over for the multi-plant instances demonstrating a very good performance. 
