We are concerned with the numerical solution of a class of Backward Stochastic Differential Equations (BSDEs), where the terminal condition is a function of XT , where X = {Xt, t ∈ [0, T ]} is the solution to a standard stochastic differential equation. A characteristic of these type of BSDEs is that their solutions Y = {Yt, t ∈ [0, T ]} can be written as functions of time and X, Yt = ϑt(Xt). Moreover, the function ϑt can be represented as the expected value of a functional of X. Therefore, since the forward component Xt is "known" at time t, the problem of estimating Yt amounts to obtaining an approximation of the expected value 
Introduction
Let (Ω, F, P) be a complete probability space endowed with a filtration {F t } t≥0 satisfying the usual conditions and W = {W t , t ≥ 0} be an F t -adapted Brownian motion defined on (Ω, F, P). Let T be a fixed time horizon which we fix henceforth and consider the triplet (X, Y, Z) = {(X t , Y t , Z t ) , t ∈ [0, T ]} of F t -adapted stochastic processes satisfying the following system of
(1.1)
The system (1. The existence and uniqueness question for the system (1.1) was first addressed by Pardoux and Peng [26] and, since then, a large number of papers have been dedicated to the study of FBSDEs. 1 Among the existing results, we recall that the stochastic flow (X t,x , Y t,x , Z t,x ) , t ∈ (1.5) 1 The interested reader can consult the books of El Karoui and Mazliak [10] and Ma and Yong [22] , as well as the articles of El Karoui et al. [11] and Pardoux [25] .
The representation for Y is true even if u exists only in the viscosity sense. Given such a viscosity solution Ma and Zhang [23] show that the representation for Z holds as well, provided that the driver and the terminal condition are continuously differentiable. As a result, any numerical algorithm for the approximation of the backward component of (1.2) provides an approximation of the solution of the semi linear PDE (1.3). Let us note that both the algorithm and the proofs work well under assumptions weaker than the ones needed to ensure a smooth solution to equation (1.3). As we shall see in Theorem 3.4, it suffices for the solution to be differentiable in certain directions only (in particular those that appear in the error bound (3.9)). As a result, we do not need to impose the ellipticity condition or even the Hörmander condition on the vector fields generating the forward component (see the discussion at the beginning of Section 4 for further details). We are not aware of any other algorithm for solving BSDEs that works in such generality.
Let Y The existence of the aforementioned functional is simply a consequence of the non-linear Feynman -Kac formula. The latter is true only under the mild assumption that the driver as well as the terminal condition, are continuously differentiable with uniformly bounded derivatives, an assumption that we will be using in this paper.
Put differently, the computation of Y t,x t T, Φ(X t,x T ) requires approximating the law of the process X t,x . However this is not enough. The functional Λ t does not have a closed form, in other words it cannot be explicitly described and, more importantly, integrated with respect to the approximating law of X t,x . One needs to approximate Λ t with a version whose integral with respect to the approximating law of X t,x can be easily computable.
We approximate Λ t in the following manner: We choose a partition π = {0 = t 0 < . . . < t n−1 < t n = T } of [0, T ] and replace Λ t by Λ Λ π t with respect to the law of the X t,x can be described in terms of a family of operators R i : 
and h j = t j − t j−1 . The operator R 0:n−1 can be viewed as a discretized version (corresponding to the partition π) of Y t,x t
T, Φ X t,x T
(compare with (1.6)).
Of course the above procedure is not complete. To obtain a fully implementable scheme, a method of computation for the expectations involved needs to be introduced. We will replace the original expectation with an approximation which we callÊ [ · ] ( to be introduced explicitly in sections 3, 5) . Using this, we define, similarly to (1.7), a sequence of explicitly computable
The composition ofR 0,n−1 :=R 0 . . .R n−1 provides an approximation for E[Λ t (X t,x · )] and, implicitly, for the backward component. The error is then measured in terms of the difference
or, alternatively, in terms of
where P Xt is the law of the forward component at time t.
Example 1.1. When the driver of the BSDE f does not depend on z, a quantization tree algorithm is suggested by Bally and Pagès [2] and analyzed further in Bally and Pagès [3] for the computation of the involved expectations. The authors suggest to replace the expectations by projections on a grid "exhausting" the state space, following the closest neighbour rule. They also explain how this grid may be constructed optimally. Furthermore, for a general underlying diffusion, a Monte Carlo estimation of the transition probabilities is required. These two procedures put together would constitute the definition of the family {R i } i . It is worth noting that this algorithm may be used to treat the case of path dependent terminal conditions.
In this paper, we produce approximations of the two expectations by using the cubature method of developed by Lyons and Victoir following the ideas of Kusuoka [18] , [17] , (KLV method henceforth). The cubature method constructs explicit finitely supported measures, along a partition of grows exponentially. This feature is characteristic for general cubature methods. We control this exponential growth by using the tree based branching algorithm or TBBA for short.
The TBBA was introduced in the context of the filtering problem in Crisan and Lyons [8] and in conjunction with particle methods. However the concept has a wider applicability, virtually to any method that produces a branching tree and this is what we shall explore in section 5.
The interested reader should also consult the detailed presentation of TBBA in the context of particle filters, in chapter 9 of Bain and Crisan [1] . The most important feature of the merging of TBBA with the cubature method, is that we will manage to maintain the accuracy of the cubature method but at the same time keep the number of particles on the support of the intermediate measures constant. We are not the first to apply the TBBA on the cubature method. This has been already studied and tested for forward problems in Gyurkó [14] and by Ninomyia [24] in conjunction with the Kusuoka approximation. However it is the first time that the TBBA+cubature methods has been used to solved non linear problems.
Notation and Standing Assumptions
Let (Ω, F, P) be the usual Wiener space
contains all continuous functions defined on [0, T ] starting at 0, F is the associated Borel σ-field and P is the Wiener measure under which, the coordinate process W t (ω) = ω(t) is a d-dimensional Brownian motion. In formulas related to the cubature method, it facilitates notation to understand every path in Ω as being R ⊕ R d -valued, through the identification ω(t) = (t, ω(t)), ∀ω ∈ Ω. 
Functions and random variables
The space of continuous functions a :
For a continuous function g :
For the coefficients V i , i = 0, 1 . . . , d we make the usual identification with the first order operator (vector fields)
are the components of V i . Given a multi-index I = (i 1 , . . . , i k ) and a smooth function g, we write
. We denote by V the matrix with i-th column
We denote by L p the space of p-integrable random variables for for any p > 1. For a random variable N ∈ L p , we write
, will be the l-th component of the vector ∆W i+1 . We also write h i = t i − t i−1 and denote the partition mesh by |π| := max 1≤i≤n h i .
Stratonovich-Taylor expansions
The development of the cubature algorithm relies on the Stratonovich-Taylor expansion of functions of the forward component of the FBSDEs. Additional notation is required to introduce such expansions. Define the total set of multi-indexes to be
For any (non-empty) multi-index β = (j 1 , . . . , j l ) ∈ A let |β| be its length, |β| = l and let β be defined as β = |β| + card{j : β j = 0, 1 ≤ j ≤ |β|}. We also write β− = (j 1 , . . . , j l−1 ) and −β = (j 2 , . . . , j l ). We define the subsets of A, A m = {β ∈ A : β ≤ m} and A 1 m = {β ∈ A\{∅, (0)} : β ≤ m}.
Given two multi-indices α = (α 1 , . . . , α k ) and β = (β 1 , . . . , β l ) we define their concatenation as
For a suitably chosen function f and a multi-index β = (β 1 , . . . , β l ), we define the corresponding iterated Stratonovich/Lebesgue integrals as follows
The following immediate result holds true (see, for example, [7] ):
where A m,r ⊂ A m is the set of multi-indices with α = α 1 * . . . * α m/2 ∈ A m , such that α i = (0) or α i = (j, j), j ∈ {1, . . . , d}.
A non empty subset G ⊆ A is called a hierarchical set if sup α∈G |α| < ∞ and − α ∈ G for any α ∈ G\{∅}.
Given a hierarchical set G we define the remainder set B(G) = {β ∈ A\G : −β ∈ G}. Note that A m , A 
for any hierarchical set K. In particular we have that
The second term on the right hand side of (2.1) is called the m-th order remainder process and is denoted by R m (t, x, f ). For the remainder the following estimate is available
More details and proofs for the afore mentioned objects may be found in the fifth chapter of [16] .
Throughout the paper, we will use the following assumptions (A) The coefficients of the forward SDE V i :
, the space of bounded infinitely differentiable functions with all partial derivatives bounded.
(B)
The driver of the BSDE f :
, that is, it is continuously differentiable with respect to t and m times continuously differentiable with respect to x, y, z with all partial derivatives uniformly bounded in t. The choice of the parameter m depends on the order of the cubature method and its value will be made exact in what follows.
If the terminal condition Φ is smooth, then u is differentiable in any direction V α . Moreover such that
where Φ Lip is the Lipschitz norm of the terminal condition Φ. A similar bound applies to all derivatives in any other directions. Moreover, by a standard mollification argument on the final condition, one shows that u remains smooth even when Φ is just Lipschitz, i.e., not necessarily smooth. The algorithm described subsequently works in this case too. As well shall see, we prove in Theorem 3.4 that we can control the bounds in terms of the supremum norms of the derivatives V α u(t, ·). By exploiting the bounds (2.3) we deduce the explicit rate of convergence in Corollary 4.2 by using a non-uniform partition. The same partition is used for example in Kusuoka [18] and, more recently, in [13] .
Moreover, since the error is controlled only in terms of the supremum norm of the derivatives
m and not of derivatives in any other direction, we are able to lift the ellipticity constraint. It turns out that a control of the form (2.3) holds true under more general conditions. In particular, it suffices for the vector fields generating the forward component to satisfy the socalled UFG condition (see Section 4 for details). The UFG condition was introduced by Kusuoka and Stroock ( see Kusuoka and Stroock [19] , Kusuoka [18] ) and is weaker than the uniform Hörmander condition. As a result the algorithm described below can applied to (possibly) degenerate PDEs, too. We are not aware of any other algorithm for solving BSDEs that works in such generality.
The cubature method
As stated in the introduction, the new method for estimating Y follows the same template as the existing methods. It approximates the operators {R i } n−1 i=1 as defined in (1.7) by a sequence of explicitly computable operators. We shall introduce our family of explicit operators in two The analysis of the error introduced by our sampling method is performed in Theorem 5.5 and further numerical examples are included in section 6. In the following we detail the cubature on Wiener space method and its application to the current set up.
Let g : R d → R be a sufficiently smooth function and we consider the expansion (2.1) applied to g:
where we consider a fixed value for m. Assume that for some 0 ≤ t ≤ T we have at our disposal a measure Q t defined on the Wiener space, such that 
where we use the convention that W 0 (t) = t and similarly for any
In other words
is a cubature measure of degree m at time 1.
Theorem 3.1 is the equivalent of Tschakalov's theorem, on the Wiener space. However, it is an existence result and its proof does not provide a construction of these paths. This task is carried out in [21] for cubature formulas of order 3 and 5 and in Gyurkó and Lyons [15] for cubature of order 7 in dimensions 1, 2, 3 and cubature of order 9 in dimension 1.
Owing to the scaling properties of Brownian motion
we can construct a cubature measure at time t from a cubature measure at time 1, for any t > 0. Given a partition π := {0 = t 0 < . . . < t n = T } of [0, T ] we can construct a finitely supported measure on the Wiener space (or equivalently a finite discrete measure on R d ) by solving ODEs.
From now on we assume that we have at our disposal a cubature formula at time 1, of degree m defined with N m paths,
. Then, the cubature measure along the partition π is constructed as follows:
We also denote by γ ⊗ γ ′ the concatenation of two paths.
The construction of pure cubature measures, amounts to a recursive application of the so called KLV operation (see Litterer and Lyons [20] ). The KLV operation takes discrete measures to discrete measures according to :
The cubature measure is then defined recursively as
With these measures we can now introduce an explicit family of operators {R i } 0≤i≤n that follow the same template as {R i } 0≤i≤n for which , the relevant (conditional) expectations are computed using the family of measures Q m ti , i = 1, . . . , n :
The involved (conditional) expectations are computed in the obvious way,
In other words, computing the expectation of g X
ti,x ti+1
with respect to the cubature measure, amounts to solving ODEs formulated by replacing the noise in the forward part of (1.1) by the paths that define the cubature measure. The above integral is a good approximation
. In particular, for the error over one time interval on the partition, we have, following Proposition 9 of [21] ,
The definitions of the families {R i } 0≤i≤n , {R i } 0≤i≤n also require that we quantify an error of the form (3.4) but where, the involved expectations are weighted by a Brownian increment.
Computations that lead to (3.4) can easily be repeated in this case to deduce
We include a proof for (3.5) in the appendix.
The estimates (3.4), (3.5) give us the error between the solution of the BSDE at time 0 and R 0 . . .R n Φ(x 0 ). In a familiar fashion , we aim to show that the global error is controlled by the sum of the local errors. To this end, the following property of the family {R i } 0≤i≤n is crucial in our analysis.
In the following we will use the notation
where I is the identity operator.
Lemma 3.3. Consider two measurable functions
enjoy the following property
for any p > 1, where C is a constant which depends on the bounds on the total variation of the paths ω j , j = 1, . . . , N m that define cubature on the Wiener space and K, the Lipschitz constant of the driver f .
Hence,
and this completes the proof for the base case.
Assume next that (3.6) holds true for all i < k. By the induction hypothesis we have
Similarly to (3.7), we may argue on the existence of a bounded random variable ζ (
As before, E Q m t k+1
[ ∆W k+1 ] = 0. Of course, for any r ≥ 2 we have
by the scaling properties of the cubature paths. Hence, we may complete the induction step similarly to the base case.
Typically, the goal is to express the global error |S 0,T Φ −R 0:n−1 Φ| as the sum of local errors, by means of Lemma 3.3. Observe that without appealing to any PDE representation arguments, one can show (see Theorem 4.1 and Corollary 4.1 of [11] ) that as long as Φ and f are Lipschitz continuous in their spatial arguments and f is 1/2-Hölder continuous with respect to t, then there exists a Lipschitz continuous function Ψ :
ti+1 makes sense as the application of the operatorR i on the function
With this in mind, we expand the error as a telescopic sum
The size of each of the termsR
ti+1 is then controlled using Lemma 3.3.
In the next result, we derive a first control on the global error that depends on the derivatives of the solution of PDE (1.3). Afterwards, we show how one may choose the partition so that we have an optimal rate of convergence. 
exists a constant C independent of the partition, such that the global error satisfies
Proof. To begin with, set
Following the decomposition (3.8) we have, from (3.6) that for p > 1,
Observe that for any i ∈ {0, . . . , n − 1} and x ∈ R d , by taking expectations on (1.1), we have
The above together with the definition ofR i tells us
We now fix a value for i = 0, . . . , n − 2. To compare the drivers we need to add and subtract the right terms:
with the obvious definition for the I ti,x k 's. To estimate each of these terms the non linear Feynman-Kac formula for BSDE's plays a central role.
We can apply Itô's formula to the functionf : (t,
where, the latter estimate follows by the chain rule. To estimate I
ti,x 3
we use the mean value theorem, so that we can find two points 14) since the partial derivatives of f are bounded by K. As a next step observe that
As before, Y ti,x ti+1 = u(t i+1 , X ti,x ti+1 ) and we may apply the expansion (2.1) to the latter, to treat the first term above. In particular, we do so using the hierarchical set A 2 . Let us fix an integer value l = 1, . . . , d and denote by Z ti,x,l ti the l-th entry of the vector Z ti,x ti . We then have,
Observe that
Moreover, according to Proposition 5.2.10 of Kloeden and Platen [16] we have that for any
and the three terms on the right hand side will have expectation 0 according to Lemma 2.1. Due to the non linear Feynman-Kac formula we have for
. Hence, (3.16) together with (3.15), (3.14) and the estimate on the remainder process, give us
Equations (3.17) and (3.16) are plugged in (3.15) and the resulting estimate (3.14). The latter together with (3.13) and (3.11) gives us
where we have used the estimates (3.4), (3.5) . This completes the proof.
Explicit rates of convergence for the cubature algorithm
In the following we deduce explicit bounds for the error when the final condition Φ : R d → R is not necessarily smooth, but only Lipschitz continuous function. Throughout, K will denote the uniform bound on the functions V 0 , . . . , V d satisfy the UFG condition (and their derivatives).
We now define the vector field concatenation V [α] , α ∈ A inductively, as follows:
The UFG Condition. We say that a system of smooth vector fields {V i : i = 0, . . . , d} satisfy the UFG condition if, for any α ∈ A, there exists m ∈ N, and there exist ϕ α,β ∈ C
It is easy to check that if {V i : i = 0, . . . , d} satisfy the uniform Hörmander condition, then they satisfy the UFG condition. The converse is false. For example, take
given by
Then {V 0 , V 1 } satisfy the UFG condition (with m = 4), but not the Hörmander condition. 
We remark that it is proved in Crisan and Delarue [6] In the more interesting case where the terminal condition is only Lipschitz continuous, the we need to make use of the bound (4.2) The control on the derivatives of u explodes as t ↑ T . To compensate for this negative impact of the derivative bounds on the error estimate we shall use a non equidistant partition that becomes more dense as we approach T . 
On the other hand, for the term corresponding to t n−1 we may argue, using the mean value theorem, that,
from elementary properties of the Wiener and cubature measure, it is clear that
and hence, standard estimates on the increments of the forward diffusion together with the Lipschitz property of Φ, lead to
n β/2 which concludes the proor of smooth terminal conditions. Assume next that Φ is Lipschitz. Via a standard mollification result, one can construct a sequence of smooth functions {Φ m } m≥0 that converge uniformly to Φ and such that Φ m Lip ≤ Φ Lip for all m ≥ 0. Using the continuity properties of both Y 0 andR 0:n as functions of the final condition, it follows that
where Y m 0 is the solution of the BSDE corresponding to the final condition Φ m . Crucially in the above inequality the function c is independent of m. The proof is complete.
As we have mentioned in the introduction, the cubature method, as any other tree method, suffers from the exponential increase in the size of the support of the approximating measure. In the next section we shall address this issue by introducing a minimal variance sampling method on the support of the cubature measure, the tree based branching algorithm. However, in low dimensions the low rate of growth in the number of particles in the support of the cubature measure allows us to obtain satisfactory approximations without the help of the sampling procedure.
One dimensional problems where the degree of the cubature method is three and five ( and the every nod generates two and three children respectively), are certainly such cases.
One dimensional numerical examples
For our first example, we consider a FBSDE system with smooth coefficients and a non linear driver for the backward part:
It is easy to check , by means of Itô's lemma, that the solution to the above system is given by On a different, one dimensional set up, we consider the following popular non linear example from finance, the problem of pricing with differential interest rates, where one is able to invest money in the money account at an interest rate r but borrows at an interest rate R with R > r. The underlying asset price evolves as a geometric Brownian motion under the objective probability measure:
It is shown in El Karoui et al. [11] that a self-financing trading strategy of portfolio Z and wealth process Y solves a BSDE with driver
where (x) − denotes the negative part of x and θ = (µ − r)/σ. The problem of pricing a call option corresponds to a terminal condition of the form Φ(x) = (x − K) + .
As the driver in this case is only Lipschitz continuous with respect to both y, z, we are clearly violating the conditions of Theorems 3.4 and 4.2 . However, one can still argue that our algorithm converges by considering a mollifier f ǫ (t, x, y, z) of the driver with respect to y, z. That is, if
Hence, by a triangular argument we can show that
We test our algorithm with parameters µ r R σ X 0 K 0.03 0.06 0.08 0.2 10 10
As explained in Gobet et al. [12] , in such an economy the issuer of the call option keeps borrowing money to hedge the call option so that the price of the option is the Black-Scholes with interest rate R. Hence we have the favourable set up of a non linear driver, but yet we know Y 0 .
Moreover we see that, even though the driver is not differentiable our algorithm still produces very good estimates. In Figure 2 we plot the ratio of the computed value over the Black Scholes price against the number of steps 
Cubature and TBBA
Even though the error estimates of Theorem 3.4 are satisfactory and the one dimensional numerical examples are a good indication on how the method performs, the exponential growth in the support of the underlying measure is a very unpleasant feature 2 . We are aware of two methods to control this growth: the TBBA and the recombination method of Litterer and Lyons [20] .
The application of the latter to BSDEs will be the subject of forthcoming work. In the present paper we will employ the TBBA to control the computational effort.
The main idea is to perform a reduction of the support of the cubature measure in a judicious manner. By this we mean that we aim to construct a random discrete measure which is an unbiased estimator of the original discrete measure where each path (from the support of the original measure) has a probability to survive proportional to its (deterministic) weight. The TBBA can achieve this by keeping the size of the support of the random measure less than a specified bound throughout the partition.
Let us describe briefly the methodology used for the support reduction: To fix the ideas assume that we arrived at time t k , 1 ≤ k ≤ n and constructed a discrete cubature measure supported at a number of sites equal to M k = N k m and we want to reduce the number to at most N paths, where N is a number a priori chosen depending on the computational power at our disposal (assuming that M k ≥ N , otherwise there is no need to implement the reduction procedure -as was the case in the previous section). Let
We replace Q m k with a random probability measureQ where for any real number y, ⌊y⌋ denotes the lower integer part and {y} the fractional part, {y} = y − ⌊y⌋. In addition,Q m k is constructed so that it is a (random) probability measure, i.e., To deal with the extra randomness we consider an additional probability space Ω ,F ,P and interpret the random probability measureQ In what follows, to facilitate the presentation of the TBBA, we shall use, where convenient, the alternative representation of the cubature measure as a discrete measure on R d ,
The algorithm that produces the random probability measureQ 
Notice how every nod carries the total weight of all leafs following him.
We will next describe how one distributes mass according to TBBA per family, hence achieving the distribution (5.1) at every point in the support of the measure. The reasoning relies of course on the structure of the binary tree.
Any path γ ∈ supp ( Q m k ) or equivalently any node x ∈ supp ( µ t k ) ( x = Ξ t k ,x0 (γ)), carries the weight λ x = Q m k (γ) which is the product of the cubature weights that correspond to the ODEs we solve to arrive at x. Assume that we have assigned to x the random weightλ x =Q We apply Algorithm 1 recursively until all nodes in the support of the cubature measure are assigned their corresponding random weightsλ x . Notice that the theoretical cubature weights are needed for the application of the TBBA (the root x 0 of the tree gets assigned value λ x0 = λ x0 = 1. The recursive application of Algorithm 1 along the partition π produces a discrete measure that approximates the distribution of X · on the partition π. We denote this measure at time t k asQ m k . Its support constitutes of all the paths in the support of the cubature measure where the TBBA assigns a positive weight. We denote by
the set of leaves of the (original) cubature tree at time t k . We denote byŜ k the set of remaining leaves after the TBBA is appliedŜ
whereλ x is the random weight computed by Algorithm 1. In other words ,Ŝ k is the set of all leaves to which the TBBA assigns a positive weight. Finally, we shall also use the notation
More formally
Integration with respect to {Q m k } 1≤k≤n is given bŷ
where ω l h k ,x is the l-th coordinate of the path ω h k ,x in the cubature formula, that was used in the ODE that lead to the pointx ∈Ŝ x k , scaled over the time interval [t k−1 , t k ).
Using this family of measures, we fix a parameter N denoting the maximum number of paths/leaves that we use in every step in the TBBA and introduce the last family of one step operators :
At any t i on the partition π, Y ti is then approximated byR 0:i (X ti ). In Theorem 5.5 we shall quantify the overall error of the algorithm.
Definition 5.3. For any x ∈Ŝ
In other words U i (x) encapsulates the information used to construct the random weights of the first i children of x. We also denote bỹ
all the randomness accumulated at depth k. SimilarlyF k:n denotes all randomness accumulated after depth kF
We collect in the following Lemma some properties of the random weights constructed via the Algorithm 1. In particular, the algorithm produces an unbiased estimator of the pure cubature measure and the random weights are sampled with minimal variance. where λ x is the original cubature weight. Moreover
Finally, the random weights that correspond to different nods are negatively correlated, i.e. 
Proof. The mean value theorem tells us that we can find a bounded real valued functionψ k (x) and a bounded vector valuedζ k (x) both bounded by K, such that for any two measurable functions
To abbreviate notation, we set
We wish to compareR 0:n−1 Φ(x 0 ) andR 0:n−1 Φ(x 0 ) and we do so with the usual telescopic sum expansion
For every summand on the right hand side above, we can apply repetitively (5.7) i − 1 times to
. . .
To further simplify notation, let us set for any x ∈ S i
where all the x i−1 , . . . , x 1 are uniquely determined by x, as x i−1 is the parent of x, x i−2 is the parent of x i−1 etc.
Using again the Lipschitz property of the driver we havê
) and the bounded functionsψ(x),ζ(x) are implied in the usual way by the mean value theorem, when we consider the differencê
Integrating with respect toP, we havẽ
For any real number α let α + , α − denote its positive and negative part, respectively. Theñ
To further simplify notation, for anyx ∈ S x i , x ∈ S i−1 leť
Next, using the fact that all nods at the same depth are negatively correlated (see Lemma 5.4), as well as the computation of the second moments of the random weights, we havẽ 13) for positive constant C. Obviously we can derive a similar estimate for the second term on the right hand side of (5.12). Since for any real number α we get α
Recalling that the cubature measure evaluates the expectations of Brownian increments to 0, we can now unravel the functionsΓ i (X ti ) and argue as in the proof of Lemma 3.3 on the existence of a constant C independent of the partition such that 15) and insert (5.15) into (5.8) to obtaiñ
To complete the proof, we need to show that the family of random variables
has finite second moments against the cubature measure.
Indeed, for every i = 0, . . . , n we may writē
since the functions x → R i+1:n−1 Φ(x) inherit the Lipschitz property of the terminal condition ( see for example the proof of Theorem 6.1 in Zhang [28] ). It is trivial to show though (see Lemma 6.1) that the cubature measure has finite second moment. The proof is complete.
Numerical examples on cubature and TBBA
We are now going to present two applications of the algorithm of section 5. First we have a second look at the example (4.3) of section 4.1. The reason for this is that the one dimensional example allows us to monitor the effect that the sampling method has on the error and in this sense separate the error in its two components, the one due to the discretization and the one due to the sampling. In Figure 1 we saw that the discretization error is of the order of 10
we shall see now that the use of sampling according to TBBA introduces no significant further error.
We denote by N the number of paths that the support of the "pruned" cubature measure is allowed to hold, at every point on the partition. Let Y 0 = e −rT arctan(X 0 ) denote the solution of (4.3) at time 0. We denote byŷ We also fix a further parameter M that counts the number of times the algorithm is launched.
Obviously all the launches of the algorithm are independent of each other. Letŷ In particular we see that no accuracy is lost due to sampling. To take this a step further, we study the influence of N, M on the error. To this end we fix the number of steps to 10. For this many steps we can run the cubature method of degree 3, 5 and use this as a reference value.
In other words letȳ there is no significant difference. Indeed, the pricing of the Bermudan counterpart amounts to checking for optimal exercise on every point in the support of the underlying measure which would be negligible given the overall complexity of the algorithm.
We look at a 5-dimensional example: Comparing these performance results, in conjunction with the information on the errors in Figure   5 , with Figure 7 (e), Figure 8 of [5] we see that the cubature+TBBA algorithm can achieve similar accuracy in lesser time. On the other hand, in Figure 5 we see that there is a small bias (relative error of order 0.5%) that the algorithm does not treat with the increase in N . We believe that this bias is due to the discretization error (recall that we are normalizing against the theoretical Black Scholes value). To validate this point we consider the same problem over the time horizon Using this formula the error is
•dW (i1,...,l,...,i k ) .
According to estimates of Lemma 8 in [21] and (2.2), we have that
An application of Hölder's inequality gives us
To estimate the term
So that, with l ∈ {1, . . . , d} fixed,
Performing a change of variables to the paths ω t,j to pass back to the paths that define the cubature formula on [0, 1] we obtain the estimate
where the constant C depends on the bounds on the total variation of the paths ω 1 , . . . , ω N . We now focus on the last term of (6.2).
•dW Hence, to obtain the estimate, observe that, for any I ∈ A m \A m−1 the terms under the cubature measure satisfy
since they are iterated integrals along paths of bounded variation and hence, with similar arguments to the ones we used to derive (6.3), we may show that they are of order t Proof of Lemma 5.4 . We first show by induction that the random weights enjoy the claimed distribution. In fact this requires a double induction, first with respect to the depth of the tree and then with respect to all nods at a given depth. We present the induction step at a given depth.
The rest follows easily.
Let all random weightsλ x that correspond to x ∈ k−1 i=1Ŝ i be distributed according to (5.5) for some k < n and fix a pointx ∈Ŝ k−1 with pure cubature weight λx and random weight λx . Let is distributed according to (6.4) . Hence, we may compute, using (6.6), (6.7) (6.10) that
Similarly we verify the induction hypothesis forλ x2:xc d using (6.9),(6.11). The induction step should be straightforward.
The claims on the mean and variance of the random weights is a trivial computation given that we know their distribution.
As far as joint distributions of random weights are concerned, we haven't made any claims.
Hence, we make direct computations to show that they are negatively correlated. Let x i , x j be two nods with the same parent at depth k, x i , x j ∈Ŝ Moreover, by conditioning successively with respect to U j−2 (x), . . . , U i+1 (x), we can iterate the above argument to deduce that To show that nods that correspond to different parents are negatively correlated, one needs to condition as above to show that the correlation between the nods is given as a product of probabilities times the correlation of their parents. If these parents on their own turn share the same parent then we are done as we may proceed as in the arguments that lead to (6.12).
Otherwise we may continue in the same manner until we reach nods that share the same parent.
The proof is complete. Proof. Using the linear growth assumption on the vector fields and the scaling of the cubature paths on the time interval [t j , t j+1 ), i.e.
ω hj ,k (s) = ω k s − t j h j , k = 1, . . . , c d ,
we have, for arbitrary t ∈ [t j , t j+1 ), j = 0, . . . , n − 1 that:
λ γ Ξ tj ,x0 (γ) + for some constant C. Gronwall's lemma allows us to complete the proof.
