Abstract Let Γ n = (γ ij ) n×n be a random matrix with the Haar probability measure on the orthogonal group O(n), the unitary group U (n) or the symplectic group Sp(n). Given 1 ≤ m < n, a probability inequality for a distance between (γ ij ) n×m and some mn independent F -valued normal random variables is obtained, where F = R, C or H (the set of real quaternions). The result is universal for the three cases. In particular, the inequality for Sp(n) is new.
Introduction
To study a statistic related to an image analysis problem in Donoho and Huo [7] , Jiang [12, 13] developed a method to approximate the entries of Haar-invariant orthogonal or unitary matrices by i.i.d. (independent and identically distributed) real or complex normal random variables. With the approximation result, the asymptotic distributions of the largest entries of Haar orthogonal or unitary matrices are obtained in [13] . Moreover, by the same tool, the Marchenko-Pastur law for the eigenvalues of the Jacobi matrices are derived in [11] .
There are three classical compact groups: orthogonal group O(n), unitary group U (n) and symplectic group Sp(n). The approximation results mentioned above are only for Haar-invariant orthogonal and unitary matrices, which generate the Haar probability measures on O(n) and U (n), respectively. Here, by saying "the Haar probability measure" on O(n), U (n) or Sp(n), we mean the unique Haar-invariant measure µ such that µ(G) = 1 for G = O(n), U (n) or Sp(n). Sometimes we also call µ a normalized Haar measure. The purpose of this paper is to study the entries of random matrices generating the Haar probability measures on the three groups simultaneously. In particular, we obtain a new result on the symplectic groups.
Before stating our main results, we will review some background about the classical compact groups.
Let R and C denote the sets of real and complex numbers, respectively. Write H = {a = a 1 + a 2 i + a 3 j + a 4 k; a 1 , a 2 , a 3 and a 4 ∈ R} for the set of real quaternions, where i 2 = j 2 = k 2 = −1 and ij = k, jk = i, ki = j. For a = a 1 +a 2 i+a 3 j +a 4 k ∈ H, the conjugate of a is a * = a 1 −a 2 i−a 3 j −a 4 k, and the absolute value of a is |a| = √ a * a = √ aa * = (a Sp(n) = {A = (a pq ) n×n : A * A = I n and a pq ∈ H for all 1 ≤ p, q ≤ n}.
They are in order called the orthogonal, unitary and symplectic groups, respectively, see p.111 and p.113 from [14] , or p.90 and p.92 from [17] . The symplectic group Sp(n) sometimes is also called quaternionic unitary group. The three groups in (1.1) are all compact.
Now we recall three standard normal distributions that will be used later. Let ξ 1 , ξ 2 , ξ 3 and ξ 4 be i.i.d. random variables with distribution N (0, 1).
(a) The standard real normal distribution is simply N (0, 1). For convenience of notation, sometimes we also write RN (0, 1) for N (0, 1).
(b) The standard complex normal distribution, denoted by CN (0, 1), is the probability distribu-
(c) The standard quaternion normal distribution, denoted by HN (0, 1), is the probability distri-
The following approximation results are obtained in Jiang [13] .
THEOREM A.1 (Theorem 4 in [13] ) For each n ≥ 2, there exist matrices Γ n = (γ ij ) 1≤i,j≤n and 
for any r ∈ (0, 1/4), s > 0, t > 0, and m ≤ (r/2)n.
For the complex case, the following result holds. 
The above results are on orthogonal and unitary groups. In this paper, we will prove an approximation result for the symplectic group Sp(n). In fact, unlike the method used in [13] , which deals with O(n) and U (n) case by case, here we are able to treat the three cases simultaneously. The symplectic case is simply a corollary. The following is our main result. 
for any r ∈ (0, 1/4), s > 0, t > 0 and 1 ≤ m ≤ nr/2, where χ β (n, s) = 1/s, 1 or 8ns 2 + 1 for
By taking β = 1 and 2 respectively in the above result, we see that the upper bounds of P ( n (m) ≥ rs + t) It is shown in [12] that, for the case of orthogonal group O(n), if m n = o(n/ log n), then n (m n ) → 0 in probability as n → ∞. Further, for any α > 0, take m n = [nα/ log n], it is proved that n (m m ) → 2 √ α in probability as n → ∞. This concludes that m n = o(n/ log n) is the largest order to make n (m n ) → 0 in probability. We conjecture that the same is also true for unitary and symplectic groups.
In this paper, for matrices A = (a ij ) and B = (b ij ), we use the maximum norm A − B max = max i,j |a ij − b ij | to measure the distance between A and B. The variation norm is another way to study approximations of the entries of Haar-invariant matrices. The variation norm, which is stronger than the maximum norm, is used to investigate similar problems in [1, 2, 4, 5, 6, 9, 11, 12, 18, 19] .
In particular, it is shown in [12] that, with the variation norm, the p × q upper-left block of an n × n Haar-invariant orthogonal matrix can be approximated by i.i.d. real standard normals, where
It is also proved in [12] that the order o( √ n) is optimal.
The proof of Theorem 1 relies on the Gram-Schmidt algorithm. In fact, there are several ways to generate Haar-orthogonal, unitary and symplectic matrices, see, e.g., Mezzadri [16] . We find that the Gram-Schmidt method is quite convenient to construct Haar-invariant matrices so that they can be approximated by independent normal random variables efficiently. The Gram-Schmidt algorithm transforms a matrix of i.i.d. real, complex or symplectic Gaussian entries to an Haar-invariant matrix from O(n), U (n) or Sp(n). Theorems A.1 and A.2 were proved by the Gram-Schmidt algorithm in Jiang [13] . However, Theorem A.1 (real case) and Theorem A.2 (complex case) were treated separately. Here we are able to provide a universal inequality for the three cases.
We prove Theorem 1 in the next section; we provide some results on matrices with quaternion entries in the Appendix.
Proofs of Main Results
Throughout this section, given n ≥ 1 and F = R, C or H, we assume that
where the {y r ; 1 ≤ r ≤ n} are n × 1 column vectors.
Review that h
We will use the Gram-Schmidt procedure to prove Theorem 1.
Let us first review it. Set w 1 = y 1 and e 1 = w 1 w 1 ;
In the real and complex cases, the positions of e q and e * q y p in the product e q · (e * q y p ) are not vital. However, it indeed makes a difference for the quaternion case (F = H) because the quaternion numbers are not commutative. The following lemma is useful.
LEMMA 2.1 (Lemma in 2.1 in [10]) Let the notation be as in (2.1). Then
Haar-invariant orthogonal, unitary or symplectic matrix according to F = R, C or H. Further, any row or column of (e 1 , · · · , e n ) has the same distribution as that of
where
Proof. It suffices to show that
Actually, if this is true, and |a k − 1| < r, |||w k ||| < s and |||Σ k−1 y k ||| < t, then the left hand side of (2.4) is less than rs + t. Thus, the lemma follows by taking the complement events.
Now we prove (2.4). Use w
k = (I − Σ k−1 )y k to obtain √ ne k − y k = a k w k − y k = (a k − 1)w k + (w k − y k ) = (a k − 1)w k − Σ k−1 y k for 1 ≤ k ≤ n. Then (2
.4) follows by the triangle inequality.
In what follows, for convenience, we will use U d = V or U ∼ V to denote that random variables U and V have the same probability distribution. The notation χ 2 (k) stands for the χ-square distribution with degree of freedom k.
In particular, all the entries of Σ k−1 y k have the same distribution. The same conclusion also holds for w k .
for any 1 ≤ k ≤ n. Now, recall (2.2) and (2.3),
Finally, take A to be a permutation matrix, we see that the elements in the column vector Σ k−1 y k are exchangeable. This is also true for w k .
, where
Proof. If k = n, then A = I by the assumption A 2 = A. The conclusion obviously holds. So, without loss of generality, assume 1 ≤ k < n. We prove the lemma by three steps.
Step 1. By Lemmas 3.2 and 3.3, there exists
Since U is a function of A, U is independent of y 1 . We claim that U and Uy 1 are independent. In fact, take bounded, measurable and real-valued functions f (·) defined on the set of n × n matrices, and g(·) defined on F n . By the given condition and the independence between U and y 1 , we have Uy 1 ∼ y 1 conditioning on U or not, it follows that
This proves the claim.
Step 2. Take an Haar-invariant random matrix O ∈ O(n), U (n) or Sp(n) according to F = R, C or H for which O is independent of U and y 1 . By the given condition, O(Ay 1 ) ∼ Ay 1 for any O, this is evidently still true when O is a random variable independent of Ay 1 . Since U and Uy 1 are independent by the claim, we know OU * is independent of Uy 1 . Also, OU * ∼ O by the right-Haar invariance. Therefore,
where O n×k is the first k columns of O, and (y 1 , · · · , y k ) T is the first k entries of y 1 . Thus, the first entry of Ay 1 ∼ k i=1 e 1i y i , where (e 11 , · · · , e 1n ) is the first row of O. Since O and {y i ; 1 ≤ i ≤ n} are independent, by Lemma 2.1, the first entry of Ay 1 has the same distribution as that of
to finish the proof, it remains to show that
Step 3. Since {y i , η i ; 1 ≤ i ≤ n} are i.i.d., and
Noticing λ i 's and y i 's are independent, and k i=1 λ i y i ∼ F N (0, 1) conditioning on η i 's or not. Take bounded, measurable functions f 1 (·) defined on F and g 1 (·) defined on R, by the same argument as in (2.5), we obtain that
This implies that
LEMMA 2.5 Recall (2.1)-(2.3). For
It is not difficult to see from the orthogonality of e i 's that A * = A, A 2 = A for 
In fact, tr(Σ k ) = tr(
LEMMA 2.6 Let w k be as in (2.3) . Let also β = 1, 2 or 4 according to F = R, C or H. Then
Proof. Recall w k = (I − Σ k−1 )y k . As in the proof of (ii) in Lemma 2.5, (I − Σ k−1 ) With the above characterization of the distributions of various random variables, we now are ready to derive some probability inequalities.
By the invariance of normal distributions, we know
O * y k ∼ y k . Therefore, w k 2 = diag (I n−k+1 , 0)O * y k 2 d = diag (I n−k+1 , 0)y k 2 d = n−k+1 i=1 |η i | 2 d = (1/β)χ 2 (β(n − k + 1)),
LEMMA 2.7 (Lemma 3.3 in [13]) The following holds:
(i) x − 1 − log x ≥ (x − 1) 2 /2 for x ∈ (0, 1]; (ii) 2x − log(1 + 2x) ≥ x 2 for x ∈ (0, 1/4]; (iii) (1 − x) −2 ≥ 1 + 2x and (1 + x) −2 ≤ 1 − x for x ∈ (0, 1/4].
LEMMA 2.8 (Lemma 3.2 in [13]) Let ξ ∼ N (0, 1) and I(x)
(ii) 
for any x > 0, where ϕ β (x) = 1/x, 1 or 2x 2 + 1 for β = 1, 2 or 4.
Proof. First, in view of (a), (b) and (c) in the Introduction,
the well known inequality, we have
for any x > 0. If β = 2, since (ξ
for any x > 0. If β = 4, we know that ξ 
for any x > 0. The desired inequality follows by combining the three cases together.
LEMMA 2.10 Let {ξ
Proof. The conclusion obviously holds for m = n. Now, assume 3 ≤ m < n. Write
. Then, by independence,
where the spherical coordinate transform x = r sin θ 1 cos θ 2 , y = r sin θ 1 sin θ 2 , z = r cos θ 1 for
] is used above. Combining the above two assertions, the conclusion follows.
for any a > 0.
By (ii) of Lemma 2.8 and the Chernoff bound, see, e.g., Remark (c) on p.27 from [3] , we get
where I(A) = inf x∈A I(x) and I(x) = sup θ∈R {θx − log Ee 
, where the facts (1 + 2ax 
for any 1 ≤ m < n and t > 0, where
(2.10)
Proof. Since Σ 0 = 0, without loss of generality, we now assume 1 < m < n. By (i) of Lemma 2.5,
where η ∼ F N (0, 1) and
2 /2 where ϕ β (x) = 1/x, 1 or 2x 2 + 1 for β = 1, 2 or 4.
Thus,
Therefore,
, replacing m by βm, and n by βn in Lemma 2.11, we obtain
(ii) If β = 2, then ϕ β (tW −1 m+1 ) = 1. By (2.12) and Lemma 2.11, choose a = βt 2 /2, replace m with βm, and n with βn in Lemma 2.11 to get 
Collecting (2.11), (2.12) and the inequalities in (i), (ii) and (iii), we eventually conclude that
for any t > 0, where for all r ∈ (0, 1/4) and m ≤ nr/2.
for any 1 ≤ i < n since r ∈ (0, 1/4). From Lemma 2.6, we know w i 2 ∼ for any r ∈ (0, 1/4). Now we estimate the last probability in (2.14). Since 
for all 1 ≤ m ≤ nr/2. The inequalities in (2.16) and (2.17) imply that
The desired conclusion follows by combining (2.14), (2.15) and (2.18).
Proof of Theorem 1. By Lemma 2.2,
for any r > 0, s > 0 and t > 0. Recall (ii) of Lemma 2.5, 
for β = 1, 2, 4 as n is large enough, we get
−n/(4 log n) 2 + n 2 · χ β (n, (log n) 
Appendix
Recall that H is the set of real quaternions stated in the Introduction. For a = a 1 +a 2 i+a 3 j+a 4 k ∈ H, its conjugate a * = a 1 − a 2 i − a 3 j − a 4 k, and its norm |a| = (a be a matrix with entries a pq ∈ H for all p and q, the conjugate of A is A * = (a * qp ). We say a square matrix A is self-dual if A * = A.
The following statements and lemmas about matrices of quaternion entries, as in the linear algebras, look quite familiar. However, since the multiplication operation of the elements in H is not commutative, the statements need to be verified. It seems hard to find their proofs in the literature, we collect and prove them next. 
