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AbSl1lCt: GPU (Grnphics Pr町民間g Unit) isωlC of remarkable de川ces. whにh can extremely a四clam!e nurnerical 
linear c伽nputatゅn. In addit附n 10 numerical compu悩附n. GPU has been providing its widely 叩plical山1510 W川O凶
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e異例山t and im例 icit Rungc-Kutta fonnulas by using them. Wc used a high - pri凶 T，山口070 in CUDA GPU family 















の延長上に グラフィァクス性能を高めると同時に CPU 並
みの泌算機能を備えた GPU の発展がある ここ数年のスパコ




社を跳ね除けてト yプに立った NV1D1A 祉は今や向性能計
算用カ ドメ カ としても注目を集めている
本備ではまず， NV1D1A 祉が開発した GPU を用いた高性
能計算性能を? 現在従供されている LAPAC町BLAS 幽来の
線型計算ライブラリを用いて計測し。その有効性を機能する
放に この線型肝耳ライプラリの応用例として?陥的陰的
2.1 GPU 隻織の背景と CUDA
憎大する 方の情報1誌を捌くため 1口r( l nfOnllationand Com 
munication 1'echnology ) を支えるハ ドウェアは常に情紛綴慢
と機能向上が求められている 特に処理速度のI向上は宝上命勉
であり ， 2000 年代に入るまで，小型デスクトップコンピュー













ため 1990 年代は多憾なグラフィックスカ ドを製造販売す
るメ カ が群雄割処する状態となり!その中からグラフィッ
クス処理を高速化するためのや核チップ!即ち GPU(Graph同
p，仇essing Unit) が誕生した最終的には， CPU にグラフィッ
クス機能を俗厳した lntel を除けば， GPU の主要メーカーは
NV1D IA 祉と AMD 祉 (CPU メ ーカーと統合)の三強に集約さ
れ，現在に歪っている
このうち NV1D 1 A 祉は ♀くから GPU にグラフィックス以
Runge- Kutta 訟に基づく常微分方程式ソルパーを実装し，線型 外の野算処理も行わせるためのハードウ ェアアーキテクチャ
常微分方程式を用いてその性能を野価する I故後に結論と今 CUDA と開発y フトウェア CUDA Toolkit の促供に東り出し
後の開掴について述べる
2. GPU の機能
ここでは今回使用した CUDA 鍵境選択の背景と l そのアー
キテクチャ プログラミングそデルを簡単に紹介する詳細は
CUDA Toolkit剛のドキュメン卜に詳しいので参照されたい
2013 年 3 月 " "受理
-総合情級学部コ ンピュ タゾステム学科
た 2006 年 11 月に CUDA アーキテクチキの構忽を亮変翌
年 2曲7 年 6 月に CUDA T，帥Ikit Vers刷1.0 を発表した後者
は CUDAC コンパイラ(後述)。 円X アセンプラ (GPU が直接
処理するアセンプラ) ， サンプルプログラム? ドキュメント頼
が同姻されたもので， CUFFf(Fast F，αJrier Transform) や後述
する線型計算ライブラリ CUBLAS の Version 1.0 も合わせて
従供されている
現在発売されているコ/ンユ マ 向けの NV1D 1A t上グラ
フィックスカードに用いられている GPU(GTX. Tesla. Q凶dro
44 Vo1.21, 2 0 1 3 
レノリーズ)には全てこの CUDA 機構がI~敏されており 2012 年 5 






9: DMatri~ da , db , d~; /1 ホスト側変数
" なお [ntc[ CPU，ル1 [C(Many [ ntcgml吋 Corc) コプロセッサ 11 
や， AMD 祉の GPU である Radcon シリーズ向けの計算処理 " 
機能を従供寸る OpcnCL 規陥"も CUDA 畳場後に従唱され n
NV旧IA 祉の GPU でもこの OpcnCL 規格に則った機能を用い " 
てプログラミングは可能である しかし現状、 OpcnCL 向け 15 
の! 特に線型計算ライブラリとしては dMAGMA8) しか存在 16 
DMatri~ dev_da , dev_db , dev_d~; 11デバイス側変数
//ホスト側で行列!ベクトノレを信保
da iniLdmatri~(dim ， dim) 
db init_dvector(dim); 
d~ ini L dvector<dim); 
していない状況であり l プログラミング環境も CUDAT.∞Ikit
に比べて見劣りする 今後， 0戸oCL 規絡がどのメーカーの
17: / /直立 "'方程式をセシト
18 
19 ハードウェア上でも使用でき，開発環焼が盤ってくれば有カ 却
な選択肢になる可能性はあるが 今回はその使JIIを見送った " 
状況が変わればまた別洛調査した上で開発環境として考慮し 22 
get_dproblem(da , db , dans): 
//行列!ベクトノレをデパイス側に確保&伝送
dev_da _bncuda_iniLseLdmatri~_ro刷ajor(da)
dev_db _bncuda_ini LseLdvector(db): 
たいと考えている 23: dev_d~ _bncuda_init_dvector(dirn): 
2.2 CUDA アーキテクチャと用椅
PC J刊のグラフィックカ}ドの大半は現在 PCIe パスに刺し
24 
25: 11 LU 分解
26 ret = _bncuda-DLU(dev_da) 。
て使用するものが多い GPU はこのカード上に俗載され。 27
般ユーザーからはもっぱらグラフィックス処理用として使用 28: / / 前進&後退代入
される 向性能計算期途に使用するには GPU が処理可能な 29: ret _bncuda_SolveDLS(dev_d~ ， dev_da , dev_，曲) 。
PTX コードをJIlI.-、たプログラムが必要である CUDA Toolkit 31¥) 
//数雌角婦をホスト側に転送がリリースされている現在{弘同糊されている NVCC コンパ II 
32 イラ (CUDA C) を用いて C++宮崎とほぼ同等のプログラムが 33 
構築できる しかし性能を発仰するためには Fig. 1 に示す H 
よフな複雑な CUDA ア キテクチャを理解したよで，性能を お
発持するよフチュ ニングを行フ必要がある 36 
bncuda_get_dvector(d~ ， dev_d~) 
// 画面表示
print_dvec tor(dx) 。
GPU を使川するプログラムは， CPU 側で動作する部分(ホ " 
ス卜 (Host) 側) と GPU {則で動作する部分(デハイス (Devicc) 38 




_bncud~free_dvector(dev_d~) " コアを効率よく{変則するため スレッド (Thrcad) 単位で実行 41 される このスレッドはワープ (W，叩)といフ単位でまとめて 42 
実行され， 吏にプ円ツグ(Bloc刈 とし 、 つ単位で同期させること 唱
ができる プロックは更にグリッド (Griめ という単位で廿理 " 







各スレ y ドは SPMD(Single Program. Multiple Dalゅ の形式
で実行される この際!スレッドから直後傑作できるデ タ
は! ロ}カノレメ モリ (L侃a[ m叩lOry) ， ブロックごとの共有メ
モリ (Sha同d memory) ， 全てのスレッドからアクセスできるグ
ローパルメモリ (Global memory) で配憶しであるものだけで
ある これらはすべてグラフィックスカード及び GPU 内部の
メモリで ホスト測からは PCI， パスを通じて明示的にやり取
りされる
2.3 CUDA プログラムの例
CUDA プログラムの例として 直按法 (LU 分解+前進&後
退代入)を行うプログラムを下記に示す メイン間数調珍示は通
常の C/C++コンパイラを使用しでもよい ここでは今回実装




3 :j・1町I吋e <cuda_device_runt込町一api.h> 
4 山地、ncuda .h "
" 47: return 1¥): 
48: } 
このよフに CPU 上で通常の口C++コンパイラだけで済む
プログラムをホス トプログラムと呼ぶ 後述する， CUDA 上
で動作する線型計算ライブラリである CUBLAS や MAGMA





に，カーネノレ (kemcl ) 間数を実装しなければならないケース
も多数存在する
カーネル間数ではデパイス側で行うマルチスレァドの処痩を
細かく配述できる 接頭間 global を付加するためグロー
パル刻数とも呼ばれる グロ ハル間数を含むプログラムソ
スは NVCC コンパイラ (CUDA C) を月n ，、てコンパイルする必
要がある
例えば LU 分解を倍精度で行うカーネル間数( 1 プロック
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これらのカーネル間数を呼び出して実行するホストプログ 仕からは， CUDATt田Ikit ど共に CUBLA5 が配布されている
ラム測の間数は下記のようになる また， LAPACK 開発グループからは . CU8LA$ と既存の LA
PAC町BLAS を利用した，大規襖計算にも高性能な線型計算
1: 'definほ HAlLNU眠ーTHREADS 256 
2 
3:// LU 分解のホスト関数
4: int _bnçud札一DLU(DKatrix mat) 
5: { 
6 ， 略〉
7: nlllLthreads (row_dim <" KAJCN1RLTHREADS) ? row_di 
m : KAX-NU~THREADS 
8: nu町Lbloçks "(int)軻il((double)row_dim / KAえJMLT
HREADS) 
9 
1$: // 1 プロック使用の場合





| B凶S凶el 1. 2 叫 '1 c酬
11: if(nUl1Lblocks =" 1) Fig. 2: LAPACKjBLA5, MAGMA , CUBLA5 のソフトウェア
12: _bncll-汎U_pt<<<I . n岨_threads>>> (dev-ret 刷定，，) 情造
e皿ent. (int)(旧t->row_dim) ， (int)(皿at->coLdim)) ; 
13: / / 複数プロック使用の場合
14: else 
15: { 
16: int i; 
17: _bncuda_set_i(dev_ret , $) 
18 
19: for(i $; i < mat ->row_di鳳; i++) 
" 21: _bncuJ)LU_pt2_in<<<n岨一回収ks. nu札threads>>> (d





25: ret _bnçuda_9ドeci(dev_ret); 
26 
これらのカーネノレ間数を含むプログラムは NVCC でコンパ
CUBLAS はー釘問例外を除くと BLAS 互換の機能しカ鴨供
されておらずベクトル演算 (BLA5 Level 1 ) 行列ベクト
ル演算 (BLA$ Level 2)，行列演算 (BLA $ Level 3) しか実行で
きない そのため! さらに上位の機能!たとえば連立ー次方
程式や固有値問題を扱うためには LAPACK の機能を備えつつ
ある MAGMA をホス トプログラムから利用する他ない
以下では. CUBLAS と MAGMA を周いた基本的な線型肝
第の性能評価を行った結裂について報告する なお第 3 節
を除き 使用した計算機環境は下配の通りである
tl/W Intel Core i7-39却K (3.2GHz) , 16GB RAM , NV旧 IA
T，引 a C2070 
S/W $ú削ifìcLinux 6.3 x師一刷 l ntel Compi1er 13.0 + 1附l
Math Kernel. CUDA T，叫Ikil 5.0. MAGMA 1.3.0 
イルする その後は NVCC でも通常の C/C++コンハイラを用 3.2 線聖計算ライブラリの性能評価
いても リ ンクし実行ファイルを生成することができる まず， MAGMA の Testing ディレクトリの中にある CUBLAS
3 線型計算ライブラリ CUBLAS と MAGMA
今回我々は CUDA GPU 上で動作する既存の線型計算ライ
ブラリである CUBLAS 5 伊 と MAGMA 1.3 酬 を用いて臨
的陪的 R凹ge- KutW 訟の実装を行った この三つは CUDA









が普通になっている特に ATLAS(Au刷nall四lI y T叩edLinear 
Algebra 5oftware) 121 や I ntel M;tth Kemel(MKL)61 は LAPACK
の基盤となる基本線型計算を担当する BLAS( Basic Linear Alｭ




従って GPU 上でも LAPACKjB LA5 li換の機能を同僚の
間数 API が使用できることが盟ましいそのために NV1DJA
ど MAGMA BLA5 の性能を比較するプログラム剖刊し、た結巣
について報告する 今回 Runge-Kutta 法の実装に使用する線
型計算のうち!計算時間の大部分を占めるのは BLAS Level 2 
の行列 ・ ベクトル楠と 連立 次方程式の直後解法 (LU 分解+
前進後退代入} である 後者には BLAS Lcvel 3 の行列械が
使用されている
そこで! 単精度 (5. s)，倍精度 (D， d) の行列ベクトル輔の
性能を GFLOP/s(Giga 凡印Img 仰nt Opcr.lt lO同 Per se酬の
で野価する lesting_ls.d l gemv と l 行列般の性能野価する t剖
ing_Js ，d l gemm を実行した その結果を Fi g.3 に示す
前述した CUDA アーキテクチャ(Fig.l) に示す通り 多数の
怪い肝算を大量に並列災行する特長を生かせる行列積の性能
が段も向く 行列ベクトル積の最前性能が約 4OGFLOP/s なの
に比べ約6曲GFLOP/s の性能が叩き出せる逆に，小さし、サ




次に，直後法を JH し、た性能評価結果を示す ここではラン
ダムに生成した実正方行列 (密行列)を用いて . MAGMA から
促供されている部分 ピポット選択付き LU 分解 (LAPACK の
IS ，D IG町RF 間数相当)と前進・後退代入(同 IS.DIGETRS 閣
数相当)を組み合わせて数値解を求め CPU との実行結果を
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. Jf)~Æ時附即時に高価であるそれに"して
酬円 "1-(，，!I:A J・- 1<111問団・U円フ"タス
トド1110万川で買えるもめ仰である ニニで叫
帥でも酬に畑段目叫暗闘 l 万円酬帥、て







































ない町制叩グローバルメ~ ~ "'iE7' !I t ;>.するような
ヨトネル附措刷ると醐に刷 。"ングγ ツプ内
杭" "". (畑町胤加、山川の嗣《パグ刊に
より 腿楓の，き"行列の白骨繍!lttlH Ii 今l:"'，}- 1f不金
忠て"も刊行でき加、こどが虜叫d そのた帽
国Tablc 4 磁的! 陸的 Rungc- f印刷法の性能評価 (秒)(TcslaC2070
と OT640)
ERK76-0PU IRK36-0PU 
" Tcsla OT640 Tcsla OT640 
50 0開46 0 似)62 1.13 0.95 
1抽 0曲51 0曲70 1.23 1.12 
2帥 。償)62 0.012 2.30 2.35 
3帥 0.012 0.021 6.99 9.48 
1000 0.019 0.037 15.91 42.47 
Vo1.21, 2 0 1 3 
7) L.O.Jay. $p.1rk3. http://www . math. uiowa. eduノー ljay/
SPARK3.ht.ml 
8) MAOMA. Matrix Algc肱aon OPU and Muhicore Architec 
IUres. http://icl. cs. utk. edu/magm同/
9) NVIDIA. CUBLA$. https://developer 削idia . com/
cublas 
10) NVIDIA. CUDA t∞Iki l. https://developer.nvid日
com/cuda-toolki t 
1) NVIDIA. Wha!悩 CUDA. https://developer.nvidia 
com/wha t -cuda 
12) ATLA$: Au回natically 1'u肘凡1 Linear Algcbra Softwarc 
htt.p://旧th- atlas . sourceforge . net/
発にあたっては Tcsl a C2070 を主として使間し比較則として











しては! 丁目la K20, GTX Titan 以上でサポー卜される Dy"創刊c
















1) E. Hairc仁 Radau5. h t.tp://www.unige.chノ ーhairer/
software.html 
2) Khronos Group. OpcnCL. ht.p://www.khronos.org/ 
opencl/ 
3) M. K. JlLin. NI山erica/ S.υl/lliol! 0/ Differemωl Eq附r削"
川Icy Eastcrn Limitcd. sccond edition. 1987 
4) 1'omonori K山ylL. BNCpack. http://na - inet > p/na/
bnc/ 
5) LAPACK. http://www .netlib.org/lapack/ 
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