1. For the orthogonal polynomials which are associated with a suitably restricted weight-distribution over a real interval it is known [4, Chap. Ill] that the zeros are all real and simple, and located in the interior of the orthogonality interval; among the numerous further properties is the separation theorem for the zeros of consecutive polynomials of the sequence. The statement concerning the location of the zeros extends to a very wide class of minimal polynomials [2] . The separation property for the zeros of consecutive polynomials (and still more so that for nonconsecutive polynomials) appears on the other hand to be more special. I have shown [l ] that this property, for consecutive polynomials, extends to certain polynomials of least mean pth power, for any p> 1, with continuous weight-function. An extension to polynomials of least mean pth power, with respect to a finite number of points, has been given, together with other results, by Motzkin and Walsh [3] .
Here I consider polynomials which are minimal with respect to a weighted uniform norm. This may be regarded [4, pp. 40-41 ] as the limiting case as p-» °° of the mean pth power norm, so that it is to be expected that the separation property will still hold. However, this limiting process would not, without some further refinement, establish the mutual separation of the zeros in the strong sense, and I therefore give here a direct argument, which differs substantially from that for the case of the mean pth power [l; 3].
The following is the result to be proved :
Theorem. Let w(x) be positive and continuous in the finite real interval a^x^b.
Let the polynomials pn{x) (n = l, 2, • • •) be of degree n, have unit coefficient of xn, and minimize the expression (1) max I w(x)pn(x) \ .
Then between two consecutive zeros of pÁx), for n^2, there lies one zero
Of pn-l(x).
2. I assemble first known facts regarding the p"(x), with indications of the proofs.
Minimizing polynomials of (1) exist. We may confine attention to polynomials of the form JJ" {x -xr) where all the xr lie in a^x^b, since if any of the xr were complex or in the intervals (-°°, a), {b, «o) the absolute value of the polynomial could be reduced uniformly in {a, b) by moving the xr in question. This set of polynomials has uniformly bounded coefficients, so that the minimum of (1) is certainly attained for one polynomial pn{x) ; we denote the minimum of (1) by kn.
We next assert that |w(x)£"(x)| attains the value kn at least n + 1 times in a^x^b.
Denoting the x-values in question by yi, • • • , yn+i, where a^yi< • • • <yn+i^b, we assert further that the yr can be chosen so that pn{yr) (r = 2, • • ■ , w + 1) has the opposite sign to pn{yT-i). If this were not the case we could construct a polynomial q{x) of degree less than n, which had the same sign as pn{x) lor all x-values in a^x^b lor which | w(x)£n(x)| =kn. It would then follow that for small positive e the polynomial pn{x) -eg(x) would have the property that |w{x){pn{x) -eq{x))\ <kn lor a^x^b, in contradiction to the definition of pn{x) and kn.
The uniqueness now follows. Were there two such polynomials pn{x), p*{x), consideration of their arithmetic mean would show that the functions w{x)pn{x), w{x)p£{x) would have to attain together one or other of the values +kn for w + 1 distinct x-values in a^x^b.
Since however pn{x) and p*{x) are of degree n they cannot agree at w + 1 points without being identical.
3. The proof of the theorem depends on the following Lemma. Letf{x), g{x) be polynomials with real coefficients, and write F{x, c) =/(x) -cg{x). Let c0, e be fixed real numbers with e>0. Let F{x, c) have exclusively real and simple zeros in x when c is such that either c0 -e<c<co or Co<c<co + e. Then F{x, c0) can have no double zero which is not also a zero of g{x).
We observe first that the zeros of F(x, ca) must all be real; this follows from the hypotheses and the continuous dependence on c of the zeros of F{x, c), in view of Rouché's theorem, for example. Let us suppose if possible that F(x, c0) had a real zero of the second (and no higher) order at x=Xo. We have then (2) /(xo) -cog(xo) = 0, /'(xo) -cog'{xo) = 0, and also
/"(*o) -cüg"{xo) * 0, g{xo) * 0.
We then deduce that for some c near to Co the polynomial F(x, c) must have complex zeros, in contradiction to the hypotheses. Let c = Co + i), where 77 is real and 0 <; [ 171 <e; write also x=x0+£. Expanding in powers of £ as far as terms in £2 we have, using (2) Now in view of the inequalities (3) the right-hand side of (4) becomes infinite as a multiple of ri-1 for small r/, and so takes different signs for small positive and small negative 77. On the other hand the lefthand side of (4) is necessarily positive, the £r being by hypothesis all real. This gives a contradiction, and so proves the lemma.
4. We pass to the proof of the theorem. As in previous investigations [l; 3] it is sufficient for this purpose to prove that the polynomial Pn(x, c)=p"(x)-cpn-i(x) has, for w^2 and any real c, only real and simple zeros.
Take first c-values such that \c\ <kn/kn-i. We assert that in this case P"(x, c) has n simple zeros which lie one in each of the intervals (yit yä)> -" ' > (yn, yn+i), where the yr are as in §2. We have in fact I w(yr)pn(yr) I = K, I cw(yr)pn-i(yr) I ^ I ckn-i I < kn.
This shows that Pn{yr, c) has the same sign as pn(;yr). Since pn{yr) and p"(yr_i) have opposite signs for r = 2, ■ ■ ■ , « + 1, the statement is proved.
A similar argument applies if \c\ >kn/kn-\. In this case we can assert that Pn{x, c) has the same sign as -cp"_i(x) at x-values for which I w(x)p"_i(x)| =kn-i. We can assert the existence of n such x-values in a^xf^b, between any two of which p"_i(x) changes sign. Thus Pn(x, c) has at least « -1 real zeros of odd order, and thus exactly n real simple zeros.
We have thus proved that Pn(x, c) has all its zeros real and simple for all real c, with the possible exception of c= +kn/kn-\, and it remains to establish the simplicity of the zeros for these c-values also. By the lemma we can assert that any multiple zeros of Pn{x, + kn/k"-i) must be either zeros of the third or higher order, or else double zeros which are also zeros of pn-\{x). We proceed to eliminate these two possibilities. Suppose then that P"(x, kn/kn-i) had a multiple zero x* say. Then for c-values near to kn/kn-i there would have to be a corresponding number of zeros of P"(x, c), which tended to x* as c->kn/kn-i. We have however shown that for -kn/kn~i<c<kn/kn-i the zeros of Pn(x, c) are separated by the values y2, • • • ,yn so that as c->&"/&n-i from below at most two zeros can tend to any one value x*, and then only if x* is one of the values y2, ■ ■ • , y". It follows that Pn(x, kn/kn-i) cannot have a zero of higher than the second order, and then only at the values y2, • • • , y». The same reasoning obviously applies to Pn(x, -kn/kn-i)-We have thus reduced the possibilities to double zeros at the points y2, ■ ■ ■ , yn which are also zeros of pn-i{x). This however is easily seen to be impossible. If P"(x, ±kn/kn-i)=0 for x=yr, say, then showing that pn-i{yr) 5^0. Thus P"(x, ±kn/kn-i) can have no multiple zeros, and the proof of the theorem is complete.
