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Abstract. Decay properties in energy norm for solutions of a class of partial
differential equations with memory are studied by means of frequency domain
methods. Our results are optimal for this class, as we are able to characterize
polynomial as well as exponential decay rates. The results apply to models
for viscoelastic materials. An extension to a semilinearly perturbed problem
is also included.
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1. Introduction and main results. Let X be a Hilbert space, A an unbounded,
selfadjoint, positive deﬁnite operator in X and let k ∈ L1(R+) be a scalar memory
kernel. In this paper we consider the problem
u¨(t) + Au(t) − (k ∗ Au)(t) = f(t), t > 0,(1.1)
u(0) = u0, u˙(0) = u1.
Here f : R+ → X as well as u0, u1 ∈ X are given data, a dot means time derivative,
and the star indicates the convolution, i.e.
(k ∗ u)(t) =
t∫
0
k(t − s)u(s)ds, t ≥ 0.
This problem arises in several applied ﬁelds, like viscoelasticity or heat conduction
with memory, and in such applications the operator A typically is the negative
Laplacian in X = L2(Ω), or the elasticity operator, the Stokes operator, or the
biharmonic Δ2, etc. equipped with suitable boundary conditions.
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We consider in this paper stability properties of the solutions of (1.1), in par-
ticular decay of polynomial or exponential type. Typically, the kernel k(t) is non-




the latter is necessary for the well-posedness of the problem. To avoid degenerate
cases, we also assume k ∈ W 11,loc(0,∞), i.e. k(t) is locally absolutely continuous on
(0,∞). However, in contrast to other recent papers, we allow k(t) to be singular




e−γt, t > 0,
where γ > 0, β ∈ (0, 1) and 0 < k0 < γβ . It is shown in Section 3 that under these
assumptions, the solutions are asymptotically stable in energy norm, which means
(in case f ≡ 0) that the solution u satisﬁes
u˙, A1/2u ∈ L1(R+;X) ∩ C0(R+;X).
These assertions more or less already follow from results in my book [8], Section
10, but are deﬁnitely contained in the paper [4]. However, since [4] is not easily
accessible, we give a direct and simple proof here.
On the other hand, neither in my book [8] nor in the papers [4], [5] stronger
decay properties are considered. It is a common belief that to obtain exponential
or polynomial decay one has to use the method of Ljapunov functionals. It is the
main emphasis in this paper to show that such decay estimates can be obtained by
means of frequency domain methods, with similar eﬀort as for the basic asymptotic
stability result.
Concerning polynomial decay, we prove in Section 4 decay rates like
|u˙(t)| + |A1/2u(t)| ≤ Ct−m as t → ∞,(1.3)
provided the moment condition
∫∞
0 t
mk(t)dt < ∞ is imposed on the kernel k(t).
This condition is shown to be optimal if one considers instead of (1.3) the property
tmu˙, tmA1/2u ∈ L1(R+;X), for all u0 ∈ D(A1/2), u1 ∈ X.
Section 5 is devoted to exponential decay in energy norm. Assuming that the kernel
k(t) has exponential decay, we show that the solution u(t) has an exponential
decay in energy norm as well, and we are able to obtain the optimal decay rate.
On the other hand, we also show that exponential decay of the solutions implies
exponential decay of the kernel.
Finally in Section 6 we apply our results to the semilinearly perturbed problem
u¨(t) + Au(t) − (k ∗ Au)(t) = f(u(t), u˙(t)), t > 0,(1.4)
u(0) = u0, u˙(0) = u1,
160 J. Pru¨ss Arch. Math.
where f : D(A1/2) × X → X is Lipschitz in a neighborhood of 0, with f(0) = 0
and a suﬃciently small Lipschitz constant.
In this paper we advertise for frequency domain methods, which are appro-
priate due to the presence of a convolution memory term and the Hilbert space
setting. Plancherel’s theorem is available and gives optimal results for the prob-
lem in question. In particular, our results are natural and more precise than those
available in the literature, cf. [6, 7, 2, 3, 1], in fact, they are optimal.
2. Well-posedness and energy estimates. Integrating (1.1) twice we obtain the
equivalent problem
u(t) + (a ∗ Au)(t) = u0 + tu1 + (t ∗ f)(t), t ≥ 0,(2.1)
where
a(t) = t − t ∗ k(t) = (1 − b0)t + (1 ∗ b)(t), b(t) =
∞∫
t
k(s)ds, t ≥ 0,
and b0 := b(0) =
∫∞
0 k(s)ds < 1. Since b(t) is nonnegative, nonincreasing and con-
vex, we see that b(t) as well as da(t) = a˙(t)dt are of positive type, see [8, Propo-
sition 3.3]. Therefore we may apply [8, Corollary 1.2], to see that problem (1.1) is
well-posed in X. The solution is given by the variation of parameters formula
u(t) = S(t)u0 + R(t)u1 + (R ∗ f)(t), t ≥ 0,(2.2)
where S(t) is the resolvent of (1.1) deﬁned by the operator equation
S(t) + A(a ∗ S)(t) = I, t ≥ 0,
and R(t) =
∫ t
0 S(τ)dτ its integral. Thus we only need to study the properties of
S(t) and R(t). From [8, Corollary 1.2], we have |S(t)| ≤ 1, for all t ≥ 0. Note that
since k(t) is real and A is selfadjoint, S(t) and R(t) are selfadjoint as well.
To obtain the energy estimates, we let f ≡ 0, and note that S(t) as well as R(t)
commute with A. Hence for u0, u1 ∈ D(A) we have u ∈ C2(R+;X)∩C(R+;D(A)),
and also u ∈ C1(R+;D(A1/2)). We ﬁrst rewrite
Au(t) − (k ∗ Au)(t) = (1 − b0)Au(t) + A(b ∗ u˙)(t) + b(t)Au0,





[|u˙|2 + (1 − b0)|A1/2u|2] + (b ∗ A1/2u˙|A1/2u˙) = −b(t)(Au0|u˙(t)).
Integration of this identity yields
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If u0 = 0 then u(t) = R(t)u1, hence since b(t) is of positive type we obtain
|A1/2R(t)| ≤ 1/
√
1 − b0, t ≥ 0.
On the other hand, if u1 = 0 then u(t) = S(t)u0, hence




which with an integration by parts yields
|u˙(t)|2 + (1 − b0)|A1/2u(t)|2 ≤ (1 + b0)|A1/2u0|2 +








= (1 + 5b0)|A1/2u0|2,
since A1/2u(t) = A1/2S(t)u0 = S(t)A1/2u0 which yields |A1/2u(t)| ≤ |A1/2u0|, for
|S(t)| ≤ 1. This implies
|S˙(t)A−1/2| ≤
√
1 + 5b0, t ≥ 0,
and then by S¨(t)A−1 = −S(t) + (k ∗ S)(t)
|S¨(t)A−1| ≤ 1 + b0, t ≥ 0.
Thus we have the following result.
Proposition 2.1. Let A be selfadjoint positive deﬁnite in the Hilbert space X, and
let k ∈ L1(R+) be nonnegative nonincreasing and such that
∫∞
0 k(s)ds < 1.
Then problem (1.1) is well-posed in X, and the solution is given by the variation
of parameters formula (2.2). The resolvent S(t) and its integral R = 1 ∗ S satisfy
|S(t)| ≤ 1, |A1/2R(t)| ≤ 1/
√
1 − b0, t ≥ 0,(2.3)
|S˙(t)A−1/2| ≤
√
1 + 5b0, |S¨(t)A−1| ≤ 1 + b0, t ≥ 0.
Each of these operator families is strongly continuous on R+. In particular, u(t)
is a strong solution of (1.1) if u0 ∈ D(A), u1 ∈ D(A1/2) and f = f1 + f2, with
f1 ∈ W 11,loc(R+;X) and f2 ∈ C(R+;D(A1/2)).
3. Asymptotic stability. As shown in [8, Section 10], the principal asymptotic
stability property of evolutionary integral equations like (2.1) is the strong inte-
grability of its resolvent, i.e.
S(·)x ∈ L1(R+;X), for all x ∈ X.
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To derive this property we therefore may employ, [8, Corollary 10.5]. The properties
of the kernels k(t) under consideration here imply that the assumptions of this
result are satisﬁed. Since S(t) and S˙(t)A−1/2 are bounded, we also obtain S(·)x ∈
C0(R+;X), by the Banach-Steinhaus theorem.
However, since in this paper we are concerned with the energy norm, we also
need strong integrability of A1/2R(t) and S˙(t)A−1/2.
The main result of this section reads as follows.
Theorem 3.1. Let A be a selfadjoint positive deﬁnite operator in the Hilbert space
X, and let k ∈ L1(R+)∩W 11,loc(0,∞) be nonnegative, nonincreasing and not iden-
tically 0; assume the well-posedness condition
∫∞
0 k(t)dt < 1.
Then the operator families S(t), A1/2R(t), S˙(t)A−1/2 and S¨(t)A−1 are strongly
integrable, and converge strongly to 0 as t → ∞.
Proof. (a) We deﬁne
K(λ) := R̂(λ) = (λ2 + (1 − k̂(λ))A)−1, Reλ > 0,
where the hat indicates the Laplace transform. Since R(t) is uniformly bounded,
K(λ) is well-deﬁned and holomorphic on C+ = {λ ∈ C : Reλ > 0}. In the ﬁrst step
we extend K(λ) to the imaginary axis. For this purpose we consider the problem
−ρ2v + (1 − k̂(iρ))Av = g,(3.1)
where ρ ∈ R and g ∈ X are given. For ρ = 0 this problem is uniquely solvable
since A is positive deﬁnite and k̂(0) = b0 < 1, we have K(0) = (1 − b0)−1A−1. So
suppose ρ 
= 0. If we have a solution v of (3.1), taking the inner product of (3.1)
with v and decomposing into real and imaginary parts we obtain
−ρ2|v|2 + (1 − Re k̂(iρ))|A1/2v|2 = Re(g|v)(3.2)
−Im k̂(iρ)|A1/2v|2 = Im(g|v).





|g|2 + (1 + b0)|A1/2v|2.(3.3)



















[−k˙(t)][1 − cos(ρt)]dt > 0,
unless k˙ ≡ 0, which means k ≡ 0. This shows that −ρ2/(1−k̂(iρ)) 
∈ (0,∞) ⊃ σ(A).
Thus by positive deﬁniteness of A we see that K(iρ) = L(iρ)−1 exists, and since
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k̂(λ) is continuous on C+ the family K(λ) is also continuous, even in operator
norm on C+.








[−k˙(t)][1 − cos(ρt)]dt = k(η),
hence we obtain the lower bound
lim inf
|ρ|→∞
[−ρIm k̂(iρ)] ≥ k(0+) > 0;
note that k(0+) = ∞ if the kernel k(t) is singular at t = 0. Choosing ε > 0
small enough, (3.4) implies that |A1/2v| is bounded by |g|, uniformly for |ρ| → ∞.
Continuity of A1/2K(iρ) then shows that |A1/2K(iρ)| is uniformly bounded on R,
and by (3.3) we see that |ρK(iρ)| also has this property.
(b) In the next step we show that A1/2K(i·)x and iρK(i·)x are in L2(R;X), for
each x ∈ X. Plancherel’s theorem then implies A1/2R(·)x and S(·)x in L2(R+;X),
since Ŝ(λ) = λK(λ). For this purpose let ω > 0 be ﬁxed. Since A1/2R(t) and S(t)
are uniformly bounded, we have e−ωtA1/2R(t)x and e−ωtS(t)x in L2(R+;X), for
each x ∈ X, hence Plancherel’s theorem yields A1/2K(ω + i·)x and iρK(ω + i·)x
in L2(R;X). By means of a resolvent formula we may write
K(iρ) =
1 − k̂(ω + iρ)
1 − k̂(iρ)
K(ω + iρ) + K(iρ)[ω2 + 2iωρ]K(ω + iρ)(3.5)
+ K(iρ)





0 k(t)dt < 1, by the Paley-Wiener lemma (see, e.g., [8, Theorem 0.7]) there
is a kernel r ∈ L1(R+) such that 1/(1 − k̂(iρ)) = 1 + r̂(iρ). This and the bounds
on K from (a) show that the ﬁrst two terms in (3.5) multiplied by A1/2 or by ρ
yield contributions in L2(R;X) when applied to an element x ∈ X. Concerning the
last term observe that since k ∈ L1 is nonnegative nonincreasing, we have tk˙(t) in
L1(R+) as well. Therefore, we obtain with an integration by parts
iρ(k̂(iρ) − k̂(ω + iρ)) =
∞∫
0
e−iρt[k˙(t)(1 − e−ωt) + ωk(t)e−ωt]dt,
since −tk˙(t) is integrable, hence estimating we obtain
|ρ(k̂(iρ) − k̂(ω + iρ))| ≤ 2ωb0.
Since bounded measurable functions are pointwise multipliers for L2, this estimate
shows that also the last term in (3.5) gives rise to a contribution in L2(R;X).
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(c) We ﬁnally show that A1/2R(t)x and S(t)x are in L1(R+;X); since
S˙(t)A−1/2 = −A1/2R(t) + k ∗ A1/2R(t), S¨(t)A−1 = −S(t) + k ∗ S(t),
the theorem is then proved. For this purpose we set T (t) := R(t) − (k ∗ R)(t) =
−S˙(t)A−1; since R(t) = T (t) + (r ∗ T )(t) with r ∈ L1(R+) as in (b), we see that
it is suﬃcient to show A1/2T (t)x and T˙ (t)x in L1(R+;X) for each x ∈ X. Note
that by (b) we already know these functions to belong to L2(R+;X). Since −tk˙(t)
belongs to L1(R+), by the identity
λk̂′(λ) = −t̂k˙(λ) − k̂(λ),
we see that λk̂′(λ) is bounded on C+, hence T̂ (iρ) is diﬀerentiable and
T̂ ′(iρ) = −K(iρ)[2(1 − k̂(iρ)) + iρk̂′(iρ)]iρK(iρ).
From this we obtain A1/2T̂ ′(iρ)x and iρT̂ ′(iρ)x in L2(R;X) for each x ∈ X, hence





























shows A1/2T (·)x ∈ L1(R+;X), for each x ∈ X. In the same way T˙ (·)x ∈ L1(R+;X)
is shown. The proof is now complete. 
4. Polynomial decay. In recent years there has been considerable interest in deacy
estimates for solutions of problems like (1.1). We show in this section how polyno-
mial decay estimates can be derived by frequency domain methods, assuming just
some moment conditions on the kernel k(t).
For this purpose we ﬁrst consider T (t) deﬁned as above by means of T =
R − k ∗ R. Note that T (0) = 0, hence λT̂ (λ) = ̂˙T (λ). The Laplace transform of
T (t) is given by
T̂ (λ) = (λ2/(1 − k̂(λ)) + A)−1, Reλ ≥ 0.
Diﬀerentiating we obtain with φ(λ) = λ2/(1 − k̂(λ))
t̂T (λ) = −T̂ ′(λ) = T̂ (λ)[φ′(λ)]T̂ (λ).





A1/2T (t − s)x∗|(dl ∗ T˙ x)(s))ds,
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where
d̂l(λ) =
2 − 3k̂(λ) − t̂k˙(λ)
(1 − k̂(λ))2
= (1 + r̂(λ))2(2 − 3k̂(λ) − t̂k˙(λ))
is the Laplace transform of a ﬁnite measure dl supported on R+. Therefore
|(tA1/2T (t)x|x∗)| ≤ |A1/2T (·)x∗|L2 |dl|1|T˙ (·)x|L2 ≤ M1|x||x∗|,
which shows |tA1/2T (t)| ≤ M1 on R+. Similarly, we also see |tT˙ (t)| ≤ M2 on R+,
with some constant M2 > 0.
If in addition we have
∫∞
0 tk(t)dt < ∞ another diﬀerentiation yields
T̂ ′′(λ) = 2T̂ (λ)φ′(λ)T̂ (λ)φ′(λ)T̂ (λ) − T̂ (λ)φ′′(λ)T̂ (λ).
Note that tmk ∈ L1(R+) implies tm+1k˙ ∈ L1(R+) as well as tm+1k(t) → 0 as




tm+1k˙(t)dt = (m + 1)
N∫
0
tmk(t)dt ≤ (m + 1)|tmk|L1 < ∞,







tm+1k˙(t)dt → 0 as N → ∞.
Since λk̂′′(λ) = 2t̂k(λ) + t̂2k˙(λ) and tk ∈ L1(R+) yields t2k˙ ∈ L1(R+), we
obtain in the same way as above boundedness of t2A1/2T (t) and t2T˙ (t) on R+.
Repeating these arguments, by induction we see that tm−1k ∈ L1(R+) implies
that tmA1/2T (t) and tmT˙ (t) are uniformly bounded on R+.
Looking now at S(t), we have
Ŝ(λ) = λT̂ (λ)/(1 − k̂(λ)).
Diﬀerentiating this identity we get
Ŝ′(λ) = [(1 − k̂(λ)) ̂˙T ′(λ) + λk̂′(λ)T̂ (λ)]/(1 − k̂(λ))2.
This yields tS(t) bounded on R+, without further assumptions. By induction we
then see that tm−1k ∈ L1(R+) implies tmS(t) uniformly bounded on R+.








Here we need tk ∈ L1(R+) to conclude that tA1/2R(t) is uniformly bounded on
R+. In this case induction yields tmA1/2R(t) provided tmk ∈ L1(R+).
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Finally, recall the relations
̂˙S(λ)A−1/2 = −(1 − k̂(λ))A1/2R̂(λ) = −A1/2T̂ (λ),
and ̂¨S(λ)A−1 = −(1 − k̂(λ))Ŝ(λ) = − ̂˙T (λ).
Summarizing, we have shown the following result.
Theorem 4.1. Let the assumptions of Theorem 3.1 be satisﬁed. Assume in addition∫∞
0 t
mk(t)dt < ∞ for some m ≥ 0.
Then there is a constant Mm > 0 such that
|tm+1S(t)|, |tm+1S˙(t)A−1/2|, |tm+1S¨(t)A−1|, |tmA1/2R(t)| ≤ Mm, t ≥ 0.
The arguments in this section show in addition that e.g. tmA1/2T (·)x is in
L2(R+;X) if tm−1k ∈ L1(R+). Therefore as in step (c) of Section 3, we get also
tmA1/2T (·)x ∈ L1(R+;X) provided tmk ∈ L1(R+). Analogous results hold for the
other quantities in question, even for tmA1/2R(t). These conditions are optimal. In
fact, if tR(·)x is in L1(R+;D(A1/2)) for all x ∈ X then R̂′(λ) is strongly continuous
in B(X,D(A1/2)) on C+. In particular,
R̂′(0) = k̂′(0)AK(0)2
exists. But since k̂ is diﬀerentiable at 0 if and only if tk ∈ L1(R+), this implies
tk ∈ L1(R+).
We state the result following from these observation in the next corollary.
Corollary 4.2. Let the assumptions of Theorem 3.1 be satisﬁed. Assume in addition∫∞
0 t
mk(t)dt < ∞ for some m ≥ 1.
Then the operator families tmS(·), tmA1/2R(·), tmS˙(·)A−1/2, tmS¨(·)A−1 are
strongly integrable and converge strongly to 0 as t → ∞. The moment condition
on k is also necessary for these assertions.




∞, which means that the kernel k has exponential decay. In fact, since k is non-
negative and nonincreasing we have
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This yields k(t)eα0t → 0 as t → ∞. Similarly, an integration by parts yields
N∫
ε




which shows that k˙(t)eα0t is integrable over each interval [ε,∞). Thus we also
obtain tk˙eαt ∈ L1(R+), for each α < α0.
Since k̂(λ) is holomorphic in C−α0 := {λ ∈ C : Reλ > −α0}, we see that
the operator-valued function K(λ) extends holomorphically to a neighborhood of
iR. In the ﬁrst step, we want to show that this neighborhood contains a strip
−α < Reλ < α, for some α > 0. For this we proceed as in (a) of the proof of
Theorem 3.1.
(a) We choose α > 0 and let λ = −σ + iρ, 0 < σ < α. Then v = K(−σ + iρ)g
satisﬁes
(−σ + iρ)2v + (1 − k̂(−σ + iρ))Av = g.
Multiplying this equation with v and taking real and imaginary parts we obtain
(σ2 − ρ2)|v|2 + (1 − Re k̂(−σ + iρ))|A1/2v|2 = Re(g|v),
−2σρ|v|2 − Im k̂(−σ + iρ))|A1/2v|2 = Im(g|v).(5.1)
From these identities we obtain as in (a) of the proof of Theorem 3.1 the following
estimate.
(ρ2 − σ2 − ε)|v|2 ≤ |g|
2
4ε
+ (1 − Re k̂(−σ + iρ))|A1/2v|2.
Multiplying (5.1) with ρ we get
−ρIm k̂(−σ + iρ)|A1/2v|2 ≤ |g||ρv| + 2σρ2|v|2 ≤ |g|
2
4ε






ρ2 − σ2 − ε ] +
ρ2(2σ + ε)
ρ2 − σ2 − ε [1 − Re k̂(−σ + iρ)]|A
1/2v|2.
To obtain a lower bound for −ρIm k̂(−σ + iρ), we calculate
− ρIm k̂(−σ + iρ) =
∞∫
0















= k(η)eση − σ
η∫
0
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as |ρ| → ∞, again employing the Riemann-Lebesgue lemma. This implies
lim inf
|ρ|→∞
−ρIm k̂(−σ + iρ) ≥ k(0+),
uniformly for 0 ≤ σ ≤ α0. Since k̂(−σ + iρ) → 0 uniformly w.r.t. σ ∈ [0, α0]
as well, as in (a) of the proof of Theorem 3.1 we may now conclude uniform
bounds for A1/2K(λ) and λK(λ) in a strip of the form −α ≤ Reλ ≤ 0, provided
α < min{α0, k(0+)/2}.
(b) We look ﬁrst again at T̂ (λ) = (φ(λ) + A)−1, where φ(λ) = λ2/(1 − k̂(λ)). We
have
T̂ (−σ + iρ) − T̂ (σ + iρ) = T̂ (−σ + iρ)[φ(−σ + iρ) − φ(σ + iρ)]T̂ (σ + iρ).
Since T˙ (·)e−σtx belongs to L2(R+;X), as before Plancherel’s theorem yields iρT̂ (σ+
i·)x ∈ L2(R;X), and then by boundedness of A1/2T̂ (−σ+ iρ) and of iρT̂ (−σ+ iρ)
proved in step (a) we obtain A1/2T̂ (−σ + i·)x and iρT̂ (−σ + i·)x in L2(R;X) for
each x ∈ X, provided φ(−σ + iρ) − φ(σ + iρ) is bounded by C(1 + |ρ|). From
this Plancherel’s theorem implies T˙ (·)eσtx ∈ L2(R+;X) as well as A1/2T (·)eσtx ∈
L2(R+;X), for all x ∈ X, and then even
|T˙ (t)|, |A1/2T (t)| ≤ Me−σt, t ≥ 0,
as in the proof of Theorem 4.1. This yields uniform exponential decay of the
relevant operator families S˙(t)A−1/2 = −A1/2T (t), and S¨(t)A−1 = −T˙ (t), but





Thus it remains to estimate φ(−σ + iρ) − φ(σ + iρ). We have
φ(−σ + iρ) − φ(σ + iρ) = − 4iσρ
1 − k̂(σ + iρ)
+ (−σ + iρ)2 k̂(−σ + iρ) − k̂(σ + iρ)
(1 − k̂(−σ + iρ))(1 − k̂(σ + iρ))
and
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The latter implies
|ρ(k̂(−σ + iρ) − k̂(σ + iρ))| ≤ 4σk̂(−σ) ≤ 4α0k̂(−α0),
and so we obtain
|φ(−σ + iρ) − φ(σ + iρ)| ≤ C(1 + |ρ|), ρ ∈ R,
provided σ ≤ α0.
Summarizing, we have proved the following result.
Theorem 5.1. Let the assumptions of Theorem 3.1 be satisﬁed. Assume in addition∫∞
0 e
α0tk(t)dt < ∞ for some α0 > 0.
Then there are constants α > 0 and M > 0 such that
|S(t)|, |S˙(t)A−1/2|, |S¨(t)A−1|, |A1/2R(t)| ≤ Me−αt, t ≥ 0.
The optimal decay rate γ∗ follows also from the proof of Theorem 5.1. To see
this, suppose e.g. that for each 0 < γ < γ∗ there is a constant M = Mγ such
that |R(t)| ≤ Me−γt, for t > 0. Then the Laplace transform R̂(λ) = K(λ) is
holomorphic and bounded on each halfplane Reλ ≥ −γ. This implies as in [8,
p. 50–51], that k̂(λ) admits meromorphic extension to the halfplane Reλ > −γ∗
and
φ(λ) = λ2/(1 − k̂(λ)) 
∈ σ(−A) ∪ {∞}, Reλ > −γ∗.
In particular, we have k̂(−γ) < 1, for all γ < γ∗. By positivity of k(t), this implies
k(t)eγt ∈ L1(R+), for each γ < γ∗. This yields the optimal decay rate γ∗ as
γ∗ = min{α1, α2},
where





α2 := sup{α > 0 : φ(C−α) ∩ σ(−A) = ∅}.(5.3)
What is the role of the condition α < k(0+)/2 in the proof of Theorem 5.1?
Obviously, this is no restriction in the case of a singular kernel. However, if k(t) is
regular, then k̂(λ) ∼ k(0+)/λ for large λ, hence the solutions λ(μ) of the equation
λ2 + μ(1 − k̂(λ)) = 0
for large μ > 0 to ﬁrst order asymptotically behave like λ(μ) ∼ ±i√μ, and to
second order like
λ(μ) ∼ ±i√μ(1 − k(0+)/λ)1/2 ∼ ±i√μ − k(0+)/2.
Thus α2 ≤ k(0+)/2 in this case.
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An inspection of the proof of Theorem 5.1 shows that the assertion of this
result holds for any α < γ∗. Therefore we have
Corollary 5.2. Let the assumptions of Theorem 3.1 be satisﬁed, and suppose∫∞
0 e
α0tk(t)dt < ∞, for some α0 > 0.
Then the optimal decay rate γ∗ > 0 for the operator families S(t), A1/2R(t),
S˙(t)A−1/2 and S¨(t)A−1 is given by γ∗ = min{α1, α2}, where α1 and α2 are deﬁned
in (5.2) and (5.3).
6. A semilinear problem. In this section we brieﬂy consider the semilinearly per-
turbed problem
u¨(t) + Au(t) − (k ∗ Au)(t) = F (u(t), u˙(t)), t > 0,(6.1)
u(0) = u0, ∂tu(0) = u1.
Here X, A, k are as before, and F : D(A1/2)×X → X is Lipschitz with suﬃcently
small Lipschitz constant in a neighborhood of 0, and F (0) = 0. Thus the principal
linearization of (6.1) is the linear problem (1.1).
The basic idea to solve (6.1) is of course to use the contraction mapping princi-
ple. By the stability properties of the linearized problem, this yields immediately
global solutions which tend to 0 in energy norm as t → ∞, provided the initial
values are small in this norm. For this, one only has to know the following result
which is valid in general Banach spaces.
Lemma 6.1. Let X,Y be Banach spaces, and let {U(t)}t≥0 ⊂ B(X,Y ) be a strongly
continuous operator family which is such that U(·) as well as U∗(·) are strongly




U(t − s)f(s)ds, t ≥ 0,
is well-deﬁned and bounded from Lp(R+;X) into Lp(R+;Y ), for each p ∈ [1,∞].
T is also bounded from C0(R+;X) into C0(R+;Y ), provided U(t) → 0 strongly as
t → ∞.
The proof of this result follows by standard arguments as in [8, p. 257, 273]. The
last assertion is a consequence of the fact that f ∈ C0(R+;X) can be uniformly
approximated by simple functions with compact support.
Let the assumptions of Theorem 3.1 be satisﬁed. Then the operator families
A1/2R(t) and S(t) are strongly continuous, strongly integrable and converge to 0
strongly as t → ∞. We rewrite problem (6.1) as
u(t) = u∗(t) +
t∫
0
R(t − s)F (u(s), u˙(s))ds, u∗(t) = S(t)u0 + R(t)u1, t ≥ 0.(6.2)
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As the basic space for the ﬁxed point argument, we choose Z = C10 (R+;X) ∩
C0(R+;D(A1/2)), equipped with the norm
‖u‖Z = sup
t≥0
|u(t)|E , |u(t)|E := |A1/2u(t)|X + |u˙(t)|X ,
and we let Y := C0(R+;X) with norm ‖f‖Y := supt≥0 |f(t)|. If u0 ∈ D(A1/2) and
u1 ∈ X we have u∗ ∈ Z. Next suppose that F : E → X is Lipschitz on each ball
Br(0, 0) ⊂ E := D(A1/2) × X, r ≤ R, say with constant L(r). Deﬁne F¯ by means
of
F¯ (u)(t) := F (u(t), u˙(t)), t ≥ 0, u ∈ Z.
Then F¯ : Z → Y is Lipschitz on each ball Br(0) ⊂ Z as well, with the same
constant L(r). Now ﬁx a ball B := Bρ(u∗) ⊂ Z, with ρ ≤ r, and deﬁne the map
T : B → Z by means of the right hand side of (6.2), i.e.
(Tu)(t) := u∗(t) +
t∫
0
R(t − s)F¯ (u)(s)ds, t ≥ 0, u ∈ B.
Since R(t) is selfadjoint in X, by Theorem 3.1 and Lemma 6.1, T is well-deﬁned,
and there is a constant C > 0 such that
‖R ∗ f‖Z ≤ C‖f‖Y , for each f ∈ Z.
Therefore we obtain
‖Tu − Tv‖Z ≤ CL(r)‖u − v‖Z , for all u, v ∈ Br(0),
as well as
‖Tu − u∗‖Z ≤ CL(r)‖u‖Z ≤ CL(r)(ρ + ‖u∗‖Z), u ∈ B.
Therefore T is strict contraction provided say CL(r) ≤ 1/2, and it maps B into B,
provided in addition ρ := ‖u∗‖Z ≤ r/2, i.e. if |A1/2u0| and |u1| are small enough.
Thus the contraction principle applies and we have a unique global solution of
(6.2) which is continuous and converges to 0 as t → ∞ in energy norm, provided
L(r) and |A1/2u0| and |u1| are small enough. This shows that the trivial solution
of the semilinear problem (6.1) is asymptotically stable in energy norm.
To obtain decay rates, suppose that the assumptions of Theorem 5.1 are valid,
and let u be a solution of (6.2). Then setting φ(t) = |u(t)|E we obtain from the
integral equation (6.2) the estimate





φ(t) ≤ Me−(α−ML(r))tφ(0), t ≥ 0,
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provided α > ML(r), i.e. provided L(r) is suﬃciently small. Similarly, if the
assumptions of Theorem 4.1 hold, then setting κ(t) = (1 + t)−m we obtain from
(6.2)
φ(t) ≤ Mκ(t)φ(0) + ML(r)
t∫
0
κ(t − s)φ(s)ds, t ≥ 0.(6.3)
Let the resolvent kernel ρ(t) be deﬁned by
ρ(t) = κ(t) + ML(r)(κ ∗ ρ)(t) t ≥ 0,
by the Neumann series we have 0 ≤ ρ ∈ L1(R+) provided ML(r)κ̂(0) < 1, which
means ML(r) < m−1. Convolving (6.3) with MLρ and adding the result to (6.3)
we obtain
φ(t) ≤ Mρ(t)φ(0), t ≥ 0.
Since κ(t) is positive and decreasing,
(κ ∗ κ)(t) ≤ 2κ̂(0)κ(t/2) ≤ 2
m+1
m − 1κ(t),















provided m ≥ 2 and L(r) is suﬃciently small. This way we obtain a decay like
t−m of the solution in energy norm.
Summarizing we have
Theorem 6.2. Let the assumptions of Theorem 3.1 hold, let E be the energy space
E = D(A1/2) × X, and assume that F : E → X is Lipschitz with constant L(r)
on the ball Br(0) ⊂ E, F (0) = 0 and suppose L(r) → 0 as r → 0.
Then there is a constant r0 > 0 such that (6.1) has a unique solution
u ∈ C0(R+;D(A1/2)) ∩ C10 (R+;X),




mk(t)dt < ∞ for some m ≥ 2, then




α0tk(t)dt < ∞ for some α0 > 0 then
|A1/2u(t)|X + |u˙(t)|X ≤ Ce−αt t ≥ 0,
for some α > 0. Here C > 0 is a constant which is independent of the solution
u(t).
Obvious modiﬁcations of the arguments given above show that the nonlinear
function F can be replaced by a memory dependent but causal functional. We
leave this and other possible extensions to the interested reader.
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