We introduce a generalized ω-Jacobi transform and obtain images of certain functions under this transform. Moreover, we define a new probability density function (pdf) involving this new generalized ω-Jacobi function. Some basic functions associated with the pdf, such as characteristic function, moments and distribution function, are evaluated.
Introduction. Debnath [1] introduced the Jacobi transform of a function g(x)
defined in −1 < x < 1 by the integral
where P (α,β) n is the Jacobi function of degree n and orders α(> −1) and β(> −1). Kalla et al. [3] have studied the integral is the Jacobi function, where
3) λ = α + β + 1, and 2 F 1 is the classical Gauss hypergeometric function and its partial derivatives with respect to a and b. These results were extended by Sarabia [5] using the following integral, 
Moreover, Sarabia and Kalla [6] defined and studied the generalized Jacobi transform as
for continuous or sectionally continuous f on [ −1, 1] . A number of integral transforms and their applications are given in [1, 7] . Throughout this sequel, we will use the following relation: 
(1.8)
For ω = 1, (1.8) reduces to Kampe de Feriet function of two variables [8] :
(1.9)
In Section 2, we obtain images of certain functions under our generalized ω-Jacobi transform. We introduce and study a new probability density function (pdf) involving the generalized ω-Jacobi function in the third section. Finally, we establish some functions associated with this pdf, such as its distribution function, survival function, characteristic function, and some other basic moments. It is interesting to observe that several results, including the formulas obtained by Sarabia and Kalla [6] follow as special case of our results in this work.
where P (α,β,c,p) ω;υ (x) is the generalized ω-Jacobi function defined as 
where a is defined to be Γ (a + ωk)/Γ (a).
For ω = 1, (2.1) reduces to (1.6) which has been studied in [6] . In addition, if c = p, (2.1) reduces to usual Jacobi transform [1] .
Now we obtain images of some functions under the generalized ω-Jacobi transform.
(
where
In similar way we have, for
where 
14)
where η = γ + δ + 1 and
with B k given by (2.5) and
(2.16) Remark 2.1. Letting ω = 1 in previous results, we get same results presented in [6] .
Generalized ω-Jacobi random variable.
Recently statistical distributions and their generalizations have played a significant role in application of applied statistics and reliability theory. In this section we define our ω-Jacobi random variable and its pdf, then we derive some basic functions associated with this density function.
3.1. The probability density function. In a recent paper of Sarabia and Kalla [6] , the following pdf has been studied:
In the present paper, we introduce a generalization of (3.1) in the form given by (3.3). Using the condition 
Some statistical functions.
The aim of this section is to obtain some basic functions associated with the pdf g(x), such as the population moments, the cumulative distribution function (cdf), and the survivor function.
The survivor and distribution functions. We derive the cdf G(x) of the random variable X after computing its survivor function S(x).

Theorem 3.1. The survivor function S(x) of the random variable X is given by
Proof. Using (3.3) the survivor function S(x) of X becomes
where B x (a, b) is the incomplete beta function [2] .
and 2 F 1 is Gauss hypergeometric function. Using this and (1.8) we get
which completes the proof.
Using the previous result, the cdf G(x) can be expressed as
Population moments.
In this subsection, we begin by evaluating the characteristic function, then we obtain the basic moments, such as the moment generating function, kth moment, and the mean. The following result will be used in obtaining the basic moments. 10) and, in particular,
Proof. Using (1.2) and (
Now we state and prove our main theorem. and its r th moment is 
Proof. We have
using (1.8) and (3.11), Now since the mean, expected value of the random variable X is a special case of this moment, namely, the mean is the 1st moment, Remark 3.4. Letting ω = 1 in the previous theorem, we get the results presented in [6] .
