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Abstract
Let {fi}N1 be a family of similitudes on R1 satisfying the strong separation condition and ν the self-similar measure associated
with {fi}N1 and a probability vector (t1, . . . , tN ). Let μ be the attracting measure of a condensation system associated with ν,
{fi}N1 and a probability vector (p0,p1, . . . , pN ). We establish a relationship between the quantization dimension of μ and its mass
distribution on cylinder sets.
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1. Introduction
The quantization problem with respect to Lr -metrics has been extensively studied in recent years (cf. [5–10,12–15]).
The mathematical aim is to study the error in the approximation of a given probability measure with discrete prob-
ability measures of finite support in the sense of Lr -metrics. This problem originated in information theory and
engineering technology. Its history goes back to the 1940’s (cf. [2,16]). The general mathematical foundations of this
theory are treated in [5].
Besides the quantization based on Lr -metrics, people are concerned with the quantization problem with respect
to various types of geometric mean error (cf. [3,4,7]). The following one is due to Graf and Luschgy which will
be considered in this paper. Let ‖‖ denote a norm on Rd and d the metric induced by this norm. Let μ be a Borel
probability measure on Rd . The nth quantization error for μ is defined by
en(μ) := inf
{
exp
∫
logd(x,α)dμ(x): α ⊂ Rd, 1 card(α) n
}
. (1)
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set of all the n-optimal sets is denoted by Cn(μ). According to [7, Lemma 3.5] and [5, Lemma 6.1], en(μ) tends to
zero as n tends to infinity. The upper and lower quantization dimension D(μ), D(μ) of μ of order zero are defined by
D(μ) := lim sup
n→∞
logn
−log en(μ) , D(μ) := lim infn→∞
logn
−log en(μ) . (2)
If D(μ) = D(μ), the common value is called the quantization dimension of μ and denoted by D(μ). The quantization
dimension is one of the most important objects in quantization theory; the quantization with respect to the geometric
mean error as defined in (1) can be regarded as a limit state of that based on Lr -metrics as r tends to zero.
Let f1, . . . , fN be contractive similitudes on Rd and 0 < si < 1, i = 1,2, . . . ,N , the corresponding scaling num-
bers. Let E be the corresponding self-similar set, i.e., the unique non-empty compact set satisfying E =⋃Ni=1 fi(E).
Suppose that {fi} satisfies the strong separation condition (SSC), i.e., fi(E), i = 1, . . . ,N , are pairwise disjoint. Let μ
be the self-similar measure associated with {fi} and a probability vector (p1, . . . , pN). Graf and Luschgy proved that
the quantization dimension D(μ) exists and coincides with the Hausdorff dimension dimH (μ) (cf. [7, Theorem 5.11]).
The quantization property (with respect to the geometric mean error) of many other interesting measures, including
the attracting measures of condensation systems, remains unknown.
In this paper, we focus on the attracting measure μ of a class of condensation systems on R1. Let ν be a self-
similar measure associated with {fi} and some probability vector (t1, . . . , tN ), where ti > 0 for all 1  i  N . Let
(p0,p1, . . . , pN)(〈pi〉) be a probability vector with pi > 0 for all 0 i N . Following [1,11], we call ({fi}, 〈pi〉, ν)
a condensation system. There exist (cf. [1,11]) a unique probability measure μ and a unique non-empty compact set K
satisfying
μ = p0ν +
N∑
i=1
piμ ◦ f−1i , supp(μ) = K = supp(ν) ∪
(
N⋃
i=1
fi(K)
)
. (3)
The measure μ is called the attracting measure for ({fi}, 〈pi〉, ν), and the set K the attractor for this system. In our
case, we have K = E by the uniqueness of the compact set K . Lasota (cf. [11]) has studied the thin dimension of the
attracting measures. The quantization dimension of μ of order r ∈ (0,∞) has been determined in [17]. As our main
result in the present paper, we will establish a relationship between the quantization dimension of μ of order zero and
its mass distribution on cylinder sets (cf. Theorem 1).
2. Preliminary
Let Ω := {1,2, . . . ,N}. We set
Ωn :=
n∏
i=1
Ω, Ω∗ :=
∞⋃
n=1
Ωn, Ω
ω :=
∞∏
i=1
Ω.
For σ = (σ (1), . . . , σ (n)) ∈ Ωn, we call the number n the length of σ and denote it by |σ |. If σ ∈ Ωω, we define the
length |σ | of σ to be infinity. For any σ ∈ Ω∗ ∪ Ωω with |σ | n, we write
σ |n :=
(
σ(1), . . . , σ (n)
)
.
For n 2 and σ ∈ Ωn, we set σ− := σ |n−1. For σ, τ ∈ Ω∗, we define
σ ∗ τ := (σ(1), . . . , σ (|σ |), τ (1), . . . , τ(|τ |)).
If σ, τ ∈ Ω∗ and |σ |  |τ |, σ = τ ||σ |, we call σ a predecessor of τ and denote this by σ ≺ τ . We say σ, τ are
incomparable if we have neither σ ≺ τ nor τ ≺ σ . A finite set Γ ⊂ Ω∗ is called a finite anti-chain if any two words
σ, τ in Γ are incomparable. A finite anti-chain Γ is called maximal if any word σ ∈ Ωω has a predecessor in Γ . Set
E∅ := E and
fσ := fσ(1) ◦ · · · ◦ fσ(n), Eσ := fσ (E), sσ := sσ(1) · · · sσ(n), σ ∈ Ωn.
The set Eσ will be called a cylinder set.
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g(1)((i)) := p0ti , g(2)((i)) := pi . Now let g(1)(σ ), g(2)(σ ) be defined for all words σ ∈ Ωk . For τ ∈ Ωk+1, we have
τ− ∈ Ωk and τ = τ− ∗ i for some i = 1, . . . ,N . We define
g(1)(τ ) := g(1)(τ−)ti + g(2)(τ−)p0ti , g(2)(τ ) := g(2)(τ−)pi. (4)
Thus g(1)(τ ), g(2)(τ ) are well defined for every τ ∈ Ω∗. By [17, Lemma 3],
μ(Eσ ) = g(1)(σ ) + g(2)(σ ) for all σ ∈ Ω∗. (5)
Let l := min{μ(Ei): 1 i N}. For each n 1, we define
Γn :=
{
σ ∈ Ω∗: μ(Eσ−) l
n
> μ(Eσ )
}
. (6)
For each n ∈N, Γn is a finite maximal anti-chain. Our definition of the sets Γn, n 1, is motivated by [7, Lemma 5.7].
Set
dn :=
∑
σ∈Γn μ(Eσ ) logμ(Eσ )∑
σ∈Γn μ(Eσ ) log sσ
, s¯ := lim sup
n→∞
dn, s := lim inf
n→∞ dn. (7)
Our main result is included in the following theorem:
Theorem 1. Let {fi}N1 satisfy the SSC and let μ be the attracting measure of the condensation system ({fi}, 〈pi〉, ν).
Then D(μ) = s¯, D(μ) = s, where s¯ and s are as defined in (7).
3. Main results
Throughout this section, {fi}N1 denotes a family of contractive similitudes on R1 satisfying the SSC, with contrac-
tion ratios si , i = 1, . . . ,N ; ν is the self-similar measure associated with {fi} and (ti)N1 as in Section 1; μ denotes the
attracting measure of ({fi}, 〈pi〉, ν). Set
cm := min{si : 1 i N}, cM := max{si : 1 i N}.
We assume, without loss of generality, |E| = 1, where |A| denotes the diameter of a set A. Thus |Eσ | = sσ for every
σ ∈ Ω∗.
Lemma 2. Let 0 < t < 1. There exists H3(t) > 0 and positive constants H1,H2,H4,H5 with 1/N H2 < 1 such that
(a) H1μ(Eσ ) μ(Eσ∗i )H2μ(Eσ ) for every σ ∈ Ω∗ and 1 i N ;
(b) if τ, τ˜ ∈ Ω∗ with τ ≺ τ˜ satisfy |Eτ˜ | t |Eτ |, then μ(Eτ˜ )H3(t)μ(Eτ );
(c) μ(B(x, 	))H4	H5 for all x ∈ E and all 	 > 0;
(d) (en(μ)) is strictly decreasing and Cn(μ) is non-empty for every n 1.
Proof. (a) Let σ ∈ Ω∗. By (3) and finite induction, we have
μ =
∑
ω∈Ω|σ |
(
g(1)(ω)ν ◦ f−1ω + g(2)(ω)μ ◦ f−1ω
)
. (8)
Using (8) and the SSC, we deduce
μ(Eσ∗i ) =
∑
ω∈Ω|σ |
(
g(1)(ω)ν ◦ f−1ω + g(2)(ω)μ ◦ f−1ω
)
(Eσ∗i ) =
(
g(1)(σ )ν ◦ f−1σ + g(2)(σ )μ ◦ f−1σ
)
(Eσ∗i )
= g(1)(σ )ν(Ei) + g(2)(σ )μ(Ei).
By (5), μ(Eσ ) = g(1)(σ ) + g(2)(σ ). Thus (a) follows by setting
H1 := min{ti , p0ti + pi, 1 i N}, H2 := max{ti , p0ti + pi, 1 i N}.
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t |Eτ | |Eτ˜ | = |Eτ∗ρ | = sτ∗ρ  ckM |Eτ |.
This implies k  log t/ log cM =: l(t). Thus by (a), we have
μ(Eτ˜ ) = μ(Eτ∗ρ)Hk1 μ(Eτ )Hl(t)1 μ(Eτ ).
(b) follows by taking H3(t) := Hl(t)1 .
(c) By the SSC, there exists some 0 < β < 1 such that
dist(Ei,Ej ) > β max
{|Ei |, |Ej}, 1 i = j N.
By induction, for every pair σ, τ of incomparable words, we have
dist(Eσ ,Eτ ) > β max
{|Eσ |, |Eτ |}. (9)
For 0 < 	 < β min1iN |Ei | and x ∈ E, there exists σ ∈ Ω∗ such that x ∈ Eσ and β|Eσ |  	 < β|Eσ−|. Hence
E ∩ B(x, 	) ⊂ Eσ− and
μ
(
B(x, 	)
)
 μ(Eσ−)H |σ |−12 = |Eσ |
(|σ |−1) logH2
log |Eσ | .
Since |Eσ | c|σ |m , we have −log |Eσ |−|σ | log cm. Thus
μ
(
B(x, 	)
)
 |Eσ |
(|σ |−1) logH2
log |Eσ |  |Eσ |
(|σ |−1) logH−12−|σ | log cm  |Eσ |
logH−12−2 log cm 
(
β−1	
) logH2
2 log cm =: H4	H5 ,
where H5 = logH2/(2 log cm), H4 = β−H5 .
(d) This is an immediate consequence of (c) and [7, Theorem 2.5]. 
Remark 3. Let s be as defined in (7). Then s > 0.
For any σ ∈ Γn, by (6) and Lemma 2(a), l/n μ(Eσ−)H |σ |−12 . Thus
|σ | log(l/n)
logH2
+ 1, sσ  c
log(l/n)
logH2
+1
m .
It follows by (7) that
dn =
−∑σ∈Γn μ(Eσ ) logμ(Eσ )
−∑σ∈Γn μ(Eσ ) log sσ 
∑
σ∈Γn μ(Eσ ) log(n/l)∑
σ∈Γn μ(Eσ ) log s
−1
σ
 log(n/l)−(log(l/n)/ logH2 + 1) log cm → logH2/(log cm) (n → ∞).
Thus s  logH2/(log cm) > 0 and dn  logH2/(2 log cm) for large n.
For n 1, as in [7], we set
eˆn(μ) := log en(μ) = inf
{∫
logd(x,α)dμ(x): α ⊂ R1, 1 card(α) n
}
.
Lemma 4. Let L˜ be an integer and α an arbitrary subset of R1 with cardinality L˜. Then there exists a constant
DL˜ < 0 such that for every σ ∈ Ω∗ and A ⊂ E, we have∫
fσ (A)
logd(x,α)dμ(x) μ
(
fσ (A)
)
log sσ + DL˜μ(Eσ ). (10)
S. Zhu / J. Math. Anal. Appl. 344 (2008) 583–591 587Proof. Write, for each ρ ∈ Ω∗ ∪ {∅},
Lρ := min{x: x ∈ Eρ}, Rρ := max{x: x ∈ Eρ}. (11)
If α ∩ (−∞,L∅) = ∅, we define α¯ := (α ∩ [L∅,∞)) ∪ {L∅}. Then∫
fσ (A)
logd(x,α)dμ(x)
∫
fσ (A)
logd(x, α¯) dμ(x),
and card(α¯) card(α). Similarly, if α ∩ (R∅,∞) = ∅, we consider α¯ := (α ∩ (−∞,R∅]) ∪ {R∅}. Since |E| = 1, we
have R∅ − L∅ = 1. This implies d(x, α¯) 1 for all x ∈ E. Hence, for A ⊂ E and any set α with card(α) = L˜,
eˆL˜(μ)
∫
logd(x, α¯) dμ(x)
∫
A
logd(x, α¯) dμ(x)
∫
A
logd(x,α)dμ(x). (12)
By (8) and the SSC, we have∫
fσ (A)
logd(x,α)dμ(x) = g(1)(σ )
∫
fσ (A)
logd(x,α)dν ◦ f−1σ (x) + g(2)(σ )
∫
fσ (A)
logd(x,α)dμ ◦ f−1σ (x)
= g(1)(σ )
∫
A
logd
(
fσ (x),α
)
dν(x) + g(2)(σ )
∫
A
logd
(
fσ (x),α
)
dμ(x)
= (g(1)(σ )ν(A) + g(2)(σ )μ(A)) log sσ + g(1)(σ )∫
A
logd
(
x,f−1σ (α)
)
dν(x)
+ g(2)(σ )
∫
A
logd
(
x,f−1σ (α)
)
dμ(x).
On the other hand, we have
μ
(
fσ (A)
)= g(1)(σ )ν ◦ f−1σ (fσ (A))+ g(2)(σ )μ ◦ f−1σ (fσ (A))= g(1)(σ )ν(A) + g(2)(σ )μ(A).
Combining the above analysis and (12), we have∫
fσ (A)
logd(x,α)dμ(x) μ
(
fσ (A)
)
log sσ + μ(Eσ )min
{
eˆL˜(μ), eˆL˜(ν)
}= μ(fσ (A)) log sσ + DL˜μ(Eσ ),
where DL˜ := min{eˆL˜(μ), eˆL˜(ν)}. 
Let (A)	 denote the 	-neighborhood of a set A. Set, for every σ ∈ Ω∗
Λk(σ) := {ω: σ ≺ ω, |ω| − |σ | = k}.
Then card(Λk(σ )) = Nk . We have
Lemma 5. There exist constant C1 > 0 and H6  1 such that for ω ∈ Ω∗, σ˜ ∈ ΛH6(ω) and a1, a2, a3 ∈ (Eσ˜ )β|Eσ˜ |/8
with a1 < a2 < a3, we have∫
B
logd(x,α2) dμ(x) −
∫
B
logd(x,α3) dμ(x) C1μ(Eω), (13)
where α3 := {a1, a2, a3}, α2 := {a1, a3} and B = [a1, a3].
Proof. Since 0 < β < 1, we may choose H6 ∈N such that cH6M < β/8 cH6−1M . For each σ˜ ∈ ΛH6(ω), we have
|Eσ˜ | cH6 |Eω| β|Eω|/8. (14)M
588 S. Zhu / J. Math. Anal. Appl. 344 (2008) 583–591Since a1, a2, a3 ∈ (Eσ˜ )β|Eσ˜ |/8, there exist x, y ∈ Eσ˜ such that |a1 −x|, |a3 −y| β|Eσ˜ |/8. It follows by the triangular
inequality and (14) that
a3 − a1  |Eσ˜ | + β|Eσ˜ |/4 5β|Eω|/32 < β|Eω|/5 − β|Eσ˜ |/8.
This implies B ⊂ (Eσ˜ )β|Eω|/5 ⊂ (Eω)β|Eω|/5. Thus |B| (1 + 2β/5)|Eω|. Since |Eω| = sω , we deduce∫
B
logd(x,α2) dμ(x) μ(B) log(1 + 2β/5) + μ(B) log sω.
On the other hand, using (9) and the fact that B ⊂ (Eω)β|Eω|/5, we know that for every τ ∈ Ω∗ which is incomparable
with respect to ω, we have B ∩ Eτ = ∅. Hence μ(B) = μ(B ∩ Eω) μ(Eω). Note that
B ∩ E = B ∩ Eω = fω
(
f−1ω (B ∩ Eω)
)= fω(f−1ω (B) ∩ E).
By Lemma 4, we have∫
B
logd(x,α3) dμ(x) μ(B) log sω + D3μ(Eω).
Combining the above analysis, we deduce
Δ :=
∫
B
logd(x,α2) dμ(x) −
∫
B
logd(x,α3) dμ(x) μ(B) log(1 + 2β/5) − D3μ(Eω)
 μ(Eω)
(
log(1 + 2β/5) − D3
)
.
The lemma follows by setting C1 := log(1 + 2β/5) − D3. 
The next lemma gives an upper estimate of the number of the optimal points in the mutually disjoint neighborhood
of the cylinder sets Eσ , σ ∈ Γn. As the integrals to be considered are negative, the method in [17, Lemma 9] is not
applicable. We prove the following lemma by considering suitable subsets of two given cylinder sets.
Lemma 6. There exists constants t0 > 0, L  1 such that for m  card(Γn) and α ∈ Cm(μ), we have card(α ∩
(Eσ )t0|Eσ |)L for all σ ∈ Γn.
Proof. Let H1,H2,H3(t),C1,H6 be as defined in Lemmas 2–5. We define
k0 :=
[ log(H3( cMβ8 )H1C−11 log 2)
logH2
]
+ 2, L := 3Nk0+H6, t0 := ck0+H6m β/8. (15)
We simply write H3 for H3( cMβ8 ). Define
δ(σ ) := β
8
min
{|Eρ |: ρ ∈ Λk0+H6(σ )}, ασ := α ∩ (Eσ )δ(σ ).
Then δ(σ ) = ck0+H6m β|Eσ |/8 = t0|Eσ |. By (9), for σ, τ ∈ Γn with σ = τ and ω,ρ ∈ Λk0+H6(σ ) with ω = ρ, we have
(Eσ )β|Eσ |/8 ∩ (Eτ )β|Eτ |/8 = ∅, (Eω)δ(σ ) ∩ (Eρ)δ(σ ) = ∅.
Suppose that card(ασ ) > L for some σ ∈ Γn. Then there exists another word τ ∈ Γn such that card(α∩ (Eτ )β|Eτ |/8) =
0; otherwise,
card(α)
∑
η∈Γn
card
(
α ∩ (Eη)β|Eη|/8
)
> L + card(Γn) − 1 > card(Γn)m.
Since Eσ =⋃ρ∈Λk0+H6 (σ ) Eρ , we have ασ =⋃ρ∈Λk0+H6 (σ )(α ∩ (Eρ)δ(σ )). Hence there exists some σ˜ ∈ Λk0+H6(σ )
such that card(α ∩ (Eσ˜ )δ(σ )) 3. Otherwise,
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∑
ρ∈Λk0+H6 (σ )
card
(
α ∩ (Eρ)δ(σ )
)
 2Nk0+H6 < L.
This is a contradiction. Hence we assume that ai ∈ α ∩ (Eσ˜ )δ(σ ), 1 i  3 with a1 < a2 < a3 and card(α ∩ B) = 3,
where B = [a1, a3]. Let ω ∈ Λk0(σ ) with ω ≺ σ˜ . Then σ˜ ∈ ΛH6(ω). As in Lemma 5, we have B ⊂ (Eω)β|Eω|/5.
Now we choose τ˜ ∈ ΛH6(τ ) such that
cMβ|Eτ |/8 |Eτ˜ | < β|Eτ |/8. (16)
This is possible since cH6M < β/8 c
H6−1
M . Let b(τ˜ ) denote the midpoint of the interval [Lτ˜ ,Rτ˜ ]. Set γ := (α \ {a2})∪{b(τ˜ )}. By Lemmas 5 and 2, we deduce
SB(γ,α) :=
∫
B
logd(x, γ ) dμ(x) −
∫
B
logd(x,α)dμ(x)
=
∫
B
logd
(
x, {a1, a3}
)
dμ(x) −
∫
B
logd
(
x, {a1, a2, a3}
)
dμ(x)
 C1μ(Eω) C1Hk02 μ(Eσ ) < C1
(
H3H1C
−1
1 log 2
)
μ(Eσ )
= H3H1μ(Eσ ) log 2. (17)
On the other hand, by (16), Lemma 2(b), (a) and (6),
μ(Eτ˜ )H3μ(Eτ )H3H1μ(Eσ ). (18)
Using (18) and (16) we deduce
Sτ˜ (α, γ ) :=
∫
Eτ˜
logd(x,α)dμ(x) −
∫
Eτ˜
logd(x, γ ) dμ(x)
> μ(Eτ˜ ) log
(
β|Eτ |/8
)− μ(Eτ˜ ) log(β|Eτ |/16)
= μ(Eτ˜ ) log 2H3H1μ(Eσ ) log 2. (19)
It follows from (17) and (19) that
SB(γ,α) < Sτ˜ (α, γ ). (20)
By the definition of γ, d(x, γ ) d(x,α) for all x ∈ E \ (B ∪ Eτ˜ ). Thus∫
E\(B∪Eτ˜ )
logd(x, γ ) dμ(x)
∫
E\(B∪Eτ˜ )
logd(x,α)dμ(x). (21)
Combining (20) and (21), we have∫
logd(x,α)dμ(x) >
∫
logd(x, γ ) dμ(x).
This contradicts the optimality of α. 
At this point, we remark that the attracting measure of a condensation system on Rd for d  2 is much more
difficult to handle because in higher-dimensional spaces the number of n-optimal points in the gap among different
cylinder sets is very difficult to control.
Proof of Theorem 1. By the definition of Γn, we have
card(Γn)l/n 1 =
∑
σ∈Γn
μ(Eσ )
∑
σ∈Γn
H1μ(Eσ−)H1 card(Γn)l/n.
It follows that
[n/l] card(Γn)
[
H−1n/l
]
. (22)1
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For φ(n) := [H−11 n/l], we have
eˆφ(n)(μ)
∑
σ∈Γn
∫
Eσ
logd(x,α)dμ(x)
∑
σ∈Γn
μ(Eσ ) log |Eσ |

∑
σ∈Γn
μ(Eσ ) log sσ = 1
dn
∑
σ∈Γn
μ(Eσ ) logμ(Eσ )
 1
dn
log(l/n).
On the other hand, by (2) and an argument analogous to [17, Lemma 6], one can easily check that the upper and lower
quantization dimension are attained at the subsequence (φ(n)). Thus, using the above inequality, we deduce
Dr(μ) = lim sup
n→∞
logφ(n)
−eˆφ(n)(μ)  s¯, Dr(μ) = lim infn→∞
logφ(n)
−eˆφ(n)(μ)  s. (23)
Next we show the reverse inequalities. Let α ∈ C[n/l],r (μ). Let t0 be as defined in (15) and set L1 := [1/t0] + 1. For
each σ ∈ Γn, we define
ai(σ ) = Lσ + i Rσ − Lσ
L1
, 0 i  L1; α˜σ := ασ ∪
{
ai(σ ): 0 i  L1
}
.
Then for σ ∈ Γn and all x ∈ Eσ , we have d(x,α)  d(x, α˜σ ). By Lemma 6, card(α˜σ )  L + L1 + 1 =: L˜. By
Lemmas 4, 2(a) and Remark 3, we deduce
eˆ[n/l](μ) =
∑
σ∈Γn
∫
Eσ
logd(x,α)dμ(x)
∑
σ∈Γn
∫
Eσ
logd(x, α˜σ ) dμ(x)

∑
σ∈Γn
μ(Eσ )(log sσ + DL˜) =
1
dn
∑
σ∈Γn
μ(Eσ ) logμ(Eσ ) + DL˜
 1
dn
∑
σ∈Γn
μ(Eσ )
(
logμ(Eσ−) + logH1
)+ DL˜
 1
dn
log(l/n) + 1
dn
logH1 + DL˜
 1
dn
log(l/n) + 2 log cm
logH2
logH1 + DL˜
for large n. Thus for ψ(n) := [n/l], we have
D(μ) = lim inf
n→∞
logψ(n)
−eˆψ(n)(μ)  s, D(μ) = lim supn→∞
logψ(n)
−eˆψ(n)(μ)  s¯.
This, together with (23), completes the proof of the theorem. 
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