Abstract. Ontologies may contain redundancy in terms of axioms that logically follow from other axioms and that could be removed for the sake of consolidation and conciseness without changing the overall meaning. In this paper, we investigate methods for removing such redundancy from ontologies. We define notions around redundancy and discuss typical cases of redundancy and their relation to ontology engineering and evolution. We provide methods to compute irredundant ontologies both indirectly by calculating justifications, and directly by utilising a hitting set tree algorithm and module extraction techniques for optimization. Moreover, we report on experimental results on removing redundancy from existing ontologies available on the Web.
Introduction
Ontologies are subject to an engineering lifecycle as any other technical artifact in an information system, and methods for their development and maintenance over time are researched under the label of ontology evolution. Ontologies also provide features for automated deduction that allow for deriving implicit knowledge from its explicitly stated axioms. These features give rise to a notion of redundancy in ontologies, meaning the presence of axioms that implicitly follow from other axioms present in the ontology. One important technique in an ontology evolution toolbox is the automated identification and elimination of such redundancy on demand to provide a means for the consolidation and compactification of ontologies in the course of their development.
Although there might be scenarios where redundancy can arguably be a desirable feature, we consider cases in which ontology engineers want to identify and eliminate redundancy to consolidate and clean up their ontologies for the sake of maintenance. Techniques for keeping ontologies irredundant have many use-cases in ontology evolution scenarios as redundancy can cause various problems. Due to the non-locality of redundant information distributed over several axioms in different places, an ontology can be hard to understand, to maintain and to be split into separate independent modules. Moreover, deletion or update of axioms might be semantically ineffective in case they are implied by others. Furthermore, in scenarios where techniques of automated knowledge acquisition are utilized, redundancy elimination can reduce the amount of acquired statements for optimising local storage and reasoning. Similarly, it can be used for undoing materialization.
Elimination of redundancy can also support other techniques for processing ontologies. While module extraction techniques typically single out relevant parts of an ontology for reuse, they do not ensure minimality in axioms, whereas a combination with redundancy elimination allows for obtaining irredundant modules. Another use case for irredundant ontologies is the handling of access rights to axioms of an ontology. There, the problem of concealed axioms being derived by accessible ones can be avoided when using irredundant ontologies.
In this paper, we study methods for the elimination of redundancy in OWL DL ontologies. We define various notions around redundancy in the axioms of an ontology and identify typical cases in which redundancy is introduced unanticipatedly in the course of an ontology's evolution over time. We provide two methods for computing all irredundant versions of an ontology: one by means of calculating justifications combined with internalization, and one by direct identification of redundant axioms in an optimized hitting-set-tree algorithm that makes calls to an underlying description logic reasoner. Furthermore, we present empirical results for eliminating redundancy in existing ontologies based on an implementation of the above methods, where we report on both the efficiency of the algorithms and the effect of redundancy elimination applied to prevalent ontologies. By this, we contribute an effective and efficient means for consolidating ontologies on demand to any ontology engineering toolbox.
The paper is organized in sections. After recalling preliminaries and related work in Section 2, we introduce our notions around redundancy in ontologies and discuss typical cases of redundancy in Section 3. Then, we describe methods for an automated elimination of redundancy in Section 4 before reporting on experimental results in Section 5. We conclude with future work in Section 6.
Preliminaries
We introduce some basic notions around ontologies and review related work. OWL and Description Logics. As a language for ontologies we consider the prominent Web Ontology Language (OWL) [11] , which is based on the description logic (DL) formalism [2] . In description logics, an ontology O is a set of axioms that express either terminological (T-Box) or assertional (A-Box) knowledge. For details about types of axioms and the way complex concepts are constructed from individual, concept and role names, we refer to [2] . Our results are largely independent from the concrete DL used.
Inference with OWL ontologies builds on the notion of logical consequence, and we write O |= α to mean that an ontology O logically entails an axiom α, and O |= {α 1 , . . . , α n } to express entailment of several axioms.
The signature of an ontology O, denoted by σ(O), is the set of all individual, concept and role names occurring in O, and thus, its vocabulary.
Moreover, by O we denote the deductive closure of an ontology O, i.e. the set {α | O |= α} of all DL axioms α that are logical consequences of O.
Internalization.
A technique called internalization can be used to express an ontology in form of a single concept inclusion axiom [2] . The internalization of an ontology O results in an axiom α O that contains all semantic information in O, i.e. O = {α O } . However, OWL ontologies cannot be fully internalized in their complete expressivity. Certain role axioms cannot be internalized as they do not syntactically fit the form of the concept inclusion axiom α O (see e.g. [8] ).
Justifications. For debugging ontologies, justifications are used to provide explanations for entailments. A justification is a minimal subset of an ontology that supports a given entailment, captured by the following definition from [9] . Module Extraction. Techniques of module extraction are used to obtain a fragment of an ontology that is semantically relevant for entailments over a given signature. Despite containing only a subset of the original ontology's axioms, a module preserves all entailments with regard to this signature. We adapt the definition of a module based on the notion of conservative extension from [4] . Related Work. A different notion of redundancy used in the DL literature, e.g. [2] , refers to concept names in ontologies that are entailed to be equivalent to others, and thus are redundant vocabulary. Our notion of redundancy in axioms has not been extensively investigated in the context of OWL ontologies or description logics, and we mainly build on ideas introduced in [10] about redundant clauses in propositional logic formulas. Moreover, our main method for eliminating redundancy is largely inspired by the work on the use of a hittingset-tree algorithm [12] for finding all justifications in [9] .
Definition 1 (justification). For an ontology

Definition 2 (module
In various works on normal forms, DL knowledge bases are transformed into a more compact form, such as prime implicate normal form [3] or linkless concept descriptions [5] . In contrast to yielding irredundant ontologies, these works are targeted to pre-processing ontologies for more efficient reasoning.
In [6] , reductions of RDFS ontolgies are investigated in terms of RDF graphs that do not contain entailed triples explicitly, and their uniqueness is related to subsumption acyclicity of the original RDF graphs. Due to the simpler semantics of RDFS, however, these results only cover explicit class subsumption.
In [1] , the compactification of ontologies has more been studied more with an application in mind and less focused on a grounding in the formal semantics underlying OWL.
Redundancy in Ontologies
In many ontology evolution scenarios, redundancy is unconsciously introduced in the axioms of an ontology, which can make it hard to maintain. In the following, we introduce useful notions and discuss cases of redundancy in ontologies.
Notion of Redundancy
For an ontology it is often desirable to derive a minimal version that does not contain any redundancy in its axioms but has the same semantical "meaning". An ontology contains redundancy in terms of expressed axioms if any of the axioms it contains is entailed by other axioms contained. The removal of such a redundant axiom would preserve the deductive closure of the ontology due to this entailment. Accordingly, we define redundancy in ontologies as follows.
Definition 3 (redundancy). An ontology O is redundant if it contains an axiom α such that O \ {α} |= α.
We also call an irredundant subset of an ontology O that preserves the deductive closure of O a reduction of O, as defined next.
Definition 4 (reduction). Let O andÔ be ontologies such thatÔ ⊆ O. Then, O is a reduction of O ifÔ is irredundant and Ô = O .
In case an ontology is already irredundant, it is its own reduction. Hence, every ontology always has a reduction, which, however, need not be unique. For a focused removal of redundancy from parts of an ontology only, any part can be replaced by any of its reductions without loosing entailments due to monotonicity of DLs. For studying cases of an ontology having several reductions, we classify its axioms according to their level of dispensability, similar as in [10] .
Definition 5 (dispensability of axioms). For O an ontology and α an axiom,
Indispensable axioms are those required in an ontology, unconditionally dispensable axioms those that can safely be removed, and conditionally dispensable axioms those that are interchangeably replaceable. Clearly, the existence of several reductions for an ontology is connected to the presence of conditionally dispensable axioms, as expressed in a proposition adapted from results in [10] .
Proposition 1. An ontology O has a unique reduction if and only if the following interchangeable conditions hold:
1. O has no conditionally dispensable axioms;
Unfortunately, there is no easy way for distinguishing the conditionally dispensable axioms from the unconditionally dispensable ones. However, we can at least easily identify those axioms as unconditionally dispensable that follow from the indispensable axioms, according to the following lemma.
Lemma 1. For an ontology O with indispensable axioms O i , any axiom α ∈ O with O i |= α is unconditionally dispensable in O, and thus, an ontologyÔ is a reduction of O if and only if it is a reduction of
A special case of redundancy covered by Lemma 1 is the presence of tautologies. Obviously, any tautological axiom in an ontology is unconditionally dispensable, and thus, no reduction can contain a tautology. For the computation of reductions, we will be interested in a gradual removal of dispensable axioms from an ontology one-by-one. Removing single dispensable axioms from an ontology results in a strict decrease of the set of dispensable axioms in the respective sub-ontologies, such that reductions do not cease to be reductions by such removal, as stated in the following lemma.
Lemma 2. Let O be an ontology with dispensable axioms O d and α be an axiom with
α ∈ O d . Then, O d ⊂ O d for O d the
axioms dispensable in O \ {α}, and thus, any reduction of O \ {α} is also a reduction of O.
Cases of Redundancy
Since we look at redundancy in ontologies primarily from an ontology engineering and evolution point of view, we are interested in cases of redundancy as they occur in an ontology, and in the way redundancy is introduced in such cases.
Ontologies typically evolve over time with their different parts being developed and maintained in different contexts and separately from each other, which is a potential source for redundancy if such parts are combined. Moreover, big ontology development projects involve multiple ontology engineers who might introduce redundancy in the course of concurrent modeling activities. Table 1 shows an example of a redundant ontology O hum about human relationships that illustrates the notions introduced above. The axioms in Table 1 are listed in the order they were introduced, starting with basic notions about humans being either male or female, having children and being mother or father. These are followed by the notion of parent and more precise definitions of what it means to be father or mother, reflecting the successive expansion of an ontology in its evolution process. Overall, O hum has two reductions and occurrences of both dispensable and indispensable axioms.
We identify cases in which redundancy is introduced in an unanticipated way.
Definition Over Subsumption. Definitions of concept names bear the potential to overwrite previously introduced subsumption axioms that involve these names, as they often succeed the introduction of new concepts by simple subsumption axioms. Cardinality Inclusion. Also numbers in cardinality restrictions might introduce redundancy when applied to the same role but at different places or stages. The restriction A ≤ 3 r, for example, is overwritten by A ≤ 2 r, due to A ≤ 2 r |= A ≤ 3 r. For our example from Table 1 , we get e.g. {(9)} |= (1).
Inherited Disjointness. Subclasses of respective disjoint classes are again disjoint from each other. Hence, disjointness axioms introduced deep down in class hierarchies become dispensable when the respective parent classes are stated to be disjoint. In our example from Table 1 , we have that {(3)} |= (6) . Assertional Redundancy. Also concept or role assertion axioms in ABoxes can be redundant in combination with TBox information. This might either happen in case a knowledge engineer describes a situation in an ABox very explicitly, not having the full information regarding all TBox axioms in mind that derive part of this situation, or in case a TBox is extended after situations have been described accurately in the ABox in a way that makes ABox statements obsolete. In our example from Table 1 , axiom (14) is equivalent to {(12), (13)}.
For our experiments with OWL ontologies, we focus on scenarios in which ontologies are primarily hand-crafted and no techniques of automated knowledge acquisition are used. In such scenarios, we assume "typical" domain ontologies as used in the Semantic Web to contain rather little redundancy, since ontology engineers would most likely model their ontologies in a rather concise way, not repeating statements over and over in different ways. Therefore, we work with the following hypothesis for the subsequent computation of reductions.
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Hypothesis 1 (low redundancy). An ontology is expected to contain significantly less dispensable axioms O d than indispensable axioms
O i : #O d #O i .
Computing Reductions
Starting from the notion of redundancy introduced above, we investigate how irredundant ontologies can be produced from redundant ones in an automated way. We propose two methods for computing reductions, one that builds on both internalization and the computation of justifications, and one that computes reductions directly based on the hitting set algorithm for diagnosis problems.
Finding Reductions by Computing Justifications
Recall the notion of a justification, which is a minimal subset of axioms of an ontology that support a particular entailment. As such, a justification has the property of not containing any redundancy at the level of expressed axioms, since excluding any of its axioms would give up the entailment. If we expand a single entailment to cover the whole ontology, we can extend this property from the restricted set of axioms in the justification to the ontology as a whole. We can do so by using the mechanism of internalization in order to encode all information of the original ontology in a single entailed axiom -giving up this entailment amounts to loosing information with regard to the original ontology. Hence, algorithms for computing justifications can be used to produce reductions. Since there can be several justifications for an entailment, this approach results in several solutions for eliminating redundancy in an ontology. In fact, algorithms that compute all justifications produce all reductions of an ontology internalized by the respective entailed axiom, as stated next.
Algorithm 1. computeRedJust (O; R) -Compute reductions via justifications
Require: an ontology O Ensure: R is the set of all reductions of O O := R : One drawback of this method is that in OWL not all axioms can in general be internalized, and axioms not covered, such as transitivity or other role properties, are not taken into account for the computation of reductions. However, for cases in which ontologies are expressed in a language fragment that contains such axioms, at least the internalizable part of an ontology can be freed of redundancy. Algorithm 1 provides a procedure for this that makes use of procedures for internalization and computation of justifications like the ones in [9] .
2 By this, it provides a way to eliminate redundancy in ontologies by means of the readily available techniques for internalization and for computing justifications.
Another drawback of this method is its low efficiency. Internalization of the whole ontology in an axiom to be checked for entailment doubles the input for the underlying DL reasoner, which has a significant impact on the run time of the typically exponential time DL reasoning problem. Therefore, we investigate the direct computation of reductions, next.
Finding Reductions by Direct Diagnosis
A straightforward method for computing a single reduction of an ontology is to successively remove dispensable axioms from the ontology, which requires linearly many entailment checks for verifying dispensability of single axioms in the successive sub-ontologies. In case the ontology's dispensable axioms have been 
pre-identified, this can be optimized verifying only dispensable axioms, since indispensable axioms do not need to be checked for removal, according to Definition 5. Algorithm 2 provides a procedure for computing a single reduction of an ontology with possibly pre-identified dispensable axioms in its second parameter; in case of not knowing the dispensable axioms in advance, this parameter is initialized with the whole ontology.
For the task of finding all (or more than one) reductions of an ontology, it is beneficial to spend the effort of pre-identifying dispensable axioms, since for all reductions to be computed the indispensable axioms can be neglected, and due to Hypotheses 1 their relative number is expected to be high. Algorithm 3 provides a procedure for this pre-identification, taking as its second parameter a subset of the original ontology for optimization in case some axioms can be excluded from being dispensable, which applies for repeated calls when only a subset of formerly dispensable axioms needs to be checked due to Lemma 2.
Based on pre-identified dispensable axioms, techniques for ontology module extraction can be applied to optimize the computation of all reductions of an ontology. Observe from Algorithm 2 that calls to a DL reasoner for entailment checking are restricted to axioms dispensable in the original ontology, which can expected to be few according to Hypothesis 1. Instead of checking entailment with respect to the full ontology, it is therefore sufficient to only take into account an ontology module that is computed by means of the signature of all dispensable axioms to preserve their (non-)entailment according to Definition 2. The following proposition provides the basis for this optimization.
Proposition 2. Let O be an ontology with dispensable axioms
According to Proposition 2, computation of reductions of an ontology can be restricted to its dispensable axioms combined with a module in its indispensable axioms computed for the signature of the dispensable axioms. Due to Hypothesis 1 this computation of the module can be expected to potentially filter out large parts of an ontology irrelevant for elimination of redundancy in a precomputation step when pre-identifying dispensable axioms.
To provide an effective and efficient method for computing all reductions of an ontology, we finally introduce the notion of a reduction tree based on principles of the hitting set tree algorithm presented in [12] and applied to computing justifications in [9] . 
The tree T is defined recursively:
-T has at least one node, the root node n 0 , which is labelled byÔ
n is a node of T with node labelÔ n then n has a successor node n α for each axiom α inÔ n ∩ O d (n) with the following properties:
• n α is connected to n by an edge labelled by α;
We show that a reduction tree can be used as a means to compute all reductions of an ontology in the following theorem.
Theorem 2. The set of all node labels of a reduction tree for an ontology O is the set of all reductions of O.
Proof. We will prove the following two claims: a) the label of any node in T is a reduction of O; b) for any reductionÔ of O there is a node in T with labelÔ.
a) The proof is by induction over the tree structure of T .
) is a reduction of O * , and due to Lemma 1 it is also a reduction of the semantically equivalent O. Now, let n be any node in T with labelÔ n a reduction of O and n α be any successor node of n connected to n by an edge labelled α. Then, the node label
Since alsoÔ n is a reduction of O * \ P (n) (due to Proposition 2), we have that Ô n = Ô . Hence, the irredundantÔ is also a reduction of O, as isÔ n . b) LetÔ be a reduction of O. Again by induction, we show thatÔ is a node label along some branch in T .
For the root node n 0 we have thatÔ ⊆ O * = O * \ P (n 0 ). Now, let n be any node in T withÔ ⊆ O * \ P (n). If the label of n is notÔ then it contains some axiom α with α ∈Ô, since different reductions of O deviate by conditionally dispensable axioms due to Proposition 1. In this case, there is a successor node n α , connected to n by an edge labelled α, such thatÔ ⊆ O * \ (P (n α )). Due to the strict decrease of the set O * \ P (n) down the paths the tree is finite and at a certain pointÔ must be the label of some node.
With Algorithm 5 and Algorithm 4 we present procedures to compute all reductions of an ontology in an optimized way. A call to the procedure computeReductions initiates the computation with a call to the recursive procedure computeAllReductions, which traverses the reduction tree and makes use of Lemma 2 when passing subsets of dispensable axioms down the tree structure. The procedure computeModule computes a module of an ontology based on a signature with the properties according to Definition 2 using techniques from [4] , while the procedure determineUncondDispAxioms in Algorithm 6 identifies part of the unconditionally dispensable axioms according to Lemma 1. In addition to pre-identification of dispensable axioms and module extraction, we can also make use of optimizations for node label reuse and tree pruning that have been devised for hitting set tree algorithms. They are described in [12] and are implemented in the conditions of the if-statements in Algorithm 4, similar to [9] .
Oberservations on Reduction Computation
In order to evaluate the practicability of removing redundancy from ontologies, the above algorithms were implemented using the latest version of the OWL APIto seconds, others take up to minutes, and the last one reveals the computational limits of the approach. The combination of both size and expressivity determine the efficiency of redundancy elimination although the results indicate that the impact of reasoning complexity is considerably higher. Notably, the wine ontology (11) needed longer time to process than ontologies (8) (9) (10) , which have more axioms but are less expressive; e.g. it took more than seven times longer to compute the first wine (11) reduction than the first economy (9) reduction despite the significantly smaller size. Interestingly the Pizza ontology does not need as long although it is also expressed in SHOIN . It is however known that certain configurations of concept descriptions are especially hard for automated reasoning as it is the case in the wine ontology as discussed by [13] .
We investigated the effect of different configurations of optimizations. As expected, the pre-identification of dispensable axioms brings a large performance benefit. The computation time for the first reduction is in general significantly larger than the computation times for successive reductions.
In our current experiments we considered two configurations for module extraction: firstly only an initial module extraction with no further extraction during the hitting set exploration, and secondly the repeated extraction of module throughout the algorithm, and compared these with the computation times when just using hitting-set optimizations. We observed that for small ontologies (1-3) the cost of modularization was higher than the gain. Here the modularization slowered the computation up to factor of two to three. At ontologies (4-9) a break-even seems to be reached for initial modularization while inner modularization is still costly. For the larger and more expressive ontologies we find a gain in modularization, though no clear gain of repeated modularization is visible in the current setting. An introspection of the results showed however that the size of the extracted modules decreased within the first two or three computations and then remained the same or just change very little. For example, in ontology 12 the first three modules have the size 10289, 10133, 9931. As the following extraction steps return modules of constant size 9931 the computation is counterproductive. However, this also indicates a positive effect of repeated modularization for large ontologies but also that a more fine-tuned approach to when to start or stop modularization is desirable.
Conclusion
We have introduced notions around redundancy in OWL ontologies and have identified typical cases where redundancy is introduced in the course of ontology evolution in an unanticipated way. We have provided two methods for eliminating redundancy: one utilising readily available techniques of computing justifications and internalization, and another one based on a hitting-set-tree algorithm further optimized by module extraction. We have shown our optimized methods to be effective and efficient on typical ontologies used in the Semantic Web context, based on a prototypical implementation.
For future work, we plan to investigate the elimination of redundancy in parts of axioms to yield a more fine-grained notion of redundancy, similar to work on laconic justifications in [7] . Moreover, we want to target the comparison and evaluation of different reductions and to provide measures that help a knowledge engineer to decide for one.
