




Author(s)阪井, 節子; 高濱, 徹行










Faculty of Commercial Science, Hiroshima Shudo University
(Tetsuyuki Takahama)












, , (Genetic Algorithm, $\mathrm{G}\mathrm{A}$ ) $[5$ ,
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[9], [10]. Michalewicz
, $\mathrm{G}\mathrm{A}$ (real-coded $\mathrm{G}\mathrm{A}$) $[6,11]$ GENOCOPIII(GEnetic algorithm
for Numerical Optimization of $\mathrm{C}\mathrm{O}\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{c}\acute{\iota}$ Problems) ,
$[12, 10]$ . , $\alpha$ $[13, 14]$ $\alpha$
$(\alpha \mathrm{G}\mathrm{A})$ , GENOCOP 50 [15].
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,
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. ,
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[23] [22] ,
.
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, , , (P) ,
, .
(P) rninirnize $f(x)$ (1)





, $x=(x_{1}, \cdots, x_{n})$ $n$ , $f(x)$ $gj(X)\leq 0$ $q$ ,
$h_{j}(x)=0$ $m-q$ , $f,$ $g_{j},$ $h_{j}$ . $l_{i},$ $u_{i}$




$\alpha$ , , $\mu(x)$ .
$\mu(x)$ , .
$\{$




. , (P) , $g_{i)}hj$
. , $b_{i)}b_{j}(>0)$ .
$\mu_{g_{\tau}}(x)=\{$
1, if $g_{i}(x)\leq 0$





$\min$ $\mu(x)=\mathrm{m}\mathrm{i}.\mathrm{I}1\{\mu_{g;}(x), \mu_{h_{\mathrm{J}}}(x)\}$ (4)
$i_{j}$,
32 $\alpha$ $\Gamma \mathrm{x}$
$(f, \mu)$ , $\alpha$
, $\alpha$ .
$x_{1},$ $x_{2}$ $fi,$ $f_{2}$ , $\mu_{1},$ $\mu_{2}$ , $\leq$
$(f_{i}, \mu_{i})$ $\alpha$ $\leq_{\alpha}(0\leq\alpha\leq 1)$
.
$(f_{1}, \mu_{1})<_{\alpha}(f_{2},\mu_{2})\Leftrightarrow\{$
$f_{1}<f_{2},$ if $\mu_{1},$ $\mu_{2}\geq\alpha$
$f_{1}<f_{2},$ if $\mu_{1}=\mu_{2}$
$\mu_{1}>\mu_{2}$ ,otherwise
$(fi, \mu_{1})\leq_{\alpha}(f_{2}, \mu_{2})\Leftrightarrow\{$ $\mu_{1}>\mu_{2},\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{e}f_{1}\leq f_{2},\mathrm{i}\mathrm{f}\mu_{1}=\mu_{2}f_{1}\leq f_{2},\mathrm{i}\mathrm{f}\mu_{1}\mu_{2}\geq\alpha$ (5)
, $<0,$ $\leq 0$ , $<_{1},$ $\leq_{1}$ .
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33 $\alpha$
$\alpha$ , , $\alpha$
. $\alpha$ $(\mathrm{p}_{\leq_{a}})$ , , $\alpha$
. , minimize\leq \leq .
$(\mathrm{p}_{\leq_{a}})$ minimize$\leq_{0}$ $f(x)$ (6)





( $\mathrm{P}^{\alpha}\rangle$ $(\mathrm{P}\leq_{\alpha})$ , (P) [13].
1 $(P^{1})$ , $(P\leq_{\alpha})$ $(P^{\chi})$ .
2 (P) , $(P\leq_{1})$ , (P) .
3 $\{\alpha_{n}\}$ 1 . $f(x),$ $\mu(x)$ , $(P^{1})$
x $\alpha_{n}$ $(P\leq_{a_{n}})$ $x_{n}\mathrm{A}$ . , $\{\hat{x}_{\mathrm{n}}\}$
$(P^{1})$ .
1, 2 , $\alpha$ ,
. , $\alpha$ ,
. 3 , $\infty$
, $\alpha$ 1 , .





, PSO . , ,
, ( ) . (flock of birds), (school
of fish) (swarm of insects) . , (
$\rangle$
. , ,
, . PSO ,
, .
PSO , , . , $\text{ }-$
, . , PSO GA
. $\mathrm{G}\mathrm{A}$ , PSO /
. , PSO , ,




. , $t$ $x_{i}^{\mathrm{t}}$ , $v_{i}^{t}$ ,
$pbest_{i}$ $x_{i}^{*}$ .




gbest $=$ mjn $pbest_{i}$ , $x_{G}^{*}= \arg\min_{i}f(x_{i}^{*})$ (9)
, $t+1$ , .
$v_{i}^{t+1}=wv_{i}^{t}+c_{1}$ rand $\mathrm{x}(x_{i}^{*}-x_{i}^{t})+c_{\mathit{2}}$ rand $\rangle$( $(x_{G}^{*}-x_{i}^{t})$ (10)
, $w$ (inertia weight), rand $[0, 1]$ . $c_{1}$ “cognitive”, $c_{2}$
‘’social” ,
.
(10) , $|\mathrm{J}$ $t$ $+1$ .
$x_{i}^{t+1}=x_{i}^{t}+v_{i}^{t+1}$ (11)





. , , ,
. , $w$ , .
42 $\alpha$ $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ . $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , PSO $\alpha$
, $\alpha$ .
1. : $x_{i}$ $v_{i}$ ,
$x_{i}^{*}$ $x_{i}$ . , $x_{i}$ , ,
$x_{ik}$ $[l_{k}, u_{k}]$ . $v_{i}$ $v_{ik}$ , $\mathrm{a}\mathrm{x}$ , ,
$[-v_{k}^{\max}, v_{k}^{\max}]$ .
2. : $\alpha$ $G$ .
3. : $T$ , .
4. $\alpha$ : $\alpha=1$ ,
, . $\alpha$
, , ,
$\alpha$ 1 (4.3 ).





$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ $\mathrm{C}$ .
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}()$
for (each agent $\mathrm{i}$ in $P(t)$ ) { $\ldots\ldots$ (5)
$\{$
$v_{i}=u’v_{i}+c_{1}$ rand $(x_{i}^{*}-x_{i})+c_{2}rand(x_{G}^{*}-x_{i})$ ;




$x_{G}^{*}= \arg\min<_{\alpha}f(x),$ $x$ in $P(\mathrm{O})$ ; . . . . . . (2)
$x_{i}^{*}=x_{ii}$
$\mathrm{f}$or $(t=1;t\leq T;t++)$ { . . .. . . . (3)
if $(f(x_{i})<_{\alpha}f(x_{C_{\mathrm{J}}^{t}}^{*}))x_{G}^{*}=x_{i}$ ;
$\alpha=\alpha(t)$ ; . . . . . . (4)
$\}\}\}\}$
$w=w^{0}+(w^{T}-w^{0})t/T$ ;
, $\alpha(t)$ $t$ $\alpha$ . $w$ , $w^{0}$ $w^{T}$ $[20, 21]$ .
43 $\alpha$





, 4, . , $\alpha$
, .
, [15] . , $\alpha(0)$
, $T$ 1 $t$ 2
.
$\alpha(0)=\frac{1}{2}(\max\mu(x_{i})x_{\dot{2}}+\frac{1}{N}\sum_{i=1}^{N}\mu(x_{i}))$ , $\alpha(t)=\{$
1–(1-\mbox{\boldmath $\alpha$}(0)) $(1- \frac{2t}{T})^{2}$ , $0<t< \frac{T}{2}$ ,




, $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , GENOCOP 50
$\alpha \mathrm{G}\mathrm{A}$ ,
5.1
1 Michalewicz 5 $G_{1}\sim G_{5}[10]$ , 1
$S_{1}[4]$ ( [15] ). $G_{1}$ , $G_{2}$ , $G_{4}$
, $S_{1}$ .
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , . $\alpha$ ,
$\min$ , $b_{i}=b_{j}=10000$ . $G_{4}$
(12) $\alpha$ , $\alpha=1$ . PSO $\mathrm{V}^{\mathrm{a}}$
, $N=70$ , $v_{k}^{\max}=u_{k}-l_{k}$ ,
$w^{0}=1$ , $w^{T}=0.2$ , $c_{1}=c_{2}=2$ . $T=5000$
, 100 . , GENECOP50 $\alpha \mathrm{G}\mathrm{A}$ [15]
. PSO , .
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1:
$G_{1}(x)=5 \sum_{\dot{\mathrm{z}}=1}^{4}x_{i}-5\sum_{\dot{e}=1}^{4}x_{i}^{2}-\sum_{i=5}^{13}x_{i}$ , $G_{4}(x)=\mathrm{e}^{x_{1}x_{2}x_{3^{x_{4}x_{5}}}}$ ,
subject to subject to
$2(x_{1}+x_{2})$ $X10$ $X11\leq 10$ , $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}=10$ ,
2 $(x_{1}+X\mathrm{s})$ $x_{10}$ $x_{12}\leq 10$ , $x_{2}x_{3}-5x_{4}x\mathrm{s}=0,$ $x_{1}^{3}+x_{2}^{3}=-1$ ,
2 $(x_{2}$. $+x_{3})$ $x_{11}+X1’\ell\leq 10$ , $-2.3\leq x_{i}\leq 2.3,$ $\mathrm{i}=1,2,$ $-3.2\leq x_{i}\leq 3.2i$} $=3,4,5$ .
$-8x_{1}+x10\leq 0,$ $-8x2+x_{11}\leq 0$ ,
$-8x_{3}+x_{12}\leq 0,$ $-2x_{4}-x_{5}+x_{10}\leq 0$ , $G_{5}(x)=x_{1}^{2}+x_{2}^{2}+x_{1}x_{2}-14x_{1}-16x_{2}+(x_{3}-10\rangle^{2}$
$-2x\epsilon-x_{7}+x_{11}\leq 0,$ $-2x_{8}-x_{9}+x_{12}\leq 0$ , $+4(x_{4}-5)^{2}+(x_{6}-3)^{2}+2(x_{6}-1)^{2}+5x_{7}^{2}$
$0\leq i\epsilon_{t}\leq 1,$ $i=1,$ $\ldots,$ $9$ , $+7(x_{8}-11)^{2}+2(x_{9}-10)^{2}+(x_{10}-7)^{2}+45$





subject to $8x_{1}-2x_{2}-\mathrm{S}x_{9}+2x_{10}+12\geq 0$,
1–00025 $(x_{4}+xe)\geq 0$ , $-3(x_{1}-2)^{2}-4(x_{2}-3)^{2}-2x_{3}^{2}+7x_{4}+120\geq 0$,
$1-0.0025(xs+X7-x_{4})\geq 0$ , $-5x_{1}^{2}-8x_{2}-(x_{3}-6\rangle^{2}+2x_{4}+40\geq 0$ ,
1-0.01 $(x_{8}-xs)\geq 0$ , $-x_{1}^{2}-2(x2-2)^{2}+2x_{1}x_{2}-14x6+6X\{\mathrm{i}\geq 0$ ,
$x_{1}x_{6}-833.33252x_{4}$ – lOOxr +83333333 $\geq 0$ , -0 $5(x_{1}-8)^{2}-2(x_{2}-4)^{2}$ – $3x_{5}^{2}+x_{6}+30\geq 0$ ,
$x_{2}x\tau-1250x\epsilon-x_{2}x_{4}+1250x_{4}\geq 0$, $3x_{1}-6x_{2}-12(x_{9}-8)^{2}+7x_{10}\geq 0$,
$x_{3}x_{8}-1250000-x_{3}x_{5}+2500x_{5}\geq 0$ , $-10\leq x_{i}\leq 10,$ $i=1_{:}\ldots,$ $10$ .
$100\leq x_{1}\leq 10000,1000\leq x_{i}\leq 10000,$ $\mathrm{i}=2,3_{\}}$







$127-2x_{1}^{2}-3x_{2}^{4}-x_{3}-4x_{4}^{2}-5x_{5}\geq 0$ , $-2x_{6}x_{6}x\epsilon+120\geq 0$ ,
$282-7x1-3x_{2}-10x_{3}^{2}-x_{4}+x\epsilon\geq 0$ , $-5x_{1}^{2}-8x_{2}-(x\mathrm{a}-6)^{2}+2x_{4}+40\geq 0$ ,
$196-23x1-x_{2}^{2}-6x_{6}^{2}+8x_{7}\geq 0$ , $-x_{1}^{2}-2(x_{2}-2)^{2}+2x_{1}x_{2}-14x\epsilon-6x_{5}x_{6}\geq 0$ ,
$-4x_{1}^{2}-x_{2}^{2}+3x_{1}x_{2}-2x_{3}^{2}-5x_{8}+11x7\geq 0$, $-0.5(x_{1}-8)^{2}-2(x_{2}-4)^{2}-3x_{5}^{2}+x_{5}x_{8}+30\geq 0$ ,
$-10\leq x_{\tau}\leq 10,$ $\mathrm{i}=1,$
$\ldots)$








$G_{1}\sim G_{5}$ 2 . , best, average, worst, $\sigma$ 100
( ) , , , , CPU
UltraSPARCIII(750MHz) 1 . $\#\mathrm{g}\mathrm{e}\mathrm{n}$ , #func, #const
, ( ),
, . $G_{4}$ ,
const-err 4
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , , , , GENOCOP 50
. , $G_{2},$ $G_{3},$ $G_{4},$ $S_{1}$ , $S_{1}$ , , , ,
$\alpha \mathrm{G}\mathrm{A}$ . $G_{4}$ , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ 005
, $\alpha \mathrm{G}\mathrm{A}$ . $G_{1}$ , $\alpha \mathrm{G}\mathrm{A}$
, $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ . $G_{5}$ , $\alpha \mathrm{G}\mathrm{A}$ ,
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , , $\alpha \mathrm{G}\mathrm{A}$ 243
. , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ GENOCOP 50 , $\alpha \mathrm{G}\mathrm{A}$
. , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ ,
.
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, , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
. $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , $\alpha \mathrm{G}\mathrm{A}$ 3\sim 4 , GENOCOP 50 10 .
, $\alpha \mathrm{G}\mathrm{A}$ 8\sim 60% GENOCOP 50 4\sim 30% , $\alpha \mathrm{G}\mathrm{A}$ 11
\sim 18% GENOCOP 50 1\sim 4% . $\alpha \mathrm{G}\mathrm{A}$
, ,
, . $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ ,
, $\alpha$ $\alpha$
, . $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
, ,
. , $\alpha \mathrm{G}\mathrm{A}$
, , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ .





$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ v\
. ,
GENOCOP 50 $\alpha$GA , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
. , PSO ,
$\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
.
, $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ . } $\mathrm{f}$ ,
$N$ $w$ , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ $\alpha$ $\mathrm{A}\backslash$ .
240
, $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$ , $\alpha \mathrm{P}\mathrm{S}\mathrm{O}$
.
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