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BIADJOINTNESS IN CYCLIC KHOVANOV-LAUDA-ROUQUIER
ALGEBRAS
MASAKI KASHIWARA
Abstract. In this paper, we prove that a pair of functors EΛ
i
and FΛ
i
appearing
in the categorification of irreducible highest weight modules of quantum groups via
cyclotomic Khovanov-Lauda-Rouquier algebras is a biadjoint pair.
1. Introduction
Lascoux-Leclerc-Thibon ([13]) conjectured that the irreducible representations of
Hecke algebras of type A are controlled by the upper global basis ([8, 9]) (or dual
canonical basis ([16]) of the basic representation of the affine quantum group Uq(A
(1)
ℓ ).
Then Ariki ([1]) proved this conjecture by generalizing it to cyclotomic affine Hecke
algebras. The crucial ingredient there was the fact that the cyclotomic affine Hecke
algebras categorify the irreducible highest weight representations of U(A
(1)
ℓ ). Because
of the lack of grading on the cyclotomic affine Hecke algebras, these algebras do not
categorify the representation of the quantum group.
Then Khovanov-Lauda and Rouquier introduced independently a new family of
graded algebras, a generalization of affine Hecke algebras of type A, in order to cat-
egorify arbitrary quantum groups ([10, 11, 17]). These algebras are called Khovanov-
Lauda-Rouquier algebras or quiver Hecke algebras.
Let Uq(g) be the quantum group associated with a symmetrizable Cartan datum
and let {R(β)}β∈Q+ be the corresponding Khovanov-Lauda-Rouquier algebras. Then
it was shown in [10, 11] that there exists an algebra isomorphism
U−
A
(g) ≃
⊕
β∈Q+
K
(
Proj(R(β))
)
,
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where U−
A
(g) is the integral form of the half U−q (g) of Uq(g) with A = Z[q, q
−1], and
K
(
Proj(R(β))
)
is the Grothendieck group of finitely generated projective graded R(β)-
modules. Moreover, when the generalized Cartan matrix is a symmetric matrix, Varag-
nolo and Vasserot proved that lower global basis introduced by the author or Lusztig’s
canonical basis corresponds to the isomorphism classes of indecomposable projective
R-modules under this isomorphism ([18]).
For each dominant integral weight Λ ∈ P+, the algebra R(β) has a special quo-
tient RΛ(β) which is called the cyclotomic Khovanov-Lauda-Rouquier algebra. In [10],
Khovanov and Lauda conjectured that
⊕
β∈Q+ K
(
Proj(RΛ(β))
)
has a UA(g)-module
structure and that there exists a UA(g)-module isomorphism
VA(Λ) ≃
⊕
β∈Q+
K
(
Proj(RΛ(β))
)
,
where VA(Λ) denotes the UA(g)-module with highest weight Λ. After partial results of
Brundan and Stroppel ([4]), Brundan and Kleshchev ([2, 3]) and Lauda and Vazirani
([15]), the conjecture was proved by Seok-Jin Kang and the author for all symmetrizable
Kac-Moody algebras ([7]).
For each i ∈ I, let us consider the restriction functor and the induction functor:
EΛi : Mod(R
Λ(β + αi)) −→ Mod(R
Λ(β)),
FΛi : Mod(R
Λ(β)) −→ Mod(RΛ(β + αi))
defined by
EΛi (N) = e(β, i)N = e(β, i)R
Λ(β + αi)⊗RΛ(β+αi) N,
FΛi (M) = R
Λ(β + αi)e(β, i)⊗RΛ(β) M,
where M ∈ Mod(RΛ(β)), N ∈ Mod(RΛ(β + αi)). Then these functors categorify the
root operators ei and fi in the quantum groups.
It is obvious that EΛi is a right adjoint functor of F
Λ
i .
Khovanov-Lauda ([10, 11, 12, 14]) and Rouquier ([17]) conjectured that EΛi and F
Λ
i
are biadjoint to each other. Namely EΛi is also a left adjoint of F
Λ
i . Furthermore they
gave a candidate of this adjunction explicitly from the first adjunction. In this paper we
prove that this candidate gives indeed adjunction for all cyclotomic Khovanov-Lauda-
Rouquier algebras.
In order to prove this we use a similar method employed in [7]. Namely we use the
module e(β, i2)R(β+2αi)e(β+αi, i)⊗R(β+αi)R
Λ(β+αi) in order to study e(β, i
2)RΛ(β+
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2αi)e(β + αi, i). We fully use the fact that this module is a free right module over the
ring k[xn+2] (Lemma 5.3).
We mention that [5] and [19] are related to our results.
This paper is organized as follows. In Section 2, we recall the notions of Khovanov-
Lauda-Rouquier algebras. In Section 3, we recall the definition of cyclotomic Khovanov-
Lauda-Rouquier algebras and the results in [7], and then state our main result (Theo-
rem 3.5). In Section 4, we interpret it in terms of the algebras ((4.1), (4.2) and (4.3)),
and we gave their proof in Section 5.
Acknowledgements. We would like to thank Aaron Lauda by explaining his results
with M. Khovanov, and also his recent paper [5] with S. Cautis.
2. The Khovanov-Lauda-Rouquier algebra
2.1. Cartan data. Let I be a finite index set. An integral square matrix A = (aij)i,j∈I
is called a symmetrizable generalized Cartan matrix if it satisfies (i) aii = 2 (i ∈ I),
(ii) aij ≤ 0 (i 6= j), (iii) aij = 0 if aji = 0 (i, j ∈ I), (iv) there is a diagonal matrix
D = diag(di ∈ Z>0 | i ∈ I) such that DA is symmetric.
A Cartan datum (A, P,Π, P ∨,Π∨) consists of
(1) a symmetrizable generalized Cartan matrix A,
(2) a free abelian group P of finite rank, called the weight lattice,
(3) P ∨ := Hom(P,Z), called the co-weight lattice,
(4) Π = {αi | i ∈ I} ⊂ P , called the set of simple roots,
(5) Π∨ = {hi | i ∈ I} ⊂ P
∨, called the set of simple coroots,
satisfying the condition: 〈hi, αj〉 = aij for all i, j ∈ I.
We denote by
P+ := {λ ∈ P | 〈hi, λ〉 ∈ Z≥0 for all i ∈ I}
the set of dominant integral weights. The free abelian group Q :=
⊕
i∈I
Zαi is called the
root lattice. Set Q+ =
∑
i∈I Z≥0αi. For α =
∑
kiαi ∈ Q
+, we define the height ht(α)
of α to be ht(α) =
∑
ki. Let h = Q ⊗Z P
∨. Since A is symmetrizable, there is a
symmetric bilinear form ( | ) on h∗ satisfying
(αi|αj) = diaij (i, j ∈ I) and 〈hi, λ〉 =
2(αi|λ)
(αi|αi)
for any λ ∈ h∗ and i ∈ I.
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2.2. Definition of Khovanov-Lauda-Rouquier algebra. Let (A, P,Π, P ∨,Π∨) be
a Cartan datum. In this section, we recall the construction of Khovanov-Lauda-
Rouquier algebra associated with (A, P,Π, P ∨,Π∨) and its properties. We take as
a base ring a graded commutative ring k =
⊕
n∈Z kn such that kn = 0 for any n < 0.
Let us take a matrix (Qij)i,j∈I in k[u, v] such that Qij(u, v) = Qji(v, u) and Qij(u, v)
has the form
(2.1) Qij(u, v) =


0 if i = j,∑
p,q≥0
ti,j;p,qu
pvq if i 6= j,
where ti,j;p,q ∈ k−2(αi|αj)−(αi|αi)p−(αj |αj)q and ti,j := ti,j;−aij ,0 ∈ k
×
0 . In particular, we have
ti,j;p,q = 0 if (αi|αi)p+ (αj |αj)q > −2(αi|αj). Note that ti,j;p,q = tj,i;q,p.
We denote by Sn = 〈s1, . . . , sn−1〉 the symmetric group on n letters, where si =
(i, i+ 1) is the transposition. Then Sn acts on I
n.
Definition 2.1 ([10, 17]). The Khovanov-Lauda-Rouquier algebra R(n) of degree n
associated with a Cartan datum (A, P,Π, P ∨,Π∨) and (Qij)i,j∈I is the associative alge-
bra over k generated by e(ν) (ν ∈ In), xk (1 ≤ k ≤ n), τl (1 ≤ l ≤ n − 1) satisfying
the following defining relations:
(2.2)
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈In
e(ν) = 1,
xkxl = xlxk, xke(ν) = e(ν)xk,
τle(ν) = e(sl(ν))τl, τkτl = τlτk if |k − l| > 1,
τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxl − xsk(l)τk)e(ν) =


−e(ν) if l = k, νk = νk+1,
e(ν) if l = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=


Qνk,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
Note that R(n) has an anti-involution ψ that fixes the generators xk, τl and e(ν).
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The Z-grading on R(n) is given by
(2.3) deg e(ν) = 0, deg xke(ν) = (ανk |ανk), deg τle(ν) = −(ανl|ανl+1).
For a, b, c ∈ {1, . . . , n}, we define the elements of R(n) by
(2.4)
ea,b =
∑
ν∈In, νa=νb
e(ν),
Qa,b =
∑
ν∈In
Qνa, νb(xa, xb)e(ν),
Qa,b,c =
∑
ν∈In, νa=νc
Qνa,νb(xa, xb)−Qνa,νb(xc, xb)
xa − xc
e(ν) if a 6= c.
Then we have
(2.5)
Qa,b = Qb,a, τ
2
a = Qa,a+1,
τa+1τaτa+1 = τaτa+1τa +Qa,a+1,a+2.
We define the operators ∂a,b on
⊕
ν∈In
k[x1, . . . , xn]e(ν). by
(2.6) ∂a,bf =
sa,bf − f
xa − xb
ea,b, ∂a = ∂a,a+1,
where sa,b = (a, b) is the transposition.
Thus we obtain
(2.7)
τaeb,c = esa(b),sa(c)τa,
τaf − (saf)τa = fτa − τa(saf) = (∂af)ea,a+1.
For n ∈ Z≥0 and β ∈ Q
+ such that ht(β) = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β} .
We define
e(β) =
∑
ν∈Iβ e(ν),
R(β) = R(n)e(β) =
⊕
ν∈Iβ
R(n)e(ν).
(2.8)
The algebra R(β) is called the Khovanov-Lauda-Rouquier algebra at β.
For ℓ ≥ 0, we set
e(β, iℓ) =
∑
ν e(ν) ∈ R(β + ℓαi)
where ν ranges over the set of ν ∈ Iβ+ℓαi such that
νk = i for n+ 1 ≤ k ≤ n + ℓ.
(2.9)
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We sometimes regardR(β) as a k-subalgebra of the k-algebra e(β, iℓ)R(β+ℓαi)e(β, i
ℓ).
Theorem 2.2. Let β ∈ Q+ with ht(β) = n and i ∈ I. Then there exists a natural
isomorphism
R(β)e(β − αi, i)⊗R(β−αi) kτn⊗ e(β − αi, i)R(β)
⊕
k[xn+1]⊗ R(β)
∼−→ e(β, i)R(β + αi)e(β, i).
(2.10)
Here R(β)e(β−αi, i)⊗R(β−αi) kτn⊗ e(β−αi, i)R(β) −→ e(β, i)R(β+αi)e(β, i) is given
by a⊗ τn⊗ b 7→ aτnb.
Here, τn in kτn is a symbolical basis of a free k-module of rank one. We sometimes
use such notations in order to make morphisms more explicit.
Note that if β−αi 6∈ Q
+ then R(β)e(β−αi, i)⊗R(β−αi)kτn⊗ e(β−αi, i)R(β) should
be understood to be zero.
3. The cyclotomic Khovanov-Lauda-Rouquier algebras
3.1. Definition of cyclotomic Khovanov-Lauda-Rouquier algebras. Let Λ ∈
P+ be a dominant integral weight. For each i ∈ I, we shall choose a monic polynomial
of degree 〈hi,Λ〉
aΛi (u) =
〈hi,Λ〉∑
k=0
ci;ku
〈hi,Λ〉−k(3.1)
with ci;k ∈ kk(αi|αi) and ci;0 = 1.
For k (1 ≤ k ≤ n) and β ∈ Q+ with ht(β) = n, we set
(3.2) aΛ(xk) =
∑
ν∈Iβ
aΛνk(xk)e(ν) ∈ R(β).
Hence aΛ(xk)e(ν) is a homogeneous element of R(β) with degree 2(ανk|Λ).
Definition 3.1. For β ∈ Q+ the cyclotomic Khovanov-Lauda-Rouquier algebra RΛ(β)
at β is defined to be the quotient algebra
RΛ(β) =
R(β)
R(β)aΛ(x1)R(β)
.
In this paper we forget the grading, and we denote by Mod(RΛ(β)) the abelian
category of RΛ(β)-modules.
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For each i ∈ I, we define the functors
E
Λ
i : Mod(R
Λ(β + αi)) −→ Mod(R
Λ(β)),
F
Λ
i : Mod(R
Λ(β)) −→ Mod(RΛ(β + αi))
by
(3.3)
E
Λ
i (N) = e(β, i)N ≃ e(β, i)R
Λ(β + αi)⊗RΛ(β+αi) N
≃ HomRΛ(β+αi)(R
Λ(β + αi)e(β, i), N),
F
Λ
i (M) = R
Λ(β + αi)e(β, i)⊗RΛ(β) M,
where M ∈ Mod(RΛ(β)) and N ∈ Mod(RΛ(β + αi)).
Then the following result is proved in [7].
Theorem 3.2 ([7]). The module RΛ(β +αi)e(β, i) is a projective right R
Λ(β)-module.
Similarly, e(β, i)RΛ(β + αi) is a projective left R
Λ(β)-module.
Corollary 3.3.
(i) The functor EΛi sends finitely generated projective modules to finitely generated
projective modules.
(ii) The functor FΛi is exact.
3.2. The pair (FΛi ,E
Λ
i ) has a canonical adjunction : the unit η : id −−→ E
Λ
i F
Λ
i and the
counit ε : FΛi E
Λ
i −−→ id.
For β ∈ Q+ with ht(β) = n, the functors
Mod(RΛ(β))
F
Λ
i //
Mod(RΛ(β + αi))
E
Λ
i
oo
are represented by the kernel bimodules RΛ(β + αi)e(β, i) and e(β, i)R
λ(β + αi) as in
(3.3). In the sequel, we denote by 1β the identity functor of the category Mod(R
Λ(β)),
and we denote by 1βE
Λ
i = E
Λ
i 1β+αi the restriction functor E
Λ
i : Mod(R
Λ(β + αi)) −→
Mod(RΛ(β)). Similarly, FΛi 1β = 1β+αiF
Λ
i denotes the induction functor F
Λ
i : Mod(R
Λ(β)) −→
Mod(RΛ(β + αi)).
Let us denote by x the endomorphism of 1βE
Λ
i represented by the left multiplication
of xn+1 on e(β, i)R
Λ(β + αi) and by τ the endomorphism of 1βE
Λ
i E
Λ
i : Mod(R
Λ(β +
2αi)) −→ Mod(R
Λ(β)) represented by the left multiplication of τn+1 on e(β, i)R
Λ(β +
αi)⊗RΛ(β+αi)e(β+αi, i)R
Λ(β+2αi) ≃ e(β, i
2)RΛ(β+2αi). Similarly the endomorphism
x of FΛi 1β is represented by the right multiplications of xn+1 on R
Λ(β + αi)e(β, i) and
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the endomorphism τ of FΛi F
Λ
i 1β : Mod(R
Λ(β)) −→ Mod(RΛ(β +2αi)) is represented by
the right multiplication of τn+1 on R
Λ(β+2αi)e(β+αi, i)⊗RΛ(β+αi)R
Λ(β+αi)e(β, i) ≃
RΛ(β + 2αi)e(β, i
2). Then x ∈ End(FΛi 1β) and x ∈ End(1βE
Λ
i ) are dual to each other
and τ ∈ End(FΛi F
Λ
i 1β) and τ ∈ End(1βE
Λ
i E
Λ
i ) are dual to each other.
By the adjunction, τ ∈ End(EΛi E
Λ
i ) induces a morphism
σ : FΛi E
Λ
i 1β −−→ E
Λ
i F
Λ
i 1β.(3.4)
It is represented by the morphism
RΛ(β)e(β − αi, i)⊗RΛ(β−αi) e(β − αi, i)R
Λ(β) −→ e(β, i)RΛ(β + αi)e(β, i)
given by x⊗ y −−→ xτny.
The following theorem was formulated as one of the axioms for the categorification
of representations of quantum groups ([6, 12, 14, 17]), and proved in [7] for an arbitrary
Khovanov-Lauda-Rouquier algebra.
Theorem 3.4 ([7]). Set λ := Λ− β and λi := 〈hi, λ〉.
(a) Assume λi := 〈hi, λ〉 ≥ 0. The the morphism of endofunctors on Mod(R
Λ(β))
ρ : FΛi E
Λ
i 1β ⊕
λi−1⊕
k=0
kxk ⊗ 1β −−→ E
Λ
i F
Λ
i 1β
is an isomorphism. Here FΛi E
Λ
i 1β −→ E
Λ
i F
Λ
i 1β is given by σ, and kx
k⊗1β −→ F
Λ
i E
Λ
i 1β
is given by (xkFΛi ) ◦ η = (E
Λ
i x
k) ◦ η : 1β −→ E
Λ
i F
Λ
i 1β.
(b) Assume that λi ≤ 0. Then the morphism
ρ : FΛi E
Λ
i 1β −−→ E
Λ
i F
Λ
i 1β ⊕
−λi−1⊕
k=0
k(x−1)k ⊗ 1β
is an isomorphisms. Here FΛi E
Λ
i 1β −→ E
Λ
i F
Λ
i 1β is given by σ, and F
Λ
i E
Λ
i 1β −→
k(x−1)k ⊗ 1β is given by ε ◦ (x
k
E
Λ
i ) = ε ◦ (F
Λ
i x
k) : FΛi E
Λ
i 1β −→ 1β.
In the theorem, xk in kxk and (x−1)k in k(x−1)k are a symbolical basis of a free
k-module.
Now let us define the morphism η̂ : 1β −→ F
Λ
i E
Λ
i 1β as follows.
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(i) If λi := 〈hi, λ〉 ≥ 0, then η̂ is given by the commutativity of
F
Λ
i E
Λ
i 1β F
Λ
i E
Λ
i 1β ⊕
λi−1⊕
k=0
kxk ⊗ 1β
projection
oo
≀ ρ

1β
xλiF◦η
//
−η̂
OO
E
Λ
i F
Λ
i .
Here the top horizontal arrow is the projection. The minus sign in front of η̂
should be noted.
(ii) If λi < 0, then η̂ is defined as the composition
1β
η̂
//
≀

F
Λ
i E
Λ
i 1β
≀ ρ

k(x−1)−λi−1 ⊗ 1β

 // EΛi F
Λ
i 1β ⊕
−λi−1⊕
k=0
k(x−1)k ⊗ 1β .
Here the bottom horizontal arrow is the canonical inclusion and the left vertical
arrow is derived from k ∼−→k(x−1)−λi−1 ( 1 7→ (x−1)−λi−1).
The morphism ε̂ : EΛi F
Λ
i 1β −→ 1β is defined as follows.
(i) If λi > 0, then ε̂ is defined as the composition
F
Λ
i E
Λ
i 1β ⊕
λi−1⊕
k=0
kxk ⊗ 1β
projection
//
≀ ρ

kxλi−1 ⊗ 1β
≀

E
Λ
i F
Λ
i 1β
ε̂ // 1β.
Here the top horizontal arrow is the canonical projection and the right vertical
arrow is induced by xλi−1 7→ 1.
(ii) If λi ≤ 0, then ε̂ is defined as the composition
1β FΛi E
Λ
i 1β
≀ ρ

ε◦(x−λiEΛi )oo
E
Λ
i F
Λ
i
ε̂
OO

 // EΛi F
Λ
i 1β ⊕
−λi−1⊕
k=0
k(x−1)k ⊗ 1β.
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Here the bottom horizontal arrow is the canonical inclusion.
Now our main result can be stated as follows.
Theorem 3.5. The pair (EΛi , F
Λ
i ) is an adjoint pair with (η̂, ε̂) as adjunction. Namely
the compositions EΛi
E
Λ
i η̂−−−→ EΛi F
Λ
i E
Λ
i
ε̂ EΛi−−−→ EΛi and F
Λ
i
η̂ FΛi−−−→ FΛi E
Λ
i F
Λ
i
F
Λ
i ε̂−−−→ FΛi are equal
to the identities.
We shall prove this theorem in the rest of the paper.
4. Proof of Theorem 3.5
4.1. We shall first prove that the composition 1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i F
Λ
i E
Λ
i
ε̂ EΛi−−−→ 1βE
Λ
i is
equal to the identity. Here β ∈ Q+ with ht(β) = n and we set λ:=Λ−β and λi :=〈hi, λ〉.
4.1.1. λi ≥ 2 Case. We shall first assume that λi ≥ 2. Then the composition
1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i F
Λ
i E
Λ
i
ε̂ EΛi−−−→ 1βE
Λ
i can be described by the kernel bimodules as follows.
The morphism 1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i (F
Λ
i E
Λ
i 1β+αi) is given by the
(
RΛ(β), RΛ(β + αi)
)
-
bilinear homomorphism:
e(β, i)RΛ(β + αi)
−x
λi−2
n+2

e(β, i2)RΛ(β + 2αi)e(β + αi, i)
e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
kτn+1⊗ e(β, i)R
Λ(β + αi)
⊕
k=λi−3⊕
k=0
kxkn+2 ⊗ e(β, i)R
Λ(β + αi)
ρ ≀
OO
projection

e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
kτn+1⊗ e(β, i)R
Λ(β + αi).
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The morphism (1βE
Λ
i F
Λ
i )E
Λ
i
ε̂ EΛi−−−→ 1βE
Λ
i is given by the
(
RΛ(β), RΛ(β +αi)
)
-bilinear
homomorphism:
e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
kτn+1⊗ e(β, i)R
Λ(β + αi)
(
RΛ(β)e(β − αi, i) ⊗
RΛ(β−αi)
kτn⊗ e(β − αi, i)R
Λ(β)
⊕
λi−1⊕
k=0
kxkn+1 ⊗ R
Λ(β)
)
⊗RΛ(β) kτn+1⊗ e(β, i)R
Λ(β + αi)
ρ ≀
OO
projection

kxλi−1n+1 ⊗kτn+1⊗ e(β, i)R
Λ(β + αi)
≀

e(β, i)RΛ(β + αi).
Hence in order to see that the composition is the identity, it is enough to show the
inclusion
xλi−2n+2 e(β, i
2) + xλi−1n+1 τn+1e(β, i
2)
∈ RΛ(β)τnτn+1e(β − αi, i
3)RΛ(β + αi)
+
∑λi−2
k=0 x
k
n+1τn+1e(β, i
2)RΛ(β + αi)
+
∑λi−3
k=0 x
k
n+2e(β, i
2)RΛ(β + αi)
(4.1)
as an element of e(β, i2)RΛ(β + 2αi)e(β + αi, i).
This inclusion is proved in § 5.
4.1.2. Now let us treat the case λi = 1.
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The morphism 1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i (F
Λ
i E
Λ
i 1β+αi) is given by
e(β, i)RΛ(β + αi)
inclusion

e(β, i2)RΛ(β + 2αi)e(β + αi, i)⊕ e(β, i)R
Λ(β + αi)
e(β, i)RΛ(β + αi)e(β, i)⊗RΛ(β) e(β, i)R
Λ(β + αi) ∋ u.
≀ ρ=Σ⊕E˜
OO
(See below for Σ and E˜.)
The morphism (1βE
Λ
i F
Λ
i )E
Λ
i
ε̂ EΛi−−−→ 1βE
Λ
i is given by
e(β, i)RΛ(β + αi)e(β, i)⊗RΛ(β) e(β, i)R
Λ(β + αi) ∋ u
(
RΛ(β)e(β − αi, i) ⊗
RΛ(β−αi)
e(β − αi, i)R
Λ(β)⊕RΛ(β)
)
⊗RΛ(β) e(β, i)R
Λ(β + αi)
ρ≀
OO
projection

e(β, i)RΛ(β + αi).
Hence in order to see that the composition is the identity, it is enough to show the
following existence :
There exists u ∈ e(β, i)RΛ(β+αi)e(β, i)⊗RΛ(β) e(β, i)R
Λ(β+αi) such that
(a) Σ(u) = 0,
(b) E˜(u) = e(β, i),
(c) u− e(β, i)⊗ e(β, i) ∈
(
RΛ(β)e(β − αi, i
2)τne(β − αi, i
2)RΛ(β)
)
⊗RΛ(β) e(β, i)R
Λ(β + αi).
(4.2)
Here
Σ : e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β + αi)
−−→ e(β, i2)RΛ(β + 2αi)e(β + αi, i)
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is given by Σ(a⊗ b) = aτn+1b, and
E˜ : e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β + αi) −→ e(β, i)R
Λ(β + αi)
is given by E˜(a⊗ b) = ab.
The proof of (4.2) will be given in § 5.
4.1.3. Now we assume that λi ≤ 0. Then the composition 1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i F
Λ
i E
Λ
i
ε̂ EΛi−−−→
1βE
Λ
i can be described by the kernel bimodules as follows.
The morphism 1βE
Λ
i
E
Λ
i η̂−−−→ 1βE
Λ
i (F
Λ
i E
Λ
i 1β+αi) is given by
e(β, i)RΛ(β + αi)
≀

k(x−1n+1)
1−λi ⊗ e(β, i)RΛ(β + αi)
inclusion

e(β, i2)RΛ(β+2αi)e(β+αi, i)⊕
1−λi⊕
k=0
k(x−1n+1)
k⊗e(β, i)RΛ(β+αi)
e(β, i)RΛ(β + αi)e(β, i)⊗RΛ(β) e(β, i)R
Λ(β + αi).
ρ=f⊕⊕kH
′
k ≀
OO
The morphism (1βE
Λ
i F
Λ
i )E
Λ
i
ε̂ EΛi−−−→ 1βE
Λ
i is given by
e(β, i)RΛ(β + αi)e(β, i)⊗RΛ(β) e(β, i)R
Λ(β + αi)
inclusion

e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β + αi)
⊕
−λi−1⊕
k=0
k(x−1n )
k ⊗ e(β, i)RΛ(β + αi)
RΛ(β)e(β − αi, i)⊗RΛ(β−αi) e(β − αi, i
2)RΛ(β + αi) ∋ v
ρ=g⊕⊕
k
Tk ≀
OO
T−λi

e(β, i)RΛ(β + αi).
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Hence in order to see that the composition is the identity, it is enough to show the
following:

There exists v ∈ RΛ(β)e(β − αi)⊗RΛ(β−αi) e(β, i)R
Λ(β + αi) such that
we have
(a) Tk(v) = 0 for 0 ≤ k ≤ −λi − 1
(b) T−λi(v) = e(β, i),
(c) G(v) = 0,
(d) Hk(v) = 0 for 0 ≤ k ≤ −λi,
(e) H1−λi(v) = e(β, i).
(4.3)
Here the homomorphism
f : e(β, i)RΛ(β + αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β + αi) −→ e(β, i
2)RΛ(β + 2αi)e(β + αi, i)
is given by f(a⊗ b) = aτn+1b,
H ′k : e(β, i)R
Λ(β + αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β + αi)
−−→ k(x−1n+1)
k ⊗ e(β, i)RΛ(β + αi) ≃ e(β, i)R
Λ(β + αi)
is given by H ′k(a⊗ b) = ax
k
n+1b,
g : RΛ(β)e(β−αi) ⊗
RΛ(β−αi)
e(β, i)RΛ(β+αi) −→ e(β, i)R
Λ(β+αi)e(β, i) ⊗
RΛ(β)
e(β, i)RΛ(β+αi)
is given by g(a⊗ b) = aτn⊗ b,
Tk : R
Λ(β)e(β − αi) ⊗
RΛ(β−αi)
e(β, i)RΛ(β + αi) −→ e(β, i)R
Λ(β + αi)
is given by Tk(a⊗ b) = ax
k
nb,
G = f ◦ g : RΛ(β)e(β − αi) ⊗
RΛ(β−αi)
e(β, i)RΛ(β + αi) −→ e(β, i
2)RΛ(β + 2αi)e(β + αi, i)
is given by G(a⊗ b) = aτnτn+1b, and
Hk = H
′
k ◦ g : R
Λ(β)e(β − αi) ⊗
RΛ(β−αi)
e(β, i)RΛ(β + αi) −→ e(β, i)R
Λ(β + αi)
is given by Hk(a⊗ b) = aτnx
k
n+1b.
The statement (4.3) is proved in § 5.
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4.2. Let us show that the composition FΛi
η̂ FΛi−−−→ FΛi E
Λ
i F
Λ
i
F
Λ
i ε̂−−−→ FΛi is equal to the
identity by reducing it to the corresponding statement for EΛi
E
Λ
i η̂−−−→ EΛi F
Λ
i E
Λ
i
ε̂ EΛi−−−→ EΛi .
Let us recall that ψ is the anti-involution of RΛ(β) sending the generators e(ν), xk,
τk to themselves. For an R
Λ(β)-module M , we denote by Mψ the RΛ(β)opp-module
induced by ψ from M , where RΛ(β)opp is the opposite ring of RΛ(β). We define the
bifunctor
Ψβ : Mod(R
Λ(β))×Mod(RΛ(β)) −−→ Mod(k)
by
Ψβ(M,N) :=M
ψ ⊗
RΛ(β)
N.
We have a functorial isomorphism
Ψβ(M,N) ≃ Ψβ(N,M) in M,N ∈ Mod(R
Λ(β)).
For two k-linear categories C and C ′, let us denote by Fctk(C ,C
′) be the category
of k-linear functors from C to C ′. Then Ψβ induces a functor
Hβ : Mod(R
Λ(β)) −−→ Fctk
(
Mod(RΛ(β)),Mod(k)
)
by assigning to M ∈ Mod(RΛ(β)) the functor N 7→ Ψβ(M,N). The following lemma
similar to Yoneda lemma is easily proved, and its proof is omitted.
Lemma 4.1. The functor Hβ is fully faithful.
For β, β ′ ∈ Q+ and a pair of k-linear functors F : Mod(RΛ(β)) −→ Mod(RΛ(β ′))
and G : Mod(RΛ(β ′)) −→ Mod(RΛ(β)), we say that F and G are Ψ-adjoint or G is a
Ψ-adjoint of F if there exists a functorial isomorphism
Ψβ′(F (M), N) ≃ Ψβ(M,G(N)) in M ∈ Mod(R
Λ(β)) and N ∈ Mod(RΛ(β ′)).
For a given F , a Ψ-adjoint of F is unique up to a unique isomorphism if it exists. We
shall denote by F∨ the Ψ-adjoint of F (if it exists).
If Mod(RΛ(β))
F
−→ Mod(RΛ(β ′))
F ′
−−→ Mod(RΛ(β ′′)) are functors which admit Ψ-
adjoint, then F∨ ◦ F ′∨ is a Ψ-adjoint of F ′ ◦ F .
Now let Fk : Mod(R
Λ(β)) −→ Mod(RΛ(β ′)) (k = 1, 2) be two functors. Then
Lemma 4.1 implies
Hom(F1, F2) ≃ Hom(F
∨
1 , F
∨
2 ).
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For f ∈ Hom(F1, F2), the corresponding morphism in Hom(F
∨
1 , F
∨
2 ) is called the Ψ-
adjoint of f and we denote it by f∨. By the definition we have a commutative diagram
Ψβ′(F1(M), N)
∼
f

Ψβ(M,F
∨
1 (N))
f∨

Ψβ′(F2(M), N)
∼
Ψβ(M,F
∨
2 (N)).
Then (f ◦ g)∨ = f∨ ◦ g∨ for F1
g
−→ F2
f
−→ F3.
The following lemma is elementary and its proof is omitted.
Lemma 4.2. (i) LetK be a
(
RΛ(β ′), RΛ(β)
)
-bimodule and the functor F : Mod(RΛ(β)) −→
Mod(RΛ(β ′)) is given by K ⊗RΛ(β) • . Then F admits a Ψ-adjoint.
(ii) Conversely if a k-linear functor F : Mod(RΛ(β)) −→ Mod(RΛ(β ′)) admits a Ψ-
adjoint, then F is isomorphic to F (RΛ(β))⊗RΛ(β) • , and F
∨(RΛ(β ′)) ≃ F (RΛ(β))ψ
as
(
RΛ(β), RΛ(β ′)
)
-bimodules.
We can easily see that EΛi and F
Λ
i are Ψ-adjoint. Moreover, x ∈ End(E
Λ
i ) and
x ∈ End(FΛi ), τ ∈ End(E
Λ
i ◦ E
Λ
i ) and τ ∈ End(F
Λ
i ◦ F
Λ
i ) are Ψ-adjoint, respectively.
We can also see that η ∈ Hom(1β ,E
Λ
i F
Λ
i 1β) is a Ψ-adjoint of itself. Similarly ε ∈
Hom(FΛi E
Λ
i 1β, 1β) σ ∈ Hom(F
Λ
i E
Λ
i ,E
Λ
i F
Λ
i ) are Ψ-adjoint of themselves. Note that F
Λ
i E
Λ
i
and EΛi F
Λ
i are a Ψ-adjoint of themselves. Hence η̂ and ε̂ are also a Ψ-adjoint of them-
selves.
Therefore FΛi
η̂ FΛi−−−→ FΛi E
Λ
i F
Λ
i
F
Λ
i ε̂−−−→ FΛi is a Ψ-adjoint of E
Λ
i
E
Λ
i η̂−−−→ EΛi F
Λ
i E
Λ
i
ε̂ EΛi−−−→
E
Λ
i . Hence if the composition of E
Λ
i
E
Λ
i η̂−−−→ EΛi F
Λ
i E
Λ
i
ε̂ EΛi−−−→ EΛi is the identity, then the
composition of FΛi
η̂ FΛi−−−→ FΛi E
Λ
i F
Λ
i
F
Λ
i ε̂−−−→ FΛi is also the identity.
Thus we have reduced Theorem 3.5 to the three statements (4.1), (4.2) and (4.3),
which will be proved in the next section.
5. Proof of the three statements
5.1. Intertwiner. Let us set ϕa ∈ R(n) as follows:
ϕae(ν) = (xaτa − τaxa)e(ν) = (τaxa+1 − xa+1τa)e(ν)
=
(
(xa − xa+1)τa + 1
)
e(ν) =
(
τa(xa+1 − xa)− 1
)
e(ν)
if νa = νa+1 and ϕae(ν) = τae(ν) if νa 6= νa+1. It is called the intertwiner.
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The following lemma is well-known (for example, it easily follows from by the polyno-
mial representation of Khovanov-Lauda-Rouquier algebras ([10, Proposition 2.3], [17,
Proposition 3.12]).
Lemma 5.1. (i) For 1 ≤ a ≤ n, we have
xsa(b)ϕa = ϕaxb(1 ≤ b ≤ n+ 1).
(ii) ϕ2a = Qa,a+1 + ea,a+1.
(iii) {ϕk}1≤k<n satisfies the braid relation.
(iv) For w ∈ Sn and 1 ≤ k < n, if w(k + 1) = w(k) + 1, then ϕwτk = τw(k)ϕw.
(v) In particular
τaϕa+1ϕa = ϕa+1ϕaτa+1, and τa+1ϕaϕa+1 = ϕaϕa+1τa,
τkϕa · · ·ϕn−1 = ϕa · · ·ϕn−1τk−1 for a < k ≤ n− 1.
5.2. Let us take β ∈ Q+ with ht(β) = n and i ∈ I. Let p be the number of times that
αi appears in β. The following lemma is proved by repeated use of Theorem 2.2.
Lemma 5.2. We have
e(β, i2)R(β + 2αi)e(β + αi, i)⊗R(β+αi) R
Λ(β + αi)
≃ R(β)e(β − αi, i)⊗ kτnτn+1 ⊗R(β−αi) e(β − αi, i)R
Λ(β + αi)⊕
τn+1k[xn+2]⊗ e(β, i)R
Λ(β + αi)⊕
k[xn+2]⊗ e(β, i)R
Λ(β + αi).
Proof. We have
e(β, i2)R(β + 2αi)e(β + αi, i)⊗R(β+αi) R
Λ(β + αi)
= e(β, i2)
(
R(β + αi)e(β, i)τn+1 ⊗R(β) e(β, i)R(β + αi)
⊕
k[xn+2]⊗k R(β + αi)
)
⊗R(β+αi)R
Λ(β + αi)
= e(β, i2)
(
R(β)e(β − αi, i)τn ⊗R(β−αi) e(β − αi, i)R(β)⊕ k[xn+1]⊗ R(β)
)
τn+1
⊗R(β)e(β, i)R
Λ(β + αi)⊕
k[xn+2]⊗k R
Λ(β + αi)
= e(β, i2)R(β)e(β − αi, i)τnτn+1 ⊗R(β−αi) e(β − αi, i
2)RΛ(β + αi)⊕
k[xn+1]τn+1 ⊗ e(β, i
2)RΛ(β + αi)
⊕
k[xn+2]⊗k e(β, i
2)RΛ(β + αi).
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Then the lemma follows from k[xn+1]τn+1 ⊕ k[xn+2] = τn+1k[xn+2]⊕ k[xn+2]. 
We set
K := e(β, i2)R(β + 2αi)e(β + αi, i)⊗R(β+αi) R
Λ(β + αi)
≃
e(β, i2)R(β + 2αi)e(β + αi, i)
e(β, i2)R(β + 2αi)aΛ(x1)R(β + αi)e(β + αi, i)
.
Then K is an
(
e(β, i2)R(β + 2αi)e(β, i
2), RΛ(β + αi)⊗ k[xn+2]
)
-bimodule.
The preceding lemma says
K = R(β)τnτn+1e(β − αi, i
3)RΛ(β + αi) + τn+1k[xn+2]e(β, i
2)RΛ(β + αi)
+k[xn+2]e(β, i
2)RΛ(β + αi).
We define the filtration {Γk}k∈Z of K by
Γk =


0 if k < −1,
R(β)τnτn+1e(β − αi, i
3)RΛ(β + αi) + e(β, i
2)τn+1R
Λ(β + αi) if k = −1,
Γk−1 + e(β, i
2)xkn+2R
Λ(β + αi) + e(β, i
2)τn+1x
k+1
n+2R
Λ(β + αi) if k ≥ 0.
Note that Γk = Γk−1 + e(β, i
2)xkn+2R
Λ(β + αi) + e(β, i
2)xk+1n+1τn+1R
Λ(β + αi) for k ≥ 0.
Recall that GrΓk K := Γk/Γk−1. Then we have the following lemma that will be used
frequently.
Lemma 5.3. We have
(i) the Γk’s are (R(β), R
Λ(β + αi))-bimodules,
(ii) Γkxn+2 ⊂ Γk+1 for any k,
(iii) the right multiplication of xn+2 induces an isomorphism Gr
Γ
k K
∼−→GrΓk+1K for
any k ≥ 0,
(iv) Ker
(
xn+2 : Γ−1 −→ Gr
Γ
0 K
)
= R(β)τnτn+1e(β − αi, i
3)RΛ(β + αi).
Proof. (i) is obvious.
(ii) follows from
τnτn+1xn+2 = τn(xn+1τn+1 + 1) = (xnτn + 1)τn+1 + τn.(5.1)
(iii) follows from Lemma 5.2.
Let us prove (iv). Set S := R(β)τnτn+1e(β − αi, i
3)RΛ(β + αi). Then Sxn+2 ⊂ Γ−1 +
e(β, i2)RΛ(β+αi) by (5.1). The homomorphism Γ−1/S −→ (Gr
Γ
0 K)/
(
e(β, i2)RΛ(β+αi)
)
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is an isomorphism since it is isomorphic to kτn+1⊗ e(β, i)R
Λ(β+αi) ∼−−−→
xn+2
kτn+1xn+2⊗
e(β, i)RΛ(β + αi). 
As a corollary of the lemma above, we obtain the following
Lemma 5.4. Let m ∈ Z and let f(xn+2) ∈ R
Λ(β+αi)⊗k[xn+2] be a monic polynomial
of degree r ≥ 0 in xn+2 and u ∈ K. Assume that uf(xn+2) ∈ Γm. Then we have
(i) if m ≥ r − 1, then u ∈ Γm−r,
(ii) uxkn+2 ∈ Γmax(−1,m−r+k) for any k ≥ 0,
(iii) uf(xn+2) ≡ ux
r
n+2 mod Γmax(−1,m−1),
(iv) if m < r − 1, then u ∈ R(β)τnτn+1e(β − αi, i
3)RΛ(β + αi).
Proof. (i) It is enough to show that if u ∈ Γk and k > m−r, then u ∈ Γk−1. For such a u
we have uf(xn+2) ∈ Γm ⊂ Γk+r−1, and the injectivity of Gr
Γ
k K
f(xn+2)=xrn+2
−−−−−−−−−→ GrΓr+kK
implies u ∈ Γk−1.
(ii) We have uxkn+2f(xn+2) ∈ Γm+k ⊂ Γr+max(−1,m−r+k). Hence (i) implies that
uxkn+2 ∈ Γmax(−1,m−r+k).
(iii) follows from (ii).
(iv) By (ii), u, uxn+2 ∈ Γ−1. Then the assertion follows from Lemma 5.3 (iv). 
Our goal of this subsection is to prove Proposition 5.7 below, and the following
lemma is its starting point.
Lemma 5.5. For ν ∈ Iβ we have, as an element of K
τn+1 · · · τ1a
Λ(x1)ϕ1 · · ·ϕn+1e(ν, i
2)
∏
a≤n, νa=i
(xa − xn+2)
≡ −τn+1a
Λ(xn+2)
∏
νa 6=i
Qi,νa(xn+2, xa)e(ν, i, i) mod Γ−1.
Proof. We have τn+1 · · · τ1a
Λ(x1)ϕ1 · · ·ϕn+1 = τn+1 · · · τ1ϕ1 · · ·ϕn+1a
Λ(xn+2). We shall
show for a ≤ n
τn+1 · · · τaϕa · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
∏
a≤k≤n, νk=i
(xk − xn+2)
∏
k<a, νk 6=i
Qi,νa(xn+2, xk)
≡ τn+1 · · · τa+1ϕa+1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)(5.2) ∏
a+1≤k≤n, νk=i
(xk − xn+2)
∏
k<a+1, νk 6=i
Qi,νa(xn+2, xk).
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If νa 6= i, it is obvious. Assume that νa = i. Then
τn+1 · · · τaϕa · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)(xa − xn+2)
= τn+1 · · · τa(xa+1 − xa)ϕa · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
= τn+1 · · · τa+1(ϕa + 1)ϕaϕa+1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
= τn+1 · · · τa+1(ϕa + 1)ϕa+1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
= τn+1 · · · τa+1ϕaϕa+1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
+τn+1 · · · τa+1ϕa+1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2).
We shall show that for any f(xn+2) and g = g(x1, . . . , xn), we have
τn+1 · · · τa+1ϕaϕa+1 · · ·ϕn+1e(ν, i
2)f(xn+2)g ∈ Γ−1.(5.3)
We have
τn+1 · · · τa+1ϕaϕa+1 · · ·ϕn+1e(ν, i
2)f(xn+2)
= τn+1 · · · τa+1f(xa)ϕaϕa+1 · · ·ϕn+1e(ν, i
2)
= f(xa)τn+1 · · · τa+1ϕaϕa+1 · · ·ϕn+1e(ν, i
2)
= f(xa)ϕaϕa+1 · · ·ϕn+1τn · · · τae(ν, i
2).
We have
ϕnϕn+1 = ϕn(xn+1τn+1 − τn+1xn+1)
= xn(xnτn − τnxn)τn+1 − (xnτn − τnxn)τn+1xn+1
= x2nτnτn+1 − xnτnτn+1xn − xnτnτn+1xn+1 + τnτn+1xnxn+1
and it belongs to Γ−1. Hence we obtain (5.3). Then the repeated use of (5.2) implies
that
τn+1 · · · τ1ϕ1 · · ·ϕn+1a
Λ(xn+2)e(ν, i
2)
∏
k≤n, νk=i
(xk − xn+2)
≡ τn+1ϕn+1a
Λ(xn+2)e(ν, i
2)
∏
νk 6=i
Qi,νa(xn+2, xk).
Finally τn+1ϕn+1e(ν, i
2) = τn+1(τn+1(xa+1 − xa)− 1)e(ν, i
2) = −τn+1e(ν, i
2).

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Lemma 5.6. The following equality holds as an element of K.
τn+1 · · · τ1a
Λ(x1)ϕ1 · · ·ϕn+1e(ν, i
2)
= τn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(ν, i
2)
∏
k = n+ 1 or νk = i
(xn+2 − xa).
Proof. It is enough to show that
τn+1 · · · τ1a
Λ(x1)τ1 · · · τa−1ϕa · · ·ϕn+1e(ν, i
2)
= τn+1 · · · τ1a
Λ(x1)τ1 · · · τaϕa+1 · · ·ϕn+1e(ν, i
2)(xn+2 − xk)
δ(a = n+ 1 or νa = i).
(5.4)
If νa 6= i it is trivial. If νa = i or a = n+ 1 then we have
ϕa · · ·ϕn+1e(ν, i
2) = (τa(xa+1 − xa)− 1)ϕa+1 · · ·ϕn+1e(ν, i
2)
= τaϕa+1 · · ·ϕn+1(xn+2 − xa)e(ν, i
2)− ϕa+1 · · ·ϕn+1e(ν, i
2).
Since
τn+1 · · · τ1a
Λ(x1)τ1 · · · τa−1ϕa+1 · · ·ϕn+1e(ν, i
2)
= τn+1 · · · τ1ϕa+1 · · ·ϕn+1a
Λ(x1)τ1 · · · τa−1e(ν, i
2)
vanishes as an element of K for a ≤ n+ 1, we obtain (5.4). 
Thus we have
(−1)pτn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(ν, i
2)
∏
a = n+ 1 or νa = i
(xn+2 − xa)
2
≡ −τn+1a
Λ(xn+2)
∏
νa 6=i
Qi,νa(xn+2, xa)e(ν, i
2)(xn+2 − xn+1) mod Γ−1.
We have τn+1(xn+2 − xn+1) ∈ Γ0, and hence Lemma 5.4 implies
τn+1a
Λ(xn+2)
∏
νa 6=i
Qi,νa(xn+2, xa)e(ν, i
2)(xn+2 − xn+1)
≡ τn+1x
〈hi,Λ−β〉+2p+1
n+2 e(ν, i
2)
∏
νa 6=i
tiνa mod Γ〈hi,Λ−β〉+2p−1.
In particular
τn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(ν, i
2)
∏
a = n+ 1 or νa = i
(xn+2 − xa)
2 ∈ Γ〈hi,Λ−β〉+2p.
Hence it is equivalent to τn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(ν, i, i)x
2p+2
n+2 modulo Γ〈hi,Λ−β〉+2p−1.
Thus we obtain the following proposition.
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Proposition 5.7. For β ∈ Q+, let p be the number of times that αi appears in β, and
set λ := Λ− β, λi := 〈hi, λ〉. Then there exists c ∈ k0 ∗ × such that
τn+1x
λi+2p+1
n+2 e(β, i
2) ≡ cτn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(β, i
2)x2p+2n+2 mod Γλi+2p−1.
Note that λi + 2p ≥ 0.
5.3. Let us define two homomorphisms
P : R(β)e(β − αi, i) ⊗
R(β−αi)
e(β − αi, i
2)RΛ(β + αi) −−→ K and
E : R(β)e(β − αi, i) ⊗
R(β−αi)
e(β − αi, i
2)RΛ(β + αi) −−→ e(β, i)R
Λ(β + αi)
by P (a ⊗ b) = aτnτn+1 ⊗ b and E(a ⊗ b) = ab. Then P is injective and Lemma 5.4
implies
Im(P ) = Ker
(
xn+2 : Γ−1 −−→ Gr
Γ
0 K
)
.(5.5)
We can see that R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i
2)RΛ(β + αi) has a structure of
(R(β)⊗ k〈xn, xn+1, τn〉,k[xn]⊗R
Λ(β + αi))-bimodule by
(a⊗ b)(xn ⊗ 1) = axn ⊗ b,
(1⊗ τn)(a⊗ b) = a⊗ τnb,
(1⊗ xk)(a⊗ b) = a⊗ xkb for k = n, n+ 1.
Here k〈xn, xn+1, τn〉 is the k-subalgebra of e(β−αi, i
2)RΛ(β+αi)e(β−αi, i
2) generated
by xn, xn+1, τn, and it is isomorphic to the nil affine Hecke algebra R(2αi).
Lemma 5.8. For any z ∈ R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i
2)RΛ(β + αi), we have
P (z)xn+2 = P (z(xn ⊗ 1)) + τn+1E(z) + E((1⊗ τn)z).
Proof. For z = a⊗ b, we have
P (a⊗ b)xn+2 = aτnτn+1xn+2⊗ b = aτn(xn+1τn+1 + 1)⊗ b
= a(xnτn + 1)τn+1⊗ b+ 1⊗ aτnb.

Corollary 5.9. If z ∈ R(β)e(β−αi, i) ⊗
R(β−αi)
e(β−αi, i
2)RΛ(β+αi) satisfies P (z)xn+2 ∈
Γ−1, then E
(
(1⊗ τn)z
)
= 0.
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Indeed, P (z)xn+2 ≡ E((1⊗ τn)z) mod Γ−1.
Set KΛ = e(β, i2)RΛ(β+2αi)e(β + αi, i). Hence we have
K ≃
e(β, i2)R(β + 2αi)e(β + αi, i)
e(β, i2)R(β+2αi)aΛ(x1)R(β + αi)e(β + αi, i)
,
KΛ ≃
e(β, i2)R(β + 2αi)e(β + αi, i)
e(β, i2)R(β+2αi)aΛ(x1)R(β + 2αi)e(β + αi, i)
.
Then there exists a surjective homomorphism
p : K −→ KΛ.
Note that
p
(
τn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(β, i
2)
)
= 0.(5.6)
Let us denote by {ΓΛk }k∈Z the filtration of K
Λ induced by the filtration Γ of K.
5.4. Proof of (4.1). Assume that λi ≥ 2. The statement (4.1) can be read as
xλi−2n+2 e(β, i
2) + xλi−1n+1 τn+1e(β, i
2) ∈ ΓΛλi−3 as an element of K
Λ.
By Proposition 5.7 and Lemma 5.3, we have
τn+1x
λi−1
n+2 e(β, i
2) ≡ cτn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(β, i
2) mod Γλi−3
as an element of K. Then the desired result holds since
τn+1x
λi−1
n+2 e(β, i
2) ≡ (xλi−1n+1 τn+1 + x
λi−2
n+2 )e(β, i
2) mod Γλi−3.
5.5. Proof of (4.2). Assume that λi = 1. Set
w := τn+1e(β, i
2)− cτn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(β, i
2) ∈ K.
Then Proposition 5.7 together with Lemma 5.4 (iv) implies that w, wxn+2 ∈ Γ−1
and w belongs to Im(P ). Hence we can write w = P (z) for some z ∈ R(β)e(β −
αi, i)⊗R(β−αi) e(β − αi, i
2)RΛ(β + αi). Then Corollary 5.9 implies that
E(1⊗ τn)z) = 0.
Let us define the morphism
T : R(β)e(β−αi, i) ⊗
R(β−αi)
e(β−αi, i
2)RΛ(β+αi) −→ e(β, i)R
Λ(β+αi) ⊗
RΛ(β)
e(β, i)RΛ(β+αi)
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by T (a⊗ b) = (aτn)⊗ b. Then we have
Σ(T (z)) = p(P (z)),
E˜(T (z)) = E((1⊗ τn)z) = 0.
Let us show that u := e(β, i)⊗ e(β, i)− T (z) satisfies the condition (4.2).
(a) Σ(T (z)) = p(P (z)) = τn+1e(β, i
2) as an element of RΛ(β + 2αi).
(b) E˜(u) = e(β, i)− E
(
T (z)
)
= e(β, i).
(c) is obvious.
5.6. Proof of (4.3). Assume that λi ≤ 0. Note that ℓ := −λi ≤ 2p. Then Propo-
sition 5.7 says that, by setting w := cτn+1 · · · τ1a
Λ(x1)τ1 · · · τn+1e(β, i
2), the element(
wx2+ℓn+2 − τn+1xn+2e(β, i
2)
)
x−ℓ+2pn+2 of K belongs to Γ−ℓ+2p−1.
Hence we have
wxℓ+2n+2 − τn+1xn+2e(β, i
2) ∈ Γ−1.
Since τn+1xn+2e(β, i
2) ∈ Γ0, we have wx
ℓ+2
n+2 ∈ Γ0. Hence Lemma 5.4 implies that
wxkn+2 ∈ Γ−1 for 0 ≤ k ≤ ℓ+ 1. We set
wxkn+2 = P (zk) + τn+1yk for 0 ≤ k ≤ ℓ+ 1
with zk ∈ R(β)e(β − αi, i)⊗R(β−αi) e(β − αi, i
2)RΛ(β + αi) and yk ∈ e(β, i)R
Λ(β + αi).
Then we have for 1 ≤ k ≤ ℓ+ 2
wxkn+2 =
(
P (zk−1) + τn+1yk−1
)
xn+2
= P (zk−1(xn⊗ 1)) + τn+1E(zk−1) + E((1⊗ τn)zk−1) + τn+1xn+2yk−1.
Hence Lemma 5.2 implies
zk = zk−1(xn⊗ 1) for 1 ≤ k ≤ ℓ+ 1,
yk = E(zk−1) for 1 ≤ k ≤ ℓ+ 1,
E
(
(1⊗ τn)zk−1
)
= 0 for 1 ≤ k ≤ ℓ+ 1,
yk−1 = 0 for 1 ≤ k ≤ ℓ+ 1.
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Since wxℓ+2n+2 ≡ τn+1xn+2e(β, i
2) mod Γ−1, we have yℓ+1 = e(β, i) and E
(
(1⊗ τn)zℓ+1
)
=
0. Thus we obtain zk = z0(x
k
n⊗ 1) for 0 ≤ k ≤ 1 + ℓ, and
E
(
z0(x
k
n⊗ 1)
)
=


0 for 0 ≤ k ≤ ℓ− 1
e(β, i) for k = ℓ.
(5.7)
E
(
(1⊗ τn)z0(x
k
n⊗ 1)
)
= 0 0 ≤ k ≤ 1 + ℓ.(5.8)
Let us denote by
q : R(β)e(β − αi, i) ⊗
R(β−αi)
e(β − αi, i
2)RΛ(β + αi)
−−→ RΛ(β)e(β − αi, i) ⊗
RΛ(β−αi)
e(β − αi, i
2)RΛ(β + αi)
the canonical homomorphism, and set v = q(z0). Then (a) and (b) in (4.3) follow from
Tk(v) = E
(
z0(x
k
n⊗ 1)
)
. The equality G(v) = 0 follows from G(v) = p(P (z0)) = p(w) =
0.
Finally let us prove (d) and (e). We have
E
(
(1⊗xknτn)z0
)
= E
(
(1⊗ τn)z0(x
k
n⊗ 1)
)
= 0 for 0 ≤ k ≤ ℓ+ 1
by (5.8). On the other hand we have Hk(v) = E
(
(1⊗ τnx
k
n+1)z0
)
. Since τnx
k
n+1 =
xknτn +
∑
a+b=k−1 x
a
n+1x
b
n, we obtain
Hk(v) = E
(
(1⊗xknτn)z0
)
+
∑
a+b=k−1
xan+1E
(
(1⊗xbn)z0
)
=
∑
a+b=k−1
xan+1E
(
z0(x
b
n⊗ 1)
)
.
Hence (5.7) implies that Hk(v) = 0 for 0 ≤ k ≤ ℓ and Hℓ+1(v) = e(β, i).
Thus the proof of (4.1), (4.2) and (4.1) is complete.
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