A novel method for the estimation of aqueous solubility was solely based on simple atom contribution. Each atom in a molecule has its own contribution to aqueous solubility and was developed. Altogether 76 atom types were used to classify atoms with different chemical environments. Moreover, two correction factors, including hydrophobic carbon and square of molecular weight, were used to account for the inter-/ intramolecular hydrophobic interactions and bulkiness effect. The contribution coefficients of different atom types and correction factors were generated based on a multiple linear regression using a learning set consisting of 1290 organic compounds. The obtained linear regression model possesses good statistical significance with an overall correlation coefficient (r) of 0.96, a standard deviation (s) of 0.61, and an unsigned mean error (UME) of 0.48. The actual prediction potential of the model was validated through an external test set with 21 pharmaceutically and environmentally interesting compounds. For the test set, a predictive r ) 0.94, s ) 0.84, and UME ) 0.52 were achieved. Comparisons among eight procedures of solubility calculation for those 21 molecules demonstrate that our model bears very good accuracy and is comparable to or even better than most reported techniques based on molecular descriptors. Moreover, we compared the performance of our model to a test set of 120 molecules with a popular group contribution method developed by Klopman et al. For this test set, our model gives a very effective prediction (r ) 0.96, s ) 0.79, UME ) 0.57), which is obviously superior to the predicted results (r ) 0.96, s ) 0.84, UME ) 0.70) given by the Klopman's group contribution approach. Because of the adoption of atoms as the basic units, our addition model does not contain a "missing fragment" problem and thus may be more simple and universal than the group contribution models and can give predictions for any organic molecules. A program, drug-LOGS, had been developed to identify the occurrence of atom types and estimate the aqueous solubility of a molecule.
INTRODUCTION
The solubility (logS) of organic molecules in water should be considered in the design of drugs, because this parameter usually has a significant impact on many ADME-concerned properties of drugs, such as uptake, distribution, transport, and eventually bioavailability. In recent years, the developments of combinatorial chemistry and high-throughput screening (HTS) give us more opportunities to synthesize and give rapid and effective assay to thousands upon thousands of compounds in a very short period. 1 It has been noticed that in order to obtain more drug-like molecules the synthesis of combinatorial libraries tends to result in compounds with suitable lipophilicity and aqueous solubility, than with conventional synthetic strategies. Thus, computational screenings have been suggested and used to select sublibraries with relevant physicochemical properties to the range of known values, such as lipophilicity and solubility, of the orally active drugs. Hence there is a strong interest in fast, reliable, and generally applicable structure-based methods for prediction of aqueous solubility of new drugs before a promising drug candidate has even been synthesized.
Until now, many methods have been proposed for the prediction of solubility. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] These methods generally consist of multiple linear regression (MLR) or artificial neural networks (ANN) using various molecular descriptors. These methods can be roughly divided into three categories: (1) experiment-related methods, (2) descriptor-based methods, and (3) group contribution methods. The first class of techniques calculate aqueous solubilities using one or several experimental physicochemical properties [2] [3] [4] such as partition coefficient, melting points, boiling points, or molar volumes. These methods require some experimental values, so they are not applicable to compounds not yet synthesized or isolated. Therefore, these methods only have limited applications. The second class of methods generally uses a diverse set of descriptors such as physiochemical descriptors, molecular properties, and/or collection of relevant structural features, which are correlated to activity by means of various statistical techniques. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] The methods developed by Huuskonen et al., 5, 6 EcElroy et al., 7 McFarland et al., 8 Liu et al., 9 Tetko et al., 10 Engkvist et al., 11 Yan et al., 12 Butina et al., 13 and Wegner et al. 14 belong to this class. The practical superiority of this class of methods is that it does not require the knowledge of any experimental data of the compound because all descriptors needed are calculated directly from a 2D or 3D molecular structure. However, this class of methods bear their inherent deficiencies. First, they usually need many molecular descriptors, which may be difficult to be calculated or can even be obtained using commercial software. For example, in the work of Engkvist et al., the authors used a total of 63 physicochemical and topological descriptors. The dependence of the descriptors calculated from other theoretical models prevents us from estimating the solubility of a molecule using the model from a reference or develop a program to estimate solubility as an automatic fashion. Second, the prediction precision should be affected by the prediction precision of descriptors used in the model. For example, in a logS prediction model, partition coefficient (logP) is a very important descriptor. If to some molecules the predictions of logP are very poor, then the resulting solubility may be poor also. Third, the relationship between the descriptors and the aqueous solubility is usually not straightforward. The third class of methods for prediction of aqueous solubility is based on group contribution. [15] [16] [17] [18] [19] [20] They allow the approximation calculation of solubility by calculating the contribution of relevant substructual units of compounds. The methods proposed by Nirmalakhandan et al., 15 Suzuki et al., 16 Kuhne et al., 17 Lee et al., 18 and Klopman et al. 19, 20 belong to this category. Among all these methods, only the Klopman's mode is a pure and general group contribution model without using additional experimental parameters. In the newest version of the Klopman's model, the authors used a set of 118 functional groups. 20 Group contribution methods may be the most practical means of estimating aqueous solubility. The superiority of this class of methods is that they do not need any descriptors based on other theoretical models. Moreover, this class of methods only needs to count the occurrence of functional groups in a molecule, so they are extremely time-saving. The shortcoming of this approach is also obvious. First, they require a large data set to obtain a contribution of each functional group. Second, they may contain a "missing fragment" problem, which means that if a compound contains a missing fragment which can be defined by the group contribution model, its aqueous solubility cannot be precisely predicted. In our previous work, we proposed a new atomadditive method for calculating octanol/water partition coefficient (logP) of organic compounds. 21 The method, SLOGP v1.0, gives logP values by summing the contribution of atomweighted solvent accessible surface areas and correction factors. Because of the good correlation between logP and water solubility and the successful application of the atom additive method to the calculation of logP values of organic molecules, we believe that the water solubility of organic compounds can be effectively predicted using simple atom addition methods. So the first aim of this study is to construct a robust predictive model of aqueous solubility only based on simple atom contribution. Certainly, the basic idea of the atom contribution in this paper is indeed not novel, and this procedure has been successfully applied in the estimation of logP. 21, 22 Furthermore, we attempt to develop an automatic procedure of logS prediction, which can be easily used and extended by other researchers and easily integrated within the suite of ADME prediction developed in our group. 21, 23, 24 METHODS Data Sets. In the development of the atom contribution model, we worked with the Tetko data set. 10 The aqueous solubility was expressed as logS, where S is the solubility at a temperature of 20-25°C in mol/L. The original source of the Tetko data set was based on the date set afforded by Huuskonen et al. 6 The Huuskonen data set includes 1297 diverse compounds taken from the AQUASOL database of the University of Arizona 25 and the PHYSPROP database. 26 After the revision of Tetko et al., two repetitions including 284 and 522, one NO-oxide compound (minoxidil), one organo-metal (Sn) compound (cyhexatin), and two inner salts (betaine and cephaloridine) were eliminated. Moreover, in the Tetko data set lindane was indicated twice and was also eliminated from the data set. Finally, the whole date set used for the model development in this paper includes 1290 organic compounds. The data set was converted from the SMILES flat file representation 27 to the MACCS/sdf structured data file using the Weblabview program developed by Accelrys. 28 All molecules were converted successfully. The molecular geometries of all compounds were fully minimized using a molecular mechanism with a MMFF force field. 29 The molecules and the experimental logS values are listed in Table A . Table A and the MACCS/sdf database file are available in the Supporting Information. It should be noted that in the current work, only the 2D topology information of molecule is required, but if other researchers need the precise 3D structures of these compounds, they can use the structures afforded by us directly.
Based on the data set, three models were developed for solubility prediction. In the first model, the whole data set was divided into a training set of 878 molecules and a validation set of 412 molecules. The 878 molecules were used to obtain the prediction model, and the 412 validated molecules were used to test the prediction potential of the obtained model. The classifications of the training set and the test set used here are the same as those used in Tetko et al. paper. 10 In the second model, all molecules in the data set were used in a linear fitting to obtain the final model. In the third model, 1207 molecules were used to obtain the prediction model, and the other 83 molecules were eliminated from the learning set because these 83 molecules have been included in the second test set used by Klopman et al. 20 The molecules in the second test set were not included in the learning set, and thus they can be used as an independent test set.
We used two test sets to validate the actual prediction potential of our model. The first test set is a 21-member test set consisting of drugs and other environmentally interesting compounds such as pesticides. They were selected by Yalkowsky as a challenging test set of complex chemical structures for the validation of solubility models. 30 The second test set includes 120 compounds, which has been used by Klopman et al. in the validation of the group contribution model. 20 The reason that we selected these 120 molecules as the second test set is that we want to make a direct comparison between the prediction potential of the Klopman's group contribution model and that of the atom contribution model developed in this paper. The molecules in these two test sets were saved in two MACCS/sdf files. The molecules and the experimental logS values are listed in Tables 2 and 3 . The MACCS/sdf files are available in the Supporting Information.
Atom Typing Rules and Correction Factors. In a group or atom addition model, the aqueous solubility values are computed from an equation as follows
where logS is the logarithm of the solubility; C 0 is a constant characteristic of solvent; a i is the contribution coefficient of the ith group or the ith atom type in a molecule; and n i is the number of occurrences of the ith group or the ith atom type in a molecule. The contribution for each group or atom type is determined by using a multiple linear regression (MLR) or other statistical techniques. According to eq 1, different atom types should have different contributions to solubility. Here, we defined 76 basic atom types for the elements commonly found in organic molecules (C, O, N, P, S and halogens). The classification scheme differentiates atoms according to (i) element, (ii) hybridization state, and (iii) nature of the neighboring atoms. This establishes the rough theoretical support for the assumption that a certain type of atom has a specific contribution to the aqueous solubility. To allow for portability and simple implementation of the classification system, all atom types are presented in SMARTS. 31 The SMARTS definitions for all atom types are listed in Table 1 . The atom types represented by SMARTS were determined by using the SMARTS system included in OELIB. 32 More detailed descriptions about SMARTS and OELIB can be found in refs 31 and 32. Here, we did not define any atom types for hydrogen atoms, which means that all heavy atoms connected with hydrogen are united atom types. In fact, we gave different definitions for heavy atoms connected with a different number of hydrogen atoms, and thus the contribution for hydrogen is implicitly included in that of the central heavy atom.
When we developed the logP prediction model using the atom contribution approach, 23 we found that the prediction logP values for many compounds with hydrophobic carbon atoms or intramolecular hydrogen bonds exist with large differences in the experimental values. The large deviations are sometimes explained by inter-/intramolecular hydrophobic interactions and intramolecular hydrogen bond interactions. Here, we found that the inter-/intramolecular hydrophobic interactions can effect the prediction of logS, so we introduced a correction factor named "hydrophobic carbon".
We defined sp 3 -or sp 2 -hybridized carbon without any attached heteroatom (any atom other than carbon) with the 1-4 relationship as hydrophobic carbon. It should be noted that sp 2 -hybridized aromatic carbons were not considered as hydrophobic carbons. Moreover, the sp 2 -hybridized carbons in the ring were also not considered as hydrophobic carbons, because the sp 2 -hybridized carbon in the ring was relatively rigid and it was not easy to adjust conformation to form aggregation.
Here, we used another correction factor, which is the square of molecular weight (MW 2 ). In the work of Tetko et al., 10 the calculated results indicate that molecular weight is an important descriptor in prediction model. Here, we found that the square of molecular weight was more effective than molecular weight, so in the current work, MW 2 is used as a correction factor in the multiple linear correlations.
After including correction factors, the logS is described as where C 0 is a constant; a i and b i are regression coefficients; n i is the number of occurrences of the ith atom type in a molecule, and B j is the number of occurrences of the jth correction factor.
A program named LOGS-FIT was developed to identify the occurrence of each atom type in a compound from sdf files. A standard multiple linear regression analysis was used to get the contribution for each atom type. The contribution coefficient for each atom type was then used to give a prediction for a new molecule.
RESULTS AND DISCUSSION
The program, drug-LOGS v1.0, was developed in C programming language. The program can read a single molecule or multiple molecules (represented in single SYBYL/mol2 file, single MACCS/mol file, SYBYL/mol2 database file, or MACCS/sdf database file), perform atom typing, calculate occurrences of each atom type, detect correction factors, and then calculate logS using the parameters from MLR. The drug-LOGS program has been embedded into our drug-ADME program as a subroutine. Until now, the drug-ADME program can give several important ADME-concerned properties including logP, logS, and logBB (blood-brain partitioning).
Prediction Models. Any additive method, either by fragment or atom, needs a relevant scheme for fragment/ atom classification. The quality of such a classification scheme can be evaluated by how well the calculated logS values agree with their experimental counterparts. Here, the training set of 878 molecules used by Tetko et al. 10 was used to determine the most suitable atom typing rules. Originally, we used the atom typing system of the SLOGP model. In SLOGP, we used an atom typing system of 100 atom types. Using the SLOGP atom typing system, a fairly good correlation between experimental and predicted solubility was obtained (n ) 878, r ) 0.95, s ) 0.61), but we also think that the SLOGP system needs more elaborate improvement. Using the SLOGP atom typing system, the occurrence of many atom types is very low, for example, the occurrence of atom types 8, 69, 78, or 79 is only two times and that of atom type 84 is only one time. Moreover, three atoms in the training set were not defined using the SLOGP atom typing system. Due to random correlation the obtained contribution coefficients for these atom types with low occurrences may exist with large deviations from the right answers. To get a more reliable prediction model, we make some modifications to the old atom typing system according to three principles. First, enough occurrences of the atom types are necessary to yield reliable results. Second, each atom type should be independent, and the redundant atom types should not be allowed. Third, the number of atom types should be controlled to as few as possible in order to avoid overfitting problem. According to the above principle, the atom typing system was carefully adjusted. The final atom typing system includes 76 atom types. The SMARTS definitions for these 76 atom types are listed in Table 1 . When using the new atom typing rules and two correction factors, the obtained linear model for the training set with 878 molecules are statistically significant (r ) 0.96, s ) 0.59).
In previous work of Tetko et al., 10 the authors used a validation set of 412 compounds to optimize the training process of ANN. Here, we predicted the solubility of the molecules in the validation set based on the contribution coefficient from the training set. The predictions for the validation set (r ) 0.95, s ) 0.63) are a little worse than those for the training set. The good prediction for the test set means that the obtained model is reliable. The contribution coefficient and the occurrence for each atom type and correction factor are listed in Table 1 . It seems that the predictions to the validation set of 412 molecules using the Tetko's ANN model (r ) 0.96, s ) 0.60) are better than those using the drug-LOGS model. It should be noted that in Tetko's work, the validation set employed is to control the termination of the learning of ANN. The validation set was really included in the model development. The prediction used for the validation set was only the optimized results of ANN, not the actual predicted results of the model. Because of the good nonlinear regression ability of ANN, the models produced by ANN may be very statistically significant, but the actual prediction potentials of the models may be questionable. For example, in the work of Engkvist et al., 11 the authors developed a model based on a training set of 1160 and a validation set of 130 using ANN. The average squared correlation coefficient (r 2 ) was 0.96 (standard deviation 0.56) for the training set and 0.95 (standard deviation 0.57) for the test set. Using the model, Engkvist predicted the solubilities of a test set of 2767 molecules. However, the result for the independent validation set was rather poor, yielding a squared correlation coefficient of 0.79 and a standard deviation of 1.18. Therefore, the authors developed a second model. This time the training set includes 3042 molecules and the test set includes 309 molecules. The statistical significance of the second model is worse than that of the first model. The average squared correlation coefficient (r 2 ) was 0.91 (standard deviation 0.84) for the training set and 0.89 (standard deviation 0.87) for the test set, respectively. But for the independent validation set of 307 molecules, a squared correlation coefficient of 0.86 (standard deviation 0.80) was obtained. The reason that the first model performs worse for the test set is that the data set used for learning is small, and thus overfitting problem was encountered in the fitting of ANN. Additionally, all molecules in the training set and the validation set were used to develop the logS prediction model. Based on the data set of 1290 molecules, we achieved a regression coefficient of 0.96 and a standard deviation of 0.62, which is a little worse than the fitting calculated only using the training set of 878 molecules (r ) 0.96, s ) 0.59). To further test the robust of the model, we have preformed a leave-one-out cross-validation on the whole data set, which give nearly the same results of MLR (q ) 0.95, s ) 0.63). The contribution efficient and the occurrence for each atom type and correction factor calculated using the whole data set are listed in Table 1 . The correlation between the experimental and the predicted logS values are illustrated in Figure 2 . According to Table 1 , it can be found that for most atom types the contribution coefficients do not exist with large differences whether using 878 molecules or 1290 molecules. But for some atom types with low occurrences the contribution coefficients exist with obvious differences. For example, using 878 molecules the coefficient for type b Based on the whole data set of 1290 molecules. decreased to -0.602. It is not strange because insufficient samples in the data set may produce unstable results caused by a random correlation of MLR. For MLR, sufficient samples in the data set should be necessary in order to obtain effective and reliable results. Here, the contribution coefficients based on 1290 molecules should be more reliable than those only based on 878 molecules, so in our logS prediction model, the coefficients calculated using 1290 molecules were used.
It is very informative to study the contribution coefficient of each atom type. For example, the solubility of halogen atoms clearly decreases in the following order: -F (-0.293), -Cl (-0.705), -Br (-0.993), -I (-1.771). With the attachment to an aromatic ring the solubility generally lowers the solubility of halogens besides I. The detailed information obtained here can only be afforded by the atom/group contribution approaches, while it cannot be afforded by the experiment-related or the descriptor-based techniques.
Correction Factors. Here, to consider the intra-/intermolecular hydrophobic interaction and the bulk effect, we considered two correction factors including hydrophobic carbon and "square of molecular weight" in model development.
The correction factor of hydrophobic carbon is very important in our model. When we do not consider this correction factor, the solubility of many compounds with hydrophobic carbon or long aliphatic chains was greatly overestimated. We think these molecules may introduce intramolecular hydrophobic folding or intermolecular aggregation and influence the experimental solubility. When we do not consider any correction factor, based on the data set of 1290 molecules a linear model with r ) 0.951 and s ) 0.651 was obtained. After introducing the correction factor of hydrophobic carbon, the correlation of the model was improved obviously, and MLR generates a model with r ) 0.955 and s ) 0.624.
In the work of Tetko et al., the calculated results indicate that molecular weight (MW) is an important descriptor in prediction models. After introducing MW in fitting, we found that the linear correlation of the model nearly does not have any improvement (r ) 0.955, s ) 0.624). But if we introduced the square of molecular weight (MW 2 ) in fitting, the linear correlation of the model increased a little (r ) 0.956, s ) 0.621). So, in our work, MW 2 was used as a correction factor in the prediction of logS.
Actual Prediction of logS to Test Set 1.
Only from the correlation between the experimental logS and the calculated values to the molecules in training set, our prediction model is very significant. But it is well-known that the actual prediction power may only be determined based on a list of compounds as the test set. Moreover, we want to know if our model can give comparative predictions with other logS calculation procedures.
The contribution coefficients based on the data set of 1290 molecules were used to predict the solubilities of test set 1. This test set was designed by Yalkowsky, which is compiled of 21 commonly used compounds of pharmaceutical and environmental interest. 19 The reason that we selected this set of compounds is that this test set was also used by several other researchers. 6, 9, 10, 12, 14, 17, 20 The predicted and experimental logS values of test set 1 are presented in Table 2 and Figure  2 . They show that there is a significant correlation between the predicted and experimental values (r ) 0.94, s ) 0.84). However, the correlation is not as good as that of the data set used for model development. Inspection of the results indicates that three of the compounds were predicted poorly with errors over one log unit; the worst is for phenolphthalein with an error of 1.5 log unit. Table 2 contains the corresponding linear coefficient (r) and standard deviation (s) values using the other seven logS prediction approaches. From Table 2 , it can be found that the correlation coefficient (r ) 0.94) of our model is higher than those of the other approaches except for the Huuskonen's ANN model (r ) 0.95) and the Tetko's ANN model (r ) 0.95). From the standard deviation, our model (s ) 0.64) performs similarly with the Huuskonen's ANN model (s ) 0.63) and the Tetko's ANN model (s ) 0.64), while better than the other models. It should be noted that the prediction to these 21 compounds cannot give a decisive rank of all these logS calculation procedures because the number of compounds in this test set is rather limited. But the comparison at least demonstrates that our model yielded acceptable estimations for the tested compounds.
Actual Prediction of logS to Test Set 2.
The second test set of 120 molecules was used in the development of the Klopman's group contribution model. 20 After careful observation, we found that 83 molecules in test set 2 are included in our training set. So in order to make an unbiased comparison between our model and the Klopman's model, we eliminated these 83 duplicates from the learning set, and thus the new learning set only includes 1207 molecules. Using the new learning set, we give a new fitting and obtained the corresponding contribution coefficients. Now, test set 2 can be used as an unbiased test of the accuracy of our model. The results were then compared with those obtained using the Klopman's model.
The calculations results using these two models are listed in Table 3 . The correlation between the experimental and the predicted logS values for test set 2 is illustrated in Figure  3 . The standard deviation was found to be 0.76 with our model. But with the Klopman's model, the standard deviation was found to be 0.84. It should be noted that the standard deviation reported by Klopman et al. is 0.79, but when we used the calculated results in ref 20 and performed a linear fitting, we found that the standard deviation is 0.84, not 0.79. Using our model, we achieved an unsigned mean error of 0.57 log unit, which is obviously better than that (0.70) using the Klopman's model. It is clear that our model may be more effective than the Klopman's model. The high correlation coefficient (r ) 0.96) and low unsigned mean error (0.57) show that the predicted results and the experimental values are consistent. Among all those molecules, the predictions for compounds 91, 92, and 102 are the worst. For these three compounds, the unsigned mean errors between the predicted and experimental values are larger than 2.0 kcal/mol. Among these three compounds, compound 91 was also highly underestimated by the Klopman's model (error: -2.71 log unit), and thus this compound may be treated as an outlier. Not considering this compound, the linear correlation between the experimental solubilities and the predicted values increased from 0.94 to 0.96, and standard deviation from 0.79 to 0.74. Now we cannot give an exact explanation of these deviations. They may be brought by experimental errors, inadequate atom typing rules, or insufficient correction factors.
The basic ideas of the Klopman's model and our model are similar, but the only difference is that the basic unit in the Klopman's model is a functional group while in our model the basic unit is an atom. From principle, the groupbased approach may give a better consideration of the electrostatic distribution and interactions between constituted parts in a group than the atom-based ones. But for a fragment-based method, the classifications of the basic fragments are very difficult, and an additive method will not be able to do the calculations for any compound containing a missing fragment. So, sometimes the fragment-based approach may not calculate the compounds with an undefined fragment. For example, the old version of the Klopman's model cannot give predictions for many compounds with missing fragments. But for an atom-based method, we can give a full description of atoms with different chemical environments very easily. Moreover, based on the limited experimental data, we cannot define excessive types of functional groups; otherwise, the obtained contribution coefficient from multiple linear regressions may be not reliable caused by overfitting. Furthermore, from the technical respect, the programming and extension of the atombased approaches are much simpler and easier than those the fragment-based approaches. For example, in our program, based on OELIB, the definition and the determination of the atom types are very simple, and the whole program is very short and easy to be interpreted. To some extent, an additive method is the art of fragment/ atom classification. The definition of atom types should be suitable, and too few atom types may not represent the different chemical environments effectively. Certainly, we do not mean that more atom types can produce better results. Sometimes, two or several atom types may not be fully independent, and the addition of redundant atom types cannot effectively enhance the prediction of the model. The number of atom types used here is much smaller than Klopman's set of 118. However, using fewer atom types does not weaken the power of our model. We think that after our iterative adjustment of atom types we have developed each of them into a more elaborate class for logS calculation.
CONCLUSION
A new atom contribution approach was used to correlate the aqueous solubility of 1290 organic compounds. The model was only based on 2D-molecular topology. The aqueous solubility was calculated from contributions of 76 atom types and 2 corrections factors. The model was able to predict the aqueous solubility of a diverse set of 1290 organic compounds with an overall correlation coefficient of 0.96 and a standard deviation of 0.62 log unit between the calculated and experimental data. The actual prediction of our model was validated through two external test sets. Comparison of the calculated results for test set 1 among several logS models demonstrates that our model can give similar results with the best model reported. Comparison of 
