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DIFFE´RENTIELLES A` SINGULARITE´S PRESCRITES
QUENTIN GENDRON AND GUILLAUME TAHAR
Abstract. We study the local invariants that a meromorphic k-differential on a Rie-
mann surface of genus g ≥ 0 can have. These local invariants are the orders of zeros and
poles, and the k-residues at the poles. We show that for a given pattern of orders of
zeroes, there exists, up to a few exceptions, a primitive k-differential having these orders
of zeros (see Theorem 1.4). The same is true for meromorphic k-differentials and in this
case, we describe the tuples of complex numbers that can appear as k-residues at their
poles. For genus g ≥ 2, and even g = 1 if k 6= 2, it turns out that every expected tuple
appears as k-residues (see Theorem 1.1). On the other hand, some expected tuples are
not the k-residus of a k-differential in some remaining strata. This happens for k = 1
or k ≥ 3 in genus zero for a finite number (up to simultaneous scaling) of them. The
abelian case is particularly interesting since the missing possibilities are either the zero
tuple or special collinear numbers (see Theorem 1.5). In the quadratic differentials cases,
we show that one tuple can not be obtained in four families of strata in genus 1 (see
Theorem 1.2). In genus zero, up to a 2-dimensional locus can be impossible to realise
as residu of quadratic differentials in some strata (see in particular Theorem 1.13). We
also give consequences of these results in algebraic and flat geometry.
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1. Introduction
Soient X une surface de Riemann de genre g et KX son fibre´ en droites canonique.
Les sections me´romorphes de KX sont les diffe´rentielles abe´lienne de X et les sections du
produit tensoriel K⊗kX sont les pluridiffe´rentielles ou k-diffe´rentielles de X. Localement,
une k-diffe´rentielle s’e´crit f(z)(dz)k, ou` f une fonction me´romorphe.
Il est bien connu (voir par exemple [Sai10, Encadre´ III.2]) que les invariants en un
point P d’une diffe´rentielle abe´lienne ω sont l’ordre de la diffe´rentielle en P et le re´sidu
ResP (ω) de celle-ci dans le cas ou` P est un poˆle de ω. Ce re´sultat a e´te´ e´tendu au
cas des diffe´rentielles quadratiques dans [Str84] et a` toutes les pluridiffe´rentielles dans
[BCGGM16b]. Plus pre´cise´ment, les invariants en P d’une pluridiffe´rentielle ξ sont l’ordre
de la diffe´rentielle en P et le k-re´sidu ReskP (ξ), si P est un poˆle de ξ.
Ces invariants ne peuvent pas eˆtre fixe´s arbitrairement mais ve´rifient certaines relations.
Tout d’abord le k-re´sidu d’un poˆle d’ordre −k est toujours non nul alors que le k-re´sidu
d’un poˆle dont l’ordre n’est pas divisible par k est toujours nul. Ensuite, la somme des
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ordres des ze´ros et des poˆles d’une k-diffe´rentielle est e´gale a` k(2g − 2). Enfin, dans le cas
des diffe´rentielles abe´liennes, la somme des re´sidus s’annule.
Il existe deux the´ore`mes ce´le`bres donnant l’existence de pluridiffe´rentielles me´romorphes
avec des certaines conditions locales.
Le premier est le the´ore`me de Riemann-Roch (voir [Rey89, The´ore`me 9.3]) qui permet
d’obtenir certaines pluridiffe´rentielles avec des ordres fixe´s. Toutefois, ce the´ore`me ne donne
aucune information sur les re´sidus de ces pluridiffe´rentielles. De plus, il est souvent de´licat
d’en de´duire des re´sultat pour tous les ordres que nous pouvons conside´rer. Par exemple,
les re´sultats d’existence les plus fins que nous ayons (voir [MS93] et [Dia00] dans le cas
abe´lien et quadratique respectivement dans le cas holomorphe et me´romorphe et [Tro86]
pour les k-diffe´rentielles holomorphes) ne font que peu appel a` des re´sultats alge´briques.
Le second the´ore`me est le the´ore`me de Mittag-Leffler (voir [Rey89, Proposition 9.3])
qui donne l’existence de diffe´rentielles avec l’ordre des poˆles et les re´sidus correspon-
dants impose´s. Toutefois, ce the´ore`me ne donne aucune information sur les ze´ros de ces
diffe´rentielles.
Dans cet article, nous nous proposons de re´pondre a` la question suivante.
E´tant donne´s les ordres des ze´ros et poˆles ainsi que les re´sidus aux poˆles, existe-il une
pluridiffe´rentielle (primitive) ayant ces invariants locaux ?
De´finitions. Afin de pre´ciser la question centrale, nous introduisons un certain nombre
de notions. Nous de´noterons par
µ := (a1, . . . , an;−b1, . . . ,−bp; (−1s))
une partition de 2g−2 qui contient s fois −1, ou` les ai sont des nombres strictement positifs
et les bi sont supe´rieurs a` 2 et. De meˆme, les partitions de k(2g − 2) serons de´note´es
µ := (a1, . . . , an;−b1, . . . ,−bp;−c1, . . . ,−cr; (−ks)),
ou` les ai sont supe´rieurs a` −k+1, les bi := kℓi sont supe´rieurs a` 2k et divisibles par k, les ci
sont supe´rieurs a` k et non divisibles par k et qui contient s fois −k. La strate primitive
ΩkMg(µ) parame`tre les k-diffe´rentielles primitive de type µ. Il est bien connu que dans le
cas abe´lien, les strates ΩMg(a1, . . . , an;−1) sont vides. Dans la suite nous ne conside´rerons
que des partitions de 2g − 2 distinctes de celles-ci.
Il est bien connu que le re´sidu d’une diffe´rentielle ω a` un poˆle simple est non nul et que
la somme des re´sidus de ω est nulle. Donc si ΩMg(µ) est une strate abe´lienne, on de´finit
l’espace re´siduel de type µ par
R(µ) :=
{
(r1, . . . , rp+s) ∈ Cp × (C∗)s :
p+s∑
i=1
ri = 0
}
. (1.1)
Cet espace parame`tre l’ensemble des re´sidus que peut prendre une diffe´rentielle de ΩMg(µ).
Dans le cas des k-diffe´rentielles pour k ≥ 2, la description change quelque peu. Nous rap-
pelons tout d’abord la notion de k-re´sidu. Plus de de´tails sont donne´s dans [BCGGM16b,
Section 3]. Au voisinage de chaque point P de X, il existe une coordonne´e z telle que une
k-diffe´rentielle ξ est de la forme
zm (dz)k si m > −k ou k ∤ m,(
r
z
)k
(dz)k si m = −k,(
zm/k + tz
)k
(dz)k si m < −k et k | m,
(1.2)
ou` t ∈ C et r ∈ C∗. Les nombres r et t sont de´finis a` une racine de l’unite´ pre`s. Le k-re´sidu
de ξ en P est la puissance kie`me de r dans le second cas, la puissance kie`me de t dans le
troisie`me cas et ze´ro sinon. Ainsi, le k-re´sidu est non nul dans le cas des poˆles d’ordre −k
et peut ne pas eˆtre nul uniquement dans le cas des poˆles d’ordre divisible par k. Toutefois
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il n’existe pas de the´ore`me des re´sidus pour les pluridiffe´rentielles. Ainsi e´tant donne´ une
strate ΩkMg(µ), nous de´finissons l’espace re´siduel de type µ par
Rk(µ) := Cp × (C∗)s. (1.3)
Cet espace parame`tre les re´sidus que peut prendre une pluridiffe´rentielle de ΩkMg(µ).
Dans tous les cas, l’application re´siduelle est donne´e par
Rk(µ) : ΩkMg(µ)→Rk(µ) : (X, ξ) 7→ (ReskPi(ξ)), (1.4)
ou` les Pi sont les poˆles de ξ d’ordre divisible par k. Insistons sur le fait que par de´finition,
les pluridiffe´rentielles de ΩkMg(µ) sont primitives.
Dans [BCGGM16b], il est montre´ que l’application re´siduelle est dominante et que ces
fibres sont de dimension 2g − 1 + n dans le cas abe´lien et 2g − 2 + n dans le cas des
pluridiffe´rentielles. Le but de cet article est de de´terminer l’image de cette application
pour chaque strate.
Genre supe´rieur a` un. Nous sommes maintenant en mesure d’e´noncer les re´sultats
centraux de cet article. Rappelons que ΩkMg(µ) parame`tre les k-diffe´rentielles primitive
de type µ. Nous donnons d’abord le cas du genre supe´rieur ou e´gale a` deux.
The´ore`me 1.1. Si g ≥ 2 et µ contient un e´le´ment infe´rieur a` −k, alors l’application
re´siduelle Rk(µ) : ΩkMg(µ)→Rk(µ) est surjective.
Le cas des strates de genre un est un peu plus complexe. En effet, il existe quatre familles
de strates quadratiques exceptionnelles.
The´ore`me 1.2. Soit ΩkM1(µ) une strate de genre un et µ une partition de k(2g − 2)
contenant un e´le´ment infe´rieur a` −k.
i) Si k = 2 et µ = (4a; (−4a)) ou µ = (2a − 1, 2a + 1; (−4a)), alors l’image de R2(µ)
est e´gale a` R2(µ) \ {(0, . . . , 0)}.
ii) Si k = 2 et µ = (2s; (−2s)) ou µ = (s− 1, s+ 1; (−2s)) avec s pair, alors l’image de
R2(µ) est e´gale a` R2(µ) \ {(1, . . . , 1)}.
iii) Sinon l’application re´siduelle Rk(µ) est surjective.
En ge´ne´ral, les strates de k-diffe´rentielles ne sont pas connexes. Les composantes connexes
dans le cas abe´lien ont e´te´ classifie´es par [Boi15]. Nous e´tendons les re´sultats pre´ce´dents a`
chaque composante connexe des strates abe´liennes.
Proposition 1.3. E´tant donne´e une composante connexe S d’une strate de diffe´rentielles
abe´liennes ΩMg(µ) avec g ≥ 1. La restriction a` S de l’application re´siduelle de ΩMg(µ)
est surjective.
Enfin nous traitons le cas des strates de diffe´rentielles n’ayant que des singularite´s
d’ordre strictement supe´rieur a` −k. Ces diffe´rentielles correspondent a` des surfaces eucli-
dienne a` singularite´ conique d’aire fini. Notre the´ore`me 1.4 ge´ne´ralise le re´sultat de [MS93]
qui n’avaient conside´re´ que les cas abe´lien et quadratique. Il permet e´galement de pre´ciser
[Tro86] qui ne se souciait pas de la primitivite´ des k-diffe´rentielles.
The´ore`me 1.4. Soit µ = (a1, . . . , an) une partition de k(2g − 2) telle que les ai soient
strictement supe´rieurs a` −k. La strate ΩkMg(µ) parame´trant les diffe´rentielles primitives
de profil µ est vide si et seulement si
i) µ = (1,−1),
ii) µ = ∅ et k ≥ 2,
iii) k = 2 et µ = (4) ou µ = (3, 1).
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Diffe´rentielles abe´liennes en genre ze´ro. Pour de nombreuses strates de genre ze´ro,
l’application re´siduelle n’est pas surjective. Nous discutons le cas des diffe´rentielles abe´liennes.
The´ore`me 1.5. Soient g = 0, k = 1 et µ = (a1, . . . , an;−b1, . . . ,−bp; (−1s)). L’un des
cas suivants est ve´rifie´.
i) Si s = 0 et il existe un indice i tel que
ai >
p∑
j=1
bj − (p + 1), (1.5)
alors l’image de R(µ) est R(µ) \ {0}.
ii) S’il n’y a que des poˆles simples (i.e. p = 0), alors l’image de R(µ) est de´crite dans
les propositions 1.6 et 1.7.
iii) Dans les autres cas, l’application re´siduelle R(µ) est surjective.
Nous de´crivons maintenant l’application re´siduelle des strates ΩM0(s− 2; (−1s)). Pour
cela nous de´finissons le graphe suivant. Un graphe de connexions est un arbre bipartite
connexe Γ, dont les sommets sont partitionne´s en Γ−∪Γ+ et ont des poids re´els strictement
positifs, tels que :
i) la somme des poids des sommets de Γ+ est e´gale a` celle des poids des sommets de Γ− ;
ii) conside´rons l’ope´ration qui consiste a` retirer une feuille et soustraire le poids de ce
sommet a` celui qui lui est relie´. Si on applique cette ope´ration entre une et le nombre
d’areˆtes moins une fois a` Γ, alors on obtient des graphes dont les poids aux sommets
sont strictement positifs.
Si les nombres r1, . . . , rs sont coline´aires de somme nulle, alors un graphe associe´ aux ri
est un arbre bipartite connexe ve´rifiant les proprie´te´s suivantes. E´tant donne´ α ∈ C∗ tel
que r′i := αri ∈ R∗ pour tout i ≤ s. Les sommets de Γ+ (resp. Γ−) sont en bijection avec
le nombre de r′i positifs (resp. ne´gatifs). Le poids du sommet correspondant a` ri est r
′
i.
Proposition 1.6. Soit ΩM0(s − 2; (−1s)) une strate de genre ze´ro avec s poˆles simples
et un unique ze´ro d’ordre s− 2. Les re´sidus (r1, . . . , rs) sont dans l’image de l’application
re´siduelle si et seulement si l’une des proprie´te´s est satisfaite.
(1) Les re´sidus ne sont pas coline´aires.
(2) Il existe un graphe associe´ aux ri qui est un graphe de connexion.
Nous montrerons dans la proposition 3.1 que les s-uplets (r1, . . . , rs) qui ne sont pas dans
l’image de R(s− 2; (−1s)) sont en nombre fini (modulo multiplication par une constante)
pour tout s ≥ 2. De plus, dans ce cas les ri sont commensurables entre eux.
Le cas des strates ayant plus de ze´ros est un peu moins explicite. Afin de de´crire l’image
de l’application re´siduelle, nous faisons appel a` la notion de diffe´rentielle stable rappele´e
dans la section 2.
Proposition 1.7. Soit ΩM0(a1, . . . , an; (−1s)) une strate de genre ze´ro avec s poˆles
simples et n ze´ros. Le s-uplet (r1, . . . , rs) est dans l’image de l’application re´siduelle si
et seulement s’il existe une diffe´rentielle stable de genre ze´ro (X,ω) avec un poˆle simple a`
chaque nœud, dont les autres singularite´s sont d’ordres (a1, . . . , an; (−1s)) et qui posse`de
un unique ze´ro sur chaque composante irre´ductible de X.
Cette proposition permet donc d’e´tudier l’image de l’application re´siduelle en se rame-
nant au cas d’un ze´ro. De plus, cette condition peut se reformuler en terme de graphes
munis de poids. Nous le ferons dans la section 3 et donnerons des exemples.
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Pluridiffe´rentielles en genre ze´ro. Le cas des pluridiffe´rentielles en genre ze´ro pre´sente
de nombreuses difficulte´s. En particulier, il existe des strates pour lesquelles le comple´mentaire
de l’image de l’application re´siduelle est de dimension 1 ou 2 (modulo dilatations).
Rappelons qu’e´tant donne´e une partition
µ := (a1, . . . , an;−b1, . . . ,−bp;−c1, . . . ,−cr; (−ks))
de −2k, l’espace ΩkM0(µ) parame`tre les k-diffe´rentielles primitives de type µ. On com-
mence par remarquer (cf lemme 4.1) que ces strates sont non vides si et seulement si
pgcd(µ, k) = 1. Dans la suite, cette condition sera toujours implicitement satisfaite.
Dans le cas ou` r 6= 0, on a le re´sultat suivant.
The´ore`me 1.8. Soit ΩkM0(a1, . . . , an; b1, . . . , bp; c1, . . . , cr; (−ks)) une strate de genre
ze´ro telle que r 6= 0. L’image de l’application re´siduelle est
i) R(µ) \ {0} si r = 1 et s = 0 et n = 1,
ii) R(µ) sinon.
Nous donnons maintenant la description des strates pour r = 0 et p 6= 0. S’il y a des
poˆles d’ordres −k, on a la description suivante.
The´ore`me 1.9. L’application re´siduelle des strates ΩkM0(a1, . . . , an; b1, . . . , bp; (−ks))
avec s 6= 0 est surjective sauf dans les cas exceptionnels suivants.
i) L’image de R2(4s′ − 1; 4s′ + 1;−4; (−22s′ )) est R2(µ) \C∗ · (0; 1, . . . , 1).
ii) L’image de R2(2a− 1; 2a + 1; (−4a); (−22)) est R2(µ) \C∗ · (0, . . . , 0; 1, 1).
Dans le cas ou` r = s = 0 et p 6= 0, on obtient la description suivante.
The´ore`me 1.10. Soit ΩkM0(a1, . . . , an;−b1, . . . ,−bp) une strate non vide de genre ze´ro.
L’image de l’application re´siduelle de cette strate contient R(µ) \ {(0, . . . , 0)} a` l’excep-
tion des strates Ω2M0(4p′ − 3, 4p′ − 1; (−42p′)) ou` elle contient R(µ) \C · (1, . . . , 1).
Si p = 1, alors le p-uplet (0, . . . , 0) est dans l’image de l’application re´siduelle si et
seulement si n ≥ 3.
Si p ≥ 2 et n = 2, alors (0, . . . , 0) pas dans l’image de l’application re´siduelle.
Si p ≥ 2 et n = 3, nous donnons une condition sur l’appartenance du p-uplet (0, . . . , 0)
a` l’image de l’application re´siduelle dans la proposition 4.8.
Dans cette proposition, nous n’avons pas traiter le cas p ≥ 2 et n ≥ 4. Il est similaire
au cas n = 3, mais la complexite´ de la condition dans ce cas la rend peu applicable.
Enfin nous donnons la description de l’image par l’application re´siduelle des strates
telles que p = r = 0. Le cas des diffe´rentielles quadratiques est tre`s diffe´rent du cas des
k-diffe´rentielles d’ordre k ≥ 3. Obtenir une caracte´risation pre´cise du cas quadratique
ne´cessiterait un autre travail. Nous donnons toutefois un certain nombre de re´sultats
partiels inte´ressants. Dans les cas ou` il y a plus de trois ze´ros, nous pouvons e´noncer
le re´sultat suivant.
Proposition 1.11. L’application re´siduelle des strates Ω2M0(a1, . . . , an; (−2s)) est sur-
jective dans les deux cas suivants.
1) n ≥ 4 et au moins quatre ai sont impairs.
2) n = 3 et a1 + a2 < a3 avec a3 pair.
Dans le cas des strates avec deux ze´ros, la description est tre`s complexe. Si les re´sidus
quadratiques sont sur le meˆme rayon re´el issu de l’origine, on pourrait utiliser des graphes
de connexion ge´ne´raliser. Toutefois, la combinatoire devient tre`s complexe et il semble
difficile de tirer des informations d’une telle description. On pourra toutefois consulter la
proposition 4.17 dans le cas ou` a1 = −1. Dans ces strates, le concept suivant est important
pour comprendre l’application re´siduelle.
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De´finition 1.12. Des nombres R1, R2, R3 sont triangulaires s’il existe des racines carre´es
r1, r2, r3 de ces nombres telles que r1 + r2 + r2 = 0.
On a alors le re´sultat surprenant suivant.
The´ore`me 1.13. L’application re´siduelle de Ω2M0(a1, . . . , an; (−2s)) contient tous les
s-uplets n’appartiennent pas a` un meˆme rayon issu de l’origine sauf dans les deux cas
suivants.
i) L’image par l’application re´siduelle des strates Ω2M0(2s − 1, 2s + 1; (−22s′+2)) ne
contient pas les 2-re´sidus proportionnels a` (1, . . . , 1, R,R) pour tout R ∈ C∗.
ii) L’image par l’application re´siduelle des strates Ω2M0(2s′ − 1, 2s′ − 1; (−22s′+1)) ne
contient pas les re´sidus quadratiques proportionnels a` (R1, R2, R3, . . . , R3) ou` les Ri
sont triangulaires.
Maintenant, nous conside´rons les strates de k-diffe´rentielles pour k ≥ 3. Mis a` part les
strates de la forme ΩkM0(−1, 1;−k,−k), toutes les exceptions proviennent du fait que les
racines kie`me de l’unite´ engendrent un re´seau de C si et seulement si k ∈ {3, 4, 6}.
The´ore`me 1.14. L’application re´siduelle des strates ΩkMg(a1, . . . , an;−ks) est surjective
pour k ≥ 3 sauf dans les cas suivants.
(1) L’image de l’application re´siduelle des strates ΩkM0(−1, 1;−k,−k) est e´gale a`
l’espace (C∗)2 \C∗ · (1, (−1)k).
(2) L’image de R6(−1, 7;−63) est e´gale a` (C∗)3 \C∗ · (1, 1, 1).
(3) L’image de l’application re´siduelle de la strate Ω4M0(−1, 9;−44) et de la strate
Ω6M0(−1, 13;−64) est e´gale a` (C∗)4 \C∗ · (1, 1, 1, 1).
(4) L’image de R4(5,−1;−43) est e´gale a` (C∗)3 \C∗ · (1, 1,−4).
(5) L’image de R3(−1, 4;−33) est e´gale a` (C∗)3 \C∗ · (1, 1, 1) ∪C∗ · (1,−1, 3i√3).
(6) L’image de R3(1, 2; (−33)) est (C∗)3 \C∗ · (1, 1, 1).
(7) L’image de l’application re´siduelle de Ω4M0(3, 5; (−44)) est (C∗)4 \C∗ · (14).
(8) L’image de R3(2, 7; (−35)) est (C∗)5 \C∗ · (15) ∪C∗ · ((14),−1).
(9) L’image de l’application re´siduelle de la strate Ω4M0(3, 13; (−46)) et de la strate
Ω3M0(5, 7; (−36)) est (C∗)6 \C∗ · (16).
(10) L’image de R3(2, 4; (−34)) est (C∗)4 \C∗ · (1, 1,−1,−1).
(11) L’image de R3(2, 10; (−36)) est (C∗)6 \C∗ · ((13), (−13)) ∪C∗ · (16).
Applications. Nous donnons maintenant quelques applications de nos re´sultats. Ils four-
nissent des informations inte´ressantes couple´s avec les the´ore`mes de [BCGGM16a] et
[BCGGM16b]. Ces travaux de´crivent un bord des strates de k-diffe´rentielles via le concept
de diffe´rentielles entrelace´es (voir section 2). Afin de savoir si une diffe´rentielles entrelace´e
est au bord d’une strate donne´e, on a besoin de connaˆıtre l’existence de diffe´rentielles ou`
l’on connaˆıt les ordres des ze´ros et des poˆles ainsi que des re´sidus de diffe´rentielles. Notre
article peut donc eˆtre vu comme la dernie`re pierre dans cette description ensembliste du
bord des strates.
La premie`re conse´quence est un re´sultat sur la ge´ome´trie de l’espace des modules des
courbes pointe´es. Notons que la premie`re des deux assertion a e´te´ prouve´e par Eisenbud
et Harris dans [EH87, Theorem 3.1] a` l’aide des se´ries line´aires limites.
Proposition 1.15. Soit Wg la fermeture dans Mg,1 du lieu parame´trant les points de
Weierstraß des courbes alge´briques de genre g.
i) Wg ne rencontre pas le lieu des courbes stables ou` g courbes elliptiques sont attache´es
a` un P1 contenant le point marque´.
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ii) Wg intersecte le lieu ou` g−1 courbes elliptiques sont attache´es a` un P1 contenant le
point marque´ et l’une de ces courbes elliptiques est attache´e par deux points au P1.
Nous donnons maintenant une application dans l’esprit de la ge´ome´trie plate. Cette
proposition est connue dans le cas abe´lien [EMZ03] et quadratique [Lan08].
Proposition 1.16. Soient ξ une k-diffe´rentielle et z0 une singularite´ d’ordre a0 > −k
de ξ. Il est pas possible ce scinder localement z0 en t singularite´s d’ordres (α1, . . . , αt)
avec a0 =
∑
αi et αi > −k si et seulement si k ≥ 2, t = 2, k | a0 et k ∤ pgcd(αi).
Nous donnons maintenant une application a` la ge´ome´trie des surfaces plates d’aire finie.
Naveh [Nav08] a montre´ que dans une strate de diffe´rentielles abe´liennes, le nombre maxi-
mal de cylindres disjoints pour une surface donne´e est g+n−1 et que cette borne est tou-
jours atteinte. Nous de´crivons les vecteurs d’holonomie que peuvent avoir les ge´ode´siques
pe´riodiques de ces cylindres.
Proposition 1.17. Soient S := ΩMg(a1, . . . , an) une strate de diffe´rentielles abe´liennes
et λ := (λ1, . . . , λt) ∈ (C∗)t. Il existe une diffe´rentielle dans S avec t cylindres disjoints
dont les circonfe´rences sont λ1, . . . , λt si et seulement s’il existe une diffe´rentielle stable
(X,ω) avec un poˆle simple aux t nœuds, telle que les re´sidus a` ces nœuds sont ±λi et dont
les ordres des autres singularite´s sont donne´s par (a1, . . . , an)
Nous e´noncerons ce re´sultat dans le langage des graphes dans la section 6.
Organisation de cet article. Le sche´ma de la preuve de ces the´ore`mes est le suivant.
Dans un premier temps nous utilisons la correspondance entre les (pluri)diffe´rentielles
me´romorphes et certaines classes de surfaces plates introduites par [Boi15] et e´tudie´es dans
[Tah16] dans le cas k = 1 et par [BCGGM16b] dans le cas k ≥ 2. Cette correspondance nous
permet de construire explicitement des pluridiffe´rentielles ayant les proprie´te´s souhaite´es
lors que le genre et le nombre de singularite´s sont petits.
Dans un second temps, ce re´sultat nous de´duisons les autres cas graˆce a` deux ope´rations
introduites par [KZ03] pour k = 1, [Lan08] pour k = 2 et ge´ne´ralise´es par [BCGGM16b]
pour k ≥ 3. Ces deux ope´rations sont l’e´clatement d’une singularite´ et la couture d’anse.
La premie`re de ces ope´rations permet d’augmenter le nombre de singularite´s sans chan-
ger le genre d’une pluridiffe´rentielle. La seconde pre´serve le nombre de singularite´s mais
augmente le genre de la surface sous-jacente.
Enfin, dans les cas ou` l’application re´siduelle n’est pas surjective, nous de´veloppons
des me´thodes ad-hoc afin de montrer la non-existence de pluridiffe´rentielles ayant certains
invariants locaux.
L’article s’organise comme suit. Pour terminer cette introduction, nous posons quelques
conventions. Dans la section 2 nous faisons les rappels ne´cessaires sur les repre´sentations
plates des pluridiffe´rentielles me´romorphes et sur les deux ope´rations pre´ce´demment cite´es.
De plus, nous introduisons dans cette section les briques e´le´mentaires qui nous permettrons
de construire les pluridiffe´rentielles avec les proprie´te´s souhaite´es. La section 3 est de´die´e
aux diffe´rentielles abe´liennes. La section 4 est de´die´e au cas des pluridiffe´rentielles de
genre 0. La section 5 est de´die´e aux cas des pluridiffe´rentielles de genre supe´rieur a` 1.
Enfin dans la section 6, nous donnons quelques applications de nos re´sultats.
Nous conseillons au lecteur presse´ de restreindre sa lecture aux sections 2, 3 et 6.
Conventions. Dans cet article nous de´finirons le re´sidu d’une forme diffe´rentielle comme
e´tant le re´sidu usuel multiplie´ par la constante 2iπ. En particulier, le the´ore`me des re´sidus
s’e´nonce ∫
γ
ω =
∑
i
ResPi ω,
ou` les Pi sont les poˆles de ω encercle´s par γ. De plus, pour une k-diffe´rentielle, le k-re´sidu
sera (2iπ)k fois le k-re´sidu de´fini par l’e´quation (1.2). Remarquons que ces conventions
n’ont aucune incidence sur l’e´nonce´ des re´sultats, mais rend les preuves plus agre´ables.
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Pour une k-diffe´rentielle ξ, nous appelons ze´ro une singularite´ de ξ d’ordre stricte-
ment supe´rieur a` −k et poˆle une singularite´ d’ordre infe´rieur a` −k. Le k-re´sidu d’une
k-diffe´rentielle sera note´ avec une lettre majuscule R tandis qu’une racine kie`me de R sera
note´e par une lettre minuscule r. Cette convention de langage peut paraˆıtre curieuse, mais
sera extreˆmement commode.
Si une strate parame`tre des diffe´rentielles avec m singularite´s e´gales a` a, alors nous
noterons cela (am). Par exemple ΩM3(3, 3;−1,−1) pourra eˆtre note´e ΩM3((32); (−12)).
Plus ge´ne´ralement, si nous conside´rons une suite (a, . . . , a) de m nombres complexes tous
identiques, nous noterons cette suite (am). Nous espe´rons que ces notations seront claires
par le contexte.
Remerciements. Nous remercions Corentin Boissy pour des discussions enrichissantes
lie´es a` cet article. Une question de David Aulicino est a` l’origine de la Proposition 1.17.
Le logiciel GeoGebra a procure´ une aide substantielle au premier auteur.
2. Boˆıte a` outils
Dans cette section, nous introduisons les objets et les ope´rations a` la base de nos
constructions. Nous commenc¸ons par quelques rappels sur les pluridiffe´rentielles dans la
section 2.1. Ensuite nous introduisons dans la section 2.2 les briques e´le´mentaires de nos
constructions. Nous poursuivons par un rappel sur les diffe´rentielles entrelace´es et les
ope´rations de scindage de ze´ro et de couture d’anse dans la section 2.3. Enfin nous discu-
terons un cas spe´cial de surfaces plates dans la section 2.4.
2.1. Pluridiffe´rentielles me´romorphes. Dans ce paragraphe, nous rappelons des re´sultats
e´le´mentaires sur les pluridiffe´rentielles me´romorphes et de leur relation avec les surfaces
plates. Plus de de´tails peuvent eˆtre trouve´s dans [Boi15] pour les diffe´rentielles abe´liennes
et [BCGGM16b] pour les k-diffe´rentielles avec k ≥ 1.
Soit X une surface de Riemann de genre g et ω une section me´romorphe du fibre´
canonique KX . On notera Z les ze´ros et P les poˆles de ω. L’inte´gration de ω sur X \ P
induit une structure plate sur X \P . Les ze´ros de ω d’ordre a correspond a` une singularite´
conique d’angle (a − 1)2π de la structure plate. Les poˆles simples de ω correspondent a`
des demi-cylindres infini. Les poˆles d’ordre b ≥ 2 correspondent a` un reveˆtement de degre´
b − 1 du plan dans lequel on a e´ventuellement fait une entaille correspondant au re´sidu.
Inversement, une surface plate obtenue en attachant par translation un nombre fini de
demi-cylindres infinis, des reveˆtements d’ordre b − 1 du plan entaille´ et des polygones
correspond a` une diffe´rentielle abe´lienne me´romorphe sur une surface de Riemann.
Une the´orie similaire a e´te´ de´veloppe´e dans le cas des sections me´romorphes ξ de la puis-
sance tensorielle kie`meKkX du fibre´ canonique deX. En effet, on peut passer au reveˆtement
canonique π : X̂ → X et choisir une racine kie`me ω̂ de π∗ξ sur X̂. L’inte´gration de ω̂ le
long d’un chemin de X̂ nous fournit une structure plate sur X̂. La surface plate ainsi ob-
tenu posse`de une syme´trie cyclique d’ordre k provenant de la structure de reveˆtement. Le
quotient de cette surface par ce groupe est une surface plate ou` l’on autorise les identifica-
tions par des translations et par des rotations d’angle multiple de 2πk . Les poˆles d’ordre −k
correspondent a` des demi-cylindres infinis et les poˆles d’ordre −b < −k a` un reveˆtement
d’ordre b − k d’un domaine angulaire d’angle 2πk . Les poˆles d’ordres 0 > a > −k cor-
respondent aux singularite´s coniques d’angle (a + k)2πk . Cela explique la convention de
langage que les singularite´s d’ordre a ≥ −k + 1 sont des ze´ros d’ordre a de ξ.
Enfin, pour les k-diffe´rentielles non primitives, on a la proprie´te´ suivante. Si la k-
diffe´rentielle ξ est la puissance die`me d’une (k/d)-diffe´rentielle η, alors pour tout poˆle P
ReskP (ξ) =
(
Res
k/d
P (η)
)d
. (2.1)
8
2.2. Briques e´le´mentaires. Dans ce paragraphe, nous introduisons des surfaces plates
a` bord qui nous servirons de briques pour construire les pluridiffe´rentielles ayant les pro-
prie´te´s locales souhaite´es.
Nous de´crivons dans un premier temps les briques pour les diffe´rentielles abe´liennes. La
base de nos constructions seront les domaines basiques introduit par [Boi15]. E´tant donne´s
des vecteurs (v1, . . . , vl) dans (C
∗)l. Nous conside´rons la ligne brise´e L dans C donne´e par
la concate´nation d’une demi-droite correspondant a` R−, des vi pour i croissant et d’une
demi-droite correspondant a` R+. Nous supposerons que les vi sont tels que L ne posse`de
pas de points d’auto-intersection.
Le domaine basique positif (resp. ne´gatif) D+(vi) (resp. D
−(vi)) est le demi-plan des
nombres complexes au dessus (resp. en dessous) de L. E´tant donne´ un domaine positif
D+(vi) et un ne´gatif D
−(wj), on construit le domaine basique ouvert a` gauche (resp.droite)
Dg(vi;wj) (resp. Dd(vi;wj)) en collant par translation les deux demi-droites correspondant
a` R+ (resp. R−).
On se donne maintenant des vecteurs (v1, . . . , vl) avec l ≥ 1 tels que la concate´nation V
de ces vecteurs dans cet ordre n’a pas de points d’auto-intersection. De plus, on suppose
qu’il existe deux demi-droites paralle`les LD et LF de vecteur directeur
−→
l , issues respecti-
vement du point de de´part D et final F de V , ne rencontrant pas V et telles que (
−−→
DF,
−→
l )
est une base positive de R2. On de´finit de meˆme le domaine polaire C(vi) d’ordre 1 associe´
aux vi comme le sous ensemble de C entre V et les demi-droites LD et LF quotiente´ par
l’identification de LD a` LF par translation. Le re´sidu du poˆle simple correspondant est
donne´ par la somme F −D des vi.
On se donne b ≥ 2 et τ ∈ {1, . . . , b− 1}. Soient (v1, . . . , vl;w1, . . . , wℓ) des vecteurs
de C∗ tels que l’argument (pris dans ]−π, π]) des vi est de´croissant, des wj est croissant.
La partie polaire d’ordre b et de type τ associe´e a` (v1, . . . , vl;w1, . . . , wℓ) est la surface plate
a` bord obtenue de la fac¸on suivante. Prenons l’union disjointe de τ − 1 domaines basiques
ouverts a` gauche associe´ a` la suite vide, b− τ domaines basiques ouverts a` droite associe´ a`
la suite vide. Enfin prenons le domaine positif associe´ aux vi et le domaine ne´gatif associe´
aux wj . On colle alors par translation la demi-droite infe´rieure du iie`me domaine polaire
ouvert a` gauche a` la demi-droite supe´rieure du (i + 1)ie`me. La demi-droite infe´rieure du
domaine τ − 1 est identifie´e a` la demi droite de gauche du domaine positif. La demi-droite
de gauche du domaine ne´gatif est identifie´e a` la positive du premier domaine ouvert a`
gauche. On proce`de de meˆme a` droite. La figure 1 illustre cette construction.
τ
1
. . . v
v
1
2
τ + 1
τ + 2
. . . b− 1
τ + 1
Figure 1. Une partie polaire d’ordre b de type τ associe´e a` (v; v)
Si
∑
vi =
∑
wj nous dirons que cette partie polaire est triviale. Dans le cas contraire,
nous dirons que la partie polaire est non triviale. La figure 2 de gauche illustre une partie
polaire non triviale et celle de droite une partie polaire d’ordre 1.
Par le the´ore`me des re´sidus l’inte´gration de ω le long d’un lacet ferme´ γ est e´gale a` la
somme des re´sidus encercle´s par γ. En effet, rappelons notre convention que notre re´sidu
est e´gal a` 2iπ fois le re´sidu usuel. Cela a la conse´quence e´le´mentaire mais primordiale pour
notre e´tude.
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v1 v2
1 1
2
3 2
3
v1 v2
3 3
Figure 2. Une partie polaire non triviale associe´e a` (v1, v2; ∅) d’ordre 3
(de type 0) a` gauche et d’ordre 1 a` droite.
Lemme 2.1. Soient (vi;wj) des nombres complexes, le poˆle associe´ a` la partie polaire
d’ordre b et de type τ associe´e a` (vi;wj) a` un ordre b et posse`de un re´sidu e´gale a`
∑
vi −∑
wj.
Soit (v1, . . . , vl) avec l ≥ 1, le poˆle associe´ au domaine basique simple associe´ a` vi est
d’ordre 1 et posse`de un re´sidu e´gale a`
∑
vi.
Nous introduisons maintenant les briques analogues pour les k-diffe´rentielles. Les construc-
tions sont tre`s similaires au cas abe´lien et nous ne donnerons pas les de´tails.
E´tant donne´s b := kℓ et des vecteurs (vi;wj) comme ci-dessus la k-partie polaire
d’ordre kℓ associe´e a` (vi;wj) co¨ıncide avec la partie polaire d’ordre ℓ associe´e a` (vi;wj).
Cette k-partie polaire permettra de construire des poˆles d’ordre kℓ ayant pour k-re´sidu
(
∑
vi −
∑
wj)
k. Lorsqu’il sera clair par le contexte que nous parlons de k-diffe´rentielles,
nous de´signerons la k-partie polaire d’ordre kℓ simplement par la partie polaire d’ordre kℓ.
Nous traitons maintenant le cas des poˆles d’ordre non divisible par k. Soient c = ℓk+ r
avec 0 < r < k et ℓ ≥ 1. On se donne des vecteurs vi de C∗ de partie re´elle positive. La
partie polaire d’ordre c associe´e aux (v1, . . . , vl; ∅) est donne´e par la construction suivante.
Nous concate´nons les vi dans le plan et trac¸ons deux demi-droites issues des points initiaux
et finaux de la concate´nation telles que l’une corresponde a` R− et l’angle entre ces deux
droites est −r 2πk . Nous conside´rons la surface au dessus de cette courbe brise´e. Ensuite
nous prenons ℓ− 1 domaines basiques ouvert a` gauche associe´s a` la suite vide. Puis nous
identifions les demi-droites cycliquement par translation, a` l’exception du dernier qui est
identifie´ par translation et rotation d’angle −r 2πk a` la demi droite non horizontale du
domaine spe´cial. Cette construction est illustre´e par la figure 3. Similairement, la partie
polaire d’ordre c associe´e aux (∅; v1, . . . , vl) est obtenue comme la construction pre´ce´dente,
mais en conside´rant la surface sous la concate´nation des vi.
v1 1
2 2
1
Figure 3. La partie polaire d’une 3-diffe´rentielle associe´e a` (v1; ∅) d’ordre 7.
Comme pre´ce´demment, les re´sidus d’une k-diffe´rentielle ξ peut se lire sur la surface
plate correspondante.
Lemme 2.2. Soient (vi;wj) des nombres complexes, le poˆle obtenu a` partir de la partie
polaire d’ordre b = kℓ et de type τ associe´e a` (vi;wj) est d’ordre b et posse`de un k-re´sidu
e´gale a` (
∑
vi −
∑
wj)
k.
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Soit (v1, . . . , vl) avec l ≥ 1, le poˆle associe´ au domaine basique d’ordre k associe´ a` vi
est d’ordre −k et posse`de un k-re´sidu e´gale a` (∑ vi)k.
2.3. Pluridiffe´rentielles entrelace´es, e´clatement de ze´ros et couture d’anses.
Dans ce paragraphe, nous rappelons certains cas particuliers des re´sultats obtenus dans
[BCGGM16a] et [BCGGM16b] au sujet des diffe´rentielles entrelace´es. Cela nous permet
de rappeler les constructions de l’e´clatement des ze´ros et la couture d’anse.
Tout d’abord, nous rappelons la de´finition d’une diffe´rentielle entrelace´e. E´tant donne´e
une partition µ := (m1, . . . ,mt) telle que
∑t
i=1mi = k(2g − 2). Une k-diffe´rentielle en-
trelace´e η de type µ sur une courbe stable n-marque´e (X, z1, . . . , zt) est une collection
de k-diffe´rentielles ηv sur les composantes irre´ductibles Xv de X telle que ηv 6= 0 et les
conditions suivantes sont satisfaites.
(0) (Annulation comme prescrit) Chaque k-diffe´rentielle ηv est holomorphe et ne
s’annule pas en dehors des nœuds et des points marque´s de Xv. De plus, si un point
marque´ zi se trouve sur Xv , alors ordzi ηv = mi.
(1) (Ordres assortis) Pour chaque nœud de X qui identifie q1 ∈ Xv1 a` q2 ∈ Xv2 ,
ordq1 ηv1 + ordq2 ηv2 = −2k.
(2) (Re´sidus assortis aux poˆles d’ordre −k) Si a un nœud de X qui identifie
q1 ∈ Xv1 avec q2 ∈ Xv2 on a ordq1 ηv1 = ordq2 ηv2 = −k, alors
Reskq1 ηv1 = (−1)k Reskq2 ηv2 .
Nous aurons besoin de savoir quand une k-diffe´rentielle entrelace´e est lissable seulement
pour des cas tre`s particuliers. Nous rappelons ici uniquement les cas qui nous inte´ressent.
Le premier cas est celui ou` l’ordre des k-diffe´rentielles a` tous les nœuds est e´gale a` −k.
Lemme 2.3. Soit η = {ηv} une k-diffe´rentielle entrelace´e. Si l’ordre des k-diffe´rentielles ηv
aux nœuds est −k, alors η est lissable localement.
Notons que dans ce cas, la notion de diffe´rentielle entrelace´e correspond a` la notion
classique de diffe´rentielle stable. Ainsi nous pourrons nous ramener a` ce re´sultat pour
prouver les propositions 1.7 et 1.17.
Maintenant nous regardons le cas des pluridiffe´rentielles entrelace´es a` deux composantes.
Lemme 2.4. Supposons que X posse`de exactement deux composantes X1 et X2 relie´es
par un unique nœud qui identifie q1 ∈ X1 a` q2 ∈ X2. Si ordq1 η1 > −k > ordq2 η2, alors la
k-diffe´rentielle torsade´e est lissable si et seulement si l’une des deux conditions suivantes
est ve´rifie´e.
i) Reskq2 η2 = 0
ii) η1 n’est pas la puissance kie`me d’une diffe´rentielle abe´lienne holomorphe.
De plus, le lissage peut se faire sans modifier les k-re´sidus de η1 si et seulement si l’une
des deux conditions suivantes est ve´rifie´e.
i) Reskq2 η2 = 0
ii) η1 n’est pas la puissance kie`me d’une diffe´rentielle abe´lienne me´romorphe.
Remarquons que la deuxie`me partie du lemme n’est pas explicitement prouve´e dans
[BCGGM16b]. Toutefois, cela peut se montrer sans proble`mes en combinant [BCGGM16b,
Lemma 4.4] et la preuve du lissage contenue dans cet article.
Maintenant, nous donnons deux applications cruciales du lemme 2.4.
Proposition 2.5 (e´clatement d’un ze´ro). Soient (X, ξ) une k-diffe´rentielle de type µ et
z0 ∈ X un ze´ro d’ordre a0 > −k de ξ. Soit (α1, . . . , αt) un t-uplet d’entiers strictement
supe´rieurs a` −k tel que ∑i αi = a0.
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Il existe une ope´ration sur (X, ξ) en z0 qui fournit une k-diffe´rentielle (X
′, ξ′) de type
(α0, . . . , αt, µ\{a0}) qui ne modifie pas les k-re´sidus de ξ si et seulement si l’une des deux
conditions suivantes est ve´rifie´e.
i) ξ n’est pas la puissance kie`me du diffe´rentielle abe´lienne.
ii) Il existe une k-diffe´rentielle de genre ze´ro et de type (α1, . . . , αt;−a0 − 2k) dont le
k-re´sidu au poˆle d’ordre −a0 − 2k est nul.
De plus, si ξ = ωd avec ω une diffe´rentielle abe´lienne, alors la k-diffe´rentielle ξ′ est
primitive si et seulement si pgcd(αi, d) = 1.
De´monstration. Partons de (X, ξ). On forme une diffe´rentielle entrelace´e en attachant
au point z0 une droite projective avec une diffe´rentielle ayant les ordres souhaite´s. Le
lemme 2.4 permet de conclure. C.Q.F.D.
La seconde construction nous permettra en particulier de faire une re´currence sur le
genre des surfaces de Riemann.
Proposition 2.6 (Couture d’anse). Soient (X, ξ) une k-diffe´rentielle (primitive) dans la
strate ΩkMg(µ) et z0 ∈ X un ze´ro d’ordre a0 de ξ. Il existe une ope´ration locale a` z0 qui
produit une k-diffe´rentielle (X ′, ξ′) dans la strate ΩkMg+1(a0 + 2k, µ \ {a0}).
De´monstration. Partons de (X, ξ). On forme une diffe´rentielle entrelace´e en attachant
au point z0 une courbe elliptique avec une diffe´rentielle de type (a0 + 2k;−a0 − 2k). Le
lemme 2.4 permet de conclure. C.Q.F.D.
2.4. Diffe´rentielle a` cœur de´ge´ne´re´. Les diffe´rentielles a` cœur de´ge´ne´re´ constitue
une famille particulie`rement simple d’exemples. En particulier, beaucoup de proble`mes
ge´ome´triques se simplifient en des proble`mes combinatoires. Cela nous permettra de mon-
trer des re´sultats de non existence, en particulier dans la section 5.
Rappelons que le cœur d’une diffe´rentielle abe´lienne ou quadratique est l’enveloppe
convexe des singularite´s coniques pour la me´trique de´finie par la diffe´rentielle. On dit
que le cœur est de´ge´ne´re´ s’il est d’inte´rieur vide, c’est-a`-dire s’il est re´duit a` l’union d’un
nombre fini de liens-selles.
Le comple´mentaire du cœur d’une surface plate admet autant de composantes connexes
que de poˆles. On appelle domaine polaire la composante a` laquelle un poˆle appartient.
Le bord d’un domaine polaire est toujours forme´ par un nombre fini de liens-selles (voir
[Tah16, Lemma 2.1]).
L’inte´reˆt de ces diffe´rentielles est donne´ par la proposition suivante que l’on montre
aise´ment en utilisant le flot contractant.
Proposition 2.7. Dans une strate donne´e, le lieu des diffe´rentielles abe´liennes ou qua-
dratique dont tous les re´sidus sont nuls est soit vide soit contient une diffe´rentielle a` cœur
de´ge´ne´re´.
De´monstration. Le lieu d’une strate ou` les re´sidus sont tous nuls est GL+(2,R)-invariant.
Or, d’apre`s le lemme 2.2 [Tah16], chaque GL+(2,R)-orbite contient une surface plate dont
le cœur est de´ge´ne´re´. C.Q.F.D.
On peut dans ce cas supposer que toutes les connexions de selles sont horizontales. De
plus, il y a exactement 2g+n+p˜−2 connections de selles dans S, ou` n est le nombre de ze´ros
et p˜ le nombre de poˆles dans la strate. Coupant le long de ces liens selles, nous obtenons p˜
partie polaire. Le graphe domanial d’une surface a` cœur de´ge´ne´re´ est le graphe dont les
sommets sont les domaines polaires et deux sommets sont relie´s par autant d’areˆtes qu’il
y a de liens selles entre les deux domaines polaires. De plus, le graphe domanial simplifie´
est obtenu en enlevant tous les sommets de valence 2 au graphe domanial. Les sommets
du graphe domanial qui sont de valence supe´rieur a` trois sont dits spe´ciaux.
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3. Diffe´rentielles abe´liennes me´romorphes
Dans cette section, nous e´tudions le cas des diffe´rentielles abe´liennes. Dans la section 3.1,
nous traitons le cas ge´ne´ral. Puis nous conside´rons dans la section 3.2 le cas ou` tous les
re´sidus sont nuls dans les strates de genre ze´ro. Ensuite, nous traitons le cas des re´sidus
coline´aires dans les strates de genre ze´ro n’ayant que des poˆles simples dans la section 3.3.
Enfin, nous e´tudions l’application re´siduelle sur chaque composante connexe des strates
dans la section 3.4.
3.1. Cas ge´ne´ral. Soit µ := (a1, . . . , an;−b1, . . . ,−bp; (−1s)) une partition de 2g−2. Dans
ce paragraphe, nous prouvons la surjectivite´ de l’application re´siduelle des strates ΩMg(µ)
dans le cas g ≥ 1 et dans le cas g = 0 et p, s 6= 0. Le premier cas correspond aux the´ore`mes
1.1 et 1.2 dans le cas abe´lien. Le second cas commence la preuve du the´ore`me 1.5. De
plus, nous montrons que si g = 0 et s = 0, alors l’image de l’application re´siduelle contient
R(µ) \ {0, . . . , 0}. Nous montrons aussi que l’image de l’application re´siduelle contient les
re´sidus non coline´aires dans le cas g = 0 et p = 0.
La preuve suit le sche´ma suivant. Nous traitons tout d’abord le cas des strates de genre
ze´ro avec un unique ze´ro. Puis nous conside´rons le cas des strates de genre 1 avec un
unique ze´ro et p = 0 ou s = 0. Enfin nous concluons graˆce aux techniques d’e´clatement
du ze´ro (proposition 2.5) et de couture d’anse (proposition 2.6).
Avant de proce´der a` la preuve nous introduisons un objet ge´ome´trique associe´ a` un uplet
r := (r1, . . . , rp+s). Nous supposerons, quitte a` permuter les indices, que l’argument des
re´sidus r1, . . . , rp+s est de´croissant dans ]−π, π]. Le polygone re´siduel P(r) est le polygone
obtenu en concate´nant les vecteurs r1, . . . , rp+s dans cet ordre. Remarquons que P(r) est
un polygone convexe, e´ventuellement de´ge´ne´re´ (i.e. d’inte´rieur vide).
Soient ΩM0(a;−b1, . . . ,−bp; (−1s)) une strate de genre ze´ro et r := (r1, . . . , rp+s) dans
R(µ) tel que le polygone re´siduel P(r) est non de´ge´ne´re´. Pour tous les poˆles Pi d’ordre bi
ayant un re´sidu non nul ri, on prend une partie polaire d’ordre bi associe´e a` (ri; ∅) (et de
type arbitraire). Pour tous les poˆles Pj d’ordre bj ayant un re´sidu nul, on prend une partie
triviale d’ordre bj associe´e a` (rij ; rij ), ou` rij 6= 0 est le re´sidu au poˆle Pij . Les collages de
ces parties polaires avec le polygone re´siduel se font de la fac¸on suivante.
E´tant donne´e une partie polaire non triviale associe´e a` un poˆle Pi. S’il existe un poˆle Pj
qui a une partie polaire associe´e a` (ri; ri), alors nous collons le segment ri de Pi au seg-
ment ri du domaine basique ne´gatif de Pj. Nous continuons ces collages jusqu’a` ce que il
n’y ai plus de poˆles sans re´sidu avec une partie polaire associe´e a` (ri; ri). Puis nous collons
le dernier segment ri au segment ri du polygone re´siduel. Nous faisons de meˆme pour tous
les poˆles de re´sidus non nuls. Cette construction est illustre´e par le dessin de la figure 4.
1
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Figure 4. Une diffe´rentielle dans ΩM0(4;−2,−2,−3;−1) avec re´sidus
(0, i,−1 − i, 1).
La diffe´rentielle associe´e a` cette surface plate posse`de clairement les invariants de´sire´s
aux poˆles. Ve´rifions maintenant qu’elle est de genre ze´ro et posse`de un unique ze´ro. Re-
marquons que si l’on coupe cette surface le long d’une connexion de selle, on obtient
deux surfaces connexes disjointes. En effet, les connexions de selles correspondent soit au
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bord des parties polaires, soit aux diagonales du polygone re´siduel. Une telle proprie´te´
implique qu’il existe un unique ze´ro, car s’il y en avait deux, un lien selle entre les deux ne
de´connecterait pas la surface. De manie`re similaire, on en de´duit que le genre de la surface
est nul.
Nous traitons maintenant le cas ou` le polygone re´siduel est de´ge´ne´re´ mais pas re´duit a` un
point dans les strates ΩM0(a;−b1, . . . ,−bp; (−1s)), avec p 6= 0. Sans perte de ge´ne´ralite´,
nous supposerons que les re´sidus sont re´els. De plus, nous ordonnons les poˆles de telles
sorte que les re´sidus non nuls sont r1, . . . , rt et que pour i ≤ u les ri sont ne´gatifs alors
que pour u < i < t les ri sont positifs. Prenons le poˆle P1 d’ordre b1. Nous associons a` ce
poˆle une partie polaire d’ordre bi associe´e aux vecteurs (−r2, . . . ,−ru; ru+1, . . . , rt). Nous
associons a` tous les poˆles Pi avec 2 ≤ i ≤ t une partie polaire d’ordre bi associe´e a` (∅;−ri).
Pour les t < i ≤ m nous prenons une partie polaire d’ordre bi associe´e a` (ri; ∅). Pour tous
les poˆles Pj d’ordre bj ayant un re´sidu nul, on prend une partie triviale d’ordre bj associe´e
a` (±rij ;±rij), ou` rij 6= 0 et ij 6= 1. On colle les parties polaires triviales comme explique´
au paragraphe pre´ce´dent. On obtient une union de surfaces plates a` bord. Il reste a` coller
les bords restant aux segments de la partie polaire de P1. On ve´rifie comme au paragraphe
pre´ce´dent que la diffe´rentielle ainsi construite ve´rifie les proprie´te´s de´sire´es.
Nous traitons maintenant le cas des strates ΩM1(a;−b1, . . . ,−bp; (−1s)) de genre 1 avec
telles que p = 0 ou s = 0.
Si p = 0, nous conside´rons la strate ΩM1(s; (−1s)), avec s > 1 et r := (r1, . . . , rs)
dans R(s; (−1s)). Prenons un tore plat S1 tel que le lien selle le plus petit est strictement
supe´rieur a`
∑ |ri|. Nous enlevons de S1 le polygone re´siduel P(−r). Cette ope´ration est
re´alisable par notre hypothe`se sur la longueur des liens selles de S1. Pour chacun des
poˆles Pi, nous prenons une partie polaire d’ordre 1 associe´e a` ri. Nous collons le bord de
ces parties polaires au bord de S1 \P(r) par translation. La construction est repre´sente´e
par le dessin de gauche de la figure 5. On ve´rifie sans proble`me que la surface ainsi obtenue
est de genre 1 et posse`de une unique singularite´ conique.
1 2
3 4
1 2
3 4
2
3
11
2
3
Figure 5. Une diffe´rentielle de ΩM1(4; (−14)) avec re´sidus (1, 1,−1,−1)
a` gauche et de ΩM1(4; (−22)) avec re´sidus (0, 0) a` droite.
Soit ΩM1(a;−b1, . . . ,−bp) une strate de genre 1 et r = (0, . . . , 0). Pour tout Pi avec
i ≥ 2, nous prenons une partie polaire triviale d’ordre bi associe´e a` (1; 1). Pour le poˆle P1,
nous prenons une partie polaire d’ordre P1 associe´e a` (i, 1; 1, i). Nous collons les deux
segments d’holonomie i par translation. Les autres segments sont colle´s cycliquement les
uns aux autres. Plus pre´cise´ment, nous collons le segment supe´rieur de Pi au segment
infe´rieur de Pi+1 (ou` ces indices sont pris modulo p). La construction est repre´sente´e par
le dessin de droite de la figure 5.
La surface plate obtenue a clairement une unique singularite´ conique. Le genre est 1
car nous pouvons couper les liens selles correspondant aux segments d’holonomie 1 et i
de P1 sans de´connecter la surface. En revanche couper un autre lien selle de´connecte la
surface. Donc nous avons construit une diffe´rentielle dans ΩM1(a;−b1, . . . ,−bp) dont tous
les re´sidus aux poˆles sont nuls.
Nous concluons maintenant a` la surjectivite´ de l’application re´siduelle pour toutes les
strates distinctes des deux familles exceptionnelles donne´es dans le the´ore`me 1.5. On se
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donne une partition µ := (a1, . . . , an;−b1, . . . ,−bp; (−1s)) de −2 telle que p et s sont non
nuls. Soit r ∈ R(µ), alors par les paragraphes pre´ce´dents, il existe une diffe´rentielle (X,ω)
dans ΩM0(
∑
ai;−b1, . . . ,−bp; (−1s))) dont les re´sidus aux poˆles sont r. L’e´clatement du
ze´ro d’ordre
∑
ai (voir la proposition 2.5) donne une diffe´rentielle dans ΩM0(µ) dont les
re´sidus sont r.
Prenons maintenant une strate ΩM1(µ) avec µ := (a;−b1, . . . ,−bp; (−1s)) et r ∈ R(µ).
Si p et s sont non nuls, alors il existe une diffe´rentielle dans ΩM0(a−2;−b1, . . . ,−bp; (−1s))
dont les re´sidus sont r. Par la couture d’anse (proposition 2.6), on obtient une diffe´rentielle
dans ΩM1(µ) ayant pour re´sidus r. La surjectivite´ de l’application re´siduelle dans les cas
ou` p = 0 ou s = 0 a e´te´ montre´e dans les paragraphes pre´ce´dents.
Conside´rons maintenant les partitions µ := (a;−b1, . . . ,−bp; (−1s)) de 2g−2 avec g ≥ 2.
On se donne un uplet r dans R(µ). La strate ΩM1(a − 2g;−b1, . . . ,−bp; (−1s)) contient
une diffe´rentielle dont les re´sidus sont r. Par coutures d’anse successives, on obtient une
diffe´rentielle dans ΩMg(µ) dont les re´sidus sont r.
Enfin, conside´rons une partition quelconque µ := (a1, . . . , an;−b1, . . . ,−bp; (−1s)) de
2g−2 avec g ≥ 1. L’application re´siduelle de la strate ΩMg(
∑
ai;−b1, . . . ,−bp; (−1s)) est
surjective. La surjectivite´ de l’application re´siduelle R(µ) est obtenue par e´clatement du
ze´ro des diffe´rentielles de cette strate.
3.2. Genre ze´ro et les poˆles ont un re´sidu nul. Nous prouvons tout d’abord que
la condition (1.5) du the´ore`me 1.5 est ne´cessaire. Rappelons que cette condition dit que
l’ordre d’un ze´ro d’une diffe´rentielle de genre ze´ro dont tous les re´sidus sont nuls est
infe´rieur a`
∑p
j=1 bj − (p + 1).
Preuve de la ne´cessite´. Soit (P1, ω) une diffe´rentielle dont les re´sidus aux poˆles sont nuls
et S la surface plate associe´e. Nous pouvons supposer que la surface S posse`de un cœur
de´ge´ne´re´ (cf proposition 2.7) et des liens selles horizontaux. Coupons S le long de ces liens
selles et de toutes les demi-droites horizontales issues des singularite´s. On obtient une alors
une union disjointe de demi-plan positifs et ne´gatifs. De plus, remarquons que chaque poˆle
d’ordre bj est associe´ a` bj − 1 demi-plan positifs et bj − 1 demi-plan ne´gatifs.
Conside´rons une singularite´ conique, disons z1 d’angle 2π(a1 + 1). Comme les re´sidus
aux poˆles sont nuls, on obtient directement du the´ore`me des re´sidus que tout chemin ferme´
de S posse`de une holonomie nulle. Cela implique que les points correspondant a` z1 peuvent
apparaˆıtre au plus un fois par demi-plan. Comme l’angle a` chaque sommet dans chaque
demi plan est π l’angle maximal de la singularite´ conique z1 est 2π
∑p
j=1(bj − 1). Cela est
e´quivalent au fait que l’ordre a1 de z1 est infe´rieur a`
∑p
j=1 bj − (p + 1). C.Q.F.D.
Nous prouvons maintenant que la condition (1.5) du the´ore`me 1.5 est suffisante.
Preuve de la suffisance. Conside´rons tout d’abord les strates ΩM0 (a1, a2;−b1, . . . ,−bp)
ayant deux ze´ros avec p−1 ≤ a1, a2 ≤
∑
bj− (p+1). Pour tous les poˆles nous prenons une
partie polaire triviale Si d’ordre bi et de type τi associe´e a` (1; 1). Nous choisissons les τi
tels que
∑
i τi = a1 + 1. Ce choix est possible car pour chaque i l’ine´galite´ 1 ≤ τi ≤ bi − 1
implique en sommant sur les poˆles que p ≤∑i τi ≤∑ bj − p.
Ensuite, nous collons les bords des parties polaires de manie`re cyclique. Plus pre´cise´ment,
nous collons le segment supe´rieur de Si au segment infe´rieur de Si+1 modulo p. Une telle
construction est repre´sente´e sur la figure 6. La surface plate ainsi obtenue posse`de deux
singularite´s coniques et est de genre nul. De plus, l’angle de la singularite´ conique a` gauche
des liens selles est d’angle 2π
∑
τi. La diffe´rentielle ainsi construite appartient a` la strate
ΩM0 (a1, a2;−b1, . . . ,−bp) et n’a pas de re´sidus aux poˆles.
Nous traitons maintenant les strates ΩM0(a1, a2, a3;−b1, . . . ,−bp), avec a1 ≤ a2 ≤ a3.
Il y a deux cas a` conside´rer suivant que a1 + a2 >
∑
bi − p− 1 ou non.
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Figure 6. Une diffe´rentielle dans ΩM0(4, 1;−3,−4) avec re´sidus nuls
Si a1 + a2 ≤
∑
bi − p − 1, alors il existe une diffe´rentielle sans re´sidu dans la strate
ΩM0(a1 + a2, a3;−b1, . . . ,−bp). Donc en cassant le ze´ro d’ordre a1 + a2 en deux ze´ros
d’ordres a1 et a2 par la proposition 2.5, nous obtenons la diffe´rentielle souhaite´e.
Supposons maintenant que a1+a2 >
∑
bi−p−1 (ou de manie`re e´quivalente a3 < p−1).
Remarquons que a1, a2 ≤ b−23 , avec b :=
∑
bi. Nous obtenons que 3p > b + 1, ce qui
implique que l’un des poˆles est d’ordre 2.
Nous donnons maintenant la description d’une diffe´rentielle ayant les proprie´te´s atten-
dues. Cette construction est illustre´e dans la figure 7 dans le cas de ΩM0(33,−24,−3).
Dans un premier temps, nous de´crivons le proce´de´, puis nous ajusterons les constantes
pour obtenir les singularite´s coniques souhaite´es.
Pour le poˆle d’ordre 2, prenons une partie polaire triviale d’ordre 2 associe´e a` (v1, v2; v3)
avec v3 = v1 + v2. Pour chaque poˆle Pi nous prenons une partie polaire triviale d’ordre bi
de type τi associe´e a` (vji ; vji) pour un ji ∈ {1, 2, 3}. Puis nous collons le segment vji du
triangle au segment vji correspondant au domaine basique ne´gatif de cette partie polaire.
Cette ope´ration ajoute une contribution angulaire de 2πτi et 2π(bi − τi) aux singularite´s
coniques correspondant aux sommets du segment vji . Nous faisons de meˆme pour tous les
poˆles jusqu’a` obtenir une surface plate S1 dont le bord est compose´ des trois segments vj .
Nous prenons maintenant le triangle v1v2v3 et collons par translation ses trois areˆtes au
bord de S1. La surface plate ainsi obtenue est de genre ze´ro, posse`de trois ze´ros distincts
et n’a pas de re´sidus aux poˆles.
Il reste a` ajuster le choix des segments vji et des types τi pour chaque poˆle afin d’obtenir
les angles souhaite´s. La remarque cle´ est que chaque poˆle Pi contribue a` exactement deux
singularite´s coniques et que la contribution a` chacune d’elles est d’angle compris entre
2π et 2π(bi − 1). Re´ciproquement, si cette condition est satisfaite, alors la construction
pre´ce´dente permet de construire la diffe´rentielle souhaite´e.
La situation peut donc eˆtre mode´lise´e par un graphe bipartite Γ dont trois sommets Ai
repre´sentent les trois sommets du triangle v1v2v3 et p− 1 autres sommets Bi repre´sentent
les poˆles Pi distincts du poˆle avec la partie polaire associe´e au triangle. Il y a une areˆte
entre les sommets Bi et Aj pour chaque multiple de 2π de la contribution de Pi a` la
singularite´ conique Aj. Un exemple est sche´matise´ dans la figure 7.
Il suffit de montrer qu’il est possible de distribuer les areˆtes de telle fac¸on que les
sommets Bi sont connecte´s a` pre´cise´ment deux sommets Aj et que le nombre d’areˆtes
adjacentes a` Aj est aj . Une telle distribution peut eˆtre obtenue de la fac¸on suivante.
Rappelons que le plus grand ze´ro (que nous supposerons eˆtre z3) est d’ordre a3 ≤ p − 1.
Nous partons du graphe ou` tous les sommets Bi sont connecte´s a` A1 par exactement une
areˆte et toutes les autres areˆtes connectent A2. Prenons un sommet Bi quelconque. Il y
a bi − 1 areˆtes entre Bi et A2. Si la valence de A2 moins bi − 1 est supe´rieure a` a2, alors
nous connectons toutes ces areˆtes a` A3. Nous recommenc¸ons alors cette ope´ration jusqu’a`
ce que la valence de A2 moins bi − 1 est strictement infe´rieur a` a2. Dans ce cas, nous
connectons a` A3 un nombre d’areˆte tel que la valence de A2 est a2. Le sommet Bi est alors
connecte´ aux trois sommets Ai. Donc nous enlevons l’areˆte entre A1 et Bi pour la mettre
entre A3 et Bi. Comme a1 est strictement plus petit que p−1, cette ope´ration est toujours
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Figure 7. Diffe´rentielle dans ΩM0((3)3; (−2)4,−3) avec re´sidus nuls et
son graphe Γ.
possible. Pour terminer, nous enlevons autant d’areˆtes que ne´cessaire entre A1 et les Bi
pour les connecter a` A3 afin que la valence de A1 soit a1.
Pour conclure le cas des diffe´rentielles de genre ze´ro avec des re´sidus nuls, nous conside´rons
les strates ayant n ≥ 4 ze´ros. Soit a1 et a2 les ze´ros de plus petits ordres, alors on a
a1 + a2 ≤ 2
k
(∑
i
bi − 2
)
≤
∑
i
(bi − 1)− 1 ≤
∑
i
bi − p− 1.
Donc le cas n ≥ 4 s’obtient en e´clatant un ze´ro d’une diffe´rentielle ayant trois ze´ros.
C.Q.F.D.
3.3. Genre ze´ro avec poˆles simples. Dans cette section nous nous inte´ressons au cas
des diffe´rentielles en genre ze´ro n’ayant que des poˆles simples. Nous prouvons les propo-
sitions 1.6 et 1.7. De plus nous montrons que les uplets qui ne sont pas dans l’image de
l’application re´siduelle sont en nombre fini pour chaque strate (a` multiplication par un
facteur complexe pre`s).
Nous conside´rons d’abord le cas des strates ΩM0(s − 2; (−1s)). Afin de se familiariser
avec les e´le´ments de cette preuve, le lecteur peut consulter l’exemple 3.2.
Preuve de la proposition 1.6. Supposons que les e´le´ments du s-uplet r := (r1, . . . , rs) ne
soient pas coline´aires. Dans ce cas, le polygone re´siduel P(r) (introduit au de´but du
paragraphe 3.1) est un polygone convexe non de´ge´ne´re´. On obtient alors la diffe´rentielle
souhaite´e en collant des demi-cylindres infinis aux areˆtes de ce polygone.
Supposons maintenant que les ri soient coline´aires et qu’il existe un graphe Γ associe´
a` r qui soit un graphe de connexion. On construit une diffe´rentielle de la fac¸on suivante.
Pour chaque re´sidu ri on prend une partie polaire d’ordre 1 associe´e a` ri. Conside´rons
une feuille de Γ. On peut coller le segment au bord de la partie polaire correspondante au
segment au bord de la partie polaire correspondant a` l’autre sommet de l’areˆte. Puis on
enle`ve la feuille du graphe et le poids de cette feuille a` l’autre sommet. On recommence
cette proce´dure pour une feuille du nouveau graphe. Cette ope´ration est faite de manie`re
inductive jusqu’a` ce que le graphe soit re´duit a` un sommet.
Nous justifions maintenant que cette ope´ration est toujours possible. En effet, supposons
tout d’abord que le graphe n’est pas un posse`de strictement plus de deux sommets. Comme
le poids d’une feuille est toujours strictement plus petit que le poids du sommet qui lui est
relie´ (point (ii)), le collage est toujours possible. Enfin le fait que la diffe´rence des poids
est nulle (point (i)), implique que la surface obtenue est sans bord. On ve´rifiera facilement
que cette surface plate est de genre ze´ro et posse`de un unique ze´ro.
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Supposons maintenant qu’il existe une diffe´rentielle ω dans ΩM0(s− 2; (−1s)) dont les
re´sidus sont (r1, . . . , rs). Supposons que les re´sidus soient coline´aires, nous les supposerons
re´els sans perte de ge´ne´ralite´. Nous construisons un graphe associe´ aux ri qui est un graphe
de connexion. Les sommets de Γ+ (resp. Γ−) sont associe´s aux poˆles de ω dont le re´sidu est
positif (resp. ne´gatif). Les poids sont les valeurs absolues des re´sidus. Enfin deux sommets
sont connecte´s si et seulement si le bord de leurs domaines polaires respectifs contiennent
une meˆme connexion de selle.
Le fait que ω soit de genre 0 et ne posse`de qu’un ze´ro implique clairement que ce graphe
bipartite est un arbre. Le the´ore`me des re´sidus implique directement que la diffe´rence des
poids est nulle (point (i)). Regardons maintenant l’effet de l’ope´ration qui enle`ve une
feuille (dans le cas ou` il y a au moins deux areˆtes). Cela revient a` couper ω le long d’un
lien selle dont l’un des coˆte´ est un unique domaine polaire. Le domaine polaire de l’autre
coˆte´ est borde´ d’autres liens selles. Dans le cas contraire, la surface serait singulie`re.
Cela est vrai a` toutes les e´tapes montrant le point (ii) de la de´finition des graphes de
connexions. C.Q.F.D.
Avant d’e´tudier le cas des strates avec plus de ze´ros, nous montrons que les s-uplets
qui ne sont pas dans l’image de R(s − 2; (−1s)) sont en nombre fini et que ceux-ci sont
commensurables entre eux.
Proposition 3.1. Soient r := (x1, . . . , xs1 ,−y1, . . . ,−ys2) avec xi et yj re´els strictement
positifs. Si le s-uplet r n’appartiennent pas a` l’image de R(s− 2; (−1s)), alors les xi et yj
sont commensurables entre eux. De plus, si les xi et yj sont entiers et premiers entre eux,
alors :
s1∑
i=1
xi =
s2∑
j=1
yj ≤ s1s2
2
. (3.1)
En particulier, il n’y a, a` homothe´tie pre`s, qu’un nombre fini de s-uplets qui ne sont pas
dans l’image de R(s − 2; (−1s)).
De´monstration. Nous proce´dons a` une de´monstration par re´currence. Si on a s1 = 1 ou
s2 = 1, toutes les configurations de re´sidus sont re´alisables. Si s1 = s2 = 2, les seuls uplets
qui ne sont pas dans l’image de l’application re´siduelle sont proportionnels a` (1, 1,−1,−1).
A` pre´sent, on suppose que la proposition est de´montre´e pour tous les couples (s1, s2) tels
que s1 ≤ a, s2 ≤ b et au moins l’une des ine´galite´s est stricte. Nous conside´rons un uplet
qui n’est pas dans l’image avec s1 nombres positifs et s2 ne´gatifs. Il y a deux possibilite´s.
La premie`re est que tous les xi et yj soient e´gaux. Auquel cas on a s1 = s2 et le uplet est
proportionnel a` (1, . . . , 1,−1, . . . ,−1). Les re´sidus sont commensurables et la somme des
re´sidus d’une meˆme se´rie respecte la borne de l’e´quation (3.1).
La seconde possibilite´ est qu’il existe deux re´sidus, disons xs1 et −ys2, tels que ys2 < xs1 .
Le (s− 1)-uplet obtenu en retirant le re´sidu −ys2 et en remplac¸ant xs1 par xs1 − ys2 n’est
pas re´alisable. En effet, si ce nouveau uplet e´tait re´alisable, il existerait un graphe de
connexion qui lui serait associe´. Il suffirait d’ajouter a` ce graphe une branche avec comme
poids ys2 au sommet de poids xs1 − ys2 et de remplacer le poids xs1 − ys2 par xs1 . Ce
graphe serait un graphe de connexion pour la configuration initiale, ce qui est absurde.
Ainsi, quitte a` changer les signes, tout s-uplet non re´alisable avec a re´sidus positifs
et b ne´gatifs s’obtient a` partir d’un s− 1-uplet non re´alisable (x1, . . . , xa,−y1, . . . ,−yb−1)
auquel on ajoute un re´sidu yb et on remplace un re´sidu xi par xi + yb. On peut supposer,
quitte a` changer l’ordre que i = a et on note x′a := xa + yb. On cherche donc pour quelle
valeur de ys2 le s-uplet (x1, . . . , x
′
a,−y1, . . . ,−yb) est non re´alisable. Par hypothe`se de
re´currence, on normalise ces nombres de telle sorte que les xi et les yj avec j 6= b soient
des entiers premiers entre eux. Si yb n’e´tait pas un entier, alors ces re´sidus seraient dans
l’image. En effet, un graphe de connexion serait obtenu de la fac¸on suivante. On permute y1
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et yb. On prend s1 sommets en haut et s2 sommets en bas. Le sommet i0 en haut est relie´
au sommet j0 en bas si et seulement si pour J = j0 ou J = j0 + 1, on a∑
i≤i0−1
xi ≤
∑
j≤J
yj ≤
∑
i≤i0
xi .
Les poids des sommets sont e´videmment donne´s par les yj, les xi pour i < a et x
′
a pour
i = s1. Par conse´quent, pour obtenir une configuration non re´alisable, il est ne´cessaire
que yb soit un entier. Nous avons donc de´montre´ par re´currence que les e´le´ments des
s-uplets non re´alisables sont commensurables entre eux.
On montre maintenant la borne donne´e par l’e´quation (3.1). On travaille a` nouveau
avec le s-uplet de´fini par (x1, . . . , xs1 ,−y1, . . . ,−ys2). Si les re´sidus sont tous e´gaux, la
borne est claire. Sinon, il y a un e´le´ment xi strictement plus petit que yj. On supposera
que i = s1 et j = s2 et que ys2 ≤ yj pour tout j ≤ s2. En enlevant le re´sidu −ys2 et en
l’ajoutant a` xs1 , on obtient une nouvelle configuration non re´alisable. Par l’hypothe`se de
re´currence, elle ve´rifie la borne donne´e par l’e´quation (3.1) avec s2− 1 termes. Comme ys2
est infe´rieur aux autres yj, on a
s2∑
j=1
yj ≤ s2
m2 − 1 ·
s2−1∑
j=1
yj ≤ s2
s2 − 1 ·
s1 · (s2 − 1)
2
≤ s1 · s2
2
.
Ceci de´montre par re´currence la borne de l’e´quation (3.1).
Enfin,tous les re´sidus non re´alisables sont proportionnels a` un s-uplet forme´ de nombres
entiers infe´rieurs a` la borne de l’e´quation (3.1). Comme celle-ci ne de´pend que du nombre
de poˆles, les droites complexes n’appartenant pas a` l’image de l’application re´siduelle d’une
strate donne´e sont en nombre fini. C.Q.F.D.
Nous illustrons maintenant les concepts introduits dans un exemple.
Exemple 3.2. Dans cet exemple, nous illustrons tout d’abord la correspondance entre
une diffe´rentielle de ΩM0(5; (−1)7) et le graphe de connexion associe´. La figure 8 montre
que l’image de l’application re´siduelle de cette strate contient les re´sidus (3, (13), (−23)).
1 2 3 4 5 6
1 4 2 5 3 6
2 2 2
3 1 1 1
Figure 8. Diffe´rentielle dans ΩM0(5; (−17)) avec re´sidus (3, (13), (−23))
et son graphe de connexions.
Nous montrons maintenant que ces concepts donnent des conse´quences inte´ressantes.
Nous montrons que l’application re´siduelle de ΩM0(s − 2; (−1s)) n’est pas surjective de`s
que s ≥ 4. En effet, soit r := (r1, . . . , rs) des nombres re´els non nuls dans R(s− 2; (−1s)).
Notons la somme des nombres positifs r+. S’il existe plus de r+/2 nombres positifs e´gaux
a` 1 et plus de r+/2 nombres ne´gatifs e´gaux a` −1, alors r n’est pas dans l’image de
l’application re´siduelle de cette strate. En effet, tous les graphes associe´s a` r connectent
un sommet de poids 1 a` un sommet de poids 1. Donc le point (ii) de la de´finition des
graphes de connexions n’est jamais satisfait.
Nous passons maintenant au cas des strates ayant plus de deux ze´ros.
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Preuve de la proposition 1.7. Soient µ := (a1, . . . , an; (−1s)) une partition de −2 avec
n ≥ 2 et r := (r1, . . . , rs) ∈ R(µ). Supposons que r soit dans l’image de l’application
re´siduelle de la strate ΩM0(µ). Montrons l’existence d’une diffe´rentielle stable ve´rifiant les
conditions de la proposition 1.7. Soit ω une diffe´rentielle de ΩM0(µ) ayant pour re´sidus r.
Quitte a` perturber ω sans changer les re´sidus, on peut supposer qu’il n’existe pas de liens
de selles horizontaux entre deux singularite´s coniques distinctes. En effet, le lieux de la
strate ΩM0(µ) ou` les re´sidus sont r est une varie´te´ orbifold de dimension 2 posse´dant
des coordonne´es pe´riode (voir [BCGGM16b]). Comme tous les re´sidus sont re´els, toute
demi-droite horizontale issue d’une singularite´ conique heurte cette meˆme singularite´ en
temps fini. Coupons la surface plate associe´e a` ω le long de ces connexions de selles. On
obtient une union disjointe de cylindres et de demi-cylindres infinis.
La hauteur des cylindres fini peut eˆtre choisie arbitrairement sans changer la strate et
les re´sidus. En faisant tendre toutes les hauteurs de ces cylindres vers l’infini, on obtient
une diffe´rentielle stable. De plus, comme chaque ze´ro est relie´ a` un autre par un cylindre,
il y a pre´cise´ment un ze´ro sur chaque composante irre´ductible de cette diffe´rentielle.
L’autre implication est claire : une diffe´rentielle dans la strate ΩM0(µ) ayant les re´sidus r
est donne´e par le lissage de la diffe´rentielle stable comme explique´ au lemme 2.3. C.Q.F.D.
On donne une conse´quence inte´ressante de ce re´sultat.
Corollaire 3.3. Les re´sidus ((1s+1), (−1s+1)) n’appartiennent pas a` l’image de l’applica-
tion re´siduelle des strates ΩM0(a1, . . . , an; (−12s+2)) ou` s ≥ 1 et a1 > 12(3s − 1).
De´monstration. Supposons l’existence d’une telle diffe´rentielle. Cela implique l’existence
d’une diffe´rentielle entrelace´e (X,ω) de type (a1, . . . , an; (−1s)) n’ayant qu’un seul niveau
et une unique singularite´ sur chacune des composante de X. Conside´rons la composante
qui contient a1. On peut ve´rifier sans proble`me que le nombre de re´sidus e´gaux a` 1 et a` −1
est supe´rieur a` la moitie´ de la somme des re´sidus positifs. On obtient une contradiction
car ces re´sidus ne sont pas dans l’image de l’application re´siduelle comme explique´ dans
l’exemple 3.2. C.Q.F.D.
L’existence de telles diffe´rentielles entrelace´es peut se reformuler dans le langage des
graphes. Nous donnons maintenant une telle description puis illustrons ces constructions
dans quelques exemples.
De´finition 3.4. Soient µ := (a1, . . . , an; (−1s)) une partition de −2 et λ := (λ1, . . . , λs)
dans R(µ). Un graphe de´liant G de type µ et de poids λ est un arbre marque´ aux sommets
et ou` on ponde`re les demi-areˆtes donne´ de la fac¸on suivante.
1) G a n sommets T1, . . . , Tn de valences respectives v1, . . . , vn.
2) Il y a s marquages aux sommets de poids respectifs λ1, . . . , λs.
3) Les demi-areˆtes Ai,1, Ai,2 formant une areˆte ont pour poids Λi et −Λi avec Λi 6= 0.
De plus, les relations suivantes sont ve´rifie´es.
i) La somme du nombre de marquages et de la valence est ai + 2.
ii) La somme des poids des marquages et du poids des demi-areˆtes contenant Ti est nul.
iii) Le uplet forme´ des poids des marquages et du poids des demi-areˆtes appartient a`
l’image de R(ai; (−1ai+2)).
Lemme 3.5. Soient ΩM0(a1, . . . , an; (−1s)) une strate de genre ze´ro avec s poˆles simples
et n ze´ros, alors les re´sidus (r1, . . . , rs) sont dans l’image de l’application re´siduelle si et
seulement si il existe un graphe de´liant de type (a1, . . . , an; (−1s)) et de poids (r1, . . . , rs).
De´monstration. On part d’une diffe´rentielle entrelace´e (X,ω) donne´e par la proposition 1.7.
Le graphe G est donne´ par le graphe dual de X. Les marquages correspondent aux poˆles
et les poids sont les re´sidus associe´s. Ce graphe ve´rifie les trois conditions d’un graphe
20
de´liant. Par exemple, l’angle de la singularite´ conique d’une composante irre´ductible de X
est e´gale a` 2π multiplie´ par le nombre de cylindres attache´s a` cette singularite´ plus deux.
Cela donne la condition (i) de la de´finition 3.4.
Re´ciproquement, e´tant donne´ un graphe de´liant, on peut former une diffe´rentielle entre-
lace´e en associant a` chaque sommet une diffe´rentielle de ΩM0(µi) ou` le re´sidu aux poˆles
est donne´ par le poids au marquage ou a` la demi-areˆte. Le fait que cette diffe´rentielle
entrelace´e est lissable est une conse´quence directe du lemme 2.3. C.Q.F.D.
Exemple 3.6. Dans cet exemple, nous donnons des graphes de´liant de types (1, 3) et (2, 2)
pour les re´sidus (2, 1, 1,−1,−1,−2). Tout d’abord on peut remarquer que ces re´sidus ne
sont pas dans l’image de R(4; (−16)). Ces graphes et les surfaces plates correspondantes
sont repre´sente´s dans la figure 9.
1
1
2
4
−4
−1
−1
−2
11
2
−2
2
−1−2
−1
Figure 9. Diffe´rentielles dans ΩM0(2, 2, (−16)) et ΩM0(1, 3, (−16)) avec
re´sidus (2, 1, 1,−1,−1,−2) et leurs graphes de´liant.
3.4. Composantes connexes. Les strates sont en ge´ne´ral non connexes et leur compo-
santes connexes ont e´te´ classifie´es par Boissy dans [Boi15, Theorem 1.1, 1.2]. Il est naturel
de se demander si l’application re´siduelle est surjective pour chaque composante connexe.
Comme les strates sont connexes en genre ze´ro, la question se pose pour g ≥ 1. Dans
cette section nous prouvons que l’application re´siduelle est surjective restreinte a` chaque
composante connexe.
La cle´ de la preuve est le fait que chaque composante connexe de la strate minimale peut
s’obtenir a` partir des strates minimales de genre ze´ro en cousant des anses (voir [Boi15,
Proposition 6.1]). Cela nous permettra de restreindre notre e´tude au cas ou` tous les re´sidus
sont nuls en genre 1. C’est pourquoi nous nous contentons de rappeler la classification de
Boissy dans ce cas.
En genre un, les composantes connexes des strates sont caracte´rise´es par le nombre de
rotation rot(S) des surfaces plates. Pour une surface plate S de´finie par une diffe´rentielle
me´romorphe de ΩM1(a1, . . . , an;−b1, . . . ,−bp) avec une base symplectique de lacets lisses
de l’homologie (α, β) le nombre de rotation est
rot(S) := pgcd(a1, . . . , an; b1, . . . , bp, Ind(γ), Ind(δ)).
On a le re´sultat suivant duˆ a` Boissy.
(i) Si n = p = 1, la strate est ΩM1(a;−a) avec a ≥ 2 et chaque composante connexe
correspond a` un nombre de rotation qui est un diviseur strict de a.
(ii) Sinon, il existe une composante connexe correspondant a` chaque nombre de rotation
qui est un diviseur de pgcd(a1, . . . , an; b1, . . . , bp).
Nous montrons maintenant la surjectivite´ de l’application re´siduelle restreinte a` chaque
composante connexe de genre supe´rieur a` un.
Preuve de la proposition 1.3. Il suffit de traiter le cas des strates minimales (avec un seul
ze´ro). En effet, l’e´clatement des ze´ros ne modifie pas les re´sidus aux poˆles. De plus, cette
ope´ration permet d’atteindre toutes les composantes connexes a` partir des strates mini-
males (voir [Boi15, Proposition 7.1]). A` partir de maintenant, nous conside´rons les strates
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minimales. Maintenant, la Proposition 6.1 de [Boi15] montre que chaque composante
connexe d’une strate de genre g ≥ 1 peut eˆtre obtenue par l’ajout d’une anse a` une
surface de genre g − 1. Comme la couture d’anse est une ope´ration locale, si l’application
re´siduelle est surjective en genre g, elle l’est aussi pour tous les genres supe´rieurs a` g. Ainsi
il suffit de prouver la proposition pour les strates minimales de genre 1.
En genre un, les strates ayant des poˆles simples sont connexes. Nous supposerons donc
que les strates ne parame`trent que des diffe´rentielles avec des poˆles d’ordres supe´rieurs a`
deux. La proposition est trivialement vraie lorsqu’il y a un unique poˆle, donc on conside´rera
p ≥ 2 dans tout ce qui suit. Dans ce cas, le the´ore`me 1.5 implique que la couture d’anse
a` partir des strates de genre ze´ro permet d’obtenir une diffe´rentielle dont les re´sidus sont
(r1, . . . , rp) ∈ R(µ)\{(0, . . . , 0)}. Dans la suite, nous construisons dans chaque composante
connexe une diffe´rentielle dont tous les re´sidus sont nuls.
Nous conside´rons la construction suivante. Pour tous les poˆles, nous prenons une partie
polaire de type bi associe´e aux vecteurs (1; 1). On colle le bord supe´rieur de Pi au bord
infe´rieur de Pi+1. Il reste deux liens-selles homologues que l’on relie par un cylindre. La
surface obtenue posse`de les invariants locaux souhaite´s.
Une base de l’homologie est donne´e par une ge´ode´sique pe´riodique α du cylindre (donc
d’indice ze´ro) et le lacet β suivant. Il coupe α dans le cylindre puis le lien selle au bord
du domaine polaire Pp, puis tourne a` gauche avant de ressortir de ce domaine polaire en
coupant l’autre lien selle et ainsi de suite. Remarquons que changer le type τ d’une partie
polaire change d’autant l’indice de β. On peut donc obtenir pour β tous les indices dans
{p,−p+∑pi=1 bi}. A` moins que la totalite´ des poˆles ne soient d’ordre deux, on obtient
ainsi toutes les composantes connexes de la strate.
Dans une strate minimale avec uniquement des poˆles d’ordre deux, il y a exactement
deux composantes connexes. La construction qui pre´ce`de ne permet d’obtenir que la com-
posante dont le nombre de rotation a la meˆme parite´ que p. On propose alors une deuxie`me
construction. On prend p − 1 parties polaires et on les colle comme pre´ce´demment. La
dernie`re partie polaire est associe´e aux vecteurs (i, 1; 1, i). On identifie les vecteurs i
entre eux et les deux autres bords comme pre´ce´demment. Le lacet β est de´fini comme
pre´ce´demment et a pour indice p. Le lacet α connecte le milieu de des segments v sans
sortir du domaine polaire de Pp. Son indice est donc 1. On construit une diffe´rentielle avec
n’importe quels re´sidus dans la composante connexe dont le nombre de rotation est 1.
Il reste le cas des composantes connexes de ΩM1(2p; (−2p)) avec p impair pour lesquelles
le nombre de rotation est 2. On reprend la construction pre´ce´dente pour les p−2 premiers
poˆles. On associe au poˆle Pp−1 partie polaire est associe´e aux vecteurs (i, 1; 1, i). On associe
a` Pp la partie polaire associe´e a` (i; i). On identifie les bords comme pre´ce´demment. Ainsi,
les lacets analogues a` ceux de la construction pre´ce´dente auront pour indices respectifs p−1
et 2. Le nombre de rotation de la surface est donc 2. C.Q.F.D.
4. Pluridiffe´rentielles en genre ze´ro
Dans cette section, nous conside´rons les k-diffe´rentielles de genre ze´ro pour k ≥ 2. Cette
section est organise´e de la fac¸on suivante. Le cas des strates de k-diffe´rentielles ayant un
poˆle d’ordre non divisible par k est traite´ dans la section 4.1. La section 4.2 traite des
strates ayant uniquement des poˆles d’ordres divisibles par k mais qui ne sont pas tous
e´gaux a` −k. Enfin, la section 4.3 traite des strates qui n’ont que des poˆles d’ordre −k.
4.1. Diffe´rentielles ayant un poˆle d’ordre supe´rieur non divisible par k. Rappe-
lons que la strate ΩkM0(µ) parame`tre les k-diffe´rentielles primitives de type µ. En genre
ze´ro, beaucoup de ces strates sont vides comme le montre le re´sultat suivant.
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Lemme 4.1. Soient µ = (m1, . . . ,mt) un n-uplet tel que
∑
mi = −2k et d = pgcd(µ, k).
Toutes les k-diffe´rentielles de type µ sont la puissance die`me d’une k/d-diffe´rentielle pri-
mitive de Ωk/dM0(µ/d).
De´monstration. Une k-diffe´rentielle ξ sur P1 de type µ est donne´e par la formule
ξ = (z − zi)mi(dz)k =
(
(z − zi)mi/d(dz)k/d
)d
.
C.Q.F.D.
A partir de maintenant nous ne conside´rons que des strates non vides. Dans le cas ou`
il existe des poˆles d’ordres non divisibles par k, nous commenc¸ons par caracte´riser l’image
de l’application k-re´siduelle pour les strates ayant un unique ze´ro.
Lemme 4.2. Soit ΩkM0(a; b1, . . . , bp; c1, . . . , cr; (−ks)) une strates de genre ze´ro telle que
r 6= 0. L’image de l’application re´siduelle est
i) Rk(µ) si r ≥ 2 ou s ≥ 1,
ii) Rk(µ) \ {(0, . . . , 0)} si r = 1 et s = 0.
De´monstration. On se donne la strate ΩkM0(µ) avec µ = (a; b1, . . . , bp; c1, . . . , cr; (−ks))
et (R1, . . . , Rp+s) dans Rk(µ) \ {(0, . . . , 0)}. Nous donnons maintenant une construction
d’une k-diffe´rentielle avec ces invariants locaux.
Pour les poˆles Pp+i d’ordres −k, nous prenons une partie polaire non triviale d’ordre k
associe´e a` une racine kie`me rp+i de Rp+i. Pour chaque poˆle Pi d’ordre bi = kℓi tel que
Ri 6= 0, nous prenons une partie polaire non triviale d’ordre bi associe´e a` (ri; ∅). Pour
cette construction nous choisissons une racine ri avec une partie re´elle positive. Pour les
poˆles d’ordre bi tels que ri = 0 nous prenons une partie polaire triviale d’ordre bi associe´e
a` (rji ; rji) ou` rji est l’une des racines choisie pre´ce´demment.
Maintenant, pour tous les poˆles d’ordre ci sauf un, disons P1 d’ordre c1, nous prenons
une partie polaire de type ci associe´e a` (1; ∅). Pour le dernier poˆle P1 d’ordre c1, nous
prenons la partie polaire de type c1 associe´e a` (∅; (1r−1), r1, . . . , rl) ou` l est le nombre de
re´sidus non nuls et ont suppose ces nombres range´s par argument croissant.
La surface est obtenue par les recollements suivant. Nous collons le segment infe´rieur
rji de chaque partie polaire triviale au bord de la partie non triviale du poˆle Pji . Nous
faisons les collages similaires, pour chacun des poˆles d’ordre divisible par k dont le re´sidu
est nul. Ensuite nous collons par translation les bords des parties polaires diffe´rentes de
P1 aux segments correspondants du bord de la partie polaire de P1. Cette construction
est illustre´e par la figure 10. La k-diffe´rentielle ξ associe´e a` cette surface plate posse`de les
ordres de poˆles et les k-re´sidus souhaite´s.
2 a
a
1
21b b
Figure 10. Une 3-diffe´rentielle de Ω3M0(8;−4,−4;−6) avec un re´sidu
non nul au poˆle d’ordre 6.
Il reste donc a` montrer que ξ posse`de un unique ze´ro et que le genre de la surface est
nul. Pour cela, il suffit de ve´rifier que si l’on coupe la surface le long d’un lien selle, alors
on se´pare cette surface en deux parties. C’est une conse´quence du fait que les liens selles
correspondent aux bords des domaines polaires.
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Pour terminer la preuve du lemme 4.2, il reste a` montrer que l’origine appartient a`
l’image de l’application k-re´siduelle si et seulement s’il existe au moins deux poˆles d’ordres
non divisibles par k (dont aucun n’est d’ordre k).
Montrons que l’origine appartient a` l’image de l’application re´siduelle s’il existe au moins
deux poˆles P1 et P2 d’ordre respectif c1 et c2 non divisible par k. Pour tous les autres poˆles
nous associons la meˆme partie polaire que pre´ce´demment. Plus pre´cise´ment, pour chaque
poˆle d’ordre bi divisible par k nous prenons une partie polaire d’ordre bi associe´e a` (1; 1).
Pour les poˆles d’ordres non divisibles par k distincts de P1, nous prenons la partie polaire
associe´e a` (1; ∅). Pour P1 nous prenons la partie polaire d’ordre c1 associe´e a` (∅; (1r)).
Les collages sont les suivants. Nous collons le bord infe´rieur de la partie polaire du i-ie`me
poˆle d’ordre divisible par k au bord d’en haut du (i+1)-ie`me poˆle d’ordre divisible par k.
Le bord infe´rieur de la partie polaire associe´e au poˆle Pp est colle´ au bord du segment du
poˆle P2. Enfin, tous les segments restant sont colle´s au bord de la partie polaire associe´e
a` P1. Cette construction est illustre´e par la figure 11. On ve´rifie facilement que cette surface
posse`de les proprie´te´s souhaite´es.
1 a
a 1
2
2
bb
Figure 11. Une 3-diffe´rentielle de Ω3M0(8;−4,−4;−6) avec un re´sidu nul.
Nous montrons enfin que s’il existe un unique poˆle d’ordre c non divisible par k, alors
l’origine n’appartient pas a` l’image de l’application re´siduelle. Nous proce´dons par l’ab-
surde.
Supposons que la strate ΩkM0(a; b1, . . . , bp; c) contienne une k-diffe´rentielle ξ0 avec des
k-re´sidus nuls a` tous les poˆles. Pour tous les i ∈ {1, . . . , p}, nous collons une k-diffe´rentielle
a` Pi de la fac¸on suivante. Si bi/k est pair, nous collons une diffe´rentielle de genre gi = bi/2k
avec un unique ze´ro d’ordre bi − 2k au point d’attachement zi identifie´ avec Pi. Si bi/k
est impaire, nous collons une diffe´rentielle de genre gi = (bi + 1)/2k avec un ze´ro d’ordre
bi − 2k au point d’attachement zi identifie´ avec Pi et un autre ze´ro d’ordre k. De plus,
nous choisissons ces k-diffe´rentielles comme e´tant la puissance kie`me d’une diffe´rentielle
abe´lienne.
La k-diffe´rentielle entrelace´e ainsi obtenue est de type (a, (kd); c), ou` d est le nombre
de bi tels que bi/k est impaire. Par le the´ore`me principal de [BCGGM16b] (qui dans ce
cas est un ge´ne´ralisation de la proprie´te´ 2.4 a` plus de composantes), cette k-diffe´rentielle
entrelace´e est lissable dans la strate PΩMg(a, (kd); c), avec g =
∑n
i=1⌊ bi+12 ⌋.
Remarquons que
dimPΩMg(a, (kd); c) = 2g + d− 1.
D’un autre coˆte´, la dimension des k-diffe´rentielles entrelace´es au bord que nous venons de
construire (avec ξ0 sur X0 projectivise´) est donne´ par
−1 +
∑
i>0 , bi/k pair
2gi +
∑
i>0 , bi/k impaire
(2gi + 1) = 2g + d− 1 ,
ou` le −1 provient de la projectivisation simultane´e des diffe´rentielles sur les courbes dis-
tincte de X0. Ce lieu a la meˆme dimension que la strate, ce qui contredit le fait que le
bord d’une varie´te´ est de dimension strictement infe´rieur a` l’inte´rieur. C.Q.F.D.
Lemme 4.3. L’application re´siduelle de ΩkM0(a1, . . . , an; b1, . . . , bp; c1, . . . , cr; (−ks)) avec
n ≥ 2 et r ≥ 1 est surjective.
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De´monstration. Si r ≥ 2 ou r = 1 et s ≥ 1, on peut simplement e´clater le ze´ro des
diffe´rentielles donne´es par le lemme 4.2. On suppose maintenant r = 1 et s = 0. Par
e´clatement de ze´ros, il suffit de montrer que l’origine appartient a` l’image de l’application
re´siduelle avec n = 2. Dans ce cas, la construction est la suivante. Nous e´crivons ai = kli+a¯i
avec −k < a¯1 ≤ a¯2 ≤ 0. On conside`re deux cas selon que l1 = l2 ou l1 < l2.
Dans le cas ou` l1 = l2, on associe aux poˆles d’ordres −bi les parties polaires d’ordre bi
et de type τi associe´es a` (1; 1). De plus, on choisit les τi de telle sorte que
∑
i τi = l1. Pour
le poˆle d’ordre c on prend la partie polaire d’ordre c associe´e a`
(∅; 1, exp ((a¯1 + k)2πk )).
On obtient la diffe´rentielle souhaite´e en identifiant le bord infe´rieur de la partie polaire
associe´e a` Pi au bord supe´rieur de celle de Pi+1. Le bord supe´rieur de P1 est identifie´ au
segment 1 de la partie polaire d’ordre c. Le bord infe´rieur de la partie polaire de Pp est
identifie´ par rotation au segment exp
(
(a¯1 + k)
2π
k
)
.
Dans le cas ou` l1 < l2, on associe au poˆle d’ordre c une partie polaire d’ordre c associe´e
a` (∅; 1). Pour l’une des partie polaire d’ordre divisible par k, disons P1, l’on associe la
partie polaire suivante. Elle est d’ordre b1 et de type τ associe´e a` (1; v1, v2), avec vi d’e´gale
longueur, v1 + v2 = 1 et l’angle entre ces deux e´tant (a¯1 + k)
2π
k et τ maximal tel que
τ ≤ min(b1 − 1, l1). Pour les autres poˆles d’ordre divisibles par k, on associe des parties
triviales associe´es a` (v1; v1) jusqu’a` pouvoir en collant ces parties polaires de manie`re
cyclique obtenir la singularite´ d’ordre a1. Pour les autres poˆles, on prend alors des parties
polaires associe´es a` (1;−1). On les colles ensuite de manie`re cyclique afin d’obtenir la
surface plate souhaite´e. C.Q.F.D.
4.2. k-diffe´rentielles dont les poˆles sont d’ordres divisibles par k. Cette section est
de´die´e strates ΩkM0(a1, . . . , an;−b1, . . . ,−bp; (−ks)) avec p 6= 0. Nous traitons d’abord le
cas des strates avec s = 0 puis celui ou` s 6= 0. Insistons sur le fait que dans toute cette
section, nous ne conside´rons que les strates non vide. Par le lemme 4.1, cela revient a`
supposer que pgcd(ai, k) = 1. Enfin nous de´notons tout au long de cette section bi := kℓi
et ai := kli + a¯i avec −k < a¯i ≤ 0.
Les strates avec s = 0. Dans ce paragraphe, nous traitons les strates de la forme
ΩkM0(a1, . . . , an;−b1, . . . ,−bp). Nous commenc¸ons par le cas le plus simple et le plus
inte´ressant de strates n’ayant qu’un poˆle.
Lemme 4.4. Soit ΩkM0(a1, . . . , an;−kℓ) une strate non vide de genre 0. L’image de
l’application re´siduelle de cette strate est C si n ≥ 3 et C∗ si n = 2.
De´monstration. Conside´rons tout d’abord les strates ΩkM0(µ) ou` µ = (a1, a2;−kℓ) a` deux
ze´ros d’ordres premiers avec k. Il suffit de montrer que l’image de l’application k-re´siduelle
Rk(µ) ne contient pas 0.
Soit (X, ξ) une k-diffe´rentielle dans ΩkM0(a1, a2;−kℓ). Il existe un lien selle γ entre
les deux ze´ros de ξ. Sur P1 \ {γ}, la diffe´rentielle ξ1/k est une diffe´rentielle abe´lienne. Le
bord de cette surface plate est faite de deux segments γi qui sont identifie´s ensemble pour
former le lien selle γ de ξ. Comme ξ est primitive, le collage fait intervenir une rotation
d’angle 2lπk , avec gcd(l, k) = 1. Le k-re´sidu au poˆle est la puissance kie`me de la somme de
l’holonomie de chemins γ1 et γ2, qui est donc non nulle.
Nous conside´rons maintenant le strates ΩkM0(a1, . . . , an;−kℓ) avec n ≥ 3 ze´ros. Nous
commenc¸ons par le point crucial qui est de montrer que 0 est dans l’image de l’application
re´siduelle Rk(a1, a2, a3;−kℓ). Comme pgcd(ai, k) = 1, nous pouvons supposer que a1 et a2
ne sont pas divisibles par k.
Nous commenc¸ons par construire une k-diffe´rentielle dans la strate ΩkM0(a¯1, a¯2, a′3;−2k),
ou` a′3 est donne´ par la condition a¯1 + a¯2 + a
′
3 = 0. Notons qu’il existe un l
′
3 tel que
a3 = l
′
3k+a
′
3. On se donne la partie polaire triviale d’ordre kℓ associe´e a` (v1, v2;w1, w2) ou`
les vi, wj sont de´finis comme suit. On a v1+ v2 = w1+w2 = 1 et l’angle forme´ au point de
concate´nation de v1 et v2 (resp. w1 et w2) est (k+ a¯1)
2π
k (resp. (k+ a¯2)
2π
k ). Dans la phrase
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pre´ce´dente, il va sans dire que l’angle est calculer dans les parties polaires D+(v1, v2) et
D−(w1, w2). Nous obtenons une surface plate S0 en collant (par rotation) v1 avec v2 et w1
avec w2. Cette construction (ainsi que la suivante) est illustre´e par la figure 12. On peut
ve´rifier que les choix fait dans la construction impliquent que la diffe´rentielle associe´e
posse`de les invariants locaux souhaite´s.
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Figure 12. Pluridiffe´rentielle de Ω6M0(−1, 2, 5;−18) dont le 6-re´sidu est nul.
Enfin, nous construisons une diffe´rentielle dans ΩkM0(a1, a2, a3;−kℓ) dont le k-re´sidu
est nul. Nous partons de l’union disjointe de la surface plate S0 de Ω
kM0(a¯1, a¯2, a′3,−2k)
construite au paragraphe pre´ce´dent et de l1+ l2+ l
′
3 plans. Dans chacun de ces plans, nous
faisons une demi-fente respectivement vers le haut pour l1 plans, vers le bas pour l2 plans
et vers la droite pour les l′3 plans restants. A` chaque singularite´ conique de S0 nous faisons
une demi-fente dans la direction correspondante. La surface plate S est obtenue en collant
cycliquement les bords des fentes par translation. Il n’est pas difficile de ve´rifier que cette
surface plate posse`de les proprie´te´s souhaite´es.
Enfin, pour n > 3 ze´ros, nous proce´dons par re´currence sur n en utilisant e´clatement
des ze´ros (Proprie´te´ 2.5). Nous venons de montrer que l’application re´siduelle est C∗ pour
n = 2 et contient 0 pour n = 3. Il suffit donc de montrer qu’il existe ai et aj tels que
ai + aj > −k et d := pgcd(µ \ {ai, aj} ∪ {ai + aj} , k) 6= k. En effet, dans ce cas, on
peut e´clate´ le ze´ro d’ordre ai + aj des k-diffe´rentielles qui sont la puissance die`me d’une
(k/d)-diffe´rentielle de Ωk/dM0(µ \ {ai, aj} ∪ {ai + aj} ;−kℓ). Et alors la multiplicativite´
du k-re´sidu (cf. e´quation (2.1)) permet de conclure.
Montrons que l’on peut toujours trouver deux ordres ai et aj comme ci-dessus. Suppo-
sons tout d’abord qu’il existe ai, aj tels que ai+aj < −k. En particulier, −k < ai, aj < 0 et
donc l’addition de ai a` n’importe lequel des ordres positifs ve´rifie les conditions ci-dessus.
Maintenant nous supposons que la somme de toutes les paires d’ordres ai, aj sont stricte-
ment supe´rieurs a` −k. Dans le cas ou` d = k pour un choix ai, aj , alors pour tout l 6= i, j
les al sont divisibles par k. Donc ai et aj sont premiers avec k. En particulier, on peut
choisir ai et al pour l 6= j pour obtenir la condition ci-dessus. C.Q.F.D.
Nous traitons maintenant le cas de p ≥ 2 poˆles. Dans ce cas il existe une famille de
strates exceptionnelles.
Lemme 4.5. L’image de l’application k-re´siduelle de la strate Ω2M0(4p′−3, 4p′−1; (−42p′))
ne contient pas (1, . . . , 1).
De´monstration. Supposons par l’absurde qu’une telle diffe´rentielle quadratique ξ existe.
On peut alors conside´rer une ge´ode´sique γ entre les deux ze´ros tel que le comple´mentaire
est orientable. Un unique poˆle borde γ car sinon la diffe´rentielle ξ serait orientable. Le
bord de ce domaine polaire est donc constitue´ de liens selles d’holonomie re´elle et de deux
segments e´gaux γ1 et γ2. Comme chaque poˆle contribue a` 3π d’une singularite´ conique, il
faut que p′ domaines polaires soient borde´s par le ze´ro d’ordre 4p′ − 3 et p′ − 1 domaines
polaires par celui d’ordre 4p′− 1. Comme chaque re´sidu quadratique est e´gale a` 1, le bord
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du domaine polaire spe´cial est forme´ de γ1 puis des segments de somme p
′, puis de γ2 et
enfin de segments de somme −(p′−1). Le re´sidu quadratique a` ce poˆle est donc donne´ par
(1 + γ1 + γ2)
2 6= 1. C.Q.F.D.
Maintenant, le re´sultat suivant montre que, sauf dans les strates exceptionnelles pre´ce´dentes,
l’image de l’application re´siduelle contient Rk \ {(0, . . . , 0)}.
Lemme 4.6. L’image de l’application re´siduelle de ΩkM0(a1, . . . , an;−kℓ1, . . . ,−kℓp)
contient Rk(µ) \ {(0, . . . , 0)} sauf pour les strates Ω2M0(4p′ − 3, 4p′ − 1; (−42p′)) ou` elle
contient Rk(µ) \C · (1, . . . , 1).
De´monstration. Nous commencerons par le cas des strates de la forme ΩkM0(µ) avec
µ = (a1, a2;−kℓ1, . . . ,−kℓp). Dans les cas des strates de´crites dans le lemme 4.5 nous
montrons que l’image de l’application re´siduelle Rk(µ) contient Rk(µ) \ C · (1, . . . , 1).
Dans les autres cas, nous montrons que l’image de Rk(µ) contient Rk(µ) \ {(0, . . . , 0)}.
Nous supposerons que les poˆles dont le k-re´sidu est nul sont les poˆles P1, . . . , Pt.
Supposons tout d’abord que −k < a1 < 0. Soit R = (R1, . . . , Rp) 6= (0, . . . , 0), on
construit une diffe´rentielle avec ces invariants de la manie`re suivante. Nous prenons une ra-
cine kie`me ri deRi de partie re´elle positive. Maintenant conside´rons le poˆle P1 d’ordre−kℓ1
et de k-re´sidu R1. On associe alors a` ce poˆle la partie polaire d’ordre kℓ1 associe´e a`
(v1, v2; rt+1, . . . , rp) si R1 = 0 et associe´e a` (v1, v2; r2, . . . , rp) si R1 6= 0. Les vi sont deux
segments de meˆme longueur et l’angle a` leur intersection (cet angle est calcule´ dans D+)
est 2(k+a1)πk . De plus, la somme v1+v2 est e´gale a`
∑
i ri. Pour les autres poˆles Pi, on prend
une partie polaire associe´e a` (ri; ∅) si Ri 6= 0 et (rji ; rji) avec ji > t si Ri = 0. Il reste
par identifier tous les segments par translation a` exception des vi que nous identifions par
rotation. On ve´rifie de manie`re analogue a` pre´ce´demment que cette surface plate posse`de
les invariants locaux souhaite´s.
Nous supposerons maintenant que a1 et a2 sont supe´rieurs a` 0. De plus, nous supposons
que l1 ≤ l2 dans l’e´criture ai = kli + a¯i. La construction de´pend de l’existence, ou non,
d’un entier m ≤ t tel que
m−1∑
i=1
(ℓi − 1) < l1 ≤
m∑
i=1
(ℓi − 1). (4.1)
Supposons qu’il existe unm satisfaisant l’e´quation (4.1). On associe au poˆle Pm la partie
polaire d’ordre kℓ et de type bi −
(
l1 −
∑m−1
i=1 (ℓi − 1)
)
associe´e a` (v1; rt+1, . . . , rp, v2) ou`
les vi sont d’e´gale longueur, v1 − v2 =
∑
ri et l’angle a` leur intersection est 2π +
2a¯1π
k .
Puis, on associe aux m− 1 premiers poˆle la partie polaire d’ordre bi et de type 1 associe´e
a` (v1; v1). On colle les bords de ces parties polaires entre elles par translation de manie`re
cyclique. Les segments v1 et v2 de la partie polaire spe´ciale sont colle´s aux bords restant
par rotation et translation. Pour les autres poˆles d’indice m < i ≤ t, on prend la partie
polaire associe´e a` (rji ; rji) avec ji > t. Les collages sont donne´s comme pre´ce´demment.
Cette construction est illustre´e par la figure 13. On ve´rifie facilement que cela donne une
k-diffe´rentielle avec les invariants locaux recherche´s.
Supposons qu’il n’existe pas d’entier m satisfaisant a` l’e´quation (4.1). Dans ce cas on
prend le poˆle, disons Pp d’ordre maximal parmi les poˆles ayant un k-re´sidu non nul. On
partitionne les autres poˆles avec un k-re´sidu non nul en deux parties Ai. Ces deux par-
ties sont telles que les deux sommes Si :=
∑
Pj∈Ai ℓj soient respectivement infe´rieurs li.
On notera A1 = {Pt+1, . . . , Pp0} et A2 = {Pp0+1, . . . , Pp−1}. De plus, on suppose qu’il
existe des racines ri de parties re´elles (ou imaginaires) strictement positives telles que∑p0
t+1 ri 6=
∑p
p0+1
ri. On prend alors la partie polaire d’ordre bp de type τ associe´e a`
(v1,−rt+1, . . . ,−rp0 ; rp0+1, . . . , rp−1, v2) satisfaisant les conditions suivantes. Le type σ
ve´rifie les ine´galite´s S1 + τ ≤ l1 et S2 + (ℓp − 1− τ) ≤ l1. De plus, les vi sont choisis avec
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Figure 13. k-diffe´rentielle dans ΩkM0(a1, a2;−b1, . . . ,−bp) avec un
unique re´sidu non nul.
les meˆmes conditions sur les angles et les longueurs que pre´ce´demment, de manie`re que
le k-re´sidu associe´ a` cette partie polaire soit Rp. Enfin on proce`de comme pre´ce´demment
avec les poˆles dont le k-re´sidu est nul. L’holonomie des liens selles au bord de ces domaines
polaires est choisie de telle fac¸on que l’on obtienne les ordres des ze´ros de´sire´s. Puis on
proce`de aux collages de manie`re analogue a` pre´ce´demment.
La condition
∑p0
t+1 ri 6=
∑p
p0+1
ri peut clairement toujours eˆtre satisfaite a` l’exception
des 2-re´sidus proportionnels a` (1, . . . , 1) dans le cas Ω2M0(4p′ − 3, 4p′ − 1; (−42p′)).
Enfin, on montre par plomberie que l’application re´siduelle Rk(µ) contient l’espace
R(µ) \C · (1, . . . , 1) pour n ≥ 3 ze´ros. C.Q.F.D.
Nous voudrions comprendre les cas ou` l’application re´siduelle contient l’origine. Le cas
d’un poˆle a de´ja` e´te´ traite´, ainsi nous supposerons que le nombre de poˆles est supe´rieur
a` deux. Si les diffe´rentielles ont n ≥ 3 cela ame`ne une combinatoire lourde. Nous ne
traiterons donc que les strates avec n = 3. Si n = 2 on a le re´sultat suivant.
Lemme 4.7. L’application re´siduelle des strates ΩkM0(a1, a2;−b1, . . . ,−bp) ne contient
pas (0, . . . , 0).
De´monstration. Nous proce´dons par l’absurde. Supposons qu’il existe une k-diffe´rentielle ξ0
dans la strate ΩkM0(a1, a2;−b1, . . . ,−bp) dont tous les k-re´sidus sont nuls. Pour tous les
i ∈ {1, . . . , p}, nous cre´ons une k-diffe´rentielle entrelace´e de la fac¸on suivante. Si bi/k
est pair, nous collons une diffe´rentielle de genre gi = bi/2k avec un unique ze´ro d’ordre
bi − 2k au point d’attachement zi identifie´ avec Pi. Si bi/k est impaire, nous collons une
diffe´rentielle de genre gi = (bi+1)/2k avec un ze´ro d’ordre bi−2k au point d’attachement zi
identifie´ avec Pi et un autre ze´ro d’ordre k. De plus, nous choisissons ces k-diffe´rentielles
comme e´tant la puissance kie`me d’une diffe´rentielle abe´lienne.
La k-diffe´rentielle entrelace´e ainsi obtenue est de type (a1, a2, k
d), ou` d est le nombre
de bi tels que bi/k est impaire. Par le the´ore`me principal de [BCGGM16b] (qui dans ce
cas est un ge´ne´ralisation de la proprie´te´ 2.4 a` plus de composantes), cette k-diffe´rentielle
entrelace´e est lissable dans la strate PΩMg(a1, a2, kd), avec g =
∑n
i=1⌊ bi+12 ⌋.
Remarquons que
dimPΩMg(a1, a2, kd) = 2g + d− 1.
D’un autre coˆte´, la dimension des k-diffe´rentielles entrelace´es au bord que nous venons de
construire (avec η0 sur X0 projectivise´) est donne´ par
−1 +
∑
i>0 , bi/k pair
2gi +
∑
i>0 , bi/k impaire
(2gi + 1) = 2g + d− 1.
Ce lieu a la meˆme dimension que la strate, ce qui contredit le fait que le bord d’une varie´te´
est de dimension strictement plus petite que l’inte´rieur. C.Q.F.D.
Maintenant nous conside´rons les strates ΩkM0(µ) avec µ := (a1, a2, a3;−kℓ1, . . . ,−kℓp).
Rappelons la notation ai = kli + a¯i avec −k < a¯i ≤ 0. Nous introduisons la notion de
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de´composition admissible de µ qui permet de caracte´riser les strates qui posse`dent une
k-diffe´rentielle dont tous les k-re´sidus sont nuls. On commence par choisir un ze´ro spe´cial
parmi les trois ze´ros tel que s’il existe un ze´ro d’ordre divisible par k, alors le ze´ro spe´cial
est ce ze´ro. Par la suite, nous supposerons que le ze´ro spe´cial est a1. On partitionne alors
les poˆles Pj en quatre ensembles S0, S11, S12 et S13 satisfaisant aux proprie´te´s suivantes.
On suppose que le cardinal de S0 est e´gal a` 1 ou 2. Si le cardinal de S0 est 1, alors
S11 = ∅. Pour chaque poˆle Pt d’ordre −kℓt dans S1j avec j 6= 1 on associe un nombre
mjt ∈ {1, . . . , ℓt− 1}. Si le cardinal de S0 est 1, alors nous associons a` ce poˆle d’ordre −kℓ0
deux nombres mj0 ∈ {0, . . . , ℓ0−1} pour j ∈ {2, 3} tels quem20+m30 ≤ ℓ0−1. Si S0 contient
deux poˆles d’ordres respectifs −kℓ0 et −kℓ′0, alors on leur associe un nombre m20 dans
{0, . . . , ℓ0 − 1} et un nombre m30 dans {0, . . . , ℓ′0 − 1}. Les mjα forment une de´composition
admissible de µ si lj =
∑
αm
j
α = lj pour j = 2, 3.
Nous pouvons maintenant e´noncer le re´sultat suivant.
Proposition 4.8. Soit ΩkM0(µ) avec µ := (a1, a2, a3;−kℓ1, . . . ,−kℓp) une strate de genre
ze´ro non vide telle que p ≥ 2. L’image de Rk(µ) contient (0, . . . , 0) si et seulement s’il
existe une de´composition admissible de µ.
La preuve de ce lemme est similaire a` celle de la condition donne´e par l’e´quation 1.5
dans le cas abe´lien.
De´monstration. On commence par se donner une de´composition admissible de µ. La k-
diffe´rentielle dans ΩkM0(µ) dont tous les k-re´sidus sont nuls est la suivante. S’il y a un
unique poˆle dans S0, nous prenons une partie polaire d’ordre 2k associe´e a` (v1, v2; v3, v4)
ou` les vi satisfont les conditions suivantes. On a les e´galite´s |v1| = |v2|, |v3| = |v4|, v1+v2 =
v3+ v4. Les angles a` l’intersection de v1 et v2, et de v3 et v4 respectivement, sont
2π(k+a¯i)
k .
On coupe cette surface le long de demi-droite partant de ces sommets et on colle un nombre
de plans correspondant aux mj0. Puis on fait de meˆme a` l’intersection entre v2 et v4 pour
obtenir un poˆle d’ordre de´sire´. Pour chaque poˆle de S1j avec j ≥ 1, on prend une partie
polaire d’ordre kℓt et d’ordre m
j
t associe´e a` (v; v) ou` v est la connexion de selle entre z1
et zj . Enfin on obtient la surface voulue en collant les bords par translation et rotation
comme dans les preuves pre´ce´dentes.
Dans le cas ou` il y a deux poˆles dans S0, la construction est la suivante. On associe
au premier de ces deux poˆles une partie polaire associe´e a` (v1, v2; v) ou` les vi sont comme
ci-dessus et v = v1 + v2. On associe au second poˆle la partie polaire associe´e a` (v; v3, v4).
Pour les poˆles de S11, on prend une partie polaire associe´e a` (v; v) et on les colles de
manie`re cyclique. Le reste de la construction est similaire a` celle du paragraphe pre´ce´dent.
Supposons maintenant qu’il existe une k-diffe´rentielle ξ ayant les proprie´te´s souhaite´es.
Nous construisons une de´composition admissible de µ.
Le point crucial est de montrer qu’il existe deux ze´ros, disons z2 et z3, de ξ non relie´s
entre eux par un lien selle. De plus, il n’y a de lien selle ferme´ contenant ces ze´ros. On
utilise le fait que ξ0 est obtenu en recollant des parties polaires. Comme la dimension de
la pre´image de l’origine par l’application re´siduelle est 0, soit il existe un unique poˆle dont
la partie polaire est constitue´e de 4 segments, soit il existe deux poˆles borde´s par trois
segments. Les autres poˆles sont eux borde´s de deux segments. Pour les poˆles spe´ciaux, il
y a deux domaines basiques (introduits dans la section 2.2) constitue´s de deux segments.
Comme le k-re´sidu est nul, un domaine basique est positif et l’autre ne´gatif. L’angle a` l’in-
tersection de ces segments est 2(k+a¯i)πk pour deux i ∈ {1, 2, 3}. Remarquons en particulier,
que le ze´ros associe´s ne peuvent pas eˆtre d’ordres divisibles par k. De cette description, on
de´duit qu’il ne peut pas exister un segment reliant ces ze´ros sur ξ ou de liens selles ferme´s.
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La de´composition admissible de µ est alors donne´e de la fac¸on suivante. L’ensemble S0
est forme´ des poˆles ayant au moins trois segments bordant leurs parties polaires. Les
ensembles S1j sont constitue´s des poˆles dont le bord de la partie polaire est constitue´ de
segments reliant z1 a` zj. Enfin, les m
j
t correspondent a` 2π fois la contribution angulaire
du poˆle Pt a` l’angle du ze´ro zj . C.Q.F.D.
Ces conditions ne sont pas syste´matiquement satisfaites. On peut par exemple de´duire
sans proble`mes le re´sultat suivant de la proposition 4.8.
Corollaire 4.9. Soit ΩkM0(µ) avec µ := (a1, . . . , a3;−kℓ1, . . . ,−kℓp) une strate de genre
ze´ro. Si k | a1, alors pour i = 2, 3 on a ai ≤
∑
kℓi − p.
Les strates avec s 6= 0. Ce paragraphe est de´die´ a` la preuve du the´ore`me 1.9. En
particulier, on a les strates exceptionnelles suivantes.
Lemme 4.10. L’image de l’application re´siduelle de Ω2M0(4s′ − 1, 4s′ + 1;−4; (−22s′))
avec s′ ≥ 1 ne contient pas C∗ · (0, 1, . . . , 1).
L’image de l’application re´siduelle des strates Ω2M0(2a − 1, 2a + 1; (−4a); (−22)) ne
contient pas C∗ · (0, . . . , 0, 1, 1).
De´monstration. Nous allons montrer dans le lemme 5.6 (e´videmment sans utiliser ce
re´sultat) que les strates de la forme Ω2M1(4s′ − 1, 4s′ + 1; (−22s′ ne posse`dent pas de
diffe´rentielle avec re´sidu quadratique nul a` tous les poˆles.
Maintenant supposons qu’une diffe´rentielle ξ0 de Ω
2M0(4s′ − 1, 4s′ + 1;−4; (−22s′))
posse`de les re´sidus quadratiques (0, 1, . . . , 1). Dans ce cas, nous attachons une courbe
elliptique munie d’une diffe´rentielle quadratique holomorphe au poˆle d’ordre 4 de ξ0. Cette
diffe´rentielle quadratique entrelace´e peut eˆtre lisse´e sans modifier les re´sidus aux poˆles
doubles d’apre`s le lemme 2.4. Cela aboutit a` une contradiction.
Le second cas se traite de manie`re similaire en utilisant le lemme 5.12 disant que les
strates Ω2M1(2a− 1, 2a+ 1; (−4a)) ne contiennent pas de diffe´rentielle quadratique dont
les re´sidus quadratique sont (1, . . . , 1). C.Q.F.D.
Nous conside´rons maintenant le cas des strates ayant a` la fois des poˆles d’ordres −k et
des poˆles d’ordres supe´rieurs divisibles par k.
Lemme 4.11. Mise a` part pour les strates Ω2M0(4s′ − 1; 4s′ + 1;−4; (−22s′ )) et les
strates Ω2M0(2a− 1; 2a+1; (−4a); (−22)), l’application re´siduelle des strates de la forme
ΩkM0(a1, a2;−kℓ1, . . . ,−kℓp; (−ks)) avec p, s 6= 0 est surjective. Dans les deux cas res-
tant, les comple´mentaires de C∗ ·(0; 1, . . . , 1) et C∗ ·(0, . . . , 0; 1, 1) dans leur espace re´siduel
respectif sont dans l’image des applications re´siduelles.
La preuve de ce re´sultat se fait par e´tapes. Nous conside´rons d’abord les strates avec
un unique poˆle d’ordre supe´rieur qui est e´gale a` 2k. Puis nous en de´duisons le cas ou`
l’unique poˆle est d’ordre −kℓ avec ℓ > 2. Puis nous en de´duirons le cas d’un nombre de
poˆles arbitraires.
De´monstration. Rappelons la notation ai = kli + a¯i ou` −k < a¯i < 0. Nous supposerons
tout d’abord qu’il existe un unique poˆle d’ordre supe´rieur et que celui-ci est d’ordre −2k.
Dans ce cas nous prenons une partition des poˆles d’ordre −k de cardinal l1 et l2+1. Sans
perte de ge´ne´ralite´, nous supposerons que l1 ≤ l2 + 1. Nous noterons par (R1, . . . , Rl1) les
k-re´sidus des l1 poˆles, par (Rl1+1, . . . , Rs) les l2 + 1 suivants et par R le k-re´sidu du poˆle
du poˆle d’ordre −2k.
Afin de construire la surface de´sire´e, nous proce´dons de la manie`re suivante. Les l2 + 1
racines ri des Ri et la racine r de R sont telles que s2 := r +
∑
i>l1
ri soit de norme
maximale. Sans perte de ge´ne´ralite´ on peut supposer que s2 ∈ R+. Maintenant on peut
prendre les l1 premiers re´sidus telle que la somme s1 :=
∑
i≤l1 −ri soit de norme maximale
30
et pour cette norme, d’argument minimal.Par hypothe`se |s1| ≤ |s2| et cette ine´galite´ est
une e´galite´ si et seulement si R = 0, l1 = l2 + 1, les l1 premiers k-re´sidus sont e´gaux a`
(−1)k et les l2 + 1 derniers a` 1.
Si on n’est pas dans le cas d’e´galite´, alors la construction est la suivante. Notons par v1
et v2 les deux segments d’e´gale longueur, d’angle au dessus de leur intersection e´gal a`
2π+ 2a¯1πk et de somme s2−s1. Il suffit alors de prendre la partie polaire d’ordre 2k associe´e
a` (v1,−r1, . . . ,−rl1 , v2; rl1+1 . . . , rs). Puis on identifie les deux segments vi ensemble par
rotation (et translation) et on colle des demi-cylindres infinis aux autres segments.Par
construction, cette k-diffe´rentielle posse`de les invariants locaux souhaite´s.
Maintenant, il reste a` conside´rer le cas d’e´galite´ dans les cas k ≥ 3 (en effet, pour k = 2
ce sont les cas exceptionnels du lemme 4.10). Dans ce cas, il suffit de remplacer l’une des
racine de (−1)k par une autre racine. La construction pre´ce´dente donne une k-diffe´rentielle
avec les invariants locaux souhaite´s.
Nous sommes maintenant en mesure de traiter les cas des strates ayant un unique
poˆle d’ordre supe´rieur −kℓ avec ℓ ≥ 3. Pour ce faire on utilise une me´thode similaire
a` celle utilise´e dans la preuve du lemme 4.4. Plus pre´cise´ment, on se donne la strate
ΩkMg(a1, a2;−kℓ; (−ks)). Il existe une diffe´rentielle ξ′ dans ΩkMg(a′1, a′2;−2k; (−ks)) ou`
a′i = ai − kti avec t1 + t2 = ℓ− 2. On peut de plus choisir les ti de telle sorte que la strate
ainsi obtenue n’est pas une strate exceptionnelle. Puis nous faisons une demi-fente infinie a`
partir de chacune des singularite´s conique de ξ′. Enfin nous collons de manie`re cyclique ti
plans fendus de la meˆme fac¸on. La k-diffe´rentielle ainsi obtenue posse`de clairement les
invariants locaux souhaite´s.
Il reste a` traiter le cas des strates ΩkM0(a1, a2;−b1, . . . ,−bp; (−ks)) avec p ≥ 2 et s ≥ 1.
Nous commenc¸ons par le cas ou` tous les poˆles d’ordres bi posse`dent un k-re´sidu nul. Nous
proce´dons par re´currence sur le nombre de poˆles d’ordre bi = kℓi. On prend ℓp,1 et ℓp,2
dans N tels que ℓp,1 + ℓp,2 = ℓp, on a a
′
i := ai − kℓp,i > −k et enfin si a1 > a2, alors
ℓp,1 6= 0. Nous conside´rons la state ΩkM0(a′1, a′2;−b1, . . . ,−bp−1; (−ks)). Par re´currence,
l’application re´siduelle de cette strate est soit surjective, soit une des strates exceptionnelles
du lemme 4.10. Si on est dans ce dernier cas, remarquons que si b2 6= 4, alors en permutant
le roˆle de b1 et b2, on obtient une strate dont l’application re´siduelle est surjective. Si
b1 = b2 = 4, alors il suffit de modifier les ℓp,i pour obtenir une strate dont l’application
re´siduelle est surjective. Par exemple, dans le cas Ω2M0(4s′ + 3; 4s′ + 1;−4,−4; (−22s′ ))
il faut prendre ℓn,1 = 0 ou` a1 = 4s
′ + 3 est le poˆle d’ordre supe´rieur.
Nous expliquons maintenant la construction ge´ome´trique qui permet de passer d’une
strate a` l’autre. Si ℓp,1 = 0, alors nous prenons une connexion de selle d’holonomie v
reliant le ze´ro d’ordre a2 a` lui meˆme. Remarquons que dans le cas spe´cial de la strate
Ω2M0(4s′ + 3; 4s′ + 1;−4,−4; (−22s′ )) avec s′ ≥ 2, une telle connexion de selle existe.
Coupons la surface le long de ce lien selle. Penons une partie triviale d’ordre bi associe´e
a` (v; v) Nous collons le bord supe´rieur (resp. infe´rieur) de cette partie polaire a` la partie
infe´rieur (resp. supe´rieur) du bord cre´e´ par le coupage. La surface ainsi cre´e´e satisfait les
proprie´te´s souhaite´es. Si ℓp,1 et ℓp,2 sont non nuls, alors on coupe la surface le long d’un
lien selle entre les deux ze´ros. La construction est ensuite similaire avec une partie polaire
d’ordre bi et de type ℓ1 associe´e a` (v; v).
Pour terminer, nous supposons qu’il existe des poˆles d’ordre bi avec un k-re´sidu non
nul. Dans ce cas nous se´lectionnons le poˆle d’ordre bp (dont le k-re´sidu sera supposer
non nul). Nous faisons a` ce poˆle la construction de la premie`re partie de cette preuve
avec les k-re´sidus des poˆles d’ordres bi. Comme ce poˆle posse`de un k-re´sidu non nul, cette
construction est toujours re´alisable. La surface souhaite´e est obtenue par collage des parties
polaires aux segments correspondants. C.Q.F.D.
Enfin, nous traitons le cas des strates avec n ≥ 3 ze´ros.
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Lemme 4.12. L’application re´siduelle des strates ΩkM0(a1, . . . , an;−kℓ1, . . . ,−kℓp; (−ks))
est surjective pour n ≥ 3.
De´monstration. La preuve ce fait par e´clatement de ze´ros. Toutefois, dans certains cas, il
n’est pas possible d’obtenir une k-diffe´rentielle dans une strate en e´clatant un ze´ro d’une
k-diffe´rentielle primitive. Mais graˆce a` la multiplicativite´ des k-re´sidus (e´quation (2.1)) il
suffit de ve´rifier que l’on peut partir d’une strate dont les e´le´ments ne sont pas la puissance
kie`me de diffe´rentielles abe´liennes. Cela revient a` ve´rifier que l’on peut additionner deux ai
de telle fac¸on que la somme ne soit pas divisible par k. Nous laissons le lecteur ve´rifier
cette proprie´te´ e´le´mentaire. On obtient donc la surjectivite´ de l’application re´siduelle de
toutes les strates, sauf e´ventuellement celles de la forme Ω2M0(a1, . . . , an;−4; (−22s′))
et Ω2M0(a1, . . . , an; (−4a); (−22)), en combinant l’e´clatement des ze´ros avec les lemmes
4.11 et 4.4. Mais pour ces strates, on peut toujours partir d’une strate dont l’application
re´siduelle est surjective. C.Q.F.D.
4.3. k-diffe´rentielles dont les poˆles sont d’ordre −k. Ce cas est, comme dans le cas
abe´lien, tre`s subtil. En particulier, le cas quadratiques posse`de de nombreuses diffe´rences
avec le cas des k-diffe´rentielles pour k ≥ 3. C’est pourquoi nous donnons tout d’abord
quelques ge´ne´ralite´s communes a` tous les cas. Puis nous traitons le cas des diffe´rentielles
quadratiques. Enfin nous e´tudierons le cas des k-diffe´rentielles pour k ≥ 3.
Ge´ne´ralite´s. Commenc¸ons par remarquer que les strates avec un unique ze´ro sont vides
par le lemme 4.1. Nous nous concentrerons sur le cas des strates avec 2 ze´ros. Le cas des
strates avec plus de ze´ros se traiteront par e´clatement.
Nous notons S la surface plate associe´e a` une k-diffe´rentielle ξ d’une strate ΩkM0(µ)
avec µ := (a1, a2; (−ks)) et dont les k-re´sidus sont (R1, . . . , Rs). Nous supposerons que
les ai = kli + a¯i ve´rifient −k < a¯1 < −k/2 < a¯2 < 0. Remarquons que l’on a l’e´galite´
s = l1 + l2 + 1.
Nous construirons des k-diffe´rentielle dans ΩkM0(a1, a2; (−ks)) de la fac¸on suivante.
On prend un s + 2-gone qui a pour areˆtes r1, . . . , rs, t1, t2, avec ri une racine kie`me de
Ri et t2 = ζt1 avec ζ une racine kie`me primitive de l’unite´. On suppose de plus que les
areˆtes ti partitionnent les ri en deux ensembles E1 et E2 de cardinal respectif ei entre 0
et s. Nous notons P1 le point d’intersection t1 ∩ ri ⊂ E1 et Q1 le point t2 ∩ ri ⊂ E1. Enfin
l’un des deux cas suivant doit eˆtre satisfait.
C1) On a les e´galite´s e1 = l1 et e2 = l2 + 1 et la somme des angles du polygone a` P1
et Q1 est strictement supe´rieure a` 2π.
C2) On a les e´galite´s e1 = l1 + 1 et e2 = l2 et la somme des angles du polygone a` P1
et Q1 est strictement infe´rieure a` 2π.
La construction (Ci) de´signe le fait de prendre un polygone de type (Ci) et de former
une k-diffe´rentielle en collant les deux segments ti par rotation et des demi-cylindres infinis
aux segments ri. Les deux cas sont illustre´s par la figure 14, ou` les segments t1 sont trace´s
normalement, les ri sont en segments hache´s et les demi-cylindres sont pointille´s.
Nous donnons maintenant une condition suffisante (non ne´cessaire) sur l’existence de
tels polygones. Nous commenc¸ons par le cas ou` l’un des ze´ros est d’ordre entre −k et 0.
Lemme 4.13. Soit (R1, . . . , Rs) un s-uplet de nombres complexes non nuls. Supposons
que la somme t :=
∑
i 6=1 ri satisfasse les proprie´te´s suivantes :
i) 0 < |t| ≤ |r1| ;
ii) t 6= ζr1 pour toutes les racines kie`me de l’unite´ ζ ;
iii) si s ≥ 4, alors les ri ne sont pas tous coline´aires pour i ≥ 2.
Alors il existe une k-diffe´rentielle dans la strate ΩkM0(a1, a2; (−ks)) avec a2 < 0 dont les
k-re´sidus sont (R1, . . . , Rs).
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Figure 14. Les constructions (C1) a` gauche et (C2) a` droite sont illustre´es
dans le cas de la strate Ω4M0(3, 5; (−44))
De´monstration. Nous construisons un polygone de type (C1) de la fac¸on suivante. Par-
tons de l’origine de C et prenons l’areˆte r1 dans C. Conside´rons des racines ri de Ri
satisfaisants aux conditions du lemme 4.13. Quitte a` multiplier tous les ri par une ra-
cine kie`me de l’unite´, nous pouvons supposer que l’argument de la somme t des ri est
dans
[
arg(r1)− 2πk , arg(r1)
[
. Prenons les arguments de ri dans [arg(r1)− π, arg(r1) + π[
et rangeons ces racines par argument croissant.
Nous construisons un polygone interme´diaire de la fac¸on suivante. Nous concate´nons
les ri depuis l’origine jusqu’au point final t dans cet ordre. Puis nous relions les points t
a` r1 par deux segments v1 et v2 d’e´gale longueur qui font un angle (vu de l’inte´rieur
du polygone) de (a2 + k)
2π
k . Ces deux segments peuvent couper le segment r1, mais ne
rencontrent aucun sommet du polygone.
Le polygone final est obtenu a` partir de ce polygone de la fac¸on suivante. Si les vi
ne rencontrent pas r1, alors il n’y a rien a` faire. Dans le cas contraire, on concate`ne les
segments dans l’ordre suivante. Tout d’abord les ri pour i ≥ 2, puis v1 puis −r1 et enfin v2.
Le point (iii) implique que ce polygone n’est pas de´ge´ne´re´ et la construction a` partir du
cas (C1) permet d’obtenir la k-diffe´rentielle souhaite´e. C.Q.F.D.
Nous donnons l’analogue du lemme 4.13 pour les strates dont les ze´ros sont d’ordres ai
positifs. De plus, nous nous restreindrons au cas k ≥ 3.
Lemme 4.14. Soient (R1, . . . , Rs) ∈ (C∗)s et S := ΩkM0(a1, a2; (−ks)) une strate. S’il
existe deux sommes s1 :=
∑
i≤l1 ri et s2 :=
∑
i>l1
ri telles que
i) 0 < |s1| < q|s2|, avec q = 1√2 pour k ≥ 4 et q =
1
2 pour k = 3,
ii) les ri ne sont pas tous coline´aires dans le cas s ≥ 4,
alors il existe une diffe´rentielle dans la strate S telle que les k-re´sidus sont (R1, . . . , Rs).
De´monstration. La preuve de se lemme est analogue a` celle du lemme 4.13. Nous mon-
trons que sous les hypothe`ses de ce lemme, on peut construire une k-diffe´rentielle via un
polygone du second type. Prenons les l2+1 racines ri telles que leur somme est s2. Prenons
l’argument de ces racines dans [arg(s2)− π, arg(s2) + π] et concate´nons les par argument
de´croissant. Dans la suite, on supposera sans perte de ge´ne´ralite´ que arg(s2) = 0. Main-
tenant si k est pair, on concate`ne les ri de s1 par argument croissant. Si k est impair,
on concate`ne les segments ζ2kri pour ζ2k une racine 2kie`me primitive de l’unite´. Quitte a`
multiplier tous les ri pour i ≤ l1 par une meˆme racine kie`me de l’unite´, l’argument de s1
appartient au segment
[−πk , πk ].
On place alors les segments s1 et s2 de la fac¸on suivante. On peut relier les points initiaux
et finaux entre eux par deux segments v1 et v2 d’e´gale longueur. De plus, la somme des
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angles du polygone ou` les vi rencontrent les segments de s2 est 2π +
2a¯1π
k . L’ine´galite´ sur
les longueurs des si implique que le polygone ainsi obtenu est non de´ge´ne´re´. En effet, la
partie imaginaire des segments vi est strictement positive. Les collages donnant la surface
plate sont alors ceux de´crits dans le cas (C1). C.Q.F.D.
Pour terminer ce paragraphe, nous voudrions insister sur le fait que les constructions
ci-dessus ne sont pas les seules pour obtenir de telles k-diffe´rentielles. Toutefois, elle per-
mettent de construire la majorite´ de celles-ci.
Les strates quadratiques. Dans ce paragraphe, nous regardons l’application re´siduelle
des strates de la forme Ω2M0(a1, . . . , an; (−2s)) avec ai ≥ −1 et au moins deux ai sont
impairs. Nous conside´rons pour commencer le cas de deux ze´ros.
Dans ce cas, il existe deux familles de strates spe´ciales donne´es dans le lemme suivant.
Rappelons que trois nombres sont triangulaires s’ils sont le carre´ de nombres de somme
nulle (voir de´finition 1.12).
Lemme 4.15. L’image de l’application re´siduelle des strates Ω2M0(2s′−1, 2s′+1; (−22s′+2))
ne contient pas les re´sidus quadratiques de la forme (1, . . . , 1, R,R) avec R ∈ C∗.
L’image par l’application re´siduelle des strates Ω2M0(2s′ − 1, 2s′ − 1; (−22s′+1)) ne
contient pas les re´sidus quadratiques de la forme (R1, . . . , R1, R2, R3) ou` les nombres
R1, R2, R3 sont triangulaires.
De´monstration. Nous montrerons que les strates Ω2M0(2s′−1, 2s′+1; (−22s′)) ne contiennent
pas de diffe´rentielle dont les re´sidus quadratiques sont (1, . . . , 1) dans le lemme 5.12. Sup-
posons qu’il existe une diffe´rentielle quadratique dans Ω2M0(2s−1, 2s+1; (−22s′+2)) dont
les 2-re´sidus sont (1, . . . , 1, R,R). Alors en collant les deux poˆles ayant pour re´sidu qua-
dratique R, on obtient une diffe´rentielle quadratique entrelace´e. Celle-ci est lissable sans
modifier les autres re´sidus par le lemme 2.3. Cela implique la contradiction souhaite´e.
Nous traitons maintenant le cas ou` les re´sidus quadratiques sont triangulaires. Suppo-
sons par l’absurde qu’il existe une diffe´rentielle quadratique ξ dans Ω2M0(1, 1; (−23)) avec
ces invariants locaux. L’homologie H1(P
1 \ {p1, p2, p3}; z1, z2;C) est engendre´e par trois
cycles γi tournant autour des pi et un cycle γ12 entre z1 et z2. Voir la figure 15.
z1 z2 p1
p2
p3
γ12
γ1
γ2
γ3
Figure 15. Les ge´ne´rateurs de H1(P
1 \ {p1, p2, p3}; z1, z2;C)
Nous de´coupons la surface plate de´finie par ξ le long de γ12, obtenant ainsi une surface
dont le bord a deux composantes. Nous prenons une racine ωξ de ξ sur X \ γ12. Nous
noterons ri l’holonomie de γi et r12 l’holonomie des deux portions du bord pour l’orien-
tation induite par la surface. On a alors r12 + r1 + r12 + r2 + r3 = 0. Comme les re´sidus
quadratiques sont triangulaires, on a ±r1± r2± r3 = 0. Si tous les signes sont positifs (ou
ne´gatifs), on obtient r12 = 0 et donc une contradiction.
Il reste a` conside´rer le cas ou` −r1 + r2 + r3 = 0 (a` changement de signes global pre`s).
On obtient alors r12 = r1. Sans perte de ge´ne´ralite´, nous supposerons que les γi sont des
ge´ode´siques pour la me´trique induite par ωξ. Le bord des cylindres demi-infini associe´s aux
poˆles est constitue´ d’une ou plusieurs connexions de selles. Comme l’ angle des singularite´s
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coniques zi est 3π, l’un des zi, disons z1 borde au moins un domaine polaire et z2 au moins
deux, comme sche´matise´ sur la figure 15. Donc, le comple´mentaire des domaines polaires,
qui correspond a` la partie non borne´e de la figure 15, est un pentagone (e´ventuellement
de´ge´ne´re´) dont les coˆte´s sont donne´s par les ri et deux r12. Les deux pentagones possibles
sont repre´sente´s dans la figure 16.
r12 r12
−r1
r2r3
r12 r12
−r1
r2r3
Figure 16. Les deux possibilite´s pour le polygone forme´ par les segments ri.
Mais la surface obtenue par les recollements explique´s au de´but de cette section a`
partir de ces deux pentagones ne sont pas dans la strate de´sire´e. Celle obtenue a` partir du
pentagone de gauche est le carre´ d’une diffe´rentielle abe´lienne. La diffe´rentielle quadratique
obtenue a` partir de celui de droite posse`de une singularite´ d’ordre−1 et une autre d’ordre 3.
Donc il n’y a pas de diffe´rentielle quadratique dans Ω2M0(1, 1; (−23)) dont les re´sidus sont
triangulaires.
Supposons qu’il existe une diffe´rentielle quadratique de Ω2M0(2s′−1, 2s′−1; (−22s′+1))
avec s′ ≥ 2 dont les 2-re´sidus sont ((R1)2s′−1, R2, R3) (avec les Ri triangulaires). Par la
meˆme conside´ration sur les angles des singularite´s coniques, on peut supposer que z1
borde s′ domaines polaires et z2 en borde s′−1. Les domaines polaires de re´sidus R2 et R3
ne sont pas borde´s pas le meˆme ze´ro. En effet, si c’e´tait z1, alors la somme des bords
des domaines polaires borde´s par z1 ne pourrait pas eˆtre supe´rieur a` celle de ceux borde´s
par z2. Comme cette condition est ne´cessaire pour obtenir des ordres e´gaux, on obtient
une contradiction. S’ils bordaient z2, alors la somme des bords des domaines polaires z2
serait e´gale a` celle de ceux borde´s par z1 moins 2r1. Cela est clairement impossible pour
obtenir les singularite´s coniques souhaite´es. On peut donc supposer que les poˆles dont les
2-re´sidus sont R2 et R3 bordent deux ze´ros distincts. Dans ce cas on peut retirer a` la
surface plate associe´e a` η une paire de poˆles de re´sidu R1 bordant chacun des deux ze´ros.
On en de´duit une contradiction par re´currence sur le nombre de poˆles. C.Q.F.D.
Nous montrons maintenant que ces cas sont tre`s spe´ciaux.
Lemme 4.16. Soit Ω2M0(a1, . . . , an; (−2s)) une strate quadratique. L’image par l’appli-
cation re´siduelle de cette strate contient tous les s-uplets dont les e´le´ments n’appartiennent
pas a` un meˆme rayon issu de l’origine, a` l’exception de ceux donne´s dans le lemme 4.15.
De´monstration. Par e´clatement de ze´ros, il suffit de traiter le cas de 2 ze´ros d’ordres
impair. On e´crit comme pre´ce´demment ai = kli− 1 et on suppose que l1 ≤ l2. Nous allons
partitionner les poˆles en deux sous-ensembles de cardinaux l1 et l2 + 1. Les diffe´rentielles
quadratiques avec les invariants souhaite´s seront donne´es par la construction (C1) de
l’introduction de cette partie.
On commence par le cas ou` la diffe´rentielle est dans Ω2M0(a1, . . . , an; (−2s)) avec
(a1, a2) 6= (2s′−1, 2s′+1) avec pour re´sidus quadratiques (1, . . . , 1, R,R) ou` R /∈ R+. Dans
ce cas on part de la concate´nation de deux segments r puis des segments 1. On note B le
point initial de la concate´nation et F le point final. Cette construction est repre´sente´e a`
gauche de la figure 17. Supposons que l1 ≤ s′ − 2. On fait une translation des l1 derniers
segments de la concate´nation par le vecteur v = 12(B − F ). On peut alors relier les deux
points initiaux et finaux de ces deux segments brise´s par deux segments e´gaux a` v. On
fait alors la construction de type (C1) a` partir de ce polygone.
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Prenons un s-uplet de la forme ((1s1), (Rs2)) ou`R /∈ R+. On construit une 2-diffe´rentielle
ayant ces re´sidus dans toutes les strates Ω2M0(a1, a2; (−2s)). Il suffit de traiter les cas ou`
s2 = 1 et ou` si ≥ 3 pour i = 1, 2. Dans le cas ou` s1 = 1, il suffit de faire la construction
du paragraphe pre´ce´dent avec un unique r au de´but de la concate´nation. Dans le cas ou`
s1, s2 ≥ 3, on a deux cas a` traiter. Dans le cas ou` l’un des si est impair, on donne la
construction suivante. On concate`ne ⌈s12 ⌉ fois 1 puis ⌈s22 ⌉ fois r, puis
[
s1
2
]
fois −1 et enfin[
s2
2
]
fois −r. Cette construction est repre´sente´e par le dessin du milieu de la figure 17.
Dans le cas ou` les si sont tous les deux d’ordres paires, on concate`ne
[
s1
2
]− 1 fois −1 puis[
s2
2
]−2 fois r, puis [ s12 ] fois 1, puis [s22 + 2] fois −r et enfin une fois −1. Cette construction
est repre´sente´e par le dessin a` droite de la figure 17. Dans les deux cas, la construction du
paragraphe pre´ce´dent permet d’obtenir les diffe´rentielles quadratiques de´sire´es.
B
F
r
r
1 1 1 1
Figure 17. Les trois segments brise´s obtenu pour construire les re´sidus
de la forme (1, . . . , 1, R, . . . , R).
On conside`re maintenant le cas ou` les re´sidus sont sur deux rayons mais que les re´sidus
sur un meˆme rayon ne sont pas e´gaux entre eux. Nous noterons ces re´sidus quadratiques
(α1, . . . , αs1 , β1R, . . . , βs2R) avec αi ∈ R∗+ et βj ∈ R∗+. S’il existe un unique re´sidu le long
d’un rayon, i.e. s1 = 1 ou s2 = 1, alors on peut faire la construction (C1) comme explique´
au paragraphe pre´ce´dent. On supposera donc que s1, s2 ≥ 2.
On commence par le cas ge´ne´ral ou` il existe deux re´sidus quadratiques non e´gaux le
long de chaque rayon, i.e. il existe αi1 6= αi2 et βj1 6= βj2 . On partitionne les re´sidus
(α1, . . . , αs1) en deux sous-ensembles Ri,1 satisfaisant les conditions suivantes. Le cardinal
de R1,1 est supe´rieur a` ⌊s12 ⌋ et la somme des racines des ces 2-re´sidus est strictement
infe´rieur a` celles de R2,1. De plus, on suppose que si R2,1 a au moins deux e´le´ments, alors
le premier est le plus petit. On partitionne de meˆme les 2-re´sidus (β1R, . . . , βs2R) en deux
sous ensembles Ri,2 tels que le cardinal de R1,2 est supe´rieur a` ⌊s22 ⌋.
On concate`ne alors les racines des 2-re´sidus de R1,1, puis celles de R1,2, puis l’oppose´ de
celles de R2,1 et l’oppose´ de celles de R2,2. On peut alors se´lectionner les l1 premier re´sidus
et leur faire faire une translation de la moitie´ du segment entre le point initial et le final de
la concate´nation. La construction (C1) a` partir de ce polygone fonctionne clairement pour
l1 < ⌊s−12 ⌋. Remarquons que comme le premier re´sidu du R2,1 est de longueur minimale
la construction fonctionne aussi dans le cas l1 = ⌊s−12 ⌋.
Conside´rons le cas ou` tous les re´sidus quadratiques sont e´gaux entre eux sur un rayon.
La construction est similaire a` celle que nous venons de faire avec les Ri,2 constitue´s des
re´sidus du rayon ou` ils sont e´gaux. Le seul cas qui pose proble`me est lorsque le nombre
de re´sidus sur ce rayon est pair. Dans ce cas la construction pre´ce´dente fonctionne dans le
cas l1 = ⌊s−12 ⌋ si et seulement si le cardinal de R1,1 est ⌊s12 ⌋ et la distance entre les points
d’arrive´ et de de´part de la concate´nation est infe´rieur a` deux fois la longueur du premier
re´sidu de R2,1. Si ce n’est pas le cas, on peut e´changer le plus grand re´sidu de l’ensemble
R1,1 avec le plus petit de R2,1 et conclure comme pre´ce´demment.
Conside´rons maintenant le cas ou` les Ri sont sur trois rayons diffe´rents. Dans un premier
temps nous supposerons que les s = s1 + s2 + s3 re´sidus quadratiques sont de la forme
((Rs11 ), (R
s2
2 ), (R
s3
3 )) avec les Ri triangulaires. Si s1 = s2 = s3, on proce`de de la fac¸on
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suivante. On concate`ne s1 fois r1, puis s2 fois r2, puis une fois −r1 et enfin s3 fois r3. Le
segment brise´ ainsi obtenu est repre´sente´ a` gauche de la figure 18. La construction des
paragraphes pre´ce´dents donne les diffe´rentielles quadratiques souhaite´es. Si s1 ≥ s2 ≥ s3
avec au moins une ine´galite´ stricte. On concate`ne s2 fois r2, puis ⌈s12 ⌉ fois r1, puis s3 fois r3
et enfin ⌊s12 ⌋ fois r1. Cela est repre´sente´ au centre de la figure 18. On conclut alors comme
pre´ce´demment. De plus, ces constructions se ge´ne´ralisent sans difficulte´s aux cas ou` les
k-re´sidus sont sur plus de quatre rayons et qu’une somme de racines kie`me de ceux-ci est
nulle.
Figure 18. Les segments brise´s obtenu pour construire les re´sidus sur trois
rayons distincts.
Maintenant si les re´sidus sont sur trois rayons distincts, mais ne sont pas de la forme
pre´ce´dente. On les notera (R1,1, . . . , R1,s1 , R2,1, . . . , R2,s2 , R3,1, . . . , R3,s3), ou` les Ri,j sont
sur un meˆme rayon a` i fixe´. Pour chaque i, on partitionne {Ri,1, . . . , Ri,si} en deux sous-
ensembles Ri,1 et Ri,2 ve´rifiant les proprie´te´s suivantes. La somme des racines dans Ri,1
est strictement infe´rieur a` celle des racines dans Ri,2. De plus la cardinalite´ de Ri,1 est
supe´rieur a` n2−1. Il est clair que l’on peut toujours trouver de telles partitions. Maintenant,
on concate`ne pour i = 1, 2, 3 les racines sur un meˆme rayon des re´sidus quadratiques des
Ri,1 puis les racines des Ri,2 sur l’autre rayon. Cela est montre´ a` droite de la figure 18.
Si au moins deux des si sont supe´rieurs ou e´gaux a` 3, alors cela permet de conclure par
la construction pre´ce´dente. Remarquons que ces constructions ne sont pas spe´cifiques au
cas de trois rayons. Elles se ge´ne´ralisent sans difficulte´s aux cas ou` les re´sidus sont sur
plus de quatre rayons. Si pour deux i on a si ≤ 2, alors on peut adapter la construction a`
partir de la ligne brise´e repre´sente´e au centre de la figure 18 afin d’obtenir les diffe´rentielles
souhaite´es.
Conside´rons maintenant les derniers cas ou` les Ri appartiennent a` au moins quatre
rayons diffe´rents. Tout d’abord les cas ou` les s re´sidus quadratiques Ri sont sur s rayons
distincts et ve´rifient pour un choix de racines
∑
ri = 0. Nous supposerons de plus que
la concate´nation des ri pour i croissant est un polygone convexe. Un exercice e´le´mentaire
permet de ve´rifier qu’il existe au moins s1 := ⌈ s2⌉ racines ri dont les arguments sont conte-
nus dans un segment de longueur π. Nous supposerons qu’il s’agit des re´sidus r1, . . . , rs1 .
Nous conside´rons alors la concate´nation −rs1 puis r2, . . . , rs1−1 puis −r1 puis rs1+1, . . . , rs.
Cette construction est repre´sente´e dans la figure 19 ou` les re´sidus r1, . . . , rs1 sont les trois
re´sidus supe´rieurs. A` partir de ce segment brise´, la construction des paragraphes pre´ce´dents
Figure 19. Les segments brise´s obtenu pour construire les re´sidus sur trois
rayons distincts.
permet d’obtenir une diffe´rentielle ayant les re´sidus quadratiques Ri dans toutes les strates
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Ω2M0(a1, a2; (−2s)). En effet, la condition sur les angles assure que les polygones ainsi
obtenu n’ont pas de points d’auto-intersection.
Les cas ou` il y a plusieurs re´sidus quadratiques sont sur le meˆme rayon peut se traiter
de manie`re analogue aux cas de trois rayons. Nous ne donnerons donc pas les de´tails de
ces constructions.
Pour finir, nous regardons les cas le plus ge´ne´ral ou` les re´sidus sont sur s rayons et il
n’existe pas de somme des racines qui soit nulle. Dans ce cas, nous pouvons concate´ner les
racines de telle sorte que la diffe´rence v := F −B entre le point initial B et final F de la
concate´nation est minimale. Pour construire, une diffe´rentielle dans Ω2M0(a1, a2; (−2s)),
on proce`de alors de la sorte. On conside`re les racines ri et ri+1 telles que arg(ri) ≤
arg(−v) ≤ arg(ri+1). On prend alors l1 racines telles que ces racines forment deux lignes
brise´es qui partent des points de de´part et d’arrive´e. De plus, ces deux lignes brise´es ne
peuvent pas contenir ri ou ri+1. S’il y a deux lignes brise´e, on les colles en leur faisant une
translation de vecteur v/2 a` celle partant de B et −v/2 a` celle partant de F . Sinon on fait
une translation de v si la ligne brise´e part de B et −v si elle part de F . La construction
des paragraphes pre´ce´dent permet alors de conclure. C.Q.F.D.
Nous nous inte´ressons maintenant au cas des re´sidus quadratiques qui appartiennent
tous a` un meˆme rayon issu de l’origine. Nous e´nonc¸ons tout d’abord le cas ou` l’un des
deux ze´ros est d’ordre −1.
Proposition 4.17. Soient Ω2M0(−1, 2s − 3; (−2s)) et R := (R1, . . . , Rs) ∈ (R∗+)s. Le
s-uplet R appartient a` l’image de l’application re´siduelle de cette strate si et seulement il
existe un graphe associe´ aux r := (r1, . . . , rs;−rs, . . . ,−r1) qui est un graphe de connexion
syme´trique.
De´monstration. Supposons qu’il existe un graphe associe´ aux re´sidus r qui soit un graphe
de connexion syme´trique. On peut alors obtenir une diffe´rentielle syme´trique dans la strate
ΩM0(2s − 2; (−12s)) avec ces re´sidus. Le quotient de cette diffe´rentielle par la syme´trie
est la diffe´rentielle souhaite´e.
Re´ciproquement, supposons que (r21 , . . . , r
2
s) est dans l’image de l’application re´siduelle
de Ω2M0(−1, 2s−3; (−2s)). Alors le reveˆtement canonique de la diffe´rentielle quadratique
correspondante est une diffe´rentielle abe´lienne de ΩM0(2s − 2; (−12s)) dont les re´sidus
sont r. Le graphe associe´ a` cette diffe´rentielle satisfait clairement aux hypothe`se du lemme.
C.Q.F.D.
Le cas des strates ou` les deux ze´ros sont positifs et les re´sidus sont sur le meˆme rayon
est tre`s technique. On peut le traiter via l’existence de graphes de connections ge´ne´ralise´s
qui sont de genre 1. Toutefois la combinatoire devient extreˆmement complexe et une
compre´hension pre´cise de ce ne´cessiterait un autre article. Nous nous contenterons dans
la suite de re´sultats partiels pour n ≥ 3 ze´ros. Nous pouvons montrer la surjectivite´ de
l’application re´siduelle dans quelques strates. Toutefois, elle n’est en ge´ne´ral pas surjective
et il semble de´licat d’obtenir une caracte´risation pre´cise de l’image.
Nous prouvons la proposition 1.11 qui donne la surjectivite´ de l’application re´siduelle de
certaines strates de la forme Ω2M0(a1, . . . , an; (−ks)). Rappelons la notation ai = 2li− δi
avec δi ∈ {0, 1} que nous utilisons tout du long de cette section.
Preuve de la proposition 1.11. Nous commenc¸ons par montrer la surjectivite´ dans le cas
ou` n ≥ 4 et au moins quatre ai sont impairs. On commence pour supposer que n = 4 et
les ai sont tous impairs. Les cas avec n > 4 s’obtient alors par explosion de ze´ros. Nous
savons que le re´sultat est vrai pour tous les re´sidus quadratiques qui ne se trouvent pas sur
un unique rayon. Dans la suite nous supposerons donc que les re´sidus quadratiques sont
re´els positifs. On partitionne alors les re´sidus en quatre sous-ensembles Ri de cardinaux
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respectifs li. On choisit un segment s1 re´el tel que
S := 2s1 +
∑
Ri∈R1
√
Ri −
∑
j=2,3,4
∑
Ri∈Rj
√
Ri > 0.
Enfin on choisit deux segments s2 et s3 non re´els tels que
2
∑
j=1,2,3
sj +
∑
Ri∈R1
√
Ri −
∑
j=2,3,4
∑
Ri∈Rj
√
Ri.
De plus, on suppose que la partie re´elle de s2 est e´gale a` −S4 . On forme alors le polygone
sche´matise´ a` gauche de la figure 20. Les pointille´s sont constitue´s de la concate´nations
des rj dans les Ri. On obtient la diffe´rentielle quadratique souhaite´e en collant les si deux
a` deux et des demis-cylindres infinis aux segments ri.
s1 s1
s2
s2s3
s3
R1
R2
R3
R4
s1
s1s2
s2
R3
R1R2
Figure 20. Le polygone pour obtenir une diffe´rentielle quadratique de
Ω2M0(a1, . . . , a4; (−2s)) a` gauche et de Ω2M0(a1, . . . , a3; (−2s)) avec a3
pair a` droite.
Nous prouvons maintenant la surjectivite´ de l’application re´siduelle dans le cas ou` n = 3
et a1 + a2 < a3 avec a3 pair. Il suffit de conside´rer les re´sidus quadratiques qui sont sur le
meˆme rayon. On forme trois sous-ensembles Ri des re´sidus de cardinales respectives l1, l2
et l3 + 1. Ces ensembles sont choisis de telle sorte que∑
Ri∈R3
√
Ri >
∑
Ri∈R1∪R2
√
Ri.
Remarquons que cela est toujours possible car a1 + a2 < a3 implique l3+1 > l1+ l2. Puis
on forme le polygone repre´sente´ a` droite de la figure 20. Les pointille´s sont constitue´s de
la concate´nations des rj dans les Ri. On obtient la diffe´rentielle quadratique souhaite´e en
collant les si deux a` deux et des demis-cylindres infinis aux segments ri. C.Q.F.D.
Notons que le cas ou` n ≥ 4 et le nombre de ai impair est 2 ne peut pas s’obtenir par la
preuve pre´ce´dente. En effet, l’e´clatement augmente le nombre de ze´ros d’ordres impairs.
Les strates de k-diffe´rentielles avec k ≥ 3. Dans ce paragraphe, nous traitons le cas
des k-diffe´rentielles avec k ≥ 3. Nous montrons la pre´sence de quelques strates sporadiques
lie´es a` la structure de re´seaux des racines kie`me de l’unite´ pour k = 3, 4, 6. Dans le cas de
deux ze´ros, nous traitons les cas ou` l’un des deux ze´ros est ne´gatif puis ceux ou` les deux
ze´ros sont positifs. Enfin nous traitons le cas des strates avec plus de trois ze´ros.
Nous prouvons le the´ore`me 1.14 dans le cas des strates ou` un ze´ro est d’ordre ne´gatif.
Rappelons que ce the´ore`me e´nonce la surjectivite´ de l’application re´siduelle, sauf dans
les cas liste´s de (1) a` (5). La preuve, une re´currence sur le nombre de poˆles de la strate,
repose sur le lemme 4.13 donnant une condition suffisante pour construire de telles k-
diffe´rentielles.
Preuve du the´ore`me 1.14, un ze´ro est d’ordre ne´gatif. Nous traitons tout d’abord le cas
simple ou` −k < a1 < −
[
k
2
]
. Prenons des racines kie`me ri de Ri satisfaisant aux conditions
suivantes. La somme des ri est non nulle et le R-espace vectoriel ge´ne´re´ par les ri est C.
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Pour k ≥ 3 ces deux conditions peuvent eˆtre facilement satisfaites simultane´ment. Nous
supposons que les ri sont ordonne´s par argument de´croissant.
Nous formons un polygone en concate´nant les re´sidus dans cet ordre, puis en reliant
le sommet final au sommet initial par deux segments satisfaisant les deux proprie´te´s sui-
vantes. Ils sont d’e´gale longueur et l’angle a` leur intersection est e´gal a` (a1+k)
2π
k . Remar-
quons que ce polygone est sans point d’auto-intersection. La diffe´rentielle est obtenue en
collant des demi-cylindres aux areˆtes ri et les deux areˆtes spe´ciales entre elles par rotation.
Nous traitons maintenant le cas plus subtil ou` 0 > a2 ≥ −
[
k
2
]
. Le cas d’un unique
poˆle est trivial, donc nous conside´rerons le cas de deux poˆles d’ordre −k. Le lemme 4.13
implique sans difficulte´s que tous les re´sidus qui ne sont pas proportionnels a` (1, (−1)k)
sont dans l’image de l’application re´siduelle des strates ΩkM0(a1, a2;−k,−k). Supposons
maintenant que les re´sidus soient (1, (−1)k) et que (a1, a2) 6= (1,−1). Nous concate´nons
le segment exp
(
2iπ
k
)
avec le segment −1. Remarquons que l’angle au point d’intersection
est 2πk . Relions le point de de´part au point d’arrive´ par deux segments d’e´gale longueur qui
forment un angle 2(a2+k)πk a` leur intersection. Le polygone ainsi forme´ est non de´ge´ne´re´ et
les identifications de´crites au paragraphe pre´ce´dent donnent la diffe´rentielle souhaite´e.
Enfin, les k-re´sidus (1, (−1)k) n’appartiennent pas a` l’image de l’application re´siduelle
des strates ΩkM0(−1, 1;−k,−k). Sinon la k-diffe´rentielle entrelace´e obtenue en collant les
deux poˆles d’ordre −k serait lissable. La k-diffe´rentielle obtenue par lissage serait dans la
strate ΩkM1(1,−1), qui est vide.
Nous conside´rons maintenant les cas avec s ≥ 3 poˆles d’ordre −k. Nous montrons par
re´currence sur s que les hypothe`ses du lemme 4.13 sont presque toujours ve´rifie´es. Les
quelques cas restant seront traite´s a` la main.
Conside´rons tout d’abord le cas ou` tous les k-re´sidus Ri sont de norme 1. Afin d’utiliser
le lemme 4.13 il suffit de montrer qu’il existe s − 1 racines ri des Ri telles que la somme
appartient au disque ouvert e´pointe´ ∆∗. Nous supposerons dans un premier temps que
si k = 4, 6, alors les Ri ne sont pas tous e´gaux entre eux et que si k = 3, alors ils ne
sont pas proportionnels a` (1, . . . , 1,−1, . . . ,−1). S’il y a s = 3 poˆles, il suffit de prendre
deux racines dont les arguments sont distincts mais de diffe´rence infe´rieur a` 2πk . Cela est
clairement toujours possible sous nos hypothe`ses. De plus notons que ces deux racines ne
sont pas proportionnelles. Maintenant par re´currence on suppose que la somme de s − 1
racines est ts−1 ∈ ∆∗ et qu’au moins deux racines ne sont pas proportionnelles. Alors nous
prenons la racine rs de Rs qui atteint le minimum du produit scalaire 〈ts−1, r〉 ou` r est une
racine de Rs. Il est alors aise´ment ve´rifiable que ts−1 + rs ∈ ∆∗. On peut donc conclure
par le lemme 4.13.
Conside´rons les cas des re´sidus de la forme (1s) pour k = 4, 6 et ((1s1), (−1s2)) pour
k = 3. Nous construisons une k-diffe´rentielle dans ΩkM0((s− 2)k+1,−1; (−ks)) dont les
k-re´sidus sont comme ci-dessus, sauf dans les cas sporadiques (2) a` (5) du the´ore`me 1.14.
Notons que ces strates sont les seules avec 0 > a2 ≥ −⌊k2⌋ qui ne soient pas vides.
Commenc¸ons par k = 3. Si R = (1s), nous construisons une ligne brise´e en concate´nant
⌊ s2⌋ segments eiπ/3 puis ⌈ s2⌉ fois −1. Nous joignons alors le point initial avec le point final
par deux segments d’e´gale longueur avec un angle de 2π3 a` leur intersection. Pour s > 3,
cela nous donne un polygone non de´ge´ne´re´. On conclut en faisant la construction (C1).
Si les 3-re´sidus sont ((1s1), (−1s2)) on proce`de de la fac¸on suivante. On part du polygone
du paragraphe pre´ce´dent avec s1 + ⌊s22 ⌋ segments. Remarquons qu’un triangle e´quilate´ral
permet de remplacer un 3-re´sidu e´gal a` 1 par deux 3-re´sidus e´gaux a` −1. Cela implique
le re´sultat pour s2 pair. Si s2 est impair, on ajoute un segment exp(−2iπ/3) au sommet
final de la concate´nation.
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Conside´rons maintenant le cas k = 4. Nous construisons un polygone de la fac¸on sui-
vante. Si le nombre de poˆles s est impaire, nous concate´nons⌊s/2⌋ fois −i, puis le segment 1
et ensuite ⌊s/2⌋ fois i. La diffe´rence entre le point initial et final est donc le segment 1. Nous
pouvons joindre ces deux points par deux segments d’e´gale longueur faisant un angle de
3π
4 . Si s est paire, alors nous concate´nons s/2− 1 fois −i, puis deux fois 1 et enfin k/2− 1
fois i. La diffe´rence entre le point initial et final est donc le segment 2. Nous pouvons
joindre ces deux points par deux segments d’e´gale longueur faisant un angle de 3π4 . Ce
polygone ne posse`de pas de points d’auto-intersection pour s ≥ 6. Et la construction (C1)
donne la diffe´rentielle de´sire´e.
Enfin il reste a` traiter le cas k = 6. Si s est pair, nous formons la ligne brise´e en
concate´nant s2−1 fois −1, puis e2iπ/3, puis eiπ/6 et finalement s2−1 fois 1. Si s est impaire,
nous concate´nons le segment e−iπ/6 a` la fin de la ligne brise´es. Nous joignons le point initial
au point final par deux segments d’e´gale longueur et d’angle 5π6 . Ce polygone ne posse`de
pas de points d’auto-intersection pour s ≥ 5 et alors on conclut par la construction (C1).
Nous conside´rons maintenant les cas ou` les k-re´sidus n’ont pas tous la meˆme norme.
Commenc¸ons par le cas s = 3. Soit R1 un k-re´sidu de plus grande norme. Si k 6= 3, 4,
alors comme pre´ce´demment il existe des racines de R2 et R3 dont la somme est de norme
strictement infe´rieure a` |R1|. Le lemme 4.13 permet alors de conclure.
Commenc¸ons par les cas ou` k = 4. Si R2 6= R3, alors la construction ne pose aucun
proble`me. Mais si R2 = R3 = 1 et |R1| > 1, alors nous devons conside´rer deux cas.
Si |R1| > 4, alors il existe deux racines quatrie`mes non proportionnelles des 4-re´sidus R2
et R3 telles que la somme est infe´rieure a`
√
2 et on peut utiliser le lemme 4.13. En revanche
si |R1| ≤ 4 ce n’est jamais le cas. Si les 4-re´sidus ne sont pas e´gaux a` (1, 1,−4) alors nous
permutons les re´sidus de telle sorte que R′1 := 1, R
′
2 := 1 et R
′
3 := −4. Dans ce cas, il
existe une somme de racines quatrie`me de −4 et 1 se trouve dans ∆∗ et le lemme 4.13
permet de conclure. Notons que cette construction ne fonctionne pas dans le cas (−4, 1, 1)
car les racines quatrie`mes de −4 sont √2ζ4(1+ i) avec ζ4 une racine quatrie`me de l’unite´.
Une analyse similaire fonctionne pour k = 3. Si R2 6= −R3, alors la construction ne pose
aucun proble`me. Mais si R2 = −R3 = 1 et |R1| > 1, alors nous devons conside´rer deux
cas. Si |R1| > 3
√
3, alors il existe deux racines troisie`mes des 3-re´sidus R2 et R3 telles
que la somme est infe´rieure a` la racine cubique de |R1| et on peut utiliser le lemme 4.13.
En revanche si |R1| ≤ 3
√
3 ce n’est jamais le cas. Si les 3-re´sidus ne sont pas e´gaux a`
(1,−1, 3i√3), alors nous permutons les re´sidus de telle sorte que R′1 := 1, R′2 := −1 et
R′3 := R1. Dans ce cas, il existe des racines troisie`me de 3i
√
3 et de −1 dont la somme est
dans ∆∗. Notons que cette construction ne fonctionne pas dans le cas (3i
√
3, 1,−1) car les
racines troisie`mes de 3i
√
3 sont ζ3(
3
2 + i
√
3
2 ) avec ζ3 une racine troisie`me de l’unite´.
Conside´rons maintenant par re´currence le cas ou` s ≥ 4. Comme pre´ce´demment nous
conside´rerons tout d’abord les cas k 6= 3, 4. Soient (R1, . . . , Rs+1) des re´sidus ou` l’on sup-
pose que la norme de R1 est maximale et celle de Rs+1 minimale. Par re´currence, il existe
des racines kie`me (non toutes proportionnelles) aux (R2, . . . , Rs) telles que leur somme ts
est non nulle et de longueur strictement infe´rieur a` |R1| 1k . Nous sommes maintenant ra-
mene´s au cas de trois k-re´sidus (R1, t
k
s , Rs+1). Ainsi la construction pre´ce´dente nous donne
des racines qui satisfont aux hypothe`ses du lemme 4.13. Cela implique la surjectivite´ de
l’application re´siduelle de ces strates de k-diffe´rentielles.
Les cas k = 3 et k = 4 sont similaires entre eux. Nous donnerons les de´tails que
dans le cas k = 4. Pour tous les 4-re´sidus qui ne sont pas de la forme (1, . . . , 1,−4) la
construction du paragraphe pre´ce´dent se ge´ne´ralise sans proble`mes. Supposons donc que
R = (1, . . . , 1,−4). S’il y a un nombre impaire de 1, alors il existe une somme de racines
(non toutes proportionnelles) de longueur 1 qui ve´rifient les hypothe`ses du lemme 4.13.
Si le nombre de 1 est pair, on prend 2 racines e´gales a` 1, la moitie´ des restantes e´gales
a` i et l’autre moitie´ e´gales a` −i. On concate`ne les −i puis les deux 1, puis les i et enfin
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√
2 exp(3iπ4 ). En reliant le point initial au point final par deux segments faisant un angle
de 3π/2, on obtient un polygone qui permet d’utiliser la construction (C1).
Pour conclure, il reste a` montrer que les uplets ne sont pas dans l’image de l’application
re´siduelle dans les cas sporadiques. Comme tous les cas sont similaires, nous ne prouverons
que le cas du uplet (1, 1, 1, 1) pour la strate Ω4M0(−1, 9; (−44)).
Supposons par l’absurde qu’il existe une 4-diffe´rentielle ξ ayant ces invariants locaux.
Elle aurait 4 demi-cylindres infinis dont les largeurs seraient dans l’ensemble {±1,±i}. Il
y a deux cas a` conside´rer selon que le ze´ro d’ordre −1 borde un domaine polaire ou non.
Supposons que le ze´ro d’ordre −1 est au bord d’un domaine polaire. Il existe alors un
lien selle entre ce ze´ro et celui d’ordre 9 tel qui ne coupe pas l’angle au ze´ro d’ordre −1 en
deux parties. Soit il existe un segment, forme´ d’un ou plusieurs liens selles, entre ces deux
sommets soit il n’y en a pas. S’il y a ze´ro ou une connexion de selle, alors la somme des
trois autres racines des 4-re´sidus restant est e´gale a` la diffe´rence entre ces deux sommets.
Mais, cela est impossible puisque les points ±1,±i engendrent un re´seaux de C et que
cette diffe´rence est strictement comprise entre 0 et 1. S’il y a plusieurs liens selles entre
ces deux sommets. On peut facilement ve´rifier que il ne peut y en avoir que 2, qui bordent
deux domaines polaires distincts. Le reste des ces deux bords doit eˆtre constitue´ d’un lien
selle qui borde l’autre domaine polaire. Mais dans ce cas, on ve´rifie que la surface forme´ a`
trois ze´ros.
Supposons maintenant que le ze´ro d’ordre −1 ne borde pas de domaine polaire. On
peut alors couper la surface le long du lien selle de longueur minimale entre les deux
ze´ros. La surface obtenue est une surface de translation a` bord ayant un angle de 3π2 . Le
comple´ment des parties polaires est alors un hexagone. Toutefois, il n’est pas possible de
prendre un chemin de quatre segments dans le re´seaux engendre´ par ±1,±i satisfaisant
les deux conditions suivantes. Le de´but et la fin sont diffe´rents et les points interme´diaires
sont strictement au dessus du coin d’angle 3π2 reliant ces deux points. Cela montre que
Ω4M0(−1, 9; (−44)) ne contient aucune pluridiffe´rentielle ayant pour 4-re´sidu (1, 1, 1, 1).
C.Q.F.D.
Nous prouvons maintenant le the´ore`me 1.14 dans les cas ou` les deux ze´ros sont positifs.
Ce the´ore`me e´nonce la surjectivite´ de l’application re´siduelle, sauf dans des cas liste´s de (6)
a` (11). La preuve repose sur le lemme 4.14. Dans cette preuve, nous utilisons les notations
de ce lemme, en particulier ai = kli + a¯i avec −k < a¯1 < a¯2 < 0.
Preuve du the´ore`me 1.14, les deux ze´ros sont positifs. On conside`re une strate de la forme
ΩkM0(a1, a2; (−ks)) et un s-uplet R := (R1, · · · , Rs) dans (C∗)s. Nous construisons une k-
diffe´rentielle dans cette strate avec ces k-re´sidus, a` l’exception de quelques cas sporadiques.
Nous de´butons par les cas ou` k ≥ 5. Conside´rons les l2 + 1 ≥ 2 k-re´sidus de longueurs
maximal, que l’on supposera eˆtre (Rl1+1, . . . , Rls). Nous normalisons les k-re´sidus de telle
sorte que le minimum de {|Ri| : i = l1 + 1, . . . , ls} est 1. On peut choisir les racines ri
des Ri, telles que la somme des l2+1 derniers ri soit de longueur supe´rieure a` |1+exp( iπ5 )|
et celle des l1 premiers infe´rieure a` 1. Comme |1 + exp( iπ5 )| >
√
2, le lemme 4.14 implique
l’existence d’une k-diffe´rentielle avec les invariants souhaite´s.
Nous conside´rons maintenant le cas k = 4. Nous traitons d’abord le cas des strates
Ω4M0(a1, a2; (−4s)) ou` a2 = kl2 − 1 avec l2 ≥ 2. Supposons que les l2 + 1 derniers
re´sidus sont les plus grand en norme. Nous normaliserons les k-re´sidus de telle sorte que le
minimum de {|Ri| : i = l1 + 1, . . . , ls} est 1. On peut choisir des racines des k-re´sidus Ri
telles que la somme des l2 + 1 dernie`res est strictement supe´rieure a` 2 et celle des l1
premie`res est infe´rieure a`
√
2. Le lemme 4.14 permet alors de conclure.
On conside`re maintenant les strates de la forme Ω4M0(4(s−3)+1, 3; (−4s)). Supposons
tout d’abord que les 4-re´sidus ne sont pas de la forme (1, . . . , 1). On supposera que les deux
derniers 4-re´sidus sont les plus grand en norme et que le minimum de {|Ri| : i = s− 1, s}
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est 1. Si |R1|1/4 ≥
√
2, alors il existe des racines rs−1 et rs dont la somme est strictement
supe´rieur a` 2. On peut choisir les autres racines telles que leur somme est infe´rieure a`
√
2.
On peut donc appliquer le lemme 4.14. Si |Rs|1/4 <
√
2, il y a deux cas a` traiter. Soit
il existe une somme des autres racines strictement infe´rieur a` 1. Ce cas ne pose pas de
proble`me. Soit toutes les sommes sont supe´rieures a` 1. Dans ce cas, on peut permuter Rs
avec R1 et choisir des racines telles que la somme des premie`res est infe´rieure a` 1 et celle
des deux dernie`res est supe´rieure a`
√
2. Cela se montre de manie`re similaire aux strates
quartiques dont un ze´ro est d’ordre ne´gatif.
Dans ce cas, il reste a` conside´rer le cas des 4-re´sidus e´gaux a` (1, . . . , 1). Dans le cas des
strates ou` l1 est impaire, on proce`de de la sorte. Pour s2 on prend deux racines e´gales a` 1.
Pour s1, on prend ⌊ l12 ⌋ racines e´gales a` i, le meˆme nombre e´gales a` −i et la dernie`re e´gale
a` 1. On forme alors s1 en concate´nant tout d’abord les i puis 1 puis les −i. La longueur
de s1 est 1 et on peut donc utiliser le lemme 4.14 pour conclure. Nous traitons maintenant
le cas ou` l1 est pair. Remarquons que la me´thode que nous venons d’utiliser ne s’applique
jamais, car s1 est de longueur supe´rieur a`
√
2 (si non nulle). Pour l1 ≥ 6 on peut proce´der
de la sorte. On a l2 = 1 et on choisit la racine 1 pour le dernier 4-re´sidu. Maintenant les
l1+1 = s− 1 autres re´sidus sont i, i, 1, 1, 1,−i,−i et les re´sidus restant sont re´partis pour
moitie´ en 1 et pour moitie´ en −1. On constate que la somme de ces racines est e´gale a`
trois. Ainsi en partant de 0, on concate`ne les −1 puis les i puis les 1 et enfin les −i. Le
polygone est obtenu a` partir de la ligne brise´e en reliant 3 a` 2 + i puis en concate´nant
la racine 1 entre 2 + i et 1 + i et enfin en reliant 1 + i a` 0. On peut alors proce´der a` la
construction (C2). Enfin il reste les deux strates avec l1 = 2 et l1 = 4. On peut montrer
de manie`re similaire aux cas ou` l’un des ze´ros est ne´gatif que l’application re´siduelle ne
contient pas (1, . . . , 1).
Enfin nous supposons k = 3. Tout d’abord on montre avec des conside´rations simi-
laires au cas k = 4 que les s-uplets qui ne sont pas de la forme (1, . . . , 1,−1, . . . ,−1)
appartiennent a` l’image des applications re´siduelles. Ainsi, on conside´rera les s-uplets de
la forme ((1t1), (−1t2)).
Si l2 ≥ 3, alors on peut choisir des racines telles que la longueur de la somme des l2+1
dernie`res est supe´rieure 72 et celle des l1 autres est 1 ou
√
3. Le lemme 4.14 permet alors
de conclure.
Si l2 = 2, alors le lemme 4.14 s’applique si s1 6=
√
3. En particulier, on a l1 ≥ 2. Si
tous les 3-re´sidus ne sont pas e´gaux entre eux, e´change un 3-re´sidu de s1 par un autre
re´sidu. Cela permet d’obtenir la somme s1 e´gale a` 1. Ainsi, il reste a` conside´rer le cas ou`
tous les 3-re´sidus sont e´gaux a` 1. Si l1 n’est pas divisible par 3, alors s2 est simplement
1+1+1. Pour les l1 racines restantes, on proce`de de la sorte. Si l1 = 3l
′
1− t avec t ∈ {1, 2},
alors on prends l′1 fois exp(
−iπ
3 ), l
′
1 fois exp(
iπ
3 ) et enfin l
′
1 − t fois −1. Alors s1 est soit
de longueur 1 et on peut conclure par le lemme 4.14 soit de longueur 2. Dans ce second
cas, comme s2 = 2, on peut relier les nombres complexes 2 et 3 par deux segments d’e´gale
longueur tels que l’angle vu du segment de longueur 3 est 2π3 . La construction (C1) a` partir
de ce polygone permet d’obtenir la 3-diffe´rentielle souhaite´e. Enfin, il reste les cas ou` l1 est
divisible par 3. Dans ce cas on utilise la construction (C2). On suppose que l1 > 3. Si l1 est
impair, on prend 1+1 pour s′2. Si l1 est pair, on prend exp(
2iπ
3 )+1 pour s
′
2. Dans les deux
cas pour s′1 on concate`ne ⌊ l1+12 ⌋ fois exp(−iπ3 ) puis exp( iπ3 ). Il n’est pas difficile de ve´rifier
que la construction (C2) est re´alisable. Et enfin si l1 = 3, alors on peut montrer qu’il
n’est pas possible de construire une 3-diffe´rentielle avec ces singularite´s comme dans la
preuve pre´ce´dente. Donc l’image de l’application re´siduelle de la strate Ω3M0(3, 5; (−44))
ne contient pas (1, 1, 1, 1).
Il reste maintenant a` conside´rer le dernier cas ou` l2 = 1. Nous allons montrer que si
l1 = 5, alors tous les 3-re´sidus de la forme ((1
t1), (−1t2)) avec s = t1+ t2 = l1+ l2+1 sont
dans l’image de l’application re´siduelle de ces strates. On peut remplacer un 3-re´sidu e´gal
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a` 1 (resp. −1) par deux 3-re´sidus e´gaux a` −1 (resp. 1) via un triangle e´quilate´ral. On en
de´duit que tous les 3-re´sidus de la forme ((1t1), (−1t2)) sont dans l’image de l’application
re´siduelle de`s que l2 ≥ 5.
Nous conside´rons les cas l1 ≤ 5. Pour l1 = 1, i.e. dans la strate Ω3M0(1, 2; (−33)), nous
prenons s2 e´gal a` 1 + 1. Si le dernier 3-re´sidu −1 alors on fait la construction suivante.
On prend la racine −1 et on relie les points initial et final de s1 et s2 entre eux par des
segments de meˆme longueur avec un angle e´gal a` 2π3 . La construction (C1) permet de
conclure. En revanche, il n’existe pas de 3-diffe´rentielle dans cette strate dont les 3-re´sidus
sont e´gaux a` 1.
Maintenant supposons que l1 = 2, i.e. la strate Ω
3M0(4, 2; (−34)). Si les 3-re´sidus
sont (14), alors on part de la 3-diffe´rentielle de Ω3M0(1, 2; (−33)) dont les 3-re´sidus sont
(1, 1,−1). On remplace alors le re´sidu −1 par deux re´sidus 1 par la construction provenant
du triangle e´quilate´ral. En revanche, on peut montrer que R3(4, 2; (−34)) ne contient pas
(1, 1,−1,−1). Il reste le cas ou` les 3-re´sidus sont ((13),−1). Dans ce cas, on concate`ne 1
avec exp(iπ/3) et on relie les points de de´part et d’arrive´e a` 0 et 2 respectivement. Le
3-diffe´rentielle est alors obtenue par la construction (C1).
Les cas avec l1 = 3 et l1 = 4, i.e. des strates Ω
3M0(7, 2; (−35)) et Ω3M0(10, 2; (−36)),
se traitent en remplac¸ant un 3-re´sidu par deux 3-re´sidus oppose´s par la construction en
triangle e´quilate´ral. Toutefois, on peut ve´rifier qu’il n’est pas possible d’obtenir les 3-
re´sidus restant. Ainsi les 3-re´sidus (1, 1, 1, 1,−1), (1, 1, 1,−1,−1,−1) et (1, 1, 1,−1, 1, 1)
ne sont pas dans l’image.
Enfin conside´rons le cas l1 = 5, i.e. la strate Ω
3M0(13, 2; (−37)). On peut obtenir
la majorite´ des 3-re´sidus via le remplacement d’un 3-re´sidu par deux 3-re´sidus oppose´s.
Ainsi, il suffit de montrer que si les 3-re´sidus sont de la forme (1, 1, 1, 1, 1,−1,−1), alors
il existe une 3-diffe´rentielle dans cette strate avec ces 3-re´sidus. Cela peut se faire graˆce a`
la construction (C2). On prend s1 e´gale a` 1. Pour les six autres racines on proce`de de la
sorte. On concate`ne exp(−iπ/3) deux fois puis deux fois 1 et enfin deux fois exp(iπ/3). Le
reste est la construction (C2). C.Q.F.D.
Pour terminer, nous montrons qu’il n’existe pas d’obstruction pour les strates de genre
ze´ro, n’ayant que des poˆles d’ordre k et au moins trois ze´ros.
Proposition 4.18. L’application re´siduelle de la strate ΩkM0(a1, . . . , an; (−ks)) est sur-
jective pour n ≥ 3.
De´monstration. La preuve se fait par induction sur le nombre de ze´ros. On commence par
ve´rifier que partant d’une strate avec 3 ze´ros, on peut toujours additionner l’ordre de deux
ze´ros et obtenir une strate dont l’application re´siduelle est surjective. Remarquons que
cette strate peut ne pas eˆtre primitive. Toutefois, cette dernie`re n’est pas constitue´e par
des k-diffe´rentielles qui sont la puissance kie`me de diffe´rentielles abe´lienne. Donc on obtient
la surjectivite´ pour trois ze´ros. Le reste de la preuve se fait par e´clatement. C.Q.F.D.
5. Pluridiffe´rentielles en genre supe´rieur.
Dans cette section nous montrons que l’application re´siduelle des strates de genre g ≥ 1
sont surjectives a` l’exception de quatre familles exceptionnelles. Plus pre´cise´ment nous
prouvons les the´ore`mes 1.1, 1.2 et 1.4 pour les strates k-diffe´rentielles avec k ≥ 2. Nous
conside´rons dans la section 5.1 les strates ayant au moins un poˆle d’ordre strictement
infe´rieur a` −k. Dans la section 5.2 nous traitons les cas ou` tous les poˆles sont d’ordre −k.
Enfin nous traitons le cas des strates sans poˆles dans la section 5.3.
5.1. Pluridiffe´rentielles avec un poˆle d’ordre strictement infe´rieur a` −k. Dans
paragraphe, nous conside´rons les strates avec au moins un poˆle d’ordre strictement infe´rieur
a`−k. Nous montrons tout d’abord que l’application re´siduelle est surjective pour les strates
de genre 1 distinctes de Ω2M1(4a; (−4a)) avec un unique ze´ro. Dans ce cas, l’application
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re´siduelle contient Ca \ {0} (lemmes 5.1 et 5.2). Puis nous montrons la surjectivite´ des
applications re´siduelles de certaines strates quadratiques (lemme 5.3). Nous en de´duisons
la surjectivite´ dans le cas ge´ne´ral par e´clatement de ze´ro et couture d’anse. Enfin nous
montrons que 0 ∈ Ca n’appartient pas a` l’image de l’application re´siduelle des strates
Ω2M1(4a; (−4a)) et Ω2M1(2a− 1, 2a+ 1; (−4a)) (lemmes 5.5 et 5.6).
Lemme 5.1. Soit (k,m) avec m > k distinct de (2, 4). L’application re´siduelle de la strate
ΩkM1(m;−m) est surjective. De plus, l’image de R2(4;−4) contient C∗.
De´monstration. Si k ∤ m, alors le fait que ΩkM1(m;−m) soit non vide est une conse´quence
e´le´mentaire du the´ore`me d’Abel. A` partir de maintenant, nous supposons que k | m.
Une k-diffe´rentielle dans ΩkM1(ℓk,−ℓk) avec un re´sidu non nul est donne´e par le re-
collement de la partie polaire non triviale de type kℓ associe´e aux vecteurs (∅; v1, . . . , v4)
repre´sente´s sur la figure 21.
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2
1
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k
Figure 21. Une k-diffe´rentielle de ΩkM1(2k;−2k) (en blanc) et
ΩkM1(k;−k) (en gris).
Nous traitons maintenant le cas du k-re´sidu nul. Si k ≥ 3, alors le dessin de gauche
de la figure 22 repre´sente une k-diffe´rentielle dans ΩkM1(2k;−2k) avec un re´sidu nul.
Plus ge´ne´ralement, k-diffe´rentielles de ΩkM1(ℓk,−ℓk) avec re´sidu nul sont donne´es par le
recollement d’une partie polaire triviale de type kℓ associe´e a` (v1, v2; v3, v4) ou` les vi sont
repre´sente´s sur la figure 22 de gauche.
Pour les strates quadratiques de la forme Ω2M1(2ℓ;−2ℓ) avec ℓ ≥ 3 nous proce´dons
de la sorte. Une 2-diffe´rentielle avec ces invariants locaux est obtenue a` partir de ℓ − 1
domaines basiques positifs D+i et ℓ− 1 ne´gatifs D−j . Les domaines D±1 et D±2 sont donne´s
par les domaine basique positif (resp. ne´gatif) associe´s au vecteur (1). Les ℓ − 2 autres
domaines D±i sont les domaines polaires associe´s a` (∅). On colle les demi-droites R− des
domaines de meˆme indices entre elles. La demi-droite R+ de D
+
i a` D
−
i+1 modulo ℓ. Les
vecteurs 1 au bord des domaines positifs (resp. ne´gatifs) D+1 et D
+
2 sont colle´s entre eux
par rotation. Cette construction est repre´sente´e sur la figure 22 de droite. C.Q.F.D.
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Figure 22. Une k-diffe´rentielle sans k-re´sidu dans ΩkM1(2k;−2k) a`
gauche et dans Ω2M1(6;−6) a` droite.
Lemme 5.2. Soient k ≥ 2 et µ = (a;−b1, . . . ,−bp;−c1, . . . ,−cr; (−ks)) une partition de 0
telle que (p, r) 6= (0, 0). Si µ 6= (4p; (−4)p) ou k 6= 2, alors l’application re´siduelle de la
strate ΩkM1(µ) est surjective. De plus, l’image de R2(4p, (−4)p) contient Cp \ {0}.
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De´monstration. Nous commenc¸ons par le cas ou` r ≥ 2. L’application re´siduelle de la
strate ΩM0(a − 2k;−b1, . . . ,−bp;−c1, . . . ,−cr; (−ks)) est surjective (c.f. le lemme 4.2).
On obtient donc la surjectivite´ de Rk(µ) par couture d’anse.
Supposons maintenant qu’il existe un unique poˆle d’ordre non divisible par k. Le
lemme 4.2 dans le cas des strates ΩM0(a − 2k;−b1, . . . ,−bp;−c; (−ks)) implique que
Cp\{0} est contenu dans l’image deRk(µ) par couture d’anse. Il suffit donc de prouver que
l’origine est dans l’image de l’application re´siduelle. En particulier, ces strates ne posse`dent
pas de poˆles d’ordre −k. Nous associons aux poˆles d’ordre kℓi les parties polaires triviales
d’ordres kℓi associe´es a` (1; 1). Pour le poˆle d’ordre −c, nous prenons une k-diffe´rentielle
de ΩkM1(c;−c) avec un lien selle d’holonomie 1. Nous obtenons une surface plate a` bord
en la coupant le long de ce lien selle. La pluridiffe´rentielle de´sire´e est obtenue en collant
les bords des fentes de manie`re cyclique.
Il nous reste a` traiter le cas ou` tous les poˆles sont d’ordres divisibles par k. Nous
commenc¸ons par construire une k-diffe´rentielle dans ΩkM1(a;−kℓ1, . . . ,−kℓp) dont tous
les k-re´sidus s’annulent. Partons de la k-diffe´rentielle de ΩkM1(kℓ1;−kℓ1) sans re´sidu
donne´e par le lemme 5.1 (on suppose que ℓ1 ≥ 3 si k = 2). On peut alors couper cette
surface le long d’un lien selle dont l’holonomie sera note´e v. Dans les deux dessins de la
figure 22, cela revient a` couper le long du lien selle de´note´ par 1. Pour tous les autres poˆles
on prend une partie polaire triviale d’ordre kℓi associe´e a` (v; v). La surface obtenue en
recollant les segments de manie`re cyclique (voir la figure 5.1) a les proprie´te´s de´sire´es.
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Figure 23. k-diffe´rentielle de ΩkM1(5k;−2k,−3k) avec un re´sidu nul
pour k ≥ 3 a` gauche et k = 2 a` droite
Nous traitons maintenant les diffe´rentielles des strates ΩkMg(a;−kℓ1, . . . ,−kℓp; (−ks))
dont au moins un re´sidu est non nul. Nous supposons que s’il existe un unique poˆle avec un
re´sidu non nul alors le poˆle P1 d’ordre b1 posse`de un re´sidu nul. Conside´rons les poˆles Pi
avec 2 ≤ i ≤ p′ qui posse`dent un k-re´sidu Ri non nul. Nous associons a` Pi la partie polaire
non triviale d’ordre kℓi associe´e a` (ri; ∅). Conside´rons maintenant les poˆles Pj ayant un
re´sidu nul. Nous associons la partie polaire triviale d’ordre kℓj associe´e a` (rij ; rij ) pour un
k-re´sidu Rij avec 2 ≤ ij non nul. Puis nous collons le segment ri du domaine positif de Pi
au segment rij du domaine basique ne´gatif de Pj .
Enfin, pour le poˆle P1 nous faisons la construction suivante. Tout d’abord, quitte a`
choisir d’autres racines ri des Ri, nous pouvons supposer que les ri ont une partie re´elle
positive et que la somme des ri est non nulle. Nous supposerons aussi que les ri sont or-
donne´s par argument croissant. Nous prenons pour P1 la partie polaire de type kℓ1 associe´e
a` (v1, v1, v2, v2; r2, . . . , rp′) ou` les vi sont donne´s comme suit. Les vi sont de meˆme longueur,
ve´rifient l’e´galite´ r1 = 2v1+2v2−
∑
i≥2 ri et l’angle (au dessus) du point d’incidence de v1
et v2 est
2(k−1)π
k .
La k-diffe´rentielle est obtenue en identifiant par translation les bords ri des domaines
polaires positifs aux segments ri de la partie polaire ne´gative de P1. Enfin, nous identifions
par rotation d’angle 2πk et translation, le premier v1 au premier v2 et le second v1 au
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second v2. Cela donne une pluridiffe´rentielle primitive avec les invariants souhaite´s. Un
exemple est repre´sente´ dans la figure 24.
1 2
1 2
3
43
4
2(k−1)π
k
Figure 24. Une k-diffe´rentielle dans ΩkM1(6k; (−2k3)) dont les k-re´sidus
sont (0, 1, 1).
C.Q.F.D.
Lemme 5.3. L’image de l’application re´siduelle des strates Ω2M1(a1, a2; (−4p)) avec
(a1, a2) 6= (2p + 1, 2p − 1) et des strates Ω2M2(4(p + 1); (−4p)) contient l’origine.
De´monstration. Pour commencer la figure 25 exhibe une diffe´rentielle quadratique primi-
tive ayant un re´sidu nul dans les strates Ω2M1(5,−1;−4) et Ω2M1(2, 2;−4) (en gris).
1
2
2
3
1
3
1
2
2
3
1
3
Figure 25. En gris deux diffe´rentielles quadratiques dans les strates
Ω2M1(5,−1;−4) et Ω2M1(2, 2;−4) avec re´sidus nuls. En blanc deux
diffe´rentielles quadratiques dans les strates Ω2M1(5,−1; (−22)) et
Ω2M1(2, 2; (−22)) avec re´sidus quadratiques (1, 1).
Nous prouvons maintenant le re´sultat pour les strates Ω2M1(a1, a2; (−4p)) avec (a1, a2) 6=
(2p + 1, 2p − 1) par re´currence sur le nombre p de poˆles. Supposons qu’il existe une
diffe´rentielle avec re´sidus nuls dans toutes les strates de cette forme avec p − 1 poˆles.
De plus, nous supposerons que si a2 = −1, alors il existe un lien selle ferme´ reliant le ze´ro
d’ordre a1 a` lui-meˆme. Dans les cas ou` ai 6= −1, nous supposerons qu’il existe un lien selle
entre les deux singularite´s. Ces proprie´te´s sont satisfaites par les exemples dans les strates
Ω2M1(5,−1;−4) et Ω2M1(2, 2;−4) repre´sente´s dans la figure 25.
Si (a1, a2) = (4p + 1,−1), alors il existe une diffe´rentielle dans la strate quadratique
Ω2M1(4p−3,−1; (−4p−1)) sans re´sidus avec un lien selle entre la singularite´ d’ordre 4p−3.
Coupons la surface le long de ce lien selle. Prenons une partie polaire d’ordre 4 associe´e
a` (v; v) ou` v est l’holonomie de ce lien selle. La surface forme´e par le collage des bords
de ces surfaces par translation est dans Ω2M1(4p + 1,−1; (−4)p), n’a pas de re´sidus aux
poˆles et posse`de un lien selle ferme´ reliant le ze´ro d’ordre 4p + 1 a` lui meˆme.
Si (a1, a2) 6= (4p + 1,−1), alors il existe une diffe´rentielle dans la strate quadratique
Ω2M1(a1 − 2, a2 − 2; (−4)p−1) sans re´sidus qui posse`de un lien selle entre les deux ze´ros.
La construction du paragraphe pre´ce´dent donne une diffe´rentielle ayant les invariants
souhaite´s et encore un lien selle entre les deux ze´ros.
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Une diffe´rentielle quadratique dans la strate Ω2M2(4(p + 1); (−4p)) sans re´sidus aux
poˆles est donne´e de la fac¸on suivante. Le lemme 5.2 fourni une diffe´rentielle primitive de
la strate Ω2M1(4(p+ 1); (−4p);−2,−2) telle que les re´sidus aux poˆles d’ordre 4 sont nuls
et les re´sidus quadratiques aux poˆles doubles sont e´gaux entre eux. Nous formons une
diffe´rentielle quadratique entrelace´e en collant les deux poˆles d’ordre −2 ensemble. Cette
diffe´rentielle entrelace´e peut eˆtre lisse´e (voir proposition 2.3) et la diffe´rentielle quadratique
obtenue par lissage posse`de les invariants souhaite´s. C.Q.F.D.
Lemme 5.4. L’application re´siduelle des strates ΩkMg(µ) avec g ≥ 1, µ 6= (4p; (−4p)) et
µ 6= (2p− 1, 2p + 1; (−4p)) est surjective.
De´monstration. Si µ posse`de un unique ze´ro, alors on obtient la surjectivite´ de l’appli-
cation re´siduelle, a` l’exception des strates de la forme Ω2Mg(a; (−4p)), en combinant les
lemmes 5.1 et 5.2 et la couture d’anses. Les diffe´rentielles des strates Ω2Mg(a; (−4p)) sont
obtenues par couture d’anse a` partir des strates Ω2M2(4(p+1); (−4p)). Donc le lemme 5.3
implique la surjectivite´ de l’application re´siduelle dans ces cas.
Conside´rons les strates ΩkMg(a1, . . . , an;−ci;−bj ; (−ks)) avec n ≥ 2 ze´ros. On obtient
la surjectivite´ de l’application re´siduelle en e´clatent l’unique ze´ro des diffe´rentielles de la
strate ΩkMg(
∑
ai;−ci;−bj ; (−ks)), sauf pour les strates Ω2M1(a1, . . . , an; (−4p)) avec
n ≥ 2. La surjectivite´ pour n = 2 a e´te´ montre´e dans le lemme 5.3. Pour n ≥ 3, il suffit
d’e´clater l’un des deux ze´ros de ces 2-diffe´rentielles pour obtenir la surjectivite´. C.Q.F.D.
Lemme 5.5. Il n’existe pas de diffe´rentielle quadratique primitive dans Ω2M1(4p; (−4p))
pour p ≥ 1 dont tous les re´sidus quadratiques sont nuls.
De´monstration. Conside´rons tout d’abord le cas de la strate Ω2M1(4;−4). Si elle conte-
nait une diffe´rentielle (primitive) sans re´sidu, alors on pourrait forme´e une diffe´rentielle
entrelace´e lissable en collant au poˆle une diffe´rentielle quadratique qui est le carre´ d’une
diffe´rentielle abe´lienne de ΩM1(∅). Par le lemme 2.4, le lissage produirait une diffe´rentielle
quadratique primitive dans Ω2M2(4), qui est vide par [MS93].
Supposons par l’absurde qu’il existe une diffe´rentielle quadratique (primitive) ξ dans
Ω2M1(4p; (−4p)) pour p ≥ 2 dont tous les 2-re´sidus soient nuls. Dans la suite nous faisons
re´fe´rence aux notions de la section 2.4. On peut supposer que le cœur de cette surface
est de´ge´ne´re´ et que toutes les connections de selle sont horizontales. Cette surface posse`de
alors p+1 liens selles et chaque domaine polaire est borde´ par au moins deux connections
de selles (sinon son re´sidu serait non nul). On en de´duit que le graphe domanial associe´
peut eˆtre de l’une des deux formes suivantes.
(1) Il y a un sommet de valence 4 et les autres sont de valence 2.
(2) Il y a deux sommets de valence 3, et les autres sont de valence 2.
Nous pouvons simplifier ξ de la manie`re suivante. Prenons un domaine polaire borde´
par 2 liens selles. Coupons ξ le long de ces liens selles, enlevons ce poˆle et recollons le deux
segments au bord que nous venons de cre´er. La diffe´rentielle que nous venons de cre´er est
encore primitive, sans re´sidus et dans la strate Ω2M1(4(p − 1); (−4)p−1).
Conside´rons une diffe´rentielle ξ dont le graphe domanial posse`de un poˆle de valence 4.
En re´pe´tant l’ope´ration du paragraphe pre´ce´dent jusqu’a` avoir e´liminer tous les poˆles de va-
lence 2, on obtient une diffe´rentielle quadratique primitive sans re´sidu dans Ω2M1(4;−4).
Cela montre que ξ ne peut pas avoir de graphe domanial avec un sommet de valence 4.
Supposons que le graphe domanial de ξ posse`de deux poˆles de valence trois. En re´pe´tant
l’ope´ration du paragraphe pre´ce´dent nous pouvons obtenir deux graphes. Dans le premier
cas deux sommets sont relie´s entre eux par trois areˆtes. Dans le second cas les deux
sommets sont relie´s entre eux par une unique areˆte et ont chacun une boucle. Remarquons
que dans les deux cas, le fait que le re´sidu quadratique est nul et les connections de selles
sont horizontales implique que l’une des connections de selle est strictement plus longue
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que les deux autres. Les deux connections les plus courtes se trouvent du meˆme coˆte´ du
segment forme´ par le bord d’un domaine polaire. Ces deux segments ne peuvent pas eˆtre
identifie´s ensemble. Sinon cette surface aurait un ze´ro d’ordre −1. Cela exclut le graphe
avec des boucles. Dans l’autre cas, la surface est obtenu par des translations uniquement
(pas de rotations) et n’est donc pas primitive. C.Q.F.D.
Lemme 5.6. L’application re´siduelle de la strate Ω2M1(2p−1, 2p+1; (−4)p) ne contient
pas l’origine.
De´monstration. Conside´rons tout d’abord le cas de la strate Ω2M1(3, 1;−4). S’il y avait
une diffe´rentielle quadratique sans re´sidus dans cette strate, alors on pourrait former une
diffe´rentielle entrelace´e lissable en collant au poˆle une diffe´rentielle quadratique qui est le
carre´ d’une diffe´rentielle abe´lienne de ΩM1(∅). Par le lemme 2.4, le lissage donnerait une
diffe´rentielle quadratique dans Ω2M2(3, 1), qui est vide par [MS93].
Nous supposons par l’absurde qu’il existe une diffe´rentielle quadratique ξ dans la strate
Ω2M1(2p − 1, 2p + 1; (−4p)) dont tous les re´sidus sont nuls. Nous supposerons (voir sec-
tion 2.4) que le cœur de ξ est de´ge´ne´re´ et que toutes les connections de selle sont horizon-
tales. Dans ce cas, ξ posse`de p+ 2 connections de selle.
Rappelons que le graphe domanial et le graphe domanial simplifie´ de ξ ont e´te´ introduit
dans la section 2.4. Les sommets du graphe domanial de valence supe´rieur a` trois sont dits
spe´ciaux. Remarquons qu’un domaine polaire ne peut pas eˆtre borde´ par un unique lien
selle, sinon le re´sidu de ce poˆle serait non nul. Dit autrement, le graphe domanial n’a pas
de sommet de valence 1. Les graphes domaniaux simplifie´s peuvent eˆtre de l’une des formes
suivantes. Le graphe posse`de un sommet de valence (6). Le graphe posse`de deux sommets
de valences respectives (5, 3) ou (4, 4). Il posse`de trois sommets de valences respectives
(4, 3, 3). Enfin le graphe simplifie´ peut contenir quatre sommets de valences (3, 3, 3, 3).
Le reste de la preuve se pre´sente en deux e´tapes. Tout d’abord nous simplifions la
surface ξ afin d’obtenir une surface re´duite. Ensuite nous montrons que les surfaces re´duites
ne peuvent pas exister en conside´rant leurs graphes domaniaux possibles.
Une surface re´duite est une diffe´rentielle quadratique de Ω2M1(2p − 1, 2p + 1; (−4)p)
dont tous les re´sidus sont nuls, le cœur est de´ge´ne´re´ et les deux extre´mite´s du bord des
domaines polaires de valence 2 et 3 correspondent au ze´ro d’ordre 2p − 1.
Nous de´crivons maintenant la proce´dure qui associe a` ξ une surface re´duite. Prenons un
domaine polaire de valence 2 borde´ par deux connections de selle joignant le ze´ro d’ordre
maximal ou les deux ze´ros. Coupons ξ le long de ces deux liens selles, supprimons ce poˆle
et collons les deux segments que nous avions cre´e´s. Cette ope´ration fait diminuer l’ordre
du ze´ro d’ordre maximal par 4 ou celui des deux ze´ros par 2 suivant le cas. Dans les deux
cas, la diffe´rentielle est dans la strate Ω2M1(2p − 1, 2p − 3; (−4p−1)). Remarquons que
l’ope´ration qui fait diminuer l’ordre du ze´ro maximal par 4 rend ce ze´ro d’ordre infe´rieur
a` l’autre.
Prenons un sommet de valence 3 et qui ne posse`de pas de boucle. De plus, on suppose
que les extre´mite´s de la fente du domaine polaire correspondent aux deux ze´ros ou au
ze´ro d’ordre maximal. Nous coupons ξ le long de ces trois liens selles et supprimons cette
partie polaire. La surface que nous obtenons a trois segments v1, v2 et v3 au bord avec
v1 = v2 + v3. Nous collons v2 et v3 sur v1 en pre´servant les extre´mite´s de la fente (cela
cre´er une singularite´ sur v1). Cette ope´ration diminue l’ordre des deux ze´ros de 2 ou le
ze´ro d’ordre maximal par 4 (et ce ze´ro devient le ze´ro d’ordre minimal).
Nous faisons les ope´rations de´crites dans les deux paragraphes pre´ce´dent jusqu’a` ce que
aucune ne soit possible. La surface que nous obtenons est soit re´duite, soit posse`de un
unique poˆle. Dans ce second cas, on obtiendrait une diffe´rentielle quadratique sans re´sidu
dans Ω2M1(3, 1;−4). Ceci e´tant absurde, on supposera que la surface est re´duite avec un
nombre de poˆles supe´rieur a` deux.
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Nous aurons besoin d’un re´sultat technique sur le liens selles contigue¨s dans les surfaces
re´duites. Dans un domaine polaire, les connections de selle sont ordonne´es de manie`re
cyclique autour du bord. Deux connections de selle adjacentes ne peuvent pas eˆtre les
extre´mite´s d’une boucle forme´e de poˆles de valence 2 du graphe domanial. En effet, sinon
supposons que les connections de selles adjacentes sont du meˆme coˆte´ de la fente. Dans ce
cas, le ze´ro correspondant a` leur point d’intersection est diffe´rent du ze´ro correspondant
aux autres extre´mite´s de ces segments. Comme la surface est re´duite, la boucle ne contient
pas de sommets de valence deux. Ainsi le ze´ro au point d’intersection est d’ordre −1.
Mais aucune des strates que nous conside´rons n’a un ze´ro avec un tel ordre. Supposons
maintenant les deux connections de selle se rencontrent a` l’extre´mite´ de la fente, chacune
d’un coˆte´. Le fait que la surface soit re´duite implique que la boucle ne contient pas de
sommets de valence 2. Cela implique que le bout de la fente est un point re´gulier. Cela
conclu la preuve de ce re´sultat e´le´mentaire sur les liens selles contigue¨s.
Nous traitons maintenant tous les cas possibles en fonction des valences des sommets
spe´ciaux des graphes domaniaux des surfaces re´duites. Remarquons que ceux-ci sont ana-
logues aux graphes simplifie´s avec la diffe´rence qu’il peut rester quelques sommets de
valence deux. Mais ceux-ci ne contribuent qu’au ze´ro d’ordre minimal.
Nous commenc¸ons par le cas ou` tous les sommets spe´ciaux sont de valence 3. Par
minimalite´, le ze´ro correspondant au bout des fentes des domaines polaires est d’ordre
minimal. Toutefois, ce ze´ro est clairement d’ordre supe´rieur a` l’autre ze´ro, ce qui est
absurde
Dans le cas ou` un poˆle est de valence 4 et deux autres sont de valence 3. Le ze´ro d’ordre
minimal posse`de un angle minimal de 8π. En effet il doit correspondre aux bords des fentes
des domaines de valence 3 et a` au moins deux singularite´s du poˆle de valence 4. D’un autre
coˆte´, l’angle du ze´ro maximal est d’angle au plus 7π. En effet, chaque poˆle de valence trois
contribue d’un angle π et celui de valence 4 au plus 4π. Cela donne une contradiction.
Nous traitons maintenant le cas des graphes domaniaux avec deux poˆles spe´ciaux de
valence 4. Le premier graphe posse`de une boucle a` chaque poˆle de valence 4 et deux areˆtes
les joignant. Le second graphe posse`de simplement quatre areˆtes entre ces deux sommets.
Remarquons qu’a priori, il peut y avoir des sommets de valence 2 sur ces areˆtes.
Conside´rons le graphe avec deux boucles. Aux sommets spe´ciaux, soit il y a deux seg-
ments de part et d’autre de la fente, soit un coˆte´ contient 3 connections de selles et
l’autre 1. De plus, le fait que les re´sidus quadratiques soient nuls impliquent que les deux
sommets spe´ciaux sont simultane´ment de la meˆme forme. S’il y a deux liens selles de part
et d’autres du segment, alors les connections de selle correspondant aux boucles ne peuvent
pas eˆtre du meˆme coˆte´. On en de´duit facilement que la seule identification possible induit
une surface orientable. Supposons maintenant qu’il y ait trois connections de selles d’un
coˆte´ de chaque fente. Comme les liens selles des boucles ne peuvent pas eˆtre adjacent, les
extre´mite´s des fentes correspondent au meˆme ze´ro. Ce poˆle est donc d’ordre paire (quelque
soit le nombre de poˆles de valence deux sur les areˆtes), ce qui est absurde.
Nous conside´rons enfin le graphe ou` les deux sommets spe´ciaux sont relie´s par quatre
areˆtes contenant e´ventuellement des sommets de valence 2. Dans ce cas, le nombre de liens
selles est identique de part et d’autre de la fente des sommets spe´ciaux. Si il y a 3 segments
d’un coˆte´ et 1 de l’autre, alors la surface est non primitive. Ainsi nous conside´rons le cas
avec deux liens selles de part et d’autre de la fente. Remarquons qu’il n’y a pas de sommets
de valence 2 sur les areˆtes. Sinon il existerait des connections de selle ferme´es entre le ze´ro
d’ordre minimal. Cela implique que 6 des 12π des domaines spe´ciaux contribuent a` ce
ze´ro. Cela est clairement impossible. Donc on obtient une diffe´rentielle quadratique dans
la strate Ω2M1(5, 3; (−42)). Le ze´ro d’ordre maximal est d’angle 7π et le minimal de 5π.
Ainsi il existe au moins une connexion de selle ferme´e reliant le ze´ro d’ordre minimal a` lui
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meˆme. Comme les segments correspondant ne peuvent pas eˆtre contigue¨s, cela implique
que l’angle a` ce ze´ro est au moins 6π. On a obtenu la contradiction souhaite´e.
Nous regardons maintenant les graphes avec un sommet de valence 5 et un de valence 3.
Remarquons qu’il n’y a pas de boucle au sommet de valence 3. Sinon les liens selles
formant les extre´mite´s de cette boucle seraient adjacent. Donc le graphe est forme´ de
trois areˆtes reliant les deux sommets spe´ciaux et d’une boucle au sommet de valence 5 (et
e´ventuellement d’autres sommets de valence 2). Dans le domaine de valence 5, il n’est pas
possible qu’un unique segment se trouve d’une part de la fente. Sinon cette connexion de
selle ne pourrait border ni la boucle ni l’une des trois areˆtes connectant au poˆle de valence
3. En effet, ce lien selle ne peut eˆtre homologue a` aucun autre segment et a` aucune somme
de deux des quatre autres segments.
Donc il y a trois liens selles d’un coˆte´ et deux de l’autre. De plus, les liens selles bordant
la boucle se trouve du meˆme coˆte´ de la fente (pour des raisons de primitivite´). Elle est
donc forme´e en identifiant les deux segments exte´rieurs du coˆte´ de la fente qui contient
trois segments. Mais il est alors aise´ de ve´rifier que toutes les diffe´rentielles sans re´sidus
que nous pouvons obtenir posse`dent un unique ze´ro.
Pour terminer, nous conside´rons le cas d’un graphe domanial avec un unique poˆle de
valence 6. Le bord de ce domaine polaire est compose´ de six segments range´s en trois
paires de longueurs identiques. Comme deux segments de la meˆme paire ne peuvent pas
eˆtre adjacents, il y a trois segments de part et d’autre de la fente. Si il y avait un segment
de chaque paire de part et d’autre de la fente, alors le surface serait non primitive. Donc
les liens selles doivent eˆtre de la forme A1B1A2 d’un coˆte´ et C1B2C2 de l’autre. Dans ce
cas, il est facile de constater que les ze´ros sont d’ordres pairs. Cette dernie`re contradiction
conclut cette preuve. C.Q.F.D.
5.2. Pluridiffe´rentielles dont tous les poˆles sont d’ordre −k. Dans ce paragraphe,
nous conside´rons les strates de k diffe´rentielles de la forme ΩkMg(a1, . . . , an; (−ks)).
Nous commenc¸ons par traiter le cas des strates de genre un avec un unique ze´ro. Nous
montrons dans le lemme 5.7 que l’application re´siduelle contient tous les k-re´sidus sauf
e´ventuellement dans le cas quadratique si tous les re´sidus sont coline´aires. Puis nous mon-
trons dans le lemme 5.8 que la seule exception en genre 1 peut eˆtre les re´sidus quadra-
tiques proportionnels a` (1, . . . , 1) dans Ω2M1(2s; (−2s)) avec s pair. Puis nous montrons
dans le lemme 5.9 que (1, . . . , 1) est dans l’image de l’application re´siduelle des strates
Ω2M1(a1, a2; (−2s)) avec (a1, a2) 6= (s − 1, s + 1) et s pair. Les strates ge´ne´rales sont
traite´es dans le lemme 5.10. Enfin nous prouvons dans les lemmes 5.11 et 5.12 que les
re´sidus quadratiques (1, . . . , 1) ne sont pas dans l’image de l’application re´siduelle des
strates Ω2M1(2s; (−2s)) et Ω2M1(s − 1, s+ 1; (−2s)) avec s pair.
Lemme 5.7. L’application re´siduelle de ΩkM1(ks; (−ks)) est surjective pour k ≥ 3. L’ap-
plication re´siduelle de Ω2M1(2s; (−2s)) est surjective pour s = 1 et contient les re´sidus
(R1, . . . , Rs) ou` les Ri ne sont pas tous sur un meˆme rayon pour s ≥ 2 (i.e. il existe Ri et
Rj tels que
Ri
Rj
/∈ R+).
De´monstration. Pour tout k ≥ 2, la figure 21 montre que les strates ΩkM1(k;−k) sont
non vides. Nous supposerons donc que les strates ont s ≥ 2 poˆles d’ordre −k. Supposons
qu’il existe des racines kie`me ri des Ri qui ge´ne`rent C comme R-espace vectoriel. Sans
perte de ge´ne´ralite´, on peut supposer que l’argument de chaque ri est dans
]−π2 , π2 ]. Nous
concate´nons alors les −ri par argument croissant. Ce segment brise´ se trouve entie`rement
dans un demi-plan donne´ par la droite (DE) ou` D et E sont respectivement les points
initial et final de la concate´nation. Nous joignons D a` E par quatre segments vji avec
i, j ∈ {1, 2} de la fac¸on suivante. Le segment brise´ qu’ils forment se trouve de l’autre coˆte´
de la droite (DE). L’angle entre v11 et v
1
2 est −2π/k, entre v12 et v21 est π et enfin entre v21
et v22 est 2π/k. Un exemple est donne´ par le dessin de gauche de la figure 26.
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Figure 26. Une diffe´rentielle quartique de Ω4M1(8;−42) avec 4-re´sidus
(1, 1) a` gauche. Une diffe´rentielle quadratique de Ω2M1(6;−23) avec 2-
re´sidus (1, 1, 1) a` droite.
Nous collons maintenant des demi-cylindres infinis aux segments ri de ce polygone.
La surface est obtenue en collant v1i a` v
2
i par translation et rotation d’angle 2π/k pour
i = 1, 2. On ve´rifie facilement que cette k-diffe´rentielle posse`de un unique ze´ro. De plus,
la diffe´rentielle associe´e est primitive. Cette surface est de genre 1 car on la de´connecte en
coupant les courbes correspondant aux vji et une autre courbe ferme´e. C.Q.F.D.
Lemme 5.8. L’application re´siduelle de Ω2M1(2s; (−2s)) est surjective si s est impair et
contient R2(2s; (−2s)) \C∗ · (1, . . . , 1) si s est pair.
De´monstration. Par le lemme 5.7, il suffit de conside´rer le cas ou` les 2-re´sidus (R1, . . . , Rs)
sont des nombres strictement positifs. On de´note par ri la racine positive de Ri.
Supposons que au moins deux Ri soient distincts. On peut alors ordonner les ri par
longueur croissante. Coupons le segment r1 en deux segments de longueur l1 et l2. Nous
pouvons maintenant couper r2 en deux segments de longueur l2 et l3. Nous continuons
cette proce´dure jusqu’a` avoir couper tous les ri en deux segments. On peut clairement
choisir l1 tel que ls+1 est strictement supe´rieur a` l1. Coupons alors le segment ls+1 en trois
segments avec l1 au milieu et deux autres segments l
j
s+1 de meˆme longueur avec j ∈ {1, 2}.
La surface est donne´e par les collages suivant. On colle un demi-cylindre infini au dessus
de chaque segment ri. Les segments li sont colle´s ensemble par rotation ainsi que l
1
s+1
avec l2s+1. La diffe´rentielle quadratique ainsi obtenue est primitive graˆce aux identifications
des ljs+1. On ve´rifie sans proble`mes qu’elle est de genre 1 et posse`de un unique ze´ro.
Il nous reste a` conside´rer le cas ou` s est impaire et tous les re´sidus quadratiques sont
e´gaux a` 1. Pour cela, nous prenons ⌈s/2⌉ racines e´gales a` 1 et ⌊s/2⌋ racines e´gales a` −1.
Nous concate´nons les re´sidus positifs a` partir du point 0 et ne´gatifs a` partir du point
1/2. Puis nous connectons respectivement les points initiaux et finaux avec deux segments
e´gaux a` 1/4. Cette construction est repre´sente´e sur le dessin de droite de la figure 26.
Pour obtenir la surface souhaite´e, nous collons des demi-cylindres infinis aux segments 1
et −1. Enfin, le segment de gauche (resp. droite) reliant les deux points initiaux est colle´
par rotation au segment de gauche (resp. droite) reliant les deux points finaux. C.Q.F.D.
Lemme 5.9. L’application re´siduelle de la strate Ω2M1(a1, a2; (−2s)) ou` s est paire et
(a1, a2) 6= (s− 1, s + 1) est surjective.
De´monstration. Par e´clatement de ze´ro, le lemme 5.8 implique qu’il suffit de prouver
que (1, . . . , 1) est dans l’image de l’application re´siduelle de ces strates. Nous prouvons
ce re´sultat par re´currence sur le nombre (pair) de poˆles d’ordre 2. Nous ajoutons dans
l’hypothe`se de re´currence qu’il existe un lien selle entre les deux ze´ros et un lien selle
ferme´ reliant le ze´ro d’ordre maximal a` lui meˆme.
Pour s = 2, il y les strates Ω2M1(5,−1;−2,−2) et Ω2M1(2, 2;−2,−2) a` conside´rer. Des
diffe´rentielles quadratiques dans ces strates avec 2-re´sidus (1, 1) sont repre´sente´es dans la
figure 25 en blanc. L’existence des liens selles est clair comme ci-dessus est claire.
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Supposons par re´currence qu’il existe une 2-diffe´rentielle de Ω2M1(a1, a2; (−2s)) avec 2-
re´sidus (1, . . . , 1) et (a1, a2) 6= (s−1, s+1). Si a2 ≥ a1, nous construisons une diffe´rentielle
quadratique dans les strates Ω2M1(a1 + 2, a2 + 2;−2s+2) et Ω2M1(a1, a2 + 4;−2s+2). De
plus ces diffe´rentielles ve´rifient de nouveau les hypothe`ses de re´currence.
Pour ajouter 4 a` l’ordre du ze´ro d’ordre maximal, nous prenons le lien selle ferme´ connec-
tant ce ze´ro a` lui meˆme (existe par hypothe`se de re´currence). Prenons un paralle´logramme
dont l’un des segment est donne´ par l’holonomie de ce lien selle et les autres areˆtes sont
les vecteurs 1. Nous coupons le lien selle et collons les bords du paralle´logramme aux
segments cre´e´s. Enfin nous collons des demi-cylindres infinis de circonfe´rence 1 aux deux
autres segments. La diffe´rentielle obtenue a` partir de la diffe´rentielles a` gauche de la fi-
gure 25 est repre´sente´e a` gauche de la figure 27. Pour ajouter 2 a` l’ordre des deux ze´ros,
il suffit de faire la meˆme construction en coupant un lien selle entre les deux ze´ros. Cette
construction est repre´sente´e a` droite de la figure 27).
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Figure 27. Diffe´rentielle quadratique dans les strates Ω2M1(9,−1;−24)
et Ω2M1(4, 4;−24) avec 2-re´sidu (1, 1, 1, 1).
Pour conclure, il suffit de remarquer que toutes les strates Ω2M1(a1, a2;−2s) avec
(a1, a2) 6= (s − 1, s + 1) peuvent s’obtenir en ajoutant 2 a` l’ordre des deux ze´ros ou 4
a` l’ordre du ze´ro d’ordre maximal. C.Q.F.D.
Lemme 5.10. L’application re´siduelle des strates ΩkMg(a1, . . . , an; (−ks)) diffe´rentes de
Ω2M1(2s; (−2s)) et Ω2M1(s+ 1, s − 1; (−2s)) avec s pair est surjective.
De´monstration. Si k ≥ 3, l’e´clatement des ze´ros et la couture d’anse a` partir des diffe´rentielles
donne´es par le lemme 5.7 donne la surjection pour toutes les strates avec g ≥ 1.
Supposons k = 2. Si g = 1, alors nous avons montre´ le re´sultat pour au plus deux ze´ros
dans les lemmes pre´ce´dent. Pour les strates avec n ≥ 3 ze´ros, nous utilisons l’e´clatement
des ze´ros a` partir des strates ayant deux ze´ros. Si g ≥ 2, il suffit de montrer que l’image
de l’application re´siduelle des strates de la forme Ω2M2(2s+4; (−2s)) avec s pair contient
(1, . . . , 1). En effet, si c’est le cas l’e´clatement des ze´ros et la couture d’anse impliqueront le
re´sultat. Pour cela, prenons une diffe´rentielle quadratique de Ω2M1(2s+4; (−2s+2)) dont
les re´sidus quadratiques sont (1, . . . , 1,−1,−1) (cette diffe´rentielle existe par le lemme 5.7).
Nous formons une diffe´rentielle quadratique entrelace´e en collant les deux poˆles avec les
re´sidus quadratiques −1. Par la proposition 2.3, cette diffe´rentielle entrelace´e est lissable
et une diffe´rentielle obtenue par lissage posse`de les proprie´te´s souhaite´es. C.Q.F.D.
Lemme 5.11. L’image de l’application re´siduelle de Ω2M1(2s; (−2s)), avec s pair, est
e´gale a` (C∗)s \C∗ · (1, . . . , 1).
Rappelons que nous ne conside´rons que les diffe´rentielles quadratiques primitives. Sinon
on pourrait simplement prendre le carre´ d’une diffe´rentielle abe´lienne dans ΩM1(s, (−1s))
qui a pour re´sidus (1, . . . , 1,−1, . . . ,−1).
De´monstration. D’apre`s le lemme 5.8, il suffit de ve´rifier que les re´sidus quadratiques
(1, . . . , 1) ne sont pas dans l’image de l’application re´siduelle de ces strates.
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L’image de l’application re´siduelle de Ω2M1(4;−22) ne contient pas (1, 1). Sinon en
collant ces deux poˆles, on obtiendrait une diffe´rentielle quadratique entrelace´e lissable (voir
le lemme 2.3). Une diffe´rentielle obtenue par lissage appartiendrait a` la strate Ω2M2(4),
qui est vide par [MS93].
Supposons qu’il existe une diffe´rentielle ξ dans Ω2M1(2s; (−2s)) avec s ≥ 2 dont tous
les re´sidus quadratiques sont (1, . . . , 1). Nous notons S la surface plate associe´e a` ξ. Sans
perte de ge´ne´ralite´, on peut supposer que le cœur de S est de´ge´ne´re´. La surface contient
alors s+ 1 liens selles distincts (voir la section 2.4). En coupant les liens selles de S, nous
obtenons s parties polaires d’ordre 2 borde´es par 2s+ 2 segments.
Remarquons qu’aucun domaine polaire ne posse`de un bord forme´ d’un unique segment.
Sinon pour que S ne soit pas singulie`re il faudrait que l’autre poˆle borde´ par ce lien selle
ait un re´sidu quadratique strictement supe´rieur a` 1. Donc les graphes domaniaux de S
(voir section 2.4) sont de l’une des deux formes suivante.
(1) Il existe un sommet de valence 4 et les autres sont de valence 2.
(2) Il existe deux sommets de valence 3 et les autres sont de valence 2.
Dans le graphe domanial de S, il y a des chaˆınes de sommets de valence 2. Pour tous
ces domaines polaires, la somme des longueurs des liens selles est e´gale a` la racine 1 du
2-re´sidu. Donc dans ces chaˆınes, l’holonomie des liens selles est alternativement θ ∈ ]0, 1[
et 1 − θ. Nous pouvons enlever deux domaines polaires conse´cutifs de cette surface de
la fac¸on suivante. Nous coupons la surface S le long des deux liens selles d’holonomie θ.
Puis nous oublions les deux parties polaire et recollons les bords de la surface obtenue
par coupure. La surface ainsi obtenue est encore primitive. Nous enlevons de S toutes les
paires adjacentes avec deux liens selles jusqu’a` obtenir une surface dite re´duite.
Il suffit maintenant de montrer qu’il n’existe pas de surfaces re´duites. Conside´rons tout
d’abord le cas ou` l’un des sommets du graphe domanial est de valence 4. Les seuls graphes
domaniaux possibles comportent un sommet qui a d’ou` part deux areˆtes ferme´es qui
contiennent 0 ou 1 sommet de valence 2. Comme s est pair, le seul graphe domanial
possible correspond a` une diffe´rentielle quadratique de Ω2M1(4, (−22)) avec re´sidus (1, 1).
Cela montre qu’aucune surface re´duite posse`de ce graphe domanial.
Maintenant, nous conside´rons les surfaces re´duites dont le graphe domanial posse`de deux
sommets de valence trois. Dans ce cas deux types de graphes domaniaux sont possibles.
L’un avec trois areˆtes entre deux sommets et sur chaque areˆte 0 ou 1 sommet de valence 2.
L’autre avec une areˆte entre deux sommets et une boucle a` chaque sommet. Sinon le
nombre de poˆles serait impaire ou e´gale a` 2. La seule possibilite´ est que ces graphes aient 4
sommets. Donc il y a un sommet de valence 2 sur deux areˆtes.
Conside´rons le premier graphe. Due a` la pre´sence des deux sommets de valence 2, les
longueurs des connections de selle au bord des domaines polaires de valence 3 sont a, b, c
et a, 1− b, 1− c respectivement avec a, b, c ∈ ]0; 1[. Les deux sommes de ces longueurs est
e´gale a` 1 si et seulement si a = 0, ce qui est impossible.
Dans le cas du second cas, il existe au moins une boucle qui contient un sommet. Comme
les longueurs des liens selles au bord du domaine polaire correspondant s’additionnent a` 1,
on en de´duit que le troisie`me lien selle du domaine polaire correspondant est nul. Cela
nous donne la dernie`re contradiction de cette preuve. C.Q.F.D.
Lemme 5.12. L’image de l’application re´siduelle des strates Ω2M1(s + 1, s − 1; (−2s)),
avec s pair, est e´gale a` (C∗)s \C∗ · (1, . . . , 1).
De´monstration. Nous commenc¸ons par remarquer que l’image de l’application re´siduelle
de la strate Ω2M1(3, 1;−2,−2) ne contient pas (1, 1). Sinon on pourrait former une
diffe´rentielle entrelace´e lissable en recollant les deux poˆles doubles. La diffe´rentielle qua-
dratique obtenue en la lissant serait dans Ω2M2(3, 1), qui est vide par [MS93].
Nous traitons le cas s ≥ 4 par l’absurde. Nous supposons qu’il existe une diffe´rentielle
quadratique dans la strate Ω2(s−1, s+1; (−2s)) avec pour re´sidus quadratiques (1, . . . , 1).
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Dans un premier temps nous simplifions la diffe´rentielle quadratique puis nous montrons
que les diffe´rentielles simplifie´es n’existent pas.
Nous supposerons que le cœur de la diffe´rentielle est de´ge´ne´re´ et qu’il y a donc s + 2
connections de selle horizontales (voir section 2.4). Coupons le long des liens selles la
surface. Comme dans la preuve du lemme 5.11, les domaines polaires sont borde´s par au
moins 2 segments. Les domaines polaires dont le bord est compose´ par strictement plus
de deux segments sont appele´s spe´ciaux. La valence des sommets correspondants dans le
graphe domanial peuvent eˆtre de la forme (6), (5, 3), (4, 4), (4, 3, 3) ou (3, 3, 3, 3).
Nous conside´rerons tout d’abord le graphe domanial simplifie´ de´fini dans la section 2.4.
On utilisera le vocabulaire des graphes et des surfaces de manie`re interchangeable. Par
exemple, la valence d’un poˆle est la valence du sommet correspondant dans le graphe
domanial. Les graphes domaniaux simplifie´s possibles sont repre´sente´s dans la figure 28
(d’autres graphes a` priori possibles seront e´carte´s par des conside´rations ge´ne´rales).
Figure 28. Tout les graphes domaniaux simplifie´s des surfaces re´duites
Commenc¸ons par donner une proprie´te´ importante des graphes domaniaux. Ces graphes
ne peuvent pas contenir de boucle forme´e d’un nombre impaire de sommets de valence 2.
Sinon les longueurs des liens selles initial et final s’additionneraient a` 1. Cela est impossible
car au moins un autre lien selle borde ce domaine polaire spe´cial.
Cela nous permet d’exclure la possibilite´ d’un unique poˆle spe´cial de valence 6. En effet,
le seule graphe domanial simplifie´ possible est la fleur a` trois pe´tales (voir la figure 28).
Mais comme le nombre de poˆles de la diffe´rentielle est par hypothe`se pair, il y a au moins
une pe´tale qui contient un nombre impair de sommets de valence 2.
Une premie`re fac¸on de simplifier la surface est d’enlever une paire de poˆles voisins de
valence 2. Cette ope´ration est de´crite dans la preuve du lemme 5.11. Remarquons qu’elle
diminue l’ordre des deux ze´ros par 2 ou seulement l’un des deux par 4. Afin de rester
dans une strate du type Ω2M1(s + 1, s − 1; (−2s)), nous autorisons cette ope´ration si et
seulement si les liens selles connectent les deux ze´ros entre eux ou le ze´ro d’ordre maximal
a` lui meˆme. Remarquons qu’apre`s avoir enlever une paire avec des liens selles connectant
au ze´ro d’ordre maximal, celui-ci devient le ze´ro d’ordre minimal. Ainsi en jouant au ping-
pong, on pourra enlever de nombreuses paires de poˆles. En particulier, apre`s avoir enlever
toutes les paires de sommets possibles, les paires restantes sont borde´es par des liens selles
entre le ze´ro d’ordre minimal. A` partir de maintenant, nous conside´rons uniquement des
surfaces ou` il n’est pas possible d’enlever une paire de poˆles.
Nous montrons maintenant qu’il n’est pas possible d’avoir une boucle dans le graphe
domanial simplifie´ a` un sommet de valence 3. Comme nous l’avons remarque´, le nombre
de sommets de valence deux sur cette boucle doit eˆtre pair. Si ce nombre est ze´ro, alors
nous aurions un ze´ro d’ordre −1 sur cette surface. Mais ce cas ne se pre´sente dans aucune
des strates conside´re´es. Si le nombre de sommets sur cette boucle e´tait strictement positif,
alors le poˆle de valence 3 serait borde´ uniquement par les connections de selles entre le ze´ro
d’ordre minimum et lui meˆme. La connexion de selle se situe entre ce domaine polaire un
domaine polaire distinct. Cela implique qu’au moins deux autres segments au bord d’un
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autre domaine polaire spe´cial posse`dent ce ze´ro a` une extre´mite´. Nous faisons maintenant
une analyse au cas par cas.
Dans le cas (5, 3) cela implique que la contribution angulaire des poˆles spe´ciaux au ze´ro
d’ordre infe´rieur est d’au moins 5π. Ainsi leurs contributions angulaires au ze´ro d’ordre
maximal est d’au plus 3π.Comme l’extre´mite´ de trois des cinq segments du bord du do-
maine de valence 5 contiennent le ze´ro d’ordre minimal, au plus une boucle au sommet
de valence 5 peut eˆtre borde´e par des liens selles connectant le ze´ro maximal a` lui meˆme.
Comme il existe au maximum un poˆle de valence deux sur cette boucle, l’ordre du ze´ro
minimal est supe´rieur a` celui du ze´ro d’ordre maximal. Ce qui est absurde. Dans les deux
autres cas (4, 3, 3) et (3, 3, 3, 3) une analyse similaire aboutit a` la meˆme contradiction.
Nous poursuivons en montrant qu’il existe au plus 1 poˆle de valence 2 sur une areˆte
du graphe simplifie´. Supposons qu’il existe une areˆte avec plus de 2 sommets. Les liens
selles correspondants relient le ze´ro d’ordre minimal a` lui meˆme. Soit cette areˆte connecte
un poˆle de valence 3 a` un autre sommet spe´cial. Soit c’est une boucle a` un sommet de
valence 5 ou 4. On ve´rifie facilement que dans les deux cas cela entraˆıne que le ze´ro d’ordre
minimal est l’extre´mite´ de liens selles de deux sommets du graphe domanial simplifie´. Cela
entraˆıne, de manie`re analogue au paragraphe pre´ce´dent, que la contribution angulaire au
ze´ro d’ordre minimal est plus grande que celle au ze´ro d’ordre maximal. On en de´duit la
meˆme contradiction. A partir de maintenant, nous conside´rerons des graphes domaniaux
avec 0 ou 1 sommet de valence 2 sur les areˆtes du graphe simplifie´.
Conside´rons le cas ou` les poˆles spe´ciaux sont de valences (5, 3). Dans ce cas, deux graphes
domaniaux simplifie´s sont a priori possibles (voir la figure 28). Le premier a une boucle a`
un poˆle de valence 3 et est donc impossible. Le second graphe a trois areˆtes entre les deux
sommets spe´ciaux et une boucle au sommet de valence 5. Comme nous conside´rons des
strates avec un nombre pair supe´rieur a` 4 poˆles, il y a 2 ou 4 sommets de valence 2 sur les
areˆtes. Si il y en avait 4, alors il y aurait un sommet sur la boucle, ce qui est impossible.
Donc il y a force´ment deux sommets sur les areˆtes joignant les deux sommets spe´ciaux.
De´notons par 0 < a, b, c < 1 les longueurs des connections de selles bordant le poˆle de
valence 3. Les longueurs des liens selles au poˆles de valence 5 seront donc a, 1−b, 1−c et 2d
avec d > 0. Comme par hypothe`se a+ b+ c = 1 on a a+2− b− c+2d = 1+2a+2d > 1.
Ce qui contredit le fait que le re´sidu quadratique a` ce poˆle est 1.
Dans le cas (4, 4), il y a deux graphes simplifie´s possibles. Conside´rons tout d’abord le
graphe avec 4 areˆtes entre les deux sommets spe´ciaux. Il y a 2 ou 4 sommets de valence 2
sur ces areˆtes. Les longueurs des liens selles a` un poˆle spe´cial sont 0 < a, b, c, d < 1 avec
a + b + c + d = 1. A` l’autre poˆle spe´cial, il y a au moins deux longueurs de la forme
1− a, 1− b. Donc le re´sidu a` ce poˆle est strictement supe´rieur a` 1.
Le second graphe simplifie´ posse`de deux boucles et deux areˆtes connectant les poˆles
spe´ciaux (voir la figure 28). La seule possibilite´ est qu’il y ai deux sommets non spe´ciaux
sur les areˆtes connectant les poˆles spe´ciaux. On obtient comme pre´ce´demment une contra-
diction en conside´rant les longueurs des liens selles.
Nous de´finissons maintenant une nouvelle ope´ration sur des poˆles voisins appele´e fusion.
Prenons deux poˆles d’ordres 2 connecte´s par au moins un lien selle. Nous pouvons alors
remplacer ces deux poˆles par un poˆle d’ordre 4, voir la figure 29. Remarquons que cette
ope´ration ne modifie ni l’ordre, ni le re´sidu des autres singularite´s. De plus, la diffe´rentielle
ainsi modifie´e reste primitive. Enfin, le re´sidu du poˆle d’ordre 4 ainsi cre´er est nul.
Maintenant, nous traitons le cas ou` les poˆles spe´ciaux sont de valences (4, 3, 3). Il n’y a
que deux graphes domaniaux simplifie´s a priori possibles (voir la figure 28). Pour le graphe
qui a` une boucle au poˆle de valence 4, il peut y avoir 1, 3 ou 5 poˆles supple´mentaires de
valence 2. Ce dernier cas est impossible car il y aurait un sommet de valence 2 sur la
boucle. Si on avait 1 sommet supple´mentaire, alors on pourrait fusionner les poˆles par
paires afin d’obtenir une diffe´rentielle dans Ω2M1(5, 3;−4,−4) dont les re´sidus soient
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Figure 29. La fusion de deux poˆles doubles en un poˆle d’ordre 4.
nuls. Nous avons montre´ qu’une telle diffe´rentielle n’existe pas dans le lemme 5.6. Donc
la diffe´rentielle originale ne peut pas exister. Les cas avec trois poˆles supple´mentaires se
traite aussi par fusion.
Dans le cas du graphe domanial simplifie´ qui ne posse`de pas de boucle, nous pouvons
avoir 1, 3 ou 5 poˆles de valence 2 supple´mentaires. Le cas avec 5 poˆles est impossible a`
cause des longueurs des connections de selle. En effet, les longueurs des connections de
selle entre le poˆle de valence 4 et l’un des poˆles de valence 3 sont a et b avec a+ b > 1 a`
un poˆle, et 1−a et 1− b avec 2−a− b < 1 a` l’autre. Cela est clairement impossible. Enfin
les cas avec 1 et 3 sommets de valence 2 peuvent se traiter avec la fusion en se ramenant
au lemme 5.6.
Pour conclure, nous conside´rons le cas des graphes dont les sommets spe´ciaux sont de va-
lence (3, 3, 3, 3). Les graphes possibles sont repre´sente´s dans la figure 28. Nous conside´rons
tout d’abord le graphe complet K4. Pour 0, 2 or 4 poˆles de valence deux sur les areˆtes,
l’impossibilite´ peut se montrer en se ramenant au lemme 5.6 par fusion. S’il y a six poˆles de
valence 2, nous regardons les longueurs des liens selles aux poˆles spe´ciaux. Les longueurs
de celles bordant le sommet central sont de longueur a, b et 1 − a− b. Les longueurs des
liens selles correspondants bordant les autres sommets spe´ciaux sont 1− a, 1− b et a+ b.
Conside´rons le poˆle avec le lien selle de longueur a+ b. Il a un autre lien de selle de lon-
gueur c. La longueur du lien selle correspondant sur l’autre poˆle spe´cial (disons celui avec
le lien selle de longueur 1− a) est 1− c. Le troisie`me lien selle de ce poˆle est de longueur
a+ c− 1. En continuant notre voyage autour du cercle, nous trouvons que la longueur des
liens selles du poˆle d’ou` nous sommes parti sont a+ b, c et 3− a− b− c. La somme est 3
ce qui est la contradiction souhaite´e.
Enfin nous conside´rons le graphe en forme de balle de tennis. Comme pre´ce´demment,
les cas ou` il y a 0, 2 ou 4 poˆles de valence 2 supple´mentaires peut eˆtre traite´ par fusion.
Pour 6 poˆles supple´mentaires, une analyse de la longueur des liens selles similaire au cas
du graphe K4, permet d’obtenir la dernie`re contradiction de cette preuve. C.Q.F.D.
5.3. Pluridiffe´rentielles d’aires finies : preuve du the´ore`me 1.4. Dans ce dernier
paragraphe nous montrons que les strates primitives ΩkMg(a1, . . . , an) en genre g ≥ 1
sont vides si et seulement si µ = ∅ ou µ = (1,−1) en genre 1 ou µ = (4) et µ = (3, 1) pour
k = 2. Toutes les k-diffe´rentielles de type (∅) sont la puissance kie`me d’une diffe´rentielle
de ΩM1(∅). De plus, les strates ΩkM1(1,−1) sont vides par le the´ore`me d’Abel. Pour les
deux strates quadratiques vides de genre 2, nous renvoyons a` [MS93]. Notre but est donc
de montrer que toutes les autres strates sont non vides.
Pour le genre un, il existe des k-diffe´rentielles de type µ pour tout µ 6= (1,−1). Suppo-
sons que µ := (a1, . . . , an) 6= ∅, il reste a` montrer que certaines d’entre elles sont primitives.
E´tant donne´ un tore X, il existe un diviseur D :=
∑
aizi sur X line´airement e´quivalent a`
ze´ro tel que pour tout diviseur d des ai, le diviseur
∑ ai
d zi n’est pas line´airement e´quivalent
a` ze´ro (voir par exemple [Boi15]). La k-diffe´rentielle ayant pour diviseur D est clairement
primitive.
Soit ΩkMg(a1, . . . , an) une strate de genre g ≥ 2 avec ai > −k. Si (a1, . . . , an) est
diffe´rent de (4g− 4) et (2g− 1, 2g− 3) dans le cas quadratique, alors, par le the´ore`me 1.2,
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la strate ΩkM1(a1, . . . an; (−2k)g−1) contient une diffe´rentielle primitive (X0, ω0) dont
tous les k-re´sidus sont nuls. On obtient une diffe´rentielle entrelace´e en attachant une k-
diffe´rentielle qui est la puissance kie`me d’une diffe´rentielle holomorphe sur un tore aux
poˆles de X0. Cette pluridiffe´rentielle entrelace´e est lissable par le lemme 2.4. Les lissages
sont clairement des k-diffe´rentielles primitives. Donc ces strates sont non vides.
Enfin il reste le cas des strates Ω2Mg(4g − 4) et Ω2Mg(2g − 1, 2g − 3). En utilisant
le scindage de ze´ro, il suffit de montrer que la strate Ω2Mg(4g − 4) est non vide pour
tout g ≥ 3. Nous savons que Ω2M2(4(g− 1); (−4)g−2) contient une diffe´rentielle primitive
sans re´sidus quadratiques aux poˆles. On obtient une diffe´rentielle quadratique entrelace´e
en attachant a` chaque poˆle le carre´ d’une diffe´rentielle de ΩM1(∅). Les diffe´rentielles
quartiques obtenues par lissage sont dans Ω2Mg(4g − 4) comme souhaite´.
6. Applications.
Nous donnons quelques applications e´le´mentaires de nos re´sultats. Une connaissance
des notions introduites dans [BCGGM16a] et [BCGGM16b] est recommande´e.
6.1. Limites des points de Weierstraß : preuve de la proposition 1.15. L’e´tude des
limites des points de Weierstraß dans la compactification de Deligne-Mumford a explose´
graˆce aux travaux d’Eisenbud et Harris sur les se´ries line´aires limites (voir e.g. [EH87]). Un
de´savantage de leur me´thode est de se restreindre aux courbes de type compact. Esteves et
Medeiros l’ont e´tendue aux courbes ayant deux composantes dans [EM02]. Nos re´sultats et
la description de la compactification de la varie´te´ d’incidence de [BCGGM16a] permettent
une description comple`te (en the´orie) des limites de points de Weierstraß dans Mg,1.
Nous montrons tout d’abord que la fermeture du lieu de Weierstraß ne rencontre pas
celui des courbes stables X ou` g courbes elliptiques sont attache´es a` un P1 contenant le
point marque´ (voir [EH87, Theorem 3.1]). Ces courbes sont figure´es a` gauche de la figure 30.
z
X1 Xg
P1
X2
. . .
z
X1 Xg−1
P1
X2
. . .
Figure 30. Les courbes pointe´es conside´re´es dans la proposition 1.15.
La fermeture du lieux de Weierstraß dansMg,1 co¨ıncide avec la projection de la compac-
tification de la varie´te´ d’incidence de ΩMg(g, 1, . . . , 1) (voir [BCGGM16a, Section 3.6]).
Par le the´ore`me 1.3 de l’article loc. cit., il suffit de montrer que la qu’il n’existe pas de
diffe´rentielle entrelace´e lissable sur une courbe semi-stablement e´quivalente a` X.
Si c’e´tait le cas, sa restriction ξ0 a` P
1 posse`de un ze´ro d’ordre supe´rieur a` g. De plus, ξ0
posse´derait soit un poˆle d’ordre−2 soit un ze´ro a` un nœud entre P1 et une courbe elliptique.
L’ine´galite´ (1.5) est alors satisfaite par ξ0 et le the´ore`me 1.5 implique qu’au moins deux
poˆles posse`dent des re´sidus non nuls. La condition re´siduelle globale de [BCGGM16a] n’est
donc pas satisfaite et cette diffe´rentielle entrelace´e n’est pas lissable.
Maintenant, nous montrons que la fermeture du lieu de Weierstraß intersecte le lieu ou`
g− 1 courbes elliptiques sont attache´es a` un P1 contenant le point marque´ et l’une de ces
courbes elliptiques est attache´e par deux points au P1. Ces courbes sont repre´sente´es a`
droite de la figure 30.
Il suffit construire une diffe´rentielle entrelace´e lissable de type (g, (1g−2)). Sur toutes
les courbes elliptiques, on prend la diffe´rentielle holomorphe. Sur la courbe projective,
on prend une diffe´rentielle dans ΩM0(g, (1g−2); (−2g)) avec g − 2 re´sidus nuls. Une telle
diffe´rentielle existe par le the´ore`me 1.5. On colle alors la courbe elliptique X1 aux deux
poˆles dont les re´sidus ne sont pas nuls. Les autres courbes elliptiques sont colle´es aux poˆles
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dont les re´sidus sont nuls. On ve´rifie que cette diffe´rentielle entrelace´e est lissable graˆce a`
[BCGGM16a, Theorem 1.3].
6.2. E´clatement de ze´ros : preuve de la proposition 1.16. L’ide´e de scinder les
singularite´s coniques d’une me´trique plate est ancienne. Dans le cas des me´triques induites
par une diffe´rentielle abe´lienne, une belle construction a` e´te´ propose´e en autres par Eskin,
Kontsevich, Masur et Zorich (voir [EMZ03, §8.1]). En revanche, pour les diffe´rentielles
quadratiques Boissy, Lanneau, Masur et Zorich ont remarque´ qu’une telle construction
peut ne pas eˆtre possible de manie`re locale (voir [MZ08]). La compre´hension de la varie´te´
d’incidence des strates de pluridiffe´rentielles permet de comprendre ce phe´nome`ne (voir
[BCGGM16b, Example 7.1]). Nous pouvons maintenant caracte´riser les cas ou` l’e´clatement
d’une singularite´ conique n’est pas possible localement.
L’e´clatement d’un ze´ro d’ordre a > −k en ze´ros d’ordres (a1, . . . , an) correspond au
lissage d’une k-diffe´rentielle entrelace´. Cette k-diffe´rentielle entrelace´e est constitue´e d’une
k-diffe´rentielle sur P1 avec des ze´ros d’ordres (a1, . . . , an) et un poˆle d’ordre −a−2k attache´
au ze´ro d’ordre a (voir la proposition 2.5). Il existe une telle diffe´rentielle est lissable
localement si et seulement si il existe une k-diffe´rentielle dans ΩkM0(a1, . . . , an;−2k− a)
dont le k-re´sidu au poˆle est nul. La proposition est alors une conse´quence directe du
the´ore`me 1.10 et de l’e´quation (2.1).
6.3. Cylindres dans une surface plate : preuve de la proposition 1.17. Naveh
([Nav08]) nous apprend que dans une strate de diffe´rentielles abe´liennes, le nombre maxi-
mal de cylindres disjoints pour une surface donne´e est g + n − 1. Nous de´crivons l’holo-
nomie des ge´ode´siques de cylindres disjoints que peut contenir une surface plate. On fixe
une strate S := ΩMg(a1, . . . , an) et une famille de nombres λ1, . . . , λt ∈ C∗.
Supposons qu’il existe une diffe´rentielle ω de S qui posse`de une famille de t cylindres
disjoints de circonfe´rences λ1, . . . , λt. Nous montrons l’existence d’une diffe´rentielle stable
dont les ze´ros sont d’ordres (a1, . . . , an) avec des poˆles simples aux nœuds dont les re´sidus
sont ±λi. Coupons ω le long d’une d’une ge´ode´sique pe´riodique dans chaque cylindre.
Nous pouvons alors remplacer les demi-cylindres obtenus par des demi-cylindres infinis.
On obtient donc un diffe´rentielle entrelace´e telle que les poˆles aux nœuds soient simples. De
plus, les re´sidus sont donne´s par plus ou moins l’holonomie des ge´ode´siques des cylindres.
La direction re´ciproque de cette proposition est une application directe du lissage des
nœuds des diffe´rentielles stables avec poˆles simples aux nœuds (voir le lemme 2.3).
Dans le cas des strates minimales, ces diffe´rentielles entrelace´es sont irre´ductibles. On
en de´duit le re´sultat suivant.
Corollaire 6.1. Les nombres complexes λ1, . . . , λt apparaissent comme vecteur d’holono-
mie de cylindres disjoints d’une diffe´rentielle de ΩMg(2g−2) si et seulement si le 2t-uplet
(λ1, . . . , λt,−λ1, . . . ,−λt) est dans l’image de R(2g − 2; (−12t)).
Nous e´nonc¸ons maintenant la proposition 1.17 dans le langage des repre´sentations en
graphe de´veloppe´ par [Tah16]. L’ide´e est de conside´rer le graphe dual de la diffe´rentielle
entrelace´e de la proposition. Un the´ore`me de [Tah16] permet de caracte´riser de fac¸on
combinatoire les graphes qui apparaissent pour une strate donne´e. Nous allons les enrichir
de fac¸on a` prendre e´galement en compte les circonfe´rences des cylindres.
Soit une strate ΩMg(a1, . . . , an). Une repre´sentation en graphe enrichie de niveau u
(G, f0, . . . , fu, g0, . . . , gu) est de´finie de la sorte. Le grapheG est connexe avec u+1 sommets
de valences v0, . . . , vu et t areˆtes (il peut exister plusieurs areˆtes entre deux sommets). Les
entiers naturels g0, . . . , gu sont des poids associe´s a` chaque sommet. Les nombres a1, . . . , an
sont re´partis en u+ 1 familles fi telles que :
(i) il y a au moins un nombre parmi (a1, . . . , an) dans chaque famille fi ;
(ii) chaque somme σ(i) des e´le´ments de fi ve´rifie σ(i) + vi = 2gi − 2 ;
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(iii) aucune areˆte ne de´connecte le graphe.
La proposition 1.17 s’e´nonce alors de la sorte.
Proposition 6.2. Soient S := ΩMg(a1, . . . , an) une strate de diffe´rentielles abe´liennes
et λ := (λ1, . . . , λt) ∈ (C∗)t. Il existe une diffe´rentielle dans S qui posse`de une famille
de t cylindres disjoints dont les circonfe´rences sont λ si et seulement si il existe une
repre´sentation en graphe G avec t areˆtes et une attribution de chaque e´le´ment de λ,−λ a`
un chaque demi-areˆte de telle fac¸on que les proprie´te´s suivantes sont ve´rifie´es.
i) Sur chaque areˆte, on a les nombres λi,−λi ;
ii) Les λi associe´s aux demi-areˆtes de chaque sommet i doit eˆtre une configuration de
re´sidus re´alisable dans ΩMgi(fi, (−1vi)).
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