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ABSTRACT
Using the conditional luminosity function (CLF) — the luminosity distribution of
galaxies in a dark matter halo — as a way to model galaxy statistics, we study how
z = 4 Lyman Break Galaxies (LBGs) are distributed in dark matter halos. For this
purpose, we measure luminosity-dependent clustering of LBGs in the Subaru/XMM-
Newton Deep Field by separating a sample of 16,920 galaxies to three magnitude bins
in i′-band between 24.5 and 27.5. Our models fits to data show a possible trend for
more luminous galaxies to appear as satellites in more massive halos; The minimum
halo mass in which satellites appear is 3.9+4.1
−3.5 × 10
12
M⊙, 6.2
+3.8
−4.9 × 10
12
M⊙, and
9.6+7.0
−4.6×10
12 M⊙ (1-σ errors) for galaxies with 26.5 < i
′ < 27.5, 25.5 < i′ < 26.5, and
24.5 < i′ < 25.5 magnitudes, respectively. The satellite fraction of galaxies at z = 4
in these magnitude bins is 0.13 to 0.3, 0.09 to 0.22, and 0.03 to 0.14, respectively,
where the 1σ ranges account for differences coming from two different estimates of the
z = 4 LF from the literature. To jointly explain the LF and the large-scale linear bias
factor of z = 4 LBGs as a function of rest-UV luminosity requires central galaxies
to be brighter in UV at z = 4 than present-day galaxies in same dark matter mass
halos. Moreover, UV luminosity of central galaxies in halos with total mass greater
than roughly 1012 M⊙ must decrease from z = 4 to today by an amount more than
the luminosity change for galaxies in halos below this mass. This mass-dependent
luminosity evolution is preferred at more than 3σ confidence level compared to a
pure-luminosity evolution scenario where all galaxies decrease in luminosity by the
same amount from z = 4 to today. The scenario preferred by the data is consistent
with the “down-sizing” picture of galaxy evolution.
Key words: large scale structure — cosmology: observations — cosmology: theory —
galaxies: clusters: general — galaxies: formation — galaxies: fundamental parameters
1 INTRODUCTION
The conditional luminosity function (CLF; Yang et al.
2003b, 2005), or the luminosity distribution of galaxies
within a dark matter halo of mass M , Φ(L|M, z), cap-
tures an important property that determines how the large
scale structure galaxy distribution is related to that of
the dark matter at a given redshift z. The CLF approach
has been used to show why the galaxy luminosity function
⋆ Based on data collected at Subaru Telescope, which is operated
by the National Astronomical Observatory of Japan.
† Hubble Fellow
(LF) has the shape captured by the Schechter (1976) form
with Φ(L) ∝ (L/L⋆)α exp(−L/L⋆) (Cooray & Milosavljevic´
2005b; see, also, Benson et al. 2003) and to derive certain
statistical properties of the galaxy distribution as a function
of the environment and redshift (Cooray 2005b).
The CLFs extend the analytical halo model (see,
Cooray & Sheth 2002 for a review) by dividing the mean
number of galaxies as a function of the halo mass, or the
so-called halo occupation number Ng(M) to a distribution
in galaxy luminosity such that Φ(L|M) = dNg(M)/dL and
using Φ(L|M), the CLF, to model observed statistics rather
than Ng(M) itself. In our models, the CLF is further di-
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vided to two parts involving central galaxies and satellites
in dark matter halos. The central galaxy CLF is taken to
be a log-normal, while the satellites are described with a
power-law distribution in luminosity (Cooray & Milosavl-
jevic´ 2005b; see, also, Yang et al. 2003b; Zheng et al. 2005).
When one studies statistics such as the group or cluster lumi-
nosity function, one is directly measuring the CLF as appro-
priate for that mass scale (Cooray & Cen 2005). Using the
CLF approach, one studies not only the clustering statistics,
which are at the two-point or higher level in the galaxy dis-
tribution, but also one-point statistics such as distribution
functions. While the halo occupation number has been the
preferred option to describe galaxy clustering (e.g., Benson
et al. 2000; Peacock & Smith 2000; Seljak 2000; Scoccimarro
et al. 2001; Berlind & Weinberg 2002; Berlind et al. 2003;
Kravtsov et al. 2004; Zehavi et al. 2005; Zheng et al. 2005),
applications with CLFs are numerous.
For example, in Cooray (2005c), CLF models of galaxy
clustering was used to extract certain properties of the
galaxy distribution with clustering statistics measured in
Sloan Digital Sky Survey (SDSS; York et al. 2000), COMBO-
17 (Phleps et al. 2005), DEEP2 (Coil et al. 2004), GOODS
(Lee et al. 2005), and from Subaru/XMM-Newton Deep
Field (Ouchi et al. 2005). Similar studies, primarily based
on the 2dF (Colless et al. 2001) data are described in Yang
et al. (2003, 2005). Recent numerical work on the galaxy
distribution (Conroy et al. 2005), primarily based on the
assumption that each galaxy is associated with a subhalo,
supports analytical models of the galaxy distribution. On
the other hand, the suggested age dependence in halo bias
(e.g., Gao et al. 2005; Wechsler et al. 2005; Zhu et al. 2006;
Harker et al. 2006) is expected to affect analytical models
since current models of galaxy statistics are taken to be only
a function of halo mass. The additional dependence related
to the halo age, and reflected in terms of an environmental
dependence in data, is expected to affect parameter esti-
mates at a level, at most, around 10% (Zheng & Weinberg
2005; Cooray 2006).
While high signal-to-noise ratio galaxy clustering statis-
tics as a function of the galaxy luminosity exists at low red-
shifts from surveys such as SDSS (Zehavi et al. 2002; Zehavi
et al. 2005) and 2DF (Norberg et al. 2001; Norberg et al.
2002), clustering measurements subdivided to galaxy prop-
erties are limited at redshifts greater than unity due to small
sample sizes of LBGs recovered in drop-out imaging surveys
(e.g., Steidel et al. 1998; Adelberger et al. 2003; Adelberger
et al. 2005; Giavalisco & Dickinson 2001). In the context
of analytical models, these clustering measurements mostly
around z ∼ 3 have been used to study the halo occupa-
tion number describing the number of LBGs within dark
matter halos at corresponding redshifts (Mo & Fukugita
1996; Baugh et al. 1998; Governato et al. 1998; Mo, Mao
& White 1998; Bullock et al. 2002; Moustakas & Somerville
2002; Hamana et al. 2004).
Moreover, galaxy clustering bias factors for LBGs have
been used to set a halo mass scale for these galaxies (e.g.,
Giavalisco & Dickinson 2001; Wechsler et al. 2001; Porciani
& Giavalisco 2002; Adelberger et al. 2005). These estimates
seem to have suggested a higher mass for LBG hosting ha-
los than indicated by dynamical measurements (Pettini et
al. 2001). This discrepancy has now led to concepts such
as merger-bias (e.g., Scannapieco & Thacker 2003; Furlan-
etto & Kamionkowski 2005). It could also be that previous
LBG mass measurements based on clustering bias were af-
fected by assumptions related to the shape of the clustering
correlation function (such as a power-law shape), statistical
limitations related to low LBG sample sizes, or both.
While previous measurements were limited by statistics
of LBGs, wide-field imaging surveys from instrument such as
Suprime-Cam on Subaru (e.g., Miyazaki et al. 2002) are now
slowly increasing the number of drop-out galaxies (Ouchi et
al. 2001) with clustering and LF measurements still contin-
uing today as increasing samples of high redshift galaxies
are slowly recovered. In the case of Subaru Deep Fields, the
number of LBGs exceeds twenty thousand in a contiguous
square degree field, which is about 10 to 100 times larger
than previous surveys both in the number of sources and
the survey area. The luminosity dependence of z = 4 LBG
clustering was first shown in Ouchi et al. (2004b; see, also,
Allen et al. 2005; Hildebrandt et al. 2005) using the first set
of imaging data in the Subaru Deep Field (SDF; Kashikawa
et al. 2004). Recently, Kashikawa et al. (2006) extended
the luminosity-dependent clustering measurements using ∼
4500 LBGs in the same field by adding additional deeper
imaging data (down to i ∼ 27.5) to the original GTO images
used in Ouchi et al. (2004a, 2004b). All these measurements
now show a clear departure from a power-law correlation
function at non-linear scales below ten arcseconds (Ouchi
et al. 2005; also Lee et al. 2005). Such a departure is ex-
pected from analytical models based on the halo occupation
number (Zehavi et al. 2004; Zheng 2004). The sample size
of LBGs in Ouchi et al. (2005) at z = 4 is adequate enough
to consider multiple bins in luminosity to make indepen-
dent measurements of the luminosity-dependent clustering,
instead of the luminosity averaged single correlation func-
tion measured in initial surveys. Such luminosity-dependent
clustering measurements, when combined with CLF models
and the LBG LF, could improve mass estimates for LBG
hosting dark matter halos and address the implied discrep-
ancy between halo mass implied by clustering bias and the
dynamical estimate (Scannapieco & Thacker 2003).
In this paper, we will use the same LBG sample as the
one discussed in Ouchi et al. (2005). This sample comes from
the Subaru/XMM-Newton Deep Field and involves∼ 17,000
LBGs at z ∼ 4 based on color criteria over an area of a
square degree. The redshift distribution for a subset of this
LBG sample has been estimated based on a Monte Carlo
analysis combined with spectroscopic observations (Ouchi
et al. 2004a). In Ouchi et al. (2005) the luminosity depen-
dence of z = 4 LBG clustering was established as a function
of the increasing faint-end magnitude of the galaxy sample
while the bright-end was kept the same. Here we make a
new set of measurements where clustering is determined in
3 luminosity bins that are independent of each other as such
measurements are easy to model fit with a likelihood anal-
ysis using CLF models. In the case of original overlapping
luminosity bins in Ouchi et al. (2005), the covariance be-
tween bins with a threshold magnitude must be included in
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Angular correlation function of LBGs at z ∼ 4 as measured in the Subaru/XMM-Newton Deep Field. Left panel: Clustering
of galaxies with i-band magnitudes brighter than 27.5, corresponding to rest-frame MB < −18.5, as previously published in Ouchi et al.
(2005). The dot-dashed line shows the prediction based on linear theory at z ∼ 4, scaled by the large-scale bias factor for galaxies with
MB < −18.5, while the dashed line is the 1-halo term with parameters βs and Ms for the satellite distribution (see, equation 3) The
errors here only include sample variance; Cosmic variance due to finite field size is expected to increase errors at angular scales greater
than 300′′ and the implied disagreement between measurements and the model will be reduced. Right panel: Galaxy clustering at z ∼ 4
from the Subaru/XMM-Newton Deep Field as a function of the observed i-band magnitude. Due to neglect of cosmic variance, when
model fitting the data, we ignore measurements at angular scales greater than 300′′.
a proper model fitting analysis of the data, especially when
comparing estimated parameters as a function of luminosity.
Establishing the required overlapping covariance, however,
is challenging in practice.
We measure the clustering of galaxies within three lu-
minosity bins, in observed i′-band magnitudes between 24.5
and 27.5 in one magnitude wide bins, using the same proce-
dure as described in Ouchi et al. (2005). Using autocorrela-
tion functions at angular scales greater than 10′′, we derive
the large-scale linear bias factor for z = 4 LBGs, as a func-
tion of the LBG luminosity. Since there is a large variation
in the faint-end estimates of the z = 4 LBG LF, we make use
of two LFs published by Sawicki & Thompson (2005) and
Ouchi et al. (2004a). The Ouchi et al. (2004a) LF suggests a
steep slope at the faint-end, while the Sawicki & Thompson
LF suggests a flat slope. The CLF model fits to cluster-
ing measurements and LFs are then used to extract general
properties of the LBG population at z ∼ 4. These include
the fraction of LBGs that appear as satellites in dark matter
halos and the mass scale at which LBGs begin to appear as
satellites at a given luminosity.
The paper is organized as follows: In the next section,
we briefly outline luminosity-dependent clustering measure-
ments in the Subaru/XMM-Newton Deep Field. A detailed
description of the data and the analysis procedure is de-
scribed in Ouchi et al. (2005), where clustering was mea-
sured as a function of the faint-end of the observed magni-
tude; Here, we have updated the analysis to consider inde-
pendent bins in magnitude or luminosity and to avoid over-
lapping bins in luminosity. Note, however, that uncertainties
in the redshift distribution for the LBG sample may lead to
small overlaps between luminosity bins; We we ignore such
complications in the analysis and the interpretation. In Sec-
tion 3, we outline basic ingredients in the empirical model
related to CLFs and how galaxy clustering statistics can be
derived from them. We refer the reader to Cooray (2005c)
for a more detail description of this approach and an initial
comparison of models to observed clustering measurements.
In Section 4, we extract parameters related to z ∼ 4 LBG
CLFs and provide a detailed discussion of our results based
on model fits. We conclude with a summary of our main
results and implications related to the connection between
LBGs and dark matter halos in Section 5. Throughout the
paper we assume a cosmological model with currently fa-
vored parameters of Ωm = 0.3, ΩΛ = 0.7, a scaled Hubble
constant of h70 = 1 in units of 70 km s
−1 Mpc−1 unless oth-
erwise noted explicitly, and a normalization of the matter
power spectrum today at 8 h−1 Mpc scales of σ8 = 0.85,
unless otherwise stated explicitly.
2 LBG CLUSTERING AS A FUNCTION OF
LUMINOSITY AT Z ∼ 4
To measure luminosity dependent clustering of LBGs, we
make use of imaging data from the Subaru/XMM-Newton
Deep Field. The data and the analysis procedure related
to autocorrelation function measurements are described in
Ouchi et al. (2005) and we provide a brief summary here
(full details related to the clustering measurement will be
published elsewhere; Ouchi et al. in preparation, Hamana et
al. in preparation). The z ∼ 4 LBG sample involves 16,920
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galaxies over an area of one square degree. The sky dis-
tribution of these galaxies is shown in Figure 1 of Ouchi
et al. (2005). The redshift distribution of these LBGs is
taken to be same as the one used in Ouchi et al. (2005).
This distribution was originally established in Ouchi et al.
(2004a) with a combination of spectroscopic measurements
and Monte Carlo simulations. These LBGs peak at a redshift
of 4 but the distribution extends ± 0.5 in redshift and drops-
off rapidly thereafter at the two ends. The contamination of
this sample has been estimated to be 5%.
The galaxy clustering in this sample of LBGs was mea-
sured using the Landy & Szalay (1993) estimator with ran-
dom samples of 100,000 sources. The bootstrap errors are es-
timated using the method of Ling et al. (1986). The 5% con-
tamination in the redshift distribution is expected to change
the angular correlation function of galaxies by about 10%.
In model fitting the data, however, we ignore such a small
correction to the correlation function. While in Ouchi et
al. (2005) clustering is presented as a function of the faint-
end magnitude, while the bright-end is kept the same, here
we divided the sample to four bins: From 23.5 to 27.5 in
i′-band magnitudes with bins of one magnitude wide. We
measured the autocorrelation function of galaxies in each of
the four luminosity bins, but due to low sample statistics in
the brightest luminosity bin between 23.5 < i′ < 24.5 the
autocorrelation function is only measured with an overall
signal-to-noise ratio less than unity. Thus, we do not model
fit LBG clustering in the brightest bin here.
Fig. 1 summarizes the autocorrelation function mea-
surements. In Fig. 1(left panel), we show clustering of all
galaxies down to i < 27.5, while in the right panel we show
clustering in three luminosity bins in i′-band magnitudes be-
tween 24.5 and 27.5, at steps of unity. Due to uncertainties
associated with estimating errors, we ignore measurements
with angular separations greater than 300′′ when model fit-
ting the data. At such large separations, due to the finite size
of the survey, cosmic variance effects start to become impor-
tant and the estimated errors here ignore increase in errors
related to the finite field of view. To understand the extent
to which these large angular scale measurements could affect
our conclusions we also included them in one of our model-fit
runs. With clustering measurements as a function of the lu-
minosity bin our best-fit results did not change significantly
though we found out that parameter constraints increase by
15% to 20% due to the corresponding increase in χ2 values
with the addition of few extra data points at large angular
separations. Such an improvement, however, is artificial as
we ignored cosmic variance errors here.
3 GALAXY CLUSTERING BASED ON
CONDITIONAL LUMINOSITY FUNCTIONS
In order to construct the luminosity-dependent LBG corre-
lation function at z ∼ 4, we follow Cooray & Milosavljevic´
(2005b) and Cooray (2005c) to define the redshift-dependent
CLF, Φ(L|M, z), giving the average number of galaxies with
luminosities between L and L + dL that resides in halos of
mass M at a redshift of z. As in previous applications, the
Figure 2. The LF of LBGs at z ∼ 4. We show two descriptions:
from Ouchi et al. (2004a) involving a steep slope at the faint-
end and Sawicki & Thompson (2005) involving a flat slope at
the faint-end. For comparison, we also show the z < 0.1 Far-UV
LF from GALEX (from Wyder et al. 2005), whose wavelength
corresponds well with the rest-frame band of the z ∼ 4 LBG
sample. The curves show best-fit model descriptions of the LF
based on CLF models. The dotted, dashed, and solid lines show
the contribution to the LF from central galaxies, satellites, and
the total, respectively.
CLF is separated into terms associated with central and
satellite galaxies, such that
Φ(L|M, z) = Φcen(L|M, z) + Φsat(L|M, z)
Φcen(L|M, z) = 1√
2pi ln(10)σcenL
×
exp
{
− log10[L/Lc(M, z)]
2
2σcen
}
Φsat(L|M, z) = A(M,z)Lγ(M) . (1)
In Equation 1, Lc(M, z) is the relation between cen-
tral galaxy luminosity and its parent halo mass, taken to
be a function of the redshift, while σcen, with a fiducial
value of 0.17 (as measured with SDSS in Cooray 2005c),
is the log-normal dispersion in this relation. For an analyti-
cal description of the Lc(M, z) relation, we follow Cooray &
Milosavljevic (2005a) and write
Lcen(M, z) = L0(1 + z)
α (M/M1)
a
[b + (M/M1)cd(1+z)
β ]1/d
. (2)
In Fig. 2, we summarize two different estimates on the
z = 4 LBG LF from the literature (from Ouchi et al. 2004a
and Sawicki & Thompson 2005), with the two estimates
showing large differences on the faint-end slope while the
bright-end density remains the same. At z ∼ 4, the rest-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 3. The large-scale galaxy bias as a function of the galaxy
luminosity. The z ∼ 4 bias factors are derived using the autocor-
relation function at angular scales greater than 10′′ as a function
of the luminosity. For reference, we also show z < 0.1 bias factors
as a function of the galaxy luminosity at rest r′-band luminosity
from SDSS (Zehavi et al. 2005). Note the general increase in the
z ∼ 4 bias factor relative to values found today. Due to compli-
cations associated with comparing two samples at two different
rest wavelengths, we make no model comparison on the redshift
evolution of the bias factor here.
wavelength of Subaru observations corresponds to a wave-
length of 1500 A˚ and to establish the Lcen(M, z) relation for
rest UV-band, we make use of the z < 0.1 LF from Wyder
et al. (2005) using GALEX data in the Far-UV band. Our
conclusions do not differ significantly even if we used the
Near-UV band LF of Wyder et al. (2005). This z < 0.1 LF
is also shown in Fig. 2. Following the approach of Vale &
Ostriker (2004), the parameters that best describe this LF
are L0 = 5.7 × 109L⊙, M1 = 1011M⊙, a = 4.0, b = 0.57,
c = 3.85, and d = 0.23 (with α and β both zero). We assume
the overall shape given by this relation holds for all LBGs,
though it must be modified with appropriate values of α and
β to describe the high-redshift LF. This approach was used
in Cooray (2005b) to describe the redshift evolution of the
rest B-band LFs from low redshifts to a redshift of 3. Here,
we consider α and β as free parameters to be determined
from the data and use the z = 4 LBG LFs, from Ouchi et
al. (2004a) and Sawicki & Thompson (2005), as well as the
LBG bias factor as a function of the luminosity to establish
these two parameters.
For satellites, the normalization A(M) of the satel-
lite CLF can be obtained by defining Lsat(M, z) ≡
Ltot(M, z) − Lcen(M, z) and requiring that Lsat(M, z) =∫ Lmax
Lmin
Φsat(L|M, z)LdL where the minimum luminosity of
a satellite is Lmin. In the luminosity ranges of interest, and
due to the numerical value chosen below for the slope γ, our
CLFs are mostly independent of the exact value assumed for
Lmin as long as it below the minimum luminosity probed by
observations. To describe the total luminosity of a halo, we
make use of the following phenomenological form:
Ltot(M, z) =
{
Lcen(M, z) M ≤Msat
Lcen(M, z)
(
M
Msat
)βs(z)
M > Msat
(3)
Here, Msat denotes the mass scale at which satellites begin
to appear in dark matter halos with luminosities of those
in the given bin and βs(z) is the power-law slope in the
luminosity, in addition to the slope of the total luminosity–
halo mass relation. We will constrain these parameters from
clustering data, as a function of the LBG luminosity, and
use those constraints to determine the mass scale in which
LBGs appear as satellites and other parameters such as βs.
While the above form refers to the total luminosity,
when Ltot(M, z) > Lcen(M, z), this total luminosity must
be distributed over a number of satellite galaxies in the
halo when describing the satellite CLF. We take a power-
law luminosity distribution and set γ(M, z) = −1 in Equa-
tion 1 based on previous results derived on the CLF of
galaxy groups and clusters (Cooray & Milosavljevic´ 2005b)
and direct measurement in clusters such as Coma where
γ = −1.01+0.04
−0.05. It is not clear if the same slope exists at
high redshifts. At low redshifts, γ is a function of halo mass
and changes abruptly at the low-luminosity end when one is
studying the dwarf galaxy population (Cooray & Cen 2005),
though the latter is not likely to be an issue as the galaxy
sample here is brighter than the luminosity scale of dwarfs.
Thus, while the choice of γ ∼ −1 is motivated by the cluster
LF at low redshifts, we considered other values and found
out that setting γ to a value between -0.7 and -1.3, over the
set of parameter values we tested, did not change our results
significantly. Other parameters related to the satellite CLFs
are described in Cooray (2005c) and the results derived here
are mostly insensitive to numerical values for these param-
eters since variations here only lead to small changes to the
overall CLF. The two main parameters of our model are
Msat and βs. We explicitly determine them from the data
here and show constraints imposed by clustering measure-
ments.
In our description, the central galaxy CLF takes a log-
normal form while the satellite galaxy CLF takes a power-
law form in luminosity. Such a separation describes the LF
best with an overall good fit to the data in the K-band as
explored by Cooray & Milosavljevic´ (2005b) and 2dFGRS
bJ -band in Cooray (2005). Our motivation for a log-normal
distribution also comes from measured galaxy cluster LFs
that include bright central galaxies where a log-normal com-
ponent, in addition to the Schechter (1976) form, is required
to fit the data (e.g., Trentham & Tully 2002). Similarly, the
stellar mass function as a function of halos mass in semi-
analytical models is best described with a log-normal com-
ponent for central galaxies (Zheng et al. 2005). The scatter
we suggest for the Lc(M, z) relation is also reflected in other
statistics of the galaxy distribution in groups and clusters
such as the “luminosity-gap” statistic (e.g., Milosavljevic´ et
al. 2005). If central galaxy luminosities are assigned to dark
matter halos with the scatter ignored, biases could be easily
introduced. As discussed in Cooray (2005b), a one-to-one
assumption between mass and luminosity for LBGs, could
account for the suggested difference between z = 3 LBG halo
c© 0000 RAS, MNRAS 000, 000–000
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masses based on clustering bias interpretations and spectro-
scopic measurements.
The overall shape of the LF is strongly sensitive to the
shape of the Lc–M relation including the scatter, and less on
details related to the Ltot–M relation or the satellite CLF.
The non-linear part of the galaxy correlation function, or
any clustering statistic, probes the satellite distribution and
constraints can be put on the Ltot–M relation. Thus, the
combination of one-point statistics such as the LF and two-
point statistics such galaxy clustering could separately aid
in measuring the overall CLFs of LBGs at z ∼ 4.
In previous discussions of galaxy clustering under the
halo model the occupation number has been widely used as
a way to relate statistics of dark matter to galaxies (e.g.,
Kauffmann et al. 1999; Benson et al. 2000; Berlind et al.
2003; see, review in Cooray & Sheth 2002). To compare with
models of the halo occupation number, CLFs can be easily
integrated such that
Ncen(M, z) =
∫
dLΦcen(L|M, z)
Nsat(M, z) =
∫
dLΦsat(L|M, z) .
(4)
Since the halo occupation number captures no information
on the luminosity distribution of galaxies, models involv-
ing the halo occupation number cannot be used to model
the galaxy LF easily. In the case of satellites, Nsat(M, z) =
A(M, z)
∫
dLLγ(M)gsat(L|M, z) where
gsat(L|M, z) = 1
2
[
1 + erf
(
log(Lcen(M, z)/2.0) − log(L)
σs
)]
, (5)
with σs = 0.3; Such a model description forces satellites to
have a luminosity distribution with the brightest satellite
below the luminosity of the central galaxy. At the high halo
mass limit when Ltot(M, z) ≫ Lcen(M, z), halo luminosity
dominated by satellites, with γ(M) a constant, we expect
Nsat(M) ∝ Ltot(M, z) ∼ Mβs+α, where βs is the slope in-
troduced in equation 3 and α ∼ 0.2 is the slope of the Lc(M)
relation at large halo masses.
While we show the occupation numbers as appropriate
for z ∼ 4 LBG sample, we suggest that a more appropriate
statistic to use for various comparisons is the probability dis-
tribution function for a LBG with a luminosity L to appear
in a halo of mass M :
P (M |L, z)dM = Φ(L|M, z)
Φ(L, z)
dn(z)
dM
dM , (6)
where Φ(L, z) is the LBG LF given by
Φ(L, z) =
∫
dM
dn
dM
(z) Φ(L|M, z) , (7)
and dn/dM(z) denotes the mass function of dark matter
halo. Here we use the formalism of Sheth & Tormen (1999)
in our numerical calculations. This mass function is in better
agreement with numerical simulations (Jenkins et al. 2001)
when compared to the Press-Schechter mass function (Press
& Schechter 1974). This probability can be divided to con-
sider central and satellite galaxies separately.
Since clustering measurements are in terms of the angu-
lar correlation function, we average over the galaxy redshift
distribution associated with clustering measurements such
that
wp(θ|L, z) =
∫
drn2(r)
∫
kdk
2pi
P (k|L, z)J0(kdAθ) , (8)
where n(r) is the normalized radial distribution of galaxies
with
∫
drn(r) = 1. Here dA is the comoving angular diame-
ter distance.
In the above, the power spectrum of galaxies P (k|L, z)
at a given luminosity can be written in terms of the CLF in
terms of the 1- and 2-halo terms (see, review in Cooray &
Sheth 2002) at a redshift z as
Pgal(k|L, z) = P1h(k|L, z) + P2h(k|L, z) , where
P1h(k|L, z) = 1
n¯2(L, z)
∫
dM
dn(z)
dM
(9)
×
[
Φ2sat(L|M, z)(L|M, z)u2gal(k|M, z)
+ 2Φcen(L|M, z)Φsat(L|M, z)ugal(k|M, z)
]
and
P2h(k|L, z) = P (k, z)
[
Icen(k|L, z) + Isat(k|L, z)
]2
,
(10)
with the integrals Icen(k|L, z) and Isat(k|L, z) given by
Icen(k|L, z) =
∫
dM
dn(z)
dM
b1(M, z)
Φcen(L|M, z)
n¯(L, z)
and
Isat(k|L, z) =
∫
dM
dn(z)
dM
b1(M, z)
Φsat(L|M, z)
n¯(L, z)
ugal(k|M, z) ,
(11)
respectively. Here, and above,
n¯(L, z) =
∫
dM
dn(z)
dM
[Φcen(L|M, z) + Φsat(L|M, z)] (12)
denotes the mean number density of LBGs while
ugal(k|M, z) =
∫ rvir
0
dr 4pir2
sin kr
kr
ρgal(r|M, z)
M
, (13)
denotes the normalized Fourier transform of the galaxy den-
sity distribution within a halo of mass M when b1(M, z) is
the first-order bias factor of dark matter halos.
Here for dark matter halo bias we use the bias factor
derived by Sheth, Mo & Tormen (2001) which corrects ear-
lier calculations by Mo et al. (1997; Efstathiou et al. 1988;
Cole & Kaiser 1989) based on spherical collapse arguments.
Here, we assume galaxies trace dark matter and calculate
the profile based on the NFW dark matter density profile
(Navarro et al. 1997). The concentration parameter is de-
fined following the scaling relation of Bullock et al. (2001).
The relevant expressions in our calculation are summarized
in Cooray & Sheth (2002). While the above expressions are
written as a function of luminosity, since measurements are
made over a luminosity bin, we also calculate the predictions
over a luminosity bin rather than at a single luminosity. This
is done by integrating over the luminosity bin at which the
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Figure 4. Constraints on Lc(M, z) evolution parameters, α and β (see, equation 2), where we plot 1σ, 2σ, and 3σ allowed regions.
In both panels, the dashed lines show constraint from the luminosity-dependent bias factor (from Figure 2), while dotted lines show
constraints from two estimates of z = 4 LBG LF; The left panel uses Ouchi et al. (2004a) and the right panel uses Sawicki & Thompson
(2005). The location marked with an “X” are best-fit values for α and β using the LF alone, while the locations marked with an “O” are
best-fit values of α and β with the bias factor alone. The thick solid contours are the overall constraint when bias and LF are combined.
The difference in the faint-end slope of the two LFs requires different best-fit values to β, with ∼ −0.1 using the Ouchi et al. (2004a) LF
and ∼ -0.15 using the Sawicki & Thompson (2005) LF. The best-fit value for α, at ∼ −0.5, remains the same regardless of the assumed
shape for the LF.
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Figure 5. Central galaxy luminosity as a function of the halo
mass as appropriate for Far-UV band at z < 0.1 (solid line; as
required to describe the GALEX LF from Wyder et al. 2005), and
at z ∼ 4 (in rest UV-bands). We show several examples based on
best-fit values for α and β from Figure 4 (locations marked by
“X”s and “O”). An increase in the rest-frame UV luminosity at
z ∼ 4 relative to today is clear. This redshift dependence can be
described as a steepening of the slope of the Lc(M,z) relation
at masses above 1012 M⊙, while the faint-end slope remains the
same.
measurements are made, assuming galaxies are uniformly
distributed over that luminosity bin.
At large physical scales, the galaxy power spectrum
or the cross-power spectrum, reduces to that of the lin-
ear power spectrum scaled by a constant galaxy bias fac-
tor. One can understand this by noting that at large scales,
ugal(k|M, z) → 1 and the galaxy power spectrum simplifies
to
Pgal(k|L, z) ≈ b2(L, z)P (k, z), (14)
where
b(L, z) = (15)∫
dM
dn(z)
dM
b1(M, z)
[Φcen(L|M, z) + Φsat(L|M, z)]
n¯i(L, z)
,
is the mean large-scale bias factor. This large-scale bias fac-
tor has already been discussed with CLFs (see, Cooray &
Milosavljevic´ 2005b; Cooray 2005b), and we measure this
bias as a function of LBG luminosity at z ∼ 4 here.
4 RESULTS
In Fig. 1, we show LBG autocorrelation function for the
whole galaxy sample, with i′ < 27.5, and for subsamples di-
vided to galaxy magnitude bins. The total autocorrelation
function was measured and described in Ouchi et al. (2005),
while the luminosity dependent autocorrelation functions
were measured as part of this study following the description
given in Section 2. In Fig. 1, for comparison, we also show
model predictions which make use of the best-fit parameters
following a likelihood analysis we performed on the data.
Here, βs and Msat is related to equation 2 and describes the
satellite contribution to the CLF in the form of the total
galaxy luminosity.
The other ingredients used in our model fits are the
z = 4 LBG LF (Figure 2) and the luminosity-dependent
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. Constraints on parameters βs, the power-law slope of total luminosity–halo mass relation and Msat (in units of h
−1
70 M⊙),
the halo mass scale at which satellites begin to appear, related to the satellite CLF. The shown constraints are for whole galaxy sample
(top left), for galaxies with 24.5 < i < 25.5 (top right), 25.5 < i < 26.5 (bottom left), and 26.5 < i < 27.5 (bottom right), respectively.
bias factor (Figure 3). We calculate the bias factor at large
scales by taking the ratio of measurements to the linear the-
ory prediction with a bias factor of unity, and establishing
the mean of the ratio and the variance of this mean. For this
purpose, we only consider data at angular scales greater than
10′′ in Fig. 1 right panel. These bias factors do not change
significantly when we include the largest angular separation
w(θ) measurement. For reference, we also plot z < 0.1 bias
factor, as a function of Mr luminosity based on SDSS as
measured by Zehavi et al. (2005), and the best-fit model de-
scription for low-redshift luminosity-dependent bias factors
in SDSS from Cooray (2005c).
For the likelihood analysis, we follow the procedure de-
scribed in Cooray (2005b) where the high-redshift rest B-
band LFs were analyzed in the context of CLFs. Here, we
reproduce the same approach for rest UV LFs. The z = 0
Lc(M) relation is the one that reproduces the Far-UV LF
from GALEX data (from Wyder et al. 2005). To establish
this relation, we have followed the same procedure as Vale &
Ostriker (2004). The z = 4 LF and LBG bias factor data are
jointly fitted by varying parameters related to the Lc(M, z)
relation while keeping the same model description as the
z = 0 Lc(M) relation, but modified for redshift variation
(equation 2). Here, we consider a two-parameter model fit
by varying α and β. In these parameters, α varies the over-
all normalization while β allows a mass-dependent varia-
tion to the Lc(M, z) relation relative to the function today,
Lc(M, z = 0). If α is non-zero while β = 0, the Lc(M, z)
relation and the LF behave such that one obtains a mass-
independent pure luminosity evolution. While α = 0 and
β = 0 imply the high redshift relation is same as the one
today, a non-zero value for β would indicate that galaxy lu-
minosities evolve in a way that the evolution depends on the
halo mass in which these galaxies appear.
The parameter constraints are shown in Fig. 4 with the
left panel using the Ouchi et al. (2004a) LF and the right
panel using the Sawicki & Thompson (2005) LF. While both
Ouchi et al. (2004a) and Sawicki & Thompson (2005) LFs
are consistent with α = 0, a value for β of 0 is ruled at more
than 3σ confidence. It is likely that the rest-UV LF evolves
in a complicated manner and a simple description based on
pure luminosity evolution, where one shifts the low redshift
LF to high redshifts so as to make all galaxies brighter by
the same factor, is not appropriate. An analysis of the rest
c© 0000 RAS, MNRAS 000, 000–000
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Figure 7. The difference between 24.5 < i < 25.5 (bright end;
contour to the left) and 26.5 < i < 27.5 (faint-end; contour to
the right) LBG samples, where Msat is in units of h
−1
70 M⊙. For
clarity, we only show the 1σ constraint here, but there is evidence
for the appearance of more luminous satellites in more massive
halos.
B-band LFs from z = 0 to z ∼ 3 revealed a similar result in
Cooray (2005b).
In Fig. 5, we show Lc(M, z) relation which makes the
mass-dependent evolution clear; Central galaxies in 1012
M⊙ or above dark matter halos are brighter at z = 4 by
a factor between 3 to 8 when compared to the luminosity of
galaxies in same mass halos today. Such a mass dependent
increase in luminosity at high redshifts is consistent with the
“down-sizing” picture that has been regularly discussed in
the context of galaxy evolution (Cowie et al. 1996).
While LFs and galaxy bias allow model fits to the cen-
tral galaxy CLF, we now consider clustering of LBGs at
z ∼ 4 and fit the autocorrelation function where non-linear
clustering is determined by satellites. We make use of the
redshift distribution discussed in Section 2. To study how
our results are affected by uncertainties in the redshift distri-
bution, we also calculated parameter constraints by assum-
ing that all galaxies are at a redshift of 4 and determined
that best-fit parameters change slightly, but is still below
the 1σ ranges allowed by the data when including either the
redshift distribution or assuming all galaxies are at the same
redshift. Thus, we do not consider uncertainties in the red-
shift distribution to be a limitation of our analysis. When
fitting the autocorrelation function, we vary two parame-
ters that describe the appearance of satellite galaxies (Msat
and βs) in Equation 3. We only consider measurements with
θ < 300′′ for reasons described earlier in the text.
Our results are summarized in Fig. 6 where we show
constraints for the whole sample (top left) and for autocorre-
lation functions divided to LBG luminosity bins. Marginal-
izing over βs, assuming uniform values between 0 and 1,
we find Msat = 3.9
+4.1
−3.5 × 1012 M⊙, 6.2+3.8−4.9 × 1012 M⊙, and
9.6+7.0
−4.6×1012 M⊙ (in units of h−170 M⊙). for 26.5 < i′ < 27.5,
25.5 < i′ < 26.5, and 24.5 < i′ < 25.5 magnitude bins,
respectively, where error bars are 1σ errors based on the
likelihood analysis.
1010 1011 1012 1013 1014 1015
Msat  (h70−1 Msun)
10−16
10−15
10−14
P(
M s
a
t)
24.5 < i < 25.5
25.5 < i < 26.5
26.5 < i < 27.5
Figure 8. Likelihood function for Msat by marginalizing βs pa-
rameter, assuming uniform values between 0 and 1, as a function
of the magnitude bin.
In Fig. 7, we summarize the one-sigma error contours,
while in Fig. 8 we show the probability distribution functions
based on the likelihood analysis forMsat for three LBG mag-
nitude bins considered in this study by marginalizing over
βs assuming a uniform prior between 0 and 1. In Figs. 7
and 8 results are shown using the Lc(M, z) relation based
on the Ouchi et al. (2004a) LF; When constraints from the
Sawicki & Thompson (2005) LF is used, we found best-fit
values of βs and Msat to vary by, at most, 20% especially in
the faintest luminosity bin. While there is a general trend for
Msat to increase with increasing luminosity of galaxies, this
trend is not well established given the overlapping error bars
of Msat estimates. If βs > 0.4, the trend becomes clear with
a difference in Msat amounting to a factor of 4 to 5 between
the faintest and the brightest luminosity bin. However, there
is no reason to restrict βs to high values, though additional
clustering measurements will allow parameters related to the
satellite CLF be improved.
On the other hand, a clear trend exists for the fraction
of galaxies that appear as satellites in the three luminosity
bins considered here. We calculate the satellite fraction via
fsat(L) =
∫
dMΦsat(L|M, z) dn(z)
dM
Φcen(L, z) + Φsat(L, z)
. (16)
In Figure 9, as an example, we show contours of constant
fsat values as a function of Msat and βs overlaid on the con-
straints from model fits to galaxy clustering in 26.5 < i <
2.75 magnitude bin. The satellite fraction, fsat, traces the
degeneracy direction in the Msat—βs plane and is a param-
eter that is slightly better determined from the data.
In Figure 10, we show probability distribution for fsat
based again on the likelihood analysis. The fraction of galax-
ies that appear as satellites is 0.26+0.04
−0.07, 0.18
+0.04
−0.05 , and
0.09+0.05
−0.06 for 26.5 < i
′ < 27.5, 25.5 < i′ < 26.5, and
24.5 < i′ < 25.5 magnitude bins respectively, if one uses con-
straints on the Lc(M, z) relation from Ouchi et al. (2004a)
LF. If Sawicki & Thompson (2005) LF is used, the satel-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 9. The fraction of galaxies with 26.5 < i < 27.5 mag-
nitudes that appear as satellites, fsat as a function of βs, the
power-law slope of total luminosity–halo mass relation, and Msat
(in units of h−170 M⊙), the halo mass scale at which satellites
appears. For reference, in thin dotted lines, we overlap the con-
straints on this parameter space from LBG clustering data (from
Fig. 6).
lite fractions are lower with values 0.20+0.06
−0.07, 0.14
+0.05
−0.05 , and
0.08+0.06
−0.05 for 26.5 < i
′ < 27.5, 25.5 < i′ < 26.5, and
24.5 < i′ < 25.5 magnitude bins, respectively. The differ-
ence, however, exists mostly in the lowest luminosity bin
with a 25% change in the best-fit value, while at the highest
luminosity bin, fractions from the two LFs agree with each
other. This is probably a reflection that the two LFs agree
at the bright-end and the differences in the two LFs only
exist at the faint-end. In both cases, there is a clear trend
in fsat with luminosity such that the fraction of satellites
is smaller for the brighter LBG sample than that for the
fainter sample.
In Fig. 11 left panel, for reference, we show the best-fit
halo occupation numbers as a function of the galaxy lu-
minosity. Here, we only use the best-fit parameters when
describing the satellite CLF here, though there are large
variations in both the slope of the luminosity distribution
of satellite galaxies and the mass scale in which satellites
first begin to appear at a given luminosity. In the right
panel of Fig. 11, we also show the probability distribution
function of halo mass to host galaxies in a given luminos-
ity bin (following equation 5). We show both central galaxy
(solid lines) and satellite (dashed lines) probability distri-
bution functions. Note the clear dependence of luminosity
with halo mass for central galaxies. These probability dis-
tribution functions can be compared with the ones derived
for low-redshift galaxies in Cooray (2005c). In fact, a trend
can be established for central galaxies at a given luminosity
to evolve in halos of varying dark matter mass as a func-
tion of redshift. This trend is such that the halo mass in-
creased as the redshift is lowered for galaxies with high lu-
minosities. The difference between the halo masses of faint
central galaxies as a function of redshift is not significant.
These differences can be understood in terms of the dif-
ference in z < 0.1 and z ∼ 4 Lc(M, z) relations (shown
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25.5 < i < 26.5
24.5 < i < 25.5
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Figure 10. The probability distribution of fsat, the satellite frac-
tion at a given luminosity bin, based on model fits to the data.
The top panel shows the fraction based on the Ouchi et al. (2004a)
LF, while the bottom panel uses the Sawicki & Thompson (2005)
LF. The latter LF has a flat slope at the faint-end leading to a
slightly lower fraction of galaxies that appears as satellites than
the result based on the Ouchi et al. (2005) LF involving a steep
slope at the faint-end.
in Fig. 5). It could be that these trends can be explained
through hierarchical merger models that trace the merger
rates of dark matter halos from high redshift to low redshifts
(e.g., Hamana et al. 2005) and such models can be further
improved with more accurate clustering measurements as a
function of redshift and luminosity.
In addition to simply establishing the mass scale, the
probability distribution functions shown in Fig. 11 can be
compared with dynamical mass estimates for same galax-
ies to study the importance of merger-bias (Furlanetto &
Kamionkowski 2005) and corrections associated with age
dependences to the bias (e.g., Gao et al. 2005). The lack of
dynamical mass estimates for z = 4 LBG sample, however,
prohibits us from making such a comparison. In addition to
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Figure 11. Left panel: The halo occupation numbers as a function of the galaxy luminosity. Here, we only show the best-fit parameter
models for the satellite CLF here, though there are large variations in both the slope and the mass scale in which satellites begin to
appear. The dashed-lines here show the probability distribution for satellite galaxies while solid lines are for central galaxies as a function
of the luminosity bin indicated on the panel. Right panel: The probability distribution function of halo mass to host galaxies in a given
luminosity bin. We show both central galaxy (solid lines) and satellite (dashed lines) probability distribution functions. Note the clear
dependence of luminosity with halo mass for central galaxies.
dynamical measurements, another useful avenue to explore
would be a lensing-based mass measurement for LBG galax-
ies. While an adequate surface density of lensed background
galaxies behind LBGs are unlikely to be recovered even in
deep imaging data, a combination of the lensed cosmic mi-
crowave background anisotropy map at high resolution and
foreground LBG samples binned in luminosity may make
such an analysis eventually possible.
5 SUMMARY AND CONCLUSIONS
To summarize our discussion involving model descriptions of
luminosity-dependent clustering at z ∼ 4, our main results
are:
(1) We have remeasured galaxy autocorrelation function
in the z ∼ 4 LBG sample of the Subaru/XMM-Newton Deep
Field. While Ouchi et al. (2005) considered galaxy clustering
as a function of the increasing faint-end magnitude, while
the bright-end is fixed the same, here we have considered
three independent bins in luminosity. We have made high
signal-to-noise ratio measurements of clustering in three lu-
minosity bins from 24.5 to 27.5 in observed i′-band at steps
of unity in magnitude.
(2) In addition to these clustering measurements and
the linear large-scale bias factor for LBGs as a function of the
luminosity derived from the data, we also analyze the z ∼ 4
LBG LF from Ouchi et al. (2004a) and Sawicki & Thomp-
son (2005). We make use of these two luminosity functions
as they span a wide range of possibilities in the faint end
from a steep slope, in the case of Ouchi et al. 2004a LF, to
a flat slope with Sawicki & Thompson (2005) LF. Our gen-
eral model fits suggest a mass-dependent luminosity evolu-
tion scenario for central galaxies such that galaxies that are
present in halos above ∼ 1012 M⊙ brighten by factor of 3 to
8 between now and z ∼ 4. This suggests that the star forma-
tion rate, per given dark matter halo mass, was increasing
to high redshifts from today. A conclusion similar to what
we generally suggest here was also reached by Dahlen et
al. (2005) based on the rest B-band LF constructed from
GOODS data, and also by Cooray (2005b) based on LFs
from DEEP2 (Willmer et al. 2005), COMBO-17 (Wolf et al.
2003), and from compilations of Gabasch et al. (2004) and
Giallongo et al. (2005) as a function of redshift.
(3) We see a possible trend for more luminous galaxies
to appear as satellites in more massive halos: Assuming that
slope of satellite luminosity–halo mass is between 0 and 1,
the minimum halo mass in which galaxies begin to appear
as satellites is 3.9+4.1
−3.5 × 1012 M⊙, 6.2+3.8−4.9 × 1012 M⊙, and
9.6+7.0
−4.6 × 1012 M⊙ in 26.5 < i′ < 27.5, 25.5 < i′ < 26.5,
and 24.5 < i′ < 25.5 magnitude bins, respectively, where
error bars are 1 σ confidence errors based on a likelihood
analysis. Due to large uncertainties, however, the trend with
luminosity is not well established from the data, except to
some extent in the two outer bins.
(4) A clear trend exists for the fraction of galaxies that
appear as satellites in the three luminosity bins considered
here. For example, if the steep faint-end LF from Ouchi et
al. (2004a) is the correct description, the fraction of galaxies
that appear as satellites is 0.26+0.04
−0.07 , 0.18
+0.04
−0.05 , and 0.09
+0.05
−0.06
for 26.5 < i′ < 27.5, 25.5 < i′ < 26.5, and 24.5 < i′ < 25.5
magnitude bins respectively. With the Sawicki & Thomp-
son (2005) LF that shows a flat slope at the faint-end,
these fractions are 0.20+0.06
−0.07 , 0.14
+0.05
−0.05, and 0.08
+0.06
−0.05 for
26.5 < i′ < 27.5, 25.5 < i′ < 26.5, and 24.5 < i′ < 25.5
magnitude bins, respectively. There is clear dependence on
the increasing fraction of satellites with decreasing LBG lu-
minosity. This is probably the first instance that satellite
c© 0000 RAS, MNRAS 000, 000–000
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fraction of z ∼ 4 LBGs have been determined with suffi-
cient accuracy to see a trend with luminosity, though the
fractions could be better established with an improved de-
termination of the z = 4 LBG LF, when combined with
luminosity-dependent clustering statistics.
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