The assembly of an optical system requires the correction of aberrations in the entire imaging field by making selected rigid-body motions of the optical elements. We present a rigorous method for determining which adjustment motions, called compensators, to use for alignment. These compensators are found by employing techniques from linear algebra that choose the most independent vectors from a set which are interdependent. The method finds the smallest number of compensators to correct for misalignments of a given magnitude. As an example the method is applied to a four-mirror scanning ring-field EUV lithography system. It is shown that out of 32 degrees of freedom in the configuration of the optical elements, only eight compensators are required on the optics. By adjusting these compensators a misaligned configuration giving 30A wavefront error can be assembled to A/50 in the absense of measurement noise.
INTRODUCTION
A four-mirror ring-field EUV lithography system is being developed to operate at a wavelength of 13.4 nm and print patterns with critical dimensions below 0.1 tm in a large scanned field. Assembling this system will be an extremely challenging task. All but one of the mirrors will be aspheres that are used off axis. The full aspheres will not be manufactured, nor will there be any optical reference to determine the relationship between a mirror and the optic axis. Thus, as far as assembly is concerned, the camera can be thought of as a decentered optical system. Projection optics for EUV lithography must be assembled to give wavefront errors no greater than about O.02A RMS , corresponding to 0.27 nm RMS . The prototype four-mirror ring-field system currently under development is predicted to have a more modest residual wavefront error of 0.0Th RMS, due to figure specification of the optics.2 However, alignment can be performed, to the extrordinary tolerances required of production instruments, using new interferometers that have recently been developed. These operate at visible3 and EUV4 wavelengths and can measure to accuracies better than 0.25 nm RMS and 0.05 nm RMS, respectively.
A common method to assemble precision optical systems is to use interferograms that are measured at several field points.5'6 The wavefront measurements are used to determine what corrections need to be made to the positions of the optics. In the assembly of microlithographic lenses, individual aberrations are usually corrected in turn by making adjustments of predetermined compensators.7 This can be done because there are usually a large number of elements and the surfaces are spherical. In the case of the EUV projection optics, however, there are complex interrelationships between the adjustments and simple corrections can not be found for each aberration. The successful alignment of the EUV projection optics requires carefully selecting which adjustments to use as compensators and knowing what measurements are sufficient to determine the misaligned state of the system.
-
In the assembly and operation of the optical system one would wish to use as few compensators as necessary, so that the optical mounts can be optimized for stiffness and stability. In this paper we present a method, based on results from linear algebra, to determine the best set of compensators to correct for aberrations induced by misalignment. The best set of compensators is the one that addresses the system aberration field in the most orthogonal, or independent, way. The number and choice of compensators depends on how large a misalignment one wishes to correct, and the relationship between the number of compensators and the magnitude of correctable misalignments is investigated.
The method of alignment described in this paper is an iterative Newton-type method,8 utilising the singular value decomposition (SVD). This is very similar to Grey's orthogonalisation method used in optical design,9 and is preferred since it overcomes the ill-posed problem of alignment by regulating the magnitude of the correction. Figure 1 . Schematic diagram of the EUV lithographic camera, showing the mirrors that will be constructed (bold outlines) as well as the rotationally symmetric parents from which they were derived (thin outlines). The well-corrected field is an arc of an annulus centered on the optic axis. Rays are shown for one field point.
Object
The convergence of the method is quadratic8 which means that alignment can be achieved with a small number of measurement steps. We investigate the alignment method by performing a large number of simulations, and find that the method is robust to measurement noise and imperfect optical surfaces. The simulations confirm the analysis of compensator selection and the magnitude of correctable misalignments.
THE EUV PROJECTION OPTICS
The EUV lithographic camera is a four-mirror ring-field design which operates at a wavelength of 13.4 nm and a demagnification of 4x . The used field is a 30° arc of the ring-field with a width at the object plane of only 6mm compared with the chord length of 104 mm. Images will be printed by synchronously scanning the wafer at a quarter of the speed of the mask, so that the moving image will appear stationary on the wafer. A schematic of the optical design is shown in Fig. 1 . Three of the four mirrors are aspheric, with the stop located on a spherical surface (mirror M3). The design is rotationally symmetric about the optic axis but, since the used field is an arc of an annulus located far from the axis, the clear aperture of each of the aspheres consists of an off-axis region of the full parent. Only a region about the clear aperture will actually be manufactured.
Each of the optical surfaces has five rigid-body degrees of freedom. We define the configuration of the optical system in terms of translations and rotations of the optics. These are:
and O,, rotations around axes that are respectively parallel to the x and y axes (see Fig. 1 ) and that intersect at the center of the mirrors' clear apertures;
and translations Zx, Ly, and Lz along each of the x, y, or z axes. The center of the clear aperture is defined as the point of intersection of the surface with the chief ray that originates from the central field point. Since the parents of the mirrors are rotationally symmetric, any rotation 8. is equivalent to Ax and zy translations, as long as the edge of the part is not rotated into the clear aperture. Although mirror M3 is spherical, and hence can be fully specified by three parameters, this mirror also contains the circular stop which requires another two parameters. The configuration of the system is completely described by the values of these parameters, which can be listed together to form the configuration vector, x. The definition of this vector is given in Table 1 . The units of adjustment of each parameter are also listed in the table. The unit of angle was chosen as 10 mrad by dividing the unit of length (1 mm) by the mean diameter of the mirror substrates (on the order of 100 mm) . This is so that an actuator which induces a rotation by tilting one side of an optic would have approximately the same unit length as one causing a translation of that optic.
In addition to the rigid-body degrees of freedom we include the base-sphere curvatures of the four mirrors as parameters of the configuration of the system. These of course will never be used as compensators but are included so that the compensator selection algorithm will choose rigid-body parameters that can correct for errors in the basesphere curvature. The base-sphere curvatures are expressed in units of i07 mm1, chosen to give approximately the same magnitude of aberration as a unit change of a z translation. Table 1 . Elements xj of the configuration vector x used to describe the physical state of (lie EITV projection optics system. The shaded rows are the parameters selected as compensators. The capture ranges are found from the CodeV model of the optics. as described in Sec. 6. The initial configurations in the alignnient simniilatioiis of Sec. 6 were generated from randoni distributions with 3u widths given by the product of the full-error capture range amid the weighting factor. 
ALIGNMENT AS A MINIMISATION OF ABERRATIONS 3.1. The aberration vector
The optical performance of the system can be characterized by the aberration field, which is the field-dependent exit pupil wavefront error. The aberration vector is formed by decomposing the wavefront error into a sum of Zernike polynomials" at a number of predetermined field points. The aberration vector, z, is the long list of all the Zernike coefficients determined at all of these field points. The dimension of z, n, is given by the product of the number of field points with the number of Zernike coefficients at each field point. The Zernike expansion includes the tilt terms but not the piston term (i.e. the mean wavefront is discarded from the expansion) . The coefficients of the tilt terms are proportional to the distortion at the image plane,12 and in an experimental determination these terms may need to be measured by some method other than interferometry. It has been determined that the 15 field points shown schematically in Fig. 2 are sufficient to sample the dependence of all the aberration terms on field position.'3 These field points are the most sensitive locations to measure all aberrations that can be addressed by the rigid-body motions of the optical elements. That is, in the absence of figure errors, there is no configuration that would result in aberrations that could degrade the imaging quality at any point in the field and yet not be detected at these field points.
Images in the EUV projection camera will be formed by synchronously scanning the mask and wafer, so the quality of a given printed point is the integrated effect of the aberrations along the scan path of that point. The illumination intensity may vary along that path, and it has been shown that the printed image quality may be estimated by weighting the Zernike coefficients depending on their location along a scan line.13
In the case where all field weightings are unity the norm of the aberration function, lizil, is given by (z? + 4 + . . . + z )1/2 . Since the z2 are coefficients of orthonormal polynomials and the mean has been omitted, the sum of the squares of the Zernike coefficients for any one field point is equal to o-2 , the variance of the wavefront error. Thus, we have
where cr is the RMS wavefront error of the ith field point and n is the number of field points. For the EUV system, the 15 field points of Fig. 2 are arranged along three scan paths-one passing through the center of the field and the other two at the edges. Field weightings are chosen so that Izil is equal to the quadrature sum of the effective RMS wavefront errors of the three scanned image points.'3 The aberration vector of the design configuration x0 has a norm IIz(x0)II = O.O39), where .X is the EUV wavelength of 13.4 nm. This corresponds to an average effective RMS error per printed point of O.022A. This value includes the effects of distortion on the scanned image.
The sensitivity matrix
The dependence of the z functions on the n parameters can be written succinctly in vector form as z = z(x), and the best configuration optical performance is that for which Ilz(x)II is a minimum. Finding the configuration x which minimizes IIz(x)II is the same problem encountered in optimizing optical designs, for which there are many different approaches. Considerations to take into account when deciding on a method to solve this problem are that the dependence of each element of z on x is non-linear, and there are interdependencies between the configuration parameters which makes the minimisation of fizil an ill-posed problem. The non-linearity requires an iterative procedure, which for the alignment problem should converge as rapidly as possible. A method that converges quadratically and can account for the interdependencies is Newton's method based on the singular value decomposition'4 (SVD) , which is similar to the method of Grey.9 In Newton's method it is noted that fIzI can be minimized by trying to find a solution to z(x) = 0. This system of equations is solved by making a Taylor expansion in the neighbourhood of a particular configuration. That is, z(x+dx) =z(x)+J •6x+O(dx2), (2) where J is the n x n Jacobian matrix of the aberrations with J3 = 0z/Dx3 . The matrix J , especially when evaluated about the design configuration, is also known as the sensitivity matrix. We seek the correction to the configuration, 5x, that will set the aberrations to zero, z(x+ dx) = 0, in the case where we neglect all the non-linear terms. From Eqn. (2) the correction is the solution to J.dx-z(x) (3) The solution to Eqn. (3) extrapolates along the gradient of the aberration function to the plane z = 0. Due to the residual non-linearity of the aberrations the corrected aberration at x + 5x will not necessarily be minimized and so the process must be iterated.
For the purpose of aligning an optical system the Jacobian matrix can either be determined experimentally (requiring at least n1 x Ticomp measurements, where comp S the number of compensators) or from a model of the system (using the Jacobian evaluated at the design configuration: J0 = J(x0), where x0 is the design configuration).
For the purpose of characterising the system for compensator selection, the Jacobian is computed for all n degrees of freedom, using the ray-tracing program CodeV. '5 
The Singular Value Decomposition of the Sensitivity Matrix
The SVD of the sensitivity matrix J0 is given by J0=UWVT, (4) where U and V are column-orthonormal matrices whose columns are the aberration singular vectors and the configuration singular vectors, respectively, and W is a diagonal matrix containing the corresponding singular values. The singular vectors are ordered so that their singular values are decreasing: Wi w2 . .
• 0, where w is the ith singular value. The ith configuration singular vector, v2, given by the ith column of V,is mapped to the ith aberration singular vector since, from Eqn. (4) and the fact that V is orthonormal, J0 v2 = w2u2. Each configuration singular vector has unit norm, as does each aberration singular vector, and hence the singular values have the same units as the Jacobian itself, viz. waves of aberration per unit adjustment. The singular values can be thought of as the sensitivity of the configuration singular vectors. A plot of the singular values of the EUV optics is given in Fig. 3 , and some of the singular vectors are shown in Fig. 4 .
The first singular vector, v1 shown in Fig. 4 , is the most sensitive and has a singular value of 520 waves per unit adjustment. It is seen that this aberration is primarily defocus, achieved mainly by moving the image plane along the z-axis. The second largest independent aberration that can be achieved with an adjustment of unit magnitude is caused by a rotation of the object plane about its y-axis. This places the extremes of the used ring field out of focus and induces a large amount of distortion at those field points. The dominant aberration modes that the system will display when misaligned are given by the most sensitive singular vectors. The first four, shown in the figure, are a good representative set of these. They are primarily focus modes (curvature of field) , tilt modes (distortion) and astigmatism modes. The significance of singular vectors of low sensitivity is that they indicate dependencies between the configuration vectors. For example, consider the configuration singular vector v24, shown in Fig. 4 . This vector has a singular value of only 0.008 waves per unit adjustment. By inspecting this singular vector we see that an error in M4-zz (element 25), for example, could be compensated for by mainly adjusting M2-z (element 15) and M3-J.z ( element 18) . The compensation would leave the system in a configuration proportional to v24 , but the effect of this singular vector on the aberration field is proportional to its singular value.
In aligning the optical system, we only need correct the orthogonal aberrations whose singular values are greater than some sensitivity, Wljm. The magnitude of any remaining uncorrected aberration will be always less than WljmIIXtI. The magnitude of the initial misalignment and the required aligned RMS aberration determines the smallest sensitivity of a configuration singular value that must be corrected, which from Fig. 3 gives the number of orthogonal vectors that must be corrected. The set of singular vectors whose singular values are greater than WJjm form a subspace of configurations, which we refer to as the sensitive subspace. The dimension of this subspace, given by sens , 5 usually much less than the number of degrees of freedom of the system.
The corrections are simply found by decomposing the measured aberration field z into a sum of the aberration singular vectors, given by U Tz. If an aberration singular vector is in the sensitive subspace it is corrected by changing the configuration by an amount proportional to the corresponding configuration singular vector. The magnitude of the correction is the magnitude of the aberration divided by its sensitivity. The configurations in the "insensitive" subspace will not be corrected, but the effects of these misalignments will be small enough not to matter. This correction operation is expressed by the pseudo-inverse of J0,given by ox = Vsens Uns z(x), (5) sens where the subscript "sens" refers to truncated matrices formed only from singular vectors in the sensitive subspace. The solution given by Eqn. (5) is regularized in that by ignoring the corrections to the insensitive aberrations it provides a correction of minimum norm. 8 
COMPENSATOR SELECTION
The configuration singular vectors are not simple adjustments consisting of only one configuration parameter. Instead each singular vector may involve all possible parameters. That is, to make the correction of an aberration using Eqn (5) would require making an adjustment on all the n parameters, even though the correction is composed of risen5 independent vectors. However, due to the redundancy of parameters, it is not necessary to use all parameters and it should be possible to make the correction by only utilising sens parameters. The best set of compensators is that whose aberrations form the most linearly independent set within the sensitive subspace of aberrations. This mathematical problem appears often in a wide range of contexts, and is known as subset selection.'4 There are many methods for subset selection, including linear regression,'6 the rank-revealing QR (RRQR) factorisation,17 and using the SVD.'4 We have made use of the SVD method of Golub,'4 acknowledged as the standard method, and an algorithm that is equivalent to the RRQR factorisation of Chan.'7 The latter algorithm is listed in this section as Algorithm 1. Algorithm 1 is described as it applies to selection of compensators. As with the RRQR method we iterate and sequentially find parameters (columns of J0) that are least needed. Starting from the SVD of J0, given by Eqn. (4), the configuration singular vector is found with the smallest singular value (this is the last singular vector, v, ) . The element of with the largest absolute value is the parameter that we can most easily do without, since this is the parameter that is most effectively corrected for (using the complementary part of v71 ). This parameter is eliminated by setting its column of J0 to zero. The procedure for eliminating one parameter from the full matrix can be carried out on the sub-matrix and iterated until we have sens parameters left or until we have reached the desired sensitivity. We refer to the sub-matrix of the Jacobian, consisting of columns corresponding only to the compensators, as icomp.
Performing this method with comp 13 we obtain the compensators that are highlighted as the grey rows in Table 1 . Seven of the 13 compensators are motions of the mirrors and the remaining six are object and image plane motions. The mirror motions consist of 9 and 61 tilts of mirrors M2, M3, and M4, and the zz translation of mirror M4, and the object and image plane motions consist each of the two tilts and Zz translation. The singular values of the matrix icomp, formed from these 13 compensators is compared with the singular values of J0 in Fig. 3 . The close agreement between the singular values indicates that Jcomp 5 addressing almost the same subspace as the sensitive subspace. In addition to the 13 compensators, we also include M2-Lz, the x and y translations of the stop, and the x and y location of the ring-field in the object plane. These extra adjustments allow better control of telecentricity and give a larger tolerance on the base-sphere curvature of the mirror surfaces.
THE CAPTURE RANGE OF MISALIGNMENTS
The ability to make corrections can be expressed by the capture range-the largest misalignment that can be corrected such that the residual aberration is within the alignment tolerance. The residual aberration that remains when making the correction to the aberration field z = J0 x by using only the compensators is given by rcomp Z Jo öXcomp.
The correction is given by öXcomp omp Z, where jt
T is the normal equations inverse of J. The normal equations inverse can be used here since J0 is much better conditioned than J0 (it is equivalent to the SVD pseudo-inverse when all singular vectors are included) . Thus, HrcOmPII 11(1 --icomp omp) oI( lixil = WcompIIXII, (6) where I is the comp X x identity matrix. The norm of the matrix expression in Eqn. (6) is given by its largest singular value,14 denoted here by Wcomp, and which can be computed quite quickly by SVD.
Equation (6) gives an upper bound on how large the residual error can possibly be after correcting a configuration whose magnitude of misalignment is lxii. This upper bound represents the case where all ofthe uncorrected aberration is the most sensitive that it can be, i.e. it is given by the most sensitive singular vector that can not be corrected. A better estimate of the capture range can be found by considering a random configuration Xr for which the elements are unbiased and uncorrelated. The magnitude of Xr 5 distributed uniformly throughout its elements. Since the singular vectors are orthogonal, the magnitude of Xr will be distributed uniformly throughout the singular vectors, so that the expected value of the magnitude of each configuration singular vector in Xr is E(IVTXrI) = IIXrII/V', where n is the dimension of the configuration vector. We then find that the RMS error of the residual aberration is fircompli WcompfIXrII.
(7) Figure 5 . The approximate capture range for misalignment correction as a function of the number of compensators used. The left axis shows the capture range in terms of the size of the misalignment, xtL, in the units specified in Table 1 , while the right axis shows it in terms of the magnitude of the uncorrected aberration.
The capture range is plotted in Fig. 5 as a function of the number of compensators that are allowed in the alignment. The capture range was calculated for each number of compensators by first determining the best set of compensators using subset selection. Next the maximum sensitivity of the residual, comp, was computed from the definition in Eqn. (6) . Finally, the capture range, as defined by Eqn. (8), was calculated. It is seen from Fig. 5 that each time an extra compensator is added the capture range increases by a factor of 1.8, on average. The wavefront error that can be tolerated after alignment was taken to be aIign A/35s/ (A/35 for each scanned image).
It can now be seen from Fig. 5 , that using 13 compensators will align a system that has a magnitude of misalignment of lixil 0.3 units of adjustment by mechanical means (the definition of units of adjustment is given in Table 1 ). If this error was uniformly distributed throughout all the configuration parameters, this would correspond to locating the optical surface to within 53 zm and orienting it to within 0.53 mrad. The capture range achieved by using the 13 compensator motions can be compared with that achieved by using the 13 most sensitive singular vectors. It is found that for comp 13 the capture range of icomp is 0.86 times that of isens ,which shows that this choice of compensators well spans the sensitive subspace. This point is amplified by comparing the singular value decompositions of icomp and J0, shown in Fig. 3 . The fact that the singular values of each are almost identical indicates that they are addressing almost the same subspace.
ALIGNMENT SIMULATIONS
The results of the previous sections analysing the EUV lithography camera were based solely on the approximation that the aberration field depends linearly on the change in configuration. To validate this analysis and to obtain a more accurate characterisation of the system we perform simulated alignments of the optical system, using the ray-tracing program CodeV. '5 The progress of an alignment of a random configuration is shown in Fig. 6 . The alignment simulation was carried out in one case with no measurement noise and another with an aberration measurement noise corresponding to O.02\ RMS wavefront error and 10 nm RMS distortion error at each field point. In both cases the figure of the optics was taken to be exactly as it was for the calculation of the Jacobian. That is, there wasno error in the Jacobian. The initial configuration had a magnitude of 1.02 units of adjustment, and the initial aberration was 40.7 EUV waves (23.5 waves per printed field point). In both simulations the system was brought into specification after the second correction, and further corrections did not improve the aberration field significantly. When there was no measurement noise the final RMS aberration error was IzII//ä = 0.017A, as compared with 0.022A for the design.
The improvement is primarily in the distortion. The decentered solution found by alignment is optimized for the particular scan weightings used here, which predict the reduction in Strehl ratio of the printed image due to the distortion-induced blurring.13 Figure 6 shows that with noisy data, when the alignment gets to the point where the aberration to be corrected is of the same order of magnitude as the measurement error, the magnitude of the correction can be quite large. This implies that at the later iteration steps the alignment requires more regularisation, which can be achieved by eliminating the least sensitive singular vectors from icomp. This regularisation can be estimated by plotting the singular vector components of z and finding where they level off due to noise. 18 To test the validity of the capture range calculation shown in Fig. 5 , capture ranges were determined directly from the CodeV model by finding how far out of alignment each configuration parameter can be such that successful iterative alignment can still be achieved. This was carried out for each parameter in turn, by successively increasing the value of that parameter until the alignment was no longer successful. The results are given in Table 1 . In this table the capture range is defined for misalignment of that parameter alone, given that all others are at the design configuration. Thus the capture range of the system is found from a weighted sum of the full-error capture ranges, such that the squares of the weights sum to unity. Choosing equal weights (1/,J) gives capture ranges of the same order of magnitude as predicted in Fig. 5 . Unequal weightings were used for the simulations described, as listed in Table 1 .
Alignments were carried out on a large number of random misalignments, and it was found that alignment was successful in all of the 200 simulations. Simulations were also carried out with initial misalignments at 1.5 and 3 times the capture range. In these cases the alignment was successful in 91% and 49% of the simulations. These results confirm that the capture ranges of Table 1 are indeed accurate, and the probability of aligning the system decreases as the misalignment increases beyond the capture range.
In another study alignments were carried out with different amounts of measurement noise and error in the figure of the surfaces. Figure 7 shows the magnitude of the residual aberration for various degrees of noise. For each data point 50 alignment simulations were carried out, each one having a different random initial configuration and different random noise. The initial configuration was always generated from distributions with 3cr widths given by the capture ranges and weightings in Table 1 . The plot of the residual aberration versus measurement noise in Fig. 7 (a) shows that the residual error is approximately equal to the quadrature sum of the measurement noise and the aberration error of the noise-free alignment. The dependence of the residual RMS aberration error on figure error is plotted in Fig. 7 (b) . It is found that the alignment actually compensates for a small amount of figure error. At the design configuration x0, the addition of an RMS error of a to each surface gives a wavefront error of 4afig ( each uncorrelated surface contributes a wavefront error of 2afig).
CONCLUSIONS
A method was presented on how to choose the best set of compensators to align a precision optical system. The selection is based on an analysis of the sensitivity matrix of the system, which describes to first order the way the aberrations change for a given change in the configuration of the optical elements. The selected compensators correspond to the sub-matrix of the sensitivity matrix which best addresses the sensitive orthogonal aberrations. The alignment of the system, using these compensators, corrects only the sensitive orthogonal aberrations. The remaining orthogonal aberrations will not be corrected, but their sensitivity is too low to have any effect on the system.
The analysis yields some fundamental characteristics about the imaging system, including how many compensators are required to correct a misalignment of a given magnitude, the dominant aberrations induced by changes in the configuration, and the dependencies between configuration parameters. For example, for the EUV projection optics, it is found that each time an optimally-chosen compensator is added the magnitude of the misalignment that can be corrected is increased on average by a factor of 1.8. With 13 compensators, eight of which are adjustments of the rigid-body motions of the optics, misalignments yielding about 30 waves of aberration per scanned image point can always be reduced to A/50 when there is no measurement noise. Simulations of the alignment of the EUV projection optics show that the procedure is robust to measurement noise and errors in the sensitivity matrix due to imperfect knowledge of the surface figure. The simulations show that to meet the Maréchal criterion (which is still not good enough for production instruments)1 requires wavefront measurements to be made to 0.2 nm RMS, distortion measurements to 10 nm RMS, and optics to be figured to 0.25nm RMS. In this case the image quality of the scanned image will meet the criterion. That is, the distortioninduced blurring is accounted for. Technology improvements are being made at a rapid rate and will provide EUV projection optics of this and even higher quality.
