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ABSTRACT
In this paper, we focus on the use of random projections as a
dimensionality reduction tool for sampled manifolds in high-
dimensional Euclidean spaces. We show that geodesic paths
approximations from nearest neighbors Euclidean distances
are well-preserved by Gaussian projections and we charac-
terize the distribution of geodesic lengths in the reduced di-
mensional point cloud. A stylized application to a real-world
data set of human faces is presented to validate our theoretical
findings.
Index Terms— Smooth manifolds, Geodesic distance,
Random projection
1. INTRODUCTION
With the advent of the digital age and the widespread access
to both efficient communication and storage facilities, we are
now over-flooded with data. A recent report, [1], estimates
the total amount of digital information created in 2006 at a
blazing 161 exabytes, that is 161 · 1018 bytes! Clearly, we
are facing a data landslide and appropriate technology must
be developed to overcome this challenge.
Finding information in large, high-dimensional data sets
is the modern-day example of the “needle in the haystack”.
Very often, though, data sets exhibit some sort of organiza-
tion that can be exploited. In this paper, we target, in particu-
lar, large sets of signals that can be seen as samples of high-
dimensional smooth manifolds embedded in Rd. In these
cases, using the intrinsic differential geometry of the man-
ifold greatly enhances tasks such as classification, recogni-
tion, finding nearest neighbors, etc. Some promising algo-
rithms have been introduced recently to exploit the geome-
try of point clouds [2, 3, 4, 5, 6]. One crucial step in most
of them is to correctly approximate geodesic distances be-
tween distant elements on the basis of nearest neighbor Eu-
clidean distances, usually by means of shortest paths algo-
rithms. However, when the embedding space is very high-
dimensional, evaluating shortest paths on large point clouds
can become numerically daunting. It is thus absolutely vital
to reduce the dimensionality of the point cloud, while ensur-
ing that geodesic distances are preserved.
In this paper, we study the behavior of shortest path ap-
proximations to geodesic distances under dimensionality re-
duction by random projections. Recently, there has been an
increasing interest in understanding how a random embed-
ding would affect the geometrical characteristics of a smooth
manifold, for example, in [7] the authors characterize closed
manifold properties. In this paper, however, we focus on the
properties of point clouds sampled from smooth (not neces-
sarily closed) manifolds and, in particular, we study outcome
of shortest path computations. We show that, under mild as-
sumptions on the underlyingmanifold, the distribution of path
lengths after random projection is sharply distributed around
the true length. Finally, we illustrate our findings by explor-
ing a set of human faces displaying several levels of emo-
tions, showing that approximate geodesic paths between any
two pictures of the same person preserve the correct identity,
i.e the shortest paths very rarely ventures through a wrong
person.
2. THEORY
In this part, we investigate some properties of geodesic dis-
tance and path lengths in the point cloud data after random
projection. In Section 2.1, we prove that if the Euclidean dis-
tance between each pair of projected points is preserved in the
range of (1± ǫ) of its original value, the geodesic distance is
also preserved within the same ratios of its original values un-
der certain conditions on the selection of neighbors. Further-
more, in Section 2.2, we find bounds for the expected value
and variance of the path lengths after projection, assuming
that the projection matrixA has independentN (0, 1
n
) entries.
2.1. Preserved Geodesic Distance Under Projection
Theorem 1 Under an embedding that satisfies the following
inequality for Euclidean distance
(1− ǫ) ≤ d
A(Ax,Ay)
d(x, y)
≤ (1 + ǫ), (1)
the geodesic distances on a modified neighborhood graph
also satisfy
(1− ǫ) ≤ d
A
G(Ax,Ay)
dG(x, y)
≤ (1 + ǫ), (2)
for all points x and y on the manifold, where d(x, y) and
dA(Ax,Ay) are Euclidean distances between x and y in the
original and projected space, respectively, and dG similarly
represents the geodesic distance.
Proof: In the process of computing geodesic distances,
changes in the neighborhood graph may result in different
paths and geodesic distance values in the projected space
compared to the original ones. Thus, we propose a constraint
on the neighborhoods, which is including all the points in the
original K-neighborhood of each point in the selected neigh-
borhood after projection, to preserve geodesic distances. If
path P1 is the shortest path between points i and j in the
original space and path P ′2 is the shortest path between them
in the projected space, we can prove that its length is in the
range of (1 ± ǫ)|P1| (|P1| is the length of P1) when the pro-
posed constraint is satisfied. If P ′1 is the projected P1 and P2
is the original P ′2 then
(1 − ǫ)|P1| ≤ |P ′1| ≤ (1 + ǫ)|P1|
(1− ǫ)|P2| ≤ |P ′2| ≤ (1 + ǫ)|P2|.
Since |P ′2| is the shortest path and it is smaller than |P ′1|,
unless it is within (1±ǫ)|P1|, it should be less than (1−ǫ)|P1|,
so
(1 − ǫ)|P2| ≤ |P ′2| ≤ (1 − ǫ)|P1|
which concludes that |P2| < |P1|1 which is a contradiction
to P1 being the shortest path in the original space. Thus, we
have proved that (1− ǫ)|P1| ≤ |P ′2| ≤ (1 + ǫ)|P1|.
Now, we need to find the condition so that all the points in
the original K-neighborhood are also in the new one. Assume
d1 and d2 are the distances between point i with points j1 and
j2 (i.e. d1 = d(i, j1) and d2 = d(i, j2)) and their projected
values are d′1 and d
′
2, also assume that j1 is in the original
K-neighborhood of i, but j2 is not, and the new neighborhood
includes j2 but not j1 which concludes that
d′1(1− δ1) = d1 ≤ d2 = d′2(1 + δ2)
d′1 ≥ d′2 (3)
where δ1 and δ2 are positive. Moreover, we know that
d1(1 + ǫ) = d
′
1(1− δ1)(1 + ǫ) ≥ d′1
⇒ (1− δ1) ≥ 11+ǫ
⇒ δ1 ≤ ǫ1+ǫ
1There is a possibility that P2 does not exist in the original graph. In this
case, since |P2| < |P1|, the original K-neighborhood selection is not good
enough to find the real shortest path.
and
d2(1 − ǫ) = d′2(1 + δ2)(1 − ǫ) ≤ d′2
⇒ (1 + δ2) ≤ 11−ǫ
⇒ δ2 ≤ ǫ1−ǫ
considering these inequalities and Equation (3) we have
d′1
d′2
≤ 1 + δ2
1− δ1 ≤
1 + ǫ
1− ǫ . (4)
To define the neighborhood in the projected space, we first
compute the K-neighborhood for each point and define d′max
as its maximum distance to the points in its K-neighborhood.
Based on Equation (4), if we also include all the points which
are in the ball of radius 1+ǫ1−ǫd
′
max in the neighborhood, all
the points in the original K-neighborhood are also in the new
neighborhood.
Moreover, to avoid shortcuts in the manifold after the pro-
jection, we need to define a constraint for the condition num-
ber. If τ is the inverse of condition number [8], since we need
the maximum radius of the neighborhood to be less than τ2 , it
should satisfy the following condition
max
i
( max
j∈NK(i)
(dij))
1 + ǫ
1 − ǫ <
τ
2
(5)
whereNK(i) is the K-neighborhood of point i in the original
space. Finally, we proved that if Equations (5) and (1) are
satisfied and we define the neighborhood as explained above,
the geodesic distances satisfy Equation (2).
The Johnson-Lindenstrauss Lemma guarantees that one
can embed p points fromRd intoRq , q ≥ O(ǫ−2 log p), while
satisfying (1). It is also well-known that random embedding
by Gaussian projections satisfy Equation (1) with high prob-
ability, see [9] for more details. Under random projections,
though, our reduced dimensional points, the actual paths, and
their lengths become random variables, and this motivates us
to study their distribution in Section 2.2.
2.2. Path Lengths Variation
In the previous section, we found the maximum perturbation
for estimated geodesic distances which represents the worse
cases. In this section, we investigate some properties of path
lengths distributions by finding the upper and lower bounds of
their expected values and the upper bound of their variances.
2.2.1. Expected Value Of The Path Lengths
Assume A is the n × d projection matrix, and each vi rep-
resents a vector of difference between two points. We have
the following inequality as the upper bound for the expected
value of a path length with edge weights ‖vi‖ , i = 1..P
E
[∑P
i=1 ‖Avi‖
]
=
∑P
i=1 E
[√
‖Avi‖2
]
≤
∑P
i=1
√
E
[
‖Avi‖2
]
=
∑P
i=1 ‖vi‖
(6)
which is concluded from Jensen’s inequality for expected
value and concavity of square root and the fact thatE[‖ATA‖]
= 1.
For the lower bound of this expected value, considering
Markov’s inequality and for arbitrary t, we have
E [‖Avi‖] >
√
(1− t) ‖vi‖2P
[
‖Avi‖2 > (1− t) ‖vi‖2
]
= ‖vi‖
√
1− tP
[
1− ‖Avi‖2‖vi‖2 < t
]
where by normalizing vi, x =
vi
‖vi‖ , we can use the bound on
probability introduced in [10] (Equation (3.1)) as follows
E [‖Avi‖] > ‖vi‖
√
1− tP
[
‖x‖2 − ‖Ax‖2 < t
]
= ‖vi‖
√
1− t
(
1− P
[
‖x‖2 − ‖Ax‖2 ≥ t
])
(7)≥ ‖vi‖
√
1− t(1− e−n t2C1+C2t )
= f (t, n, ‖vi‖) ,
where n is the projected dimension. We would like to show
that, when n grows, E [‖Avi‖] > ‖vi‖ for some t. Thus, let
us take t = n−α with α > 0. This gives :
f (t, n, ‖vi‖) =
√
1− n−α(1− e− n1−2αC1+C2n−α ) ‖vi‖
≈
√
1− n−α(1− e−C3n1−2α) ‖vi‖
that indeed converges to ‖vi‖ when n grows if we further im-
pose α < 1/2. Together with (6), this shows that estimating
the geodesic distances with the projected points becomes un-
biased as n grows.
2.2.2. Variance Of The Path Lengths
For the variance of the path length, similar to previous section,
we have
var
(∑P
i=1 ‖Avi‖
)
= E
[(∑P
i=1 ‖Avi‖
)2]
− E
[∑P
i=1 ‖Avi‖
]2 (8)
≤∑Pi=1 ‖vi‖2 +∑i6=j
√
E
[
‖Avi‖2 . ‖Avj‖2
]
−
(∑P
i=1 maxt f (t, n, ‖vi‖)
)2
where, after expanding, the second sentence is concluded
from the concavity of square root and Jensen’s inequality and
the third sentence is obtained from Equation (7). To find the
exact values in the second sentence, if we assume y = vi
and z = vj , glk for l = 1..n, k = 1..d are independent with
Gaussian distribution, and alk =
1√
n
glk then
E
[
‖Avi‖2 . ‖Avj‖2
]
= 1
n2
E
[(∑n
l=1
∑d
k=1
∑d
m=1 glkglmykym
)
(∑n
l′=1
∑d
k′=1
∑d
m′=1 gl′k′gl′m′zk′zm′
)]
using the linearity, independence of gsr’s, and the fact that
E
[
g2sr
]
= 1 and E
[
g4sr
]
= 3, the following equation is con-
cluded
E
[
‖Avi‖2 . ‖Avj‖2
]
= 2
n
∑
k 6=m ykymzkzm +
∑d
k=1
∑d
k′=1 y
2
kz
2
k′
− 1
n
∑d
k=1 y
2
kz
2
k +
3
n
∑d
k=1 y
2
kz
2
k
= 2
n
< y, z >2 + ‖y‖2 . ‖z‖2
where, combined with Equation (8), we get
var
[∑P
i=1 ‖Avi‖
]
≤∑Pi=1 ‖vi‖2
+
∑
i6=j
√
2
n
< vi, vj >2 + ‖vi‖2 . ‖vj‖2
−
(∑P
i=1 maxt f (t, n, ‖vi‖)
)2
(9)
From the previous section, we know that, as n grows,
f (t, n, ‖vi‖) goes to ‖vi‖ for some t. We also have that :
f (t, n, ‖vi‖) ≤
(
1− e−n t
2
C1+C2t
) ‖vi‖ ≤ ‖vi‖ .
Hence, maxt f (t, n, ‖vi‖) goes to ‖vi‖ and the right hand
side of inequality (9) goes to zero as n increases since the
first two terms cancel the third one. Also, we can analyze the
behavior of the expression in Equation (9) in another way
var
[∑P
i=1 ‖Avi‖
]
≤
√
2
n
+ 1
(∑P
i=1 ‖vi‖
)2
−
(∑P
i=1 maxt f (t, n, ‖vi‖)
)2 (10)
which is concluded from Cauchy-Schwartz inequality, the
fact that
√
2
n
+ 1 > 1 and that
∑P
i=1 ‖vi‖2 is positive. This
upper bound for variance of the path lengths also goes to zero
when n increases.
3. EXPERIMENTAL RESULTS
In this section, we present some experiments on the manifold
of 1271 face images from 11 people with different expres-
sions obtained from the database in [11]. The results show
that most of the shortest paths between these images are pre-
served after random projection. For each image, we have a
feature vector of length 348 representing the appearance pa-
rameters of an active appearance model (AAM) [12] com-
bined with some descriptive measures computed on the face
mask [13]. We project these vectors to 30 dimensions by a
matrix which has independent N (0, 130 ) elements. Then, for
each person iwe compute a path histogram. In this histogram,
the value of bin j is the number of times any point corre-
sponding to person j lies on a shortest path (computed using
10 nearest neighbors) between two points corresponding to
person i. When the shortest path connecting two end points,
which belong to person i, is empty, one of the end points is
counted in the histogram to emphasize on these empty paths.
Since the feature vectors of each person’s expressions are ex-
pected to be closer to each other than to those of the other
persons, we expect that the peak of the histogram of each per-
son belong to the same person. This type of histograms can
be useful for recognition applications. In Fig. 1, we have pre-
sented these histograms for both the original and projected
datasets where the projected histograms are averages of his-
tograms obtained from 10 different projections.
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Fig. 1. The path histograms of 11 people are presented. The
o’s are for original feature vectors and the *’s for the projected
ones.
4. CONCLUSIONS
In this paper, we proved that under projections that pre-
serve Euclidean distances, estimated geodesic distances and
geodesic path lengths are sharply distributed around their
original values. In addition, we characterized the first two
moments of the distribution of these geodesic path lengths
under Gaussian random projections. We numerically studied
some properties of geodesic paths on a dataset of human face
images which validated our theoretical results and which are
motivating some future work on face recognition.
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