Abstract-This paper proposes a fast and robust unscented Kalman filter based decentralized dynamic state estimator (DSE) for power system online monitoring and control. The proposed robust DSE is able to detect, identify, and suppress three types of outliers, namely the observation, innovation, and structural outliers. Observation outliers refer to the received PMU measurements providing unreliable metered values due to gross errors or cyber attacks; innovation outliers are typically caused by impulsive system process noise, whereas structural outliers are induced by incorrect parameters of the generators or its associated controllers, such as exciters and speed governors. To enable the fast estimation of generator states of large-scale power systems in a decentralized manner, two model decoupling approaches are presented and compared. It is shown that the generator decoupling approach presented in this paper achieves higher statistical efficiency than the ones proposed in the literature in the presence of both small and large measurement noise. To detect and distinguish three types of outliers, projection statistics based multiple hypothesis testing approach is proposed. Specifically, three hypotheses corresponding to the occurrence of three types of outliers are assumed by constructing three innovation matrices; these matrices are made up by time-correlated innovation vectors, and/or predicted states, and/or measurements; then projection statistics are applied to each of the innovation matrix and its calculated projection values are checked by a statistical test to validate the assumed hypothesis. The identified outliers are further suppressed by a generalized maximum-likelihood-type estimator. Numerical results carried out on the IEEE 39-bus system demonstrate the effectiveness and robustness of the proposed method.
I. INTRODUCTION
T HE wide-area deployment of phasor measurement units (PMUs) on power transmission grids has made possible the real-time monitoring and control of power system dynamics. However, these functions may not be reliably achieved without the development of a fast and robust dynamic state estimator (DSE). Indeed, the benefits of using a DSE are an improved dynamic security assessment scheme and an enhanced local and global system control, to cite a few.
To enable the implementation of a power system DSE, several types of Kalman filters are advocated, including the extended Kalman filter (EKF), the unscented Kalman filter (UKF), the ensemble Kalman filter (EnKF) [1] - [8] . In [1] - [3] , centralized DSEs using EKF, UKF and EnKF have been proposed. They all require accurate knowledge of the status of each system component as well as the real-time wide-area PMU measurements. Although a global dynamic state estimation may be implemented to achieve global control applications, they may require large computing times that are incompatible for applications in largescale interconnected power systems. This motivates the development of decentralized DSE that is implemented at each local synchronous generator, and therefore, is fast to execute [4] - [8] . In [4] - [6] , EKF-based DSEs are proposed to estimate the state variables of classical and fourth-order synchronous generators. Since the power system can have strong nonlinearities when operating under stressed conditions or subject to severe disturbances, the first-order Taylor series expansion-based EKF may induce large estimation errors. To circumvent this difficulty, UKF-based DSEs are advocated [7] , [8] . Note that the model decoupling approach of [4] - [8] to enable the decentralized implementation of a DSE is achieved by treating metered generator terminal voltage phasors as inputs and real and reactive power injections or current phasors as outputs. On the other hand, although decentralized DSE is faster to execute compared with the centralized approaches, its global measurement redundancy decreases significantly, and as a result, they are more vulnerable to outliers. For a general cyber-physical system that involves dynamic model and measurements, three types of outliers, namely the observation, innovation and structural outliers, are defined in [9] . In power system DSE problem, they are defined specifically as follows: observation outliers refer to the received PMU measurements providing unreliable metered values due to gross errors, cyber attacks, and measurement losses; innovation outliers are typically caused by impulsive system process noise due to unknown disturbances and sudden changes of the model inputs while structural outliers are induced by incorrect parameters of the generators or its associated controllers, such as exciters, speed governors. In the literature [4] - [8] , only observation outliers are considered [8] , where the normalized innovation vector-based statistical test is advocated to detect them. However, the detection threshold of this approach is system-dependent and sensitive to the change of process and measurement noises, which limits its practical value. In addition, this approach may fail to work in presence of innovation or structural outliers.
In this paper, a fast and robust unscented Kalman filter-based decentralized DSE is proposed. Our robust DSE is able to detect, identify, and suppress observation, innovation and structural outliers. To enable the fast and decentralized estimation of generator states of large-scale power systems, two model decoupling approaches are presented and compared. The first one is achieved by treating the metered generator terminal voltage phasors as inputs and the current phasors and frequency as outputs. By contrast, the second one takes measured current phasors as inputs while treating voltage phasors and frequency as outputs. It is shown that the latter one has higher statistical efficiency than the former one in the presence of both small and large measurement noise. To detect and distinguish the three types of outliers, projection statistics-based multiple hypothesis testing approach is proposed. Specifically, three hypotheses corresponding to the occurrence of three types of outliers are tested using three different innovation matrices; these matrices are made up of time-correlated innovation vectors and/or predicted states and/or measurements; then projection statistics are applied to each of the innovation matrix and its calculated projection values are checked via a statistical test to validate the assumed hypothesis. Then, a generalized maximum-likelihood type (GM)-estimator that uses the convex Huber score function is advocated to suppress the identified outliers, yielding robust state estimates. Finally, the estimation error covariance matrix is updated through the total influence function-based approach.
The remainder of the paper is organized as follows. Section II presents the problem formulation. Section III describes the proposed robust DSE and Section IV shows and analyzes the simulation results. Finally, Section V concludes the paper.
II. PROBLEM FORMULATION
Decentralized DSE is implemented at each synchronous generator using local PMU measurements. Consequently, synchronous generator model and measurement functions are derived first. In this paper, the two-axis model with IEEE-DC1A exciter and TGOV1 turbine-governor is considered. It is represented by the following differential and algebraic equations [10] , Differential equations of generator:
Differential equations of IEEE-DC1A exciter:
Differential equations of TGOV1 turbine-governor:
Algebraic equations:
where The above differential and algebraic equations can be put into the following discrete-time state space form:
where (13) and (14) correspond to (1)- (9) and (10) [8] are vulnerable to outliers and do not achieve high statistical efficiency in presence of thick tailed-probability distribution of the measurement noise. This paper will develop a robust DSE to address these problems while satisfying the following constraints: given a limited number of PMUs installed at the terminal bus of each generator, i) decouple the generator from each other to enable the decentralized state estimation and thus make the algorithm suitable for large-scale power system applications; ii) detect, distinguish and suppress three types of outliers; iii) if generator parameter errors occur, locate them in order to perform appropriate model calibration and validation.
III. THE PROPOSED ROBUST DECENTRALIZED DSE
We first present two generator decoupling approaches to enable the decentralized implementation of a DSE. Then, we derive the proposed robust decentralized DSE using multiple hypothesis testing to detect, identify, and suppress the three types of outliers.
A. Generator Model Decoupling Approaches
Once a disturbance takes place at one point of the power system, synchronous generators will response to it. These responses reveal themselves in their terminal voltage or current phasors [8] . In other words, a generator is coupled with the power system at the point of connection, and its interactions with the rest of the system are through the terminal voltage and current phasors. If the generator terminal voltage or current phasors are measured by PMUs, its responses to the disturbance are captured completely and no other system information is required. By doing so, a generator model can be decoupled from the rest of the system from a DSE prospective and its dynamic states can be estimated using only local measurements [8] . Based on the way of treating these measurement pairs, two decoupling approaches can be achieved: A1) taking the metered terminal voltage phasors as inputs and the current phasors and frequency as outputs; A2) taking the metered terminal current phasors as inputs and the voltage phasors and frequency as outputs. It should be noted that at the model decoupling stage the generator terminal real and reactive powers are not taken as model outputs as advocated by several references [4] - [6] . This is due to the fact that gross error on single voltage or current phasor will propagate to both real and reactive powers, causing a smearing effect. On the other hand, as shown by [11] , the terminal real and reactive powers, when measured, enable a better observability of the generator states than either the voltage phasors or the current phasors. Therefore, in this paper if both the voltage phasors and current phasors are not detected as outliers by the proposed multiple hypothesis testing shown in the next section, the terminal real and reactive power will be taken as outputs. Otherwise, if any voltage phasors and current phasors are flagged as outliers, the outputs in the two model decoupling approaches will be preferred. We illustrate the two decoupling approaches A1) and A2) on an interconnected power system with m synchronous generators shown in Fig. 1 , and the ith generator is taken as an example.
A1: Taking the current phasor I i ∠φ i as known inputs and the voltage phasor V i ∠θ i and frequency f i as outputs, we have [
T , the measurement function can be expressed as
where
T is the measurement noise vector. A2: Taking the voltage phasor V i ∠θ i as known inputs and the current phasor I i ∠φ i and frequency f i as outputs, we have
T is the measurement noise vector. Note that if our proposed multiple hypothesis testing method does not flag any voltage phasors and current phasors as outliers, we advocate the use of the terminal real and reactive power as outputs. As a result, z 1 and z 2 of the two decoupling approaches A1) and A2) are rewritten as
T is the measurement noise vector. Therefore, the dynamical system model of the ith generator at the time sample k can be expressed as
where w i k is the system process noise that includes the noise associated with the input vector u i and the model approximation error.
Remark: In a multi-machine power system, a common reference is required to define the voltage and rotor angles. Usually, the angle of the synchronous machine that has the largest installed capacity is used as the reference [10] . Interestingly, North American Electric Reliability Corporation (NERC) has a regulation rule of installing PMUs to monitor and calibrate the machine with the largest generation capacity [12] . Therefore, it is not difficult to obtain the reference angle. On the other hand, although [7] , [13] presented an approach to avoid the definition of the reference angle for decentralized DSE by redefining the i-th rotor angle with α i = δ i − θ i , it may suffer from the following two drawbacks:
r After the dynamic state estimation, the estimated α i of the ith local generator can be used to estimate its internal rotor angle through δ i = α i + θ i . However, θ i is always subject to noise or even gross errors. As a result, the estimate of δ i is biased, which may subsequently deteriorate the performance of the control actions;
r To damp out inter-area oscillations, the knowledge of just a few local generator dynamic state variables may not be sufficient. Coordinated controls are usually required and in this case, the reference angle can be easily defined at the coordination level. Interestingly, this has been implicitly shown in [8] , [14] . Note that inappropriate local controls of inter-area oscillations can produce adverse effects. Based on the above discussions, we conclude that the choice of a reference angle depends on specific applications.
B. The Proposed Robust DSE
The model decoupling approach enables a generator to be decoupled from the rest of the system model, which in turn allows us to rely only on local measurements to estimate the state variables of a generator through (23) and (24). To this end, this paper presents a robust decentralized UKF-based DSE, termed the RDUKFI. Our choice of the UKF as the basic filter is motivated by the fact that it achieves a more balanced performance between computational efficiency and ability to cope with strong system nonlinearities than other filters [15] . The RDUKFI consists of four major steps, namely a batch-mode regression form step, an outlier detection and processing step using multiple hypothesis testing, a robust state estimation step, and a robust error covariance matrix updating step. In the following subsections, we will discuss them in detail. Note that the index i associated with the generator is neglected for simplicity but without loss of generality.
1) Batch-Mode Regression Form:
The main idea of the UKF is to use a set of chosen deterministic sigma points for statistical information propagation. For instance, if a state estimate with mean x k −1|k −1 ∈ R n ×1 and covariance matrix Σ
is given at time step k-1, its statistics can be captured by 2n weighted sigma points defined as [15] 
with weights w j = 1/2n, j = 1, ..., 2n. Then, each sigma point is propagated through the nonlinear system process model (23), yielding the following transformed samples
Then, the predicted state x k |k −1 and its covariance matrix Σ xx k |k −1 are calculated by the weighted sample mean and sample covariance matrix of the transformed sigma points. Formally, we have
To derive the regression model, we will apply statistical linerization [16] , [17] to the nonlinear measurement function around x k |k −1 . The main idea of statistical linerization is to approximate the nonlinear function η = g(x) around x statistically with η = Gx + b + ζ, where G = (P xη ) T (P xx ) −1 ; P xη and P xx are the cross-covariance matrix between x and η, and self-covariance matrix of x, respectively; b = η − G x and η = g( x); ζ is the statistical linerization error. Following these procedures, the statistical linerization of the nonlinear measurement function h(·) around x k |k −1 yields
; ε k is the statistical linearization error term with zero mean and covariance matrix
, where
and
is the predicted measurement vector; z
). Define x k |k −1 = x k + Δ k , where x k is the true state vector; Δ k is the prediction error and E Δ k Δ T k = Σ xx k |k −1 . Then, the equations associated with the state predictions and measurement functions can be reorganized into the following batch-mode regression form:
where I is an identity matrix. It can be further rewritten in a compact form as
and the error covariance matrix of e k is given by
where S k is calculated by the Cholesky decomposition technique.
Note that the state prediction errors of the batch-mode regression form should be uncorrelated before the state estimation. This can be done by pre-multiplying S −1 k on both sides of (28), yielding
which is further organized to the compact form given by
2) Outlier Detection and Processing Using Multiple Hypothesis Testing:
As mentioned before, there are three types of outliers, i.e., observation, innovation and structural outliers. Specifically, observation outliers affect the measurements in z k ; innovation outliers are usually caused by unknown system disturbances reflected in the process noise w k or the incorrect inputs u k ; structural outliers are induced by parameter errors of the generator, exciter, governor, etc. It should be noted that structural outliers will affect all the predicted states in this decentralized scheme-based state estimation due to the strong dependence among each predicted state. On the other hand, if the voltage phasor is taken as input vector and has gross errors, it will trigger the following cascading chain:
, which makes all the the predicted states incorrect, yielding innovation outliers. If the current phasor is taken as input vector and has gross errors, the cascading chain is as follows:
, which makes all the other predicted states incorrect, yielding innovation outliers. Based on the above analysis, it is clear that there are three hypotheses corresponding to each outlier scenario plus one additional hypothesis to determine whether there are outliers or not. Therefore, we need to validate each hypothesis and determine which type of outliers occurs.
First of all, we need to check the following hypothesis:
To this end, we propose to apply the projection statistics (PS) at each measurement sample to a 2-dimensional matrix Z 1 that contains time-correlated samples of the innovations and of the predicted state variables. Specifically, we have
where [9] , [17] : 
where |Π 1 | represents the cardinality of the set Π 1 ; H 1 and H 0 correspond to occurrence of outliers and no outliers, respectively; PS i denotes the ith PS value; τ is determined according to the chi-square distribution at a significance level 97.5%. If H 0 is accepted, the robust regression shown in the next subsection is performed; otherwise, the outlier detection rule is applied and additional procedures are executed to distinguish between them. It is worth pointing out that we can apply the PS to higher dimensional samples, but we found that applying them to 2-dimensional time series data is sufficient to check if the statistical correlations of the innovation vector and the predicted state vector are broken up by outliers. Note that an unnecessary higher dimensional samples will induce more computing burden of the PS algorithm. For any generator with n state variables and m outputs, it is noticed that if the number of bad measurements flagged by the PS is less than m, only observation outliers occur. This is because both innovation and structural outliers will affect all n predicted states, and as a result, all m measurements will be flagged as outliers by the PS. The latter is due to the fact that the predicted states dominate the data of the matrix Z 1 ∈ R (m +n )×2 and if they are wrong, the PS method breaks down, that is, it identifies all the good measurements that are associated with the innovation vectors as outliers. However in the case where all the m measurements are outliers, then all bad measurements will be flagged as outliers as well. Therefore, extra test should be performed to differentiate observation outliers that are in extreme scenario with innovation and structural outliers. To this end, we propose to apply the PS to the matrix Z 2 ∈ R m ×3 that includes 3 dimensional consecutive samples, that is,
where the received measurements z k −2 and z k −1 must be replaced by their corresponding estimated values if they have outliers. Our choice of matrix Z 2 is motivated by two facts: i) when all m measurements are outliers at time instant k, twodimensional consecutive samples are not sufficient to detect outliers due to the lack of redundancy; to address this issue, we propose to include one more dimensional sample, which increases the global redundancy, and thus, the detectability of the outliers; ii) time-correlated measurements are independent from the predicted states and consequently innovation/structural outliers do not affect the detection of observation outliers. Extensive Monte Carlo simulations showed that the PS values calculated from Z 2 follow a chi-square distribution with degree of freedom 3. Let us now define the set Π 2 = {PS i > χ 2 3,0.975 , i = 1, ..., m}. The hypothesis 2 used to distinguish observation outliers with innovation and structural outliers is thus expressed as Hypothesis 2 :
where hypothesis H 1 corresponds to the scenario that all m measurements are outliers while H 0 corresponds to the occurrence of innovation and/or structural outliers. If the hypothesis H 1 is confirmed, we propose to replace all m measurements with their previous estimated values at time instant k − 1. Then, Hypothesis 1 in (35) is tested again and if all newly replaced m measurements are flagged as outliers, the occurrence of innovation and/or structural outliers is double confirmed (note that this indicates the possibility of the occurrence of three types of outliers simultaneously); otherwise, only the extreme outlier scenario associated with the observations presents. To further distinguish innovation and structural outliers, we propose to replace the system inputs u by its estimated values at the previous time instant and obtain new predicted state vector x new k |k −1 , yielding a new matrix Z 3 for outlier detection given by
where z k −1 and z k must be replaced by their estimated values if they were detected as outliers in the former steps. Next, define set Π 3 = {PS i > χ 2 2,0.975 , i = 1, ..., m + n}, the hypothesis 3 used to differentiate innovation and structural outliers is expressed as Hypothesis 3 :
If the hypothesis H 1 is validated, structural outliers exist; otherwise innovation outliers has occurred. After the detection and differentiation of outliers, we propose to process them using the following rules:
r Rule 1: if only observation outliers occur, they are downweighted via the weights given by
where the parameter d is set as 1.5 to yield good statistical efficiency at Gaussian distribution and other thick-tailed non-Gaussian distributions [2] , [17] ; By using our multiple hypothesis testing approach, we are able to distinguish between three types of outliers. If structural outliers occur, additional actions are needed to locate incorrect parameters of the generator, requiring that a model calibration need to be executed. This will be proposed as our future work.
Remark 2: The more types of outliers are present, the more time is required for executing the multiple hypothesis testing rules. However, the computing time is not prohibitively large for our robust DSE as the decentralized scheme enables the outlier detection and processing to be quickly executed at each local generator. This will be shown in the simulation results section.
3) Robust Regression: After the outlier detection and processing, corresponding weights i , i = 1, ..., m + n are assigned to the measurements and the predicted states via (40); then the robust regression is performed by using a robust GMestimator that minimizes the following objective function:
where r S i = r i s i is the standardized residual; r i = y i − a T i x is the residual, where a T i is the ith row vector of the matrix A k ; s = 1.4826 · b m · median i |r i | is the robust scale estimate; b m is a correction factor; ρ(·) is the convex Huber-ρ function [2] .
To minimize (41), the following necessary condition must be satisfied
where ψ (r S i ) = ∂ρ (r S i ) ∂r S i . By dividing and multiplying the standardized residual r S i to both sides of (42) and putting it in a matrix form, we get
where Λ = diag(q (r S i )) and q (r S i ) = ψ (r S i ) r S i . By using the IRLS algorithm [9] , the state estimates at the j iteration can be calculated
where Δ x
4) Update the Error Covariance Matrix:
Following our previous work, the estimation error covariance matrix Σ xx k |k is updated using the total influence function-based approach [2] . Formally, we have
where Q = diag 2 i .
IV. NUMERICAL RESULTS
Extensive simulation results of several scenarios are carried out on the IEEE 39-bus system to test the effectiveness and robustness of the proposed robust DSE. In the case studies, Line 15-16 is tripped at t = 0.5 s to simulate system disturbance. The time-domain simulation results are taken as the true values. The collections of simulated voltage phasor, current phasor and frequency at each generator's terminal bus are treated as PMU measurements. A random Gaussian variable with zero mean and covariance matrix equal to 10 −6 I is assumed for system process noise. The generator model assumed for transient simulation is the detailed two-axis generator model, whose parameter values are taken from [18] . The maximum iteration of the IRLS algorithm is 20. The break point of the Huber cost function is set to 2. The root-mean-squared error (RMSE) of all estimated generator state variables is used as the overall performance index while the estimated rotor angle, rotor speed, d-and q-axis voltages of Generator 5 are taken for illustration due to the limitation of space. When the metered generator terminal voltage phasor is used as model input while the current phasor and frequency are treated as outputs/measurements, the decentralized DSE approach will be called the DUKFV. By contrast, when the metered generator terminal current phasor is used as model input while the voltage phasor and frequency are treated as outputs/measurements, the decentralized DSE approach will be called the DUKFI. Its robust version, which is our proposed robust DSE, will be termed the RDUKFI. The choice of developing a robust version of the DUKFI instead of the DUKFV is motivated by the fact that the former achieves much higher statistical efficiency than the latter in the absence of outliers regardless of the level of measurement noise. This is confirmed by the results shown in Figs. 2 and  3 . In other words, if the DUKFI is made robust against outliers, it will outperform the robust DUKFV in presence of both measurement noise and outliers.
A. Case 1: Sensitivity to Measurement Noise
Measurement noise with different variances is implemented to test the sensitivity of each method. Specifically, normal and large noises are considered; they are assumed to be distributed with zero means and covariance matrices 10 −6 I and 10 −4 I, respectively. The test results are displayed in Figs. 2 and 3 . It can be concluded from these two figures that our RDUKFI outperforms the DUKFV and the DUKFI in presence of both normal and large measurement noises; the DUKFI that uses our model decoupling approach achieves much higher statistical efficiency than the DUKFV. In addition, it is observed that with the increased noise level, all three methods have increased estimation error, which is expected. This is because given certain level of measurement redundancy, any estimator will have increased estimation error with the increase of measurement noise; the higher measurement redundancy, the better capability of an estimator to filter out noise. Nevertheless, our RDUKFI is least sensitive to the increase of noise level among three methods.
B. Case 2: Robustness to Observation Outliers
Due to imperfect phasor synchronization, the saturation of metering current transformers or by metering coupling capacitor voltage transformers (CCVTs), to name a few, gross errors can occur in the PMU measurements [2] , [19] . To test the robustness of three methods to observation outliers, the measured voltage magnitude and angle of Generator 5 is contaminated with 20% error from t = 4 s to t = 6 s. The results are shown in Fig. 4 and its zoomed in version is displayed in Fig. 5 .
We can find that the estimated generator state variables provided by the DUKFV and the DUKFI are significantly biased in the presence of observation outliers due to their lack of robustness. However, our RDUKFI that uses multiple hypothesis testing is able to detect these two observation outliers and bound their influence, yielding excellent tracking performance. Note that during the multiple hypothesis testing process, the test results on hypothesis 1 indicate that 2 observations are flagged as outliers, and consequently the occurrence of only observations outliers is declared. Then, the observation outliers are downweighted and suppressed by the GM-estimator.
C. Case 3: Robustness to Innovation Outliers
The system inputs u can be incorrect due to unknown disturbances or erroneous metered values by PMUs, yielding innovation outliers. To test the robustness of the proposed method to this type of outliers, the system inputs are contaminated with 20% error from t = 2 s to t = 4 s. Comparison results of the DUKFV, the DUKFI and the RDUKFI are displayed in Fig. 6 . This figure is further zoomed in and is shown in Fig. 7 for better illustration. It can be concluded that the DUKFV and the DUKFI are not robust to innovation outliers as they have very large estimation errors. By contrast, in the multiple hypothesis testing process, Hypothesis 1 indicates that all outputs/measurements are flagged by PS as outliers; then Hypothesis 2 is tested and its result indicates the occurrence of innovation and/or structural outliers. After replacing the model inputs by its estimated value at the previous time instant, new predicted state variables are obtained and Hypothesis 3 is then tested. The result confirms the occurrence of innovation outliers. As a result, the newly predicted state variables associated with the measurements are used for robust estimation by the GM-estimator, yielding negligible biased state estimates.
D. Case 4: Robustness to Structural Outliers
Due to aging processes, variations of the machine temperature during its operation, the effect of saturation on generator inductances, etc., the parameters of synchronous generator can change significantly while remaining unknown to the operator of the power plant. In this paper, we consider the case where following a system disturbance, there exist saturations on the inductances of Generator 5 from t = 0.6 s to t = 2.6 s, yielding structural outliers. Note that the saturation level of a synchronous machine does not change instantaneously; in fact, it has an oscillatory behavior for post-disturbances. Thus, to simulate the oscillatory behavior during the saturation period, 20% random errors simulated by Gaussian distribution are added to the d-and q-axis transient reactance. Estimated rotor angle, rotor speed, d-and q-axis voltages of Generator 5 by the DUKFV, the DUKFI and the RDUKFI are displayed in Fig. 8 associated with its zoomed in version shown in Fig. 9 . We observe from this figure that both the DUKFV and the DUKFI yield large biases on the state estimates in the presence of structural outliers. The DUKFV is less sensitive to this type of outliers than the DUKFI and spends less time re-tracking the system true states. By contrast, thanks to the multiple hypothesis testing and the robust GM-estimator, our RDUKFI can bound the influence of the structural outliers, yielding very small biases on the state estimates when outliers occur.
E. Computational Efficiency
The average computing times of the DUKFV, the DUKFI and the RDUKFI for Cases 1-4 in each PMU scan are tabulated in Table. I. All the tests are performed on a PC with Intel Core i5, 2.50 GHz, 8 GB of RAM. It is observed from Table. I that all three methods have comparative computational efficiency and their computing times are much lower than the PMU scan rate, which is 16.7 ms for 60 sample/s. The DUKFI is the most computational efficient approach, followed by the DUKFV. The proposed RDUKFI is the most time consuming approach among them, which is expected as it needs additional multiple hypothesis testing and robust regression procedures. However, these two procedures just impose slight computing burden to the proposed method since the RDUKFI is implemented at each local generator and very fast to execute. A closer look at the computing time of the proposed method under different conditions reveals that it requires more time in Cases 2-4 than in Case 1. This is because more time is required to test multiple hypotheses when outliers occur. In addition, it should be noted that we need to check all the three hypotheses so that innovation and structural outliers can be distinguished while only two hypothesis are required for the detection of observation outliers. Therefore, the computing times of Cases 3 and 4 are larger than that of Case 2. Finally, the proposed RDUKFI is implemented locally and independent of other generators and other system wide-area measurements, it is thus suitable for large-scale power system online applications.
F. Discussion of Practical Industry Application
The proposed robust DSE is implemented at each generator substation using generator dynamic models as well as local PMU measurements. Since generator model and parameters, measurement devices and local computer have been there already, no hardware modification has to be carried out. The only requirement is to add an additional software block at the local computers that performs the dynamic simulation using measured current phasors as inputs and combine their simulation outputs with the measured voltage phasors and frequency for dynamic state estimation. It should be noted that the results of the robust DSE can be used for power system online monitoring, control and protection [13] , [20] , [21] . For example, a recent patent by the vendor ABB demonstrated the value of the DSE for online monitoring [20] . The effectiveness of the DSE assisted adaptive protection scheme has been tested in real system [21] . Thus, although some costs are needed to change the existing code for the DSE implementation, its benefits for system online monitoring, control, and protection are promising.
V. CONCLUSION AND FUTURE WORK
In this paper, a fast RDUKFI-based decentralized DSE is proposed. It is implemented at each local generator and independent of the other generators, system parameters, and thus suitable for large-scale power system online applications. Furthermore, our RDUKFI is able to detect, distinguish and suppress the observation, innovation and structural outliers while achieving high statistical efficiency in presence of both normal and large measurement noise. We propose projection statisticsbased multiple hypothesis testing approach for outlier detection and processing. The identified outliers are suppressed by a generalized maximum-likelihood type (GM)-estimator. Numerical results carried out on the IEEE 39-bus system demonstrate the effectiveness and robustness of the proposed method.
It should be noted that the proposed robust DSE is general in that it can be easily extended to estimate the dynamic states of other power system components, such as dynamic loads, wind generators and various types of higher order exciters. In addition, the 9th-order two-axis model with DC1A exciter is one of the recommended models by IEEE for transient stability analysis [22] . Thus, we believe that our results have practical meanings. The test of the proposed DSE for more detailed generator models will be carried out as future work. Furthermore, the proposed multiple hypothesis testing approach will be extended to locate the specific erroneous parameter values for parameter calibration.
