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Abstract

Ground penetrating radar has been widely used in many applications, such as
archaeological explorations, glacier and ice sheet investigation, sedimentological research, paleolimnology studies, detection and monitoring of below-ground
biological structures, mineral exploration and resource evaluation, building condition assessment, road pavement and bridge deck analysis, and landmine detection. However, the processing and interpretation of the acquired signals remain
challenging tasks.
This dissertation focuses on an automatic classification system for GPR traces
that minimises human intervention. In a GPR survey, particular resonance frequencies arise in wave propagation; therefore, reflected waves from different
buried objects or paths present different electromagnetic characteristics. Inspired
by these observations, three different approaches are proposed for the classification of railway ballast fouling conditions and evaluated on real-world railway
GPR data.
The first approach classifies the buried objects or underground materials by
analysing the frequency spectra of the received GPR signals. The proposed system extracts features from magnitude spectrum using the morphological dilation
and categorizes the features through support vector machines. The experimental
results indicate that the proposed salient spectrum amplitudes are an efficient
representation of ground penetrating radar signals, and the system performs well
XIII

Abstract
in ballast fouling classification. Provided that the training data set is representative of antenna height variations, the system can operate with different antenna
heights.
The second approach, motivated by the fact that GPR signals approximately
resemble the Ricker wave (second-order derivative of Gaussian), decomposes
each GPR trace into elementary waves using a dynamically expanding Gabor
dictionary. The sparse decomposition is used to extract salient features for sparse
representation and classification of GPR signals. It employs an over-complete
Gabor dictionary that is dynamically refined during the sparse decomposition.
Furthermore, the proposed adaptive signal decomposition is very effective for
both signal representation and classification.
The third approach is based on time-frequency analysis. The frequency properties of GPR signals change with time. Hence, a time-frequency representation
is useful to represent GPR signals. This approach utilizes the short time Fourier
transform for GPR signal representation and applies compressed sensing to select
salient frequency components in the high-dimensional feature space as input features to a classifier. The experimental results show that the proposed approach
performs well on real-world railway GPR data.
All the proposed approaches are evaluated on real-world data. The experimental results prove their efficiency in GPR signal representation and discriminative
power for pattern classification using a small number of coefficients.
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Research objectives

This research addresses the problem of radar signal representation and classification. It focuses on analysing ground penetrating radar (GPR) signals and aims
to develop a system that automatically detects and recognises objects from GPR
signatures.
Ground penetrating radar, also known as subsurface radar, surface penetrating
radar, ground probing radar, georadar or earth sounding radar, exploits electromagnetic fields to probe lossy dielectric material. The electromagnetic waves are
reflected where electrical discontinuities occur and detected by the antenna. The
characteristics of the objects are then identified through pseudo-imaging and processing of the received signals [1, 2, 3, 4]. GPR therefore excels in non-destructive
detection of buried objects that are beneath the shallow earth surface or in visually
impenetrable structures.
1

1.2. Research contributions
The objective of this research is to develop an automatic system to recognise
patterns in radar profiles (see Fig. 1.1). In the system, the most important components are feature extraction and pattern recognition. This project aims to address
the following research questions:
1. What are the characteristics of radar signals? How, for example, can signals
reflected from ballast with clay be distinguished from those from ballast
with coal?
2. How can representative features be extracted from the radar signals? How
can features be associated with target patterns? The target can be a specific
object, such as a hole or ice. It can also be the status of the probing field,
such as clean ballast or fouled ballast (ballast with clay or coal).
3. How can a system be designed that is robust for different settings such as
antenna heights?

Radar
profile

Signal
preprocessing

Feature
extraction

Pattern
recognition

Target
description

Figure 1.1: Block diagram of an automatic system for radar signal recognition.

1.2

Research contributions

The main contributions of this research are:
• The development of an automatic classification system to classify ground
penetrating radar signals. Feature extraction and classification are the most
important components. The system automates the entire GPR signal processing and interpretation.
2

1.3. Publications
• The presentation of investigation on an experimental indoor track consisting
of different ballast set up to choose the appropriate GPR antenna frequency.
Several commercial GPR devices from different companies were tested.
• The collection of real world data from an experimental field on a railway
track. Three common types of ballast were used.
• The proposal of three different approaches to effectively represent and classify GPR signals. These approaches are: 1) local maxima from the frequency
spectra, 2) sparse representation, and 3) compressed sensing-based feature
selection.
• The application of cross validation techniques to search optimal parameters
for support vector machines and evaluate the classifier performance. A
majority voting scheme is employed to cope with the situation that occurs
when multiple classifiers are selected by the cross validation.

1.3

Publications

Following is the list of publications based on this PhD research project, which
took place from late March 2009 to February 2013.
• W. Shao, A. Bouzerdoum, and S. L. Phung, “Sparse representation of GPR
traces with application to signal classification,” IEEE Transactions on Geoscience and Remote Sensing, vol. 51, no. 7, pp. 3922–3930, 2013.
• W. Shao, A. Bouzerdoum, S. L. Phung, L. Su, B. Indraratna, and C. Rujikiatkamjorn, “Automatic classification of ground-penetrating-radar signals
for railway-ballast assessment,” IEEE Transactions on Geoscience and Remote
Sensing, vol. 49, no. 10, pp. 3961–3972, 2011.
• W. Shao, A. Bouzerdoum, and S. L. Phung, “Compressed sensing-based
frequency selection for classification of ground penetrating radar signals,”
3

1.4. Thesis structure
in The 37th International Conference on Acoustics, Speech, and Signal Processing,
Kyoto, Japan, 2012, pp. 3377–3380.
• W. Shao, A. Bouzerdoum, and S. L. Phung, “Sparse signal decomposition
for ground penetrating radar,” in 2011 IEEE Radar Conference, Kansas City,
Missouri, 2011, pp. 453–457.
• W. Shao, A. Bouzerdoum, S. L. Phung, L. Su, B. Indraratna, and C. Rujikiatkamjorn, “Automatic classification of GPR signals,” in XIII International
Conference on Ground Penetrating Radar, Lecce, Italy, 2010, pp. 1–6.

1.4

Thesis structure

The thesis is structured as follows:
• Chapter 1 introduces the research project, its objectives, and a summary of
related publications.
• Chapter 2 examines two important aspects in machine learning: feature
extraction and pattern classification. Feature extraction derives useful information from raw signals; pattern classification assigns a pre-defined label
to an input feature.
• Chapter 3 reviews the literature on ground penetrating radar, including
GPR’s history, principles of operation, GPR processing techniques, and applications. It also introduces the data collection for this project, including
the data collection procedures and the data sets.
• Chapter 4 introduces a GPR signal classification system based on magnitude
spectrum and support vector machines for ballast fouling assessment. The
proposed system is designed so that no human intervention is required. It
can automatically extract and select features from GPR railway signals, and
classify the GPR traces.
4

1.4. Thesis structure
• Chapter 5 describes an adaptive approach for signal representation, where
the resonance frequencies are not known and the dictionary is constructed
using Gabor functions. Based on the parameters derived from the sparse
decomposition, salient features are extracted and used to classify GPR traces.
• Chapter 6 proposes a time-frequency analysis approach for classification of
ground penetrating radar signals. Short time Fourier transform is used to
extract features, and compressed sensing is applied to select salient features.
• Chapter 7 summarises the research findings and provides concluding remarks and future directions.

5
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Feature extraction and pattern
classification
Chapter contents
2.1

2.2

2.3

Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.1.1

Variable ranking . . . . . . . . . . . . . . . . . . . . . . . . 10
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Minimal-redundancy-maximal-relevance criterion . . . . . 13

Pattern classification . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1

k-nearest neighbours . . . . . . . . . . . . . . . . . . . . . . 14

2.2.2

Bayes classifier . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.3

Support vector machines . . . . . . . . . . . . . . . . . . . 15

Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Feature extraction and pattern recognition are two important aspects in machine learning. Feature extraction is a process that derives an informative and
optimal set from the original representations of signals [10, 11, 12]. Pattern recognition can be categorized into supervised learning and unsupervised learning based
on learning procedures [13]. In supervised learning problems, it involves assigning a decision function or a class label to an input feature vector using models
generated from a set of training samples with known labels. Cases in which
the output is discrete are called classification problems. In unsupervised learning
problems, the aim is to find inherent patterns (known as clustering) or data dis7

2.1. Feature extraction
tribution (known as density estimation) within the unlabelled data. This research
focuses on the supervised classification problems.
Figure 2.1 shows the training phase and test phase in machine learning. In
the training phase, the raw input variables are used to build a feature extraction
strategy and a predictor or a classifier. In the test phase, the features of the input
are extracted using the strategy developed in the training phase. They are then
sent to the predictor to evaluate the performance. In this chapter, Section 2.1
introduces techniques for feature extraction and Section 2.2 reviews approaches
for pattern classification.

Raw training
data

Feature
construction

Feature
selection

Predictor

Outcomes

Training phase

Test phase
Raw test data

Feature
extraction
strategy

Figure 2.1: Training phase and test phase in machine learning.

2.1

Feature extraction

In machine learning, each object is represented by a set of characteristic measurements called features [14]. This section considers feature extraction to include
feature construction and selection [12]. Feature construction transforms the raw
variables of an object into a feature space. The aim is to find an informative
representation for the object in the new domain. There are no universal features
suitable for every application. Features should be designed based on the specific problems; they can either be quantitative or qualitative [14]. For example, if
the analysis requires both time and frequency information, time-frequency representations are more suitable than the frequency representations. A number of
techniques are available to extract features, such as linear discriminant analysis
[15], principal component analysis [16], hidden Markov model [17], and wavelet
8
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transform [18].
Feature selection searches for an optimal subset of the constructed features;
irrelevant and redundant features may cause degrade classifier’s performance.
Each selected feature should have maximum correlation with the decision function and minimum correlation with other features. The aim of feature selection
is to reduce computational cost, improve predication performance, and facilitate
data analysis [10, 11]. A feature selection method typically consists of four main
steps [19], as shown in Fig. 2.2:
i) generation: selecting feature subset candidate based on a search strategy;
ii) evaluation: calculating the relevance of the feature subset candidate;
iii) stop criterion: providing conditions when generation and evaluation should
stop;
iv) validation: validating the selected subset.

No

Original set

Feature
subset
generation

Evaluation

Stopping criterion

Yes

Validation

Figure 2.2: Feature selection process.
Feature selection algorithms fall into three categories: filters, wrappers and
embedded methods [12]. The filter model selects features based on the correlation coefficients or test statistics of the data. It does not involve any learning
algorithms. The wrapper model differs from the filter model by the way the
feature subset candidate is evaluated. Wrappers assess the selected subset using
a learning machine trained from a given feature subset. The embedded model
integrates the feature subset generation and evaluation into the training process.
A number of techniques for feature selection have been developed including
9
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variable ranking [11], least angle regression [20], Laplacian score [21], minimumredundancy-maximum-relevance [22], and sparse multinomial logistic regression
algorithm with Bayesian regularisation [23].

2.1.1 Variable ranking
Variable ranking is a classic feature selection method because of its simple implementation [11]. It sorts variables in descending order of a scoring function that is
computed from input variables and the corresponding outputs. Common ranking criteria are correlation, single variable classifiers, and information-theoretic
ranking. In the following, these three ranking methods are explained.

2.1.1.1

Correlation and single variable classifier methods

The correlation feature ranking method utilizes the Pearson correlation coefficient,
which is defined as
Pc = p

cov(X, Y)
var(X)var(Y)

,

(2.1)

where X represents the feature, Y is the corresponding output, and cov and var

are the covariance and variance, respectively. Given M training samples xi , yi
(i = 1, . . . , M), where xi ∈ Rn is a feature vector and yi is the corresponding output.
Let xi,k denote the k-th component of xi , the correlation estimate is given by

R(k) = q

PM

i=1 (xi,k

− x̄k )(yi − ȳ)
.
PM
PM
2
2
i=1 (xi,k − x̄k )
i=1 (yi − ȳ)

(2.2)

The single variable classifier method ranks variables based on the prediction
performance [12]. It measures a single variable by constructing a predictor with
this single variable and calculating the predication rate on a validation set.
10

2.1. Feature extraction
2.1.1.2

information-theoretic ranking

The information-theoretic approach assesses single variables using the mutual
information between features and output. Define two random discrete variables:
X representing observations and Y representing the class labels. The entropy of
feature X is calculated as
"
H(X) = Ex log2

#
X
1
=−
P(x) log2 P(x),
P(x)
x

(2.3)

and the entropy of the class distribution is
"
H(Y) = E y log2

#
X
1
=−
P(y) log2 P(y),
P(y)
y

(2.4)

where E is the expectation operator, and P(x) and P(y) are probability mass
functions. For the joint distribution of features and classes, the information is
computed as
H(Y, X) = −

XX
y

x

P(y, x) log2 P(y, x)

(2.5)

where P(y, x) is the joint probability density function. The conditional entropy
H(Y|X) is given by

H(Y|X) = H(Y, X) − H(X) = −

XX
y

x

h
i
P(x) −P(y|x) log2 P(y|x) .

(2.6)

It measures the uncertainty of the variable Y given that X is known. The mutual
information between X and Y, a measure of dependence between variables, is
defined as
MI(Y, X) = H(Y) + H(X) − H(Y, X)
XX
P(y, x)
.
=
P(y, x) log2
P(y)P(x)
y
x

(2.7)
(2.8)
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Figure 2.3 shows the relationships between the entropy, the joint entropy, the
conditional entropy, and the mutual information of two dependants variables X
and Y. The joint entropy H(Y, X) is the union of H(X) and H(Y) (Fig. 2.3b); the
conditional entropy is the difference between the joint entropy and the individual
variable entropy (Fig. 2.3c); and the mutual information is the intersection between
the entropies of X and Y (Fig. 2.3c). The relationships lead to different expressions
for mutual information:
MI(Y, X) = H(Y) − H(Y|X)

(2.9)
(2.10)

= H(X) − H(X|Y).

Equations (2.9) and (2.10) show that the mutual information is the reduction in
the uncertainty of a variable because the other variable is known. In the context of
feature selection, if mutual information is computed between feature distributions
and targets, a larger value of MI indicates that a feature is more important.

H(Y)

H(X)

H(Y,X)

(a) H(X), H(Y)

(b) H(Y, X)

H(Y)

H(X)

H(Y|X)

MI(Y,X)

H(X|Y)

(c) MI(Y, X), H(Y|X), H(X|Y)

Figure 2.3: Relationships between the entropies of X and Y. H(X) and H(Y) are
represented by circles.
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2.1.2 Minimal-redundancy-maximal-relevance criterion

The aim of feature selection is to minimise the classification error. This is equivalent to maximising the dependency between the target class and the data. Let S
be a feature set of n features {Xi }, the maximal dependency is defined as
max D(S, y),

(2.11)

D = MI({Xi , i = 1, . . . , n}, y).

(2.12)

where

Equation (2.11) involves multivariate density calculation, which is difficult to
obtain accurately. Minimal-redundancy-maximal-relevance (mRMR) provides
an alternative to the maximal dependency criterion [22]. The maximal relevance
searches a feature subset S that has the largest dependency on the target class y:
max D(S, y),

(2.13)

1 X
D=
MI(Xi , y).
|S| X ∈S

(2.14)

where

i

The minimal redundancy criterion minimises the redundancy between selected
features:
min R(S),

(2.15)

where
R=

1
|S|2

X

MI(Xi , X j ).

(2.16)

Xi ,X j ∈S

The two criteria can be optimised simultaneously by combining equations (2.13)
and (2.15):
max Φ(D, R), subject to Φ = D − R.

(2.17)
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Providing that one feature is selected at one time, mRMR is equivalent to the
maximal dependency criterion.

2.2

Pattern classification

There are two common approaches in pattern recognition: classification and
clustering. Pattern classification associates an input feature vector with a predefined label. This process is implemented through supervised learning. The
decision is made based on the observations of a training data set. Many methods
are available for pattern classification, such as discriminant analysis [13], decision
trees [24], k-nearest neighbours [13], Bayesian classifier [25], neural networks [26]
and support vector machines [27]. A review follows on the k-nearest neighbour
classifier, Bayes classifier, and SVMs; for Mahalanobis distance classifier, refer to
Section 4.4.5 on page 68.

2.2.1 k-nearest neighbours
The k-nearest neighbour classifier is a supervised learning algorithm based on
sample distances [13, 28]. It classifies a new sample by searching for the closest
training samples in the feature space. The label of the new sample is decided
through majority voting, based on the labels of the k nearest neighbours. Let T
be a training set and x be a test sample. The classification of x follows the steps
below.
1. Specify k, the number of nearest neighbours.
2. Calculate the distance, usually the Euclidean distance, between the test
sample x and all the samples in the training set T.
3. Collect the class labels of the k nearest neighbours.
4. Assign the most frequent class label in the k nearest neighbours to x.
14
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2.2.2 Bayes classifier
Bayes classifier is a probabilistic classifier based on Bayesian decision theory
[24, 28, 29]. Considering M classes ω j , j = 1, 2, · · · , M, their priori probabilities are
denoted by P(ω j ). Given a sample x, the class-conditional probability density for
x is represented by P(x|ω). Based on Bayes’ theorem, the posteriori probability
P(ω j |x) is calculated as
P(ω j |x) =

P(x|ω j ) · P(ω j )
P(x)

(2.18)

where j = 1, 2, . . . , M.
Bayes classifier assumes that the prior probabilities and class-conditional densities are already known. However, this assumption is rarely the case in real-world
applications. Therefore, training samples are used to estimate the prior probabilities and conditional densities.

2.2.3 Support vector machines
Support vector machines have been found to perform well in various practical applications [30, 31, 32]. In SVMs, the decision boundary is obtained from the training data by finding a separating hyperplane that maximizes the margins between
the two classes. This learning strategy is shown to increase the generalization
capability of the classifier. SVMs can be applied to complex non-linear problems
by projecting the data onto a high-dimensional space using kernel methods. For
a detailed review on the mathematical background of SVMs, refer to Section 4.2.3
on page 54.
In the implementation of SVMs, kernels are used to reduce the computational
cost. Among several kernels that have been proposed, there are four common
kernels: linear, polynomial, sigmoid, and radial basis function kernels [30, 33, 34,
35].
15
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• Linear kernel:
H(xi , x j ) = xTi x j .

(2.19)

H(xi , x j ) = (xTi x j + c)d ,

(2.20)

• Polynomial kernel:

where d is the polynomial degree, d ∈ N, and c ≥ 0.
• Sigmoid kernel:
H(xi , x j ) = tanh(γxTi x j + c),

(2.21)

where γ > 0 and c < 0.
• Radial basis function kernel (RBF):
2

H(xi , x j ) = e−γkxi −x j k

(2.22)

where γ is a positive number that controls the radius.
The RBF kernel has been demonstrated to yield good classification performance in
diverse applications [36]. A classification example of SVMs with the RBF kernel is
shown in Fig. 2.4. The thick blue line indicates the non-linear optimal hyperplane
where the decision function is 0. The green line represents the positive margin
where the decision function is +1; the red one is the negative margin where
decision function is −1.
The RBF based SVMs have two tunable parameters: the SVM cost C and
the kernel radius parameter γ. Figures 2.5 and 2.6 show the effects of these
two parameters on SVM decision boundaries. When C is fixed and γ increases,
the decision boundaries (the optimal hyperplane, the positive margin, and the
negative margin) exhibit a stronger non-learn characteristic. When γ is fixed and C
is increased, the margin between positive plane and negative plane decreases, and
more data points are included in the positive and negative marginal boundaries.
16
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positive vector
negative vector
support vector
margin vector
optimal hyperplane
positive margin
negative margin

Figure 2.4: An example of SVM using the RBF kernel. The two parameters of the
RBF kernel are: C = 1 and γ = 0.25.

2.3

Chapter summary

Feature extraction and pattern classification play important roles in machine learning. Feature extraction is aimed at deriving an informative and optimal set from
the original representations of signal and images. It includes construction and
selection. Pattern classification assigns a decision function to an input feature vector. A sophisticated classifier may overcome the deficiency of features; however,
optimal features can improve the classifier’s performance. This chapter reviews
the general process of feature extraction and three classifiers.
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RBF kernel (C = 32, γ = 0.03125)

RBF kernel (C = 32, γ = 0.125)

(a) γ = 2−5 , C = 32

(b) γ = 2−3 , C = 32

RBF kernel (C = 32, γ = 0.5)

RBF kernel (C = 32, γ = 4)

(c) γ = 0.5, C = 32

(d) γ = 4, C = 32

Figure 2.5: Effects of parameter γ on the SVM decision boundaries when C is
fixed.
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RBF kernel (C = 0.25, γ = 0.25)

RBF kernel (C = 0.5, γ = 0.25)

(a) γ = 0.25, C = 0.25

(b) γ = 0.25, C = 0.5

RBF kernel (C = 16, γ = 0.25)

RBF kernel (C = 256, γ = 0.25)

(c) γ = 0.25, C = 16

(d) γ = 0.25, C = 256

Figure 2.6: Effects of parameter C on the SVM decision boundaries when γ is
fixed.
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Ground penetrating radar is a geophysical technique that images the subsurface using electromagnetic signals. It generates and transmits high frequency electromagnetic waves, and receives and stores reflected energy. The non-destructive
21

3.1. GPR: A historical perspective
imaging makes GPR widely used in a number of areas, including archaeology,
sedimentology, glacier and ice sheet investigation, and mineral exploration and
resource evaluation. This chapter provides a brief history of GPR and explains
the principles of GPR, including the GPR components, basic principles of wave
propagation in matter, and GPR survey types, followed by the introduction to
GPR data processing techniques and the review of GPR applications. Then the
data collection for this project is explained.

3.1

GPR: A historical perspective

Ground penetrating radar has been commercialised since the 1970s and became
popular in the 1980s. The embryonic form of GPR, i.e. the use of electromagnetic
signals to detect subsurface objects, has a long history: it can be traced backed to
the 1900s in a German patent.

3.1.1 1900-1950
Although a great deal of research on radio wave propagation was conducted during this period, and the potential for subsurface object detection using radio waves
was suggested, no successful measurement using radio signals was reported [1].
The first description of the use of electromagnetic signals to detect remote metal
objects can be traced to 1904, and was described in a patent granted to Hülsmeyer
[2]. Six years later, Leimbach and Löwy described localisation of buried objects
using electromagnetic signals in their patent. They also presented an alternative
technique in another patent in 1910. In 1911, Löwy extended the detection method
to indicate the depth of buried objects. Similar work was recorded during this
period, mainly in the form of patents [3].
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3.1.2 1950-1980
In 1951, Steenson [37] described the exploration of glaciers using radar techniques.
In 1956, EI-Said [38] introduced a technique for underground water prospecting
in the desert. They used the electromagnetic interference between surface wave
and underground reflected wave from the water layer to estimate the water table
depth. The next study of geological materials sounding using radio frequency
took place between 1958 and 1960 when Waite and Schmidt [39] first reported
indications on radio-wave transparency of thick ice and snow.
From 1960 to 1970, major research activities focused on ice radio echo sounding techniques [1]. In 1960, in the first milestone studies of sub-ice topography
in Antarctica, hidden mountain ranges were revealed by means of radio echo
soundings. Active research groups during this period included Evans [40], Bailey
et al. [41], Bentley [42], and Walford [43].
In the late 1960s, other geologic materials started to draw researchers’ attention.
Salt deposits for example, were investigated by Holser et al. [44], Cook [45],
Thierbach [46], and Unterberger [47]; and coal mines were studied by others
[48, 49]. Research was conducted on other materials including rock formation
[50], desert sand [51], and permafrost [52, 53]. During this period a survey of the
history and development of subsurface radar up to 1976 was also conducted [54].

3.1.3 Post 1980
Although commercial GPR systems became available in the 1970s, they were not
popular until digital data acquisition of GPR systems became possible in the 1980s
[4, 55, 56]. The period 1980 to 1985 saw a downturn for GPR due to uncertainties
of GPR failures as to whether they were caused by equipment or natural material
responses [1]. The advantages and disadvantages of GPR however were becoming
better understood in the mid-1980s. Moreover, the demand for near surface high
resolution mapping in real problems also stimulated the development of GPR.
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In the 1990s, GPR attracted an explosion of interest worldwide. Considerable
papers were produced on the research of sediments which showed the advantages
of GPR as an imaging tool for the shallow subsurface [57]. Strong commercial
success was achieved and research milestones, such as multi-fold data acquisition
and digital data processing, were reached [1]. In the late 1990s, computers pushed
GPR further. Many techniques were realized through the assistance of computers, including numerical modelling of full 3D problems and the management of
considerable digitized data. Neal [4] pointed out that from 1980 to 2001, the number of published research articles on GPR had increased significantly, especially
papers relating to geological applications.

3.2

Principles of GPR operation

There are several types of GPR systems. They are characterised by their approach
to data acquisition, either in time domain or frequency domain. Two common
types of GPR systems are based on impulse radar and continuous-wave radar.
Impulse radar operates in time domain on a single centre frequency and bandwidth, while continuous-wave radar operates in frequency domain at frequencies
over a frequency band [55, 58]. Most commercial GPR systems available in the
markets deploy impulse radar.

3.2.1 GPR system
A GPR system consists of a signal generator (transmitter), transmitting and receiving antennas, and a recording device (receiver). To detect underground objects
using GPR, the transmitter generates an electromagnetic pulse. The electromagnetic wave radiates from the transmitting antenna into the subsurface. If on the
path of the wave propagation there is an object whose electrical properties are
different from those of surrounding materials, part of the wave energy is reflected
back. The reflected energy is detected by the receiving antenna and processed by
24
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the receiver.
The time interval that it takes a wave from the transmitting antenna to the
receiving antenna is referred to as two-way travel time and is usually measured in
nanoseconds (ns). During the measurement, the receiving antenna starts recording after a pulse has left the transmitting antenna and stops when a time window
has elapsed. The recorded pulse sequence is defined as a trace, which is a function
of time. If the amplitude values of a trace are represented by a colour scale or a
grey scale, the trace is called a scan. The point where a trace is detected is called a
station and the horizontal distance between two successive discrete measurement
points is called station spacing or station interval. When successive traces are arranged and displayed side by side, it is called a B-scan, time-distance record or cross
section [59] (see Fig. 3.1 and Fig. 3.2).

← Time/depth

Time−distance record of traces

Distance along surface →

← Time/depth

Time−distance record of scans

Distance along surface →

Figure 3.1: Sequential traces are arranged side by side to form a time-distance
record.
Note that the reflections recorded on a single trace are not simply obtained
vertically beneath the survey point. The electromagnetic wave radiated from
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Figure 3.2: GPR profile B-scan display. The vertical line on the left indicates where
the trace on the right is obtained. See the electronic edition for a color version of
this figure.
the radar antenna propagates in the form of a spherical wavefront [4, 60]. The
reflections can therefore come from any point on the wavefront (see Fig. 3.3).
The reflection on an interface between two mediums has different polarities [61].
Signal propagation from a lower velocity medium to a higher velocity medium
results in positive polarity; the reversed propagation results in negative polarity.

Antenna

Wavefronts

T1
T2

Rays

T3
Figure 3.3: The electromagnetic wave propagates in the form of a spherical wavefront.
In an impulse ground penetrating radar, each antenna operates across a range
of frequencies (system bandwidth) instead of the labelled frequency on the antenna. If the peak power occurs at the centre frequency, fc , the approximate
frequency interval of transmitted signals is [0.5 fc , 1.5 fc ] [55]. The centre frequency
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is in inverse proportion to the pulse period [56]. A 800 MHz antenna for example,
has a centre frequency of 800 MHz and a pulse period of 1.25 ns. Generally the
antenna centre frequency is a main label for impulse GPR systems [58].

3.2.2 Electromagnetic properties
Electromagnetic theory forms the foundation of GPR. Maxwell equations summarise the mutual interaction between time-varying electric fields and magnetic
fields. In mathematics, Maxwell equations are expressed as:
~
∂B
∂t
~
~ = ~J + ∂D
∇×H
∂t
~ =ρ
∇·D
~=−
∇×E

~=0
∇·B

Maxwell-Faraday equation,

(3.1a)

Ampére’s circuital law with Maxwell’s correction,

(3.1b)

Gauss’s law,

(3.1c)

Gauss’s law for magnetism,

(3.1d)

~ is electric field (N/C), H
~ is magnetic field intensity (A/m), ~J is current
where E
~ is electric displacement field, ρ is volume charge density (C/m3 )
density (A/m2 ), D
~ is magnetic field or magnetic flux density (T).
and B
Three material properties: electrical conductivity (σ), dielectric permittivity (ǫ),
and magnetic permeability (µ), dominate the behaviour of electromagnetic wave
propagating in matter. Mathematically, for a linear, homogeneous, isotropic material with no loss or frequency dependence, a materials response to electromagnetic
fields is
~ = ǫE,
~
D

(3.2a)

~ = µH,
~
B

(3.2b)

~J = σE.
~

(3.2c)

Note that nearly all materials in the natural world are not linear to some extent.
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Table 3.1 summarises the electrical properties of some common geologic materials.

3.2.2.1

Permittivity ǫ

Complex permittivity is a characteristic that describes a material’s ability to store
(real component) or dissipate (imaginary component) electromagnetic potential
energy in the form of an electric charge [4]. That is, permittivity presents the
capacity of a material to transit an electric field. Usually, the permittivity of
a material is given as a constant relative to that of free space, namely relative
permittivity (ǫr )
ǫr =

ǫ
,
ǫ0

where ǫ is the permittivity of the material and ǫ0 is the permittivity of free space,
ǫ0 = 8.854187817 × 10−12 F/m.
In the real world, the permittivity of subsurface materials may vary considerably from one to the other. For low-loss materials, the velocity v of an electromagnetic wave travelling in them can be considered as a function of the speed of
light in free space and the medium’s relative dielectric permittivity [4]:
c0
v= √ ,
ǫr
where c0 is the speed of light in free space, c0 = 2.99792458 × 108 m/s.
3.2.2.2

Conductivity σ

Conductivity quantifies the ability of a material to convey electric charges on
application of an applied electric field. At low frequencies, the charges respond
instantaneously and are in phase with the electric field [58]. Therefore, the conductivity is represented by a real static value. At higher frequencies, charge
movement may not be complete to balance the applied field before the field varies,
28
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Table 3.1: Electrical properties of common geologic materials, measured at 80-120 MHz [2, 4, 62, 63, 64].
Material
Relative dielectric permittivity Electrical conductivity Attenuation
ǫr
σr mS/m
dB/m
Air
1
≈0
0
Fresh water
80-81
0.5
0.1
Sea water
80
30000
1000
Bedrock
4-6
10−5 -40
7 × 10−6−24
Dry clay
2-6
10-50
Wet clay
5-40
2-1000
20-100
Dry coal
3.5
1-10
Wet coal
8
2-20
Ice
3-4
0.01
0.1-30
Dry sand
3-5
0.01
0.01-1
Saturated sand
20-30
0.1-10
0.5-5
Dry soil clay
4-10
0.3-3
Wet soil clay
10-30
5-50
Dry clean ballast
3.0
Wet clean ballast (5% water in volume)
3.5
Saturated clean ballast
26.9
Dry spent ballast
4.3
Wet spent ballast (5% water in volume)
7.8
Saturated spent ballast
38.5
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which produces a lag [4, 58]. Thus the conductivity is described by a complex
value whereby the imaginary component refers to the out-of-phase component
of the conduction current. The out-of-phase component usually increases with
frequency and enhances the energy storage effect of permittivity. With respect to
the frequencies that most GPR systems operate on, the imaginary component of
conductivity is usually ignored [58].

3.2.2.3

Permeability µ

Permeability, as the magnetic equivalent of dielectric permittivity, determines
the ease with which magnetic flux is established in the presence of an applied
magnetic field. In most circumstances, such as iron-free subsurface materials, the
magnetic effect of materials is insignificant [55, 58]. Moreover, most materials have
relative permeability that is close to 1 [65]. The absolute permeability therefore
can be simplified to the free-space value, µ0 , of 4π × 10−6 H/m.

3.2.3 Wave propagation
When an electromagnetic wave passes through a boundary where the contrast
of dielectric properties exists, the wave energy will change the direction and
character of travel [60]. This phenomenon is called scattering. Scattering consists
of four main types: specular reflection scattering, refraction scattering, diffraction
scattering, and resonant scattering [59, 60].
Figure 3.4 depicts the signal paths between a transmitting antenna and a receiving antenna in the form of rays. It is clear that reflected signals from subsurface
reflector are not the only signals recorded by the receiving antenna. Direct air
wave is the first pulse to arrive, followed by ground waves. If reflections from
shallow objects approach the ground surface at the critical angle, the refractions
will be detected by the receiving antenna.
If there are two similar path lengths from two different objects, it may cause
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Receiving antenna

Transmitting antenna
Direct air wave

T

R

Direct ground wave

Critical angle șc
Transmitted signal
Reflected signal

Critically refracted wave

Subsurface reflector

Figure 3.4: Ray paths between a transmitting antenna and a receiving antenna.
Adapted from [4] and [58].
reflected signals to overlap when the difference is smaller than half the pulse
width multiplied by the velocity [58].
Transmitting antenna

Receiving antenna

T

R

Path 2
Path 1

Figure 3.5: Reflected signals will be overlapped when the difference between two
different ray paths is sufficiently small [58].
Analysing approximation of average wave velocity in matter is an efficient
way to interpret GPR profiles. The velocity of wave propagation in any medium
is given by
v=

c0
µr ǫr
2

1

{[(1 + P2 ) + 1] + 1} 2

,

(3.3)
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where P is defined as loss factor and ω is angular frequency:

P=

σ
,
ωǫ

(3.4)

ω = 2π f rad/s.

(3.5)

During propagation, the wave amplitude (A) decays exponentially along the
travelling distance:
A = A0 e−αz ,

(3.6)

where A0 is the initial amplitude, α is the attenuation constant, and z is the
distance. For low-loss materials, α is frequency independent and is computed as
σ
α=
2

r

µ
.
ǫ

(3.7)

3.2.4 Survey types
There are three main types of reflection survey according to the way antennas
are deployed: common offset (Fig. 3.6a), common midpoint, and wide-angle reflection and refraction (WARR) [4, 55, 58]. In common offset surveys, the radar
deploys a transmitting antenna and a receiving antenna with a fixed spacing
(antenna separation) between them. The orientation of these two antennas is predetermined as well. Along the survey direction, measurements are made at
consistent intervals. This results in a two-dimensional pseudo-image of the earth,
which maps subsurface reflectivity versus spatial position. Common-offset is the
most frequently used in practice [4].
In the common midpoint type, the transmitting antenna and receiving antenna
are towed away from each other at constant intervals (Fig. 3.6b). WARR is similar
to common midpoint. The difference is that either the transmitting antenna or the
receiving antenna is fixed; the other antenna is drawn away.
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Figure 3.6: Common offset and common midpoint reflection surveys.

3.3

GPR data processing techniques

With GPR data processing, the general objective is to enhance the 2-D timedistance record so that it can be interpreted by a human operator [2]. The initial
step in GPR processing is “dewow”. Dewow removes low-frequency components
from raw data and reduces the mean of each trace to near zero levels [2, 55, 58, 66].
These low-frequency components are usually noises caused by inductive effects
or system dynamic-range limitations.
The next step is to choose a time varying gain for the raw GPR data and apply
filtering techniques. Time varying gain is applied to compensate for the atten33
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uation due to medium absorption, signal dispersion and spherical divergence
[2, 67]. Filtering improves the signal to clutter ratio and visual quality of the
radar data [2, 55, 58]. There are two basic types of filtering: temporal filtering and
spatial filtering. The temporal filtering, such as simple mean, low-pass filter and
high-pass filters, is applied on one trace. The spatial filtering is performed across
a number of traces, such as simple running average, average subtraction, spatial
low-pass and high-pass filters.
Besides filtering, other techniques are available such as de-convolution and
migration. De-convolution tends to remove the source wavelet effect but seldom
is of benefit [58, 66]. Migration is normally the final step of GPR processing.
Because the electromagnetic wave propagates into the subsurface in the form
of a sphere, the depth of reflectors may be distorted. Migration is applied to
correct this effect [55, 56, 58]. The migration process however, requires a good
understanding of subsurface wave velocity and is not good with complex and
heterogeneous fields.
After processing, the data are usually visually interpreted by a human operator by identifying reflections, picking certain events or calculating depth. The
interpretation can be performed either in 2-D time-distance record or 3-D GPR
display. Additional tools, such as pattern recognition, trace attribute analysis and
numerical modelling, may be used.

3.4

GPR applications

Due to its ability for non-destructive detection of buried objects and its mobility, GPR has been applied to a vast range of areas including biomonitoring, soil
surveys, underground water resource research, aeolian dune research, coastal investigation, glacier and ice sheet investigation, and traffic infrastructure surveys.
Table 3.2 lists a wide but non-exhaustive range of GPR applications.
Landmine detection using GPR is an active research area. Numerous GPR sys34

Archaeology

Earth science

Civil engineering
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Landmine detection
Forensic science
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Environmental engineering

Table 3.2: GPR applications.
Detection of voids and crypts [68]
Location of buried structures, graves and post-holes [69]
Structure mapping for pre-excavation [70]
Facilitating description of fluvial deposits [71]
Glacier and ice sheet investigation [72]
Imaging erosional and depositional surfaces of coastal environment [58]
Imaging sedimentary structures and dune stratigraphy [73]
Lake and riverbed sediment mapping [74]
Mineral exploration and resource evaluation [75]
Peatland investigation [76]
Water table detection and monitoring [77]
Airfield-related surveying [78]
Bridge deck analysis [79]
Building condition assessment [80]
Evaluation of reinforced concrete [81]
Location of reinforcement in concrete, pipes and cables [82]
Mapping traffic infrastructure [83]
Tunnel linings [84]
Pipes and cable detection [85]
Rail track and bed inspection [86]
Road pavement analysis [87]
Void detection [88]
Contaminant investigation [58]
Detection and monitoring of below-ground biological structures [89]
Groundwater investigations [90]
Landfill investigations [91]
Detection of buried anti-personnel and anti-tank mines [92]
Location of buried targets, such as bodies and bullion [93]
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tems and algorithms have been developed. Feng and Sato developed a steppedfrequency continuous-wave array antenna GPR system for landmine detection
[94]. The pre-stack migration technique is applied to improve signal to clutter ratio
and reconstruct the landmine image. Sun and Li proposed a landmine detection
approach using forward-looking GPR [95]. Their method utilizes features from
wavelet packet transform and neural network classifiers. Zhu and Collins applied
two features (estimation of diagonal/antidiagonal strength and polynomial fitting)
using the Wichmann/Niitek GPR [96]. Savelyev et al. proposed time-frequency
features extracted from effective Wigner distribution for GPR landmine discrimination [97]. Missaoui et al. presented a multistream discrete hidden Markov
model for landmine detection using GPR [98]. Their approach includes stream
relevance weights.
Ground penetrating radar also plays an important role in geophysics. Overmeeren analysed typical examples of radar pattern from sedimentary environments, including glacial, aeolian, fluvial, lacustrine and marine, in the Netherlands [99]. Birken an Versteeg used four-dimensional GPR surveys to investigate
subsurface fluid flow [100]. Nobes et al. studied fluvial geomorphic units using
GPR signals from floodplains on the lower Tuross River, NSW, Australia [73].
Bristow and Jol reviewed advances of GPR applications in sediments [57] and
provided practical advice on data collection, basic processing and interpretation
[101]. Galagedara analysed the GPR direct ground wave method for the measurement of soil water content variation [102]. Jordan et al. combined two GPR
data acquisition methods (common offset and common midpoint) to improve the
detection of nonaqueous phase liquid [103].
Di et al. proposed a GPR inversion technique that takes the wave field attenuation into account [104]. They argued that the inversion helps to determine
the materials in underground cavities. Ranalli et al. examined structural defect
detection on road pavements using GPR quantitative analysis [105]. Hu et al. applied GPR to investigate reclaimed soil moisture [106]. Galley et al. investigated
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characteristics of GPR signals from snow, sea ice and river ice using two different antenna frequencies 250 MHz and 1 GHz [107]. Denis proposed a method
to identify fractures and flakes in sandstone [108]. Their approach is based on
Monte-Carlo simulations and statistical analysis.

Among traffic infrastructure GPR surveys, the applications in railway such
as ballast surveys and geotechnical investigations have grown rapidly in recent
times [58]. A challenging problem in railway surveys is that the environmental
conditions are complex so it is difficult to obtain GPR profiles of good quality. After
obtaining GPR profiles, another challenge is how to distinguish and interpret the
GPR signals.

Gallagher et al. applied time-domain GPR to valuation of railway track ballast
[109]. Kantor et al. presented an automatic railway classification method using
laser light stripe and GPR [110]. Clark et al. analysed the dielectric properties of
railway track ballast using ground penetrating radar through laboratory experiments [64]. They conclude that there are clear distinctions in dielectric properties
between wet and dry, and clean and spent ballast.

Olhoeft examined the challenges in a GPR survey on the railway, such as the
depth of investigation, required resolution, operation environment, and antenna
height [111]. Eriksen discussed the benefits of GPR to the trackbed management
[112]. Al-Qadi et al. applied short-time Fourier transform to extract ballast fouling
condition over depth from GPR data [113]. Zhang et al. reviewed a number of
GPR applications to trackbed maintenance and problem identification, including
ballast layer mapping, moisture detection, asset identification and ballast fouling
evaluation [114]. They have shown that GPR is an effective tool for trackbed
monitoring.
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3.5

Data collection for this project

Experiments were conducted on two GPR data sets: one was collected from Wind
Islands, Antarctica [115], and the other was collected from railway at Wollongong,
Australia. The Windmill Islands data were obtained from the Australian Antarctic
Data Centre (IDN Node AMD/AU), Australian Antarctic Division, Commonwealth
of Australia. The Wollongong railway GPR data were collected as part of the Rail
CRC-AT5 project, sponsored by CRC for Rail Innovation.
The Windmill Islands data set was collected from the Antarctic rocky islands
[115]. It comprises GPR signals from three different surveys: Old Casey road GPR
survey, Loken Moraine GPR survey, and Wilkes GPR survey. The Old Casey road
survey was aimed at imaging the bedrock height and examining road materials
placed in previous years. The Loken Moraine GPR survey was conducted to
probe the structures related to moraines development. The Wilkes GPR survey
targeted cultural features for waste management. Various GPRs were used in the
surveys with different antenna frequencies.
For the railway GPR data collection, two experimental fields were constructed
in this project. The indoor one was built at the University of Wollongong for
preliminary test; the other one is outdoor at the railway station in Wollongong,
NSW, Australia. These two fields are introduced in Section 3.5.1 and Section 3.5.2,
respectively.

3.5.1 Indoor railway experimental field
The indoor prototype railway was designed and built by Lijun Su and his colleagues. The experimental field was set up in a cubic box made of plywood
that does not yield strong GPR reflections. The box inside was 476 cm in length,
348 cm in width and 79 cm in height. Along the longitudinal direction, there were
nine sections of ballast with different fouling materials: three coal fouled sections,
three sandy clay fouled sections, one ballast breakdown fouled section and two
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clean ballast sections (see Fig. 3.7a). Along the vertical direction, there were three
layers from bottom to top: a subgrade layer made of clayey sand (sandy clay),
a capping layer made of road base, and a ballast layer (see Fig. 3.7b). Radar
detectable geo-textile was embedded under the ballast of cross line 1 to highlight
the interface between the ballast and the capping layer. Figure 3.8 shows two
scenes during construction and Fig. 3.9 shows four scenes for data collection.

Cross line 3

Cross line 2

Cross line 1

10% coal 25% coal

25%
breakdown
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25% clay clay Clean 50% clay Clean 50% coal
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Figure 3.7: Indoor railway experimental field: (a) top view; (b) cross-section.

Different GPR systems from different companies were evaluated in the preliminary experiments. Based on the results, the GPR system from MALÅ Geoscience
was selected for data acquisition in the outdoor experiments. The preliminary
results also showed that the time-distance records from 800 MHz antenna were
clearer than those from 1.2 GHz antenna. Therefore, our surveys mainly used the
MALÅ 800 MHz antenna.
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(a)

(b)

Figure 3.8: Construction of indoor railway experimental field: (a) spreading of
coal dusts; (b) compacting the fouled ballast. These photos are courtesy of Lijun
Su.

3.5.2 Wollongong railway data set
The outdoor railway surveys were conducted along an existing railway track at
Wollongong station in New South Wales, Australia. The experimental track used
was parallel to several tracks that were in service. Considering the time and cost,
we used three railtrack sections with known ground truth for ballast condition
assessment. Each section had a length of 2.0 m and a depth of 0.55 m; the width
was equivalent to the existing ballast width. We excavated the long-standing
ballast from these sections, then filled them with different types of ballast that
were pre-mixed. Each section contained only one type of ballast. The sleepers
were not reinstalled and the rails remained untouched.
To analyse the most common ballast fouling conditions, three ballast types
were considered: clean, 50% clay fouling, and 50% coal fouling. Here, the fouling
material was measured using relative ballast fouling ratio. The ballast fouling
ratio represents the proportion of fouling particles to ballast particles [116]. Compared to the traditional fouling index and percentage void contamination, the
relative ballast fouling ratio can reveal the effect introduced by specific gravity
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(a)

(b)

(c)

(d)

Figure 3.9: Indoor GPR railway experiments with (a) 800 MHz antenna; (b)
2.3 GHz antenna; (c) and (d) the GPR data collection system. The photos (a) and
(b) are courtesy of Lijun Su.
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and gradation of fouling materials.
Figure 3.10 shows the data collection equipment and the railway track where
the experiments were conducted and Fig. 3.11 displays a small portion of the
B-scan of this track. The parameters of the ground penetrating radar used in the
experiments are listed in Table 3.3. Note that the bandwidth is approximately
equal to the centre frequency (antenna frequency).
Table 3.3: Radar parameter configurations for 800 MHz antenna used in the
surveys.
Antenna height (mm) Sampling frequency (MHz)
16477
200
20401
25201
30601
16477
300
20401
25201
30601
400
20401
The Wollongong railway data set consists of two parts: one collected under
dry ground condition and the other gathered under wet condition.
• The dry ground data samples were acquired during sunny weather conditions; the materials filled in the three sections were also dry. Two antennas
of centre frequencies 800 MHz and 1.2 GHz from MALÅ Geoscience were
deployed, each at two different heights: 200 mm and 300 mm. The antenna
elevations can prevent collision of the ground penetrating radar with a variety of devices along the railway. Different GPR configuration parameters,
including antenna height, time window and sampling frequency, were utilized. Twenty-four GPR profiles were collected with the antenna frequency
of 800 MHz and 12 profiles with 1.2 GHz. Each profile contains the GPR
signals for an entire section (50% clay, clean or 50% coal).
• The wet ground data set was obtained under cloudy weather conditions;
heavy rains from the previous night saturated the materials. Only the
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antenna of centre frequency 800 MHz was used. All radar profiles shared
the same GPR configuration parameters. The antenna height was lifted to
400 mm to avoid obstacles along the railway track.
A summary of the Wollongong railway data set using 800 MHz antenna is
presented in Table 3.4. This data set, namely the combined 800 MHz data set, can
be divided into three subsets based on the antenna heights: 800 MHz-200 mm
data subset, 800 MHz-300 mm data subset, and 800 MHz-400 mm data subset.
Each data subset consists of GPR traces from three different types of ballast.
Table 3.4: Numbers of available traces in combined 800 MHz data set.
Condition
Dry
Wet
Antenna height 200 mm 300 mm 400 mm
Section clay
469
470
745
Section clean
477
478
642
Section coal
436
438
705
Total
1382
1386
2092

3.6

Chapter summary

Ground penetrating radar is a non-destructive imaging tool for subsurface. It has
been widely used in a number of areas including archaeology, mineral exploration
and landmine detection. This chapter presented a historical review of GPR, its
operational principles, data processing techniques, and fields in which GPR has
been deployed. It also explained the data sets used in this research. An indoor
railway experimental field was built for preliminary tests, and an outdoor field
was constructed on an existing railway track for real-world data collection. A GPR
data set from the Antarctic rocky islands was also obtained from the Australian
Antarctic Data Centre.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.10: Wollongong railway data collection: (a) data collection field; (b)
an existing railway track used for GPR data collection; (c) GPR data collection
system; (d) GPR antenna; (e) and (f) data collection in progress.
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Distance

Figure 3.11: Part of the B-scan along the entire existing railway track where the
experimental fields were set up. No processing is applied.
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4.1. Introduction
Ground penetrating radar has been widely used in many applications. However, the processing and interpretation of the acquired signals remain challenging
tasks since an experienced user is required to manage the entire operation. In this
chapter, we present an automatic classification system to assess railway ballast
conditions. It is based on the extraction of magnitude spectra at salient frequencies
and their classification using support vector machines. The system is evaluated
on real-world railway GPR data. The experimental results show that the proposed
method efficiently represents the GPR signal using a small number of coefficients,
and achieves a high classification rate when distinguishing ground penetrating
radar signals reflected by ballast of different conditions.

4.1

Introduction

Ground penetrating radar (GPR), sometimes called subsurface radar, ground
probing radar, georadar or earth sounding radar, exploits electromagnetic fields
to probe lossy dielectric materials [1, 2, 3, 4]. It can non-destructively detect
buried objects beneath the shallow earth surface (less than 50 m) or in a visually
impenetrable structure, such as walls and concrete floors. GPR has attracted
considerable interest in many areas, such as archaeology [69], road construction
[108], glacier and ice sheet investigation [72], and mineral exploration and resource
evaluation [75].
As a cost-effective and environment-friendly means of transportation, railway
plays an important role in daily life. A railway structure typically consists of
steel rails, fastening system, sleepers, ballast, subballast and subgrade [86]. The
transverse section of a railway is given in Fig. 4.1. The ballast is an essential
component for proper railway functioning. To ensure safety, regular inspection of
rail tracks must be conducted. Traditionally, track investigation involves drilling
to collect ballast samples from the railway sites. The ballast samples are then
sent to a laboratory for assessment, which involves fouling index measurement.
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Finally, maintenance actions are determined based on the evaluation results. The
entire procedure is labor-intensive and time-consuming. Thus, the rail industry
is searching for new and more cost-effective approaches. As a non-destructive
detection tool, ground penetrating radar has attracted great interest in railway
ballast evaluation in recent years [117].
Rail

Fastening system
Sleeper
Ballast
Placed soil (fill)
Natural ground (formation)

Clean ballast
Mostly clean ballast
Fouled ballast or subballast
Subgrade

Figure 4.1: Railway structure [86, 118].

Despite its commercial success, GPR still faces various fundamental problems.
Specifically, processing and interpreting radar profiles are still challenging tasks
[56, 58]. In addition to traditional GPR processing techniques, such as dewow
and filtering, researchers have employed various signal processing techniques
to aid the GPR signal analysis and interpretation [2, 58, 119]. For example, AlQadi et al. proposed a time-frequency approach to evaluate GPR data for railway
ballast assessment [86]. Their approach utilizes the short-time Fourier transform
(STFT). Sinha et al. presented a new method for time-frequency map computation
for non-stationary signals [120]. Their approach utilizes the continuous wavelet
transform (CWT). Experiments on seismic data show that the CWT approach can
be used to detect frequency shadows and subtle stratigraphic features. Fujimoto
and Nonami suggested a mine detection algorithm based on statistical features,
such as Student’s t-distribution and chi-square distribution [121]. Their algorithm
was shown to improve the probability of detection and decrease the probability of
false alarm. Zoubir et al. compared a number of landmine detection techniques,
such as Kalman filtering, background subtraction, matched filter de-convolution,
wavelet packet decomposition and trimmed average power [119]. They evaluated
49

4.2. Proposed approach
the techniques using receiver operating characteristic curves and computation
time. The Kalman filtering approach was found to outperform other methods
on detection rate, but it has the highest computational cost. The aforementioned
studies mainly focus on improving visualization and clarity of GPR signals, and
human intervention is still required to interpret the processed signals, which may
introduce subjectivity and user-dependency into data analysis.
In a GPR survey, because particular resonance frequencies arise in wave propagation, reflected waves from different buried objects or paths present different
electromagnetic characteristics. Hence, it is possible to classify the buried objects
or underground materials by analyzing the frequency spectra of the received GPR
signals. Motivated by this observation, we propose a GPR signal classification
system based on magnitude spectrum and support vector machines (SVMs) for
ballast fouling assessment. The proposed system is designed so that no human
intervention is required. It can automatically extract and select features from GPR
railway signals, and classify the GPR traces.
The remainder of the chapter is organized as follows. In Section 4.2, the
proposed classification system is introduced. In Section 4.3, the experimental
methods and system implementation are explained. The experimental results are
presented in Section 4.4, followed by some concluding remarks in Section 4.5.

4.2

Proposed approach

Since the GPR device can be mounted on a train, it is possible to conduct a
continuous survey without interruption. With GPS devices and signal processing
techniques, maintenance decisions can be made on site. A challenging task is how
to interpret the GPR signals and assess the ballast condition automatically. In this
section, we present the proposed approach for ballast fouling classification. For
an overview of the GPR system, refer to Section 3.2.1 on page 24.
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4.2.1 GPR trace classification system
Because the frequency spectrum of the GPR return reveals the characteristics of the
materials on the electromagnetic wave path, we propose to use frequency features
to automatically categorize ballast fouling conditions. Three traces from different fouling ballast are shown in Fig. 4.2, including their time-domain waveforms
(Fig. 4.2a) and magnitude spectra (Fig. 4.2b). It is observed that the traces from
ballast of different fouling conditions have different magnitude spectra. For example, the peak in the magnitude spectrum of the 50% clay is lower than the other
two. In the frequency rage of 800 MHz to 1200 MHz, the magnitude spectrum of
the 50% coal decays more rapidly than that of the clean ballast.
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Figure 4.2: Three traces from the railway data set. From top to bottom, they
are from 50% clay ballast, clean ballast and 50% coal ballast, respectively. (a)
Time-domain waveforms. (b) Frequency magnitude spectra.

The proposed automatic classification system includes three main stages: preprocessing, feature extraction, and classification. The system block diagram is
shown in Fig. 4.3. When a GPR signal is received, salient features are extracted
from it automatically, and then sent to a pre-trained classifier for assessment of
the railway ballast condition.
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GPR traces

Preprocessing

Feature
extraction

Classification

Output
(railway ballast
conditions)

Figure 4.3: Block diagram of the proposed automatic classification system.

4.2.2 Pre-processing and feature extraction
The pre-processing stage employs basic signal processing techniques, including
DC component removal, re-sampling and time shifting, to reduce the intrinsic
interferences introduced by the GPR and ensure the sampling rate consistency of
the time-domain signals; depending on the system, samples located at the end of
each trace may be discarded at this stage.
In the proposed system, feature extraction consists of three steps. First, the discrete Fourier transform is applied to GPR signals to obtain the magnitude spectra,
which are normalized to ensure consistency in magnitude spectrum amplitudes.
Second, salient frequencies are determined based on the training data and userdefined parameters. Third, feature vectors are formed by extracting magnitudes
of local maxima and arranging them in ascending order of frequencies.
In the first step, the discrete Fourier transform (DFT) is applied to the timedomain trace. Let s[n] be the discrete-time signal (real or complex) of length L
obtained by sampling a continuous-time signal s(t) with a uniform sampling rate
fs . The N-point DFT of s[n] is defined as

S[k] =

N−1
X
n=0

k

s[n]e−j2π N n , k = 0, 1, 2, · · · , N − 1,

(4.1)

where N ≥ L. Note that the analogue frequency corresponding to the k-th DFT
index, f (k), is given by
f (k) =

k
fs , k = 0, 1, 2, · · · , N − 1.
N

(4.2)

In the second step, the salient frequencies are determined. To reduce the depen52
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dency on the antenna gain, the magnitude spectrum is normalized as follows:

Pk =

N−1
P
k=0

|S[k]|

(4.3)

,

|S[k]|/N

where S[k] is the DFT coefficient computed in Eq. (4.1). Figure 4.4 shows the
normalized magnitude spectra of traces obtained with an antenna frequency of
800 MHz. From this figure, it can be observed that the significant frequency
components are below 2200 MHz, which is approximately three times the GPR
antenna frequency. Similar observations can be made from the magnitude spectra
of other GPR signals. The major frequency components of each trace reside mostly
in the range [0, 3 fa ], where fa is the antenna frequency. Therefore, the salient
features of each trace can be extracted from this frequency range.
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Figure 4.4: Normalized magnitude spectra of three different traces obtained with
800 MHz antenna.
There are many frequencies that can be used in the range [0, 3 fa ]. We choose
the local maximum points within the specific frequency range as the salient fre53
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quencies. In our algorithm, the local maxima are located via the morphological
operation dilation. Dilation is used because of its flexibility for local maxima
search. Suppose that y is a 1-D discrete time signal and l is a flat structuring
element, the dilation of y by l, denoted by y ⊕ l, is defined as




y(x − x′ ) .
y ⊕ l (x) = max
′
x ∈Dl

(4.4)

where Dl is the domain of l, and the structuring element is centred on x. Consequently, there are two adjustable parameters that determine the number of salient
frequencies or the feature vector size: (i) the frequency distance between two
adjacent local maxima, and (ii) the number of instances used to extract salient
frequencies.
In the third step, the spectrum amplitudes at the selected frequencies are
retrieved, and arranged in ascending order of frequencies to form a feature vector.
In preliminary experiments, another frequency range [0, 2 fa ] was considered for
feature extraction; however, using the same parameters, the classification rate was
reduced for the frequency range [0, 2 fa ] compared to the frequency range [0, 3 fa ].
Thus, 3 fa was chosen as the frequency boundary. On average, about half of the
extracted features are found in the range [2 fa , 3 fa ].

4.2.3 Classification using SVMs
There are many methods available for pattern classification, such as discriminant
analysis [13], decision trees [24], k-nearest neighbours [13], Bayesian classifier
[25], neural networks [26] and support vector machines [27]. Here, we choose
support vector machines as the classification tool because they have been found
to perform well in various practical applications [30, 31, 32]. Support vector machines are originally formulated for two-class classification problems. In SVMs,
the decision boundary is obtained from the training data by finding a separating
hyperplane that maximizes the margins between the two classes. This learning
54

4.2. Proposed approach
strategy is shown to increase the generalization capability of the classifier. We
can apply SVMs to complex non-linear problems by projecting the data onto a
high-dimensional space using kernel methods.
Consider M training samples
{(x1 , y1 ), (x2 , y2 ), . . . , (xM , yM )},
where xi ∈ Rn is a feature vector and yi ∈ {1, −1} is the class label. If the classes are
linearly separable in the input space, the decision function can be written as



for yi = 1,

 hw, xi i + b ≥ 1



 hw, xi i + b ≤ −1 for yi = −1,

or

yi (hw, xi i + b) ≥ 1,

(4.5)

(4.6)

where w is the vector normal to the hyperplane, b is a bias term, and hw, xi is the
dot product of the vectors w and x.
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Figure 4.5: SVM optimal hyperplane for a two-class problem. (a) The data can be
separated by many hyperplanes. (b) Only one hyperplane achieves the maximum
separation.
There are many hyperplanes that can separate the data (Fig. 4.5a). However,
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only one hyperplane, called optimal separating hyperplane, can achieve maximum
margin (represented with the solid line in Fig. 4.5b). The margin perpendicular to
the hyperplane can be expressed as 2/ kwk. Consequently, the problem is to find
w and b that maximize the margin. This is equivalent to minimizing
1
J(w) = kwk2 ,
2

(4.7)

yi (hw, xi + b) ≥ 1 for i = 1, . . . , M.

(4.8)

subject to

If the classes are not separable, it is necessary to introduce non-negative slack
variables ξi into constraint (4.8):
yi (hw, xi + b) ≥ 1 − ξi .

(4.9)

A classifier that generalizes well can be found by minimizing
M

X
1
τ(w, ξ ) = kwk2 + C
ξi ,
2
i=1

(4.10)

yi (hw, xi + b) ≥ 1 − ξi for i = 1, . . . , M,

(4.11)

subject to

where C is a constant representing the trade-off between margin maximization
and training error minimization. This is a constrained optimization problem.
By introducing non-negative Lagrange multipliers αi and βi , the problem can be
expressed as
M

X
1
ξi
min max L(w, b, ξ , α , β ) = kwk2 + C
w,b α ,ββ
2
i=1
−

M
X
i=1

αi [yi (hw, xi i + b) − 1 + ξi ] −

M
X

βi ξi . (4.12)

i=1
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The optimal solution should satisfy the following Karush-Kuhn-Tucker conditions
[30, 33]
∂
L(w, b, ξ , α , β ) = 0,
∂w
∂
L(w, b, ξ , α , β ) = 0,
∂b
∂
L(w, b, ξ , α , β ) = 0,
ξ
∂ξ

(4.13)
(4.14)
(4.15)

αi [yi (hw · xi i + b) − 1 + ξi ] = 0 for i = 1, . . . , M,

(4.16)

βi ξi = 0 for i = 1, . . . , M,

(4.17)

αi ≥ 0, βi ≥ 0, ξi ≥ 0 for i = 1, . . . , M.

(4.18)

Equations (4.13) to (4.18) lead to

w=

M
X

αi yi xi ,

(4.19)

αi yi = 0,

(4.20)

i=1

M
X
i=1

and
(4.21)

αi + βi = C.

Substituting Eqs. (4.19) to (4.21) into (4.12), the primal variables w and b can be
eliminated and a dual optimization problem is obtained:

maximizing Q(α) =

M
X
i=1

M

αi −

D
E
1X
αi α j yi y j xi , x j ,
2 i, j=1

(4.22)
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subject to
0 ≤ αi ≤ C for i = 1, . . . , M,

(4.23)

and
M
X

αi yi = 0 for i = 1, . . . , M.

(4.24)

i=1

In real-world applications, classes are usually not linearly separable in the
input space, and the classifiers obtained in the original input space may not
have high generalization ability for unknown data. Therefore, the data samples
from the input space are usually projected onto a higher-dimensional dot product
space via a mapping function Φ. The linear decision boundary constructed in
the projected space yields a non-linear decision boundary in the input space (see
Fig. 4.6).
Input space

Projected space

x2

x3

0

x2
0

x1

x1

Figure 4.6: By mapping data from the input space to a higher-dimensional space
via Φ, it is possible to find a non-linear decision boundary in the original input
space.
However, the projection is usually computation intensive. To simplify the
projection, a positive semidefinite kernel H is employed:
H(x, x′ ) = hΦ(x), Φ(x′ )i.

(4.25)
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Using the kernel, the dual problem in Eq. (4.22) is expressed as

maximizing Q(α) =

M
X
i=1

M

1X
αi α j yi y j H(xi , x j ),
αi −
2 i, j=1

(4.26)

subject to the constraints in (4.23) and (4.24).
Compared with several other kernels (linear and polynomial), the radial basis
function (RBF) kernel has been chosen because it performs nonlinear mapping,
and has less hyperparameters than the polynomial kernel; it is given by
′ 2

H(x, x′ ) = e−γkx−x k ,

(4.27)

where γ is a positive scalar. In this chapter, we focus on support vector machines
with RBF kernels.

4.3

Experimental methods

The GPR operation along the railway is affected by many factors, such as cross
winds due to high speed rail, high electromagnetic interference and radio frequency interference from railway communications and automation, geomagnetic
storms and thunderstorms [111]. To collect real-world data for system evaluation,
we conducted GPR surveys along an existing railway track at Wollongong station
in New South Wales, Australia. Refer to Section 3.5.2 on page 40 for the railway
track and experimental set-up. We have collected 25 920 GPR traces, of which 5 896
are with known ground truth. In this section, we explain the implementation of
the proposed system.
In the pre-processing phase, an automatic DC offset is applied to each trace to
obtain a zero-mean signal. Next, every GPR trace is re-sampled to ensure data
consistency. Then, each trace is shifted according to the position of the global
maximum point. The shifting reduces the effects of antenna height variations; a
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few samples may be discarded from the end of each trace, based on the minimum
trace length after re-sampling.
For feature extraction, the fast Fourier transform algorithm is applied to obtain the amplitude spectra. After normalization, several traces are selected to
find the feature points, i.e. the salient frequencies in the range [0, 3 fa ]. The
magnitude spectrum features are extracted at these points to form the feature
vector, which is fed to the classifier. Consider the three example traces in Fig. 4.4,
representing three different ballast types. Each trace has a length of 308 in the
discrete time domain. The magnitude spectra of the tree traces and the salient
frequencies are shown in Fig. 4.7. In the figure, each vertical dotted line indicates
a frequency where a magnitude feature is extracted. There are 17 feature points
in this example, hence each trace is represented by a feature vector of size 17.
25
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Figure 4.7: Feature points of the three traces shown in Fig. 4.2a. Each vertical
dotted line represents a feature point.
To train and test the SVM classifiers, the LIBSVM tool, developed by Chang
et al. [122], was used. When building SVM classifiers, an exhaustive search for
optimal SVM training parameters is computation-intensive. Thus, a hierarchical
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approach is applied in our system to reduce the computation cost. First, the
parameter search is performed on a coarse grid. Once a possible region containing
the optimal parameters is identified, a finer search is applied within the identified
region. Compared to the exhaustive search, the two-level hierarchy reduces the
training time by half. During training, the system sometimes finds more than
one set of optimal parameters. To solve this, we simply construct a number of
classifiers using the chosen parameters and form them as an SVMs pool [123].
Whenever a test sample is input into the system, it will be evaluated by every
SVM classifier in the pool; a majority voting strategy is then applied to obtain the
overall classification result.
SVMs utilize explicit decision functions and are formulated for two-class problems. It is necessary to extend the SVM formulation to handle multi-class problems. There are several ways to extend SVMs; one-versus-all and pair-wise are
two common approaches. In this chapter, we focus on the one-verus-all approach,
and give results of the pair-wise SVM approach only for comparison purposes.
• In the one-versus-all approach, a k-class problem is decomposed into k twoclass problems [30, 34]. Each SVM is trained with all the training samples.
For the i-th SVM, where i ≤ k, samples in the i-th class are labeled as
positive, and samples in all other classes are labeled as negative. Note that
the classifier parameters that yield high generalization are automatically
selected using five-fold cross-validation on the training set.
• The pair-wise approach requires k(k − 1)/2 two-class SVM classifiers to solve
a k-class problem. Each SVM classifier is trained with samples from two
classes. Let ci j be the SVM classifier that is trained on data from the i-th and
j-th classes. In the test phase, the SVM classifier ci j (i < j) divides all the
data into class i and class j. The final classification results of pair-wise SVMs
are obtained by combining all two-class classifiers with a majority voting
scheme. For an input instance x, if a pair-wise SVM classifier categorizes x in
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the k-th class, then the vote for class k is increased by one. Once all classifiers
have voted, the pattern x is assigned to the class that has the highest voting
score.
To evaluate the generalization ability of the classifiers, cross-validation is used.
There are several methods of cross-validation; in the proposed system, we employ five-fold cross-validation. The entire data set is randomly divided into five
partitions of approximately equal size. Four partitions are used to train, and the
remaining partition is used to validate the classifier. The step is repeated five
times until all partitions have been evaluated. Finally, the average classification
rate across five folds is computed and used to measure the system performance.

4.4

Results and analysis

The proposed system is used to classify ballast fouling conditions. In Section 4.4.1,
we present the experimental results using different numbers of salient frequencies with one-verus-all SVMs trained and tested on the the entire 800 MHz data
set. In Section 4.4.2, we present the experimental results using the three data
subsets. In Section 4.4.3 we show the system performance on the 1.2 GHz data. In
Section 4.4.5, we compare the one-versus-all SVMs with pair-wise SVMs, and discuss the advantages and disadvantages of these two multi-class SVM approaches.
Then, the system is compared with the k-nearest neighbours algorithm and the
Mahalanobis distance classifier using the proposed magnitude feature. A comparison is also made between the proposed feature extraction method and the
STFT spectrogram.

4.4.1 Classification performance on the combined data set
In the first experiment, the proposed classification system is trained and tested on
the combined data subsets collected with the 800 MHz antenna at different heights:
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200 mm, 300 mm and 400 mm. The proposed feature extraction approach searches
for local maximum points in the magnitude spectra; these points determine the
corresponding salient frequencies. Our experiments show that it is not necessary
to use all local maxima for classification. Thus, in the following, we analyse how
the number of salient frequency points affects the system performance. Note that
the number of frequency points is equivalent to the feature vector size.
There are two parameters that control the number of prominent frequencies:
the distance between peaks and the number of traces used. In system evaluation,
these two factors are both varied from 3 to 18. If there exist more than one
pair of parameters that bear the same number of salient frequencies, the median
classification rate is reported. The classification rate is the percentage of test
samples that are correctly classified.
The classification performance on the combined 800 MHz data set using fivefold cross-validation is shown in Table 4.1. The proposed system can achieve a
classification rate of 99.5% with 7 salient frequencies, and 99.7% with 14 frequencies.
Table 4.1: Classification rates for different numbers of salient frequencies on the
combined 800 MHz data set.
Number of salient frequencies
7
8
10
11
14
20
24
Overall classification rate (%)
99.5
99.6
99.6
99.8
99.7 100.0 100.0
Number of salient frequencies
29
30
31
32
33
34
Overall classification rate (%) 100.0 100.0 100.0 100.0 100.0 100.0
-

4.4.2 Classification performance versus antenna height
Further experiments have been conducted to explore the system performance on
the three data subsets of different antenna heights. The three experiments using
800 MHz data set are:
i) training and testing on the 200 mm data subset,
ii) training and testing on the 300 mm data subset, and
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iii) training and testing on the 400 mm data subset.
Since the salient frequency points are determined from the training data, the
feature vectors are different for each experiment.
• The system classification performance on the 200 mm data subset as a function of the number of salient frequencies is given in Table 4.2. The system
performance improves when more frequency points are used. When fewer
than 5 frequency points are used, the classification rate is below 80.0%.
When the number of frequency points reaches 5, the classification rate increases to 90.4%. Once the feature size reaches 14, the system performance
remains stable with a classification rate above 99.0%. Perfect classification
is achieved with 17 frequencies or higher.
• Table 4.3 shows the classification rates when the system is trained on the 300
mm data subset. The classification rate improves steadily with increasing
number of salient frequencies. When the number of salient frequencies
reaches 12, the system is able to classify the test set with a classification rate
of 99.8%.
• Table 4.4 presents that the system achieves an overall classification rate of
99.7% with only 8 salient frequencies on the 400 mm data; the classification
rate reaches 100.0% with 10 features.
The classification rates for the three data subsets are compared in Fig. 4.8.
The experimental results show that the system performance varies with different
numbers of salient frequencies; the classification rate tends to increase when
more frequency points are used. When fewer salient frequency points are used,
the system trained with 400 mm antenna height data performs better than the ones
trained with 200 mm and 300 mm antenna height data. A possible explanation
is that the 400 mm data were collected under a water saturated condition. The
higher dielectric permittivity of the water results in a stronger reflection than
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Table 4.2: Classification rates for different numbers of salient frequencies. Data set: fa = 800 MHz, h = 200 mm.
Number of salient frequencies
2
3
4
5
6
10
14
16
Overall classification rate (%)
70.1
77.7
78.4
90.4
93.3
97.1
99.1
99.5
Number of salient frequencies
17
18
19
20
22
23
24
25
Overall classification rate (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Table 4.3: Classification rates for different numbers of salient frequencies. Date set: fa = 800 MHz, h = 300 mm.
Number of salient frequencies
3
4
5
6
7
9
12
Overall classification rate (%) 84.4 84.6 90.5 96.1 96.6 97.5
99.8
Number of salient frequencies 13
21
23
24
26
27
28
Overall classification rate (%) 99.8 99.8 99.8 99.8 99.9 100.0 100.0
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Table 4.4: Classification rates for different numbers of salient frequencies. Date set: fa = 800 MHz, h = 400 mm.
Number of salient frequencies
8
10
13
15
17
18
20
24
27
Overall classification rate (%)
99.7 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Number of salient frequencies
34
36
41
44
45
46
47
49
50
Overall classification rate (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
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the dry ballast. Although the distance between peaks and the number of traces
are both varied from 3 to 18 for each experiment, the system is able to detect
more points in the 400 mm data subset. For example, using the same range of
parameters, more frequency points are extracted from the 400 mm data subset
than from the other two subsets: 25 frequency points are extracted from the 200
mm data subset, 28 from the 300 mm subset, and 50 from the 400 mm subset. This
can also be explained by the stronger reflection of the 400 mm data.
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Figure 4.8: Classification rates for different feature vector sizes and antenna
heights.

We also analysed the system performance when it was trained on data collected
with one antenna height and tested on data collected with another antenna height.
The results show that the classification rate decreases. However, the system
performed well when it was trained and tested on mixed data of different antenna
heights (see Table 4.1). This shows that the proposed system can operate at
different antenna heights, provided that the training data set is representative.
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4.4.3 Analysis of operating antenna frequency
As mentioned in Section 3.5.2, the MALÅ 1.2 GHz antenna was employed during
the first survey. For comparison purposes, the classification performance for this
antenna is shown in Table 4.5. When fewer than 16 frequency points are used,
the classification rate is below 90.0%. When the feature vector size reaches 21,
the classification rate reaches 95.7%. A classification rate of 99.0% requires a
feature vector size of 30 or more. The results show that, when a small number
of frequency points are used, the classification rate for the 1.2 GHz data is lower
than the classification rate for the 800 MHz data. For example, the 1.2 GHz system
requires 19 salient frequencies to achieve a classification rate of 93.0%, whereas
the 800 MHz 200 mm system needs only 6 salient frequencies to obtain a similar
classification rate (see Table 4.2). In GPR, low antenna frequencies penetrate
deeper than high frequencies, while high frequencies provide finer resolution
than the low frequencies [55]. The choice of antenna frequency is a trade-off
between the required depth and resolution. In this case, the results indicate that
the 1.2 GHz antenna is not as good as the 800 MHz antenna.
Table 4.5: Classification rates for different numbers of salient frequencies. Data
set: fa = 1.2 GHz, h = 200 mm.
Number of salient frequencies
4
7
8
9
10
11
12
Overall classification rate (%) 48.3 77.5 77.2 75.9 83.2 86.2 84.8
Number of salient frequencies 15
16
19
21
24
25
26
Overall classification rate (%) 88.1 88.1 93.0 95.7 95.4 96.7 94.1
Number of salient frequencies 27
28
29
30
31
32
34
Overall classification rate (%) 97.1 94.4 97.6 99.4 99.4 98.9 99.4

4.4.4 Analysis of SVM design
This section compares the performances of one-versus-all and pair-wise SVMs.
With the one-versus-all SVM approach, if a sample is classified as positive by more
than one classifier or negative by all classifiers, it will be labeled as unclassified.
The unclassifiable regions of the one-versus-all approach are shown in Fig. 4.9.
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Pair-wise SVMs, on the other hand, have a smaller unclassifiable area compared
to one-versus-all SVMs [30]. When a new ballast class is added to the system, the
one-versus-all approach requires re-training all the classifiers, while the pair-wise
approach involves training new classifiers between the added class and existing
classes only.

x2
50% coal
ballast
50% clay
ballast

Clean
ballast

0

x1

Figure 4.9: An example of unclassifiable regions using one-versus-all SVMs. The
solid lines are the class boundaries and the shaded regions represent the unclassifiable areas.
Consider samples that do not carry sufficient resonances. The one-versus-all
system will not classify these samples into the predefined classes (50% clay, clean,
and 50% coal). However, the pair-wise system will assign incorrect class labels
to these samples. The overall classification rates of the two SVM systems on
the combined 800 MHz data set are shown in Fig. 4.10. The performances of
one-versus-all and pair-wise SVMs are nearly the same.

4.4.5 Comparison with other approaches
In this section, we compare the performance of the proposed classification system
with those of the k-nearest neighbours (k-NN) and the Mahalanobis classifiers,
using the same data set. We also compare the proposed magnitude spectrum
features with features extracted from the STFT spectrogram.
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Figure 4.10: Comparison of classification rates between one-versus-all SVMs and
pair-wise SVMs.
4.4.5.1

Comparison with k-NN and Mahalanobis distance classifier

The k-nearest neighbour classifier is a supervised learning algorithm based on
sample distances [13]. It classifies a new sample by searching for the closest
training samples. The label of the new sample is decided via a majority voting
scheme based on the labels of the k nearest neighbours. In our implementation, k
was varied from 1 to 17 in steps of 2.
The Mahalanobis distance is a statistical distance measure that takes into account correlation between variables. First, the mean mi and the covariance matrix
Ci of each class are computed from the training population. For an observation x
to be classified, the Mahalanobis distance between x and each class is computed
as follows:
Di (x, mi ) =

q

(x − mi )C−1
(x − mi )T ,
i

(4.28)

where i denotes the class index. The sample x is assigned to the class with the
smallest Mahalanobis distance; that is, the index of the winning class i∗ is given
by
i∗ = arg min(Di ).

(4.29)

i

For comparison, five-fold cross-validation was applied. The number of frequencies for the three 800 MHz data subsets were 10, 9, and 8, respectively.
Parameter k for the k-NN classifier was chosen based on the training data set.
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The results are shown in Fig. 4.11. For the 200 mm and 400 mm antenna
heights, the overall classification rates of the k-NN classifier are superior to those
of the Mahalanobis distance classifier. With the 300 mm antenna height data, the
k-NN classifier and the Mahalanobis distance classifier have close performance.
For all the data subsets, the one-versus-all SVMs outperform both the k-NN and
the Mahalanobis distance classifier in terms of overall classification rate. For
example, on the 300 mm data subset, the SVM classifier achieves a classification
rate of 97.5%, while the k-NN and the Mahalanobis distance classifiers reach 95.1%
and 94.9%, respectively.
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Figure 4.11: Comparison of SVM, k-NN (k = 15) and Mahalanobis distance classifiers. Data set: f = 800 MHz.

4.4.5.2

Comparison with STFT spectrogram

In [86], Al-Qadi et al. proposed a time-frequency approach using short-time
Fourier transform. The energy attenuation of STFT spectrogram is utilized to
assess ballast conditions. However, their approach requires visual inspection.
Here, we are interested in the classification performance of the STFT spectrogram
features when used in the proposed system.
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Our STFT spectrogram implementation is shown in Fig. 4.12. The GPR traces
are pre-processed, and the discrete-time STFT is then applied to obtain the spectrogram. The discrete-time STFT is defined as

X(m, ω) =

∞
X

n=−∞

(4.30)

x[n]w[n − m]e−jωn ,

where X(m, ω) is the STFT of windowed data, x[n] is a GPR trace, and w[n] is a
window function. The spectrogram is represented by a 2-D matrix whereas the
SVMs accept a 1-D feature vector only. Therefore, the spectrogram is converted
into a row vector. Furthermore, considering the computational complexity, we
downsample the row vector to a feature vector of 16, 32, 64, 128 or 256 elements.
Next, the extracted feature vectors are used as inputs to one-versus-all SVMs.
The results on the combined 800 MHz data set are shown in Table 4.6. The STFT
spectrogram requires 128 frequency points to achieve an overall classification rate
of 92.9%; while the proposed magnitude spectra yield a classification rate of 99.5%
using only 7 frequency points.
GPR traces

Preprocessing

STFT
spectrogram

Downsampling

SVMs

Output
(railway ballast
conditions)

Figure 4.12: Block diagram of the STFT spectrogram implementation.

Table 4.6: Classification rates for STFT spectrogram feature. Data set: combined
800 MHz data set.
Feature vector size
16
32
64
128 256
Overall classification rate (%) 68.3 70.8 76.0 92.9 88.1

4.5

Chapter summary

Compared with the traditional approach, GPR provides a non-destructive and
mobile means for fouling assessment of railway ballast. In this chapter, we
have presented an automatic classification system for GPR traces. The proposed
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system is based on magnitude spectrum analysis and support vector machines;
it automates the entire GPR signal processing and interpretation. Real-world
railway data of three common ballast fouling conditions (clean ballast, 50% clay
ballast and 50% coal ballast) were collected to evaluate the proposed system.
We have made the comparison between the proposed salient magnitude spectra and the STFT spectrogram, and between SVMs and other two common classifiers. The experimental results indicate that (i) the proposed salient spectrum
amplitudes are an efficient representation of ground penetrating radar signals;
(ii) the system performs well in ballast fouling classification, for example, on the
combined 800 MHz data set, the system can achieve a classification rate of 99.5%
using 7 salient frequencies; and (iii) the system can operate with different antenna
heights, such as 200 mm, 300 mm and 400 mm, provided that the training data
set is representative of antenna height variations.
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Sparse representation of GPR traces
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5.1. Introduction
Sparse representation models a signal with a small number of elementary
waves using an over-complete dictionary. It has been employed for a wide range
of signal and image processing applications, including denoising, deblurring,
and compression. In this chapter, we present an adaptive sparse representation
method for modeling and classifying ground penetrating radar (GPR) signals.
The proposed method decomposes each GPR trace into elementary waves using
an adaptive Gabor dictionary. The sparse decomposition is used to extract salient
features for sparse representation and classification of GPR signals. Experimental
results on real-world data show that the proposed sparse decomposition achieves
efficient signal representation and yields discriminative features for pattern classification.

5.1

Introduction

Ground penetrating radar is often used for non-destructive geophysical testing.
It probes the subsurface area with electromagnetic waves. The characteristics of
underground objects are identified through pseudo-imaging and signal processing. GPR has become a valuable tool in several applications, such as archaeological explorations [69], glacier and ice sheet investigation [56, 58], detection
and monitoring of below-ground biological structures [58], mineral exploration
and resource evaluation [75], building condition assessment [56], road pavement
analysis [58, 108], and landmine detection [92].
This chapter addresses the problem of sparse representation (SR) of GPR signals. Sparse representation aims to find an efficient signal decomposition by
expressing a signal as a linear combination of a few signal atoms chosen from an
over-complete dictionary. A related area to sparse representation is compressed
sensing (CS) theory, which affirms that sparse signals can be reconstructed from
under-sampled information [124, 125]. Both SR and CS have been employed in
numerous signal and image processing applications, such as denoising [126], de74
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blurring [127], compression [128], and reconstruction [129]. For example, sparse
representation was used in hyperspectral imagery for modeling, source separation, mapping, and classification [130, 131]. Tang et al. applied SR to wideband
beamforming for direction-of-arrival (DOA) estimation [132]; they were able to
extract the target DOAs without ambiguity. In aerospace remote sensing, compressed sensing was employed to deblur highly incomplete measurements [133].
For a more comprehensive treatment of CS theory and applications, the reader is
referred to [134, 135].
In radar applications, CS theory has been applied to radar imaging [136, 137,
138, 139], radar signal processing [140], and radar design [135, 141]. Gurbuz
et al. presented a CS-based data acquisition and imaging approach for ground
penetrating radar [142], and later they extended the CS imaging approach to
stepped-frequency GPRs [143]. Qu and Yang proposed a CS migration imaging method for the stepped-frequency continuous-wave (SFCW) GPR system to
address the issues of strong air-to-ground interface reflection and finite antenna
beamwidth [144]. Suksmono et al. applied CS theory to select frequency measurements for an SFCW GPR system [145]; they found that the CS based design can
acquire data eight times faster than the traditional SFCW GPR. Soldovieri et al.
proposed a sparse minimization algorithm for GPR rebar detection [146]. Yoon
and Amin applied CS to through-the-wall radar imaging (TWRI) [147], whereas
Yang et al. proposed a CS-based approach for multi-view TWRI [148]. The experimental results presented in [148] show that their approach, which combines image
formation and fusion, achieves better reconstruction accuracy compared to the
approach of image formation followed by fusion. In [149], Huang et al. presented
a data acquisition scheme and an imaging algorithm for ultra-wideband TWRI
based on compressed sensing.
In sparse representation, the choice of the dictionary plays a crucial role in
the signal decomposition. Approaches for dictionary construction in sparse representation fall into two main categories: model-based and learning-based [150].
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McClure and Carin proposed a matching pursuits method using a wave-based
dictionary for scattering data [151]. The dictionary comprises atoms of wavefronts, resonances, and chirps. Their results show rapid convergence even in
the presence of high noise. However, their approach requires prior knowledge
of the incident-pulse shape, the resonant frequencies and chirp frequencies. In
this chapter, we present an adaptive dictionary construction approach for GPR
signal representation, where the resonance frequencies are unknown. In a GPR
survey, particular resonance frequencies arise in wave propagation; therefore,
reflected waves from different buried objects or paths present different electromagnetic characteristics. Furthermore, GPR signals approximately resemble the
Ricker wave (second-order derivative of Gaussian) [69, 152, 153]. Inspired by
these observations, we propose to represent the GPR signals using an adaptive
Gabor dictionary.

Preliminary results of the proposed adaptive signal decomposition and its
application to classification of railway ballast traces were presented in [8]. In this
chapter, we improve the decomposition procedure, enrich the feature extraction
approach, and present more comprehensive experimental results. The proposed
signal decomposition method is also compared to the wavelet decomposition and
K singular value decomposition (K-SVD), a dictionary learning method [154].

The chapter is organized as follows. Section 5.2 describes the GPR system and
the data sets used in the experimental methods. Section 5.3 gives a brief introduction to sparse signal representation, describes the proposed signal decomposition
method, and analyses its effectiveness in GPR signal representation. Section 5.4
addresses the problem of GPR signal classification using the features extracted
based on the proposed signal decomposition. Section 5.5 gives the concluding
remarks.
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5.2

GPR system overview and experimental data sets

This section gives a brief overview of a GPR system, the GPR signals, and the data
pre-processing stage. It also introduces the GPR data sets used in the experimental
evaluation.

5.2.1 GPR system
A GPR system consists of a transmitter (signal generator), transmitting and receiving antennas, and a receiver (recording device) [56, 60]. See Section 3.2.1 on
page 24 for an overview of the GPR system.
In this chapter, all GPR data are pre-processed using several techniques, including DC component removal, re-sampling and time shifting. DC component
removal subtracts the mean of each trace to reduce the intrinsic interference of
the system. Re-sampling is applied to ensure sampling rate consistency of the
time-domain signals. Finally, time shifting aligns the signal based on the peak
location of each trace.

5.2.2 Experimental data sets
Experiments in this chapter were conducted on two GPR data sets: Windmill
Islands data set and Wollongong railway data set. The Windmill Islands data set
was collected from the Antarctic rocky islands [115]. The Wollongong railway
data set was collected in our project for railway ballast assessment [6]. For a
detailed description of these two data sets, see Section 3.5 on page 38.
The entire 800 MHz Wollongong data set with known ground truth has three
subsets based on the antenna heights h. The antenna heights for Set 1, Set 2,
and Set 3 were 200 mm, 300 mm, and 400 mm, respectively. Set 1 and Set 2
were collected under dry ground conditions: sunny weather and dry materials.
Set 3 was acquired under wet conditions: cloudy weather and water-saturated
materials.
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Adaptive sparse decomposition and analysis

In this section, we present the proposed adaptive sparse signal decomposition,
and evaluate its effectiveness in GPR signal representation. Before introducing
the proposed adaptive GPR signal decomposition, we first present a brief review
of sparse signal representation.

5.3.1 Sparse signal representation
Sparse representation expresses a signal as a linear combination of elementary
waves. The elementary waves, called atoms, are chosen from an over-complete
dictionary D ∈ RN×M , with N < M. The sparsity of a discrete-time signal x ∈ RM
is defined as the number of non-zero elements in x. The ℓ0 pseudo-norm, denoted
as kxk0 , is usually used as a measure of sparsity. If kxk0 = k, the vector x is called
k-sparse. Suppose that the signal s is to be modeled with a small number of atoms
from the dictionary D. This can be formulated as a sparse representation problem
P0 :

min kxk0 subject to s = Dx.
x

(5.1)

The combinatorial optimization problem P0 of finding a sparse solution is
NP-hard [135, 155]. Unlike the ℓ2 -norm optimization, we cannot solve problem
P0 directly using convex analysis because the ℓ0 “norm” is discrete and discontinuous. Therefore, in practice two types of algorithms are usually used: greedy
algorithms and convex relaxation. The greedy algorithms iteratively approximate
the signal. At each iteration, one atom is chosen that maximally reduces the ℓ2
norm of the residual error. The two most widely used algorithms in this category
are matching pursuit [156] and orthogonal matching pursuit [157, 158].
Convex relaxation algorithms replace the ℓ0 “norm” by a related convex approximation. Basis pursuit is the main technique for convex relaxation [135, 159];
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it relaxes the ℓ0 “norm” using the ℓ1 norm. Therefore, problem P0 becomes
P1 :

min kxk1 subject to s = Dx.
x

(5.2)

The convex optimization problem P1 can be solved by several software tools, such
as ℓ1 -magic [160] and CVX [161].

5.3.2 Adaptive sparse decomposition of GPR signals
In the proposed sparse decomposition, a GPR trace is decomposed into delayed
and scaled Gabor wavelets. That is, a radar trace s(t) is expressed as a linear
combination of elementary waves

s(t) =

K
X
i=1

αi 1i (t − τi ) + ν(t)

(5.3)

where αi is a scalar weight, 1i (t − τi ) is a Gabor atom with a time delay τi , and ν(t)
is a residual signal that we aim to minimize. There are two types of Gabor atoms,
even and odd Gabor functions:
 2

− t2

2σ


i cos(2π f t) :
e
even function,

i

1i (t) = 
2

− t2



e 2σi sin(2π fi t) : odd function,

(5.4)

where σi is the standard deviation and fi is the frequency.

In traditional sparse representation approaches, the dictionary D is constructed
a priori, then used to solve the sparse representation problem; however, there are
also techniques, such as K-SVD, which learn the dictionary iteratively. In the
proposed approach, the dictionary is based on Gabor wavelets, but it is not
completely known a priori. First, a Gabor dictionary is constructed using the
atoms 1i (t) and used to perform an initial sparse signal decomposition; the delays
τi , (i = 1, . . . , K), are considered unknown and must be determined adaptively for
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each selected atom. Furthermore, for each selected atom, the parameters, fi and
σi , and the expansion coefficient αi are optimized using a search technique.
In the following, unless stated otherwise, all processing is performed in the
discrete-time domain. Consider a GPR trace s consisting of N samples. The first
step in the proposed adaptive decomposition is to build a dictionary of Gabor
atoms, G = [g1 , g2 , · · · , gM ] with all the functions gi having unit norm and delays
τi = 0. The atom parameters σi , fi , and the length of atoms, are computed based
on the GPR antenna frequency and sampling rate. This ensures that the dictionary
is adaptive to the GPR signals.
The second step is to iteratively select the atom gi∗ that has maximum crosscorrelation (in absolute value) with the residual signal:


i∗ = arg max max |rki (τ)| ,
i

τ

(5.5)

where rki (τ) is the cross-correlation function between the residual signal s̃k−1 and
the Gabor atom gi (t). The optimum parameters of the selected atom gi∗ are then
determined by solving the following unconstrained optimization problem:
minimize
αi∗ ,σi∗ , fi∗

1
2



2
s̃k−1 − αi∗ gi∗ (t − τi∗ ) .

(5.6)

Note that additional constraints can easily be incorporated into the atom selection
process. For example, in addition to cross-correlation, energy ratio can be applied
to search for an atom that fits a signal section first rather than the residual caused by
imperfect fitting in previous iterations. To handle the computational complexity,
during implementation we propose a hierarchical approach for finding the most
appropriate atom at each iteration. First, an atom is located using the correlation
coefficients in an initial over-complete dictionary, see Eq.(5.5). Then, a new subdictionary is dynamically constructed based on the parameters of the selected
atom gi∗ (t) and a second search is performed across the sub-dictionary. Next, the
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atom with highest correlation coefficient is chosen and its delay is computed.
In the third step, the weights of all selected atoms are updated by solving
min ||s − Φ kα k ||2 ,
αk

(5.7)

where Φ k consists of the time-delayed Gabor atoms that have been selected up to
iteration k. Finally, the residual signal is updated for the next iteration:

s̃k = s − Φ kα k .

(5.8)

This iterative procedure is repeated until a selected number of iterations is reached
or the residual signal falls below a predefined error tolerance ǫ,
||s̃k ||2
< ǫ.
||s||2

(5.9)

The detailed algorithm of the sparse signal decomposition is presented in Table 5.1.
An example of the adaptive decomposition is shown in Fig. 5.1. The top figure
shows the original GPR trace and its approximation (dashed line) using 15 atoms;
the bottom figure shows the three atoms found in Iterations 1, 2, and 5. The atoms
are shown with the computed time delays and the corresponding coefficients.

5.3.3 Analysis of sparse signal decomposition
In this subsection, we analyse the efficiency of the proposed sparse decomposition for GPR signal representation, and compare its performance to that of a
discrete wavelet transform and the K-SVD algorithm. The K-SVD, which has
been adopted in numerous applications, is a dictionary learning algorithm introduced by Aharon et al. [154]. Given a training set, the K-SVD iteratively updates
the atoms in the dictionary to better fit the training data.
In the proposed sparse signal decomposition, both odd and even Gabor func81
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Table 5.1: Steps for sparse signal decomposition.
1. Form a dictionary of atoms, G = [g1 , g2 , · · · , gM ] with all the
functions gi having unit norm.
2. Initialize the iteration index k = 1, a residual signal s̃0 = s, and an
empty matrix Φ0 = ∅.
3. For the k-th iteration, compute the cross-correlation rki [τ] of the
function gi ∈ G and the residual signal s̃k−1 .
4. Find the atom gi∗ that gives the highest correlation, where


∗
i = arg max max |rki (τ)| ,
i

τ

(5.10)

and determine the corresponding time delay τk .
5. Calculate ϕ k via ϕ k = gi∗ [n − τk ](u[n] − u[n − N]), where u[n] is the
unit step function.
6. Form the updated matrix Φ k by adding column ϕ k :


Φ k = Φ k−1 , ϕ k .
7. Compute the weight vector α k = [α1 , . . . , αk ]T :
ΦTkΦ k )−1Φ Tk s.
αk = (Φ

(5.11)

Note that Eq. (5.11) updates all the weights calculated from the
previous iteration.
8. Update the residual signal: s̃k = s − Φ k αk .
9. Repeat Steps 3 to 8 until k reaches a pre-defined limit, or the residual
satisfies
||s̃k ||2
< ǫ,
(5.12)
||s||2
where ǫ is a selected tolerance based on the signal-to-noise ratio
(SNR). Given an SNR γ in dB, the tolerance is calculated as ǫ =
10−γ/20 .
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Normalized amplitude

Original trace
Approximated trace

Time

Iteration 1
Iteration 2
Iteration 5

Time

Figure 5.1: An example of the proposed adaptive sparse decomposition: the original GPR trace and the approximated trace after K = 15 decomposition iterations
(top plot), and the atoms found in Iterations 1, 2, and 5 (bottom plot).

tions were used to build the initial dictionary. In the wavelet decomposition, first
the discrete wavelet transform with Daubechies wavelets of order 6 was applied
to the GPR trace. The Daubechies wavelets were chosen because of their shape
similarity with the GPR trace; in [162], Daubechies wavelets were also used for
feature extraction from GPR signals. Then, the wavelet coefficients were thresholded: only the coefficients larger than the threshold were kept, and the other
coefficients were assigned to 0.
In the evaluation, 300 traces were randomly selected for comparison from each
GPR data set. We calculated the normalized root mean squared error (NRMSE) for
each trace. The NRMSE measure indicates the difference between the approximation signal and the original signal; it is defined as
1
NRMSE =
σs

r
XN

i=1

(si − ŝi )2 /N,

(5.13)
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where si is the i-th element of the original signal s, ŝ is the signal approximation,
and σs is the standard deviation of s.
Figure 5.2 presents the NRMSE as a function of the number of expansion
coefficients of the sparse representation. The adaptive sparse decomposition has
a more consistent performance than the discrete wavelet transform or K-SVD.
The proposed method requires only six or eight expansion coefficients to reach an
NRMSE of 0.10 for both data sets. Furthermore, it has the lowest NRMSE on the
Windmill Islands data set. By contrast, the discrete wavelet transform requires
15 coefficients to reach an NRMSE of 0.10 on the Windmill islands data set, and
it does not reach the same NRMSE level on the Wollongong data set. The K-SVD
method achieves the lowest NRMSE on the Wollongong railway data set, but it
has the worst performance on the Windmill Islands data set. Tables 5.2 and 5.3
present the NRMSE values as a function of the number of expansion coefficients.
Table 5.2: NRMSE of sparse signal decomposition, discrete wavelet processing
and K-SVD with OMP recovery on Windmill Islands data set.
Number of Sparse signal Discrete wavelet K-SVD with
coefficients decomposition
transform
OMP recovery
6
0.10
0.27
0.29
10
0.06
0.16
0.22
15
0.03
0.10
0.18
18
0.02
0.08
0.15

Table 5.3: Overall NRMSE of sparse signal decomposition, discrete wavelet processing and K-SVD with OMP recovery on Wollongong railway data set.
Number of Sparse signal Discrete wavelet K-SVD with
coefficients decomposition
transform
OMP recovery
6
0.13
0.58
0.07
10
0.08
0.47
0.06
15
0.05
0.38
0.05
18
0.04
0.34
0.05
The experimental results indicate that the sparse decomposition represents
the GPR signal more efficiently with fewer coefficients compared to the discrete
wavelet transform. Compared to the dictionary learning algorithm K-SVD, the
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Figure 5.2: Overall NRMSE of sparse signal decomposition, discrete wavelet
processing and K-SVD with orthogonal matching pursuit (OMP) recovery on
Windmill Islands data set (top plot) and Wollongong railway data set (bottom
plot).
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proposed approach decomposes one trace into several individual elementary
waves (Fig. 5.3(a)); this is beneficial to subsequent analysis. The parameters of
the decomposition, such as delay, frequency and bandwidth of each Gabor fitting
function can be retrieved from the sparse signal decomposition and employed for

Normalized amplitude

Normalized amplitude

pattern classification.

Time

Time

(a) Adaptive sparse decomposition

(b) K-SVD

Figure 5.3: The first three atoms found using the two methods: (a) the proposed
adaptive sparse decomposition, and (b) OMP recovery using the K-SVD dictionary. The original GPR trace is shown in Fig. 5.1.

5.4

GPR signal classification

In this section, we present a GPR signal classification system based on the proposed sparse representation. The system is comprised of four major stages: preprocessing, sparse signal decomposition, feature extraction, and classification (see
Fig. 5.4). Given a trace, the system extracts features through the proposed sparse
signal decomposition and sends the feature vector to a classifier.
Signal
(GPR trace)

Preprocessing

Sparse signal
decomposition

Feature
extraction

Classification

Output
(target label)

Figure 5.4: Block diagram of the proposed system for GPR signal classification.
To evaluate the effectiveness of the proposed sparse decomposition for signal
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classification, we apply it to the classification of railway ballast conditions using
Wollongong railway data set described in Section 3.5.2. The aim is to classify
GPR traces into different categories (clean, 50% clay fouled ballast, and 50% coal
fouled ballast) based on the ballast conditions. Each GPR trace is represented
by a feature vector derived from the adaptive signal decomposition. The feature
vector is then used as input to a classifier. To evaluate the classifier generalization
ability, we use five-fold cross validation. In the next subsection, we explain the
feature extraction process. In Subsection 5.4.2, we present the results of GPR
signal classification using the extracted features. In Subsection 5.4.3, we compare
the classification performance using the sparse decomposition with other feature
extraction methods, namely the wavelets and the short-time Fourier transform
(STFT).

5.4.1 Feature extraction
A GPR signal captures the electromagnetic characteristics of reflectors (underground objects). The same information is contained in the parameters of the
Gabor atoms selected in the signal decomposition of GPR traces. It is therefore
logical to classify the GPR traces based on the parameters extracted from the
sparse representation.
Before extracting the feature vector, the GPR data are pre-processed so that all
traces have the same number of samples and the same sampling rate. Consider a
GPR trace s, and let K be the number of iterations in the sparse signal decomposition. From each Gabor atom, we extract its time delay τi (i = 1, 2, . . . , K), frequency
fi , the width parameter σi and the square of the expansion coefficient αi . Therefore, we have four sets of parameters that can be used for classification: the time
delays {τ1 , τ2 , . . . , τK }, the frequencies of the Gabor atoms { f1 , f2 , . . . , fK }, the Gaussian width parameters {σ1 , σ2 , . . . , σK }, and the expansion weights {α21 , α22 , . . . , α2K }.
Since the first iteration always extracts the wave reflected from the surface of
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the ground, it is not used in the classification. The frequency feature vector f is
obtained by dividing the atom frequencies by the antenna frequency fa ,

f=

1
fa



f2 , f3 , . . . , fK

T

(5.14)

.

The σ feature vector is obtained by dividing σi by the mean value of the Gaussian
width parameters used in the Gabor dictionary σ0 ,

σ=

1
σ0

[σ2 , σ3 , . . . , σK ]T .

(5.15)

The energy feature vector α 2 is obtained by dividing the coefficients α2i by a
constant α0 . ,
α2 =

1
α0

h

α22 , α23 , . . . , α2K

iT

.

(5.16)

The constant α0 is chosen in the order of the square of the expansion coefficients,
α0 = 108 . The delay feature vector τ is obtained by subtracting the first delay
element from each subsequent delay,
τ = [τ2 − τ1 , τ3 − τ1 , . . . , τK − τ1 ]T .

(5.17)

The delay vector is also normalized by dividing it by 100 so that the value of
the feature corresponding to the largest delay is close to one. At this stage, each
feature vector is ordered in terms of the decomposition index. However, the
feature vectors used for classification are sorted in descending order of α2 .

5.4.2 Classification analysis
The final stage of the proposed system is the classification stage. There are many
pattern classifiers, such as linear discriminant analysis, k-nearest neighbour (kNN), Bayes classifier, neural networks, and support vector machines (SVMs) [24],
which could be used to classify the extracted feature vectors. In this chapter, we
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chose support vector machines as the classification tool because of their excellent
generalization performance in various practical applications [30, 31, 32]. SVMs are
originally formulated for two-class problems. To handle multi-class classification,
we use pair-wise SVMs.
The classification rates obtained using five-fold cross validation for single feature vectors are shown in Fig. 5.5. Different numbers of coefficients are evaluated
for each feature set. Note that there are three classes corresponding to three ballast
types: clean (Class 1), 50% clay fouling (Class 2), and 50% coal fouling (Class 3).
The classification rate is the percentage of traces in the data set that are correctly
classified.
On Set 1, the feature vectors τ and α 2 have a better overall performance than
the feature vectors f and σ . When only 4 coefficients are used, feature vectors
τ , α 2 and f are able to achieve a classification rate above 80.0%. On Set 2, the
feature vector τ performs the best; it has a classification rate of 87.2% with only 4
coefficients. When 4 to 8 coefficients are used, the feature vectors f and α 2 achieve
similar performance. On Set 3, all feature vectors give good classification accuracy.
The delay feature vector τ outperforms the others when only few coefficients are
used; it yields a classification rate of 94.8% with only 3 coefficients. Overall, the
feature vectors τ , f, α 2 have a better performance than σ on the three data sets.
Moreover, all feature vectors perform better on Set 3. Furthermore, classification
performance on individual classes is close to the overall classification accuracy.
The experimental results show that the parameters derived from the adaptive
sparse decomposition are effective for classification.
The classification performance can be improved by combining different feature
vectors. Our experiments show that the combination of all four feature sets
(ττ, f, α 2 , σ ) achieves the best overall performance. Table 5.4 shows the overall
classification rates using the composite feature vector on Set 1, Set 2, and Set 3,
respectively. In the tables, the number of coefficients indicates the number of
elements in one feature set. Because the composite feature vector consists of four
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Figure 5.5: Classification performance on the three data sets using one single
feature.
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feature sets, the total number of coefficients used for classification is four times
the number given in the table. The 95% confidence interval using the Student’s t
distribution is also reported for the overall classification rate [163].
Table 5.4: Classification rates (%) of the composite feature vector on the three data
sets.
Number of coefficients
Set 1
Set 2
Set 3
3
94.2±1.5 91.7±1.8 99.3±0.5
5
93.8±1.6 91.2±1.8 97.6±0.8
7
94.3±1.5 93.0±1.6 96.6±1.0
With only 3 coefficients from each feature set, the classification rates reach
94.2%, 91.7%, and 99.3% on Set 1, Set 2, and Set 3, respectively. The composite
feature vector is also evaluated on a combined data set comprising of Set 1, Set 2,
and Set 3. The classification rate is 94.5% with 3 coefficients from each feature set.

5.4.3 Comparison with other features
In this section, we compare the classification performance of the sparse decomposition features with wavelet and short-time Fourier transform features. The
sparse decomposition feature vector consists of the first three elements from each
feature vector τ , f, σ , and α 2 . For the wavelet features, the discrete-time wavelet
transform is applied to each pre-processed GPR trace. The wavelet coefficients
are then normalized by the mean value, and the largest coefficients are selected
to form the feature vector. The STFT features are extracted from the peaks of the
spectrogram of the training data. The magnitudes of the peak spectra are normalized and arranged in descending order to form the feature vector. All three types
of feature vectors are of the same length, i.e., they have 12 elements. The same
pair-wise SVM configuration is used with all feature vectors, and five-fold cross
validation is used to compute the overall classification rates. Table 5.5 presents a
comparison of the classification rates for each data set. The sparse decomposition
feature vector achieves the highest classification rate on two data sets, and it is
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very close to the STFT feature on Set 2. In summary, the sparse decomposition is
very effective for signal classification.
Table 5.5: Classification rates (%) of SVMs with features extracted using the
proposed method, STFT, and wavelets.
Features
Set 1
Set 2
Set 3
Proposed composite feature vector 94.2±1.5 91.7±1.8 99.3±0.5
STFT
87.1±2.1 92.2±1.7 99.2±0.5
Wavelet
78.1±2.7 72.3±2.9 95.6±1.1

5.5

Chapter summary

In this chapter, we proposed an adaptive sparse decomposition for GPR signal
analysis and classification. It employs an over-complete Gabor dictionary that is
dynamically refined during the sparse decomposition. Furthermore, the proposed
adaptive signal decomposition was found to be very effective for both signal
representation and classification. Compared to the discrete wavelet transform
and K-SVD, the proposed sparse representation achieves better approximation
of the GPR traces. The features extracted from the sparse signal decomposition
were found to have a high discrimination power in GPR signal classification; they
outperform features extracted from wavelet decomposition and STFT.
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Ground penetrating radar (GPR) is a widely used geophysical testing tool for
imaging buried objects beneath the shallow earth surface. Due to the complex
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nature of the materials on the wave path, the frequency content and properties
of GPR signals change with time. In this chapter, we propose a time-frequency
analysis approach for automatic GPR signal classification. The approach utilizes
short-time Fourier transform (STFT) for feature extraction, compressed sensing
(CS) in a high-dimensional space for feature selection, and support vector machine
(SVM) for classification. The proposed feature extraction and selection approach
is evaluated through an industrial application of assessing railway ballast fouling
conditions. Experimental results show that the proposed combination of CSbased STFT features and SVM classification yields very high classification rates
while using only a small number of features.

6.1

Introduction

Ground penetrating radar is a geophysical testing tool that is used for nondestructive imaging of buried objects beneath the shallow earth surface or in
a visually impenetrable structure [1, 3]. It has been widely used in many areas,
such as archaeological explorations [69, 164], detection and monitoring of belowground biological structures [58], glacier and ice sheet investigation [165], mineral
resource evaluation [75], and landmine detection [92, 98]. GPR utilizes electromagnetic waves to detect buried objects. The electromagnetic wave radiates from
the transmitting antenna and propagates into the subsurface. The wave is partially reflected back towards the receiving antenna when hitting an object whose
electrical properties differ from those of surrounding materials. The reflected
GPR waves from buried objects present different electromagnetic characteristics
and form a non-stationary signal.
Time-frequency techniques represent the signal simultaneously in time and
frequency. They have been widely used in radar and sonar signal processing
[166, 167]. For example, for GPR landmine detection, Sun and Li proposed timefrequency localized features based on over-complete wavelet packet transform
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[95], and Savelyev utilized features extracted from Wigner-Ville transform [97].
Al-Qadi et al. considered the short-time Fourier transform (STFT) for ballast assessment [86]. They visually compared the STFT images with the railtrack ground
truth, and concluded that STFT is effective on ground truth representation. In
[168], Lai and Poon presented two examples to show that the variation of frequency content in STFT images is in connection with material properties. Sinha
et al. presented a method using the continuous wavelet transform to compute a
time-frequency map for non-stationary seismic data [120].
Over the past decade, compressed sensing (CS) has emerged as a powerful
paradigm in signal processing. The CS theory is related to sparse representation
(SR). It states that sparse signals can be exactly reconstructed from under-sampled
information [134, 135, 155]. Both CS and SR have attracted considerable interest
from researchers in a wide range of areas, such as astronomical data compression [169], cognitive radar design [170], hyperspectral imaging [171], underwater
sensor networks [172], and video streaming [173]. In [174], Wright et al. proposed an SR-based approach for face recognition. Their approach builds an
over-complete dictionary with training samples and represents a test sample using a linear combination of the training samples from the same class. Ma and Le
Dimet employed compressed sensing to deblur highly incomplete measurements
in aerospace remote sensing [133]. Tang et al. proposed a two-stage approach
for through-the-wall radar image-formation using compressed sensing [175]. In
[137] and [145], CS was applied to design stepped-frequency continuous-wave
GPR systems. Michailovich et al. applied CS to high angular resolution diffusion
imaging [176].
In this chapter, we propose a time-frequency analysis approach for classification of ground penetrating radar signals. Short-time Fourier transform is used to
represent GPR traces, and this representation is mapped into a high-dimensional
feature space before compressed sensing is applied to perform feature selection.
The chapter is organized as follows. Section 6.2 explains the proposed feature ex95
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traction approach based on STFT and compressed sensing. Section 6.3 evaluates
the proposed approach in an application to classify GPR signals for railway ballast
assessment. This section also compares the CS-based STFT approach with existing approaches and assesses the CS-selected features using different classifiers.
Section 6.4 gives the concluding remarks.

6.2

CS-based STFT feature extraction

The proposed system is aimed at automatic classification for GPR signals. It includes three main stages: pre-processing, feature extraction, and classification.
The system block diagram is shown in Fig. 6.1. In the first stage (pre-processing),
basic signal processing techniques are employed to reduce the intrinsic interferences introduced by the GPR. The techniques used include DC component
removal, re-sampling and time shifting.
Signal
(GPR trace)

Preprocessing

STFT

Feature
extraction

Classification

Output
(target label)

Figure 6.1: Block diagram of the proposed automatic classification system.
In the second stage (feature extraction), salient features are selected from the
STFT spectrogram. In our approach, the feature extraction is formulated as a CS
problem in the high-dimensional feature space, and salient features are found by
solving an ℓ0 minimization problem.
In the final stage (classification), selected features from GPR traces are classified
into different categories of buried objects (e.g. different levels of ballast fouling).
There exist many pattern classifiers, including linear discriminant analysis, knearest neighbours (k-NN), Bayes classifier, neural networks, and support vector
machines (SVMs) [24]. This chapter uses SVMs as the main classification tool. For
a description of the SVM classifier, the reader is referred to [30, 34].
In this section, a brief review of the short-time Fourier transform is given in
Subsection 6.2.1, followed by a description of the proposed feature extraction
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method in Subsection 6.2.2.

6.2.1 Short-time Fourier transform
We propose using a time-frequency representation for GPR signals because the
frequency contents of GPR signals vary with time. In this chapter, the short-time
Fourier transform is considered. The short-time Fourier transform of a GPR trace
s(n) is defined as
S(τ, ω) =

∞
X

n=−∞

s(n)h(n − τ)e−jωn ,

(6.1)

where h(n) is a window function. Here, S(τ, ω) is a complex function that contains
the phase and magnitude information of the signal over time and frequency. Let
S(τ, ω) denote the spectrogram of the radar trace, which is the squared magnitude
of the STFT:
S(τ, ω) = |S(τ, ω)|2 .

(6.2)

The size of the STFT matrix is determined by the size of the discrete Fourier
transform and the length of the trace.
For STFT computation, many windows can be used, such as rectangular window, Hamming window, Hann window, Gaussian window, Chebyshev window,
and Blackman window. This chapter uses the Kaiser window because it provides
a good trade-off between the main lobe width and side lobe level. The Kaiser
window of length (2Nh + 1) is given by
p
I0 (β 1 − [n/Nh ]2 )
h(n) =
, for n ≤ |Nh |,
I0 (β)

(6.3)

where β is a parameter controlling the shape of the window and I0 (β) is the
modified Bessel function of first kind and zeroth order.
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6.2.2 CS-based feature extraction
We propose an approach based on compressed sensing for feature extractions
from the STFT spectrogram. The CS-based approach formulates the feature extraction as a CS problem, and selects features in a high-dimensional feature space.
Consider M training samples that belong to C classes:
{(s1 , y1 ), (s2 , y2 ), . . . , (sM , yM )},
where si is a GPR trace, and yi ∈ {1, 2, . . . , C} is the class label. The corresponding
STFT spectrograms for the M samples are denoted as
{S1 , S2 , . . . , SM }, Si ∈ RP×Q .
Each column of Si is an estimate of the frequency content of a time-localized
section of si ; time increases across the columns.
Before explaining the proposed CS-based method for feature selection, we first
present a brief introduction to compressed sensing theory. In conventional data
acquisition and reconstruction, the Nyquist-Shannon sampling theorem must be
obeyed to reconstruct the original signal perfectly, i.e., the sampling frequency
must be at least twice the highest frequency of the input signal. Recently, an
emerging theory, known as compressed sensing, indicates that sparse signals can
be reconstructed from a small number of linear and non-adaptive measurements
that are sampled below Nyquist rate [155].
Suppose we have a signal x ∈ RN . The ℓ0 “norm”

1

of x, denoted by kxk0 ,

is defined as the number of non-zero entries in x. Vector x is called k-sparse if
kxk0 = k, where k < N. Given a linear projection matrix A ∈ RM×N , the process of
1

The ℓ0 “norm” is actually not a proper norm because it does not satisfy the norm axioms.
However, for the simplicity of notation, the phrase ℓ0 “norm” is used in this chapter.
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taking M linear measurements of the signal x can be formulated as

y = Ax,

(6.4)

where y ∈ RM is called the measurement vector. Our main interest is the undersampled case, i.e. M < N. In this case, Eq. (6.4) defines an underdetermined
system of linear equations; thus, the recovery of x from Eq. (6.4) is ill-conditioned.
Nevertheless, compressed sensing states that if x is k-sparse, it can be recovered almost perfectly, even when M << N, provided some conditions are satisfied [155].
A sparse vector x can be recovered by solving the following ℓ0 minimization
problem:
min kxk0 subject to y = Ax.

(6.5)

However, this is an NP hard problem where an exhaustive search requires high
computational cost [155]. To solve this problem, several alternative approaches
have been proposed, such as reweighted ℓ1 minimization [177], gradient projection
[141] and orthogonal matching pursuit (OMP) [178]. Tibshirani [179] proposed
an optimization method called LASSO (least absolute shrinkage and selection
operator), which can be used to solve the Eq. 6.5. The LASSO replaces the ℓ0
minimization problem by a convex problem. Candes and Tao [180] presented
a pursuit algorithm termed Dantzig selector for sparse approximation. Their
algorithm uses ℓ1 minimization with regularization on the residuals. In this
chapter, we adopt OMP algorithm to solve Eq. (6.5) because it can be expressed
in the form of dot products.
The key aspect now is how to apply compressed sensing for feature selection.
Using compressed sensing, our aim is to find the localized salient frequencies
from the training data. This is equivalent to finding a representative subset of
frequencies, which best describes the relationship between the frequency components and the class labels. Therefore, to adopt the compressed sensing paradigm
for feature selection, we construct the measurement matrix using the STFT spec99
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trogram of GPR signals and employ the class label set as the measurement vector.
Each row of the measurement matrix A contains the spectrogram of a trace. That
is, the i-th row of A is the vector form of Si , which is obtained by arranging the
frequency contents in the sequence of time. Thus, each column of A represents
one frequency component. The measurement vector y contains the class labels of
the traces, yi ∈ {1, 2, . . . , C}. Let Φ be a mapping function that projects the features
in the input space to a high-dimensional feature space. The feature extraction is
formulated as
min kxk0 subject to Φ(y) = Φ(A)x.

(6.6)

We focus on the non-zero coefficient positions not the coefficient values in x,
because the coefficient positions indicate the selected frequencies.
The difficulty in solving Eq. (6.6) using the orthogonal matching pursuit is
computing the mapping Φ from input space to feature space. The feature space is
high-dimensional, which results in unaffordable computational cost. Because the
OMP can be expressed as dot product form, we propose to employ a technique,
called kernel trick, to evaluate the dots products in the feature space without
having to compute the mapping explicitly:
K(z, z′ ) = hΦ(z), Φ(z′ )i,

(6.7)

where K represents a positive semi-definite kernel. There are several common
kernels available, such as linear kernel, polynomial kernel, and radial basis function kernel (RBF) [30, 33]. This chapter uses RBF for feature selection in the
high-dimensional feature space; this kernel has been shown to perform well in
many pattern classification tasks [36].
The main steps of the orthogonal matching pursuit algorithm using the kernel
trick are explained as follows.

Step 1 Initialize the following
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- the iteration index (d = 1),
- a Gram matrix G of K with respect to ai , i = 1, 2, · · · , N, where ai denotes
the i-th column of A,
- a column vector r̂, r̂i = K(ai , y),
- an empty vector λ 0 = ∅, and
- the solution x0 = 0.
Step 2 For the d-th iteration, locate the atom Φ(ad ) (ad is a column of A) that has the
strongest correlation with the residual via
i∗ = arg max( r̂i − x⊤d−1 G[λλd−1 , i] ),
i

(6.8)

where G[λλd−1 , i] represents the elements of matrix G in rows λ d−1 of column i.
λd−1 , i∗ ].
Append i∗ to the list of previously selected atom indexes, λ d = [λ
−1
Step 3 Obtain the solution xd = G[λ
r̂ λd ] .
λd , λ d ] [λ

Step 4 Increase d by 1 and repeat Steps Step 2-Step 3 until d reaches the predefined
sparsity for x.
The OMP identifies one significant frequency at a time and approximates the
target function iteratively; it ensures the same frequency is not selected twice.
Selected frequencies is ranked in the same order as the OMP iterations. Once the
significant frequencies are located by OMP, the features can be extracted at these
frequency points. An example of features that are selected using the CS-based
approach is shown in Fig. 6.2.

6.3

Experiments and analysis

In this section, the proposed CS-based STFT features are evaluated on a GPR
data set, which was collected for an industrial application in automatic railway
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Figure 6.2: An example of salient features selected by the CS method on the STFT
of a GPR trace. Each circle represents a feature point.
ballast assessment. Section 6.3.1 describes the data set used in our experiments.
Section 6.3.2 analyses the system parameters of the proposed CS-based approach,
and Section 6.3.3 compares the CS-selected features with existing features.

6.3.1 Experimental data sets
The experiments were conducted on real data collected as part of a project for ballast fouling assessment at Wollongong, New South Wales, Australia. This project
investigated new and non-invasive ways to assess railway ballast conditions by
using ground penetrating radar.Refer to Section 3.5.2 on page 40 for a detailed
description of the Wollongong railway data set.

6.3.2 Analysis of system parameters
The CS-based STFT features were applied to classify ballast fouling conditions
on the Wollongong railway data set. There are several ways to estimate the generalization ability of a classifier, such as cross validation, Vapnik-Chervonenkis
dimension, and leave-one-out error rate estimators [30]. We employed five-fold
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Figure 6.3: Three traces from the Wollongong railway data set. From top to
bottom, the traces are from 50% clay ballast, clean ballast and 50% coal ballast,
respectively.
cross validation, considering its computational requirements and estimation reliability [163]. This evaluation technique can be explained as follows. The data
set is randomly divided into five partitions of approximately equal size. Four
partitions are used for training and validation, and the remaining partition is
used for testing the classifier. The step is repeated five times, each for a different
selection of the test partition. Finally, the average classification rate across five
folds is computed and used to measure the system performance.
In the following, we first investigate the robustness of the proposed CS-selected
STFT features against variations of STFT parameters, and then analyse the system
performance using different number of features.

6.3.2.1

Investigation of STFT parameters

This section investigates the performance of the proposed features when STFT
parameters are changed. The window length, window shape parameter β, and
the amount of overlap between windows are evaluated.
In the first experiment, the number of features was set to 10. The experiment
was first conducted on the 800 MHz-200 mm data subset and five-fold cross
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validation was employed. The system was assessed with a list of window lengths
Nw (Nw = 16, 32, 48, · · · , 128), a range of β values (from 0 to 5), and a variety of
window overlaps (shift sizes are 8, 16, and 32). Figure 6.4 (Column 1) shows
the classification rates with different STFT parameters. It is observed that the
proposed CS-based STFT features have a steady performance when the STFT
parameters are changed. When the window length Nw increases, the variation
in the classification rates on all data subsets is very small. For example, when
β is 2 and shift size is 16, the standard deviation of the classification rates for
different window lengths is 0.1%. When β is increased, the features produce
similar classification rates. For instance, when Nw is 64 and shift size is 32, the
system achieves a classification rate of 99.8%, 100%, and 100% for β values of 0,
2, and 5, respectively. When the shift size between windows is increased from
8 to 32, the classification performance varies little; the standard deviation of the
classification rates for the range of shift sizes is 0.1% when Nw is 48 and β is 2.
To further investigate the performance of the proposed features with respect to
STFT parameter variations, the same experiment was performed on the 300 mm
and 400 mm data subsets. Results are presented in Columns 2 and 3 of Fig. 6.4.
The results on the 300 mm and 400 mm data subsets are similar with the 200 mm
subset. In summary, the results indicate that the proposed CS-based STFT features are robust to variations of STFT parameters. Based on this analysis, the
window length for STFT was set to 64 and the window parameter β was set to 2
in subsequent experiments.

6.3.2.2

Evaluation of the number of features

In the second experiment, we evaluated the proposed approach as a function of
the numbers of features. Table 6.1 shows the classification rates with different
numbers of CS-selected features on the 800 MHz 200 mm, 300 mm, and 400 mm
data subsets. On the 200 mm subset, 5 or more features are sufficient to achieve
a classification rate above 98.0%. On the 300 mm subset, the system requires
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Figure 6.4: Overall classification rates for different window lengths, window
shape parameter β, and shift sizes between windows using CS-based STFT features.
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at least 6 features to obtain a classification rate above 98.0%. On the 400 mm
subset, the classification rate is 98.7% with 5 features. The system performance
stabilises when 6 or more features are used. The experimental results show that
the proposed CS-based STFT features effectively represent the GPR traces and
have a high discrimination power in GPR signal classification.
Table 6.1: Overall classification rates (%) for different numbers of features on the
800 MHz-200 mm, 800 MHz-300 mm, and 800 MHz-400 mm data subsets. The
95% confidence interval is calculated using Student’s t-distribution.
No. of features
2
4
200 mm
72.8 ± 3.0 96.8 ± 1.0
300 mm
69.9 ± 3.0 91.0 ± 2.0
400 mm
74.9 ± 2.0 96.0 ± 1.0

6.3.2.3

6
8
99.5 ± 0.5 99.8 ± 0.3
98.9 ± 0.7 99.4 ± 0.5
99.6 ± 0.3 99.7 ± 0.3

10
12
100.0 ± 0.0 100.0 ± 0.0
99.8 ± 0.3
99.9 ± 0.2
99.8 ± 0.3 100.0 ± 0.0

Analysis of classifiers

In this section, the SVM classifiers are compared with two other approaches: the
sparse classifier and the k-nearest neighbour classifier (k-NN).
The sparse classifier is based on the solution to Eq. (6.5). When the feature
selection is formulated as a CS problem in the input space, the sparse vector x
has discriminative property and can be used to construct a sparse classifier. The
classification is accomplished through

yp = bx,

(6.9)

where yp is the prediction score, b is a row vector containing spectrogram coefficients, and x is the sparse column vector obtained by solving Eq. (6.5). Figure 6.5
shows the classification rate of the sparse classifier as a function of the numbers
of features. When more than 10 features are used, the sparse classifier has similar
classification rates as the proposed approach on the 200 mm and 300 mm data
subsets.
The k-NN classifies a new sample by using the labels of the closest k training samples [13]. The k-NN classifier is selected because it is a non-parametric
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Figure 6.5: Comparison of the classification performance between SVMs and the
sparse classifier and k-NN classifier on three data subsets: (a) 800 MHz-200 mm,
(b) 800 MHz-300 mm, and (c) 800 MHz-400 mm.
algorithm that has high classification accuracy when there are sufficient training
samples. In pattern classification, the k-NN is often used as a baseline for comparison [24]. In our implementation, k was varied from 1 to 17 in steps of 2. Both SVM
and k-NN classifiers accept input features that are selected by the CS approach in
the high-dimensional space.
Table 6.2 presents the comparison of the three classifiers. The experimental
results show that the SVMs achieve a better overall classification performance
than the k-NN on all data subsets. When 3 features are used, the SVM classifier
has an overall classification rate of 84.2% across all the three data subsets, while
the k-NN and the sparse classifier have a classification rate of 83.0% and 67.4%,
respectively. When 7 features are used, the SVM, k-NN, and sparse classifiers
obtain an overall accuracy of 99.8%, 97.9% and 88.1%, respectively. When 11
features are used, the classification performance for the SVM, k-NN, and sparse
classifiers is 99.9%, 98.8%, and 92.8% on the combined data set, respectively.

6.3.3 Comparison with other features
This section compares the classification performance of the CS-based features with
the local maxima features on the railway trace classification. It is structured as
follows. In Section 6.3.3.1, a brief introduction to 2-D local maxima is presented.
In Section 6.3.3.2, the CS-based features are compared with 1-D local maxima
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Table 6.2: Comparison of SVMs, k-NN classifier, and sparse classifier using CSselected features. The 95% confidence interval is calculated using Student’s tdistribution.
Number of features
SVM
200 mm
k-NN
Sparse classifier
SVM
300 mm
k-NN
Sparse classifier
SVM
400 mm
k-NN
Sparse classifier

3
84.1 ± 2.4
81.6 ± 2.5
71.5 ± 2.9
80.4 ± 2.6
79.1 ± 2.6
71.6 ± 2.9
88.2 ± 1.7
88.1 ± 1.7
59.1 ± 2.6

5
98.4 ± 0.8
96.4 ± 1.2
81.2 ± 2.5
97.1 ± 1.1
95.7 ± 1.3
72.7 ± 2.9
98.7 ± 0.6
95.3 ± 1.1
77.1 ± 2.2

7
99.9 ± 0.2
97.6 ± 1.0
94.7 ± 1.4
99.8 ± 0.3
98.4 ± 0.8
77.5 ± 2.7
99.6 ± 0.3
97.8 ± 0.8
92.0 ± 1.4

9
100.0 ± 0
99.8 ± 0.3
95.3 ± 1.4
99.8 ± 0.3
99.1 ± 0.6
78.6 ± 2.6
99.9 ± 0.1
97.6 ± 0.8
96.6 ± 1.0

11
100.0 ± 0
99.8 ± 0.3
97.0 ± 1.1
99.8 ± 0.3
99.2 ± 0.6
82.6 ± 2.4
99.9 ± 0.1
97.5 ± 0.8
98.9 ± 0.6

(DFT local maxima) and 2-D local maxima (STFT local maxima) as the number
of features is varied. In Section 6.3.3.3, the CS-based approach is compared with
the 2-D local maxima approach in terms of robustness against STFT parameter
variations.

6.3.3.1

2-D local maxima

Let b be a structuring element, the dilation of the spectrogram S by b, denoted by
S ⊕ b, is defined as

[S ⊕ b] (s, t) = max S(s − p, t − q) + b(p, q)|(s − p, t − q) ∈ DS ; (p, q) ∈ Db ,

(6.10)

where DS and Db are the domains of S and b, respectively. The local maximum
is considered as the most significant feature. When the same local maximum is
shared by several traces (but with different magnitudes), the average magnitude
is used to sort the local maxima. Clustering is applied to reduce the number of
local maxima. Magnitude features are then extracted at the local maxima. Because
each local maximum corresponds to a salient frequency, the magnitude features
are considered as salient features.
Note that in [6], a local maxima approach was proposed to extract features
from the 1-D Fourier transform. In this chapter, we extended this approach to the
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Figure 6.6: An example of salient features selected by local maxima on STFT using
2-D dilation. Each circle represents a feature point.
2-D spectrogram.

6.3.3.2

Comparison in terms of number of features

This section compares three features: the proposed CS-based STFT features, DFT
local maxima, and STFT local maxima. Figure 6.7 shows the overall classification
rates of the three features as a function of the numbers of features. The results
indicate that on all three data sets, the classification accuracy increases as more
features are added. When ten or more features used, all approaches have a
classification rate above 97.0%. When the same number of features is used, both
approaches (CS-based STFT and STFT local maxima) outperform the DFT local
maxima method. The CS-based STFT approach has an overall better classification
rate than the STFT local maxima approach.

6.3.3.3

Comparison in terms of robustness to STFT parameter variations

The 2-D local maxima features were also evaluated against different values of
window length Nw (Nw = 16, 32, 48, · · · , 128), and window shape parameter β
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Figure 6.7: The overall classification rate, as a function of the numbers of features,
for different feature vectors (DFT local maxima, STFT local maxima, and CS-based
STFT) on three data subsets: (a) 800 MHz-200 mm, (b) 800 MHz-300 mm, and (c)
800 MHz-400 mm.

when the shift size between windows was 16. The number of features used was
10.
Table 6.3 shows the variance of the classification accuracy as the window
length Nw changes for the proposed CS-based approach and 2-D local maxima
on different data subsets. Compared to the CS-selected features, the features
extracted from 2-D local maxima have more varied classification rates when Nw is
changed. For example, when β is 0, on the 200 mm data subset, the classification
rate is 90.3% for Nw = 16, and 92.4% for Nw = 32. Using CS-based features,
the classification accuracy is 100.0% for both window lengths 16 and 32. On the
300 mm data subset, using β = 5 and local maxima features, the classification
rate difference between the window lengths 112 and 128 is 2.7%; using CS-based
features, the difference is 0.1%.
Furthermore, when the window shape parameter β changes and other parameters are fixed, there are greater fluctuations in the classification rate using
local maxima features than using CS-based features. We can conclude that the
CS-based features have a more stable performance than the 2-D local maxima
features, especially when window parameters vary.
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Table 6.3: Variance of the classification accuracy as the window length Nw changes
on different data subsets. CS: CS-based approach; LM: 2-D local maxima.
β
0
2
5
XX
XXX Approach
XX
CS
LM
CS
LM
CS
LM
XXX
Data
XX
800 MHz-200 mm 0.05
4.62 0.08 15.97 0.23 39.20
800 MHz-300 mm 0.26 13.87 0.41 33.86 0.23 45.70
800 MHz-400 mm 0.05
0.10 0.08
0.15 0.10
3.51
Average
0.12
6.20 0.19 16.66 0.19 29.47

6.3.3.4

Analysis of class separability

This section analyses the CS-based and 2-D local maxima features using a class
separability criterion that is based on multiple discriminant analysis (MDA) [24].
Suppose that we have C sets of labelled data:
Di = {si1 , si2 , . . . , siNi }, i ∈ {1, 2, . . . , C}.

(6.11)

For class i, the centre is given by
1 X
µi =
si ,
Ni s ∈D

(6.12)

X

(6.13)

i

i

and the data scatter is defined as

S̃i =

si ∈Di

(si − µi )(si − µi )⊺ .

Then the within-class scatter Sw is calculated through

Sw =

C
X

S̃i ,

(6.14)

i=1

and the between-class scatter Sb is computed as

Sb =

C
X
i=1

Ni (µi − µ)(µi − µ)⊺ ,

(6.15)
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where µ is the mean of all labelled data. The objective of MDA is to maximise the
ratio of between-class scatter to the within-class scatter. We use the determinant
of the scatter matrix as a measure of the scatter, and define a scalar score function
J(w),
J(w) =

wT Sb w
|wT Sw w|

(6.16)

,

where w satisfies
(6.17)

Sb w = λSw w.

The higher is the J(w) score, the more separable are the classes using the feature
vector. Table 6.4 shows the score function ratio in dB between CS-selected features
and 2-D local maxima features, when the first few features are used. The results
indicate that the the CS-selected features have better class separability, based on
multiple discriminant analysis.
Table 6.4: The ratio (dB) of the MDA class separability scores of CS-selected
features (JCS ) and 2-D local maxima features (JLM ) when first n features are used.
First n features
n=1 n=2 n=3 n=4 n=5 n=6
Ratio JCS /JLM (dB)
9.4
40.0
59.9
68.5
73.3 105.8

Besides the MDA-based score, we also used another measure of class separability – the mutual information. Mutual information is the reduction in the
uncertainty of a variable given that the other variable is known. Let s be the
observations (the features) and y be the class labels. The mutual information
between the feature and the class label is defined as
MI(y, s) =

XX
y

s

P(y, s) log2

P(y, s)
,
P(y)P(s)

(6.18)

where P(y, s) is the joint probability density function, and P(s) and P(y) are
probability mass functions. Table 6.5 shows the mutual information between the
features and the labels. For each of the first five features, compared to the local
maxima approach, the CS-based approach selects the one with higher mutual
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information with the class label.
Table 6.5: Mutual information between the extracted features and the labels.
Mutual
Feature Feature Feature Feature Feature
information
1
2
3
4
5
CS-based
0.417
0.288
0.749
0.354
0.464
2-D local maxima
0.288
0.125
0.231
0.121
0.191

6.4

Chapter summary

In this chapter, we presented a signal classification approach for ground penetrating radar. The proposed approach utilizes short-time Fourier transform to
represent GPR traces, and applies compressed sensing to select salient frequency
components in the high-dimensional feature space as input features to a classifier. We evaluated the CS-based approach through an industrial application of
assessing railway ballast fouling conditions. The CS-based STFT features were
investigated using different STFT parameters, and compared with local maxima
and sparse classifier approaches. The experimental results show that the proposed
approach performs well on real-world railway GPR data.
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Ground penetrating radar is widely used because of its non-destructive detection, mobility and ease of use. This thesis investigates the analysis techniques
for ground penetrating radar signals. In this chapter, Section 7.1 summarises the
major research activities undertaken during this project, and Section 7.2 gives
concluding remarks and suggests directions for future work.

7.1

Research summary

This research focuses on pattern recognition of GPR profiles. The activities have
been documented in several chapters of the thesis and are summarised as follows.
• Chapter 2: Feature extraction and pattern classification
➀ Feature extraction and pattern classification play an important role
in machine learning. A comprehensive review is conducted in this
chapter.
➁ Feature extraction derives an informative and optimal set from the
original representations of signals. Different techniques, especially
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feature selection methods, are examined.
➂ Pattern recognition techniques fall into two categories: supervised classification and unsupervised clustering. Several classification methods,
such as k-nearest neighbours, Bayes classifier, and support vector machines, are investigated.
• Chapter 3: Ground penetrating radar and data collection
➀ Ground penetrating radar is a geophysical technique utilizing electromagnetic signals. This chapter provides a brief history of GPR and an
introduction to the principles of GPR.
➁ In the introduction to GPR, the GPR system components, principles of
wave propagation, GPR survey types, GPR data processing techniques,
and applications of GPR are reviewed.
➂ Indoor and outdoor railway experimental fields were built for data
collection. The indoor field was built for preliminary tests, and the outdoor experimental field was constructed on an existing railway using
the pre-mixed ballast that is commonly seen along the railway. Among
different GPR antenna frequencies, the centre frequency of 800 MHz
generates clearer GPR traces. A GPR data set collected on the Antarctic
rocky islands was also obtained from Australian Antarctic Data Centre.
• Chapter 4: Automatic classification of GPR signals for railway ballast
assessment
➀ Inspired by the fact that particular resonance frequencies arise in wave
propagation and reflected waves from different buried objects or paths
present different electromagnetic characteristics, a GPR signal classification system based on magnitude spectrum and support vector machines is proposed.
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➁ The proposed automatic classification system includes three main stages:
pre-processing, feature extraction, and classification. The morphological dilation is proposed to extract features from the discrete Fourier
transform spectrum. Salient features are limited in a frequency range
that is chosen based on observations and there are two adjustable parameters that determine the number of salient frequencies. Support
vector machine is chosen as the classification tool, and fivefold crossvalidation is used for evaluation.
➂ The experimental results indicate that the proposed salient spectrum
amplitudes are an efficient representation of ground penetrating radar
signals, and the system performs well in ballast fouling classification.
The proposed system can work with different antenna heights provided
that the training data set is representative of antenna height variations.
• Chapter 5: Sparse representation of GPR traces with application to signal
classification
➀ This chapter addresses the problem of sparse representation for GPR
signals. An adaptive approach for GPR signal representation, where the
resonance frequencies are not known and the dictionary is constructed
using Gabor functions, is proposed. The GPR signals are not required
to be sparse.
➁ The proposed approach decomposes GPR signals into atoms using
an over-complete dictionary. Effective features are extracted from the
decomposition for signal classification.
➂ The dictionary is built based on GPR antenna frequency and sampling
rate. During the decomposition, correlation is applied to dynamically
determine the time delays; a hierarchical search approach is used to
reduce the dictionary size. In the second search, a second dictionary is
dynamically constructed on the results from the first search.
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➃ To evaluate the efficiency of the proposed adaptive sparse decomposition in terms of representation, it is compared with the dictionary
learning algorithm K-SVD and wavelet. To assess the efficiency of the
the adaptive signal decomposition, it is applied to the application of
evaluation of railway ballast conditions using GPR.
➄ Compared to the dictionary learning algorithm K-SVD, the proposed
approach decomposes one trace into several individual elementary
waves; this is beneficial to subsequent analysis.
➅ Sparse feature vectors are proposed for GPR signal classification and
evaluated on the railway ballast assessment. The experimental results
show that the features can efficiently represent a GPR trace and obtain
high classification rates.
• Chapter 6: Signal classification for GPR using compressed sensing and
time-frequency representation
➀ The frequency properties of GPR signals vary with time because of the
complexity of materials on wave propagation paths. Thus it is useful to
analyse GPR signals simultaneously in time and frequency. This chapter proposes a time-frequency approach for GPR signal classification.
The approach utilizes short time Fourier transform to represent GPR
traces and compressed sensing to perform feature selection.
➁ In the CS-based approach, Kaiser window is used because it provides
the best trade-off between the main lobe width and side lobe level. To
extract features from STFT spectrograms, the feature extraction is first
formulated as a CS problem, and then salient features are selected by
solving the ℓ0 minimization problem.
➂ The CS-based STFT features are analysed through investigation of STFT
parameters and evaluation of different numbers of features; the proposed features are also compared with local maxima approach based on
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classification performance, class separability criterion through multiple
discriminant analysis, and mutual information.
➃ The experimental results show that the proposed approach has a stable performance on different Kaiser window shape parameters and
window lengths; it yields high classification rates using only a small
number of features on a real-world railway data set.

7.2

Conclusion and future work

A number of areas have witnessed the GPR success, including archaeology, sedimentology, road construction, glacier and ice sheet investigation, mineral exploration and resource evaluation, landmine detection, and forensic science. This
research investigates target detection and recognition in GPR profiles. It focuses
on analysing GPR traces and developing a system that automatically detects and
recognises objects. Three different approaches are proposed to solve the problem:
i) local maxima search based on morphological processing,
ii) adaptive sparse signal decomposition for GPR signal representation and
classification, and
iii) compressed sensing-based feature selection from STFT spectrograms.
The experimental results have shown the proposed approaches can efficiently
represent a GPR trace using a small number coefficients, and achieve high classification rates. However, each approach has its own advantages. The local
maxima approach is easy to implement. The signal decomposition has the potential for object localization and dielectric property estimation. The compressed
sensing-based approach is robust to system parameter variations. In terms of the
computational cost, we evaluated the execution time of all approaches on a computer with Intel Q9400 (2.66 GHz) CPU and 3.23 GB RAM. The experiments were
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conducted on 10 data sets, each containing 20 traces. The average time of 10 sets is
given in Table 7.1. The results show that the compressed sensing-based approach
has an advantage over the local maxima and signal decomposition approaches in
terms of computational cost.
Table 7.1: Computation time of the proposed algorithms (in milliseconds).
Number of features
6
8
11
14
17
Local maxima
7.8
7.9
8.1
7.8
15.2
Signal decomposition
1388.6 1855.7 2585.0 3292.4 4025.6
Compressed sensing-based
1.2
1.6
1.5
1.9
5.5
Although the proposed techniques have the great potential to be realised in the
real world, there are issues that should be addressed. Following the investigations
described in this thesis, here is a list of research directions that could be made in
the future.
• Determine the number of features automatically: In the proposed approaches,
the number of features is a user predefined parameter. It is possible to find
the optimal number of features automatically from training data. A promising approach is based on local maxima and mean-shift clustering.
• Enhance the sparse decomposition with additional constraints: In the sparse
representation-based approach, we mentioned that additional constraints
can be incorporated to improve the decomposition in the atom selection.
An appropriate constraint may be beneficial to the SR-based signal representation and classification.
• Investigate non-linear sparse classifier: When the feature extraction is formulated as a CS problem in the input space, the sparse vector has discriminative power for classification. A future direction is how to formulate a
non-linear sparse classifier in a high-dimensional feature space.
• Derive features for data collected at different antenna heights: To correctly classify test samples from different antenna heights, the proposed
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approaches require the training set to include the data collected from the
same antenna heights with the test samples. However, it would be attractive
that feature extracted from one antenna height, after some transformations,
are effective to classify samples from another antenna height.
• Collect more data for evaluation: The data set used in this thesis consists of
three ballast types: clean, 50% clay fouling, and 50% coal fouling. However,
the ballast fouling conditions are complex in the real world. Therefore, it
is necessary to apply the proposed approaches using data collected from
varied ballast fouling conditions, under different weather conditions and
radio interference.
• Localize and determine the electromagnetic properties of underground objects: Object localization and identification are important in real world applications. The feature vectors extracted using the signal decomposition approach contain the frequency and time delay information of underground
objects. Thus, it is possible to use these features to localize underground
objects and estimate the electromagnetic properties.
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