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Abstract
We consider the problem of minimizing a finite sum of proper, convex, and lower semi-
continuous functions subject to the set of minimizers of a convex differentiable function.
In order to solve the problem, an algorithm combining the incremental proximal gradient
method with smooth penalization technique is proposed. We show the convergence of the
generated sequence of iterates to an optimal solution of the optimization problems, provided
that a condition expressed via the Fenchel conjugate of the constraint function is fulfilled. Fi-
nally, the functionality of the method is illustrated by some numerical experiments addressing
classical binary classification via support vector machines and image inpainting problems.
Key words: convex optimization; Fenchel conjugate; incremental proximal method;
penalization; proximal gradient algorithm.
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1 Introduction
Let Fi : Rn → R be a function of the form
Fi(x) := fi(x) + hi(x)
for all i = 1, . . . ,m, where fi : Rn → R is a convex function and hi : Rn → R is a convex
differentiable function such that ∇hi is Li−Lipschitz continuous. Let g : Rn → R be a convex
differentiable function such that ∇g is Lg−Lipschitz continuous. In this work, we focus on the
problem
minimize
∑m
i=1 Fi(x)
subject to x ∈ arg min g. (1)
Let S denote the solution set of this problem and assume that S is nonempty. In addition, we
may assume without loss of generality that min g = 0.
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It is well known that the minimization of the sum of composite functions yields many ap-
plications to classification and regression models in machine learning. In these applications, a
key feature is to deal with a very large number of component (typically, convex and Lipschitz
continuous) loss functions where the evaluation of the proximal operators and/or gradients of the
whole objective function seems very costly or even impossible; see [15, 16, 29]. Apart from the
aforementioned classification and regression problems, the problems with additive structure also
arise in sensor, wireless and peer-to-peer networks in which there is no central node that facilitates
computation and communication. Moreover, the allocation of all the cost components Fi at one
node is sometimes not possible due to memory, computational power, or private information. For
further discussion concerning sensor networks, see [9, 26].
One of promising algorithms for performing this kind of problem structure is the so-called
incremental type method. Its key idea is to take steps subsequently along the proximal operators
and/or gradients of the component functions Fi and to update the current iterate after processing
each Fi. Actually, let us recall the classical incremental gradient method (IGM) for solving the
minimization problem, that is,
minimize
∑m
i=1 fi(x)
subject to x ∈ X, (2)
where fi : Rn → R is a convex differentiable function, for all i = 1, . . . ,m, and X ⊂ Rn is a
nonempty closed convex set. The method is given as follows: if xk is the vector obtained after k
cycles, the vector xk+1 is updated by ϕ1,k := xk, then computing
ϕi+1,k := ϕi,k − αk∇fi(ϕi,k), i = 1, . . . ,m, (3)
and finally generating xk+1 after one more cyclic m steps as
xk+1 := projX(ϕm+1,k),
where αk is a positive scalar parameter, and projX is the projection operator onto X. The advan-
tage of IGM comparing with the classical gradient descent method, which have been analytically
proved and even experimentally observed, is that it can attain a better asymptotic convergence
to a solution of (2); see [7] for more details on this topic.
Apart from the gradient based method, there are many situations in which the objective
functions may not be smooth enough to apply IGM; in this case, we can consider the so-called
incremental proximal method instead. Consider the (nonsmooth) minimization problem (2) where
the component function fi : Rn → R is convex, for all i = 1, . . . ,m. The incremental proximal
method, which was initially proposed by Bertsekas [6], is given as follows: if xk is the vector
obtained after k cycles, then the vector xk+1 is updated in a similar fashion to IGM, except that
the gradient step (3) is replaced by the proximal step
ϕi+1,k := proxαkfi (ϕi,k) , i = 1, . . . ,m.
For further discussion convergence result, see [6–8].
On the other hand, the problem (2) involves the constraints which can be reformulated into the
form (1) via a penalty function corresponding to the constraint so that the set of all minimizers of
the constructed penalty function is the considered constraint. Attouch and Czarnecki [1] initially
investigated a qualitative analysis of the optimal solutions of (1) from the perspective of a penalty-
based dynamical system. This starting point stimulates huge interest among research community
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to design and develop numerical algorithms for solving the minimization problem (1), see [1–4,
11–14, 21–24] for more insights into this research topic. It is worth noting that the common key
feature of these proposed iterative methods is the penalization strategy, that is, if the function g
is smooth, then the penalization term is evaluated by its gradient [21,23,24].
Motivated by all the results mentioned above, we proposed an iterative scheme, which com-
bines the incremental proximal and gradient method with penalization strategy, for solving the
constrained minimization problem (1). To deal with the convergence result, we show that the
generated sequence converges to an optimal solution of (1) by using the quasi-Feje´r monotonicity
technique and. To illustrate the theoretical results, we also present some numerical experiments
addressing classical binary classification and image reconstruction problems.
2 Preliminaries
In this section, we recall some elementary results in convex analysis, present some notations to be
used throughout this paper. The reader may consult [5, 10, 31] for further details.
For a function f : Rn → R we denote by f ∗ for the (Fenchel) conjugate function of f , that is,
the function f ∗ : Rn → (−∞,+∞] so that
f ∗(u) := sup
x∈Rn
{〈u, x〉 − f(x)},
for all u ∈ Rn.
The subdifferential of f at x ∈ Rn, is the set
∂f(x) := {v ∈ Rn : f(y) ≥ f(x) + 〈v, y − x〉 ∀y ∈ Rn}.
The following proposition states two important facts used in the convergence proof.
Proposition 1 [5, Proposition 16.17] For a convex function f : Rn → R, the following properties
hold:
i) f is Lipschitz continuous relative to every bounded subset of Rn,
ii) ∂f maps every bounded subset of Rn to a bounded set.
We also denote by min f := infx∈Rn f(x) the optimal objective value of the function f and by
arg min f := {x ∈ Rn : f(x) = min f} its set of global minima of f .
For r > 0 and x ∈ Rn, we denote by proxrf (x) the proximal point of parameter r of f at x,
which is the unique optimal solution of the (strongly convex) optimization problem
min
u∈Rn
f(u) +
1
2r
‖u− x‖2.
Note that proxrf = (I + r∂f)
−1 and it is a single-valued operator.
Let M ⊆ Rn be a nonempty set. The indicator function of M is the function δM : Rn →
(−∞,+∞], which takes the value 0 on M and +∞ otherwise. The subdifferential of the indicator
function is the normal cone of M , that is,
NM(x) = {u ∈ Rn : 〈u, y − x〉 ≤ 0 ∀y ∈M},
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if x ∈M and NM(x) = ∅ for x /∈M . For x ∈M , we have u ∈ NM(x) if and only if σM(u) = 〈u, x〉,
where σM : Rn → (−∞,+∞] is the support function of M defined by
σM(u) = sup
y∈M
〈y, u〉.
Finally, ran(NM) denotes the range of the normal cone NM , that is, p ∈ ran(NM) if and only if
there exists x ∈M such that p ∈ NM(x).
The following proposition is known as Baillon-Haddad theorem.
Proposition 2 [5, Corollary 18.16] Let f : Rn → R be a convex smooth function and β > 0.
Then the gradient ∇f is β-Lipschitz continuous if and only if it is 1
β
-cocoercive, that is,
〈∇f(x)−∇f(y), x− y〉 ≥ 1
β
‖∇f(x)−∇f(y)‖2,
for all x, y ∈ Rn.
We recall some useful results in convergence analysis.
Let C be a nonempty subset of Rn. We say that a sequence (xk)k≥1 ⊂ Rn is quasi-Feje´r
monotone relative to C if for each c ∈ C, there exist a sequence (δk)k≥1 ⊂ [0,+∞) with
∑∞
k=1 δk =
+∞ and k0 ∈ N such that
‖xk+1 − c‖2 ≤ ‖xk − c‖2 + δk, ∀k ≥ k0.
The following proposition provides an essential property of a quasi-Feje´r monotone sequence;
see Combettes [17] for further information.
Proposition 3 [17, Theorem 3.11] Let (xk)k≥1 be a quasi-Feje´r monotone sequence relative to a
nonempty subset C ⊂ Rn. If at least one sequential cluster point of (xk)k≥1 lies in C, then (xk)k≥1
converges to a point in C.
The following proposition also plays an essential role in convergence analysis.
Proposition 4 [25] Let (ak)k≥1, (bk)k≥1, and (ck)k≥1 be real sequences. Assume that (ak)k≥1 is
bounded from below, (bk)k≥1 is nonnegative,
∑∞
k=1 ck < +∞, and
ak+1 − ak + bk ≤ ck ∀k ≥ 1.
Then the sequence (ak)k≥1 converges and
∑∞
k=1 bk < +∞.
To prove the convergence of iterations, we need an additional key tool known as the Silverman-
Toeplitz theorem [18].
Proposition 5 Let (αk)k≥1 be a positive real sequence with
∑∞
k=1 αk = +∞. If (uk)k≥1 ⊂ Rn is
a sequence such that limk→+∞ uk = u ∈ Rn, then liml→+∞
∑l
k=1 αkuk∑l
k=1 αk
= u.
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3 Incremental Proximal Gradient Method with Penaliza-
tion and Convergence Results
In this section, we consider the convergence analysis of the incremental proximal gradient method
with smooth penalty term for solving (1). Firstly, we propose our main algorithm as shown in
Algorithm 1.
Algorithm 1: IPGM with penalty term
Initialization: The positive sequences (αk)k≥1, (βk)k≥1, and an arbitrary x1 ∈ Rn.
Iterative Step: For a given current iterate xk ∈ Rn (k ≥ 1), set
ϕ1,k := xk − αkβk∇g(xk),
and define
ϕi+1,k := proxαkfi (ϕi,k − αk∇hi(ϕi,k)) , i = 1, . . . ,m,
and
xk+1 = ϕm+1,k.
Remark 6 Algorithm 1 is different from [22, Algorithm 3.1]. In fact, in our previous work, we
consider the problem (1) in the sense that h =
∑m
i=1 hi and perform the gradient ∇h(xk) at
each iteration k. However, the iterative scheme proposed here allows us to perform the gradient
∇hi(ϕi,k) at each sub-iteration i. Moreover, it is worth noting that Algorithm 1 is very useful
through its decentralized setting which appears in many situations, for instance, decentralized
network system or support vector machine learning problems; see [20,27].
For the convergence results, the following hypotheses are assumed throughout this section:

(H1) The subdifferential sum ∂ (
∑m
i=1 fi + δarg min g) =
∑m
i=1 ∂fi +Narg min g holds;
(H2) The sequence (αk)k≥1 is satisfying
∑∞
k=1 αk = +∞ and
∑∞
k=1 α
2
k < +∞;
(H3) 0 < lim infk→+∞ αkβk ≤ lim supk→+∞ αkβk < 2Lg ;
(H4) For every p ∈ ran(Narg min g),
∑∞
k=1 αkβk
[
g∗
(
p
βk
)
− σarg min g
(
p
βk
)]
< +∞.
Remark 7 (i) For the conditions which guarantee the exact subdifferential sum formulae in
the condition (H1), the reader may consult the book of Bauschke and Combettes [5].
(ii) Note that the hypothesis (H3) is a relaxation of Assumption 4.1 (S3) in [22]. In fact, the
superior limit in [22] is bounded above by 1
Lg
, but in this work it can be extended to 2
Lg
.
This allows us to consider more larger parameters (αk)k≥1 and (βk)k≥1. An example of the
sequences (αk)k≥1 and (βk)k≥1 satisfying the conditions (H2) and (H3) is the real sequences
αk ∼ 1k and βk ∼ bk for every k ≥ 1, where 0 < b < 2Lg .
(iii) The condition (H4) was originated by Attouch and Czarnecki [1]. For example, for a function
g : Rn → R, it holds g ≤ δarg min g and so g∗ ≥ (δarg min g)∗ = σarg min g, which yields
g∗ − σarg min g ≥ 0.
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Note that if the function g satisfies
g ≥ a
2
dist2(·, arg min g),
where a > 0, we then have g∗(x) − σarg min g(x) ≤ 12a‖x‖2 for all x ∈ Rn. Thus, for every
k ≥ 1, and p ∈ ran(Narg min g), we have
αkβk
[
g∗
(
p
βk
)
− σarg min g
(
p
βk
)]
≤ αk
2aβk
‖p‖2.
Note that if
∑∞
k=1
1
β2k
< +∞, then it follows that
∞∑
k=1
αkβk
[
g∗
(
p
βk
)
− σarg min g
(
p
βk
)]
< +∞.
This inequality also holds for the sequences satisfying the hypotheses (H2) and (H3).
The following lemma provide a very useful tool for the convergence results.
Lemma 8 Let u ∈ S and p ∈ Narg min g(u) be such that 0 = p +
∑m
i=1 vi +
∑m
i=1∇hi(u), where
vi ∈ ∂fi(u) for all i = 1, . . . ,m. Then for every k ≥ 1 and η > 0, we have
‖xk+1 − u‖2 − ‖xk − u‖2 + η
1 + η
αkβkg(xk) +
(
1− η
1 + η
) m∑
i=1
‖ϕi+1,k − ϕi,k‖2
≤ αk
(
2(1 + η)
η
αk − 2
max1≤i≤m Li
) m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2
+
((
1 +
η
2(1 + η)
)
αkβk − 2
Lg(1 + η)
)
αkβk‖∇g(xk)‖2
+
2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2
+
η
1 + η
αkβk
[
g∗
(
2p
η
1+η
βk
)
− σarg min g
(
2p
η
1+η
βk
)]
.
Proof. Let k ≥ 1 be fixed. For all i = 1, . . . ,m, it follows from the definition of proximity
operator αkfi that ϕi,k−αk∇hi(ϕi,k)−ϕi+1,k ∈ αk∂fi(ϕi+1,k). Since vi ∈ ∂fi(u), the monotonicity
of ∂fi implies that
〈ϕi,k − αk∇hi(ϕi,k)− ϕi+1,k − αkvi, ϕi+1,k − u〉 ≥ 0,
or equivalently,
〈ϕi,k − ϕi+1,k, u− ϕi+1,k〉 ≤ αk 〈∇hi(ϕi,k) + vi, u− ϕi+1,k〉 .
This implies that
‖ϕi+1,k − u‖2 − ‖ϕi,k − u‖2 + ‖ϕi+1,k − ϕi,k‖2 ≤ 2αk 〈∇hi(ϕi,k) + vi, u− ϕi+1,k〉 . (4)
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Summing up the inequalities (4) for all i = 1, . . . ,m, we obtain
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 +
m∑
i=1
‖ϕi+1,k − ϕi,k‖2
≤ 2αk
m∑
i=1
〈∇hi(ϕi,k) + vi, u− ϕi+1,k〉
= 2αk
m∑
i=1
〈∇hi(ϕi,k)−∇hi(u), u− ϕi,k〉
+2αk
m∑
i=1
〈∇hi(ϕi,k)− hi(u), ϕi,k − ϕi+1,k〉
+2αk
m∑
i=1
〈∇hi(u) + vi, u− ϕi+1,k〉 . (5)
Let us consider the first term in the right-hand side of (5). For each i = 1, . . . ,m, since ∇hi is
1
Li
-cocoercive, we have
〈∇hi(ϕi,k)−∇hi(u), ϕi,k − u〉 ≥ 1
Li
‖∇hi(ϕi,k)−∇hi(u)‖2,
and so
2αk
m∑
i=1
〈∇hi(ϕi,k)−∇hi(u), u− ϕi,k〉 ≤ −2αk
m∑
i=1
1
Li
‖∇hi(ϕi,k)−∇hi(u)‖2
≤ −2αk
max1≤i≤m Li
m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2. (6)
For the second term of the right-hand side of (5), for each i = 1, . . . ,m, we note that
2αk 〈∇hi(ϕi,k)− hi(u), ϕi,k − ϕi+1,k〉 ≤ 2(1 + η)
η
α2k‖∇hi(ϕi,k)−∇hi(u)‖2
+
η
2(1 + η)
‖ϕi,k − ϕi+1,k‖2,
which yields
2αk
m∑
i=1
〈∇hi(ϕi,k)− hi(u), ϕi,k − ϕi+1,k〉 ≤ 2(1 + η)
η
α2k
m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2
+
η
2(1 + η)
m∑
i=1
‖ϕi,k − ϕi+1,k‖2. (7)
Substituting (6) and (7) in (5), we obtain
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 +
(
1− η
2(1 + η)
) m∑
i=1
‖ϕi+1,k − ϕi,k‖2
≤ αk
(
2(1 + η)
η
αk − 2
max1≤i≤m Li
) m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2
+2αk
m∑
i=1
〈∇hi(u) + vi, u− ϕi+1,k〉 . (8)
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Now, for the last term in the right-hand side of (8), we have
2αk
m∑
i=1
〈∇hi(u) + vi, xk − ϕi+1,k〉 ≤ 2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2
+
η
2m(m+ 1)(1 + η)
m∑
i=1
‖xk − ϕi+1,k‖2. (9)
Now, for each i = 1, . . . ,m, the triangle inequality yields
‖xk − ϕi+1,k‖ ≤ ‖xk − ϕ1,k‖+
i∑
j=1
‖ϕj+1,k − ϕj,k‖ (10)
≤ ‖xk − ϕ1,k‖+
m∑
i=1
‖ϕi+1,k − ϕi,k‖,
and so
‖xk − ϕi+1,k‖2 ≤
(
‖xk − ϕ1,k‖+
m∑
i=1
‖ϕi+1,k − ϕi,k‖
)2
≤ (m+ 1)
(
‖xk − ϕ1,k‖2 +
m∑
i=1
‖ϕi+1,k − ϕi,k‖2
)
.
Summing up the above inequalities for all i = 1, . . . ,m, we have
m∑
i=1
‖xk − ϕi+1,k‖2 ≤ m(m+ 1)
(
‖xk − ϕ1,k‖2 +
m∑
i=1
‖ϕi+1,k − ϕi,k‖2
)
.
Multiplying this inequality by η
2m(m+1)(1+η)
, the inequality (9) becomes
2αk
m∑
i=1
〈∇hi(u) + vi, xk − ϕi+1,k〉 ≤ 2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2
+
η
2(1 + η)
‖xk − ϕ1,k‖2 + η
2(1 + η)
m∑
i=1
‖ϕi+1,k − ϕi,k‖2,
(11)
and then
2αk
m∑
i=1
〈∇hi(u) + vi, u− ϕi+1,k〉 ≤ 2αk
m∑
i=1
〈∇hi(u) + vi, u− xk〉
+2αk
m∑
i=1
〈∇hi(u) + vi, xk − ϕi+1,k〉
≤ 2αk
m∑
i=1
〈∇hi(u) + vi, u− xk〉
2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2
+
η
2(1 + η)
‖xk − ϕ1,k‖2 + η
2(1 + η)
m∑
i=1
‖ϕi+1,k − ϕi,k‖2.
8
Hence (8) becomes
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 +
(
1− η
(1 + η)
) m∑
i=1
‖ϕi+1,k − ϕi,k‖2
≤ αk
(
2(1 + η)
η
αk − 2
max1≤i≤m Li
) m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2
+
2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2 + η
2(1 + η)
α2kβ
2
k‖∇g(xk)‖2
2αk
m∑
i=1
〈∇hi(u) + vi, u− xk〉 . (12)
On the other hand, the definition of ϕ1,k, we note that
‖ϕ1,k − u‖2 = ‖ϕ1,k − xk‖2 + ‖xk − u‖2 + 2 〈ϕ1,k − xk, xk − u〉
= α2kβ
2
k‖∇g(xk)‖2 + ‖xk − u‖2 − 2αkβk 〈∇g(xk), xk − u〉 . (13)
Furthermore, since ∇g is 1
Lg
-cocoercive and ∇g(u) = 0, we have
2αkβk 〈∇g(xk), xk − u〉 = 2αkβk 〈∇g(xk)−∇g(u), xk − u〉
≥ 2αkβk
Lg
‖∇g(xk)−∇g(u)‖2 = 2αkβk
Lg
‖∇g(xk)‖2,
which implies that
−2αkβk 〈∇g(xk), xk − u〉 ≤ −2αkβk
Lg
‖∇g(xk)‖2. (14)
Moreover, since g is convex and g(u) = 0, we have
−2αkβk 〈∇g(xk), xk − u〉 = 2αkβk 〈∇g(xk), u− xk〉
≤ 2αkβk (g(u)− g(xk)) = −2αkβkg(xk). (15)
Combining (14) and (15), we obtain
−2αkβk 〈∇g(xk), xk − u〉 ≤ − 2αkβk
Lg(1 + η)
‖∇g(xk)‖2 − 2η
1 + η
αkβkg(xk).
From this inequality, together with the inequality (13) and the definition of xk+1, it follows
that
‖xk+1 − u‖2 − ‖xk − u‖2 +
(
1− η
(1 + η)
) m∑
i=1
‖ϕi+1,k − ϕi,k‖2 + η
1 + η
αkβkg(xk)
≤ αk
(
2(1 + η)
η
αk − 2
max1≤i≤m Li
) m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2
+
((
1 +
η
2(1 + η)
)
αkβk − 2
Lg(1 + η)
)
αkβk‖∇g(xk)‖2
+
2m(m+ 1)(1 + η)
η
α2k
m∑
i=1
‖∇hi(u) + vi‖2
2αk
m∑
i=1
〈∇hi(u) + vi, u− xk〉 − η
1 + η
αkβkg(xk). (16)
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Not least, since p ∈ argmin g, we have
2αk
m∑
i=1
〈∇hi(u) + vi, u− xk〉 − η
1 + η
αkβkg(xk) = −2αk 〈p, u− xk〉 − η
1 + η
αkβkg(xk)
= 2αk 〈p, xk〉 − η
1 + η
αkβkg(xk)− 2αk 〈p, u〉
=
η
1 + η
αkβk
[〈
2p
η
1+ηβk
, xk
〉
− g(xk)−
〈
2p
η
1+ηβk
, u
〉]
≤ η
1 + η
αkβk
[
g∗
(
2p
η
1+ηβk
)
−
〈
2p
η
1+ηβk
, u
〉]
= αkβk
[
g∗
(
2p
η
1+ηβk
)
− σargmin g
(
2p
η
1+ηβk
, u
)]
.
Combining this relation and (16), the required inequality is finally obtained. 
The following lemma is a collection of some convergence properties of the sequences involved
in our analysis.
Lemma 9 The following statements hold:
(i) The sequence (xk)k≥1 is quasi-Feje´r monotone relative to S.
(ii) For each u ∈ S, the limit limk→+∞ ‖xk − u‖ exists. Moreover,
∑∞
k=1 αkβkg(xk) < +∞,∑∞
k=1 αkβk‖∇g(xk)‖2 < +∞, and
∑∞
k=1
∑m
i=1 ‖ϕi+1,k − ϕi,k‖2 < +∞.
(iii) limk→+∞ g(xk) = limk→+∞ ‖∇g(xk)‖ = limk→+∞
∑m
i=1 ‖ϕi+1,k − ϕi,k‖2 = limk→+∞ ‖xk −
ϕ1,k‖ = 0.
(iv) Every sequential cluster point of the sequence (xk)k≥1 lies in argmin g.
Proof. (i) Since lim supk→+∞ αkβk <
2
Lg
, there exists k0 ∈ N such that αkβk < 2Lg for all k ≥ k0.
Now, pick η0 ∈
(
0,
2
(
2
Lg
−lim supk→+∞ αkβk
)
3 lim supk→+∞ αkβk
)
, we have αkβk <
4
Lg(2+3η0)
for all k ≥ k0. So, there
must exist M > 0 such that for all k ≥ k0
αkβk < M <
4
Lg(2 + 3η0)
=
2
Lg(1 + η0)
(
1 + η0
2(1+η0)
) .
On the other hand, since αk → 0, there exists k1 ∈ N such that
2(1 + η0)
η0
αk − 2
max1≤i≤m Li
< 0, ∀k ≥ k1.
Let u ∈ S be given. For every k ≥ max{k0, k1}, we have
‖xk+1 − u‖2 − ‖xk − u‖2 + η0
1 + η0
αkβkg(xk) +
(
1− η0
1 + η0
) m∑
i=1
‖ϕi+1,k − ϕi,k‖2
+
(
2
Lg(1 + η0)
−
(
1 +
η0
2(1 + η0)
)
M
)
αkβk‖∇g(xk)‖2
≤ 2m(m+ 1)(1 + η0)
η0
α2k
m∑
i=1
‖∇hi(u) + vi‖2
+
η0
1 + η0
αkβk
[
g∗
(
2p
η0
1+η0
βk
)
− σarg min g
(
2p
η0
1+η0
βk
)]
. (17)
10
Since the right-hand side is summable and the last three terms of the left-hand side are nonnega-
tive, the sequence (xk)k≥1 is quasi-Feje´r monotone relative to S.
(ii) Since the right-hand side of (17) is summable, the statement in (ii) follows immediately
from Proposition 4.
(iii) By (ii), it is obvious that limk→+∞ ‖xk − ϕ1,k‖2 = limk→+∞
∑m
i=1 ‖ϕi+1,k − ϕi,k‖2 = 0.
Moreover, due to (H3), we also have limk→+∞ ‖∇g(xk)‖ = limk→+∞ g(xk) = 0.
(iv) Let w be a sequential cluster point of (xk)k≥1 and (xkj)j≥1 be a subsequence of (xk)k≥1
such that xkj → w. By the lower semicontinuity of g, we obtain that
g(w) ≤ lim inf
j→+∞
g(xkj) = lim
k→+∞
g(xk) = 0,
and so w ∈ arg min g. 
The following theorem describes the convergence of iterates.
Theorem 10 The sequence (xk)k≥1 converges to a point in S.
Proof. Let u ∈ S and k ≥ 1 be fixed. For each i = 1, . . . ,m, we have from the subdifferential
inequality of fi that
〈ϕi,k − ϕi+1,k − αk∇hi(ϕi,k), u− ϕi+1,k〉 ≤ αk(fi(u)− fi(ϕi,k)),
and by the convexity of hi, we have
2 〈ϕi,k − ϕi+1,k, u− ϕi+1,k〉
≤ 2αk(fi(u)− fi(ϕi,k)) + 2αk 〈∇hi(ϕi,k), u− ϕi+1,k〉
= 2αk(fi(u)− fi(ϕi,k)) + 2αk 〈∇hi(ϕi,k), u− ϕi,k〉+ 2αk 〈∇hi(ϕi,k), ϕi,k − ϕi+1,k〉
≤ 2αk(fi(u)− fi(ϕi,k)) + 2αk(hi(u)− hi(ϕi,k)) + 2αk 〈∇hi(ϕi,k), ϕi,k − ϕi+1,k〉
≤ 2αk(Fi(u)− Fi(ϕ1,k)) + 2αk(Fi(ϕ1,k)− Fi(ϕi,k))
+α2k‖∇hi(ϕi,k)‖2 + ‖ϕi,k − ϕi+1,k‖2
≤ 2αk(Fi(u)− Fi(ϕ1,k)) + 2αk(Fi(ϕ1,k)− Fi(ϕi,k))
+2α2k‖∇hi(ϕi,k)−∇hi(u)‖2 + 2α2k‖∇hi(u)‖2 + ‖ϕi,k − ϕi+1,k‖2. (18)
Note that
‖ϕi+1,k − u‖2 − ‖ϕi,k − u‖2 + ‖ϕi+1,k − ϕi,k‖2 = 2 〈ϕi,k − ϕi+1,k, u− ϕi+1,k〉 .
Combining this equality with (18), we obtain
‖ϕi+1,k − u‖2 − ‖ϕi,k − u‖2 ≤ 2αk(Fi(u)− Fi(ϕ1,k))
+2αk(Fi(ϕ1,k)− Fi(ϕi,k))
+2α2k‖∇hi(ϕi,k)−∇hi(u)‖2 + 2α2k‖∇hi(u)‖2.
Summing up this inequality for all i = 1, . . . ,m, we have
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 ≤ 2αk(F (u)− F (ϕ1,k))
+2αk
(
F (ϕ1,k)−
m∑
i=1
Fi(ϕi,k)
)
+2α2k
m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2 + 2α2k
m∑
i=1
‖∇hi(u)‖2.
11
Since (ϕi,k)k≥1 is bounded for all i = 1, . . . ,m, there exists M > 0 such that
max
{
m∑
i=1
‖∇hi(ϕi,k)−∇hi(u)‖2, max
1≤i≤m
‖∇hi(ϕi,k)‖
}
≤M, (19)
and so
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 ≤ 2αk(F (u)− F (ϕ1,k))
+2αk
(
F (ϕ1,k)−
m∑
i=1
Fi(ϕi,k)
)
+2α2kM + 2α
2
k
m∑
i=1
‖∇hi(u)‖2. (20)
On the other hand, since ∂fi maps a bounded subset into a bounded nonempty subset of Rn,
we have from the definition of ∂fi that for each i = 1, . . . ,m, there exists Ki > 0 such that
‖ϕi,k − ϕi+1,k − αk∇hi(ϕi,k)‖ ≤ αkKi,
and so
‖ϕi,k − ϕi+1,k‖ ≤ αkKi + αk‖∇hi(ϕi,k)‖ ≤ αkK,
where
K := M + max
1≤i≤m
Ki.
Note that
‖ϕi,k − ϕ1,k‖ ≤
i−1∑
j=1
‖ϕj,k − ϕj+1,k‖ ≤ αkiK.
Moreover, since
⋃m
i=1{ϕi,k : k ≥ 1} is bounded and the functions fi and hi are Lipschitz continuous
on all bounded set by Proposition 1, for all i = 1, . . . ,m, there exist the Lipschitz constants ci > 0
such that
Fi(ϕ1,k)− Fi(ϕi,k) ≤ ci‖ϕ1,k − ϕi,k‖ ≤ c‖ϕ1,k − ϕi,k‖ ≤ αkicK,
where c := max1≤i≤m ci. This yields
F (ϕ1,k)−
m∑
i=1
Fi(ϕi,k) ≤ αkcK
m∑
i=1
i = αkcK
m(m+ 1)
2
.
Combining this relation with (20), we obtain
‖ϕm+1,k − u‖2 − ‖ϕ1,k − u‖2 ≤ 2αk(F (u)− F (ϕ1,k)) + α2kcKm(m+ 1)
+2α2kM + 2α
2
k
m∑
i=1
‖∇hi(u)‖2.
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Note that from the inequalities (13) and (14), we have
‖ϕ1,k − u‖2 ≤ ‖xk − u‖2 + αkβk
(
αkβk − 2
Lg
)
‖∇g(xk)‖2.
Using the last two inequalities and the assumption (H3), it follows that there exists k0 ∈ N
such that
‖xk+1 − u‖2 − ‖xk − u‖2 ≤ 2αk(F (u)− F (ϕ1,k)) + α2kcKm(m+ 1)
+2α2kM + 2α
2
k
m∑
i=1
‖∇hi(u)‖2, ∀k ≥ k0.
Now, since (xk)k≥1 is bounded, we let z ∈ Rn be its sequential cluster point and a subsequence
(xkj)j≥1 of (xk)k≥1 be such that xkj → z. By Lemma 9 (iii) and (iv), we have ϕ1,kj → z and
z ∈ argmin g. Thus, for every kj ≥ k0, we have
2αkj(F (ϕ1,kj)− F (u)) ≤ ‖xkj − u‖2 − ‖xkj+1 − u‖2
+α2kj
(
cKm(m+ 1) + 2M + 2
m∑
i=1
‖∇hi(u)‖2
)
,
which yields
kj∑
k=k0
αk(F (ϕ1,k)− F (u)) ≤ ‖x1 − u‖
2
2
− ‖xkj+1 − u‖
2
2
+M ′
kj∑
k=k0
α2k,
where M ′ := cKm(m+1)
2
+M +
∑m
i=1 ‖∇hi(u)‖2. Hence,∑kj
k=k0
αk(F (ϕ1,k)− F (u))∑kj
k=k0
αk
≤ ‖x1 − u‖
2
2
∑kj
k=k0
αk
+M ′
∑kj
k=k0
α2k∑kj
k=k0
αk
.
Consequently, by the assumption (H2) and Proposition 5, we obtain
lim inf
j→+∞
∑kj
k=k0
αk(F (ϕ1,k)− F (u))∑kj
k=k0
αk
≤ 0.
The convexity of F together with Proposition 5 also yields
F (z) ≤ lim inf
j→+∞
F
(∑kj
k=k0
αkϕ1,k∑kj
k=k0
αk
)
≤ F (u).
Since u ∈ S is arbitrary, we have z ∈ S. Therefore, by Proposition 3, the sequence (xk)k≥1
converges to a point in S. 
Some remarks are as follows
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Remark 11 (i) One can obtain a similar convergence result as Theorem 10 in a general setting
of a proper convex lower semicontinuous objective function fi : Rn → (−∞,+∞], provided that
the Lipschitz continuity relative to all bounded subset of the functions fi and hi, and the fact
that the subdifferential of fi maps bounded subsets of Rn into bounded nonempty subsets of
Rn are imposed. The properties that the functions fi, hi are Lipschitz continuous on all bounded
subset of Rn is typically assumed in order to guarantee the non-ergodic convergence of incremental
proximal type schemes; see, for instance [6,7]. In fact, there are several loss functions in machine
learning satisfy the Lipschitz continuous property, for instance, the hinge, logistic, and Huber loss
functions; see [28] for further discussion.
(ii) One can also obtain a weak ergodic convergence of the sequence (xk)k≥1 in a general setting
of real Hilbert space by slightly modifying the proofs of Theorem 3.1 and Corollary 4.1 in [22].
4 Numerical Examples
In this section, we demonstrate the effectiveness of the proposed algorithm by applying to solve,
in the first subsection, the binary classification via support vector machines for the handwritten
digits data sets, and, in the second one, the image reconstruction problem addressing the image
inpainting. All the experiments were performed under MATLAB 9.6 (R2019a) running on a
MacBook Pro 13-inch, 2019 with a 2.4 GHz Intel Core i5 processor and 8 GB 2133 MHz LPDDR3
memory.
4.1 Binary classification via support vector machines
In this subsection we focus on the classical machine learning of binary classification based on the
handwritten digits MNIST datasets (http://www.cs.nyu.edu/~roweis/data.html) containing
28 × 28 images on grey-scale pixels. We separate a set of training data into two classes, namely,
the ith training image wi ∈ {0, 1, . . . , 255}784, for all i = 1, . . . ,m, and the i-th label yi ∈ {−1,+1}
of the ith training image. A classifier is trained to identify every new test image to one of the
given classes by solving the optimization problem
minimize
∑m
i=1 max{0, 1− yi 〈wi, x〉}+ λ‖x‖1
subject to x ∈ R784, (21)
where ‖x‖1 is the `1-regularization term with parameter λ > 0. This term is typically imposed in
order to obtain a sparse solution x which can be considered as a selection of the relevant pixels.
Alternatively, the problem (21) can be formulated as the equivalent constrained optimization
problem
minimize
∑m
i=1 max{0, 1− yi 〈wi, x〉}+ λ1>u
subject to −uj ≤ xj ≤ uj, j = 1, . . . , 784, (22)
where 1 denotes the vector whose all components are 1. For more discussion on these equivalent
forms, see [19, problems (5)-(6)].
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To incorporate this problem into our setting, we use the matrix
A :=

1 0 · · · 0 1 0 · · · 0
0 1 · · · 0 0 1 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 1 0 0 · · · 1
−1 0 · · · 0 1 0 · · · 0
0 −1 · · · 0 0 1 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · −1 0 0 · · · 1

∈ R1568×1568,
which leads the problem (22) into the form
minimize
∑m
i=1 max{0, 1− yi 〈wi, x〉}+ λ1>u
subject to A
(
x
u
)
∈ R1568+ ,
where R1568+ is the positive part of R1568. Note that this problem is equivalent to
minimize
∑m
i=1 max{0, 1− yi 〈wi, x〉}+ λ1>u
subject to
(
x
u
)
∈ arg min 1
2
dist2
(
A(·),R1568+
)
.
(23)
This problem fits into the framework of (1) by considering the proximable function fi
(
x
u
)
:=
max{0, 1 − yi 〈wi, x〉} + λm1>u, for all i = 1, . . . ,m, and the differentiable function g
(
x
u
)
:=
1
2
dist2
(
A
(
x
u
)
,R1568+
)
. Note that ∇g is ‖A‖2-Lipschitz continuous.
To show the performance of the proposed method, we solve the optimization problem (23)
with Algorithm 1. We use 6000 training images (3000 images in each class) representing the
handwritten digits 4 and 5, labelled by −1 and +1, respectively. Note that due to numerical
reasons, all the images are vectorized and normalized. The performance of the obtained classifier
is evaluated by the relative change
max

∥∥∥∥(xk+1uk+1
)
−
(
xk
uk
)∥∥∥∥∥∥∥∥(xkuk
)∥∥∥∥+ 1 ,
|F (xk+1)− F (xk)|
F (xk) + 1
 ≤ 10−5,
where F (x) :=
∑6000
i=1 max{0, 1− yi 〈wi, x〉}+ λ‖x‖1.
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Figure 1: An example of misclassified images.
βk → 0.1k
‖A‖2
0.3k
‖A‖2
0.5k
‖A‖2
0.7k
‖A‖2
0.9k
‖A‖2
1.1k
‖A‖2
1.3k
‖A‖2
1.5k
‖A‖2
1.7k
‖A‖2
1.9k
‖A‖2αk ↓
0.1/k 6429 4781 4362 4049 3968 3914 3891 3895 3891 3889
0.3/k 6569 5309 5087 4999 4905 4896 4851 4883 4867 4823
0.5/k 6257 5480 5394 5325 5333 5351 5340 5345 5330 5309
0.7/k 6582 5986 5998 5972 5962 5957 5992 5984 5984 5961
0.9/k 6932 6215 6178 6046 6057 6053 6050 6035 6035 6067
1.1/k 7215 6823 6830 6886 6829 6798 6779 6766 6766 -
1.3/k 7726 7469 7507 7542 7509 7484 7454 7421 - -
1.5/k 8026 7832 7801 7828 7852 7864 7848 - - -
1.7/k 8404 8224 8237 8140 8185 8080 - - - -
1.9/k 8591 8379 8318 8335 8302 - - - - -
Table 1: Number of iterations to reach the optimal tolerance for different choices of the step sizes
αk and the penalization parameter βk.
In Table 1, we present the number of iterations to reach the optimal tolerance 10−5 for different
combinations of step sizes αk and penalization parameters βk when the regularized parameter
λ = 1. Note that the results for the combinations which do not satisfying the condition (H3) are
not presented in the table. In this experiment, we observe that the lowest number of iterations of
3889 is obtained for the combination of αk = 0.1/k with βk = 1.9k/‖A‖2. Moreover, one can see
that the number of iterations to reach the optimal tolerance decreases whenever the penalization
parameter βk increases, however, it increases whenever the step size αk increases.
Parameter λ 0.001 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Missclasification rate 0.9605 0.8538 0.8538 0.9072 0.8004 0.8004 0.8538 0.9605 0.9605 1.0672 1.1740
Parameter λ 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2
Missclasification rate 1.1740 1.2807 1.3874 1.4408 1.4408 1.3874 1.3874 1.4408 1.4408 1.4408 1.4408
Table 2: Misclassification rate in percentage for different choices of the `1-regularized parameter
λ > 0.
Table 2 shows the misclassification rate in percentage for different choices of the `1-regularized
parameters λ when αk = 0.1/k and βk = 1.9k/‖A‖2. We testify for 1874 test images from both
classes, and an example of misclassified images is shown in Figure 1. We observe that the lowest
misclassification rate of 0.8004% is obtained for λ = 0.3 and 0.4. Moreover, for λ ≥ 0.5, the
missclassification rate increases when the parameter λ increases.
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4.2 Image inpainting
In this subsetion, we investigate the performance of the proposed method for solving the image
reconstruction problem, namely image inpainting. Let n := `1 × `2 and X ∈ R`1×`2 be an ideal
complete image. Let x ∈ Rn represent the one-dimensional vector which generated by vectorizing
the two-dimensional image X. Let b ∈ Rn be the marked image and B ∈ Rn×n be the diagonal
matrix where Bi,i = 0 if the pixel i in the marked image b is missing (in our experiments, we set it
to be black) and Bi,i = 1 otherwise, for i = 1, . . . , n. Inpainting problem aims to reconstruct the
clean image x from the marked image b by solving the nonsmooth convex constrained minimization
problem
minimize λ1‖Wx‖1 + λ22 ‖x‖2
subject to x ∈ argmin 1
2
‖B · −b‖2, (24)
where λ1, λ2 > 0 are the penalization parameters, and W is the inverse discrete Haar wavelet trans-
form. The term ‖Wx‖1 is to deduce the sparsity of the image under the wavelet transformation,
and the term 1
2
‖x‖2 is to deduce the uniqueness of the solution. Note that W>W = WW> = I
and so ‖W>W‖ = 1. For more details of wavelet-based inpainting, see [30].
Note that the problem (24) fits into the setting of the problem (1) where m = 1, f1 =
λ1‖W (·)‖1, h1 = λ22 ‖ · ‖2, and g = 12‖B · −b‖2. To show the performance of the proposed method,
we solve the image inpainting problem (24) with Algorithm 1. We tested the method on 384×512
peppers image in Figure 2 (a). In this case, we create the noisy images by randomly masking 60
percentages of chosen pixels to black in Figure 2 (b). The quality of the reconstructed images is
measured by means of the improvement in signal-to-noise ratio (ISNR) in decibel (dB), that is,
ISNR(k) = 10 log
( ‖x− b‖2
‖x− xk‖2
)
,
where x, b, and xk denote the original clean image, the noisy image with missing pixels, and the
reconstructed image at iteration k, respectively. An example of the reconstructed image after 50
iterations with λ1 = 0.01, λ2 = 1, αk = 1/k, and βk = k is shown in Figure 2 (c) with ISNR of
16.5529 dB. In Figure 3, we show the curves of ISNR and the absolute error of function values for
the reconstructed image performed by Algorithm 1 after 50 iterations.
(a) Original image (b) 60% missing pixels
(c) Reconstructed image
with ISNR = 16.5529 dB
Figure 2: The original 384×512 peppers image, the image with 60% randomly chosen missing
pixels was set to pure black, and the reconstructed image performed by Algorithm 1 after 50
iterations.
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Figure 3: The ISNR curves and the absolute error of function values for the reconstructed image
performed by Algorithm 1 after 50 iterations.
Next, we present the ISNR values for different combinations of parameters by testing the
384×512 peppers image, its noisy images obtained by masking 60% randomly chosen pixels to
black. The algorithm for 20 iterations, and the results are presented in Tables 3 and 4.
λ1 → 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.5 2
λ2 ↓
10−8 3.1701 5.9704 8.6229 11.1305 13.2470 14.6711 15.4206 15.7265 15.8401 15.8574 15.4991 14.9656
10−5 3.1700 5.9703 8.6227 11.1304 13.2468 14.6709 15.4205 15.7264 15.8400 15.8573 15.4990 14.9656
10−4 3.1696 5.9695 8.6215 11.1288 13.2452 14.6696 15.4195 15.7258 15.8395 15.8569 15.4987 14.9653
10−3 3.1654 5.9616 8.6096 11.1135 13.2288 14.6561 15.4100 15.7189 15.8341 15.8523 15.4957 14.9625
0.005 3.1466 5.9267 8.5569 11.0458 13.1562 14.5957 15.3671 15.6880 15.8097 15.8319 15.4820 14.9502
0.01 3.1233 5.8835 8.4916 10.9615 13.0654 14.5192 15.3122 15.6484 15.7786 15.8058 15.4646 14.9346
0.05 2.9436 5.5502 7.9894 10.3072 12.3390 13.8716 14.8185 15.2887 15.4972 15.5707 15.3129 14.8020
0.1 2.7353 5.1635 7.4109 9.5430 11.4549 13.0110 14.0903 14.7313 15.0632 15.2124 15.0952 14.6188
Table 3: ISNR values after 20 iterations for different choices of penalization parameters λ1 and
λ2 with the step sizes αk = 1/k and the penalization parameter βk = k.
In Table 3, we list the values of the ISNR after 20 iterations performed by Algorithm 1 for
different choices of the penalization parameters λ1, λ2 > 0. In this case, we put the step size
sequence αk = 1/k and the penalization sequence βk = k. We observe that combining λ1 = 1
with each parameter λ2 ∈ (0, 10−4] leads to large ISNR value of about 15.86 dB. Moreover, one
can see that the behavior of ISNR values seems to decrease when λ1 ∈ [0.1, 1] increases, whereas
the behavior of ISNR values seems to decrease when λ2 increases.
In Table 4, we present the values of the ISNR after 20 iterations are performed by Algorithm 1
for different choices of the positive square summable step sizes sequence αk = a/k and the positive
penalization sequence βk = bk, where a, b ∈ [0.5, 2]. Again, the results for the combinations
which do not satisfy the condition (H3) are not presented in the table. Observe that combining
αk = 1.1/k with βk = 1.8k leads to the largest ISNR values of 16.4981 dB. Note that the behavior
of ISNR values seem to increase when both a and b increase.
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5 Conclusions
We consider the splitting method called the incremental proximal gradient method with a penalty
term for solving a minimization problem of the sum of a finite number of proper, convex, and lower
semicontinuous functions subject to the set of minimizers of a convex differentiable function. The
advantage of our method is that it allows us not only to compute the proximal operator or the
gradient of each function separately but also to consider a general sense of the constrained set.
Under some suitable assumptions, we show the convergence of iterates to an optimal solution.
Finally, we propose some numerical experiments on the support vector machine learning and the
image inpainting problem.
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