Abstract. We consider the 1D nonlinear Schrödinger equation (NLS) with focusing point nonlinearity,
Introduction
We consider the 1D nonlinear Schrödinger equation (NLS) with p-power focusing point nonlinearity, for p > 1, Appropriate function spaces in which to discuss solutions, and the corresponding meaning of (1.2) will be given below. Specifically important is the case p = 3, the 1D focusing NLS with cubic point nonlinearity
This equation could model the following two physical settings, as proposed by [MB01] . First, (1.3) could model an electron propagating in a 1D linear medium which contains a vibrational "impurity" at the origin that can couple strongly to the electron. In the approximation where one considers the vibrations completely "enslaved" to the electron, (1.3) is obtained as the effective equation for the electron. [MB01] further remark that an important application of (1.3) is that of a wave propagating in a 1D linear medium which contains a narrow strip of nonlinear (general Kerr-type) material. This nonlinear strip is assumed to be much smaller than the typical wavelength. In fact, periodic and quasiperiodic arrays of nonlinear strips have been considered by a straightforward generalization of (1.3) in order to model wave propagation in some nonlinear superlattices [HTMG94] .
We will begin our mathematical discussion of (1.1) with a comparison to the dD (x ∈ R d ) pure-power autonomous translationally invariant focusing NLS (1.4) i∂ t ψ + ∆ψ + |ψ| p−1 ψ = 0
The equation (1.4) is a well-studied example of a scalar nonlinear dispersive wave equation -see the textbook [Tao06] for an overview of this field. The equation (1.4) obeys the scaling law ψ(x, t) solves (1.4) =⇒ λ 2/(p−1) ψ(λx, λ 2 t) solves (1.4)
The scale-invariant Sobolev normḢ σc (satisfying ψ Ḣσc = ψ λ Ḣσc ) is
A particularly important case is σ c = 0, the L 2 -critical, or mass-critical, case p = 1+ . Note that for d = 1, the L 2 critical nonlinearity is p = 5 (quintic) and for d = 2, the L 2 critical case is the cubic nonlinearity p = 3. On the other hand, the equation (1.1) obeys the scaling law (1.5) ψ(x, t) solves (1.1) =⇒ λ 1/(p−1) ψ(λx, λ 2 t) solves (1.1)
The scale-invariant Sobolev normḢ σc (satisfying ψ Ḣσc = ψ λ Ḣσc ) is σ c = 1 2 − 1 p − 1 (for (1.1))
Thus, for (1.1), the point nonlinearity, p = 3 (cubic) is the L 2 critical setting. The standard equation (1.4) satisfies mass, energy, and momentum conservation laws (meaning quantities independent of t)
For (1.1), the conservation laws take the form
There is no conservation of momentum, since Noether's theorem links this to translational invariance, a property that (1.4) has but (1.1) does not. In §2, we prove these conservation laws, and also state and prove and important identity, the local virial identity, which has applications to the blow-up results in Theorem 1.4(2), 1.5(2) below.
In this paper, we will show that many classical results for (1.4) have counterparts for (1.1). In some cases, the results for (1.1) are stronger or at least simpler to prove.
Local well-posedness for (1. 
[0,T ] functions Among all solutions satisfying the above regularity conditions, it is unique. Moreover, the data-to-solution map ψ 0 → ψ, as a map
It is important that the limits ∂ x ψ(0−, t) def = lim x 0 ∂ x ψ(x, t) and ∂ x ψ(0+, t) def = lim x 0 ∂ x ψ(x, t) do not exist pointwise in t, but in the Sobolev space H 1/4 t . One particular consequence of the local theory is that if the maximal forward time T * > 0 of existence is finite (i.e. T * < ∞) then necessarily
In this case, we say that the solution ψ(t) blows-up at time t = T * > 0. In fact, the rate of divergence of this norm has a lower bound: Proposition 1.2 (lower bound on the blow-up rate). Suppose that ψ(t) is an H 1 x solution on [0, T * ) that blows-up at time t = T * < ∞. Then there exists an absolute constant
Note that by definition of blow-up, lim t T * ψ x (t) L 2 = ∞, and hence there is some time interval (T * − δ, T * ) on which the condition ψ x (t) L 2 x ≥ |E(ψ)| 1/2 applies. Theorem 1.1 is closely related to the half-line result in [BO15] , and the proof given there can be adapted to prove Theorem 1.1. Prop. 1.2 follows from the local theory estimates used to prove Theorem 1.1 and energy conservation. The result for (1.4), analogous to Prop. 1.2, is given by Cazenave & Weissler [CW90] . The proofs of Theorem 1.1 and Prop. 1.2 will not be included in this paper.
Both (1.1) and (1.4) have solitary wave solutions ψ(x, t) = e it ϕ 0 (x), where ϕ 0 solves the stationary equation
In the case of (1.7), there exist a unique (up to translation) radial, smooth, exponentially decaying solution called the ground state. Existence via concentration compactness was obtained by Berestycki & Lions [BL83] , and uniqueness was proved by Kwong [Kwo89] . Weinstein [Wei83] proved that this ground state ϕ 0 saturates the Gagliardo-Nirenberg inequality
The Pohozhaev identities are
The corresponding statements for (1.6) are more straightforward. For x = 0, the equation is 0 = ϕ 0 − ∂ 2 x ϕ 0 , which is linear with solution space spanned by e ±x . Thus any L 2 solution to (1.6) must be of the form
Continuity across x = 0 forces α = β and the jump in derivative condition forces α = 2 1/(p−1) . Consequently
is the only solution to (1.6). The Pohozhaev identities take the form
and can be verified by direct computation from (1.9). Moreover, the analogue of Weinstein [Wei83] is the following. (1.10)
Equality is achieved if and only if there exists θ ∈ R, α > 0, and β > 0 such that 
is global in both time directions and η(t) < 1 for all t ∈ R. (2) If η(0) > 1, then the solution ψ(t) blows-up in the negative time direction at some T − < 0, blows-up in the positive time direction at some T + > 0, and
This is proved in §3. We remark that Case (2) of Theorem 1.4 does not require the assumption of finite variance, in contrast to the known results for (1.4).
Next we concentrate on the L 2 critical case p = 3. In the case of (1.4), Weinstein [Wei83] proved the sharp threshold condition for global existence, and Glassey [Gla77] proved that negative energy solutions of finite variance blow-up. The analogous result for (1.3) using (1.10) and the virial identity is the following. We note that, in contrast to the known results for (1.4), for (1.3) we do not need the assumption of finite variance for the blow-up result.
and is hence a global solution (no blow-up).
(2) If E(ψ) < 0 then ψ(t) blows-up in finite time. This is proved in §3. The global result (1) is sharp since (as we remark below) there exist finite time blow-up solutions ψ with M (ψ) = M (ϕ 0 ). The blow-up result (2) is sharp since the solution ψ(x, t) = e it ϕ 0 (x) is global and E(ψ) = E(ϕ 0 ) = 0. While all solutions of negative energy blow-up, there do exist positive energy blow-up solutions.
In the case L 2 critical case p = 3, there is an additional symmetry, pseudoconformal transform, which is
This transformation is also valid for (1.4) in the L 2 critical case p = 1 + 4 d
, as was observed in that context by Ginibre & Velo [GV79] . Applying the pseudoconformal transformation to the ground state solution e it ϕ 0 (x), together with time reversal, time translation, and scaling symmetries, gives the solution S λ,T * (x, t) to (1.3), for any T * > 0 and λ > 0, where
This is a solution with initial condition
, and hence by Theorem 1.5, S λ,T * is a minimal mass blow-up solution to (1.3). Remarks on the proof of the pseudoconformal transformation and the derivation of S λ,T * (x, t) are included below in §2.
Tsutsumi [Tsu90] and Merle & Tsutsumi [MT90] showed that blow-up solutions to the L 2 critical case of (1.4) concentrate at least the ground state mass at each blow-up point. The corresponding result for (1.3) is Theorem 1.6 (Mass concentration of L 2 -critical blow-up solutions). Suppose that ψ(t) is any H 1 solution to (1.3) that blows-up at some forward time T * > 0. Let µ(t) be any function so that lim t T * µ(t) = +∞. Then
This is proved in §4.
we can show that a minimal mass blow-up solution of (1.3) is necessarily a pseudoconformal transformation of the ground state. Theorem 1.7 (characterization of minimal mass L 2 critical blow-up solutions). Suppose that ψ(t) is an H 1 solution to (1.3) that blows-up at time T * > 0 and ψ 0 L 2 = ϕ 0 L 2 . Then there exists θ ∈ R and β > 0 such that
This is proved in §4. Note that (1.13) matches (1.12) with β = 1/(λT * ), so the solution ψ(t) is given by S λ,T * (x, t) expressed in (1.11), up to a phase factor.
Finally, we consider the behavior of near minimal mass blow-up solutions ψ in the L 2 critical case. By this we mean solutions ψ for which
and for which there exists T * > 0 such that ψ(t) blows-up at t = T * . (Blow-up will necessarily occur if E(ψ) < 0 by Theorem 1.5(2), and can possibly occur if E(ψ) ≥ 0) Theorem 1.8 (L 2 critical near minimal mass blow-up solutions). For each > 0, there exists δ > 0 such that if ψ(t) satisfies (1.14) and ψ(t) blows-up at time t = T * > 0, then for all t sufficiently close to T * there exist θ(t) ∈ R and ρ(t) > 0 such that
The parameters ρ(t) and θ(t) can be chosen to be continuous. This is proved in §5. It states that near minimal mass blow-up solutions are, up to scaling and phase, perturbations of the ground state. In Paper III-IV, we will construct two families of near minimal mass blow-up solutions for (1.3). In Paper III, we will construct the Bourgain & Wang [BW97] blow-up solutions, which have positive energy and for which ψ x (t) L 2 x ∼ (T * − t) −1 , and in Paper IV, we will construct the log-log blow-up solutions [Fra85, LPSS88, Per01, MR03, MR04, MR05a, MR05b, MR06, Rap05] that have negative energy and for which ψ x (t) L 2
. In Paper II, we will give single-and multi-bump blow-up profiles [KL95, BCR99, RK03, MRS10] in the slightly L 2 supercritical regime, 3 < p < 3 + δ.
Textbook treatments of blow-up for NLS-type equations are Sulem & Sulem [SS99] and Fibich [Fib15] . To our knowledge, blow-up for concentrated point nonlinearities has only been studied in the 3D case in Adami, Dell'Antonio, Figari, & Teta [ADFT04] (see also the announcement Adami [Ada02] ), obtaining some blow-up criteria from the virial identity and observing the explicit blow-up solution obtained in the L 2 -critical case by applying the pseudoconformal transformation to the solitary wave.
Conserved quantities and transformations
To derive the energy conservation law (and other conservation laws), one assumes that the solution has higher regularity, and then the case of a general solution belonging to C([0, T ]; H 1 x ) follows by an approximation argument. Specifically, one assumes that ψ(x, t), ψ x (x, t), ψ xx (x, t), and ψ t (x, t) are continuous for x = 0, all t, and each have left-and right-hand limits at x = 0. Moreover, the following juncture conditions hold (2.1)
Thus, ψ ,ψ xx , ψ t are assumed continuous across x = 0, but note that due to the jump in ψ x across x = 0, it follows that ψ xx , when computed in the distributional sense, is equal to a continuous function (that we denote ψ xx ) plus the distribution
One can now use (2.1) plus the fact that iψ t + ψ xx = 0 for x = 0 to derive the energy conservation. Indeed, one pairs the equation withψ t , integrates x over (−∞, +∞) and takes the real part to obtain 0 = Re
When integrating by parts, however, one must remember the jump in ψ x and that yields boundary terms at x = 0
The standard NLS (1.4) satisfies the virial identity
In the L 2 critical case p = 1 + 4 d
, this reduces to just 16E(ψ). In the case of the point nonlinearity (1.1), the virial identity is
In fact, we have a generalization, the local virial identity, which is the following. For weight function a(x) satisfying a(0) = a x (0) = a xxx (0) = 0, solution ψ to (1.1) satisfy
We will now prove (2.2) for ψ satisfying the jump conditions (2.1). Since for x = 0, ψ t = iψ xx , we have
Integration by parts gives no boundary terms since a(0) = 0,
Taking another time derivative gives
In the second term, we integrate by parts in x, which again leaves no boundary terms since a x (0) = 0,
a xxψ ψ xx = I + II For I, we find
Integrating by parts in x leaves no boundary terms since a x (0) = 0,
For term II, integration by parts does leave boundary terms since a xx (0) = 0
Substituting the boundary condition
Integrating by parts in the first term leaves no boundary terms since a xxx (0) = 0,
Inserting (2.4) and (2.5) into (2.3) gives (2.2).
In the case p = 3, there is an additional symmetry, pseudoconformal transform, which is ψ(x, t) solves (1.3) →ψ(x, t) = e ix 2 /4t t 1/2 ψ(
Indeed, this is verified in two steps. First, direct computation shows that
Henceψ satisfies i∂ tψ + ∂ 2 xψ = 0 for x = 0 provided ψ satisfies i∂ t ψ + ∂ 2 x ψ = 0 for x = 0. Moreover, sinceψ x (0±, t) = 1 t 3/2 ψ x 0±, − 1 t it follows thatψ satisfies the jump conditions (1.2) if and only ψ satisfies them.
Applying the pseudoconformal transformation to the ground state ψ(x, t) = e it ϕ 0 (x), we obtain the solution
Applying scaling gives
Using the time reversal symmetry (ψ(x, t) solves (1.3) implies that ψ(x, −t) solves (1.3)) yields the solution
Replacing t by t − T * , for some T * > 0 gives the solution (1.11) quoted in the introduction.
Sharp Gagliardo-Nirenberg inequality and applications
In this section, we prove Prop. 1.3, Theorems 1.4 and 1.5 on the sharp GagliardoNirenberg inequality and its application to prove sharp criteria for global well-posedness and blow-up in both the L 2 supercritical and L 2 critical cases.
Proof of Prop. 1.3.
The inequality then follows by Cauchy-Schwarz. The fact that any ψ of the form ψ(x) = e iθ αϕ 0 (βx) yields equality follows by direct computation. Indeed, for any
Then ψ is a minimizer (over H 1 ) of the functional
Hence ψ solves the Euler-Lagrange equation
The unique solution of this equation isψ(x) = e iθ ϕ 0 (x).
We remark that the above proof is much more direct that its counterpart (Weinstein [Wei83] ) for (1.7), the solitary wave profile for standard NLS, which relies on concentration compactness to construct a minimizer to a variational problem. An overview of this result is included in Tao . By direct computation, we find that
Applying (1.10)
Using that
, we can reexpress the right side to obtain M (ψ)
Dividing by (see (3.1))
The function f (η) has a maximum at η = 1 with maximum value f (1) = 1 (see Figure 3 .1). For each y < 1, the equation f (η) = y has two roots η − < 1 < η + . Now take η − < 1 < η + to be the two roots associated to y =
. Since η(t)
is continuous, we obtain that either η(t) ≤ η − for all t (corresponding to case (1) in Theorem 1.4) or η(t) ≥ η + for all t (corresponding to case (2)).
We have established that in case (2), we have η(t) ≥ η + > 1 on the whole maximal time interval (T − , T + ) of existence, and it remains to show that |T ± | < ∞, i.e. that ψ(t) blows-up in finite negative and positive time. In the local virial identity (2.2), we require a(0) = a x (0) = a xxx (0) = 0. If we in addition design a(x) to satisfy 0 ≤ a(x) ≤ C −2 , a xx (x) ≤ 2 and |a xxxx (x)| ≤ C 2 for all x ∈ R, and moreover a xx (0) = 2, then we have
A weight function a(x) meeting these conditions is given in the proof of Theorem 1.5.
Multiply by M (ψ)
1−σc σc and divide by (3.2) to obtain (3.4)
< 1 and η(t) ≥ η + > 1, we obtain that
for constants C j > 0. Now take > 0 sufficiently small so that the right side is still bounded by a strictly negative number. This forces a|ψ| 2 dx to become zero in finite negative time −∞ <T − < 0 and in finite positive time 0 <T + < ∞. Since a(x) ≥ 0, the maximal time interval of existence (T − , T + ) must be contained in (T − ,T + ), and in particular |T ± | < ∞. Note that since a(x) is bounded, this argument does not require the assumption of finite variance ( x 2 |ψ| 2 dx < ∞)
Proof of Theorem 1.5. Suppose that M (ψ) < M (ϕ 0 ) = 2. Note that where in the last step we applied (4.2) from Prop. 1.3. Now suppose that E(ψ) < 0 (which can only happen if M (ψ) > M (ϕ 0 ) = 2). We apply the local virial identity (2.2). In that equality, if a(x) is chosen so that a (0) = 2 and a (x) ≤ 2 for all x, then for −1 ≤ x ≤ 1. Now set a(x) = −2 e( x). Then a(x) = x 2 for − −1 ≤ x ≤ −1 so that a(0) = 0, a (0) = 0, and a (0) = 2 and a (0) = 0. Moreover a (x) = e ( x) = b( x) ≤ 2. Also note that a (x) = 2 e ( x) = 2 b ( x) ≤ C 2 (since b is smooth, compactly supported). Hence
Take > 0 sufficiently small so that the right side is < 0. Then a(x)|ψ(x, t)| 2 dx becomes negative at some finite time T > 0, implying blow-up prior to T . Note that since a(x) is bounded, this does not require that ψ belong to a weighted L 2 space.
4. L 2 critical mass concentration and minimal mass blow-up
Before we proceed, let us remark that the following standard theorem in real analysis has an especially simple proof in 1D. 
Proof. By translation, it suffices to show that v n (0) → V (0). By the fundamental theorem of calculus,
By the definition of weak convergence and the fundamental theorem of calculus again
If V (0) = 0, then we conclude that v n (0) → V (0). If V (0) = 0, then we can replace v n (x) by v n (x) + e −x 2 and V (x) by V (x) + e −x 2 . This completes the proof of the pointwise convergence. Since a weakly convergent sequence is bounded, we have by (1.10)
L 2 ≤ C Thus (4.1) follows from the pointwise convergence and the dominated convergence theorem.
The following lemma is modeled on Hmidi & Keraani [HK05, Theorem 1.1], although the proof is much simpler since concentration compactness (profile decomposition) is not needed.
Then there exists a subsequence (still labeled v n ) such that
Proof. From the boundedness of {v n } ∞ n=1 , we can pass to a subsequence (still labeled v n ) such that v n V for some V ∈ H 1 . We have v n (0) → V (0) by Prop. 4.1. Hence,
Applying (1.10) to V , we have
Combining the inequalities above, we get (4.2).
We can now apply the above to prove Theorem 1.6.
Take t n → T * so that lim n→∞ H(t n ) = lim inf t T * H(t). Apply Lemma 4.2 to v n = v(t n ), with m = M = 1, passing to a sequence obtain v n V such that
by Prop. 4.1. Since A > 0 is arbitrary,
Now we proceed to prove Theorem 1.7, stating that a minimal mass blow-up solution is necessarily a pseudoconformal transformation of the ground state. The corresponding result for standard NLS (1.4) is due to Merle [Mer93] 
From (1.3), we compute
the discriminant is nonpositive, i.e.
Plugging in (4.3) and using that (β p ) 2 ≤ Cβ p we get
Integrating from time t to time T , we obtain
We would like to take T = T * with g p (T * ) = 0 in this inequality to conlude g p (t) ≤ C(ψ 0 )(T * − t) 2 for all 0 ≤ t < T * , but instead we must take T T * in an appropriate limiting sense. Let t n T * be any sequence of times approaching T * . By Theorem 1.6 and the fact that ψ(t) L 2 = ϕ 0 L 2 , it follows that for each > 0,
Hence for every > 0,
Since β p (x) = |x| 2 for |x| ≤ p and β p (x) ≤ 4p 2 for all x ∈ R, if 0 < < p, we have
Sending n → ∞, by (4.5) we have
Since > 0 is arbitary, we have (for fixed p > 0) that lim n→∞ g p (t n ) = 0. Plugging into (4.4) with T = t n and sending n → ∞, we obtain
Sending p → ∞, we conclude that ψ ∈ Σ and
Here, Σ is the space of functions for which the norm Integrating twice,
Plugging into (4.6), 8t 2 E(e i|x| 2 /(4t) ψ 0 ) ≤ C(ψ 0 ) 2 (T * − t)
2
Sending t T * , we obtain E(e i|x| 2 /(4t) ψ 0 ) = 0. Hence 2 (e i|x| 2 /4T * ψ 0 (x)) 2 L 2 = (e i|x| 2 /4T * ψ 0 (x)) x=0
4
Since e i|x| 2 /4T * ψ 0 (x) 2 L 2 = ϕ 0 L 2 = 2, this implies that e i|x| 2 /4T * ψ 0 (x) gives equality in (1.10). Prop. 1.3 then implies that there exists θ ∈ R, α > 0 and β > 0 such that e i|x| 2 /4T * ψ 0 (x) = e iθ αϕ 0 (βx)
Taking the L 2 norm of this equation and using that ψ 0 L 2 = ϕ 0 L 2 gives that α = β 1/2 . Hence (1.13) holds.
L 2 critical near minimal mass blow-up
In this section, we state and prove the supporting lemmas for Theorem 1.8, which states that near minimal mass blow-up solutions are close to modulations of the ground state ϕ 0 .
Lemma 5.1. For each > 0 there exists δ > 0 such that the following holds. If v ∈ H 1 is such that Proof. The assertion is equivalent to the following statement about sequences: Suppose that v n is a sequence in
Then there exists θ ∈ R and a subsequence (still labeled v n ) such that v n → e iθ ϕ 0 in H 1 . To prove this, pass to a subsequence such that v n ψ for some ψ ∈ H 1 . We will show that there exists θ ∈ R such that ψ = e iθ ϕ 0 . By Prop. 4.1, v n (0) → ψ(0). Furthermore, v n ψ implies ψ L 2 ≤ lim n→∞ v n L 2 and ψ L 2 ≤ lim n→∞ v n L 2 . Hence Since ϕ 0 is a minimizer of I, ψ is also a minimizer, I(ψ) = I(ϕ 0 ), and hence ψ L 2 = lim n→∞ v n = ϕ 0 L 2 and ψ L 2 = lim n→∞ v n L 2 = ϕ 0 L 2 . This together with the fact that v n ψ implies that v n → ψ (strongly) in H 1 . By the uniqueness in Prop. 1.3, there exists θ ∈ R, α > 0, and β > 0 such that ψ(x) = e iθ αϕ 0 (βx). Since ψ L 2 = ϕ 0 L 2 and ψ L 2 = ϕ 0 L 2 it follows that α = 1 and β = 1. Proof. Letṽ(x) = ρ 1/2 v(ρx). We will apply Lemma 5.1 toṽ. First, the hypothesis
Finally, the fact that ||ṽ(0)| − |ϕ 0 (0)|| ≤δ follow from:
Theorem 1.8 follows from Corollary 5.2 by taking v = ψ(t) for each t for which |E(ψ)| ≤ ρ(t) −2 δ. This inequality is valid for some interval (T * − δ, T * ), since ρ(t) → 0 as t T * .
