ABSTRACT Appropriate predictive maintenance is critical to shearers under poor working conditions to prevent major safety accidents and casualties. A predictive maintenance method for shearer key parts based on qualitative and quantitative analysis of monitoring data is proposed. Firstly, a high-fidelity model and hyper-realistic behavior simulations of the shearer key parts are implemented based on offline monitored data and online monitoring data, the obtained position, posture, trajectory and other information can be used for qualitative analysis. Subsequently, an autoencoder (AE) combined with a deep bidirectional gated recurrent unit (bi-GRU) prediction model is constructed to predict the RUL based on online monitoring data for quantitative analysis. The adjusted_R 2 value obtained for the deep bi-GRU model was 0.9916, determined in a model-accuracy verification test. Finally, taking the rocker arm of shearer as an example, its working status is visualized using digital mirror from physical space to virtual space, and then its RUL is predicted based on the AE bi-GRU prediction model. The decision-making that guides predictive maintenance can be obtained based on the synthesis of qualitative and quantitative analysis. The application test results demonstrate that the proposed method can be effective for improving the intelligence of predictive process and the accuracy of predictive results.
I. INTRODUCTION
The shearer is one of the main working parts of mine equipment, which is used to cut and load coal from coal seam. Its working efficiency directly affects the mining efficiency and economic benefits of coal [1] . However, the complex and variable working environment of the shearer, overload work, frequent start-up, narrow operable space, and other factors affect the timely maintenance of equipment, resulting in difficult monitoring of the equipment status and frequent failures. This poses a serious threat to the safety of coal mine production and to the lives of workers [2] , [3] .
Researchers have studied the safety of different parts of shearer equipment to reduce the failure rate and improve the safety of the mine-working environment. Hoseinie et al. [4] The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. used the statistical modeling technique to analyze the data of the water system of a drum shearer, and then obtained the operation time of key parts of water system. To perform reliability and fatigue-life-prediction of a shear via dynamic simulations, a virtual prototype model of a shearer with a rocker shell and a traction shell as flexible parts was created, based on the dynamics theory of a rigid-flexible coupling multi-body system, in [5] . The traditional dynamic model of rocker arm transmission was established for the fatigue analysis of dangerous parts in [6] . Liu and Zhao [7] proposed a fatigue-life analysis of planet carriers of shearer cutting using collaborative simulation. Based on the mine-maintenance and mine-operation data of the cable system of a drum shearer, the goodness-of-fit test method was applied to estimate the fatigue life and failure rate charts through the parameters of the power law model in [8] . The fatigue life of walking wheel of shearer was tested for analysis and prediction based on the software of ANSYS and nCode [9] , [10] . Support vector machine (SVM) was introduced to predict the useful life of shearer cutting teeth based on fatigue simulation dataset in [11] . Ma [12] predicted the fatigue life of shearer key parts based on using ADAMS and nsoft.
The above literature analysis shows that-at present-most of the life-prediction methods of the shearer key parts are realized based on simulation. The actual situation and working environment are not considered sufficiently, and the theoretical and practical correlations are weak, which leads to poor accuracy, difficulty, inefficiency, and a lack of intelligence for life prediction of actual working shearers and mining machinery. As a result, it is difficult for workers to make effective predictive maintenance measures such as replacement parts and shutdown in time. Therefore, it is urgent to solve the above problems.
Deep learning can complete the adaptive extraction of the features in the monitoring data and establish complex non-linear mapping relationship between monitoring data and residual life time [13] - [18] . In recent years, deep learning has been especially used to effectively predict RUL of mechanical equipment due to its powerful learning ability and high precision [15] , [19] . In [20] , a long short-term memory encoder-decoder (LSTM-ED) was used to construct an unsupervised health index (HI) of multi-sensor time series data for RUL estimation. An enhanced restricted Boltzmann machine (ERBM) [21] and a deep belief network-feed forward neural network (DBN-FNN) algorithm [22] were proposed to estimate the equipment RUL. Yoo and Beak [23] extracted the time-frequency image feature HI with continuous wavelet transform and predicted the RUL using a convolution neural network. Deutsch used RBM [24] , DBN, and particle filter (PF) [25] to predict the RUL of bearings. Zhao et al. [26] first proposed the prediction of the RUL of aircraft engines via an improved neural network of the adjacent difference neural network based on degradation pattern learning. In Ref. [27] , a new feature extraction of spectrum-principal-energy-vector was applied to predict bearings RUL based on the deep convolution neural network. Qiao et al. [28] proposed the ConvLSTM model to extract features between multi-sensor data sequences and complete the health management through a fully connected layer and a supervised learning layer at the top of the model.
Deep learning can achieve ideal results and long-term development in life prediction of mechanical equipment, and current life prediction based on deep learning is mostly realized by quantitative analysis of monitoring data [19] . However, for mining machinery, which is used in a harsh working environment and suffers from frequent faults and a complex structure [29] . Furthermore, most shearers work underground, the shearer health status suffers the great impact of the harsh working environment. Therefore, the visualization of the mining face state is significant and vital for the workers to effectively take predictive maintenance measures.
It is difficult, inefficient, and costly to monitor the actual status of mine machinery, especially underground equipment, by traditional means. The emergence of the digital model process realizes the seamless connection between physical space and virtual space [30] , which provides new ideas and tools for innovation in the current manufacturing industry. Digital model simulation is a method for describing the characteristics, behavior, and performance of physical objects by digital technology [31] and for exploring the operation state of physical space.
Digital technology connects physical and virtual spaces as a tie [32] , providing more real-time, efficient, and intelligent services [33] . Some scholars have already performed related research. Tao et al. discussed the digital theory and technology of shop-floor, proposed six application criteria for digital-technology-driven systems, and applied the digital method to the product design, manufacturing, and service stages [34] - [36] . A digital process was proposed for a 3D printer to save costs and improve efficiency [37] . The digital method was also applied to predict parameter variations of an addictive manufacturing process [38] , dynamically evaluate machining process planning [39] , smart process planning [40] , and a micro-punching system for autonomous controlling [41] . A virtual monitoring method was proposed for hydraulic supports based on digital technology [42] . Therefore, application of the digital technology not only can save costs and improve product design and manufacturing efficiency, but also may enhance the level of industry intelligence and the safety of production, operation, and maintenance.
In summary, this paper presents a predictive maintenance method for shearer key parts based on qualitative and quantitative analysis of monitoring data. The digital mirror of shearer key parts is realized for a qualitative analysis and the prediction model of the neural network is constructed based on deep learning theory for quantitative analysis. Firstly, a high-fidelity model of the shearer is constructed in a virtual space based on the physical space monitored parameters of the shearer, such as geometric parameters, material properties, historical operation parameters, and so on. With a hyperrealistic simulation realized in the virtual space through online monitoring data, the real-time state of shearer key parts is visualization for qualitative analysis. Subsequently, a deep bi-GRU model is constructed to realize bidirectional feature learning. Time-domain and frequency-domain features are used as input of the AE model to obtain encoded feature, and the predicted RUL is conducted using bi-GRU based on encoded feature. Then, the comprehensive results of real-time state based on qualitative analysis and predicted RUL based on quantitative analysis will provide guidance for predictive maintenance. Finally, the validity of the proposed method is verified via experiments and engineering applications. The main contributions of this paper are summarized as follows:
1. A high-fidelity model and hyper-realistic simulation of the shearer key parts are realized in virtual space based on monitoring data using digital technology. The behavior of the shearer key parts is all-round visualized by mapping its underground status to make qualitative analysis for status monitoring. Thus the health status of the shearer key parts can be preliminarily assessed in real time.
2. Based on the deep learning theory, a self-supervised learning neural network AE is applied to extract features, resulting in dimension reduction of features, and a bidirectional learning of the deep bi-GRU is conducted to learn history and future data, which is helpful to improve the prediction accuracy.
3. A qualitative and quantitative evaluation of the shearer key parts is conducted by combining the performance of digital model and the prediction results based on the AE bi-GRU. The real-time monitoring data not only drives the virtual space to perform a hyper-realistic simulation, realizing the dynamic visualization of the physical state but also drives the AE bi-GRU to realize the online prediction of the RUL, which provides a new idea for the predictive maintenance of shearer key parts.
The rest of this paper is organized as follows: the concepts of the digital model construction and GRU models are reviewed in Section II. The proposed method is introduced in Section III. The model comparison and application experiments are shown in Section IV. Conclusions are drawn and future works are planned in Section V.
II. RELATED WORK
Physical space data is divided into off-line data and on-line data, and both of them are used for qualitative and quantitative analysis. The frame is shown in Fig. 1 . On the one hand, the virtual product, which mirrors and simulates through offline and on-line data, is constructed to integrate physicalentity information such as material, geometric, posture, and motion. The working status of the underground equipment is visualized in real time so as to generate a qualitative analysis. On the other hand, based on offline and online data, feature learning and online prediction are performed by a deep learning prediction model to obtain the remaining working time of the shearer key parts. This quantitative analysis provides a precise reference for workers to change parts. Finally, the decision-making and judgment to guide predictive maintenance are governed by the synthesis of the qualitative and quantitative analyses. Predictive maintenance in this paper only refers to stopping for inspection of the shearers in a narrow sense, excluding other measures of broad significance.
A. DIGITAL MODEL CONSTRUCTION
For qualitative analysis, off-line data transmits physical parameters such as material attributes, working condition data, historical operation data of equipment, location information, and geometric data, to a virtual space to complete the mirror of physical space in virtual space. On-line data dynamically transfers physical space information to the virtual space in real time, by dynamically adjusting the corresponding parameters of the virtual space, the hyperrealism behavior simulation of the physical entity is implemented in the virtual space. The real-time dynamic state and other information can be synthesized to provide guidance for physical state evaluation. Compared with the traditional video monitoring, the digital model contains more physical entity information, which can realize all-round information visualization of the shearer and reflect the position, posture, trajectory and others of the equipment. According to the qualitative analysis, the health states of the shearer key parts can be preliminarily assessed in real time.
B. GRU NEURAL NETWORK
The recurrent neural network (RNN) is one of the most commonly used deep learning models. A correlation between the outputs of the current and previous sequences is established by interconnecting the same layer of neurons, which makes the RNN have a powerful sequence-processing capability [43] . However, if the depth of the network is large, the output cannot accurately describe the current relevant state in the process of cumulative calculation, resulting in gradient explosion or gradient disappearance. To avoid the above problems, a GRU network is proposed. Its structure is shown in Fig. 2 . GRU mainly comprises a reset gate, r t , and an update gate, z t [44] . The reset gate controls how much information is written to the current stateh t . The smaller the value of the reset gate, the less information is written. The update gate controls the extent to which the previous state information is considered. The larger the value of the update gate, the more the previous state information is considered.
For the reset gate, the input comprises the output h t−1 of the previous time and the input x t of the current time, and the output of the reset gate is obtained by the activation function sigmoid operation, according to the following expression:
where σ represents the activation function sigmoid, W r represents the operation coefficient of the reset gate, W ∈R d×(d+k) , k represents hyper-parameter, and b ∈R d . The operational expression of the update gate is denoted by
where W z represents the operation coefficient of the update gate.
The current stateh t is expressed as follows:
when r t is smaller, the value of r t * h t−1 is smaller, i.e., the smaller the proportion of h t−1 inh t , the lesser the information about previous moment is written.
The output h t of the current time network is expressed by
if z t is small, the larger the coefficient of h t−1 is, the smaller the coefficient ofh t , i.e., the larger the value of h t−1 in h t , the more the information about the previous moment is written.
When adjusting the parameters of the GRU network, the parameters of the whole model are adjusted by fine-tuning the value of W . If both the reset gate and the update gate are set to 1, the information at the previous moment is completely written to the current state and the network will be the RNN.
III. PROPOSED METHOD A. CONSTRUCTION OF DIGITAL MODEL OF SHEARER 1) MONITORING DATA ACQUISITION
The monitoring data comprises the motion signal for quantitative analysis and location signal for qualitative analysis, as shown in Fig. 3 . The physical product data collection system includes network equipment, terminal equipment and application software [45] . The network equipment includes Ethernet switches, integrated gateways and integrated substations. In addition to serving as network equipment, the substations also provide wireless coverage aboveground and underground to realize the functions necessary for equipment condition monitoring. The terminal devices include integrated personal digital assistants (PDAs) for intelligent acquisition and various information-sensing acquisition terminal nodes. There are also various types of specialized monitoring software as well as data information and integration processing software [46] , [47] .
By integrating a broadband wireless network with a narrowband wireless network, the overall wireless network system for monitoring motion and location signals is built. The broadband wireless network system uses a 4G wireless base station network [48] . The narrowband wireless network system includes two kinds of field devices: sensors and a ZigBee base station [49] . The sensors are responsible for monitoring the motion and location signals from the field equipment. The ZigBee base station receives sensor signals through the ZigBee network and transmits them to the 4G wireless base station network group through a 4G gateway. Thus, the transmission of sensor information from the narrow broadband wireless network to the broadband wireless network is realized.
This system supports the wireless transmission function for the working face and enables the wireless uploading of monitoring data from the working face area. It enables the monitoring of motion and location of the shearers by means of different sensors; effectively solves the problems of frequent interruptions of communication cables, frequent failures of sensor data transmission and limited transmission distance; and improves the reliability of data transmission.
2) HIGH FIDELITY MODELING
For the status monitoring of shearer key parts, a high fidelity shearer model was constructed in a virtual space using the geometric parameters of the shearer, as shown in Fig. 4 . The physical space parameters of shearer were acquired by data acquisition. The physical parameters were transmitted to terminal equipment by wireless network and wired network as well as by industrial Ethernet. A hyper-realistic simulation environment was constructed using the Unity3D software [42] . The high fidelity model was then imported into the simulation environment to study the behaviour of shearer in Unity3D by on-line monitoring data. The complex and changeable state of shearer underground was mapped to virtual space for visualization.
A remote VR system for a fully mechanized coal-mining face has been established [50] , the working environment of the fully mechanized coal mining face has been simulated [51] , and high fidelity models of the hydraulic support groups [52] and scraper conveyor [53] have also been built, which provides technical support for realizing a digital mirror of shearer. Hence, the detailed technology of the high fidelity shearer model will not be introduced here.
B. CONSTRUCTION OF RUL PREDITION MODEL BASED ON DEEP BI-GRU 1) RUL PREDICTION PROCESS
The RUL prediction process comprises data pre-processing and model prediction, as shown in Fig. 5 . Data pre-processing mainly includes the steps of data-set denoizing, fast Fourier transform (FFT), feature extraction, and normalization. The model prediction part mainly includes the steps of model training, reverse tuning, model saving, and model testing. If the cross-entropy is minimum after training, the trained model will be saved. If not, a backpropagation through time (BPTT) will be employed to reverse-tune the weights W and bias b of reset and update the gates (as illustrated in part B of section II) until the cross-entropy is minimum. The trained model will be tested using test data, and if the index value is optimal, the predicted RUL will be obtained. If not, the training times, number of neurons and depth of the hidden layer will be adjusted to get the optimal index value.
2) DATA PRE-PROCESSING a: TIME-AND FREQUENCY-FEATURES SELECTED
To effectively remove the noise in the data, wavelet domain denoising of soft-hard thresholding compromise was used. This method overcomes the shortcomings of the hard thresholding function discontinuity and reduces the deviations in the relationship between the estimated wavelet coefficient and the decomposed wavelet coefficient in the soft thresholding function. To mine the effective information more completely, the frequency-domain signal was obtained from the original time-domain signal by FFT. Table 1 shows the selected time-domain and frequency-domain features. 
b: AE EXTRACTED FEATURES
An AE is a self-supervised learning neural network. During the process of network learning, the network input characteristics are the same as the final output characteristics. Generally, an AE consists of an encoding part and a decoding part. The encoding part encodes the original input and generates a new expression [54] . In the decoding part, the new expression is decoded and restored to make the decoding output consistent with the encoding input. The parameters and structure of the network are optimized by inverting the parameters to keep the input and output characteristics of the network the same. The AE structure is shown in Fig. 6 .
The input to the network is X i , and a new feature h is generated after encoding by the encoder.
S f represents the activation function of the encoding part of the network, W is the weight, and b is the bias. The decoder is responsible for restoring and reconstructing the newly generated features intoX i :
S g represents the activation function of the decoding part of the network, W is the weight, and b is the bias. The parameters of the network layers are optimized to minimize the error between the input X i and outputX i through parameter inversion and adjustment.
Then, the obtained time-domain and frequency-domain features, the number of features is 7, were treated as the input of AE. A feature can be gotten after AE encoding, and divided into a training set and a test set at a ratio of 7:3. The encoder consists of 3 layers, neurons of each layer are 7, 3 and 1 respectively. The hidden layer just owns 1 neuron, which represents the number of features obtained after encoding. The structures of encoder and decoder are symmetrical with respect to the hidden layer, however, the output layer of the encoder corresponds to the input layer of the decoder and the input layer of encoder corresponds to the output layer of the decoder, the neurons of corresponding layers are same. 
3) CONSTRUCTION OF PREDICTION MODEL
A deep bi-GRU neural network was constructed to improve the accuracy of the prediction model. Deep bi-GRU is a variant of GRU, which adds a backward layer to the hidden layer of the GRU network, such that information flows from the back to the front. This information flows in both directions through the forward and backward layers, allowing access to future networks. The forward and backward training process of the bi-GRU model is the same as the forward training process of the GRU model. The unfolding structure of bi-GRU is shown in Fig. 7 . Each training sequence participates in the training of the forward and backward layers, and each layer outputs the corresponding prediction results. The output layer synthesizes the prediction results of the forward and backward layers simultaneously and outputs the final prediction results. In this process, the forward layer is responsible for sequential training to learn the features in the historical data. The backward layer performs reverse training to learn the features in future data.
A deep bi-GRU prediction model based on the Keras framework is built, including three bidirectional bottom layers in the hidden layer. The number of neurons in the forward and backward layers is equal for a given bidirectional bottom layer. Rectified linear unit (ReLU) is treated as an activation function in the fully connected layer, the inverse parametric optimization function is Adam, and the cross-entropy function is given by the mean square error (MSE), as shown in Formula (7). In the first layer of bi-GRU, the number of neurons in the forward and backward layers is 33; in the second layer it is 25; and in the third layer it is 11. The dropout is 0.7 to avoid overfitting, which means the 30% neurons are randomly inactivated during training.
where y i represents the actual value corresponding to the ith input andŷ i represents the predicted value of the ith input. The neuron operation of the forward layer neural network is shown in (8) .
The neuron operation of the backward layer neural network is shown in (9) .
Finally, the output of the forward layer, h t , and the backward layer, ← h t , are connected through the regression layer of the GRU to obtain the output, y t , as shown in (10):
Thus, the predicted value of the network not only contains information of historical data but also information of future data, which improves the prediction accuracy of the network.
4) EVALUATION OF PREDICTION MODEL
The root-mean-squared error (RMSE), mean absolute percentage error (MAPE), adjusted coefficient of determination (adjusted_R 2 ), score, and time are chosen as evaluation indices. The meanings and expressions of each indicator are as follows:
The RMSE represents the error between the predicted value and the actual one. When the RMSE value approaches zero, the predicted result is close to the actual value, which means that the prediction is more accurate. The expression is as follows:
where y i represents the actual value andŷ i represents the predicted value.
The MAPE considers not only the error between the predicted value and the actual one, but also the proportion of the error to the actual value, shown as follows:
R 2 is a good criterion, used in statistics to evaluate the regression model fitting. The value of the function varies between zero and one. The better the fitting of the model, the closer the value of R 2 is to one. The expression of R 2 is
whereȳ represents the average value of the data.
If the data sample is large, R 2 will increase from Formula (13), which will affect the evaluation of the prediction performance of the model, especially in the situation of large samples. To avoid these problems, an adjusted_R 2 is proposed for model prediction and evaluation. The expression is
where n represents the number of samples and p represents the number of features. The scoring function gives a larger penalty for late prediction and smaller penalty for early prediction, as follows:
where RUL l represents the ith time points predicted value and RUL i represents the ith time points actual value.
C. SYNTHESIS OF QUALITATIVE AND QUANTITATIVE ANALYSIS
The real-time working state of the shearer is mirrored to the virtual space to realize visualization. The actual health status of the key parts is qualitatively evaluated based on monitoring information including position, posture, and trajectory of the key parts and shearer in virtual space. A normal position means that the shearer is within the cutting-surface length range. Normal postures mean that the postures of the key parts and shearer vary within reasonable ranges, such as the subduction or elevation angle of the shearer, or the swing angle of the rocker arm. The theoretical trajectory of the shearer is a straight line. If the deviation between the wave line generated by the actual trajectory and the theoretical straight line is within a certain range, it is also considered normal. A quantitative judgment of the remaining working time of key components is conducted based on the prediction results of the RUL of the AE bi-GRU model. Only when the results of the qualitative and quantitative analyses are normal can the conclusion of normal operation of the shearer key parts be reached, which provides guidance for predictive maintenance of shearer key parts, as shown in Fig. 8 . If the comprehensive results show that the key part will work smoothly, there is no action to be taken. Otherwise, the equipment should be stopped for inspection.
IV. EXPERIMENTS AND APPLICATION

A. VERIFICATION OF THE PRECISION OF THE QUANTITATIVE ANALYSIS MODEL
For validating the results of quantitative analysis model, the bearing data set used in the experiments was taken from NASA IMS. The first bearing operation data in the second set of data was selected for analysis. The sampling frequency was 20.48 kHz and the time interval between each acquisition signal was 10 min, representing a total of 984 collection times [55] , [56] . Therefore, the bearing had 984 sets of recorded data, each of which contained 20,480 pieces of data. RNN, bi-RNN, LSTM, bi-LSTM, and GRU were chosen as comparison models. The prediction accuracy of each model was verified using the same set of data, and the prediction results between the different models were compared.
The denoised data was performed to extract the corresponding features of the time-domain and frequency-domain signals, which were then input into the AE model to obtain encoded feature to predict the RUL. The features are shown in Fig. 9 . According to the trends of RMS, peak-to-peak signal, and variance, the bearing degradation process is divided into a stable operation stage 1, a degradation stage 2, and a final stage 3.
Based on the test set, the RUL prediction results obtained with each model are shown in Fig. 10 . The red lines represent the actual RUL, the blue lines represent the RUL predicted by the model, the purple areas represent the 95% confidence interval, the green curves represent the absolute value of the difference between the actual and predicted RULs, and the areas within the yellow circles show the time periods where the error fluctuates greatly. Enlarged views of these regions are shown in the insets. The vertical ordinate is the percentage of RUL, depending on the ratio of current time to total operation time. The horizontal ordinate means the current time.
Comparing (a) and (b), (c) and (d), and (e) and (f) in Fig. 10 , it can be seen that the accuracy of the model prediction can be improved by adding forward and backward layers to the hidden layer. By comparing the prediction curves of the six models, it can be found that in the early stages of the prediction stage, the prediction curve of the model and the actual RUL curve are ideally fitted, and the fluctuations of the confidence interval and the error value are relatively small, but at longer times, the increase in the predicted RUL curve of each model suddenly changes, especially at a time point of around 20. At this time, corresponding to stage 2 of the RMS, peak-to-peak, and variance of the time-domain signal in Fig. 9 , the characteristic trend map shows that the value exhibits an abrupt mutation during this period.
Analyzing the process of bearing degradation shows that the occurrence of bearing faults at this time leads to three obvious abrupt changes: With increasing running time, the range of the amplitude change is reduced, but the amplitude is still on the rise, the running of bearing tends to be more stable than before, and the error between the predicted and actual curves becomes smaller.
When the bearing operation reaches stage 3, that is, at the end of the bearing failure, with increasing fault diversity and complexity, the instability of the bearing operation becomes larger, which results in a significant mutation of the characteristics in Fig. 9 , corresponding to the region of 200 to 300 time points in Fig. 10 . At this time, the prediction curves fluctuate significantly for all the models, which lead to larger prediction errors. The specific change trends are shown in the insets of Fig. 10 .
A comprehensive analysis of the fluctuation trends of the prediction curves for the models summarized in Fig. 10 , the range of prediction error variations, the variation ranges of 95% confidence interval, and the partial enlargement maps show that the bi-GRU model has the best prediction ability, that is, the RUL value predicted by this model is the closest to the actual value.
To further compare the prediction results obtained with the different models, the evaluation indices were compared, as shown in Table 2 . Table 2 shows that under the same conditions, the values of the evaluation indices for the bi-LSTM and bi-GRU models Because of the relatively simple structure of RNN, this model is the fastest, requiring the least time for the prediction process, namely, 10.7110 seconds. The LSTM model has three gates: an input gate, a forget gate, and an output gate, which makes the use of this model complex and timeconsuming. There are only two gates in the GRU structure, thus, under the same conditions, its running time is between those of RNN and LSTM. A comparison between RNN and bi-RNN, LSTM and bi-LSTM, and GRU and bi-GRU shows that the bidirectional models exhibit better prediction abilities, but because of the complexity of their structure, the running times for these models become longer.
To describe and analyze the differences between the evaluation index values of the studied models more clearly, we selected three representative indices from Table 2 , namely, RMSE, MAPE, and Adjusted_R 2 , to obtain the histogram shown in Fig. 11 . An analysis of this histogram shows that VOLUME 7, 2019 In summary, among the six prediction models, the bi-GRU prediction curve has the smallest fluctuation range and prediction error, RMSE = 0.0090. The prediction life is the closest to the actual life, therefore, the prediction effect of this model is the best.
With the purpose of validating the effect of AE, the seven features are treated as input of the prediction model, the results as shown in Table 3 .
The values of each index for the same prediction model are obtained from two different input forms of prediction models. In the ''Direct'' form, the seven features are input into the prediction model directly, whereas ''AE'' means that the seven features are encoded into the AE model. The ideal results obtained for every index are shown in black bold in Table 3 .
The index values obtained for RMSE, MAPE, and Adjusted_R 2 from direct input are worse than the corresponding values obtained from AE extraction, but for the scores, the values of RNN and LSTM from direct input are better than the corresponding scores from AE extraction. The reason for this is that the score function (shown in the 4th point of part B in section III) introduces an asymmetry penalty for late and early prediction. Less consumed time is conducted by AE extraction for prediction models.
A comprehensive analysis of Table 3 shows that AE can be good for effectively improving the accuracy and time of prediction.
To further validate the prediction ability of the proposed method, it is compared with the existing methods used in the IMS dataset, which include an integrated enhanced phase space warping (PSW) with a modified Paris crack growth model [57] , combination of approximate diagonalization of Eigen-matrices (JADE) and extreme learning machine (ELM) [58] , proportional Hazards [59] , and Weibull distribution and artificial neural network [60] . The prediction results obtained by these methods are shown in Table 4 .
The results in Table 4 show that the best values of RMSE and the predicted error are 0.0090 and 125.36 respectively, both of them are from proposed method. This indicates that the proposed method (AE bi-GRU) has a robust prediction ability compared to the above existing methods.
B. ENGINEERING APPLICATION EXAMPLE
Rocker arm (Fig. 4 (2) ) is one of the key parts for shearer, it bears the main task of coal mining and is also the most vulnerable component [61] . Its status directly affects operation of shearer. Thus, the rocker arm of the MG1000/2500-WD shearer is chosen as an example, which comprises a shell, motor, guard plate assembly, deceleration shaft assembly, and double planetary reduction gear, shown in Fig. 12 . A highfidelity model and hyper-realistic simulation environment (working condition, shearer, etc.) are built in a virtual space based on the frame of qualitative and quantitative analysis (Fig. 1) . Sensors are arranged for the key components of the rocker arm to obtain real-time and efficient information to reflect the state of the rocker arm. Data collected in the field is transmitted to the terminal device in real-time via transmission devices (illustrated in the 1st point of part A in section III,) such as sensors, wireless networks, wired networks, and industrial Ethernet, to guide the construction of the virtual-space high-fidelity digital model and the hyper-realistic simulation environment as well as related parameter adjustments, such that the parameters of the virtual space and the corresponding physical-space parameters can be synchronized and dynamically updated, and the mirror of the physical space can be realized.
1) CONSTRUCTION OF SHEARER DIGITAL MODEL
For evaluating the state of rocker arm comprehensively, the shearer digital model (Fig. 4) is constructed as part of the hyper-realism environment. The construction process of digital model of shearer as shown in Fig. 13 . According to the geometric data, material attributes and other information of shearer in the physical space, the UG parameterization technology is used to construct a high-fidelity model and realize digital mirrors of the shearer rocker arm and shearer in the virtual space. The virtual-reality (VR) technology is utilized to obtain multi-physical parameters of shearer of physical space to drive Unity3D software to construct hyperrealism environment. The 3D digital model of the shearer is imported into Unity3D, and the virtual space is driven by online monitoring data for high-fidelity behavior simulation.
2) RUL PREDICTION OF A TRUNCATED TRIAXIAL BEARING
The truncated triaxial is necessary and vulnerable for rocker arm, its health is critical to the working state of rocker arm [61] . Bearing is one of fundamental components in support of rotating machinery and failures without warning can result in catastrophic consequences [62] - [64] . Thus, the bearing of the truncated triaxial ( Fig. 12 (4) ) is chosen as a quantitative analysis example to evaluate the state of the rocker arm. The RUL prediction of the truncated triaxial bearing is accomplished according to the RUL prediction process (Fig. 5) . The original data is first denoized using a wavelet threshold, and, then, the frequency-domain signal is obtained by via FFT, selecting the time-and frequency-domain features, inputting them into the AE to obtain encoded feature, and dividing the feature into a training set and a test set. The training set is used to model the training and the test set is for modeling the test. Finally, RUL prediction takes place. As shown in Fig. 14 .
The monitoring data of truncated triaxial bearing is analyzed, shown in Fig. 15 . The frequency-domain signal is obtained from the original time-domain signal by FFT, the corresponding time-and frequency-domain features are extracted, and, the encoded feature is then obtained using AE. The degradation process of the truncated triaxial bearing is also divided into three stages: the stable operation stage 1, the degradation stage 2, and the end stage 3, as shown by the RMS and variance degradation trends in the time-domain features. Fig. 16 shows the prediction trend of the bearing RUL of the shearer rocker arm truncated triaxial, obtained with the AE bi-GRU model. It can be seen from the graph analysis that the prediction error of the model is small and the range of confidence interval is small in the early stages of bearing operation. At longer times, the prediction error gradually increases and the prediction curve fluctuates.
In an actual working process, the bearing is in the stable operation stage in the early stages, with smooth operation and small amplitude. The RUL prediction curve of the model coincides with the actual RUL curve. With increasing working time of the bearings, the faults occur, causing the bearing amplitude to suddenly increase and generate an instantaneous vibration shock. At this time, the corresponding feature values also change abruptly. In Fig. 15 , the RMS and variance eigenvalues produce significant mutations in stage 2.
When the bearing continues to operate for a longer period of time, the range of amplitude change decreases, but overall, the amplitude still keeps increasing. When the bearing operation reaches the end of failure, the fault frequently occurs, the bearing vibration increases sharply, and the vibration range becomes larger, resulting in a large prediction error of the model. The values of the evaluation index are shown in Table 5 .
As shown in Fig. 16 , the means of vertical ordinate and horizontal ordinate are the same as Fig.10 , the results are based on test set. An analysis of Fig. 16 and Table 5 shows that the model is ideal for predicting the RUL of the truncated triaxial bearing of shearer rocker arm within the allowed error range.
3) COMPREHENSIVE ANALYSIS RESULTS
The bearing state at a time point of 1000 (Fig. 16) is selected as the research object. The corresponding qualitative and quantitative analyses are performed as follows.
The real-time state of rock arm for qualitative analysis is shown in Fig. 17 . The parameters of the virtual-space hyper-realistic simulation environment are updated by online VOLUME 7, 2019 Table 6 .
The criteria for qualitative analysis in this case mainly include the position, posture, and trajectory factors. The normal position range should not exceed the 200-m length of the surface. The angle of subduction or elevation of the shearer will be allowed to vary no more than ±10 degrees. The swing angle of the rocker arm can vary no more than 30-40 degrees. A deviation between the actual wave trajectory and the theoretical straight trajectory is allowed within a range of 8-10 degrees.
The real-time state of rocker arm is shown in the third column of Table 6 , which can be drawn from Fig. 17 . The walking length of the shearer is 11.7682m, the body angle is 1.3545 degrees, the swing angle of the left rocker is −10.95 degrees, and that of the right rocker is 26.27 degrees, and the angle of trajectory deviation of the shearer is 1.224 degrees.
The conclusions are presented after the comparison of criteria and real-time status, shown in the fourth column of Table 6 . The result of the qualitative analysis is that the rocker arm can work safely.
The quantitative analysis of AE bi-GRU predicted RUL is shown in Fig. 18 . The actual remaining running time of truncated triaxial bearing is 9236 min, accounting for 14.2% time is 129 min, accounting for 0.2% of the total running time. Both the actual and predicted results prove that the bearing can run safely, which means the rock arm can work smoothly. VOLUME 7, 2019 According to the qualitative and quantitative analyses described above and the synthesis analysis method (shown in Fig.8 ), the rock arm can work safely. The comprehensive analysis system is shown in Fig. 19 .
V. CONCLUSION
A predictive maintenance method for shearer key parts is proposed based on digital model and deep learning theory. The decision results are obtained by a comprehensive qualitative and quantitative analysis, and the physical space shearer key parts are guided in the reverse direction for predictive maintenance.
For a qualitative analysis, firstly, the physical-spacehistory data and multi-physical parameters of the shearer key parts are obtained. A high-fidelity digital model and a hyper-realistic simulation environment are then constructed for the shearer in a virtual space through UG parametric modeling and using the Unity3D software. Then, the virtual space is driven by multi-physical data monitored by sensors to fine-tune the parameters in real-time, such that the digital model is consistent with the shearer physical entity state, and the hyper-realistic simulation is realized. Finally, the states of the shearer key parts are judged according to the position, posture, trajectory and others based on hyper-realism simulation of the virtual space, thus, the states of the shearer key parts are preliminarily concluded.
For a quantitative analysis, firstly, a self-supervised learning neural network AE is applied to extract features for dimension reduction of features, and a deep bi-GRU prediction model is constructed based on the GRU network. The two-way learning of historical and future data is realized by using forward and backward layers to improve the accuracy of model prediction. Then, the wavelet threshold method is applied to denoize the original data, and the frequencydomain signal is obtained by FFT. To fully learn the characteristics of the data, the time-and frequency-domain features of the signal are selected as input of the AE model obtaining more complete encoded feature to predict the RUL. Finally, the prediction ability of the AE bi-GRU model is verified by performing an accuracy verification test.
An engineering application test is conducted using a shearer rocker arm as an example, and the validity of the method is thus verified.
In the future, we are going to research from the following two aspects. On the one hand, this paper only explores a predictive maintenance method in a narrow sense, we intend to supplement other measures of broad significance. On the other hand, the accuracy of quantitative analysis has room to be improved. Enhancement of the qualitative and quantitative analysis is going to provide a more comprehensive, intelligent, and efficient guidance. 
