Abstract-The goal of our study is to provide a holistic view on various ethical challenges that complicate the design and use of recommender systems (RS). Our findings materialize into an ethical recommendation framework, which maps RS development stages to the corresponding ethical concerns, and further down to known solutions and the proposed user-adjustable controls.
I. INTRODUCTION
In the era of big data, when the vast information overload makes it challenging for consumers to locate the products or services they need, recommender systems (RS) offer a helping hand in filtering the data. The notion of recommendations is built on real-life experiences and therefore perceived by humans as something inherently positive. User studies indeed show that the mere fact of labelling items as "recommendations" increases their chances of being consumed [8] , [23] . Whenever this fact is exploited for reasons beyond serving user needs, an ethical problem arises. Formally, ethics can be defined as "the study of morality" [47] , where morality in turn can be defined as "the system whose purpose is to prevent harm and evils" [16] . As we show later, in the context of recommender systems these "evils" may include privacy intrusion, identity theft, behavior manipulation, discrimination, offensive / hazardous content, misleading information, etc. Thus, we can define recommendation ethics as the study of the moral system of norms for serving recommendations of products and services to end users in the cyberspace. This system must account for moral implications stemming from both the act of recommending per se, and the enabling technologies involved. A holistic view on recommendation ethics is currently lacking in the field of RS, despite the massive research that it attracts nowadays. According to the recent study by Tang & Winoto [46] , there exist only two publications ( [39] , [43] ) that specifically address the problem of ethical recommendations. Still, they only focus on particular problems in particular applications. Concerns over the lack of holistic approach have also been brought up by Friedman et al. [15] who studied the privacy aspects of recommender systems -the subject that has drawn the most attention in the ethical discourse around the practices of big data. Another recent paper by Koene et al. [24] points to the striking research imbalance in the area of personalized RS. The authors note that the strong emphasis on the commercial success of recommender systems contrasted with the considerable neglect of moral values, has a potential risk of a future public backlash against this research area. Our study is also in line with the rapidly growing attention to Fairness, Accountability, and Transparency (FAT) in machine learning.
Recommendation ethics is a multifaceted problem, which relates to several interconnected topics that we broadly group into the ethics of data manipulation (privacy, anonymity, censorship issues), algorithm design (algorithmic biases, behavior manipulation, discrimination issues), and experimentation (fairness, awareness, informed consent issues). In Section II, we touch upon all these topics in relation to recommender systems. In Section III, we outline an ethical recommendation framework that serves two purposes: a) it provides a roadmap for an ethics-inspired design of RS; b) it proposes a toolbox for manual tuning of morally-sensitive components of RS. We evaluate our proposal in Section IV by analyzing the results of the conducted survey. Section V concludes our work.
II. THEORETICAL BACKGROUND: ETHICAL CHALLENGES
This section discusses various ethical challenges around recommender systems that have been identified in the related literature.
A. Data collection and filtering
Both types of personalized information filtering used in recommender systems -collaborative and content-basedrequire the construction of a user profile, expressed in either item attributes (metadata), or user interactions (ratings, purchases, etc). Unique user profiles make it possible to tailor recommended items to user's individual preferences.
Collecting behavioral data is often done in the absence of informed consent. Public surveys point to the great demand for "do not track" tools that would help users gain control over the data collection process [12] . Often, a notice about data logging is hidden inside the Terms of Service (ToS) [24] , which users are expected to read and agree with. However, the well-familiar line "I have read and agree to the terms" has been coined as "the biggest lie on the Internet" [32] due to the fact that people either do not read or do not understand these lengthy and legalese-heavy notices. Even if they did, they would still have to spend 40 minutes per day on average for doing so [28] . A number of initiatives 1 have been launched to improve the current situation by standardizing ToS, introducing trust marks or centralized monitoring. In Europe, the EU Cookie Law attempts to strike a compromise between brevity and informativeness by enforcing minimalist pop-up banners for acquiring user consent to store cookies. Sadly, both approaches fall victim of a "click to close" attitude from internet users [24] . It is worth noting, however, that the legislation pertaining to data collection, use, and disclosure has become more comprehensive in recent years with the introduction of the U.S. Consumer Privacy Bill of Rights and the European Privacy Directive [15] .
To improve the accuracy of recommendations, user profiles can further be enriched by gathering additional data from external sources. This can be achieved by means of tracking cookies [40] , linked open data [19] , social networks [9] and even information brokers who collect and resell user activity data [32] . Whereas exceptionally detailed user profiles have positive effect on personalization, their leakage and misuse can put user's privacy at risk. Friedman et al. [15] distinguish three major sources of privacy breaches in recommender systems: a) the recommendation engine itself (and the people behind it), when its operation does not live up to users' individual expectations of privacy; b) RS users, who may attempt an inference attack on each other's profiles by observing RS outputs; and c) external adversaries (e.g. hackers), who may attempt to re-identify subjects in anonymized data (see more in Section II-B).
When fallen into the wrong hands, behavioral profiles built for serving personalized recommendations may as well be utilized for malicious purposes, such as phishing or social engineering [24] . Moreover, disclosed user profiles may reveal sensitive private information either directly (e.g. health records) or indirectly (e.g. by inference from movie ratings). Profile injection is one of the possible attacks, which uses fake profiles to promote or demote recommendations of certain items [5] . For example, it can be used to suppress recommendations of competitor's products by giving them low ratings from a fake profile. To tackle this problem, some websites (e.g. Booking.com) enforce user identity verification as a prerequisite for leaving feedback. The emergence of recommendations-as-a-service (RaaS) in the past few years has also raised privacy concerns due to the exposure of user profiles to a third party [15] .
A number of privacy preserving collaborative filtering (PPCF) techniques have been proposed in RS literature (e.g. [25] , [35] , [53] ) to protect user profiles from misuse. These solutions can be broadly classified into architectural (protocols, certificates), algorithmic (cryptography, differential privacy, pseudonymity, obfuscation), and normative (policies, regulations) [15] . The major challenge in such privacyenhanced RS is to preserve the recommendation accuracy at an acceptable level. A comprehensive overview of privacy aspects of RS can be found in [15] . It is therefore crucial that RS developers become aware of potential privacy implications and take the necessary precautions during the initial data gathering / user profiling stage.
Apart from employing privacy-enhancing technology (PET), recommender systems can benefit from graphical user interfaces (GUIs) that enable users to manage their profile data by defining interests, cleaning up browsing history, and so on (e.g. see Amazon's "manage history" tool). Bakalov et al. [2] show that this has a positive effect on RS usefulness and usability, as well as on the overall user satisfaction. The reason is that users have different perceptions of privacy and different attitudes towards the associated protective measures [4] . To this end, user-tailored privacy decision support for recommender systems has received considerable attention in the literature [23] , [22] , [51] . Despite the provided ability to manually withhold items from one's profile history, there is a danger that these items may still be inferred from other information exposed to a recommender system [15] . Therefore we advocate the use of PET-based and GUI-based solutions in combination as a complex protective measure.
The final stage of information filtering in a RS delivers relevant items to a user. With very few exceptions ( [39] , [43] , [46] ), existing systems do not employ any ethical filtering of their output. This raises an issue of content censorship with all its consequent implications. As well noted in [46] , what is algorithmically appropriate is not necessarily ethically appropriate. The serendipitous nature of a collaborative RS adds an extra challenge due to its tendency to produce unexpected results. Apart from the obvious need for parental control, one might think of morally troubling examples of recommending meat-based products to a vegetarian, gay-intolerant movies to a homosexual, alcohol drinks to a religious Muslim, or tobacco products to a person who struggles to quit smoking. Should the recommender system be held accountable for serving offensive or even hazardous content? How can it mitigate the risk of moral harm? The ethical appropriateness of candidate items can be established by mapping potentially harmful elements in media content (drug use, nudity, etc.) to a user's persona (gender, age, religion etc.), as explained in [46] . The authors suggest that moral values are incorporated into system requirements, with users having control over the filtering process. We add that moral values can be treated as a special type of context, which can be used in pre-, post-, or in-filtering stages of recommendations. An attempt to build a fully-automated ethical RS is made in [43] , where the human intervention is not required. Yet, the reliability of such a system largely depends on user-specified demographic data, which can often be omitted or falsified by users due to privacy concerns. Besides, applying an automatic censorship filter in the complete absence of user control (and consent) would also be morally problematic. Facebook's profanity filter for blocking offensive words serves as a good example of a user-adjustable censoring tool.
B. Data publishing and anonymization
The active research on recommender systems would hardly be possible without the availability of publicly released datasets from online services such as Netflix, MovieLens, or LastFM. Annual RecSys challenges and contests such as the Netflix Prize propel research and help businesses improve their recommendation engines by means of crowdsourcing RS algorithms from a large academic community. Because a public dataset contains private data [29] , releasing a myriad of user records bears serious moral responsibility. The risks of disclosing a user profile were mentioned in the previous section. Here, we continue this discussion from the perspective of privacy preserving data publishing (PPDP).
For several decades now, anonymization has been used to disguise personally identifiable information (PII) in public datasets by employing such techniques as generalization, suppression, perturbation, or anatomization [52] . Barocas et al. [3] define anonymity as the state of complete unreachability, whose absence would pose a threat to one's ethical and political freedoms. The naive assumption that such anonymity can be achieved by disguising explicit PII such as names or phone numbers has long ceased to hold due to the existence of quasi-identifiers. When combined, these seemingly harmless fields are capable of uniquely identifying a user (e.g. 87.5% of U.S. residents can be identified via a ZIP code, birth date, gender combination [44] ). However, user demographics is a valuable input for many recommenders, and a too aggressive anonymization may impact the usability of a dataset (especially for a content-based RS). This challenging trade-off between privacy and utility lies in the core of PPDP. Taking an online pharmacy dataset as an example, its public release might go either of the two extreme ways, both leading to a highly undesirable outcome: 1) heavy anonymization → inaccurate recommendations → purchase of incompatible medications; 2) poor anonymization → re-identification of subjects → disclosure of sensitive health records. Data owners are therefore encouraged to perform a privacy calculus [23] before deciding on whether and how a public release should be administered. This is done by "multiplying" the risk of disclosure by the sensitivity of the data [33] , weighted against the anticipated benefits. Such privacy calculus can potentially be automated, as explained in [23] . If data sensitivity is domain-dependent, should there be regulations dictating how to treat data from a specific domain before the release? Should there be different levels of domain-specific data access for different types of public (researchers, students, data brokers, advertisers, etc.)? Corporate ethics sometimes result in semi-public releases, when the dataset's accessibility by external analysts is bounded by the physical organizational boundaries. Notably, anonymization may become a necessity even on platforms with a closed recommender system [19] , which operates on a privately maintained dataset. This is done to protect user identities when the data is shared between different departments of a large organization [33] .
Notably, various anonymization techniques aimed at protecting privacy in public data are ethically problematic in themselves. This is because obfuscated user profiles can be interpreted as "invalid data", which may potentially lead to incorrect inferences about individuals (even if the recommendation accuracy remains high). This may have negative psychological and even legal consequences [15] .
The possibility of aggregating data from external sources unlocks the door to easy re-identification even in the presence of substantial anonymization. This can be done through a linking attack [26] , which matches records in different databases via quasi-identifiers. This attack was effectively used to de-anonymize the Netflix dataset (containing 500,000 users) only two years after its public release [30] . As a result, the planned Netflix prize sequel was discontinued due to the filed lawsuit. [24] . It was shown in [30] that with some minimal and imprecise outside information about the user (a couple of public ratings from IMDb and their approximate dates), it was possible to identify him/her in the Netflix dataset with high probability. Apparently, disclosed movie ratings can be used to infer sensitive facts about a person, such as their political/religious views, or sexual status. Moreover, revealing movie rating history may have implications on user's future privacy [30] . Naturally, this applies to other types of preference data too (music tastes, Facebook "likes", etc.). The risk of privacy breaches is further exacerbated because of the accretion problem [33] , which refers to the snowballing effect of chained linking attacks on the increasing number of databases. Linking large chunks of external data has become easier than ever thanks to the rise of big data, semantic web, and social networks. The case of de-anonymizing the completely PII-less Twitter graph by intersecting it with the social graph of Flickr serves as an instructive example [31] . Ethical concerns about de-anonymization of data might explain the limited number of public datasets available for RS research. Figure 1 depicts moral bonds between the three main stakeholders in a data publishing cycle, namely data collector, data publisher, and data recipient. These bonds reflect the moral responsibility of stakeholders towards each other, as well as the data subjects involved. The responsibility of the data collector is to ensure that the data sample is representative of the population, clean, and contains the necessary attributes. The consent is then given to the data publisher to proceed with the release. In return, the data publisher guarantees anonymity and privacy protection of data subjects. In front of the data recipient, the publisher is responsible for making the dataset accessible (in compliance with the active policies), properly formatted, and usable for analysis. The data recipient is morally entitled to the fair treatment of data and -in some cases and upon agreement -communicating the results of the analysis back to the data collector/owner. We note that this is just an idealized framework, whose practical implementation is currently confronted with challenges of technological or legislative nature.
While privacy models are being developed by computer scientists to aid PPDP (differential privacy [11] , kanonymity [45] , l-diversity [26] , etc.), lawmakers fight their own battle to regulate data publishing and catch up with the ethical realities of big data analytics. At the very least, legislators must acknowledge that the traditional anonymization paradigm based on the removal of PII is nothing more than a half-measure [33] . We refer the reader to [33] for an in-depth discussion of the regulatory challenges concerning PPDP.
C. Algorithmic opacity, biases, and behavior manipulation
A typical recommender system operates as a black box, with its output being the only part that is visible to a user. Whereas certain input signals can also be observed (e.g. product attributes, personal purchase record, public ratings), aggregating and processing them into recommendations is done completely behind the scenes (Figure 2 ). What are the ethical implications of not knowing the algorithm that rules recommendations? Apparently, this opacity makes it hard to reason about the political, economic, and cultural agendas behind these suggestions [34] . It can also hide the evidence of algorithmic discrimination [42] and behavior manipulation [24] . As Pasquale [34] notes, "faulty data, invalid assumptions, and defective models can't be corrected when they are hidden". This is why algorthmic opacity is viewed as a serious ethical issue in data science. Should users be allowed to look inside the black box? The survey by Herlocker et al. [20] reveals that 86% of users would like to see an explanation interface as an integral part of the recommendation service. The simplest example is Amazon's "customers who bought this item also bought..." recommendation interface. Automatic explanations can provide transparency into how and why a recommendation was generated, and hence improve users' trust in the system [20] , [48] . Especially when a recommender system gives bad advice, users deserve an explanation and a possibility to correct the system's reasoning (this property is known as "scrutability") [48] . One way of aiding transparency is to report the system's confidence in generated recommendations.
Whereas explanations offer a way to unbox a recommendation engine, they also have a number of ethical implications. This practice often comes in conflict with corporate ethics that may forbid the disclosure of an algorithm for fear of losing competitive advantage or making it vulnerable to intentional manipulation [10] . The challenge in this case is to find other ways to justify recommendations without having to open the black box. Some examples of such justifications are given in [20] . Other alternatives proposed in the literature include routine algorithm audits by third parties [42] , and reverse engineering methods [10] . Perhaps less obvious, there also exists a privacy threat that exploits the fact that explanations reveal connections between items. Combined with some side information, these connections would allow an adversary to identify a specific person and reveal their personal details [37] . Finally, the provision of transparency is impeded because of the interpretability problem [6] . Even if an algorithm is not kept in secrecy, explaining it to a user may hardly be possible because of its inherent mathematical complexity. For example, some recommendation methods are based on latent semantic analysis, where the distinguishing factors do not have a clear interpretation [48] . The problem is further exacerbated by the "course of dimensionality", which makes it impossible for a reasoning human to grasp the extreme multitude of features involved in computation [6] . Besides, unveiling the algorithm in this case would not be sufficient, since predicting its behavior without knowing the specific feature values is virtually impossible [42] . Finally, some of the most successful recommender systems are implemented as hybrid and ensemble models, combining several algorithms and data sources. Comprehending the reasoning behind such complex systems may be very hard even for trained computer scientists.
In their interaction with RS, how can users be certain that their interests are respected and prioritized? What if the recommendation output is severely biased and their behavior is being intentionally manipulated to meet certain business objectives? Documented examples of algorithmic bias include recommending lower paying jobs to female candidates, or higher priced flights to MacBook owners [38] . As Ross [41] notes, there is a big difference between using a dataset for describing a population and using it for manipulating the behavior of that population. For instance, this can happen when a recommender system is exploited to push expiring,
to disguise such items under misleading category names such as "best sellers" in order to boost the utilization of any unwanted inventory. In a similar way, privileged recommendation categories (e.g. "top hotels") can be easily populated with paid listings that may not correlate well with the category label.
Another type of bias that can be encountered in recommender systems is price discrimination. This enables a RS to adjust prices on the fly based on the user's willingnessto-pay (WTP) value, defined as the maximum amount of money s/he is expected to pay for a given product. It has already been shown that travel sites Cheaptickets and Orbitz intentionally raise hotel prices for visitors who do not have an account with them [18] . Another example is Amazon's short-lived experiment on selling DVDs at different prices to different users, which provoked a furious reaction showing the profound moral impact of price discrimination [49] . Nevertheless, this did not stop researchers from proposing recommendation models with personalized pricing (e.g. [21] , [27] , [54] ). Unfortunately, the ethical feasibility of such systems remains poorly addressed and hence questionable, especially considering that price discrimination is illegal in some jurisdictions. Even when it is not, this serves as a good example of when legal does not equate to ethical. An even worse case can be made when a discrimination (of any type) is based on morally sensitive attributes (gender, race, religion, etc.) that are either directly provided by a user, or inferred from other information available to a recommender system (as discussed earlier). For example, when a person is to be recommended for a loan, gender-discriminatory decisions may introduce dangerous "false negatives" that may potentially lead to lawsuits [50] . Such systems can (and should) benefit from specialized techniques for discrimination-aware data mining [13] .
Personalized news recommenders, to a large extent, can be accountable for the creation of the so-called "filter bubbles". This dangerous side effect of personalization turns news consumption into a one-sided propaganda by serving stories that only reaffirm one's biases. This issue came to the forefront with a vengeance after the recent unexpected election of the U.S. president Donald Trump, which was largely attributed to the dissemination of fake news over the internet [1] . According to Chaslot & Gorbatai [7] , 80% of recommended videos on YouTube favored Trump over Clinton (regardless of the posed queries), most of which featured false stories.
How can users gain control over the aforementioned biases introduced by the RS providers? Is it users' moral right to receive recommendations that best match their interests? The freedom to choose what criteria the recommender system is optimized for may increase user satisfaction and trust through better personalization. We therefore believe that the RS's marketing bias should become adjustable by users, giving them the ability to reset the system's current optimization goals to the default, or "best match", mode. To provide evidence that a such a system is indeed free from biases, it can expose explanation interfaces, as discussed earlier. However, to fully address the problem of behavior manipulation, a regulatory oversight by trusted third parties is advised [24] .
D. Online experiments
RS practitioners willing to assess the real effect of a new recommendation algorithm (or modifications of an existing one) often embark on A/B testing. This is an online betweensubjects experiment, where control and treatment groups are assigned the original and the modified variants of an algorithm, respectively. Digital businesses ranging from small start-ups to internet giants such as Yahoo, Twitter and Ebay, continuously run online experiments in attempt to improve their services. In the vast majority of cases, however, users are silently dragged into these experiments without their knowledge, let alone consent. Taken to an extreme, the exposure to a previously untested algorithm is somewhat akin to medical trials, where the consequences of applying a new method may lead to unpredictable side effects and potential harm.
It is worth mentioning two (in)famous examples of online experiments, which have clearly stepped over the ethical line. In 2012, Facebook studied the phenomenon of emotional contagion by intentionally manipulating the moods of more than 600,000 users through their news feeds. Two years later, dating service OKCupid studied the emotional effect of recommending bad partner matches to its users while presenting them as "exceptionally good". Both experiments failed to acquire explicit permission from participants, while toying with their emotions and private lives. This gave rise to a public uproar and debates about the ethics of A/B testing. Referring to the aforementioned cases, Grimmelmann [17] reminds that running experiments on people is regulated by laws and as a minimum, requires the provision of informed consent and approval of an Institutional Review Board (IRB). Researchers embarking on A/B testing need to establish whether the data protection laws fall under the jurisdiction of countries where researchers or participants reside, where the server or the IRB are located, where the data is analysed, or some combination of these [41] .
There are several ways of dealing with informed consent in online experiments. In the "opt-in" scenario, user consent is acquired explicitly via a prior notice. Given the ubiquity of online experiments (we note the ubiquity of RS as well), implementing prior consent in practice does not appear particularly realistic. Furthermore, prior consent introduces an unavoidable bias that may potentially influence the results and make the sampling less than random [36] , [41] . Another possibility is the "implied consent" acquired through ToS, with an added option to opt-out from experiments at any time. Implied consent may be sufficient for experiments with low risk [14] . Since many companies perform A/B testing with no consent at all, the "notify after" approach can be taken to retroactively inform users about the performed study, providing them with the results, contact information of the involved researchers, and offering the option to delete their This tool can be used to set user-defined exclusion criteria for filtering out inappropriate items or categories. It also contains the option to turn the filter on and off (also with the possibility of scheduling)
This option can be used to reset the recommendation engine to its default algorithm, exclude the user from any future experiments, enable the opt-in option, and delete data from previous experiments data [36] . Felten [14] warns that this alternative is only applicable to situations with minimal risk. Thus, the perceived moral impact of the experiment should be a deciding factor for obtaining informed consent. It is important to remember that when the risk of moral hazard is high, the test is unethical even with consent from participants [14] .
When a recommender system is A/B tested for potential gains from applying an experimental algorithm, the two variants of algorithms (i.e. original and experimental) may differ significantly in their output. For example, hotel booking operators Expedia and Hotels.com are known for conducting A/B testing experiments that steer one of the user groups towards more expensive hotels [18] . This raises the question of fairness: is it users' moral right to demand the interaction with the trusted ("default") system instead of the one whose behavior is far less obvious? Again, we suggest that the ability to reset the recommender system to its default algorithm is provided as an option to RS users. Considering that A/B testing is undoubtedly an indispensable evaluation tool in a RS developer's arsenal, it is important to ensure that it is practiced in an ethical manner.
III. SUMMARY AS A FRAMEWORK
In this section we summarize the findings of the study in the form of a user-centric ethical recommendation framework. The framework maps various RS development stages to potential ethical concerns and the recommended countermeasures. As a practical contribution, we propose an "ethical toolbox" comprised of user-adjustable controls corresponding to each development stage. These controls enable users to adjust the recommender system to their individual moral standards. Table I outlines the articulated framework, which also details the meaning of each component of a toolbox. The provided transparency and control over recommendations are known to increase users' trust in the system [20] , [23] . At the same time, empirical studies show that users tend to avoid the hassle of adjusting settings once they get the ability to do so [23] . However, we argue that the existence of the proposed controls is what makes the system ethics-aware by design and thus helps to retain prudent RS users who would stop using the system otherwise. One way of reducing the burden of adjusting settings is to implement adaptive defaults. For example, the "do not track activity" control can be pre-set according to the user's expressed willingness to accept cookies, or according to the estimated sensitivity of information involved in user profiling. Likewise, the content censorship filter may automatically enable itself during periods when children are expected to be at home. Certain controls, such as "do not track activity" and "do not share data" can be combined to simplify user interface. In general, the usability of the provided controls may depend on many factors, such as their layout, frequency of using the system, sensitivity of data, and so on. As a vital first step, however, it is necessary to establish the general stance of users towards the ethics of recommender systems and whether the proposed toolbox would stand as a viable solution. This is done in the next section.
IV. FEASIBILITY STUDY
We conduct an online survey 2 to find out people's opinions and their preferred course of action regarding five ethical aspects of recommender systems that the proposed toolbox aims to address, namely: user profiling, data sharing, marketing bias, content censorship, and online experiments (corresponding to the five stages of the framework in Table I ). The survey was disseminated to Facebook groups of numerous European universities, yielding 224 responses from students Tables II-VI for brevity) . We note that some complementary questions allow multiple answers (hence percentages do not always sum up to 100). The examination of survey results immediately reveals participants' strong preference for taking morally sensitive issues under their control. In 4 out 5 cases, the majority voted for having a user-adjustable setting within a recommendation engine for controlling a particular ethical issue. In the following paragraphs we analyze the responses (including the free-form ones where these were deemed relevant and insightful).
Online experiments (Table IV) was the only case where a user-adjustable option came second (however with only 5.2% difference from the top choice). Considering that the lack of consent was identified as the biggest ethical barrier to participating in A/B testing (Q3.1), the indicated preference towards the opt-in scenario (Q3.2) appears well justified, as it is linked with maximal risks. As one of the participants noted, requests from users to delete their data implicitly signals that they should best be excluded from future experiments.
When it comes to user profiling (Table II) , we observe a strong trend of preferring privacy over personalization. Users' major concern is the disclosure of their browsing behavior and the risks associated with it (Q1.1). In fact, 5 respondents stated explicitly that they would not trade their privacy for personalization for whichever reason, whereas one participant stated that s/he would only accept personalization on a group level, while staying anonymous within the group. Our results once again confirm the failure of ToS to satisfy users' privacy needs (Q1.2). Instead, the vast majority of users (79%) want to have the ability to control user profiling manually.
Exactly the same attitude was expressed by users towards sharing their data with third parties (Q2.2) due to various privacy concerns (Q2.1). Notably, almost half of users would adjust their data sharing strategy depending on how much they trust the particular website.
The marketing bias of RS (Table V) brought up the most controversy as it can be seen in Q4.1, where two opposite views divided the overwhelming majority of users into two camps. Interestingly, the largest camp is ready to accept biased recommendations, with 7.9% of users feeling especially optimistic about them. The challenge of this particular issue can also be judged from the considerably large proportions of hesitant respondents who refrained from answering Q4.1 and Q4.2. Still, both camps prefer to have a manual control over the marketing bias in the settings of a recommender system. This issue also yielded a larger number of free-form responses, most of which starkly manifested users' negative stance towards recommendations because of the awareness of the marketing bias. One user also expressed their concern about getting falsely advertised recommendations (e.g. abusing explanations of type "other users also bought", etc.), which were mentioned in Section II-C.
As far as the censorship is concerned (Table VI) , the preference for being able to filter the recommendation output manually clearly dominated other options in Q5.1. On the other hand, the preference for having no censorship considerably outweighed the preference for automatic content filtering. Thus, having the former option as a "smart default" is well justified. In any case, censorship appears important to the overwhelming majority of RS users (91.1%).
V. CONCLUSION We conclude that multiple moral dilemmas of varied severity emerge on every stage of RS development, while their solutions are not always evident or effective. In particular, there are many trade-offs to be resolved, such as user privacy vs. personalization, data anonymization vs. data utility, informed consent vs. experimentation bias, and algorithmic transparency vs. trade secrets. Balancing between consumer and corporate ethics in recommender systems is a challenging task. A careful assessment of moral risks is crucial for deciding on the strategies of data anonymization or informed consent acquisition for performing A/B testing or user profiling. Yet, the question of precisely who and how should perform such risk analysis is still a subject of debates. We have found evidence that many big players on the RS market (Facebook, Amazon, Netflix, etc.) have faced loud ethics-related backlashes. Thus, it is important to ensure that the RS architecture is not only legally and algorithmically justified, but also ethically sound.
The articulated ethical recommendation framework suggests new paradigm of ethics-awareness by design with an addition of a contextual layer that utilizes existing technologies where possible and complements them with user-adjustable controls. This idea was embraced by the vast majority of our survey participants, and future work should further test its viability in a fully implemented RS prototype.
