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We study the effect of photonic spin-orbit coupling (SOC) in micropillar lattices on the topological
edge states of a one-dimensional chain with a zigzag geometry, corresponding to the Su-Schrieffer-
Heeger model equipped with an additional internal degree of freedom. The system combines the
strong hopping anisotropy of the p-type pillar modes with the large TE-TM splitting in Bragg
microcavities. By resolving the photoluminescence emission in energy and polarization we probe
the effects of the resulting SOC on the spatial and spectral properties of the edge modes. We find
that the edge modes feature a fine structure of states that penetrate by different amounts into the
bulk of the chain, depending on the strength of the SOC terms present, thereby opening a route to
manipulation of the topological states in the system.
Concepts of band structure topology from solid state
physics now play a prominent role in photonics research.
Inspired by discoveries in condensed matter systems,
topologically insulating and quantum Hall type phases
have been realized in analogous photonic contexts using
gyromagnetic photonic crystals [1, 2], coupled ring res-
onator arrays [3–5] and metamaterials [6, 7] to engineer
topological lattice Hamiltonians. In photonic platforms,
additional functionalities may be provided by the pres-
ence of gain and loss [8, 9], optical nonlinearities [10, 11]
and coupling with quantum emitters [12]. Furthermore,
the transverse electric (TE) and transverse magnetic
(TM) modes of photonic structures, which are typically
split in energy, introduce a pseudospin into the system
[13]. The splitting arises due to a k-dependent effective
magnetic field acting on the polarization of photons [14].
In analogy with electrons in Dresselhaus or Rashba fields,
this phenomenon can be described as a photonic spin-
orbit coupling (SOC), which may be enhanced in layered
or laterally modulated wavelength-scale structures and
used to engineer artificial gauge fields [15, 16].
In Bragg-mirror micropillar arrays, splitting between
TE and TM linearly polarized modes is generally siz-
able meaning photonic SOC is pronounced. It arises due
to the fact that for different polarizations of the cavity
field there are inequivalent boundary conditions at the
layer interfaces in the vertical direction and at the pillar
sidewalls in the lateral direction. It plays a key role in
several recent proposals to engineer topological protec-
tion in polariton systems [17–19] in addition to emulat-
ing spin-dependent phenomena from solid state systems
[20]. Experimentally it has been explored in a hexag-
onal ring of coupled micropillars whose eigenmodes are
spin (polarization) vortices [21] and a Lieb lattice where
polarization textures of flat-band modes were observed
[22, 23]. However, in the case of topological edge modes
these photonic SOC effects revealed by the polarization
degree of freedom (DOF) remain unexplored in experi-
mental works.
The Su-Schrieffer-Heeger (SSH) model represents one
of the simplest possible systems exhibiting topological
edge modes [24], offering a convenient starting point to
explore the polarization DOF in the context of topologi-
cal band structures. It comprises a one-dimensional (1D)
dimerized chain with a two-site unit cell, with alternat-
ing hopping energies between sites (within and between
dimers), analogous to polymer chains where the Peierls
instability makes dimerization energetically favourable.
In photonic systems, SSH models have been realized in
diverse platforms such as coupled waveguides [25, 26],
plasmonic nanodisks [27], and both passive [28] and ac-
tive [29, 30] SSH-like arrays with additional gain and loss
distributions. In GaAs-based micropillar arrays, a vari-
ant of the SSH chain which directly uses the native pho-
tonic SOC to engineer a staggered hopping of s-type pil-
lar modes has been proposed [31]. In practice, however,
the stringent requirements on both the mode linewidth
and magnitude of polarization splitting render the real-
ization of such a model challenging.
A recent experimental work [32] implemented an or-
bital version of the SSH model using the strong staggered
hopping potential experienced by the doubly-degenerate
first excited pillar modes, px and py. The spatial mode
symmetries and geometrical configuration of the chain
combine to induce alternating strong and weak bonds be-
tween sites. The magnitude of this tunneling anisotropy
is sufficient to open a large gap (many times larger
than the linewidth) containing exponentially-localized
edge states. The fact that there are two p-type modes
means that the system actually constitutes two copies of
the SSH model, which are in topologically inequivalent
phases, such that edge states can be observed in both
subspaces depending on the geometry at the ends of the
chain. Compared to the case of s modes, the influence of
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2photonic SOC is expected to be even richer when dealing
with p modes, due to the possibility of strong polariza-
tion splittings in both the on-site and tunneling ener-
gies of modes [21, 33] which have different effects on the
topological properties of the SSH Hamiltonian [34]. The
strength of the polarization terms can be varied by the
layer structure of the Bragg mirrors, making the SOC a
flexible tool which, until now, has not been studied in re-
lation to topology. In this Letter, we consider a photonic
zigzag chain where both the confinement and tunneling
energies of p modes depend strongly on the polarization.
We show how in this case the twofold SSH Hamiltonian
splits into a novel fourfold variant with significant dif-
ferences between the two pseudospins (polarizations) as
a result of large SOC, which as we demonstrate, can be
probed in photoluminescence (PL) experiments by the
spectral and spatial properties of the edge modes. We
also discuss the general interplay between different po-
larization effects and how the strength of different per-
turbations which contribute to the SOC determines the
symmetries of the system.
Our sample is a GaAs cavity embedded between
GaAs/Al0.85Ga0.15As distributed Bragg reflectors with
23 (26) top (bottom) pairs, featuring 6 In0.04Ga0.96As
quantum wells. The exciton energy is detuned roughly
20 meV from the cavity mode, and we estimate that the
TE-TM splitting has a magnitude on the order of β = -
0.19 meVµm2. The resulting large SOC was deliberately
designed by using the offset between the Bragg mirror
stop band and the cavity mode [35], allowing us to en-
ter a qualitatively different regime to that of Ref. [32]
and other scalar photonic SSH models. We process our
cavity using electron beam lithography and plasma dry
etching to create patterned regions with arrays of over-
lapping micropillars. The pillars have diameters of 3 µm
and centre-to-centre distances of 2.55 µm. In order to
study topological edge modes we consider 1D arrays in a
zigzag geometry, with 8, 10 and 11 sites [see Fig. 1(a)].
The number of pillars was chosen in order to minimize
variation along the chain length, without being too short
to make the ends significant, such that edge states hy-
bridize. The energy-resolved emission from the chains
under weak nonresonant excitation shows bands formed
from evanescent coupling of both s and p modes of the
individual pillars [see Ref. [36] for supplementary infor-
mation]. A twofold degeneracy comprising px and py or-
bitals exists in the latter case, where the subscript refers
to the direction in which the bright lobes are oriented [see
Fig. 1(b)]. Critically, in arrays of coupled pillars, tun-
neling between the p modes is strong (weak) when their
orientation is aligned (transverse) to the tunneling direc-
tion [22], meaning for zigzag chains, where the tunneling
direction changes by 90◦ from site to site (alternating be-
tween x and y), the hopping energies alternate between
strong and weak.
If we neglect the polarization DOF for the moment, our
FIG. 1. (a) Scanning electron microscope image of the pho-
tonic zigzag chain structures. The inset shows an angled im-
age of an 8-site chain. (b) Schematic of the px and py modes
of a single micropillar. (c)–(e) Real space images of the topo-
logical edge modes for chains with 8, 10 and 11 sites.
zigzag chains implement a twofold SSH model like the one
described in Ref. [32]. The manifestation of the topologi-
cally non-trivial nature of the chain is spectrally-isolated
mid-gap states whose wave functions are strongly con-
fined to the edge pillars and, depending on the number
of sites in the chain, can be in one or both of the p orbital
subspaces. As can be seen from the real space emission of
the edge states in Figs. 1(c) and (d), only the py subspace
features edge states in our even chains. This is expected
since the links connecting the end pillars to the next pil-
lar point along x, to which py modes are orthogonally
oriented, meaning the bond is weak. Conversely, the px
modes point along x so the bond is strong. Regardless of
the choice of unit cell, these two subspaces are topologi-
cally inequivalent as determined by the unique difference
in the Zak phase [34]. In odd chains, edge states are found
in both px and py subspaces, at opposite edges, since the
half-integer number of unit cells means there is always a
weakly bonded site at one of the edges [see Fig. 1(e)].
Hence, for any number of pillars in a finite chain there
are always mid-gap states at both edges, which are found
in the same (different) subspaces for even (odd) chains.
Now we will turn our attention to the internal po-
larization DOF. In this case there are four modes: px
and py in two orthogonal polarizations. When the cav-
ity TE-TM splitting and hence photonic SOC is strong
(as quantified by the β factor), the p-like modes com-
bine into spin-vortices whose energies depend on the sign
and size of β [33]. In our sample, resolving the emis-
sion from single pillars in polarization reveals that the
p modes have well-defined pseudospin textures and are
significantly split in energy. When single pillars are cou-
pled into a dimer, the spectrum of hybridized p modes
then shows a marked asymmetry due to the interplay be-
tween this on-site polarization splitting and polarization-
3FIG. 2. (a)–(d) Results for the 10-site chain. (a) Real space spectrum showing the differential polarization intensity IH − IV .
The directions of H and V polarizations are depicted by the arrows. (b) Polarization-resolved intensities IH (red) and IV
(blue) of the left edge states, with corresponding real space images on the left. (c) Polarization-resolved spectrum of the right
edge states with corresponding real space images on the right. (d) Intensity against site number for the two polarizations across
the topological gap. (e),(f) Polarization-resolved spectra for the 11-site chain.
dependent tunneling. We use the experimental estimates
of polarization terms from the single and coupled pillar
measurements shown in Ref. [36] for our phenomenolog-
ical tight-binding model later in the text. In the SSH
model, the spectral positions of the edge modes are sen-
sitive to on-site perturbations whereas the size of the gap
and localization length of the edge modes are affected by
perturbations to the tunneling energy. We thus resolve
the emission from our zigzag chains in two orthogonal
polarizations to see whether we can detect the influence
of the polarization DOF on the topological edge modes.
Fig. 2(a) presents the spectrally-resolved real space
emission from the p bands of our 10-site chain, show-
ing the differential polarization intensity corresponding
to the difference in emission between in-plane polariza-
tions pointing along x and y respectively, which we define
as horizontal (H) and vertical (V ). The significant degree
of polarization of the emission (on the order of 15–20%)
is immediately evident, demonstrating the large degen-
eracy lifting created by the combination of polarization
effects. Note that there is an energy difference between
the left and right edge modes, which probably arises due
to a combination of the cavity wedge, etching-induced
strain and disorder. For clarity, we henceforth treat the
left and right edges of the chain separately, and note
that the energy gradient does not affect our subsequent
analysis. In Figs. 2(b) and (c) we show the polarization-
resolved spectra of the left and right edge states respec-
tively, where two peaks with a splitting on the order of
0.1 meV can be seen in both cases. Alongside these spec-
tra we plot the differential polarization intensity of the
real space emission at the energies of the peaks. Since
both edge states are found in the py subspace, we expect
the same sign of polarization splitting at both ends of
the chain, which we indeed observe in experiment. In
contrast, in odd chains the left and right edge states are
orthogonally-oriented with respect to each other, so the
sign of polarization splitting is opposite at the two ends
[see Figs. 2(e) and (f)].
In order to determine a polarization splitting in the
hopping energy of modes one may consider the spatial
profile of the edge states. In standard SSH theory, they
are exponentially localized with a wave function given
by |Ψn|2 ∝ (t/t′)n if n is odd and by Ψ = 0 if n is even,
where n denotes the pillar number counting from 1 and
starting at the edge, and t and t′ give the tunneling en-
ergies within and between unit cells respectively. Since
photonic SOC lifts the degeneracy of both t and t′ be-
tween orthogonal polarizations, a disparity should exist
between the spatial wave functions of the orthogonally-
polarized topological edge modes in our zigzag chains.
In order to see if this is the case in experiment, we esti-
mate the mode intensity (which is proportional to |Ψ|2)
against site number from our energy-resolved real space
data and then compare between the two polarizations.
We show the result for our 10-site chain in Fig. 2(d),
which presents the peak intensity on each site for the
two polarizations within the gap between lower and up-
per p bands. As expected theoretically, the edge-state
wave function is almost entirely localized on the first and
third pillars (counting from either edge) such that sites
1 and 3 (left edge) and 8 and 10 (right edge) have the
highest intensities. Since the population on these sites
is most significant, we use the values from these sites to
quantify the effect of the polarization-dependent tunnel-
ing by defining a quantity
ξ =
|Ψ‖1|2/|Ψ‖3|2
|Ψ⊥1 |2/|Ψ⊥3 |2
, (1)
4where the subscript denotes the pillar number counted
from the edge (left or right) and the superscript denotes
parallel (‖) and perpendicular (⊥) polarizations. The
value of ξ then gives a quantitative measure of the ra-
tio of the wave function decay between the two polar-
izations, i.e. SOC in the hoppings. Incorporating the
tunneling values and polarization-dependent corrections
extracted from our single dimer measurements [36] into a
conventional SSH model for fixed polarization (see above
expression for Ψn) we can estimate a theoretical figure
yielding ξtheory ≈ 0.8. Physically this tells us that the
inverse localization length should be shorter for paral-
lel polarization, i.e. the edge state penetrates more into
the rest of the chain when its polarization is parallel to
the tunneling link. By considering all three of our zigzag
chains, we have six experimental values of ξ since each
chain has mid-gap states at both edges. In the case of
the 11-site chain, ‖ and ⊥ polarizations are different at
the two edges. In all cases ξ is found to lie between 0.7
and 0.9 with an average of ξexp. = 0.78 ± 0.07, which
is in good agreement with the ratio of tunneling rates
obtained from the spectrum of the dimer.
To obtain a more detailed understanding of the exper-
imental findings, we develop a tight-binding model
HSSH = H0 +Hτx +Hτy +Hτm (2)
that systematically accounts for all polarization effects
across the full structure. Denoting by pˆHx,n, pˆ
H
y,n, pˆ
V
x,n,
pˆVy,n the annihilation operators of the p orbitals on pillar
n with linear polarization H (along x) and V (along y),
the Hamiltonian for the chain of isolated pillars is given
by
H0 = ∆E
N∑
n=1
[pˆH†x,npˆ
H
x,n − pˆH†y,npˆHy,n − pˆV †x,npˆVx,n + pˆV †y,npˆVy,n]
+∆E
N∑
n=1
[pˆH†x,npˆ
V
y,n + pˆ
H†
y,npˆ
V
x,n + h.c.],
(3)
where ∆E is the SOC matrix element of a single pillar
and n indicates the pillar number. The coupling between
neighboring pillars along the x direction is given by
Hτx =
N/2∑
i=1
[τ‖a pˆ
H†
x,2i−1pˆ
H
x,2i + τ
‖
t pˆ
H†
y,2i−1pˆ
H
y,2i
+τ⊥a pˆ
V †
x,2i−1pˆ
V
x,2i + τ
⊥
t pˆ
V †
y,2i−1pˆ
V
y,2i],
(4)
where τ
‖
a(t) and τ
⊥
a(t) describe the coupling of p orbitals
whose lobes are aligned (a) or transverse (t) to the cou-
pling direction, while their polarization is either parallel
(‖) or perpendicular (⊥) to this direction. The coupling
term Hτy along the y direction is obtained by interchang-
ing τ
‖
a with τ⊥t and τ
⊥
a with τ
‖
t . Finally, the term
Hτm = τm
N/2∑
i=1
[pˆH†x,2i−1pˆ
V
y,2i + pˆ
H†
y,2i−1pˆ
V
x,2i + h.c.] (5)
describes the mixing of H-polarized px (py) orbitals with
V -polarized py (px) orbitals.
The structure of these terms follows from symme-
try considerations, while the values of the matrix el-
ements can be estimated in perturbation theory. For
this, we represent the p orbitals as the first excited
states px(x, y) = (2/pi)
1/2mωxe−mω(x
2+y2)/2, py(x, y) =
(2/pi)1/2mωye−mω(x
2+y2)/2 of a two-dimensional har-
monic oscillator with potential U(x, y) = 12mω
2(x2 + y2)
and harmonic confinement strength ω for polaritons of
mass m, with ~ = 1. Centering these parabolic potentials
at each pillar determines the barrier shape, for which the
perturbative matrix elements can be evaluated analyti-
cally [36]. The theoretical values can then be matched to
the experimental polarization-resolved PL data for a sin-
gle pillar and dimer, which provides an estimate of ∆E
and τ
‖
a , τ⊥a , τ
‖
t , τ
⊥
t , τm, respectively.
Fig. 3 shows the results obtained from this approach
for a zigzag chain with 10 sites. Panels (a) and (b) show
the energies and edge state mode profile for the case with-
out polarization, which corresponds to the case realized
in Ref. [32]. Panel (c) shows the energies when all polar-
ization effects are taken into account. As in the experi-
ments, the edge states are split, with the lower eigenvalue
being H-polarized while the higher one is V -polarized.
The differential polarization real space images in panel
(d) agree well with the experimental results shown in
Figs. 2(a)–(c). From the different localization lengths of
the edge states we find ξTB ≈ 0.76, which is consistent
with our earlier estimate ξtheory and the experimental
value ξexp..
Based on this TB model, we can assess how the
SOC determines the topology of the polarization-resolved
modes of the system. For ∆E 6= 0 but τm = 0, τ‖a = τ⊥a ,
and τ
‖
t = τ
⊥
t (i.e. the SOC affects the on-site energies
but not the couplings), the system realizes a fourfold
SSH model with energy splittings replicating the spin-
vortex states of a single pillar. For ∆E = 0 but τm 6= 0,
τ
‖
a 6= τ⊥a , and τ‖t 6= τ⊥t , we again realize four copies,
but with polarization-dependent couplings as quantified
by ξ 6= 1. In our experiments, ∆E is of the same order
of magnitude as the linewidth, and much smaller than
the band gap, meaning the topology of the system is
only weakly violated. When one further departs from
these conditions, the system crosses over to a topologi-
cally trivial insulator of the AI symmetry class [36–38].
In conclusion, our work suggests that the polarization
degree of freedom could be used as a powerful tool to
control the topology in a wide range of 1D and 2D lat-
tice systems. Moreover, by probing both the spectral
5FIG. 3. Energy spectra and real space images of mid-gap
states from the tight-binding model of a 10-site chain without
TE-TM splitting (a),(b), and with TE-TM splittings both on-
site and in the coupling term (c),(d). In (d), the intensity
distribution is resolved in polarization (V : top, H: bottom).
and spatial polarization properties of topological edge
states, information about the energy splittings in the pil-
lars and effect on bulk transport can be retrieved. This
is also particularly interesting due to the fact that it is
possible to control the polarization splitting of p orbitals
through the layer structure of the Bragg mirrors [36]. Fi-
nally, using samples with a less negative cavity-exciton
detuning (leading to polaritons with a much larger exci-
ton fraction) will also allow further manipulation of the
energy bands through nonlinear renormalization in high-
density regimes, the Zeeman effect under application of a
magnetic field and via ultrafast Stark control [39], mak-
ing our system a unique test bed to investigate topologi-
cal phase transitions in exotic lattice Hamiltonians with
spin-orbit coupling, interparticle interactions and broken
time-reversal symmetry.
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Supplementary material
EXPERIMENTAL SETUP
In order to study our photonic structures we hold our sample in a continuous flow cryostat at 8K and perform
microphotoluminescence (µPL) spectroscopy measurements. A schematic of the optical setup is shown in Fig. S1.
Structures are excited nonresonantly using a cw laser at 637 nm, with an excitation spot which covers a ∼20 µm
region on the sample surface. This incoherently populates all the modes of the microstructures. The reflected PL
emission is collected with the same 0.60 numerical aperture microscope objective, magnified 30 times and focused onto
the entrance slit of a spectrometer connected to a CCD camera. A half-wave plate and linear polarizer are used in the
collection path to measure the PL emission in orthogonal polarizations. By scanning the final imaging lens across the
spectrometer slit in increments a four-dimensional data set can be constructed, featuring energy, PL intensity, and
two spatial dimensions. To filter out parasitic background emission in experimental data, a spatial filter was used in
the real space plane to select only PL from the structure being studied, and a long-pass filter was used to suppress
scattered laser light.
FIG. S1. Schematic of the reflection µPL setup used in experiment.
2P ORBITAL SSH CHAIN WITHOUT POLARIZATION
Considering our zigzag chain without the polarization degree of freedom we have a twofold SSH model [32] which
is shown in Figs. S2(a)–(d) for the 10-site chain. In the real space spectrum of the chain in (a), we see s and p bands
spanning approximately 1 and 2 meV respectively and separated by a gap of ∼1.5 meV. Due to the directionally-
independent tunneling energy of s orbitals, no gap opens between the bonding and anti-bonding bands. In the p
orbital case, the large difference in tunneling energies between the “head-to-head” and “shoulder-to-shoulder” types
of bonding results in the opening of a large gap of about 1 meV. Modes existing within the gap are clearly seen at the
edges of the chain. In Figs. S2(b)–(d) we show the real space emission from the upper (anti-bonding) p bands, the edge
states and the lower (bonding) p bands. In the bonding/anti-bonding bands, the constituent states are delocalized
across the chain, as can be observed in the real space images, where the respective symmetries are visualized by clear
intensity lobes/nodes across the junctions connecting pillars. For the modes within the gap, however, the intensity is
predominantly localized on the outermost pillars of the chain, and the mode is in the py subspace in both cases.
In addition to our 10-site chain, we also measured the real space PL spectra of chains with 8 and 11 sites. The
results for all three chains are shown in Fig. S2(e). In spectra from the bulk of the chains, corresponding to the whole
chain excluding the outermost pillars, distinct lower and upper p bands can be seen, separated by a gap delimited by
vertical lines. In the spectra from the edges, corresponding to the outermost pillars, emission can be seen from states
within the lower and upper p bands, in addition to modes residing in the gap.
FIG. S2. (a) PL spectrum of a 10-site zigzag chain showing s and p bands. The real space images to the right show the emission
integrated over the upper p band (b), the edge states (c) and the lower p bands (d). (e) Experimental spectra from the left
edge, bulk and right edge of chains with 8, 10 and 11 sites.
SPIN-ORBIT COUPLED P MODES OF A SINGLE PILLAR
In order to probe the eigenmodes of a single micropillar, we perform energy-resolved real space PL measurements
on a single pillar resolved in horizontal (H), diagonal (D), vertical (V ) and anti-diagonal (A) polarizations, shown in
Fig. S3. We find the strong TE-TM splitting in the sample splits the p orbital into modes at three different energies,
as can be seen in the spectrum shown in Fig. S3(b). In the real space emission at these energies, the total intensities
show ring-like profiles, similar to Laguerre-Gauss modes. In the upper and lower peaks the polarization points radially
and azimuthally respectively as can be seen in the rotation of the modes with detection polarization. The middle
peak on the other hand shows no rotation. A detailed analysis of this effect is provided in Ref. [33].
POLARIZATION-RESOLVED SPECTRUM OF TWO COUPLED PILLARS
In order to estimate the magnitude of the different tunneling processes between the p modes of overlapping micropil-
lars we studied the simplest possible case of a single dimer (two 3 µm pillars separated by 2.55 µm). Measurements
of the energy spectrum are presented in Fig. S4. In Fig. S4(a) we see an energy-resolved real space image along the
3FIG. S3. (a) PL spectrum of a single pillar showing s and p mode peaks. (b) Close-up of the fine structure-split p mode
spectrum showing experimental data with three fitted underlying peaks. The real space images show emission resolved in
horizontal (H), diagonal (D), vertical (V ) and anti-diagonal (A) polarizations of the upper (c), middle (d) and lower (e)
fine structure states, which correspond respectively to a radial spin vortex, a superposition of orthogonal hyperbolic spin
anti-vortices and an azimuthal spin vortex [33].
long axis of the dimer. The set of two modes at lower energy arise from hopping between s orbitals, and the higher
energy modes are the hybridized p modes. The twofold degeneracy of the p modes doubles the number of bonded
modes, and the different symmetries of the px and py orbitals leads to four modes rather than two. Physically, in a
dimer oriented along x, px orbitals have larger spatial overlap than py orbitals, which is why their tunneling energy
is so much larger. Even without resolving in polarization, it is clear from Fig. S4(a) that there is some splitting of
the four bonded modes.
FIG. S4. Experimental single dimer energy spectrum. (a) Real space PL spectrum showing energy against longitudinal position
of the dimer. (b) Polarization-resolved spectrum of the hybridized s modes corresponding to the lower two dashed white lines
in (a). Panels (c) and (d) show differential real space images of the bonding and anti-bonding s modes respectively. (e)
Polarization-resolved spectrum of the hybridized p modes corresponding to the upper two dashed white lines in (a). Panels
(f) and (i) show differential real space images of the bonding and anti-bonding px modes respectively, and (g) and (h) show
differential real space images of the bonding and anti-bonding py modes respectively. The two detection polarizations are
longitudinal (L) and transverse (T ) to the tunneling direction. A baseline has been subtracted in (e).
Fig. S4(b) shows the polarization-resolved s mode spectrum. The hopping energy is 0.37 meV, and there is a
small but finite polarization splitting induced purely by polarization-dependent tunneling, since there is no on-site
4splitting term for modes with l = 0. As expected, H polarization, which is longitudinal to the tunneling link between
the two pillars, has a larger tunneling energy than V polarization, which is transverse. This is evidenced by the
larger separation between the two H peaks compared to the V peaks. The difference in tunneling energies for the
two polarizations is around 40 µeV, and corresponding differential real space images of the bonding and anti-bonding
modes are shown in Figs. S4(c) and (d). For the p modes, we estimate a hopping energy of 0.88 meV between px
orbitals and 0.18 meV between py orbitals, which is five times smaller. In this case, polarization corrections to both
the on-site and hopping energies are present: we estimate the former has a magnitude of around 0.11 meV and the
latter has values on the order of 70 µeV and 40 µeV for px and py orbitals respectively.
TIGHT-BINDING MODEL
In order to develop our tight-binding model we first calculate the effect of the TE-TM splitting on the energy levels
of a single pillar. To this end it is possible to use a degenerate perturbation theory starting from the Hamiltonian
written in the basis of H and V polarized polaritons,
Hpillar =
(
1
2m (pˆ
2
x + pˆ
2
y) + U(x, y) + β(−pˆ2x + pˆ2y) 2βpˆxpˆy
2βpˆxpˆy
1
2m (pˆ
2
x + pˆ
2
y) + U(x, y)− β(−pˆ2x + pˆ2y)
)
, (S1)
where m is the polariton mass, β represents the strength of the TE-TM splitting, ω is the strength of the harmonic
confinement U(x, y) = 12mω
2(x2 + y2), and ~ = 1 [33]. This Hamiltonian can be written as the sum of two terms: a
two-dimensional harmonic potential for each polarization component (H and V ), for which the eigenmodes are the p
orbitals described in the main paper, and a TE-TM perturbation term (Hpert) that includes all the terms depending
on β. To calculate the effect of TE-TM splitting on the p orbitals one needs to calculate the integrals 〈pji |Hpert|pnl 〉,
where i, l are either x or y and j, n are either H or V . These are a total of 16 integrals composing a 4× 4 matrix, but
only 10 are independent due to the Hermitian nature of the Hamiltonian. Thus, taking into account the symmetries
of this problem (i.e. the rotational symmetry of the harmonic potential and the x and y direction of the coupling
between pillars), the effect of the perturbation can be written in a compact matrix form as:
H0 = ψ
†Es ψ = ψ†

∆E 0 0 ∆E
0 −∆E ∆E 0
0 ∆E −∆E 0
∆E 0 0 ∆E
ψ, (S2)
with ψ† = (pHx , p
H
y , p
V
x , p
V
y ), and ∆E being the energy shift induced by the spin-orbit coupling. Here, the matrix Es
describes the perturbation, induced by the TE-TM splitting, to the energy eigenmodes of the first excited manifold of
the two-dimensional homogenous harmonic oscillator. This is exactly the same result as in Ref. [33], but written in
the p orbital basis instead of the spin-vortex one. Secondly, we want to calculate the hopping terms in the presence
of the TE-TM splitting. To this end we start from the Hamiltonian of a dimer (also written in the basis of H and V
polarized polaritons),
Hdimer =
(
(p2x + p
2
y)/2m+ Ud(x, y) + β(−p2x + p2y) 2βpxpy
2βpxpy (p
2
x + p
2
y)/2m+ Ud(x, y)− β(−p2x + p2y)
)
, (S3)
where the term Ud(x, y) = min[U(x − x0, y − y0), U(x + x0, y + y0)] describes two harmonic potentials centered at
+(x0, y0) and −(x0, y0). To calculate the hopping terms in the presence of the TE-TM splitting, we use again the
degenerate perturbation theory and re-write the Hamiltonian as H = H− +H+ +H ′pert, with
H− =
(
(p2x + p
2
y)/2m+ U(x− x0, y − y0) 0
0 (p2x + p
2
y)/2m+ U(x− x0, y − y0)
)
, (S4)
H+ =
(
(p2x + p
2
y)/2m+ U(x+ x0, y + y0) 0
0 (p2x + p
2
y)/2m+ U(x+ x0, y + y0)
)
, (S5)
and
H ′pert = Hpert + I∆U(x, y) =
(
∆U(x, y) + β(−p2x + p2y) 2βpxpy
2βpxpy ∆U(x, y)− β(−p2x + p2y)
)
, (S6)
5where ∆U(x, y) = Ud(x, y)−U(x− x0, y− y0)−U(x+ x0, y + y0). In order to evaluate the hopping terms one needs
again to evaluate the integrals 〈pji |H ′pert|pnl 〉. This time, however, the eigenmodes to use are the eigenmodes of H+ and
H−, which are the px and py orbitals in the H and V polarization centered at ±(x0, y0). Moreover, in this case H ′pert,
together with the terms depending on β, also has additional terms depending on ∆U(x, y) describing the potential
barriers between the two pillars. Note that even if ∆U(x, y) goes to −∞ with x, y → ±∞, the perturbation approach
still gives meaningful results because the p orbitals go to zero much faster than the potential (∝ e−(x2+y2) rather
than ∝ (x2 + y2)), and therefore the contribution to the integral at large radii is negligible. To evaluate the hopping
terms, the integrals have to be evaluated for the two cases of hopping along the x and y directions. This has two main
consequences, first that two different masses have to be used in the confining potential for the propagation of a H or
V polarized mode along two different directions, second that one has to evaluate a total of 20 integrals, 10 for each
direction. Amongst these, it turns out that, for symmetry reasons, 10 are identically zero (5 in each direction) and
that the 5 remaining non-zero integrals relative to one propagation direction have an identical counterpart integral
relative to the other propagating direction. Therefore there is a total of 5 different hopping terms, which are given
by:
t‖a =
ωe−a
2m‖ω
2
√
pi
[
4a
√
m‖ω(−1 + a2m‖ω) +
√
pi(−2 +m‖(−2β + a2ω(1 + 10m‖β) + 2a4m‖ω2(1− 2m‖β)))
]
t⊥a =
ωe−a
2m⊥ω
2
√
pi
[
4a
√
m⊥ω(−1 + a2m⊥ω) +
√
pi(−2 +m⊥(2β + a2ω(1− 10m⊥β) + 2a4m⊥ω2(1− 2m⊥β)))
]
t
‖
t =
ωe−a
2m‖ω
2
√
pi
[−2a√m‖ω +√pi(−2 + 2m‖β + a2m‖ω(−1 + 2m‖β))]
t⊥t =
ωe−a
2m⊥ω
2
√
pi
[−2a√m⊥ω −√pi(2 + 2m⊥β + a2m⊥ω(1 + 2m⊥β))]
tm = 8ωβm
2
‖m
2
⊥e
− 2a
2m‖m⊥ω
m‖+m⊥
[−m⊥ +m‖(−1 + 4a2m⊥ω)]
(m‖ +m⊥)4
.
Here, m‖ andm⊥ represent the masses of modes propagating with polarization parallel and perpendicular, respectively,
to the propagation direction, and a is half the center-to-center distance between pillars. The term τ
‖
a (τ⊥a ) describes
the hopping amplitude of an orbital aligned along the propagation direction with polarization parallel (perpendicular)
to it, i.e. either pHx (p
V
x ) propagating along the x direction or p
V
y (p
H
y ) propagating along the y direction. Similarly,
τ
‖
t and τ
⊥
t describe the hopping amplitudes of orbitals with alignment perpendicular to the propagation direction.
Finally, τm describes the hopping amplitude for a given orbital that hybridizes while propagating. These terms can
be written in a compact matrix form as:
Hτx = ψ
†

τ
‖
a 0 0 0
0 τ
‖
t 0 0
0 0 τ⊥a 0
0 0 0 τ⊥t
ψ, Hτy = ψ†

τ⊥t 0 0 0
0 τ⊥a 0 0
0 0 τ
‖
t 0
0 0 0 τ
‖
a
ψ, Hτm = ψ†

0 0 0 τm
0 0 τm 0
0 τm 0 0
τm 0 0 0
ψ.
Figure S5 shows the strength of the hopping terms, as a function of center-to-center distance, for given values of ω, β
and m. Here the parameter ~ω is obtained from the experimental separation between s and p modes on a single
pillar, β from the effective mass difference in a nearby planar section of the cavity, and m‖ and m⊥ are used as fitting
parameters. At a center-to-center distance of 2.55 µm, the two τa terms have the highest absolute values (0.91 and
0.81 meV) and are positive, the two τt terms are the second highest and have opposite sign with respect to the previous
ones (−0.14 and −0.11 meV), and τm is the weakest one (≈ −0.03 meV) and barely visible on this energy scale. These
values for the hopping parameters are in very good agreement with the experimental ones. Note, however, that the
values of the masses used here is about 4 times bigger than the experimental ones. This difference can be understood
observing that at a distance of 2.55 µm two pillars already have a significant overlapping region, and therefore the
perturbation approach only constitutes a rough approximation of the physical system. In addition, the confinement
potential has a rectangular profile rather than the parabolic one used here.
6FIG. S5. Hopping terms as a function of the distance between two pillar centers. Here the parameters are: ~ω = 2.8 meV,
β = −0.186 meV·µm2, and m‖ = 8.08 × 10−5m0 and m⊥ = 7.70 × 10−5m0 (m0 being the bare electron mass). The vertical
line is set at 2.55 µm corresponding to the experimental pillar distance.
TOPOLOGICAL PROPERTIES OF THE SYSTEM
In order to study the effect of the TE-TM splitting on the topology of a fourfold SSH polariton chain we start
revising the topology of the simple SSH model. The bulk Hamiltonian in k space for this model can be written as
[34]:
HSSH(k) =
(
0 τintra + τintere
−ika
τintra + τintere
+ika 0
)
, (S7)
where τintra and τinter are the intra- and inter-dimer hopping. This Hamiltonian displays a time-reversal symmetry
TH(k)T−1 = H(−k) (S8)
with T = Iκ, where κ is the complex conjugation operator, as well as a chiral symmetry
ΓH(k)Γ−1 = −H(k) (S9)
with Γ = σz a 2×2 Pauli matrix, and a charge-conjugation symmetry
CH(k)C−1 = −H(−k) (S10)
with C = σzκ. All these operators square to 1 and the SSH model can be identified to be a Z topological insulator
belonging to the BDI symmetry class [41]. To study the fourfold case we first derive the bulk Hamiltonian:
HpSSH(k) =
(
Es τ(k)
τ(k)† Es
)
(S11)
with:
Es =

∆E 0 0 ∆E
0 −∆E ∆E 0
0 ∆E −∆E 0
∆E 0 0 ∆E
 τ(k) =

τ
‖
a + τ⊥t e
−ika 0 0 τm(1 + e−ika)
0 τ
‖
t + τ
⊥
a e
−ika τm(1 + e−ika) 0
0 τm(1 + e
−ika) τ⊥a + τ
‖
t e
−ika 0
τm(1 + e
−ika) 0 0 τ⊥t + τ
‖
t e
−ika
 . (S12)
Here, as before, Es represents the perturbation induced by the TE-TM splitting on the energies of the eigenmodes of
each pillar, and τ(k) is the hopping between the two pillars in the unit cell, to which we refer as A and B. The simple
7case with ∆E = 0, τm = 0, and τ
‖
a = τ⊥a and τ
‖
t = τ
⊥
t , i.e. without TE-TM splitting, still represents a Z topological
insulator since it merely represents four 2×2 SSH models [32].
Next we study the case when only the on-site TE-TM splitting is different from zero (i.e. ∆E 6= 0 but τm = 0,
and τ
‖
a = τ⊥a and τ
‖
t = τ
⊥
t ). To study the topological properties of this system we start looking for an operator
implementing the chiral symmetry:
ΓHpSSH(k)Γ
−1 = −HpSSH(k), (S13)
and observe that the transforming operators will be the product of two-dimensional matrices acting on the A-B
sublattice with four-dimensional matrices acting in the mode space of the individual pillars. The matrices acting on
the A-B sublattice are the three Pauli matrices and their effect on the diagonal block matrices (Es) is none, since the
two blocks are identical. Therefore the effect of the transformation on the four-dimensional pillar-mode subspace has
to be to introduce a minus sign. There are only four 4×4 matrices that satisfy this condition:
γ1 =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 γ2 =

0 −i 0 0
i 0 0 0
0 0 0 −i
0 0 i 0
 (S14)
γ3 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 γ4 =

0 0 1 0
0 0 0 −1
1 0 0 0
0 −1 0 0
 . (S15)
The effect of the two-dimensional Pauli matrices on the off-diagonal hopping matrices τ(k) and τ †(k), is either to add
a minus sign, or to swap them, or to swap them and add a minus sign. In the first case this means that at least one
of the four matrices γi, i = 1, 2, 3, 4 have to implement the transformation γiτ(k)γ
−1
i = τ(k) and γiτ(k)
†γ−1i = τ(k)
†.
In the second and third case one of the four matrices has to implement either the transforms: γiτ(k)γ
−1
i = τ(k)
†
and γiτ(k)
†γ−1i = τ(k), or γiτ(k)γ
−1
i = −τ(k)† and γiτ(k)†γ−1i = −τ(k). It is easy to check that both γ3 and γ4
implement the transformations: γiτ(k)γ
−1
i = τ(k) and γiτ(k)
†γ−1i = τ(k)
†. Therefore, Γ can be either Γ1 = σz ⊗ γ3
or Γ2 = σz ⊗ γ4, in the first case Γ2 = 1, in the second Γ2 = −1. Then we look for operators implementing the time
reversal and charge conjugation symmetries. For the time reversal symmetry one can proceed in a similar way as for
the chiral symmetry. Since the Pauli matrices acting on the A-B space have no effect on the diagonal block matrices,
since the two blocks are identical, the effect of the transformation on the internal four-dimensional space has to be to
leave it unchanged, i.e. tiEst
−1
i = Es. There are, again, four matrices that satisfy this condition:
t1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 t2 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 (S16)
t3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 t4 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 . (S17)
As before, one now needs to study the effect of the Pauli matrices on the off-diagonal terms (τ(k), and τ †(k)). Both
σy and σz introduce a minus sign to τ(k) and τ
†(k) while swapping them or not. But none of the ti matrices above
introduces a minus sign to compensate for it. Moreover, σx does not introduce a minus sign but swaps τ(k) and
τ †(k), which is equivalent to changing k → −k. This change in sign for k, however, is also introduced by the complex
conjugation operator κ, and therefore also σx has to be discarded. The only possible choice remaining for the A-B
sublattice is the identity matrix. It is easy to check that both T1 = It1κ and T2 = It2κ implement the time reversal
symmetry. In both cases T2 = 1. Therefore the system is still in the BDI symmetry class and is a topological Z
insulator. It is useful to note here that T1T2 = It2 = Γ1Γ2, and that It2 is a symmetry of our Hamiltonian HSSH(k)
since (It2)HSSH(k)(It2)−1 = HSSH(k).
8Finally we want to consider the case when also the effect of the TE-TM splitting on the propagation of particles
along the chain is non-zero (i.e. ∆E 6= 0 but τm 6= 0, and τ‖a 6= τ⊥a and τ‖t 6= τ⊥t ). Starting from the chiral symmetry, it
is easy to check that none of the required identities: γiτ(k)γ
−1
i = τ(k) and γiτ(k)
†γ−1i = τ(k)
†, or γiτ(k)γ−1i = τ(k)
†
and γiτ(k)
†γ−1i = τ(k), or γiτ(k)γ
−1
i = −τ(k)† and γiτ(k)†γ−1i = −τ(k), are satisfied by any of the four γi, and
that, therefore, the chiral symmetry is broken. Since, instead, the time reversal symmetry is not broken (both T1 and
T2 defined before are still implementing the time reversal symmetry) the system, in this case, is not a topological
insulator.
CONTROL OF THE TE-TM SPLITTING THROUGH LAYER STRUCTURE DESIGN
As mentioned in the main text, the two major contributions to the polarization splitting in our micropillar array
come from the layer structure of the microcavity heterostructure itself, and also due to in-plane confinement after
etching. In principle, one may control the first contribution through layer structure design (see Ref. [35] for a detailed
theoretical treatment) by varying the center of the reflectivity stopband, through the precise layer structure in the
Bragg mirrors, while keeping the planar cavity mode fixed. Control over the TE-TM splitting contribution from
the mirrors means the TE-TM β factor can take arbitrary (positive or negative) values. This means the on-site
polarization splitting of the p modes in micropillars can be engineered through epitaxial growth to be very large or
vanishingly small.
As for the polarization splitting in the hopping energy of modes, it is determined by the different barrier heights
between pillars imposed by (and determined by the width of) the junction where they overlap. In our case the pillars
are circular, but other single and coupled pillar geometries [40] may offer advantages and allow precise tailoring of
the hopping polarization dependence.
