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ABSTRACT 
Studying the affinity and the kinetics of biomolecular interactions is an essential task in 
biology and pharmacology. Nonequilibrium capillary electrophoresis of equilibrium mixtures 
(NECEEM) is a promising technique that allows the measurement of the equilibrium dissociation 
constant (Kd), and the rate constant of dissociation (koff), and can also be used as the partitioning 
method in selection of aptamers. There are three critical issues that have hindered the wide 
adoption of NECEEM by the analytical community: (1) poor resilience of the method against 
systematic errors, (2) limited versatility in terms of emulating physiological conditions, and 
(3) restricted partitioning efficiency in DNA aptamer selection. The goals of my research project 
were (i) to develop strategies for minimizing the systematic errors in NECEEM; (ii) to make 
NECEEM compatible with the use of physiological buffers; and (iii) to eliminate the restricted 
partitioning efficiency of NECEEM in aptamer selection. To improve the accuracy of NECEEM, 
I have developed an approach for simultaneous determination of both the Kd and the 
concentration of one of the interacting molecules, which eliminates errors caused by the presence 
of improperly folded molecules in samples. Further, I have developed an “algorithmic” approach 
for optimization of NECEEM, which takes the interrelation between its experimental parameters 
into account and minimizes the systematic error in an objective manner. To make NECEEM 
compatible with physiological buffers, I have uncovered the cause behind the poor detectability 
of DNA in phosphate buffered saline (PBS), and have created a pressure-assisted modification of 
NECEEM that overcomes this problem. Lastly, I have determined that the irregular 
electrophoretic migration of DNA in strong electric fields is caused by the ability of DNA to 
form unusually stable complexes with its counterions. Based on these findings, I have developed 
two independent approaches that increase the efficiency of NECEEM in selection of DNA 
aptamers.  
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Chapter 1.  Introduction 
Some of the material presented in Section 1.3.1 was published previously and reprinted with 
permission from “Kanoatov, M.; Mehrabanfar, S.; Krylov, S.N. Systematic approach to 
optimization of experimental conditions in nonequilibrium capillary electrophoresis of 
equilibrium mixtures. Analytical Chemistry, 2016, 88, 9300–9308”. Copyright 2016 American 
Chemical Society. All of the adapted text was written by me personally. 
1.1. STUDYING BIOMOLECULAR INTERACTIONS 
1.1.1. Characteristics of biomolecular interactions 
Non-covalent biomolecular interactions (BMIs) are involved in regulation of every cellular 
process. Elucidation of mechanisms that govern these interactions is of tremendous importance 
to our understanding of normal cell function, disease, and drug action. As such, research of BMIs 
is an imperative task in the fields of molecular biology, medicine, and pharmacology [1-3]. 
Reversible binding between a pair of biomolecules, designated as the target (T) and the ligand 
(L), with the formation of their intermolecular complex (C), can be described by the following 
reaction equation: 
on
off
T L C
k
k
   (1) 
At its basic level, the study of an interacting molecular system, such as the one represented in 
Eq. 1, involves the measurement of its equilibrium dissociation constant (Kd), which 
characterizes the binding affinity between the two molecules, and the rate constants of 
association (kon) and dissociation (koff), which characterize the temporal properties of binding and 
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unbinding, respectively. The value of Kd, as well as its relationship with kon and koff, is defined as 
follows: 
eq eqoff
d
on eq
[T] [L]
[C]
kK
k
   (2) 
where [T]eq, [L]eq, and [C]eq are the concentrations of the three components of an interacting 
system after it has reached dynamic equilibrium [4]. The constants kon and koff define the rates of 
association and dissociation of C in the following manner: 
off on
[C] [C]+ [T][L]d k k
dt
   (3) 
where [C], [T], and [L] are the concentrations of the three interacting components at a given time 
after their mixing, t. Analytical techniques that aim at measuring only the value of Kd 
(equilibrium methods) typically require the quantitation of the relative proportion of [C]eq to one 
of the non-bound (free) components. Kinetic techniques, which measure kon and koff (and by 
extension Kd), also rely on measuring the concentrations of the bound and free components, but 
these measurements must be performed in a time-resolved manner, either before the equilibrium 
is established (e.g., right after mixing), or after the equilibrium has been disturbed (e.g., after one 
of the components is separated from the mixture). 
1.1.2. Analytical performance parameters of methods for studying BMIs 
The molecular interactions that underlie biological processes are very diverse, and so are the 
values of the constants that characterize them. The Kd values of relevant BMIs are known to 
range between 10−3 and 10−15 M [5, 6]; kon values between 103 and 109 M−1s−1; and koff values 
between 10−6 and 1 s−1 [7]. For convenience, we can divide the ranges of possible values of Kd, 
kon, and koff into arbitrary groups: Kd values can be classified as high (10-3 to 10–6 M), 
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intermediate (10–6 to 10–9 M), and low (below 10–9 M); characteristic times of association and 
dissociation, or the reciprocal values of rates of association and dissociation, respectively, as 
defined in Eq. 3, can be classified as slow (on the scale of hours), intermediate (minutes to 
seconds), and fast (sub-second). There is not a single analytical technique that can be applied to 
study the entire diversity of BMIs and the full range of values of their constants; instead, 
multiple methods are used to perform measurements in different subranges in a complimentary 
manner. Prior to discussing existing methods for studying BMIs, it is useful to define some of the 
analytical performance parameters that help in their comparison [8]. Every method that aims at 
measuring analyte concentrations has a limited dynamic range, within the bounds of which it 
performs reliably. The lower end of the dynamic range is defined by the limit of quantitation 
(LOQ), the concentration of a given analyte that results in a signal exceeding the noise of the 
detection system by a factor of 10. Similarly, limit of detection (LOD) is the concentration of a 
given analyte that results in a signal exceeding the noise of the detection system by a factor of 3. 
Methods that are capable of attaining a low LOQ (i.e., approaching 10-15 M) are desirable, as 
they enable the study of high-affinity interactions characterized by low Kd values (this point will 
be discussed in more detail in Section 2.3.2 on page 30). Time resolution, or the fastest rate at 
which consecutive measurements are possible, is an important consideration for kinetic 
measurements, with the fastest of interactions requiring time resolution on the ms-scale. Fast-
paced interactions are difficult to characterize due to technological limitations of attaining small 
time resolution. Accuracy and precision of an analytical method describe its resilience against 
systematic and random errors, respectively. Versatility of a technique describes its capacity to be 
adapted for use under a variety of experimental conditions, as well as its applicability to a wide 
range of analytes and their interactions. Robustness describes the insensitivity of a method to 
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small, but deliberate, variations in the controlled experimental factors, while ruggedness 
describes the insensitivity of a method to changes in uncontrolled factors (e.g., room 
temperature, ambient light), which translates to inter-laboratory reproducibility of measurements. 
1.1.3. Importance of measuring kinetics of BMIs 
Currently, a wide variety of equilibrium methods is available, which includes such approaches 
as membrane- and filter-binding [9], ultracentrifugation, dialysis [10], electrophoresis mobility 
shift assay [11], isothermal titration calorimetry [12], nuclear magnetic resonance [13], and 
microscale thermophoresis [14] to name a few. This methodological variety accommodates the 
study of a wide diversity of biomolecules and has made Kd the most commonly used quantitative 
characteristic of intermolecular interactions, with many conclusions and decisions (e.g., ranking 
of candidate drug compounds) based largely on its value [15, 16]. However, it is becoming 
evident that knowledge of Kd is not sufficient for a comprehensive characterization of an 
interacting system, and that the interaction kinetics may play a far more important role [17]. This 
stems from the fact that very few processes in living organisms occur at equilibrium (in fact, 
equilibrium is more characteristic of dead organisms). All cellular processes are precisely 
controlled in a time-dependent manner; as a result, interactions characterized by identical Kd 
values, but with different (but still proportional) kon and koff values will lead to drastically 
different biological outcomes [18]. Thus, information on the kinetics of BMIs enables us to make 
more biologically-relevant predictions. 
Conceptually, any equilibrium technique listed in the beginning of the previous paragraph can 
be adapted for the study of interaction kinetics; in practice, however, most of these methods lack 
sufficient time resolution capabilities to facilitate the study of the majority of relevant BMIs [19]. 
Due to this challenge, the available variety of kinetic methods for studying BMIs is much more 
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limited than that of equilibrium methods, with only surface plasmon resonance (SPR) 
spectroscopy [20], bio-layer interferometry (BLI) [21], stopped-flow [22], and fluorescence 
correlation spectroscopy (FCS) finding widespread practical use [23]. The versatility of this 
group of methods is restricted by a number of inherent limitations, summarized in Table 1.1 and 
discussed in detail in the next section, which necessitates further development and diversification 
of kinetic techniques in order to promote a more extensive use of kinetic information in biology. 
Over the past decade, our laboratory has been developing a new set of methods called kinetic 
capillary electrophoresis (KCE) [24], with the goal of complementing some of the restrictions of 
the established methods. The next section summarizes and compares the advantages and 
limitations of each of these techniques. 
Table 1.1. Comparison of methods for studying BMI kinetics 
Method Measurements in free solution? Label-free analysis? Poor compatibility with: 
SPR and BLI 
No, 
surface immobilization 
required 
Yes Small molecules (under 1 kDa) 
Stopped-Flow 
techniques Yes 
No, 
 labeling of both 
components required 
Molecules that cannot be 
labeled 
FSC Yes 
No, 
labeling of at least one of 
the components required 
small target molecules, 
molecules that cannot be 
labeled 
KCE Yes 
Yes, 
optional labeling of one of 
the components is 
sufficient 
Pairs of neutral molecules 
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1.2. METHODS FOR STUDYING THE KINETICS OF BMIS 
1.2.1. Surface plasmon resonance spectroscopy and bio-layer interferometry 
From the set of existing kinetic methods, SPR is the most commonly used (with citations in 
more than 14,000 publications over the past 33 years), while the recently commercialized BLI is 
quickly gaining in popularity (more than 200 publications over the past 11 years). The two 
technologies are similar to each other, and, thus, share a comparable set of advantages and 
limitations [20, 21]. Both methods rely on immobilization of T on the surface of a sensor, which 
upon interrogation by light produces a signal dependent on the size of the immobilized entity. If 
the binding of L can sufficiently increase the size of the surface-immobilized construct, these 
detection techniques can be used to monitor complexation in real-time, i.e., only limited by the 
rates of optical data-acquisition electronics, which can operate on the sub-µs time scale. As such, 
both SPR and BLI offer outstanding time resolution. In SPR, the binding experiments are carried 
out by delivering a steady stream of buffer-dissolved L to the sensor-immobilized T by a fluidic 
system to monitor their association. Upon reaching binding saturation, the L-containing buffer is 
substituted with the L-devoid buffer, and the dissociation of C is observed. In contrast, the 
current commercial implementations of BLI employ a well-plate design, in which the sensor is 
dipped into a succession of L-containing and L-devoid buffers, and orbital shaking is applied to 
ensure homogeneous distribution of L in the solutions. For both methods, the generated 
experimental curves of binding and dissociation are fitted to theoretical reaction equations of an 
appropriate order, and kon and koff are extracted as the best-fit parameters. 
Besides the exceptional time resolution, other advantages of SPR and BLI include the 
freedom from sample-labeling requirements, resilience to crude samples, as well as good 
robustness and ruggedness. The major disadvantage of both SPR and BLI has to do with the fact 
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that they are surface-based methods: immobilization of T can influence its ability to interact with 
L by affecting its conformation or by introducing steric hindrance [25, 26], reducing the accuracy 
of the techniques. In addition, the mass transfer of analytes to and from the surface of the sensor 
by diffusion may often be rate-limiting and, thus, prevent the measurements of fast interactions. 
The methods also have poor sensitivity for compounds with molecular weight under 1 kDa, 
making them not suitable for analysis of interactions of biomolecules with small organic 
compounds (which are often used as pharmaceuticals), thus, limiting the versatility of the 
methods [27, 28]. 
1.2.2. Stopped-flow techniques 
The stopped-flow techniques employ specialized microfluidic systems that can efficiently mix 
L and T together and quickly (within a few ms of dead time) deliver them to an observation cell. 
Binding is monitored by one of the compatible optical methods, such as ultraviolet (UV) 
absorbance, fluorescence, or circular dichroism spectroscopies [29]. The major advantage of 
stopped-flow approaches is that the measurements are performed in free-solution, which helps to 
avoid issues due to surface-immobilization of analytes, inherent to SPR and BLI. While the 
observation of binding and unbinding does not occur in real-time, the dead times in modern 
stopped-flow instrumentation are sufficiently short to allow characterization of even the fastest 
BMIs. The major limitation of stopped-flow techniques stems from the employed detection 
schemes, which all necessitate a change in the optical properties of the intermolecular system 
upon binding [30]. In most cases, this requires that the interacting molecules are derivatized to 
contain optically-detectable labels. This can make the measurements prone to error, as optically 
active chemical groups are often large, charged or contain hydrophobic structures, and can, thus, 
significantly influence the properties of the derivatized molecules and their interactions. Further, 
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the required modifications of analyte molecules for use with high-sensitivity detection 
techniques, such as Förster resonance energy transfer or fluorophore–quencher pairing, require 
derivatization of both T and L, which further aggravates the issue. 
1.2.3. Fluorescence correlation spectroscopy 
FCS relies on high-resolution microscopy to optically isolate and observe a very small volume 
(in fL-scale) in a solution that contains the interacting molecules. Brownian motion of the 
molecules in and out of the observation volume is influenced by their size; thus, complexation 
can be detected if the size of C is significantly larger than those of the free molecules [31]. 
Molecular size and concentration information can be extracted from FCS signal by subjecting it 
to autocorrelation function analysis, which reveals the characteristic times of recurring events. 
Due to the fact that FCS data is based on the fluctuations of a small number of molecules 
(between 1 and 100), rather than the bulk of the sample, it can be used to extract information on 
interaction kinetics even at conditions of equilibrium (i.e., the system does not need to be 
disturbed at the beginning of measurements). This opens up unique prospects of performing 
measurements in situ, e.g., in biofilms or in live cells [32, 33]. FCS can also be used to perform 
direct measurements of interaction stoichiometry, which is especially useful for characterization 
of multi-component interactions. Real-time nature of the observations and the remarkable LOQs 
inherent to FCS enable its use in measurements of very fast and high-affinity interactions. The 
major disadvantage of FCS is similar to that of the stopped-flow techniques: studied analytes 
must be fluorescently-labelled in order to ensure sufficient LOQ for the single-molecule level of 
analysis. The T molecule studied by FCS (i.e, the unlabelled molecule) must be comparable or 
larger than L, to ensure that their combined diffusion coefficient increases by at least a factor of 
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1.6 [31], a requirement that restricts the method in the analysis of interactions between large 
biological polymers with small molecules. 
1.2.4. Kinetic capillary electrophoresis 
KCE is defined as capillary electrophoresis (CE) of species which interact during the 
separation [24]. In the following subsections, I will describe the basic principles of CE and the 
concepts of its application in measurement of kinetics. 
1.2.4.1. Basic principles of CE 
CE is a separation technique that relies on superior heat-dissipation properties of narrow-bore 
capillaries (with 10-200-µm inner diameters) to perform electrophoresis in a high-magnitude 
applied electric field (100-1000 V cm–1) [34]. The use of a strong electric field in electrophoresis 
increases the migration rates of electrically charged species, making it possible to achieve 
substantial spatial separation between different molecules before the detrimental effects of 
sample diffusion become considerable. Multiple modes of CE exist, which allow the separation 
of species on the basis of different physical properties: Capillary Zone Electrophoresis (CZE) 
separates on the basis of size-to-charge ratio, Capillary Gel Electrophoresis (CGE) on the basis 
of size, Capillary Isoelectric Focusing (CIEF) on the basis of pI, Capillary Isotachophoresis 
(ITP) on the basis of ionic mobility, and Micellar Electrokinetic Chromatography (MEKC), on 
the basis of hydrophobicity. CZE is the most commonly used mode of CE, and the two terms are 
often used interchangeably (including in this Dissertation). In CZE the separation is 
accomplished in free solution, without the use of sieving matrixes, surface immobilization or 
pseudo-stationary phases. In its most basic setup, CZE consists of a capillary suspended between 
two background electrolyte (BGE)-filled reservoirs, with an electrode suspended in each (Figure 
1.1). Analytes are introduced into the capillary as zones by pressure or electrokinetic injection,  
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Figure 1.1. Schematic diagram of a CE instrument. A narrow-bore capillary is suspended 
between two electrolyte-filled reservoirs, with electrodes in each. In the depicted example, a 
mixture of analytes is injected as a single zone. When a fused-silica capillary is used, a strong 
EOF is directed from the anode to the cathode. Under the depicted arrangement, positive, 
negative and neutral molecules have a net velocity directed toward the detector. An 
electropherogram is generated as the separated species pass through the point of detection. 
and electrophoresis is initiated by establishing a uniform electric field across the capillary. When 
the surface of the capillary bears a charge, such as in the case of fused-silica capillaries, the 
electrophoretic movement of analytes is supplemented by an electroosmotic flow (EOF), which 
is driven by the movement of a layer of counterions at the surface–solution interface. A strong 
EOF is beneficial for CE analysis, as it allows for both negatively and positively charged species 
to move in the same direction toward the detector. CE is compatible with a large number of on-
line detection techniques, including UV absorption spectroscopy, laser-induced fluorescence 
(LIF) detection, contactless conductivity detection (CCD), and mass spectrometry (MS) [35, 36]. 
Ultrasensitive fluorescence-based detection techniques are available, with LOQs as low as a few 
hundreds of molecules of fluorescein [37]; however, most commercial instruments have an LOQ 
on the scale of 10–10 M for the same standard [38]. Upon reaching the detector, the analytes 
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generate a signal that is presented as a function of migration time to the detector, referred to as 
an electropherogram plot. 
1.2.4.2. Concept of KCE 
KCE is a collection of tools that rely on the superb separation efficiency of CZE to elucidate 
the kinetics of BMIs. Interactions between molecules during electrophoresis will affect their 
combined migration patterns, essentially convoluting the kinetic and affinity information within 
specific features of the resulting electropherogram. The initial and boundary conditions of a CE 
experiment (i.e., the conditions established before commencing electrophoresis) can be arranged 
in a variety of ways (Figure 1.2, leftmost column), such that different features of the 
electropherograms, defined by either kon, koff or Kd, become more prominent. This allows us to 
define a set of KCE methods, on the basis of boundary and initial conditions, with each method 
preferentially suited to study a particular subset of BMI types. The current “toolbox” of KCE 
methods that are capable of measuring kinetics includes Nonequilibrium Capillary 
Electrophoresis of Equilibrium Mixtures (NECEEM), plug-plug KCE (ppKCE), Sweeping CE 
(sweepCE), Equilibrium CE of Equilibrium Mixtures (ECEEM), and Macroscopic Approach to 
Studying Kinetics at Equilibrium (MASKE). 
The major advantage of KCE methods is that they allow the study of BMIs in free solution, 
thus, avoiding the biases that are characteristic of sensor-based methods like SPR and BLI. 
Furthermore, when coupled with UV absorption-, CCD-, or MS-based detection, KCE can be 
used to study non-derivatized analytes, thus, avoiding biases characteristic of label-based 
methods, such as stopped-flow and FCS. When LIF detection is used, and labeling is required, 
derivatization of only one of the two interacting species is always sufficient for a KCE  
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Figure 1.2. Methods comprising the KCE toolbox.  The leftmost column depicts the boundary 
and initial conditions of the system prior to commencing electrophoresis. Large squares represent 
the electrolyte reservoirs, which define the boundary conditions of the system. The connecting 
segment represents the capillary, with the initial distributions of analyte zones and the content of 
the BGE. EM stands for “equilibrium mixture”. In the case of MASKE, EM contains L which is 
labeled for detection, while EM0 contains non-detectable L. The third column from the left 
depicts the migration patterns of the detectable species (usually L and C) resulting from an 
experiment. The rightmost column describes the types of BMIs the method is best suited to 
study. The figure was adapted with permission from reference [39]. Copyright 2015 American 
Chemical Society. 
experiment. As such, out of all of the discussed kinetic methods, KCE methods are least affected 
by sources of bias and inaccuracy. As kinetic information is embedded into a continuously-
recorded electropherogram, KCE time resolution capabilities are on par with the real-time 
detection methods like SPR and BLI. Combined with this property, the wide range of kon and koff 
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values that different KCE methods can collectively analyze, as shown in the rightmost column of 
Figure 1.2, makes the versatility of the toolbox difficult to match. 
The major inherent limitation of the KCE methods, being an electrophoresis-based 
technology, is that they can only be applied to BMI systems that can be separated from each 
other on the basis of size-to-charge ratio. The best results are typically achieved when one of the 
species is highly charged, such as nucleic acids. In fact, the intermolecular interactions of 
deoxyribonucleic acid (DNA) are the most common type of BMIs studied by KCE, due to the 
remarkable charge density of this polymer [40, 41].  
1.3. NECEEM – THE PRINCIPLE KCE METHOD 
The goal of my research project is the continued development of NECEEM, the most 
popular of the KCE methods. In the following subsections, I present a detailed conceptual 
description of NECEEM, summarize the history of its development and application, and discuss 
the technological limitations of this technique that I have set out to resolve. 
1.3.1. Concept of NECEEM 
In a NECEEM experiment, T and L are mixed together at initial concentrations [T]0 and [L]0, 
and incubated to achieve equilibration of the binding reaction [24, 42]. NECEEM analysis relies 
on CE to separate and quantitate the components of the equilibrium mixture. This is done by 
injecting a short zone of the mixture (with a width w) into a narrow-bore capillary (with an inner 
radius r) prefilled with the BGE, and subjecting the capillary to a uniform electric field (E). The 
buffer that is used to prepare the sample mixture is matched with the BGE as closely as possible 
in order to avoid electrodispersive phenomena. The electric current (I) passing through the 
capillary causes generation of Joule heat, which often necessitates active cooling to maintain a 
desired in-capillary temperature. Most modern CE instruments are equipped with liquid or 
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forced-air cooling systems, which are unable to cool the entire capillary efficiently: often 
stretches of the capillary at the inlet, outlet, and point of contact with the detector cannot be 
enclosed within the cooling system [43]. Temperatures in the efficiently cooled (Tef) and 
inefficiently cooled (Tinef) portions of the capillary can differ dramatically [44]. To avoid the 
detrimental effects of heating on the studied molecules and CE separation, the sample zone is 
pressure propagated through the inefficiently cooled portion at the inlet prior to the application of 
the electric potential. Sample propagation through the inefficiently cooled portion of the 
capillary reduces the length of the capillary available for separation (lsep), defined as: 
sep tot out prop det propl l l l l l      (4) 
where ltot is the total length of the capillary; ldet is the distance between the capillary inlet and the 
detector; lout is the distance between the detector and the capillary outlet (for instruments with 
on-column detection); lprop is the length of the initial pressure propagation zone (Figure 1.3A). 
When the electric field is established, molecules with different size-to-charge ratios migrate 
through the capillary with different constant velocities (vT, vL, and vC) and separate from each 
other into distinct spatial zones. Mobilities of relevant analytes are defined as follows: 
L
L
v
E
   (5) 
C
C
v
E
   (6) 
L C      (7) 
It is sufficient that only one of the components (L by convention) is detectable in both its free 
and bound states. In such a case, it is sufficient to achieve separation between the zones of L and  
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Figure 1.3. Schematic diagram of NECEEM initial conditions and the resulting data. 
Panel A: Initial conditions in the capillary prior to application of the electric field. A plug of 
equilibrium mixture is injected into the capillary and propagated through the inefficiently cooled 
portion. Panel B: Example of a NECEEM electropherogram, which consists of 3 features: peaks 
of free L and intact C, and the decay bridge. Overlapping areas between the peaks and the bridge 
necessitate the use of a deconvolution procedure for accurate measurement of areas. 
C only. During CE separation, the equilibrium fractions of free T and L migrate as distinct zones, 
while C undergoes continuous dissociation as a result of disturbed equilibrium. NECEEM 
electropherograms typically contain 3 distinct features: 2 peaks, which correspond to the zones 
of free L and intact C, and a smear-like region of C dissociation products (decay bridge), which 
merges with both L and C peaks (Figure 1.3B). The amplitude of the generated signal is defined 
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by the local concentrations of the detected analytes and their response factors (γL and γC, 
respectively): 
L
L
eq[L]
h   (8) 
C
C
intact[C]
h   (9) 
where hL and hC are the heights of the free ligand and intact complex peaks, respectively; and 
[C]intact is the concentration of intact complex at the time of its detection, tC, calculated as: 
off C
intact eq[C] [C]
k te  (10) 
Once an experimental signal is recorded, the areas under the three features of a NECEEM 
electropherogram (AL, AC, and AD for peaks of L and C, and the decay bridge, respectively) are 
integrated, with a deconvolution procedure applied to the overlapping areas between the features 
(Figure 1.3B) [45], and used to calculate the fraction of unbound ligand, R: 
L
L L C C D( / )
AR
A A A     (11) 
Kd and koff are then calculated as follows: 
0 0[T] [L] (1 )
(1/ ) 1d
RK
R
    (12) 
C D
C
off
C
ln A A
A
k
t
     (13) 
The value of kon is calculated using Eq. 2.  
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In addition to studying the properties of BMIs, NECEEM can also be used as an affinity 
probe-based analyte quantitation assay: when the Kd is known, but the initial concentration of T 
is not, Eq. 12 can be rearranged to find the unknown concentration: 
 0 d 0[T] ((1/ ) 1) [L] 1K R R     (14) 
Lastly, besides being useful as an analytical technique, NECEEM can also be used for 
preparative applications, with the selection of DNA aptamers being the most prominent one. 
Aptamers are in vitro-selected DNA- or RNA-based affinity ligands that display strong binding 
affinities and specificities toward their molecular targets [46, 47]. DNA aptamers are obtained 
from diverse combinatorial libraries of oligonucleotides through a procedure of Systematic 
Evolution of Ligands by Exponential Enrichment (SELEX) [46]. Briefly, SELEX is performed in 
four steps: 1) a target molecule is incubated with a library of single-stranded (ss)DNA molecules 
of random nucleotide sequences; 2) target-bound DNA ligands are separated from sequences that 
do not have affinity for the target; 3) collected DNA molecules are amplified by polymerase 
chain reaction (PCR), and the “sense” strands are purified from the complementary strands; steps 
1-3 are then repeated in a number of rounds, until the resultant pool of DNA molecules is 
sufficiently enriched with aptamers; 4) lastly, individual aptamer sequences are extracted from 
the DNA pool, and their affinities and specificities for the target are characterized. The superb 
separation efficiency of NECEEM [48], as well as its capability of generating aptamers with pre-
defined affinity and kinetic properties (smart aptamers) [49], makes it a powerful partitioning 
technique for aptamer selection. 
1.3.2. History of NECEEM development and application 
NECEEM was invented in 2002 to become the inceptive method in the KCE toolbox [50]. In 
that proof of principle work, Eqs. 12 and 13 were derived and the utility of NECEEM was 
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demonstrated using a model interaction between a DNA oligonucleotide and Single-strand DNA-
binding protein (SSB) from E. coli. In 2005, it was demonstrated that NECEEM can be used to 
study the thermodynamic properties of BMIs, which was exemplified by model systems of DNA 
and two proteins: Taq polymerase and SSB [51]. By measuring kon and koff at different 
temperatures, controlled by a sheath-liquid cooling system, and subjecting the data to Van’t Hoff 
analysis, the changes in enthalpy (ΔH) and entropy (ΔS) of binding were determined. In that 
work it was assumed that the temperature inside the capillary was equal to the temperature of the 
coolant; this assumption was challenged when a new method for measuring in-capillary 
temperatures was developed, based on diffusion of a species with a known diffusion coefficient 
[52]. It became apparent, that not only is the in-capillary temperature significantly different from 
that of the coolant liquid, but also that the temperatures in the cooled and non-cooled portions of 
the capillary differ dramatically, necessitating the propagation of the sample zones through the 
non-cooled portion [43, 44]. The diffusion-based temperature measurements were prohibitively 
slow for routine monitoring of in-capillary conditions, with each experiment requiring as long as 
an hour. In response, the Universal Method for Determining Electrolyte Temperatures (UMET) 
in CE was developed, which allows the estimation in-capillary temperatures on the basis of 
electrolyte conductivity and electrophoresis power consumption, and allows a series of 
measurements to be performed within a few minutes [53]. A simplified version of UMET 
(SUMET) reduced the total time of temperature measurement to under one minute, without 
significant loss of accuracy [54]. 
By 2011, it had become apparent that the existing data extraction approach from NECEEM 
electropherograms had a major flaw, in that it relied on subjective placement of boundaries 
between the peaks and the decay bridge (Figure 1.3B), leading to a very large user-to-user 
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variation in the analysis of the same data. To eliminate this issue, an objective method for 
deconvolution of the overlapping areas between electropherogram features was developed, 
which is based on the assumption of axial symmetry of the peaks [45]. When it was determined 
that NECEEM peaks are often asymmetric, due to the initial shape of the sample injection zone, 
a pressure propagation-based method for correcting this asymmetry was introduced [55]. 
As evidenced by the previous examples, analysis of DNA–protein interactions is the primary 
application of NECEEM; however, such interactions often do not occur at 1:1 stoichiometry, 
which is assumed in most of NECEEM’s theory, but instead involve large multi-protein 
complexes. To enable the study of such interactions, new theory and a mode of data analysis 
have been developed [56, 57]. The new approach was tested using a DNA oligonucleotide which 
was designed to bind up to 4 SSB proteins. It was concluded, based on experimental and in silica 
studies, that the NECEEM-based approach for studying multi-protein–DNA complexes is much 
more accurate than the non-separation approaches, such as SPR. A similar approach was later 
applied to study DNA-binding of multiple molecules of the methyl-CpG binding domain [58]. 
Besides the analysis of DNA, NECEEM has been applied to study the interactions of other types 
of molecules, including antibody–peptide [59], vitamin–protein [60], organic polymers and a dye 
[61], and protein-small molecule compounds [62]. Advances in interfacing CE with MS-
detection are particularly promising, as they enable studies of interactions between such pairs of 
molecules as organic polymers and metal ions [63], and proteins with DNA-barcoded small-
molecule drugs [64, 65]. 
As mentioned previously, in addition to having great analytical utility, NECEEM also serves 
as an efficient partitioning tool in aptamer selection. This functionality was first noted within a 
year of development of NECEEM, when the method was applied to the analysis of an interaction 
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between thrombin and its DNA aptamer, with the authors suggesting that the method can be used 
not only for analysis of aptamers but also for their selection [66]. Between 2004 and 2005, two 
groups have shown the superb efficacy of NECEEM as a partitioning method in aptamer 
selection within a short period of time [48, 67]. Bowser’s group generated an aptamer with 
Kd = 30 nM to human Immunoglobulin E within 4 rounds of selection, while our group generated 
an aptamer with Kd = 0.5 nM to protein farnesyltransferase from S. cerevisiae within a single 
round (although this turned out to be an exceptional case, with most subsequent NECEEM-based 
selections requiring between 4 and 8 rounds). As aptamer selection performed with conventional 
partitioning methods, such as filtration or chromatography, takes an average of 20 rounds to 
complete, both examples have demonstrated the outstanding improvement in the partitioning 
efficiency that NECEEM had provided for this application. In fact, the separation efficiency of 
NECEEM has proven to be so high that it has enabled the development of a completely new 
approach to aptamer selection, non-SELEX, which omits the PCR amplification of the collected 
pools between the selection rounds, significantly simplifying the process [68]. The kinetic 
information from NECEEM was utilized in aptamer selection for the first time in 2006 when a 
number of aptamers with pre-defined koff and Kd values were selected for MutS protein from T. 
aquaticus [49]. The usefulness of such an approach was demonstrated when three of these 
aptamers were later used to enable detection of the target protein with an ultra-wide dynamic 
range [69]. Another feat in aptamer selection that was enabled by NECEEM’s remarkable 
separation efficiency was the development of the aptamer-facilitated protein isolation from cells 
(AptaPIC) technology, which allows the selection of aptamers for an overexpressed protein 
within the context of a cell lysate, and subsequently enables affinity purification of the target 
protein using the developed aptamers. AptaPIC was successfully applied to MutS and human 
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platelet-derived growth factor (PDGF) proteins [70, 71]. Since its inception, NECEEM had been 
used to select aptamers for such targets as cell division control protein 42, myotonic dystrophy 
kinase-related Cdc42-binding kinase, p21-activated kinase 1 [72], AlkB [73], catalase [74], Ara 
h1 [75], lipopolysaccharide endotoxin [76], vascular endothelial growth factor [77], leptin [78], 
and thrombin [79]. 
1.3.3. Technological limitations of NECEEM and project goals 
Between the proof-of-principle work and the time of commencement of my research project, 
significant advances in development of NECEEM have been made; however, a number of 
limitations precluded it from becoming a truly practical technique. This is evidenced by the 
relatively slow rates of adoption of NECEEM, with alternative approaches still largely 
predominating in academic laboratories, and even to a larger degree in clinical and industrial 
settings. The reluctance of the analytical community toward the greater use of NECEEM can be 
attributed to three critical technological issues: (i) poor resilience of the method against 
systematic errors, (ii) limited versatility in terms of emulating physiological conditions in 
experiment, and (iii) restricted partitioning efficiency in DNA aptamer selection applications. 
It has been observed, by us and by others, that NECEEM often produces results that differ 
significantly from those produced by alternative methods, largely due to the incorporation of 
considerable systematic errors into the measurements [80]. In particular, the ruggedness and 
robustness of the method have proven to be unsatisfactory. Our internal testing had revealed that 
measurements performed with the same interacting molecular pair at different points in time 
often result in progressively changing Kd values. These findings contradict the conceptual basis 
of NECEEM, which was developed on the premise of improved accuracy. Examination of the 
experiments that produced imprecise and inaccurate data had revealed two sources of such 
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issues. The first issue has to do with the fact that the accuracy of NECEEM measurements 
strongly depends on the certainty of our knowledge of the concentration of T, especially if it is a 
protein. Most protein concentration assays cannot distinguish between active and inactive forms 
of a protein, and if a given ligand binds only to active forms, using the total protein concentration 
can lead to the introduction of significant errors. The second issue has to do with the 
optimization of NECEEM experiments. Even when the concentrations of interacting species are 
known precisely, any equilibrium and kinetic measurement (performed with NECEEM or any 
other method) may be susceptible to large systematic errors if the experimental conditions are 
not chosen correctly. We have discovered that, unlike most other techniques, KCE methods are 
quite difficult to optimize, due to the complex interrelation between various experimental factors 
and their counteracting effects on the produced results. Another long-standing limitation of KCE 
methods to applications in the study of BMIs was their poor compatibility with highly 
conductive physiological solutions. All of the studies discussed in Section 1.3.2 were performed 
using a narrow set of low-ionic strength run buffers, due to their relatively small tendency to 
generate Joule heat and slow time of ion depletion. The restricted variety of compatible run 
buffers is a major drawback of NECEEM, as it may yield results that are not representative of 
actual behaviors that occur in cells. Thus, KCE methods will benefit greatly if they can be 
performed with physiological solutions as the BGE. The final issue has to do with the 
partitioning efficiency of NECEEM in aptamer selection. As mentioned previously, the use of 
NECEEM in aptamer selection has reduced the number of required rounds from 20 to fewer than 
8. While significant, this improvement is worse than expected: theoretical predictions suggest 
that CE partitioning can reduce aptamer selection process down to a single round of SELEX. 
Understanding and eliminating the cause of this underwhelming efficiency of NECEEM 
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partitioning can make the method a truly disruptive technology in the field of evolutionary 
selection of ligands. 
The purpose of my research project is to resolve the above-described technological limitations 
of NECEEM in order to make it a more practical tool. The milestones of my project include the 
following goals: to improve the accuracy of NECEEM by (i) developing an approach that allows 
simultaneous determination of Kd and the active concentration of T, and by (ii) developing an 
objective and systematic approach for optimization of NECEEM experimental conditions; (iii) to 
improve the versatility of NECEEM by making it compatible with the use of physiological 
buffers; and (iv) to elucidate the cause and to eliminate the restricted partitioning efficiency of 
NECEEM in aptamer selection. My progress toward these goals is described in the following 
Chapters. In Chapter 2, I describe an approach for simultaneous determination of both Kd and 
concentration of T, which is based on a new set of mathematical tools that extract information 
from multiple NECEEM experiments by means of fitting. I describe the validation of the new 
approach using an in silico study, and its subsequent application in experiment. In Chapter 3, I 
present an “algorithmic” approach to NECEEM optimization, which takes the complex 
interrelation between its numerous experimental parameters into account and allows researchers 
to approach it in a systematic manner. I validate the approach using comprehensive in silico 
analysis and show its utility within an experiment. In Chapter 4, I test the feasibility of using 
phosphate buffered saline (PBS) as a NECEEM run buffer and show that its usage renders DNA 
samples undetectable. I uncover the causes of this previously unreported detrimental effect and 
come up with a modification of NECEEM that overcomes the issue. Lastly, in Chapter 5, I 
address the preparative aspects of NECEEM and report on the surprising findings that the cause 
of its decreased partitioning efficiency lies in the ability of DNA to form unusually stable 
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complexes with its counterions, and that the electric field-induced dissociation of such 
complexes results in irregular electrophoretic migration of DNA. Another unusual effect of the 
electric field-induced dissociation of DNA–counterion complexes is the precipitation of DNA 
out of the solution. Finally, I suggest two approaches to minimizing the detrimental effects of 
this unusual phenomenon in its application to aptamer selection.  
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Chapter 2.  Using NECEEM for Simultaneous Determination of 
Concentration and Equilibrium Constant 
The presented material was published previously and reprinted with permission from 
“Kanoatov, M.; Galievsky, V.A.; Krylova, S.M.; Cherney, L.T.; Jankowski, H.K.; Krylov, S.N. 
Using nonequilibrium capillary electrophoresis of equilibrium mixtures (NECEEM) for 
simultaneous determination of concentration and equilibrium constant. Analytical Chemistry 
2015, 87, 3099-3106”. Copyright 2015 American Chemical Society.  
My contribution to the article was: (i) developing the approach for determination of optimal 
conditions without a priori knowledge of Kd, (ii) developing the in silico model for NECEEM, 
(iii) developing the software for fitting of the experimental data (iv) performing a part of the in 
silico experiments and all of the in vitro experiments, (v) writing a major part of the manuscript. 
2.1. ERRORS DUE TO UNCERTAINTY IN TARGET CONCENTRATION 
In NECEEM, Kd and koff are measured directly, while kon is calculated using Eq. 2. As a 
result, any inaccuracies in the measurement of Kd will also be incorporated into the value of kon, 
thus, affecting the accuracy of the kinetic measurements. A common issue which affects the 
accuracy of Kd measurements is the uncertainty in the concentration of T, especially if it is a 
protein. Most protein concentration assays, like Bradford assay or Bicinchoninic Acid Assay 
(BCA), rely on quantitation of specific chemical bonds (e.g. peptide bond), and cannot 
distinguish between properly folded and denatured or proteolysed forms of a protein [81]. If a 
given ligand binds only the properly folded forms of the protein (which is a common and 
desirable property of affinity probes), using an assay-measured protein concentration (with active 
and inactive forms) in the calculation of the equilibrium constant can lead to significant errors. 
This problem is especially severe in cases of unstable proteins, or proteins which are difficult to 
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purify, as their assay-measured concentrations will often be confounded by the presence of 
impurities. 
The previously used mathematical treatment for NECEEM allowed us to determine either an 
unknown Kd if the concentrations of both T and L are known or the unknown concentration of T 
if Kd and the concentration of L are known [69, 82]; simultaneous determination of both Kd and 
T was not possible. Here I describe an approach that allows such measurements to be performed. 
This approach requires NECEEM experiments to be performed at varying concentrations of L 
but at a constant unknown concentration of T. The experimental results are presented as a 
fraction R against concentration of L and fitted with a theoretical dependence of these variables, 
in which Kd and the concentration of T are used as fitting parameters. These parameters are 
determined as those resulting in the best fit. To test the suggested approach for finding Kd and 
target concentration, as well as to validate the software serving it, COMSOL multiphysics 
software was utilized to accurately model the NECEEM processes and simulate 
electropherograms at various sets of initial conditions in silico. The simulated electropherograms 
were processed as experimental ones and the returned values of Kd and concentration of T were 
confirmed to be within 10% of the values programmed into the simulations over a wide range of 
initial conditions, demonstrating the remarkable stability of the developed approach. Lastly, the 
in silico-validated method was used to determine the protein concentration of in-house expressed 
and purified MutS protein and Kd of its interaction with a DNA aptamer. The results suggest, that 
the previously measured Kd value for this interaction was significantly overestimated by a single-
point NECEEM approach [49]. The determined concentration of the protein was in perfect 
agreement with the BCA assay measurements. 
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2.2. EXPERIMENTAL SECTION 
2.2.1. Materials 
All chemicals and buffer components were purchased from Sigma-Aldrich (Oakville, ON, 
Canada) unless otherwise stated. Fused-silica capillaries were purchased from Molex (Phoenix, 
AZ). T. aquaticus MutS recombinant protein was previously expressed in-house, and purified by 
an aptamer-facilitated affinity pulldown method, similar to recently described [71]. The stock 
concentration of the purified MutS protein was measured using a BCA assay kit (Thermo 
Scientific, Wilmington, DE), according to manufacturer’s instructions. A solution of Bovine 
Serum Albumin (BSA) of known concentration was used to make calibration curve standards. As 
BCA assay detects peptide bonds, the final concentration values were normalized according to 
the ratio of peptide bonds between MutS (816 bonds) and BSA (582 bonds). DNA aptamer 
(clone ID: 2-06) with affinity toward MutS protein was selected previously [49, 83], and was 
custom synthesized by Integrated DNA Technologies (Coralville, IA). The nucleotide sequence 
of the fluorescently labeled, ssDNA MutS aptamer was: 5'- Fluorescein - CTT CTG CCC GCC 
TCC TTC CTG GTA AAG TCA TTA ATA GGT GTG GGG TGC CGG GCA TTT CGG AGA 
CGA GAT AGG CGG ACA CT-3'. NanoDrop-1000 spectrometer (Thermo Scientific, 
Wilmington, DE) was used to verify the concentration of DNA stock by measuring light 
absorbance at 260 nm, and dividing the absorbance by a manufacturer-provided extinction 
coefficient. 
2.2.2. Capillary electrophoresis 
Analyses were carried out using both a commercial and a custom-made CE instruments. The 
commercial instrument, P/ACE MDQ (Beckman Coulter, Mississauga, ON, Canada), was 
equipped with a standard fluorescence detector and a 488 nm line of continuous wave solid-state 
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laser (JDSU, Santa Rosa, CA) for fluorescence excitation. Runs were performed in a 30 cm-long 
uncoated capillary, with on-column detection 20 cm away from the capillary inlet. The fused-
silica capillary had an inner radius of 25 µm and an outer radius of 180 µm. The temperature of 
the capillary coolant was set to 25 °C. 
The custom instrument was described in detail previously [84, 85]. The instrument was 
equipped with a highly sensitive off-column fluorescence detection scheme, with a sheath-flow 
hydrodynamic focusing cell. A few modifications were incorporated into the existing design to 
facilitate fluorescent measurements in the required pM range of aptamer concentrations. A 
diode-pumped solid-state laser (AixiZ, Houston, TX) was applied for excitation of fluorescence. 
The laser beam had a diameter of about 2 mm and a power of 60 mW (attenuated to 40 mW) at 
473 nm. An optical bandpass filter of 525 ± 25 nm (Semrock, Rochester, NY) was used to select 
for the fluorescent signal. A 20 Hz low-pass electronic filter was introduced between the 
photomultiplier tube R1477 (Hamamatsu) and the analog-to-digital signal converter PCI-6036E 
(National Instruments), to reduce electronic noise. To eliminate random spikes in the signal due 
to laser light scattering by gas bubbles and dust particles, a Millex liquid filter unit (Millipore, 
Billerica, MA) with 0.22 µm pore size was incorporated into sheath-flow fluidic line. To further 
attenuate random signal spikes, the digitized signal was treated by a 3-point-median digital filter. 
Electrophoresis high-voltage electronics were segregated from the detection electronics to reduce 
effects of electromagnetic interference on the recorded signal. Runs were performed in a 40 cm-
long uncoated capillary, with off-column detection at the end of the capillary. The fused-silica 
capillary inner radius was 25 µm and outer radius 75 µm. The measurements were carried out at 
room temperature of 23°C. 
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For both instruments, CE experiments were conducted in the following manner. Both the inlet 
and the outlet reservoirs contained the electrophoresis run buffer (50 mM Tris-HCl at pH 8.5). 
Prior to every run, the capillary was rinsed with the run buffer solution at 30 psi (206.8 kPa) 
pressure for 1 min. At the end of each run, the capillary was rinsed with 100 mM HCl, 100 mM 
NaOH, and deionized water, with the same pressure for 1 min each. The samples were injected 
into the capillary, pre-filled with the run buffer, by a 1 psi (6.9 kPa) pressure pulse of 3.7 and 
5.0 s for commercial and custom-made instruments, respectively. The length of the sample plugs 
in both cases was calculated to be 6.8 mm. Electrophoresis was carried out with the anode at the 
injection end of the capillary, with electric field strengths of 600 V/cm and 400 V/cm for 
commercial and custom-made instruments, respectively.  
2.2.3. NECEEM 
NECEEM experiments were performed to study the interaction between MutS protein and a 
DNA aptamer. All dilutions were prepared with electrophoresis run buffer, to minimize issues 
from electrolyte mismatch between sample plug and the run buffer. For all experiments, protein 
stock solution concentration was treated as unknown, and samples were expressed as a dilution 
relative-to-stock. DNA stock solution was prepared at a concentration of 1 µM, and had 
Rhodamine 110 mixed in at a 7 µM concentration, to act as an internal standard. Mixtures of 
various concentration combinations were prepared, as described in the following sections. For 
experiments with the commercial instrument, performed at nanomolar concentrations, mixtures 
were incubated at room temperature for 10 min to achieve equilibration. For experiments with 
the custom-made instrument, performed at pM concentrations, mixtures were incubated at room 
temperature for 60 min, as equilibration proceeded more slowly. After incubation, the 
equilibrium mixtures were subjected to CE as described above. Each experimental point was 
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measured in triplicates, with a fresh equilibrium mixture prepared for each replicate. R 
coefficients were extracted from resultant electropherograms by NAAP program in batch [45]. 
Values of Kd and [T]0 parameters were obtained by fitting the dependence of R on [L]0 into Eq. 
16, using Microsoft Excel 2010 Solver Add-in. 
2.3. RESULTS AND DISCUSSION 
2.3.1. Mathematical solution for simultaneous determination of Kd and [T]0 
The mathematical solution for simultaneous determination of Kd and [T]0 is simple. By 
multiplying Eq. 12 by its denominator we can transform this equation into a quadratic equation 
with respect to R: 
2 d 0 0 d
0 0
[T] [L] 0
[L] [L]
K KR R     (15) 
A physically meaningful positive solution of Eq. 15 has a form: 
2
d 0 0 d 0 0 d
0 0 0
[T] [L] [T] [L]
2[L] 2[L] [L]
K K KR
         
 (16) 
Eq. 16 explicitly relates R with Kd, [T]0 and [L]0. It can be used to find unknown Kd and [T]0 
if it is applied to treat data from multiple NECEEM experiments performed with varying known 
[L]0 but a fixed unknown [T]0 (i.e. by titration with L). Such a series of experiments will produce 
a set of R values that can be plotted as a function of [L]0, and this experimental dataset can be 
fitted with Eq. 16 in which R and [L]0 are dependent and independent variables, respectively, 
and Kd and [T]0 are the fitting parameters. 
2.3.2. Considerations for avoiding systematic errors 
The described mathematical procedure is simple, but utilizing it in practice requires some 
additional considerations. There are three questions that will concern an experimenter: (i) in 
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which range should the [L]0 be varied during its titration (i.e. what should be the values of 
[L]0,first and [L]0,last)?; (ii) how many points should be measured between [L]0,first and [L]0,last?; 
and (iii) what relative-to-stock-solution concentration of T (i.e. dilution of [T]stock) should be 
used during the titration with L? Answers to these questions are important, as an improper choice 
of [L]0 and dilution of [T]stock can significantly diminish the accuracy of measurements. 
When determining Kd, the experimental error in measuring R can become amplified if the 
experiments are performed at [L]0 significantly larger than Kd. This can be made apparent by 
examining the derivative of Eq. 17 with respect to R (see Appendix A.1 on page 143 for 
differentiation), which relates small variations in experimental measurements (ΔR) to systematic 
error in calculated final result (ΔKd): 
0
0 2
[T][L]
(1 )d
K R
R
         (17) 
Using Eq. 17, the dependence of relative error, ΔKd/Kd, on dimensionless ligand 
concentration [L]0/Kd at constant R and ΔR, can be calculated and plotted (Figure 2.1A). 
Similarly, the dependence of ΔKd/Kd on the value of R can be calculated and plotted at constant 
[T]0 and ΔR (Figure 2.1B). From Eq. 17, increasing the value of [L]0 will, at a certain point, 
result in ΔKd value which is larger than Kd itself. If the sign of ΔR is positive, this can lead to 0 or 
negative values of Kd, which are physically meaningless for reversible interactions. As apparent 
from Figure 2.1A, the values of ΔKd are consistently small as long as [L]0 is smaller or equal to 
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Figure 2.1. Dependence of relative error in the determination of Kd on initial 
concentrations. Figure shows the change in relative error in the determination of Kd, depending 
on the ratio of [L]0 to Kd (panel A) and the value of R (panel B). Panel A: ΔKd was calculated 
using Eq. 17 by varying [L]0 and [T]0 to yield R = 0.5. Kd was set to 1, and ΔR equaled 1% of R. 
Panel B: ΔKd was calculated using Eq. 17 by varying [L]0 to yield R values in the range of 0.01 
and 0.99. Kd was set to 1, [T]0 = Kd, and ΔR equaled 1% of R. Note that both y-axes are 
presented in logarithmic scale. 
2Kd, which represents the point at which concentrations of equilibrium components are perfectly 
balanced (i.e. [L]eq = [T]eq = [C]eq = Kd). As [L]0 increases over 2Kd, however, the values of ΔKd 
begin to increase exponentially. Thus, when the Kd value is not known a priori, it is practical to 
keep the value of [L]0,first as the lowest concentration of L which produces reliably measurable 
areas of all peaks in a NECEEM electropherogram. The exact value is determined by the LOQ of 
the NECEEM method, which depends on both the sensitivity of the instrument used for the 
measurements and the accuracy of the data-treatment approach. In this work the LOQ of 
NECEEM is defined solely by the sensitivity of fluorescence detection to facilitate this 
consideration. In CE, the LOQ is defined as the concentration of an analyte which results in a 
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signal with a peak height that exceeds the background noise by a certain threshold value. To 
ensure that all 3 areas characteristic of NECEEM electropherograms (described in Figure 1.3) 
are accurately quantified in our experiments, I defined the threshold value to equal 100 (this 
choice is further justified in Section 3.3.2 on page 50). It should be noted, that if an experiment 
performed at [L]0,first = LOQ results in an apparent Kd value which is smaller than 2[L]0,first, then 
the produced results may be inaccurate. 
Once the value of [L]0,first is determined, the concentration of [L]0 should be increased until 
some maximum value [L]0,last is reached. At a constant [T]0, increasing [L]0 will result in R 
asymptotically approaching the value of 1. According to Eq. 17, small variations in R measured 
close to the asymptote, will yield large errors in Kd. The dependence of ΔKd on increasing values 
of R, at constant [T]0 and ΔR, is plotted in Figure 2.1B. According to this plot, with ΔR set to 1% 
of Kd, a relative error typical for NECEEM experiments, the value of ΔKd surpasses the value of 
Kd at R ≈ 0.9. This means that points above R = 0.9 carry little information on the value of Kd. 
While the precise value at which ΔKd overcomes Kd is strongly dependent on the precision of 
experimental measurements, it is suggested, as a general rule, that the value of [L]0,last should not 
result in R values above 0.9. 
As a fitting-based method, the accuracy of the results produced by the proposed approach 
relies on the statistical significance of the available data. The least squares technique, used in the 
fitting of experimental data, requires that at least one degree of statistical freedom be available to 
the non-linear regression algorithm [86]. One degree of freedom is lost when experimental 
replicate values are averaged and their standard deviation is calculated. During the fitting, the 
adjustment of two parameters, Kd and [T]0, results in the loss of another two degrees of freedom, 
for a total of 3 degrees of freedom lost. Thus, a minimum of 4 statistically significant 
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experimental points (i.e. points with non-overlapping standard deviation ranges), including 
[L]0,first and [L]0,last, are required for non-linear regression analysis. Increasing the number of 
points will further strengthen the confidence levels associated with the resulting values. 
Lastly, accurate determination of Kd requires that the value of R is sensitive to the changes in 
Kd. By differentiating Eq. 16 with respect to Kd under an assumption that [L]0 << [T]0, a 
condition which should be satisfied if [L]0 << Kd, we obtain that R is most sensitive to Kd at 
[T]0  Kd (for proof, see Appendix A.2 on page 143). Although neither Kd nor the concentration 
of T is known, satisfying this conditions is possible by performing one set of preliminary 
experiments. If [L]0 << [T]0, a consideration that has been discussed above, then [T]0  Kd when 
R  0.5. Thus, a series of NECEEM experiments must be performed at [L]0,first held constant, and 
varying unknown concentrations of [T]0, until the optimal dilution factor, a, is that yields R  0.5 
is determined. This dilution factor can then be used in NECEEM experiments with varying [L]0 
described above. 
The simultaneous determination of Kd and [T]0, thus, requires two sets of NECEEM 
experiments. In the first set, R is determined as a function of the dilution factor of [T]stock at the 
lowest concentration of [L]0,first to find the dilution factor a that results in R  0.5. In the second 
set, R is determined for varying [L]0, but at a constant [T]0 obtained by diluting the stock solution 
by dilution factor a. 
2.3.3. In silico modeling and validation. 
The best way to validate the proposed approach, as well as to test its robustness and stability, 
is to subject it to an in silico study. Essentially, we can define a specific set of values for Kd and 
[T]0 and use them to simulate accurate and realistic NECEEM electropherograms, which can 
then be treated with the proposed method. The accuracy of the proposed approach can be 
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objectively evaluated by comparing the procedure-extracted values of Kd and [T]0 to the ones 
pre-defined in the simulations. I have previously developed an in silica model for a different 
KCE method, MASKE, in COMSOL Multiphysics environment (see Appendix B), which I have 
since adapted to NECEEM. Briefly, the capillary was defined as a one-dimensional interval 
consisting of a discrete number of mesh points, and the chemical species of L, T and C were 
distributed along this geometry to match the initial conditions used in NECEEM. The direct 
PARDISO solver was used to calculate the concentrations of L, T, and C at each mesh point in 
this geometry in a time-dependent manner. The simulation incorporated the mass balance 
equations, reactions of binding and unbinding, convective and electrophoretic terms, and Fick’s 
law of diffusion. For most adequate modeling, I used realistic values for all experimental 
parameters including capillary length, position and size of detection window, shape of injected 
plug of the equilibrium mixture, diffusion coefficients and electrophoretic mobilities of the 
species, and an electric field. Simulated electropherograms were plotted as a time dependence of 
the sum of concentrations of L and C averaged over the detection volume with a constant level of 
noise. The noise was generated as random signal with a standard deviation of the amplitude 
corresponding to 1% of the lowest simulated signal. 
The first set of NECEEM experiments was simulated to find the dilution factor, 
a = [T]stock/[T]0, by which the stock solution of T of concentration [T]stock needs to be diluted to 
satisfy [T]0  Kd. [L]0 = 10 nM was chosen as the typical concentration of a fluorescently labeled 
molecule that can generate signal suitable for NECEEM measurements. We chose Kd = 100 nM 
as a typical value for affinity binding of biological molecules. The "unknown" concentration of 
target stock solution, [T]stock, was chosen to be 10 µM. NECEEM electropherograms were 
simulated for the stock concentration of T and a number of 2-time dilutions (Figure 2.2A). The 
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three areas required for calculation of R in Eq. 11 were found in an unbiased way by using the 
“NECEEM Area Analysis Program” (NAAP), which I have helped to develop [45]. R values 
were plotted as a function of the dilution factor a (Figure 2.2B). The value of a that resulted in 
R  0.5 was estimated from the graph (a = 100 in this example). At this point, we could calculate 
[T]0 that corresponded to R  0.5 and compare it with Kd defined as 100 nM: 
[T]0 = [T]stock/a = 10 µM/100 = 100 nM. The equality between [T]0 and Kd confirms that this part 
of the procedure works correctly. 
 
Figure 2.2. Validation of the procedure for determination of optimal dilution factor a. 
Panel A: A set of simulated NECEEM electropherograms reveals the effect of serial dilutions of 
[T]stock, whereas concentration [L]0 is fixed to 10 nM. A dilution factor a is changed from 1 to 
1024. Panel B: Dependence of R (fraction of unbound L) on a. Values of R are calculated from 
the simulated electropherograms. The optimal factor a = 100 corresponds to a dilution at which 
R = 0.5. 
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Figure 2.3. Validation of the procedure for determination of unknown [T]0. Dependence of 
R (fraction of unbound L) on concentration [L]0 at constant concentration [T]0 obtained from the 
stock solution by diluting with factor a = 100. Open circles represent calculated R-values, solid 
curve is a fitting with Eq. 16. The insert demonstrates typical simulated NECEEM 
electropherogram used for the R calculation. 
The second set of NECEEM experiments was simulated to find "unknown" values of Kd and 
[T]0. In this set, I used [T]0 = [T]stock/a = 100 nM and varied [L]0 between 10 and 400 nM. An 
example of the resulting simulated NECEEM electropherograms is shown in the insert of Figure 
2.3. R values were calculated from these electropherograms and plotted as a function of [L]0 
(open circles in Figure 2.3). The solid curve in Figure 2.3 is the fitting of the R values with the 
theoretical dependence of R versus [L]0 in Eq. 16. The best fit was obtained for Kd = 98.9 nM 
and [T]0 = 101.1 nM. These values are equal (with 99% accuracy) to the values used in 
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Figure 2.4. Validation of the fitting procedure over a wide range of initial 
concentrations.Error relative to Kd in determination of Kd (Panel A) and [T]0 (Panel B) 
depending on the ratio of concentrations [L]0 and [T]0 to Kd. R values were calculated from 
simulated electropherograms. Kd was fixed to 100 nM. Black contour lines represent steep 
changes in values of the errors.  
COMSOL simulations, which confirms that the entire procedure (the mathematics, the 
algorithms, and the software) works correctly. 
To assess the robustness of the approach used in the second set of NECEEM experiments, we 
simulated this set of NECEEM electropherograms at a wide range of [L]0,first and [T]0. In 
essence, we calculated R values at increasing [L]0 for a series of [T]0, both greater and lesser than 
Kd. For every graph, we found Kd and [T]0 and compared them with the correct ones (pre-set in 
COMSOL calculations to simulate the electropherograms). The error was calculated as the 
absolute difference between the determined and correct values relative to the correct value 
(Figure 2.4). 
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Slices of these contour plots at [L]0/Kd = 0.2 appear in Figure 2.5, and illustrate the general 
trends in the dependence of the errors on [T]0/Kd. In general, a 3-time overstepping of [T]0 above 
Kd did not cause the error to surpass more than 5%, which suggests that an overestimate of [T]0 
from the first set of NECEEM experiments (Figure 2.2) can be suitable for the second set of 
NECEEM experiments (Figure 2.3). As expected, using [L]0,first values which were significantly 
above 2Kd led to unacceptably high errors. Interestingly, these results also suggest that the 
accuracy of determination of [T]0 is not affected by the improper choice of [L]0,first and [T]0, as 
severely as the accuracy of Kd determination. These encouraging results have prompted me to 
apply the proposed approach to an in vitro experiment. 
 
Figure 2.5. General trends in the accuracy of determination of Kd and [T]0. Accuracy of 
determination of Kd and [T]0 estimated in silico at dimensionless ligand concentration 
[L]0/Kd = 0.2. Closed and open circles represent relative errors of Kd and [T]0, respectively. 
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2.3.4. Experimental determination of Kd and [T]0 
As an experimental model, I used a pair of binding molecules: MutS protein from T. 
aquaticus and a previously selected DNA aptamer [49]. I assumed that the concentration of the 
stock solution of MutS was unknown. MutS was, thus, the target and the DNA aptamer was the 
ligand in our experiments. 
I have first performed the experiment using a commercial instrument, with an LOQ of 5 nM of 
the aptamer. In the first set of experiments, the value of a was determined to be 30 (Figure 
2.6A). In the second set of NECEEM experiments, I used [T]0 = [T]stock/30 and [L]0 varying from 
[L]0,first = 5 nM to [L]0,last = 40 nM, with 6 points in between. The experimental points from the 
second step resulted in the best fit with the theoretical dependence of R versus [L]0 at Kd = 650 
pM and [T]0 =  6.7 nM, meaning that [T]stock = 202 nM (Figure 2.6B). As the resultant Kd is 
approximately 13 times smaller than the value of [L]0,first, I concluded that a significant 
 
 
Figure 2.6. Determination of Kd and [T]0 from data obtained with a commercial 
instrument.Panel A: Estimation of optimal dilution factor a from the dependence of R (fraction 
of unbound L) on a. Panel B: Dependences of R on concentration [L]0, at constant concentration 
[T]0 obtained from the stock solution by diluting with factors a = 30. Open circles represent 
calculated R values, solid curve is a fitting with Eq. 16. 
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systematic error may be embedded into these results. This prompted me to repeat the study with 
a more sensitive instrument. 
The second attempt at the measurements was performed with a more sensitive custom-made 
CE instrument, which has an LOQ of 100 pM of the aptamer. In the first set of experiments, I 
determined dilution of the MutS stock which yielded in R  0.5. [L]0,first was set at the LOQ of 
the instrument (signal-to-noise ratio of 100). Various dilutions of the protein were used to obtain 
a set of NECEEM electropherograms, and the values of R were plotted as a function of dilution 
factors used to prepare the protein solutions from the stock solution (Figure 2.7A). The a = 1000 
was chosen as being the closest to R  0.5 and was used in the second set of experiments. 
In the second set of NECEEM experiments, I used [T]0 = [T]stock/1000 and [L]0 varying from 
[L]0,first = 100 pM to [L]0,last = 4 nM, with 6 points in between. The values of R were calculated 
and plotted as a function of [L]0 (Figure 2.7B). The experimental points were fitted with the 
theoretical dependence of R versus [L]0 presented by Eq. 16. The best fit was obtained at 
Kd = 123 pM and [T]0 = 213 pM, meaning that [T]stock = 213 pM  1000 = 213 nM. The 
experimental variability in measuring R translates into errors in the parameters obtained by 
fitting, and can be estimated by constructing a covariance matrix based on each of the parameters 
[87]. I determined the relative errors to be 9% and 4% for Kd and [T]0, respectively. As the 
resultant Kd is larger than the value of [L]0,first it can be concluded that the experiments were 
performed at a proper range of concentrations 
To assess the accuracy of the method in determination of [T]0, I estimated the concentration 
of the MutS stock solution by the BCA assay. The spectroscopically measured value of 
[T]stock = 226 ± 13 nM was in good agreement with the NECEEM-measured values of 213 and  
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Figure 2.7. Determination of Kd and [T]0 from data obtained with a custom-made 
instrument.Panel A: Estimation of optimal dilution factor a from the dependence of R (fraction 
of unbound L) on a. Panel B: Dependences of R on concentration [L]0, at constant concentration 
[T]0 obtained from the stock solution by diluting with factors a = 1000. Open circles represent 
calculated R-values, solid curve is a fitting with Eq. 16. 
202 nM, with the custom-made and commercial instruments, respectively. As for Kd 
measurements, a previous study of the same interaction, conducted with a single-point NECEEM 
approach by using a commercial CE instrument with poorer LOQ, resulted in Kd = 15 nM [49], 
which is significantly larger than Kd = 123 pM obtained with the method presented in this work. 
The previous Kd measurement was performed as a part of a screening of a large number of 
aptamer clones, and thus, the [L]0 and [T]0 concentrations were not optimized as rigorously as in 
this study. The discrepancy between the values, most likely, comes from the fact that in the 
previous study nanomolar concentrations of [L]0 and [T]0 were used to screen all of the aptamer 
clones, resulting in large errors for some of the measurements. Nevertheless, the single-point 
NECEEM method, used previously, did not provide us with any means of assessing the accuracy 
of the results. In the current approach, however, an insufficient LOQ of the instrument used was 
evident from the produced results. This suggests that the current multi-point approach is much 
more suitable for affinity measurements which require a high degree of accuracy and precision. 
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2.4. CONCLUSIONS 
I have described a NECEEM-based approach for simultaneous determination of Kd and target 
concentration, [T]0, which improves the accuracy of NECEEM experiments by eliminating the 
systematic errors due to uncertainties in [T]stock. The in silico validation showed that the 
approach (mathematics, algorithms, and software) has above 90% accuracy over a wide range of 
initial conditions. The accuracy of the experimental implementation of this approach will, thus, 
be mainly affected by the quality of NECEEM electropherograms, and accuracy of ligand 
concentration, [L]0, used in calculations. As any approach including non-linear regression, our 
method requires a reasonable judgment of the experimenter about the quality of experimental 
data to ensure the reliability of the obtained values of Kd and [T]0.  
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Chapter 3.  Systematic Approach to Optimization of NECEEM 
Experimental Conditions 
The presented material was published previously and reprinted with permission from 
“Kanoatov, M.; Mehrabanfar, S.; Krylov, S.N. Systematic approach to optimization of 
experimental conditions in nonequilibrium capillary electrophoresis of equilibrium mixtures. 
Analytical Chemistry, 2016, 88, 9300–9308”. Copyright 2016 American Chemical Society.  
My contribution to the article was: (i) formulating the original idea and plan of development, 
(ii) developing a major part of the algorithm, (iii) developing the software implementation 
(iv) performing all of the in silico and in vitro experiments, (v) writing the manuscript. 
3.1. INTRODUCTION TO NECEEM OPTIMIZATION 
As it was illustrated in the previous Chapter, the choice of initial concentrations of the 
interacting components can have a great influence on the accuracy of the produced results. It is 
widely appreciated that proper design and optimization of all experimental conditions of kinetic 
measurements is necessary to ensure accuracy and precision [88]. Experimental conditions (e.g., 
analyte concentrations, time scale of measurement) must be chosen with comprehension and care 
in order to avoid introducing large systematic errors into the measurements. The need for 
optimization stems from the fact that molecular interactions underlying biological processes are 
highly diverse in their properties, a point which was discussed in Section 1.1.2. Experimental 
conditions must be selected such that the sensitive range of a given method matches the 
magnitudes of the measured parameters. Over the years, a variety of strategies and guidelines 
have been developed for design and optimization of SPR [28], BLI [89], and stopped-flow [90] 
experiments. For each of these methods, the optimization usually occurs in a one-factor-at-a-time 
fashion, due to the independent nature of different experimental parameters. Optimization of 
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NECEEM, however, cannot proceed in such a linear fashion, due to the complex interrelation 
between its experimental parameters, adjustment of which often produces counteracting effects. 
As an example, to perform NECEEM measurements in high-conductivity electrolytes (e.g., 
physiological buffers) the users are required to decrease the applied electric field strength to 
avoid excessive Joule heating; decreasing the electric field strength, in turn, results in longer 
analysis times; prolonged analysis may invalidate kinetic NECEEM measurements by rendering 
parts of electropherograms (e.g. the intermolecular complex peak) undetectable. Performing such 
adjustments properly often requires an effort of a well-trained specialist, with a comprehensive 
understanding of the underlying physical and chemical phenomena. Without proper guidance, 
the optimization of NECEEM can become a prolonged task, significantly undermining the 
processivity of the method. What further aggravates the issue is that improperly optimized 
NECEEM experiments are often difficult to recognize, which degrades the resilience of the 
method against errors. 
To alleviate this issue, a systematic approach for optimization of NECEEM experimental 
conditions is required. In this Chapter, I describe such an approach, which takes the complex 
interrelation between NECEEM experimental conditions into account, and deals with them in a 
step-wise manner. Our optimization “algorithm” allows the obtained results to be validated and 
provides objective recommendations on improving experimental conditions when the validation 
fails. I have implemented the developed algorithm in a form of user-friendly software that is able 
to automatically process experimental data. I demonstrate the practical utility of this “expert 
system” by applying it to an in vitro NECEEM experiment. The developed optimization 
approach allows for the application of a wider range of experimental conditions in NECEEM, 
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making this method more reliable, robust and amenable for practical use by researchers with 
varying experience in CE. 
3.2. EXPERIMENTAL SECTION 
3.2.1. Materials 
All chemicals and buffer components were purchased from Sigma-Aldrich (Oakville, ON, 
Canada) unless otherwise stated. Fused-silica capillaries were purchased from Molex (Phoenix, 
AZ). T. aquaticus MutS recombinant protein was expressed and purified as described in Section 
2.2.1 on page 27. The truncated version of the MutS aptamer (variant 5) was designed by Prof. 
Philip E. Johnson (York University), based on a DNA aptamer previously selected (clone 2-06) 
[49]. The aptamer variant was custom synthesized by Integrated DNA Technologies (Coralville, 
IA). The nucleotide sequence of the fluorescein labeled, ssDNA aptamer was: 5'- Fluorescein - 
GCC CGC CTC CTT CCT GGT AAA GTC ATT AAT AGG TGT GGG GTT TCG GAG ACG 
AGA TAG GCGG - 3'.  
3.2.2. NECEEM 
All NECEEM experiments were carried out using CESI-8000 instrument (Sciex, Concord, 
ON), equipped with a standard LIF detection system (488 nm excitation, 520 nm emission). 
Runs were performed in an uncoated fused-silica capillary, with an inner radius of 10 µm and an 
outer radius of 180 µm. The total length of the capillary was 30 cm, with the detection window 
placed 20 cm from the inlet. 
Dilutions of all sample components were prepared with the electrophoresis run buffer: 50 mM 
Tris-HCl pH 7.4, 20 mM NaCl. Sample mixtures were incubated at room temperature for 20 min 
prior to analysis in order to achieve equilibration in the binding reaction. Prior to every run, the 
capillary was rinsed with the run buffer at 60.0 psi (414 kPa) for 3 min (to pump 10 capillary 
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volumes). At the end of each run, the capillary was rinsed with a succession of 100 mM HCl, 
100 mM NaOH, and deionized water, at the same pressure/time settings. The samples were 
injected into the capillary, prefilled with the run buffer, by a 1.0 psi (6.9 kPa) pressure for 16 s to 
yield a 5 mm-long sample plug. Prior to applying voltage, the sample mixture was propagated 4 
cm through the uncooled portion of the capillary by 2.0 psi (13.8 kPa) pressure for 1 min. 
A total of 4 types of experiments were performed: 3 preliminary and 1 optimized. Each 
preliminary experiment was performed only once, while the optimized experiment was repeated 
3 times. For all of the preliminary experiments the sample mixture was injected from the inlet 
end of the capillary (20 cm distance to detector) and electrophoresis was carried out with the 
anode at the inlet, at a constant voltage of 25.0 kV. The coolant temperature was set to 15 °C. 
The first preliminary experiment aimed at estimating the mobility (µL) and the response factor 
(γL) of the ligand, and was performed without the addition of the target. The concentration of the 
aptamer used in this experiment was 10 nM. This experiment also allowed me to estimate the 
resistivity of the run buffer (ρ) and the average amplitude of the background noise (σ) in the 
obtained signal. The second preliminary experiment aimed at obtaining the mobility (µC) and the 
response factor (γC) of the complex, and was performed at the highest possible concentration of 
the target to result in binding saturation. The concentration of the aptamer was 10 nM, and the 
concentration of the protein was 4.5 µM. The third preliminary experiment aimed at estimating 
the Kd and the koff values, and was performed according to the recommendations from Section 
3.3.5 on page 63. The concentration of the aptamer was 300 nM, and the concentration of the 
protein was 1.5 µM. The last of the preliminary experiments was subjected to validation and 
optimization using the further-described algorithm, and the optimized set of experiments was 
performed using the algorithm-provided conditions. The sample mixture was injected from the 
48 
outlet end of the capillary (10 cm distance to detector) and electrophoresis was carried out with 
the anode at the outlet, at a constant voltage of 2.0 kV. The coolant temperature was set to 24 °C. 
In these experiments, the concentration of the aptamer was 60 nM, while the concentration of the 
protein was 300 nM. 
3.3. RESULTS AND DISCUSSION 
3.3.1. Defining the Parameters and the Variables 
NECEEM can be used for both analytical (e.g., determination of equilibrium and kinetic rate 
constants) and preparative purposes (e.g., affinity purification, selection of aptamers) [91-93]. To 
adapt NECEEM for the intended application (analytical or preparative), the users are free to 
decide on the values of four experimental parameters: (1) composition of the background 
electrolyte (BGE), (2) intended temperature in the efficiently cooled portion of the capillary 
(Tef.goal), (3) internal radius of the capillary (r), and (4) width of the sample injection zone (w). 
The choice of BGE composition, which includes the electrolyte’s ionic strength, concentration of 
the buffering components, pH, and presence of cofactors and stabilizing agents, should imitate 
the environment in which the intermolecular interaction usually takes place. Similarly, the 
chosen in-capillary temperature should reflect either the natural conditions of the given 
interaction (e.g., core temperature of the host organism), or the conditions of intended use (e.g., 
room temperature for affinity probe-based detection kits). The choice of a capillary radius is 
dictated by the aims of the application, with smaller radii being preferential in analytical studies 
to reduce sample consumption, while larger radii being preferential in preparative applications to 
increase processivity. Larger capillary radii may also be chosen to improve the system’s LOQ, as  
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Figure 3.1. Schematic diagram of the optimization algorithm. Information from a preliminary 
experiment is first subjected to a validation test. If the validation fails, necessary adjustments to 
experimental variables are predicted based on values from the preliminary experiment. If the 
predicted values are within capabilities of the CE instrument, another experiment is performed 
using the newly defined conditions. This refinement of preliminary data continues until the 
criteria of the experiment validation test are satisfied. 
wider cross-sections enable higher analyte flux, and thus, yield a stronger signal. On the other 
hand, capillaries with smaller inner radii are better at dissipating heat, and are, thus, more  
suitable for experiments that use high-conductivity run buffers. The width of the sample injection 
zone has an impact on the separation efficiency of CE, with narrower injection zones used when 
the resolution between the species is a priority. As the length of the injection zone defines the 
volume of the sample (along with the capillary radius), wider sample injection plugs are also 
used to improve method’s processivity. 
The user-selected values of the four experimental parameters will have an effect on the 
optimal values of three experimental variables: (1) initial analyte concentrations, [L]0 and [T]0, 
(2) length of capillary to detector, ldet, and (3) strength of the applied electric field, E. The 
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purpose of the optimization procedure is to determine the combination of values of the three 
experimental variables which ensure accurate and bias-free NECEEM analysis. 
The optimization is performed in a succession of refining rounds, where the apparent values 
of koff and Kd (denoted by koff* and Kd*, respectively) are measured and subjected to an 
experiment validation test. If the experiment validation fails, the apparent values are rejected, 
and the experiment is performed again, with the experimental conditions rationally adjusted to 
specifically address the shortcomings revealed by the validation test. Once the experiment 
validation passes, the apparent values are accepted as accurate. The optimization algorithm, thus, 
consists of two phases: validation of the experiment, followed by generation of recommendations 
for adjustment of conditions. A schematic overview of the algorithm is presented in Figure 3.1. 
3.3.2. Phase 1: Experiment validation 
Upon deciding on the values of the experimental parameters, and performing a preliminary 
experiment at a non-optimized set of conditions (the best way to choose conditions for an initial 
experiment is described in Section 3.3.5 on page 63), the users must validate the experiment 
based on the following criteria: (i) suitability of [L]0 and [T]0, (ii) suitability of separation quality 
and timescale, and (iii) suitability of in-capillary temperatures. 
As described in Section 2.3.2 on page 30, a small experimental error in the measurement of 
Kd can become greatly amplified if [T]0 and [L]0 are improperly chosen. Since the variability in 
experimental measurement (ΔR) may differ widely between instruments and experimental 
systems, it is difficult to define an error threshold which will be universally applicable. Thus, 
optimization criteria should be based on general properties of curves in Figure 2.1, such as their 
inflection points and minima. As a result, the most accurate determination of Kd requires the 
measurements to be performed at [L]0 that is smaller or equal to 2Kd (Figure 2.1A), and that [T]0 
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is chosen so that R = 0.5 (Figure 2.1B), a concentration that can be calculated by rearranging 
Eq. 12. Thus, values of [L]0 and [T]0 can be considered as suitable if they satisfy the following 
conditions: 
*
0 dL[ ] 2K  (18) 
* *
d 0 0 d( [ ] )0.5 L T[ ] 2K K    (19) 
The extent and the rate of separation between L and C play an important role in our ability to 
accurately extract information from NECEEM electropherograms. A useful measure of 
separation efficiency in CE is the characteristic time of separation, tsep, which is the time required 
for the initially superimposed zones of L and C to completely separate from each other: 
sep
wt
E   (20) 
By dividing the total analysis time, trun (the time required for the slowest detectable 
component to reach the detector), by tsep we can calculate the number of separation events, S, 
which took place during a CE experiment: 
sep
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S is a parameter similar to chromatographic resolution, with the exception that it neglects zone 
broadening. Since zone broadening is difficult to predict in a generic way, S is a more amenable 
measure for a predictive optimization algorithm. For S to be an accurate predictor of separation 
quality, however, zone broadening effects must be minimized by matching the sample and run 
buffers (to avoid electrodispersive phenomena) and by avoiding excessively long experiments, in 
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which the effects of longitudinal diffusion become non-negligible (usually longer than 5 h for 
macromolecules). Insufficient separation between L and C peaks will obscure the decay bridge, 
thus, a required minimum number of separation events must occur during an experiment to 
facilitate accurate extraction of AL, AC, and AD. This minimum is defined by the capabilities of 
the area deconvolution procedure used in data analysis, with NAAP being the most efficient tool 
for processing NECEEM electropherograms at this time [45]. The best way to study the 
capabilities of the area deconvolution procedure is to apply it to a set of computer simulated 
NECEEM electropherograms, extract the Kd and koff, and compare them to the original values 
predefined in the simulations. For this purpose, I have used the same in silico NECEEM 
modeling tool which I have described in Section 2.3.3 on page 34. To find the minimum S 
required for accurate area analysis, I have simulated a set of NECEEM experiments with a range 
of S values (by varying lsep), but with otherwise constant and optimized conditions, and applied 
the area deconvolution approach to them. Figure 3.2 shows that accurate determination of both 
Kd and koff requires a minimum value of S = 5.  
On the other hand, unnecessarily long separation, characterized by a large trun, may lead to a 
scenario where the complex peak becomes too small for accurate quantitation, i.e., when its 
height becomes smaller than the LOQ of the instrument, usually defined as 10-times the 
amplitude of the background noise, σ [38, 94]. From Eq.10, the time that it takes for the C peak 
to dissociate to this level, tdis, can be calculated: 
eq C
dis
off
[C]
ln
10
t
k


     (23) 
Thus, to ensure proper quantitation of intact C, trun may not exceed tdis 
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Figure 3.2. Minimum value of S required for accurate deconvolution of peak areas. Panel 
A: a set of simulated NECEEM electropherograms was generated at increasing values of S. For 
the simulations, all of the conditions were fixed, except for an increasing value of ldet. Panel B: 
Relative error in extracting Kd and koff depending on the value of S. By setting a maximum error 
threshold at 20%, we can establish the minimum value S = 5. 
Lastly, the prominence of the decay bridge relative to the other features of an 
electropherogram influences the accuracy with which the overlapping areas can be deconvoluted. 
The relative size of the decay bridge is defined by τ, the ratio of two characteristic times: tsep, and 
the characteristic time of equilibration, teq: 
eq
on off
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t
k k
   (24) 
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where [T] is the local concentration of T at a given point in the capillary, which is usually 
substituted by its maximum value of [T]eq. Small values of τ will lead to an undetectable decay 
bridge, which will prevent accurate determination of koff, while large values will cause the decay 
bridge to obscure the peaks, which prevents accurate determination of Kd. Thus, a valid 
experiment must be characterized by an intermediate range of τ values, the boundaries of which 
can be determined by an in silico study. I have simulated a set of NECEEM electropherograms 
with a range of τ values (by varying koff and kon), but with otherwise optimized conditions, and 
used them to test the accuracy of both koff and Kd measurements (Figure 3.3). By defining a 
relative systematic error threshold at 20%, it can be established that the optimum range of τ 
values to lies between 0.15 and 0.6. It should be noted that all of the error thresholds described in 
this Chapter may be re-defined to satisfy specific requirements of a given study. The 
recommended error thresholds only serve the purpose of making the algorithm applicable to a 
general case. 
To summarize, for NECEEM separation conditions to be considered as suitable, they must 
satisfy the following conditions: 
5S   (26) 
run dist t  (27) 
0.15 0.6   (28) 
It should be noted, that for studies which aim at measuring only the value of Kd, and not koff, a 
smaller τ is preferable, so that the overlaps between the decay bridge and the peaks are minimal. 
For such studies, condition 28 may be substituted by the following: 
0.6   (29) 
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Figure 3.3. Range of values of τ for accurate deconvolution of peak areas. Panel A: a set of 
simulated NECEEM electropherograms at increasing values of τ. For the simulations, all of the 
conditions were fixed, except the values of koff and kon. Panel B: relative error in extracting Kd 
and koff dependent on the value of τ. Due to the fact that random noise played a significant role in 
the magnitude of the error, each electropherogram was regenerated 5 times, with new values of 
the noise. The markers on the graph show the average value of the error at a given τ value, while 
the error bars show one standard deviation of the error based on 5 measurements. By setting a 
maximum error threshold at 20%, we can establish the optimum range of τ values to lie between 
0.15 and 0.6. 
Temperatures in both efficiently and inefficiently cooled portions of the capillary can be 
calculated using the simplified universal method for determining electrolyte temperatures 
(SUMET) [54]. 
1
av
ef cool
av
( )
( )
n
n
c EIT T
g EI

    (30) 
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2
inef amb av( )T T kb EI   (31) 
where Tcool is the temperature of the coolant, Tamb is the ambient temperature surrounding the 
inefficiently cooled portions of the capillary, Iav is the average electric current during 
electrophoresis, and b, c, g, k, and n are empirically determined constants defined by r [53]. 
For the Tef to be considered as valid it must be equal to the chosen value of Tef.goal. As long as 
the sample mixture is propagated through the inefficiently cooled portion of the capillary, the 
value of Tinef does not have a significant effect on the accuracy of the experiment and is only 
limited by the boiling temperature of the electrolyte, Tboil. However, depending on the specifics 
of the study, the users may define a more conservative limit of Tinef based on some other 
considerations (e.g., maximum allowable change in BGE viscosity). Thus, in-capillary 
temperatures can be considered as suitable if they satisfy the following conditions: 
ef ef.goalT T  (32) 
inef boilT T  (33) 
If an experiment satisfies conditions described in Eqs. 18, 19, 26-28, 32 and 33 it can be 
considered as valid, and the values of Kd* and koff* as accurate; otherwise, more suitable 
experimental conditions should be found, using the steps described below. 
3.3.3. Phase 2: Recommendations for adjustment of experimental conditions 
To generate practicable recommendations for adjusting experimental conditions, the 
limitations of the employed CE instrument must be taken into account. Table 3.1 lists the 
information regarding the experimental system, which needs to be ascertained by the user. 
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Table 3.1. Required information about the limitations of the CE instrument 
Parameter Description 
Vinstr.min Minimum electrophoresis voltage supplied by the instrument 
Vinstr.max Maximum electrophoresis voltage supplied by the instrument 
Iinstr.max Maximum electrophoresis current supplied by the instrument 
ldet.instr.min Minimum capillary length to detector 
ldet.instr.max Maximum capillary length to detector 
Tcool.min Minimum coolant temperature 
trun.max Maximum analysis time1,2 
σ Average amplitude of noise at baseline 
1 – usually limited by data-acquisition time, or buffer depletion time 
2 – the minimum time of analysis is subsumed by S and, thus, does not need to be considered 
separately 
In some cases, it may be impossible to generate recommendations which fall within the 
instrument’s limitations. In these cases, the optimization algorithm aborts with a “failure” output 
and provides a message on how the overall design of the experiment must be modified to 
facilitate the measurement. Recommendations for adjusting experimental variables are generated 
in 4 steps: (1) prediction of optimum [L]0 and [T]0, (2) prediction of minimum ldet; (3) prediction 
of optimum range of values of E; and (4) iterative maximization of S. 
Step 1. The choice of [L]0 and [T]0 should aim to satisfy conditions 18 and 19. The 
recommended value of [L]0 must be smaller or equal to 2Kd*, but this difference should not 
exceed 10-fold, as this would lead to an unnecessarily small [C]eq. Often, the choice of [L]0 is 
limited by the LOQ of the instrument. Using an in silico study, I have determined that [L]0 must 
be larger than the concentration of free L that results in a peak with a height 100 times larger 
than the amplitude of background noise, σ (Figure 3.4). 
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Figure 3.4. Minimum signal-to-noise ratio required for accurate measurement of peak 
areas. Panel A: a set of simulated NECEEM electropherograms at decreasing signal-to-noise 
ratios ranging between 1000 and 100. Panel B: a set of simulated NECEEM electropherograms 
at decreasing signal-to-noise ratios ranging between 100 and 10. For the simulations, all of the 
conditions were fixed, except the values of γC and γL (which were always equal to each other). 
Panel C: Relative error in extracting Kd and koff dependent on the signal-to-noise ratio. By 
setting a maximum error threshold at 10%, we can establish the minimum value of signal-to-
noise ratio at 100. Signal-to-noise ratios are based on the height of the peak produced by a given 
concentration of ligand in absence of the target. 
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To put all of the above conditions for [L]0 together: 
* *
d d
L
0
* *
d d
L L
1000.2      if 0.2
[L]
100 100       if 0.2 2
K K
K K


 
 
    
 (34) 
Optimization of [L]0 fails if (100σ/γL) > 2Kd*, providing a suggestion to improve the LOQ of the 
system (e.g., by increasing r). Once the value of [L]0 is determined, the optimum value of [T]0 
can be calculated: 
*
0 d 0[T] 0.5[L]K   (35) 
Step 2. The choice of ldet should aim to satisfy condition 26. The shortest lsep that satisfies 
S ≥ 5, lsep.min, can be calculated by rearranging Eq. 22, which can then be substituted into Eq. 4 
to calculate the corresponding distance to the detector, ldet.min: 
L C
sep.min
5min( , )µ µ wl
µ
   (36) 
det.min sep.min propl l l   (37) 
Between ldet.min and ldet.instr.min, the larger value is used as the recommendation: 
 det det.min det.instr.minmax ,l l l  (38) 
Optimization of ldet fails if ldet.min > ldet.instr.max, with a suggestion to improve Δµ by modifying 
separation conditions (e.g., by choosing a BGE that results in a slower EOF). 
Step 3. Once ldet is defined, the range of optimum values of E can be determined. The choice 
of E should satisfy all of the remaining conditions, presented in Eqs. 27, 28, 30, and 31. The 
maximum acceptable E is limited by 4 parameters: Vinstr.max, Iinstr.max, Tcool.min, and τ: 
60 
instr.max
max.V
det out
VE
l l
   (39) 
instr.max
max.I 2
IE
r

  (40) 
2
1 1 2 0 ef.goal cool.min
max.Tef
2
4 ( )
2
m m m m T T
E
m
      (41) 
on eq off
max.τ
( [T] )
0.15
w k k
E 
   (42) 
where m2, m1, m0 are coefficients determined by approximating the relationship between E and 
Tef by a second-order polynomial; and ρ is the experimentally measured resistivity of the BGE, 
calculated as: 
2
av
E r
I
   (43) 
The minimum acceptable E is limited by 4 parameters: Vinstr.min, trun.max, tdis, and τ: 
instr.min
min.V
det out
VE
l l
   (44) 
sep
min.trun
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E
t   (45) 
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  (46) 
on eq off
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0.6
w k k
E 
   (47) 
The most conservative range of acceptable values of E is defined by the smallest of the 
maximum values and the largest of the minimum values. 
max max.V max.I max.Tef max.τmin( )E E ,E ,E ,E  (48) 
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min min.V min.trun min.dis min.τmax( )E E ,E ,E ,E  (49) 
range max minE E E   (50) 
The interval between Emin and Emax represents the set of all acceptable values of E. Since 
choosing a value from this interval smaller than Emax will lead to an unnecessarily prolonged 
experiment, Emax is used as the recommendation. Optimization of E fails if Erange is smaller than 
zero. There is one special case: when Emin is defined by Emin.dis (i.e., if C becomes undetectable 
before it can reach the detector even at the highest E), it may be possible to find an acceptable set 
of conditions by shortening lsep. This can be achieved by increasing lprop beyond the value 
required to propagate the sample through the inefficiently cooled portion of the capillary. The 
longest lsep which allows for the complex to be detected, lsep.dis, as well as the adjusted lprop can be 
calculated as follows: 
sep.dis dis L C maxmin( , )l t µ µ E  (51) 
prop det.instr.min sep.disl l l   (52) 
The resulting separation quality must still satisfy condition 26, thus, the algorithm fails if the 
calculated lsep.dis < lsep.min. Optimization of E also fails if the determined Emax leads to Tinef ≥ Tboil, 
with the suggestion to decrease the generation of Joule heating (e.g., by increasing the resistivity 
of the BGE), or by improving heat dissipation (e.g., by decreasing r). 
Step 4. If the user wishes to perform analysis in the shortest possible time (a common goal in 
analytical applications), the algorithm completes at the end of Step 3. However, if the user 
wishes to achieve the best possible separation, i.e., to maximize S (a common goal in preparative 
applications), then the algorithm proceeds with iterative maximization of S, by increasing lsep. 
Maximum lsep is limited by the smaller of the values between ldet.instr.max and lsep.dis. 
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sep.max det.instr.max sep.dismin( )l l ,l  (53) 
Due to a circular dependence between lsep.dis, Emax, and ldet, the value of lsep.max cannot be 
calculated directly, but must be approached iteratively with “half-step” increments. Every 
iteration begins by estimating an updated value of ldet (ldet.new) which will yield increased 
separation while being limited by lsep.dis. An estimate value of lsep.dis is calculated by Eq. 51, 
using the current value of Emax, but to avoid overshooting the goal, ldet.new is increased by half of 
the difference between ldet value from the previous iteration (ldet.previous) and the latest estimate of 
lsep.dis. 
det.new det.previous det.previous sep.dis prop0.5( ( ))l l l l l     (54) 
Once ldet.new is defined, the algorithm proceeds to step 3, where a new set of values of Emax and 
Emin are calculated. The closer is the estimated lsep.max to its true value, the smaller is the interval 
between Emax and Emin. The iterations are repeated until Erange collapses to a value of 0, or until 
ldet.new = ldet.instr.max. At the end of the iterative procedure, the value of ldet will yield the best 
quality of separation (maximum S), within the limits of condition 27. 
3.3.4. Modifications for preparative applications 
For preparative applications (such as affinity purification or aptamer selection) complex 
detectability may not serve as a useful optimization criterion. Instead, it may be more 
advantageous to define the smallest allowable fraction of intact complex, f, and apply it in the 
calculation of tdis using Eq. 10: 
 
dis
off
ln f
t
k
  (55) 
For example, to improve the yield of affinity purification the users might decide that no more 
than 20% of the initial C may dissociate during an experiment, thus defining f = 0.8. For aptamer 
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selection, on the other hand, it may be useful to define f as a small fraction, and substitute the 
value of koff in Eq. 55 with its maximum desired value, thus defining the stringency of the 
selection process. It may also be advantageous to modify conditions 18 and 19 to increase the 
yield of preparative applications by maximizing complex formation: [L]0 may be set at the 
highest available concentration, while [T]0 may be calculated so that R > 0.9 using Eq. 12. 
3.3.5. Recommended conditions for an initial experiment 
Novel studies of biomolecular interactions begin without any a priori knowledge of their 
properties. The conditions for a study-initiating experiment cannot be tailored for accurate 
determination of Kd and koff, but instead should be aimed at minimizing the odds of producing 
uninformative electropherograms with indistinguishable or missing features. To facilitate 
subsequent optimization, the initial experiment should at the least yield estimates of analyte 
mobilities (µL and µC) and response factors (γL and γC), thus, it must produce an 
electropherogram with discernible peaks of intact C and free L. The best way to achieve this is to 
perform a short experiment (small trun, to prevent complete dissociation of C) at the fastest 
possible rate of separation (small tsep, to prevent excessively large decay bridge or insufficient 
peak separation). Thus, the initial experiment should be performed using the conditions outlined 
in Table 3.2. 
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Table 3.2. Recommendations for experimental conditions for a study-initiating experiment 
Parameter or variable Value 
r smallest available 
[L]0 100σ/γL 
[T]0 5[L]0 
ldet shortest possible (usually 20-30 cm) 
lprop to the edge of the cooled portion 
w shortest possible 
E maximum (voltage- or current-limited) 
Tcool smallest possible 
 
If the preliminary experiment does not yield a detectable C peak and a decay bridge, then the 
[L]0 and [T]0 should be increased 10-fold to promote complexation. If the preliminary 
experiment does not yield a detectable C peak but features a prominent decay bridge, then ldet 
should be shortened to decrease the degree of complex dissociation. 
3.3.6. Software implementation 
All parts of the described algorithm, including the iterative step, can be easily implemented in 
any of the available spreadsheet software, such as Microsoft Excel, or OpenOffice Calc. My 
Excel implementation may be downloaded at http://www.yorku.ca/skrylov/resources.html. 
Besides the described algorithm, my application also includes a NAAP-based electropherogram 
processing subroutine [95], which further reduces user involvement and makes the method more 
convenient and less prone to bias.  
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Figure 3.5. Application of the algorithm to computer simulated experiments. 
Electropherograms were simulated at various non-optimized conditions, representing some of the 
more commonly occurring problematic cases, and were subjected to optimization by the 
developed algorithm. Panel A shows electropherograms before the optimization, while Panel B 
shows the results after algorithm-guided adjustment of experimental variables.  
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To test the performance of our software package, I have generated a number of NECEEM 
electropherograms with non-optimized conditions, subjected them to automatic optimization, and 
then regenerated a new set of electropherograms following the recommendations from the 
software. Electropherograms before and after optimization are presented in Figure 3.5, along 
with the measure of accuracy in koff and Kd extraction. The optimization, essentially, 
“standardizes” the shape of the electropherogram, ensuring that useful information can be 
extracted with the smallest possible error. This is confirmed by the fact that the optimized set of 
electropherograms consistently yields a more accurate combination of values than the non-
optimized ones.  
3.3.7. Practical application 
To test the developed optimization algorithm within a real experimental study, I used a model 
system of MutS protein (target) and a truncated version of its DNA aptamer (ligand). The goal of 
the analytical study was to measure both Kd and koff accurately. First, I defined the study 
parameters: (i) I decided to use the protein storage buffer, 50 mM Tris-HCl pH 7.5 with added 20 
mM NaCl, as the BGE for the measurements in order to avoid any buffer mismatch phenomena; 
(ii) I was interested in studying the interaction at 25 °C; (iii) to minimize sample consumption, I 
chose to perform the measurement in a capillary with an internal radius of 10 µm; (iv) as 
processivity was not a priority, I used the shortest reproducible width of injection plug for the 
employed CE instrument, which is 5 mm. Prior to analysis of the equilibrium mixture, I have 
performed a CE run with only the aptamer at 10 nM, which allowed me to measure 
σ = 4.6 × 109 arbitrary units (a.u.), γL = 1.1 × 107 a.u. M1, and ρ = 4.1 Ωm. I then performed 
another preliminary experiment, where I analyzed an equilibrium mixture prepared with 
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Figure 3.6. Application of the algorithm within an experimental study. NECEEM was used 
to study the interaction between MutS protein and a truncated aptamer (with decreased affinity). 
Panel A: electropherogram resulting from a non-optimized experiment. This electropherogram 
was subjected to the software implementation of the algorithm and failed the validation test. 
Panel B: recommendations from the software were applied to a new experiment, which resulted 
in the presented electropherogram. The electropherogram in panel B passed the validation test. 
[L]0 ≈ 100σ/γL (10 nM) and the highest possible [T]0 (4.5 µM), which saturated the binding 
between T and L and allowed me to measure γC = 0.9γL. The initial analytical experiments were 
performed by following the recommendations described in Section 3.3.5 on page 63: the first 
experiment was performed at [L]0 ≈ 100σ/γL, but no complex peak was detected; thus, [L]0 was 
increased 5-10 fold until a prominent complex peak was observed. A resulting electropherogram, 
presented in Figure 3.6A, contained both peaks but did not contain a discernible decay bridge. 
The electropherogram was subjected to validation and optimization using the algorithm and was 
rejected based on the unsatisfactory combination of initial concentrations and a small value for τ. 
The software provided the following recommendation: decrease initial concentrations to 
[L]0 = 60 nM and [T]0 = 300 nM; decrease ldet to 10 cm, and decrease E to 66 V cm1. These 
recommendations were applied to a second analytical experiment, along with the desired values 
for the experimental parameters. The resulting electropherogram (Figure 3.6B), contained all of 
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the expected NECEEM features at correct proportions, and when subjected to the algorithm, 
passed the validation test. As a result, the obtained Kd = 350 nM ± 14% and koff = 2.6×104 s1 ± 
8% were accepted as accurate (the presented error is variability in experimental measurements 
based on 3 trials). This demonstrates, that the developed algorithm allows an experiment to be 
optimized and the results validated within only a few experimental runs. 
3.4. CONCLUSIONS 
KCE methods, such as NECEEM, possess a number of unique capabilities that address the 
needs of a wide niche of analytical applications; however, their use is still predominantly limited 
to academic settings, where the opportunities of an educational environment allow the operators 
to become highly skilled CE specialists. To promote the use of KCE in industrial and clinical 
settings, it must be made more accessible to less-experienced users, such that investments in 
operator training can be converted into productive work within the shortest possible time. I 
believe that the presented optimization algorithm can be an efficient tool in the hands of novice 
NECEEM experimenters, which will allow them to produce reliable data while their experience 
with the methodology grows. Gaining familiarity with the inner-workings of the optimization 
algorithm can by itself serve as a valuable educational tool and a basis for developing best-
practices in CE experimentation. I also believe that this optimization algorithm may be an 
important step toward greater automation of NECEEM analysis for applications in the industry. 
Lastly, the presented algorithm may serve as a useful tool during the establishment of the 
analytical design space [96], as part of the implementation of the Quality by Design principles in 
pharmaceutical assay development [97]. Other KCE methods stand to benefit from the 
development of similar optimization approaches. 
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Chapter 4.  NECEEM Analysis of DNA in Physiological Conditions 
The presented material was published previously and reprinted with permission from 
“Kanoatov, M.; Krylov, S.N. Analysis of DNA in phosphate buffered saline using kinetic 
capillary electrophoresis. Analytical Chemistry, 2016, 88, 7421–7428”. Copyright 2016 
American Chemical Society. 
My contribution to the article was: (i) making the initial observations about the nature of the 
artifact, (ii) formulating the research plan, (iii) performing all of the experiments, (iv) writing the 
manuscript. 
4.1. IMPORTANCE OF MEASUREMENTS IN PHYSIOLOGICAL 
CONDITIONS 
Due to the remarkable charge density and the easily predictable size-to-charge ratio of its 
chains, electrophoresis-based methods have been especially useful in analysis and manipulation 
of DNA [98]. In particular, CE methods have been instrumental in such applications as DNA 
sequencing [99], hybridization assays [100, 101], and post-synthesis and amplification purity 
control [102]. Furthermore, in the past two decades KCE methods, NECEEM in particular, have 
become an attractive means to study the kinetics and thermodynamics of interactions between 
DNA and their binding partners (ligands) [39, 51], and to select DNA aptamers with high 
efficiency [93]. 
Like all electrophoresis-based methods, NECEEM is limited in the type of run buffers it is 
compatible with. A review of recent literature has revealed that the vast majority of KCE 
experiments, either aimed at analysis of DNA or other types of molecules, are performed using a 
narrow set of low ionic strength and low ionic mobility run buffers, with Tris and tetraborate 
solutions of 20-50 mM ionic strength being the most common [74, 78, 79, 91, 95, 103-108]. 
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Preference for these buffers is often justified by their relatively small degree of Joule heating and 
slow time of ion depletion. The restricted variety of compatible run buffers, however, is a major 
drawback of NECEEM, as in some cases it may weaken the relevance of produced analytical 
data to the corresponding processes in cells. Affinity interactions are sensitive to their 
environment, and may be altered by such factors as the ionic strength of the solution, its pH, 
temperature, and the presence of co-factors and stabilizing agents. Thus, for NECEEM 
measurements to be meaningful, affinity experiments must be performed in environments that 
enable the studied molecules to assume their natural, or intended, conformation. As DNA 
aptamers are often created for use as in vivo imaging probes, drug delivery vectors, and even 
drugs themselves [109], selection and analysis of such DNA aptamers must be performed under 
physiological conditions, e.g. in PBS, the most commonly used physiological buffer in biology 
and medicine. Our own experience shows (as it will be exemplified in this Chapter) that results 
of NECEEM measurements performed in non-physiological buffers often diverge from values 
obtained by alternative methods in PBS. Thus, NECEEM would benefit greatly if they could be 
performed with PBS as the run buffer. Despite the obvious advantages of such applications, PBS 
has been used as a CE run buffer only a few times [110-113]. More surprisingly, I did not find 
any reports where PBS was used as a CE run buffer for analysis of DNA samples. 
In this Chapter, I test the suitability of PBS as a NECEEM run buffer for analysis of DNA-
ligand binding and show that its use under standard NECEEM conditions renders DNA 
undetectable. I show that this previously unreported detrimental effect is caused by a 
combination of phenomena which include: (i) rapid buffer depletion, (ii) unstable EOF, (iii) 
severe peak broadening, and (iv) extremely low mobility of DNA. After unraveling the causes 
for this compounded effect, I suggest an approach to overcome the DNA detection problem in 
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PBS by employing a pressure-assisted modification of NECEEM. I demonstrate the feasibility of 
this approach by applying it to a study of an experimental model of a PDGF protein and its DNA 
aptamer. I show that the results obtained in PBS run buffer (PBS-NECEEM) are much closer to 
previously reported values than the results obtained with a conventional CE buffer (CB)-
NECEEM. This approach significantly improves the analytical value of NECEEM by making the 
results more relevant to in vivo applications. 
4.2. EXPERIMENTAL SECTION 
4.2.1. Materials 
All chemicals and buffer components were purchased from Sigma-Aldrich (Oakville, ON, 
Canada) unless otherwise stated. Human PDGF recombinant protein was purchased from R&D 
Systems (MN, USA). Fused-silica capillaries were purchased from Molex (AZ, USA). DNA 
aptamer (36t) with affinity toward PDGF protein was selected previously by others [114], and 
was custom synthesized by Integrated DNA Technologies (Coralville, IA). The nucleotide 
sequence of the Alexa Fluor 488-labelled, ssDNA aptamer was: 5'- Alexa 488 - CAC AGG CTA 
CGG CAC GTA GAG CAT CAC CAT GAT CCT GTG - 3'. NanoDrop-1000 spectrometer 
(Thermo Scientific, Wilmington, DE) was used to verify DNA concentration in the stock 
solution by measuring light absorbance at 260 nm, and dividing the absorbance by a 
manufacturer-provided extinction coefficient. The concentration of the PDGF protein was 
measured using a BCA assay kit from ThermoFisher Scientific (Waltham, MA) according to 
manufacturer’s instructions and using the same spectrophotometer. 
4.2.2. Capillary electrophoresis 
All CE experiments were carried out using P/ACE MDQ instrument (Beckman Coulter, 
Mississauga, ON), equipped with a standard fluorescence detector and a 488 nm line of 
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continuous Wave Solid-State laser (JDSU, Santa Rosa, CA) for fluorescence excitation. Runs 
were performed in uncoated fused-silica capillaries with inner radii of 37.5 µm and outer radii of 
180 µm. Capillaries of total lengths of 30 or 50 cm were used as denoted. In both cases, the 
detection window was 10.1 cm away from the outlet end of the capillary. Times of pressure 
application which yielded desired volumes of hydrodynamic injection were calculated using CE 
Expert software, version 2.2 from Sciex (Concord, ON), for each given total length of the 
capillary. 
Two electrophoresis run buffers were compared in these experiments: CB: 50 mM Tris-HCl 
pH 7.4; and PBS: 8.1 mM Na2HPO4, 1.5 mM KH2PO4, 137 mM NaCl, 2.7 mM KCl, pH 7.4. 
Both the inlet and the outlet reservoirs always contained the electrophoresis run buffer of choice. 
Prior to every run, the capillary was rinsed with the run buffer at 20.0 psi (138 kPa) for a time 
sufficient to pump 10 capillary volumes. At the end of each run, the capillary was rinsed with a 
succession of 100 mM HCl, 100 mM NaOH, and deionized water, at the same pressure/time 
settings. The samples were injected into the capillary, which was pre-filled with the run buffer, 
by a 0.50 psi (3.4 kPa) pressure to yield a 5 mm-long sample plug. 
To test if the DNA sample interacts with the walls of the capillary, a sample of 50 nM DNA 
was driven through the capillary by 0.5 psi (3.4 kPa) pressure, with subsequent washes with 
100 mM NaOH and 100 mM HCl, at the same pressure. The length of the capillary to the 
detector was 10.1 cm (total length of the capillary was 30 cm). 
4.2.3. NECEEM 
NECEEM experiments were performed to study the interaction between PDGF protein and its 
DNA aptamer. Total capillary length in NECEEM experiments was 50 cm. Plugs of equilibrium 
sample mixtures were injected from the inlet end of the capillary and electrophoresis was carried 
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out with the anode at the injection end (inlet end). The sample mixture was propagated through 
the uncooled portion of the capillary by injecting a 4 cm-long plug of running buffer with a 
0.50 psi (3.4 kPa) pressure at zero voltage [44]. Dilutions of all sample components were 
prepared with the electrophoresis run buffer, to minimize issues from electrolyte mismatch 
between the sample plug and the run buffer. Sample mixtures were incubated at room 
temperature for 15 min prior to injection to achieve equilibration in the binding reaction. To 
ensure the best accuracy of the measured Kd values, the concentrations of equilibrium mixture 
components were adjusted based on Kd values obtained from preliminary experiments according 
to the criteria described in Section 3.3.2 on page 50. The presented NECEEM experiments were 
performed with protein concentrations similar to preliminary Kd, while the concentration of the 
aptamer was lower than the preliminary Kd. For the CB experiments the final concentrations of 
equilibrium mixture components were: 100 nM PDGF, 40 nM aptamer and 100 nM boron-
dipyrromethene (BODIPY), used as an internal standard and EOF marker. Electrophoresis was 
carried at a 500 V/cm electric field. The capillary coolant temperature was set to 21 °C. The 
internal capillary temperature of 25 °C (in the cooled region) was calculated using SUMET [53, 
54]. For PBS experiments, the final concentrations of equilibrium mixture components were: 
5 nM PDGF, 1 nM aptamer, and 2.5 nM BODIPY. In addition, 1 mg/mL of BSA protein was 
added to the equilibrium mixture to prevent adsorption of DNA onto the plastic sample vial. 
Electrophoresis was carried at a 200 V/cm electric field. The capillary coolant temperature was 
set to 22 °C, with internal capillary temperature calculated to be 25 °C. Further, for PBS-
NECEEM experiments, a pressure of 0.30 psi (2.1 kPa) was applied from the inlet end of the 
capillary to supplement the electric field. Each experimental point was measured in triplicates, 
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with a fresh equilibrium mixture prepared for each replicate. Electropherograms were analyzed 
using NAAP area deconvolution software [95]. 
4.2.4. Mobility measurements 
To estimate the mobility of DNA with the standard NECEEM procedure, a sample mixture of 
1 µM BODIPY (mobility marker), 100 nM fluorescein (mobility marker), 100 nM DNA aptamer 
and 1 mg/mL BSA were used. Electrophoresis was performed in both buffers using the same 
conditions as in the NECEEM experiments, except that, in the PBS experiments, no pressure was 
co-applied with the electric field. 
To estimate the mobility of DNA in a capillary with a shortened effective length, the post-
injection pressure propagation step was modified to increase the pressure propagation distance to 
9 cm. A 30-cm (total length) capillary was used for these experiments, with a sample being 
injected from the outlet end of the capillary. This reduced the distance between the initial sample 
position and the detection window to 1.1 cm. The electric field was applied with the positive 
electrode at the injection end (outlet). Due to the poor separation in the very short effective 
length of the capillary, fluorescein was excluded from the sample mixture to avoid its 
convolution with the BODIPY peak. 
To estimate the stability of EOF over time, a 30-cm (total length) capillary was used, with 
sample injected from the outlet end of the capillary, and the electric field applied with the 
positive electrode at the same end. Plugs of 100 nM BODIPY were injected into the capillary 
with intervals of 260 s, and electrophoresis was carried out without run buffer replenishment 
between the injections. No pressure propagation of the sample was applied after each sample 
injection. Signal was only recorded during electrophoresis, and not during vial change-over and 
sample injection. After all of the electrophoresis steps, a small volume of the buffer from 
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electrophoresis reservoirs was deposited onto Alkacid Test Ribbon (ThermoFisher Scientific, 
Waltham, MA) to approximate the pH of the solution. 
4.2.5. Peak broadening measurements 
For all experiments aimed at characterizing the peak broadening phenomena, electrophoresis 
was performed as described in Section 4.2.4, with the exception that no sample propagation was 
applied in the CB experiments. A 10.1-cm to detector capillary was used. For all PBS 
experiments, the post-injection pressure propagation step was 9 cm, making the distance between 
the initial sample position and the detection window 1.1 cm. 
4.2.6. Characterization of pressure-assisted NECEEM 
To characterize the effects of pressure-assisted NECEEM on the shape of the DNA peak, as 
well as the reproducibility of experiments, electrophoresis was performed as described in 
Section 4.2.4. The length of the capillary to the detector was 39.9 cm (total length of the 
capillary was 50 cm). Peak asymmetry factor (PAF) was calculated as follows: 
front tail
front tail
PAF= A A
A A

  (56) 
where Afront and Atail are front and tail areas of the peak, respectively, separated at the peak 
maximum. Values of PAF range between −1 and 1, with the value of 0 corresponding to a 
perfectly symmetric peak. 
4.3. RESULTS AND DISCUSSION 
4.3.1. Issue with DNA detectability in PBS-NECEEM 
To illustrate how the choice of a run buffer can influence NECEEM results, I performed 
experiments with a binding pair of PDGF protein and its DNA aptamer. The aptamer for PDGF 
protein has been selected in PBS. As a point of reference, the Kd of the interaction measured in 
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PBS using nitrocellulose binding assay was reported as 96 pM [114]. I first performed NECEEM 
with a conventional CE run buffer (CB), 50 mM Tris-HCl, which has the same pH of 7.4 as PBS, 
but a 3-time lower ionic strength. The in-capillary temperature was calculated to be 25 °C. The 
Kd value, which resulted from these CB-NECEEM experiments, was 56 nM (Figure 4.1), almost 
three orders of magnitude higher than the value reported in the original publication on the 
PDGF-aptamer interaction. 
To test if this buffer difference could be responsible for such a drastic discrepancy in 
measured Kd, or if it arises from more inherent differences in the methodologies, I set out to 
perform NECEEM experiments with PBS as the run buffer. Based on the available 
recommendations from the literature, I expected that the main difficulty in using PBS will lie in 
excessive Joule heating due to its high ionic strength and high mobility of its ions, compared to 
conventional CE buffers. This issue was relatively simple to handle, as convenient in-capillary 
temperature determination methods, i.e. SUMET [53, 54], allowed me to select the strength of 
the applied electric field which results in the desired temperature. Thus, for the PBS-NECEEM 
experiments, I decreased the applied electric field to yield the same 25 °C in-capillary 
temperature as in CB-NECEEM. The results of the experiment were quite unexpected. As seen 
in Figure 4.2, the two migration markers, which were included in the sample mixture, had  
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Figure 4.1. NECEEM analysis performed in CB. Sample contained 100 nM BODIPY, 
100 nM PDGF, and 40 nM aptamer. The resultant Kd is significantly higher than the value 
obtained using nitrocellulose binding assay performed in PBS. Asymmetry in the free DNA peak 
is due to the presence of short DNA sequence impurities.  
traveled to the detector with velocities only twice slower than in CB-NECEEM; the signal for the 
fluorescently labeled DNA, however, did not appear even after 3 h of electrophoresis. The same 
was true in both the presence and absence of the protein target and for experiments performed 
with electrode polarities in both positive-to-negative and negative-to-positive arrangements. 
These results reveal a potential reason as to why the use of PBS as a CE run buffer  
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Figure 4.2. Lack of DNA detectability in PBS-NECEEM. A sample mixture of 1 µM 
BODIPY, 100 nM fluorescein and 100 nM of fluorescently labeled DNA aptamer was analyzed 
by CE with two different running buffers: CB (top trace) and PBS (bottom trace). In PBS, while 
both migration markers, BODIPY (neutral) and fluorescein (negative) are detected, DNA is not 
detected even after 3 hours of analysis. The PDGF target was not included in these experiments. 
Migration times of BODIPY reflect velocity of EOF. 
for analysis of DNA had not been previously documented, despite the attractiveness of such an 
application. It had become apparent that to facilitate PBS-KCE experiments a better 
understanding of phenomena underlying the DNA detectability problem is required. 
Possible reasons for analyte-specific lack of detectability in CE-LIF can be reduced to three 
basic causes: (i) reduced detectability of the fluorophore label in a given environment; 
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(ii) insufficient duration of the experiment for the analyte to reach the detector; or (iii) severe 
smearing of an analyte over the length of the capillary. To eliminate the observed artifact we 
need to understand which of these possible causes contribute to the lack of DNA detectability. 
4.3.2. Fluorescence intensity 
The most discernible reason for the lack of sample detectability in LIF is the poor intensity of 
fluorescence. The intensity of a fluorophore strongly depends on its environment [115], and the 
fluorescent label on the employed DNA aptamer may have a diminished capacity to absorb or 
emit photons in the PBS buffer. To decouple the effects associated with fluorescence intensity 
from the effects associated with electrophoretic migration, I tested if the fluorescently labeled 
DNA can be detected with pressure-driven propagation through the capillary. As the presence of 
PDGF did not influence the outcome of the previous runs, I simplified the sample mixture by 
excluding the protein from all of the subsequent experiments, unless otherwise stated. As shown 
in Figure 4.3A, fluorescence from labeled DNA was observed with pressure-driven propagation, 
albeit with poor signal repeatability. I had previously reported on this repeatability issue in DNA 
analysis which is caused by the interaction of DNA with the walls of the vial used for sample 
mixture preparation [116]. Interestingly, this behavior seems to be more prominent in PBS than 
in CB, suggesting that the additional ions in PBS facilitate the interaction of DNA with the 
plastic walls of sample vials. To minimize this behavior, I have added 1 mg/mL of BSA to the 
sample mixture to passivate the surface of the vial, which has dramatically improved the 
repeatability of signal intensity (Figure 4.3B). It should be noted, that using BSA as a surface 
passivating agent may not be suitable for all applications, and users are encouraged to consider 
some of the many available alternatives depending on the specifics of the experiment [116]. 
These experiments show that the fluorescence of Alexa Fluor 488-labelled DNA is not 
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suppressed in PBS. This is not a surprising finding, as Alexa Fluor 488 is known to be resilient to 
environmental changes, such as pH and temperature, and is routinely used in PBS [117, 118]. To 
test if the DNA-vial interaction was responsible for the lack of DNA detectability in PBS-
NECEEM, I have performed electrophoresis with the BSA-containing sample, but still failed to 
observe the DNA peak. This suggests that electrophoresis plays a central role in the DNA 
detectability problem. To avoid the signal repeatability issue due to adsorption of DNA to the 
vial walls, all subsequent experiments were carried out with 1 mg/mL BSA added to the sample 
mixture. 
 
Figure 4.3. Signal repeatability of fluorescently labeled DNA in CB and PBS buffers.A plug 
of 10 nM DNA was propagated through 10.1 cm of capillary length to detector (total length of 
capillary was 30 cm) by 0.30 psi (2.1 kPa) pressure. Six repetitions of each experiment were 
conducted in the chronological order signified by trace colors and presented in the legend. In 
each panel, top set of traces were obtained with CB as the sample and the run buffers, while 
bottom set was obtained with PBS. Panel A: signal repeatability with no additives in the sample; 
Panel B: signal repeatability with 1 mg/mL of BSA added to the sample for vial surface 
passivation. Addition of BSA significantly improves signal reproducibility. Fluorescence 
efficiency of labeled DNA in PBS is similar to one in CB. 
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4.3.3. Analyte velocity 
In CE, an analyte may not be detected if an insufficient amount of time had been allotted for it 
to reach the detector. Even though my previous PBS-NECEEM experiments had lasted for 3 h, 
an excessive time for a typical CE run, it might not be sufficient if the analyte velocity is less 
than 1 mm min1. To directly measure a low velocity in a manageable timeframe I needed to 
perform electrophoresis in a shorter length of capillary. While the employed commercial CE 
instrument allows a minimum of 10-cm capillary length to the detector, the effective distance of 
migration can be shortened further by pressure-propagating the sample closer to the detector 
before the application of the electric field. By employing this technique, I performed 
electrophoresis with the sample plug starting position being 1.1 cm away from the detector. 
Shortening the electrophoresis distance had allowed me to observe the DNA peak in PBS-KCE 
(Figure 4.4), which migrated with low velocities in a range of 0.2-0.6 mm min1. At this range 
of velocities, it would take over 20 h for DNA to traverse the standard capillary length to the 
detector of 40 cm. To understand what causes the DNA to slow down to a near-stationary 
migration in PBS-NECEEM, we need to take into account the different mobility vectors that 
define it. The velocity of an analyte in CE is determined by its total mobility (µtot) and the 
strength of the applied electric field. The above measurement shows that µtot of DNA is 
~0.003 mm2 V−1 min−1. In bare-silica capillaries, µtot of DNA is a sum of two opposing vectors: 
mobility of the EOF (µEOF), directed toward the cathode, and the electrophoretic mobility of 
DNA (µeph), directed toward the anode. EOF is a bulk flow, meaning that its mobility vector 
affects all analytes equally. The magnitude of µEOF is inversely proportional to the ionic strength  
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Figure 4.4. Mobility of DNA in PBS-NECEEM. The experiments were performed in 11 mm 
effective capillary length. A plug of 1 µM BODIPY and 100 nM fluorescently labeled DNA 
aptamer was injected into a 10.1 cm to detector capillary and was propagated by pressure 9 cm. 
The three stacked traces show trials of the same experiment in chronological order (first 
experiment at the bottom, last at the top). DNA migration velocity has very poor repeatability. 
of the solution, and since the ionic strength of PBS is greater, its µEOF is lower than in CB, 
2.25 mm2 V−1 min−1 and 3.85 mm2 V−1 min−1, respectively (Figure 4.2). The near-stationary µtot 
of DNA, thus, can arise if the magnitude of µeph is similar to the magnitude of µEOF. Interestingly, 
the µeph of DNA in CB-NECEEM is −2.20 mm2 V−1 min−1 (negative sign signifies that it opposes 
the flow of the electrical current), suggesting that it does not change significantly upon transition 
from CB to PBS. 
Besides revealing the small magnitude of DNA µtot, results in Figure 4.4 reveal two additional 
complications: first, the migration of DNA in PBS-NECEEM has very poor repeatability, with 
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elution times ranging between 20 to 60 min; second, the peaks manifested significant broadening 
and loss of intensity. It is possible that the poor repeatability of DNA migration time, observed in 
Figure 4.4, was caused by imprecisions in the pressure propagation step, introduced to shorten 
the effective capillary length; however, a similar experiment performed with CB demonstrates 
that sample propagation by itself does not cause migration repeatability issues (Figure 4.5), 
establishing the fact that these effects are tied to electrophoresis in PBS. Many (if not most) 
migration no-repeatability issues in CE are caused by inconsistent velocities of the EOF. Unless 
the analyte undergoes a time-dependent change in its molecular size-to-charge ratio, or the 
applied electric field strength is imprecisely controlled (both issues are rare), the µeph of an 
analyte remains stable. In contrast, even under optimized conditions the µEOF fluctuates in 
response to changes in the ionic strength of the buffer and the conditioning of the capillary 
surface and slight variations in pH and temperature [119]. In conventional CE experiments, when 
analyte mobilities are relatively high, small variations in EOF result in insignificant changes to 
µtot; however, when µtot is small, the same variations in EOF will have a pronounced impact on 
the repeatability of analyte migration. Moreover, it is likely that the stability of EOF in PBS is 
worse than in CB. Electric current passing through an electrolyte solution causes ion depletion 
and formation of pH gradients, as consequences of electrophoresis and electrolysis, respectively. 
In CB-KCE these changes occur on a much larger time scale than the time of analysis, ensuring 
that constant velocities are maintained throughout the experiment. Compared to CB, PBS 
consists of smaller, more mobile ions, and has a lower buffering capacity, making it likely that 
considerable depletion of ions and establishment of pH gradients occur before analysis is 
complete. All of these instabilities will have a pronounced effect on µEOF. 
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Figure 4.5. Effects of pressure propagation step on precision of µeph measurements in CB. 
All analyses were performed with the sample mixture of 50 nM DNA aptamer and 1 mg/mL 
BSA. The bottom set of traces shows migration of DNA in CB electrophoresis experiment 
without pressure propagation, and serves as a reference point for reproducibility, velocity, and 
peak widths. The top set of traces shows migration of the same DNA sample after it was 
pressure-propagated 9 cm closer to the detector. The pressure propagation step was performed 
the same way as in experiments described in Figure 4.4. The electrophoresis step was performed 
at a reduced strength of applied electric field (50 V/cm) to account for higher velocity of EOF in 
CB. Based on the velocity value from the bottom trace, the accuracy of the pressure propagation 
step is estimated to be within 0.03 mm, with a precision of 0.05 mm. Pressure propagation step 
increases the peak width 2.3-times. Thus, the introduction of the pressure propagation step 
cannot account for the poor repeatability of migration times and peak broadening observed under 
similar conditions in PBS. 
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To assess and compare the stability of EOF in CB and PBS, I conducted an interval injection 
experiment, in which several injections of neutral marker were made at equal time intervals, and 
electrophoresis was performed without buffer replenishment between the injections (Figure 4.6). 
Any changes in the elution time of the neutral marker with consecutive injections indicate a 
change in µEOF and signify the depletion of the buffer in the reservoirs. As expected, for CB the 
elution velocity of the neutral marker remained stable over the 20 min duration of the 
experiment. For PBS, however, within the first 14 min of electrophoresis the velocity of EOF 
had decreased sufficiently to prevent marker detection. This confirmed my speculations about 
the susceptibility of PBS to fast ion depletion. Interestingly, no significant pH or conductivity 
changes were observed in the PBS buffer reservoirs after the 14 min of electrophoresis, 
suggesting that the decrease in µEOF was predominantly caused by the change in non-proton ion 
content of the buffer. Given the complicated and transient nature of surface charge distribution in 
response to a changing ionic background, it is the most likely explanation for the poor 
repeatability of migration times in PBS-KCE. 
The poor stability of EOF in PBS-NECEEM suggests that the above-measured estimate of 
DNA’s µtot = 0.003 mm2 V−1 min−1 represents a time-averaged value; i.e. its magnitude is larger 
in the beginning of the experiment and becomes smaller as buffer depletion continues. It may 
even be possible, if allowed enough time, that µEOF decreases to a point that µtot of DNA becomes 
negative, causing the DNA molecules to start migrating back toward the anode, never reaching 
the detector. As such, it is important to perform PBS-KCE experiments in less than 10 min, 
before the effects of buffer depletion set in. 
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Figure 4.6. EOF stability test. A plug of 100 nM BODIPY was injected every 260 s, and 
electrophoresis was carried out between the injections from the same set of buffer reservoirs. 
Elution time of the neutral marker peak from the time of each injection (marked by the arrow and 
dotted vertical line) is indicative of the EOF velocity over the increasing time of electrophoresis. 
Experiment was performed with CB (top trace) and PBS (bottom trace) as run buffers. No 
signal was recorded during vial switching between sample injection and electrophoresis steps. 
PBS buffer depletion occurs just under 14 minutes. 
4.3.4. Peak broadening 
Lastly, as observed in Figure 4.4, electrophoresis in PBS causes the width of the DNA peak 
to increase by approximately 10-times compared to peak widths in CB (after normalizing by 
residence time in the detector). Some of this peak broadening can be ascribed to the pressure-
propagation step, which was introduced to decrease the effective length of the capillary to 
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1.1 cm, as it increases peak widths by approximately 3-times (Figure 4.5). However, all of my 
NECEEM experiments incorporate a pressure-propagation step to avoid the uncooled portion of 
the capillary, meaning that this level of broadening will be present in all my experiments. 
Additional peak broadening, however, can aggravate the issue of poor DNA detectability, if the 
local concentration of the analyte decreases below the limit of detection in significant parts of the 
sample zone. 
In CE, peak smearing can occur either as a result of electro-dispersive phenomena (e.g. anti-
stacking), sample interaction with the walls of the capillary or due to the interaction of the 
analyte with other species in the solution. Electro-dispersive peak smearing (anti-stacking) 
occurs when the ionic strength of the sample solution is significantly higher than that of the run 
buffer [34]. In my experiments, the sample buffer was always matched to the run buffer, 
eliminating the possibility of anti-stacking. Moreover, anti-stacking affects all analytes in the 
sample, while in my previous tests no signs of dispersal for peaks of BODIPY or fluorescein 
were observed (Figure 4.2). The surface of a bare-silica capillary has a negative charge, same as 
the charge of DNA, which makes the attractive interactions between the DNA molecules and the 
walls of the capillary unlikely. Nevertheless, to exclude the possibility of ion-facilitated DNA-
silica interactions, I have conducted a pressure propagation test for analyte adsorption onto 
capillary walls, as described previously [120], where a sample of DNA is driven through the 
capillary by pressure, with subsequent washes with NaOH and HCl. The harsh pH conditions 
disrupt electrostatic interactions between the sample and the walls and allow the adsorbed 
molecules to elute and be detected. Expectedly, during both the NaOH and HCl washes no 
additional elution of DNA was observed, suggesting that no adsorption of DNA on the capillary 
walls occur (Figure 4.7). 
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Figure 4.7. Analysis of DNA adsorption onto capillary walls.Lack of additional elution of 
DNA during the base and acid washes suggests that no adsorption of DNA on capillary walls 
occurs. 
In PBS-KCE experiments, DNA is always surrounded by a high concentration of Na+ and K+, 
which can interact with its backbone and partially neutralize its charge. If these counterion-DNA 
complexes are stable over a comparable amount of time that it takes to spatially separate DNA 
molecules of various degree of neutralization (i.e. on the order of seconds or minutes), then 
dynamic peak broadening will ensue. In fact, the KCE technique of ECEEM relies on such peak 
broadening to measure the kinetics of molecular interactions [121]. As it will be further 
discussed in Chapter 5, I have shown that DNA can form stable complexes with metal 
counterions, including Na+ and K+, which dissociate on a minute-timescale. 
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Figure 4.8. Dynamic peak broadening in PBS. Comparison of widths of DNA peak in CB 
(blue trace), 2-times diluted PBS (0.5×PBS, red trace), and non-diluted PBS (1×PBS, black 
trace). Data shown is after normalization by residence time in the detector; the normalization was 
done by applying a multiplier to the x-axis equal to the reciprocal of the migration time of the 
peak. After normalization, the DNA peak width in non-diluted PBS is 3.2 times wider than in 2-
times diluted PBS. This suggests that the ionic strength of the buffer plays a role in peak 
broadening. The 3-times increased peak width between CB and 2-times diluted PBS is not due to 
the difference in ionic content (as the concentration of the major ionic species is similar), but due 
to the pressure propagation step. 
Such interactions, thus, are a feasible explanation for the observed peak broadening. To verify 
this hypothesis, I have performed electrophoresis in a 2-time dilution of PBS and observed 
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approximately 3-time reduction in peak width when normalized by migration velocity (Figure 
4.8). These observations strongly support the notion that DNA peak broadening in PBS-KCE 
occurs as a result of its interaction with the increased background of counterions. In this 
scenario, the longer the DNA sample is subjected to electrophoresis in the high ionic strength 
environment, the broader its peak becomes; thus, decreasing the duration of PBS-KCE 
experiments should help mediate this issue as well. 
4.3.5. Pressure-facilitated NECEEM 
The phenomena described in the previous sections combine in a synergistic manner. The near-
stationary migration of DNA causes its retention time to be excessively long, while buffer 
depletion and peak broadening are progressively aggravated with time. Thus, to alleviate the 
DNA detection issue in PBS-KCE the analysis time must be significantly shortened. The most 
direct approach to achieve this is to reduce the physical length of the capillary; however, given 
the estimates of DNA mobility and ion-depletion time reported in previous sections, the capillary 
would have to be shortened to less than 1 cm, a feature difficult to implement. This can be 
somewhat offset by increasing the volume of the buffer reservoirs, to allow for slower buffer 
depletion. However, both of these changes require a high degree of customization to the CE 
instrument. Given the prevalence of commercial CE instrumentation, a convenient solution to the 
DNA detectability problem in PBS-KCE should rely on commonly available features and 
capabilities of such tools. An alternative approach to reducing CE analysis time, which is easily 
realized in most CE machines, involves supplementation of electrophoresis with a pressure-
driven hydrodynamic flow. This, essentially, adds an additional velocity vector to all analytes, 
which offsets the drop in µEOF in PBS, and brings µtot of DNA to a more practical magnitude. 
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Figure 4.9. Effects of pressure-assisted electrophoresis on DNA peak shape. DNA peak 
shape and width as a result of electrophoresis in CB (top trace) and pressure-assisted 
electrophoresis in PBS (bottom trace). Both analyses were performed with a sample mixture of 
50 nM DNA aptamer and 1 mg/mL of BSA. Pressure-assisted electrophoresis increased peak 
width by 1.7 times, and decreased the peak asymmetry factor (PAF) by 10 times. The increased 
peak width is not expected to be detrimental to KCE data analysis, while the improvement in 
peak symmetry is expected to be beneficial, as described previously [55]. 
Since pressure-driven velocity can be finely controlled, the total analysis time in PBS-NECEEM 
can be matched to that in CB-NECEEM, an added advantage for my comparative study. 
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When applying a hydrodynamic flow, we must keep in mind the shape of its profile, which, 
unlike the flat-fronted EOF, is parabolic. A significant flow velocity difference between the 
center and the boundaries of the capillary lumen cause deformation and asymmetry in resulting 
peaks, which makes signal area deconvolution more difficult in NECEEM [55]. This behavior, 
however, can be alleviated by using slow hydrodynamic flows, or by using capillaries of a 
smaller inner radius, in which the parabolicity of the flow profile is smoothed out by transverse 
diffusion. Before performing PBS-NECEEM analysis, I have confirmed that pressure-assisted 
NECEEM in PBS, performed in the same capillary setup as in the previously discussed CB-
NECEEM experiment, does not cause significant peak aberrations (Figure 4.9). These 
experiments were also used to estimate analytical performance parameters of pressure-assisted 
KCE, namely the precision of analyte migration time to the detector, which had a relative error 
of 0.6%, and the reproducibility of peak area measurements for a given analyte, which had a 
relative error of less than 2.4%. 
Using the pressure-assisted NECEEM has, at last, allowed me to perform the analysis in PBS 
which has initiated this troubleshooting effort (Figure 4.10). The Kd value measured with PBS-
NECEEM was 6.2 ± 1.2 nM, which is smaller than the CB-NECEEM results by nearly an order 
of magnitude. This suggests that the conformations of the aptamer and the protein are more 
favorable to form and maintain the complex in the high-ionic environment of PBS, in which the 
aptamer was selected. The Kd value obtained in PBS-NECEEM value is also much closer to the 
results of the nitrocellulose binding assay reported upon the original characterization of the 
aptamer [114]. While the original publication reports the Kd as 0.096 nM, closer inspection of the 
data suggests that this value might have been underestimated. The value was obtained by fitting 
 
93 
 
Figure 4.10. Pressure-assisted NECEEM analysis performed in PBS. The sample contained 
2.5 nM BODIPY, 5 nM PDGF, and 1 nM aptamer. The experiment was performed with an added 
pressure of 0.30 psi (2.1 kPa). The Kd value measured in PBS is significantly closer to the value 
measured by nitrocellulose membrane-binding assay (1 nM), than the value measured in CB  
(56 nM). 
experimental data to a theoretical equation of a binding curve; however, the fairly large variance 
in replicates and abnormalities in the shape of the binding curve, which can be observed in the 
original figure (Figure 5.C in reference [114]), may have caused the fitting algorithm to return a 
value with a significant systematic error. Visual analysis of the published binding curve suggests 
that the half-binding point (which corresponds to Kd for 1:1 interactions) is reached at PDGF 
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concentration of approximately 1 nM, which is a more conservative estimate of the Kd of this 
interaction. With this in mind, the value produced by our PBS-NECEEM (6.2 nM) is in line with 
the re-evaluated characterization data of the aptamer (1 nM). 
4.4. CONCLUSIONS 
The main cause of poor DNA detectability in PBS-NECEEM is the close match between 
time-averaged magnitudes of µEOF and µeph vectors of opposing signs, which combine into a 
near-zero value of DNA µtot. When dealing with phenomena that are based on narrowly defined 
thresholds, it is important to question whether they result from a very specific set of employed 
conditions, or whether they will manifest in a broad range of scenarios. In other words, it is 
important to understand whether other researchers are likely to experience similar problems and 
whether the described method of troubleshooting will be of a wide interest. The use of PBS as a 
NECEEM running buffer is warranted when emulating physiological conditions, a common 
provision in the analysis of biomolecules. Depending on the model organism in question, such 
physiological conditions are defined quite narrowly in terms of temperature, pH, and ionic 
content. PBS, in particular, is universally formulated, with occasional supplementation with sub-
mM concentrations of MgCl2 and CaCl2, which will have a negligible effect on µEOF. 
Theoretically, µEOF depends on the zeta potential of capillary wall (dependent on pH), the 
dielectric constant of the background electrolyte (dependent on ionic strength), and the viscosity 
(dependent on temperature), all factors that will hold constant for all PBS-NECEEM experiments 
that use bare-silica capillaries. As for the µeph of DNA, it remains unchanged across a wide range 
of molecular sizes [122-124], as a result of the nearly constant mass-to-charge ratio of this 
polymer. The use of capillary coatings, especially those that stabilize EOF, might be an 
alternative method to overcome the described issues of poor DNA detectability; however, the use 
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of the negatively charged bare-silica capillaries is preferential in the analysis of DNA due to its 
simplicity and absence of DNA-capillary wall interactions. The use of capillary coatings which 
suppress EOF is not desired, as it will cause issues in the analysis of positively charged DNA 
binders. Under suppressed EOF the negative DNA and any positively charged analytes will 
migrate in opposite directions, making it difficult to quantify both in the same run. Suppressed 
EOF will also lead to longer analysis times (due to slower analyte velocities), which will 
exacerbate the issue of PBS depletion. The use of coatings that reverse the EOF will decrease the 
separation efficiency between DNA and most proteins, large molecules which tend to co-migrate 
with the EOF, making this option non-robust. Due to better heat dissipation properties, 
experiments performed in capillaries of smaller inner-radii may employ higher electric field 
strengths to maintain the required in-capillary temperatures; however, such increases in the 
applied electric field strength would not exceed 2-5 times, and, thus, would not be sufficient to 
decrease the DNA migration time to the detector to a practical level. It should be noted, that 
applying a pressure flow (to decrease the analysis time), while at the same time decreasing the 
strength of the applied electric field (to account for the increased Joule heating) can significantly 
reduce the separation efficiency of CE. In our case, the separation between DNA and the DNA-
protein complex was still sufficient to accurately measure analyte peak areas; however, 
depending on the studied molecules, the experimenters must ensure that a sufficiently long 
capillary is used to allow for a better-than-baseline separation between the DNA and its complex. 
Taking a stock of all these considerations, it is likely that the majority of KCE experiments that 
aim at analysis of DNA-ligand interactions in PBS will experience the described issues. It is 
plausible that the insofar absence of PBS-KCE results for DNA is explained by the fact that 
some researchers have already encountered this problem in the past.  
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Chapter 5.  Non-Uniform Velocity of Homogeneous DNA in a 
Uniform Electric Field 
The presented material was published previously and reprinted with permission from 
“Musheev, M.U.; Kanoatov, M.*; Krylov, S.N. Non-uniform velocity of DNA in a uniform 
electric field: the consequence of electric-field-induced slow dissociation of highly stable DNA-
counterion complexes. Journal of the American Chemical Society 2013, 135, 8041-8046” and 
“Musheev, M.U.; Kanoatov, M.*; Retif, C.; Krylov, S.N. Stable DNA aggregation by removal of 
counterions. Analytical Chemistry 2013, 85, 10004-10007”. Copyright 2013 American Chemical 
Society”.  
(* - equal contribution with the first author) 
My contribution to the articles was: (i) formulating the counterion condensation hypothesis, 
(i) formulating the plan to improve NECEEM separation efficiency without desalting, 
(iii) performing the majority of the experiments, and (iv) writing major parts of the two 
manuscripts. 
5.1. REDUCED PARTITIONING EFFICIENCY OF NECEEM FOR DNA 
MOLECULES 
The efficiency of the separation (partitioning) step in SELEX is crucial to the success of a 
given aptamer selection project. Conventionally, this partitioning is achieved either through 
filtration or liquid chromatography. These heterogeneous-phase separation methods have poor 
efficiencies, as they are prone to non-specific DNA adsorption. As a result, conventional aptamer 
selection projects require multiple repetitions of SELEX, often demanding as many as 20 rounds 
[93]. More importantly, poor efficiency of partitioning often leads to complete loss of aptamer 
sequences, and as a result, to failed SELEX projects. Our lab has pioneered the use of NECEEM 
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for SELEX partitioning [48]. Due to the homogeneous nature of CE separation, it provides a 
significantly improved partitioning efficiency over conventional methods. The use of CE-
SELEX has reduced the average number of required selection rounds from 20 to fewer than 8 
[48]. While significant, this improvement is worse than expected: our theoretical predictions 
suggest that CE partitioning can reduce aptamer selection process down to a single round of 
SELEX. 
All electrophoretic techniques operate under the assumption that in a uniform electric field, 
within a uniform electrolyte, DNA migrates with a velocity that is defined by its polymer length 
and conformation [125]. By extension, it is also assumed that identical DNA molecules migrate 
with a uniform velocity, when diffusion is accounted for. This is confirmed on a daily basis by 
thousands of researchers that observe uniform zones of DNA in properly performed 
electrophoresis experiments. Indeed, when accompanied by prevailing optical or radioactivity-
based detection approaches, electrophoresis produces apparently uniform velocity profiles for 
homogeneous DNA samples. The assumption about the uniform velocity of DNA migration in 
electrophoresis is, thus, widely accepted and not challenged. 
In aptamer selection, however, the products of DNA electrophoresis separation are subjected 
to PCR amplification, a procedure that is much more sensitive to the presence of minute 
quantities of DNA [126]. Through PCR, it has been observed that a considerable amount of 
DNA appears in fractions that, theoretically, should be devoid of it [48]. These unusual 
migration patterns of DNA prevent the partitioning efficiency of NECEEM to approach its 
theoretical maximum. In the past, it has been proposed that this phenomenon is caused by the 
high diversity of structures in the random-sequence DNA libraries used in aptamer selection, but 
this hypothesis was never conclusively proven. 
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This work was partially motivated by our realization that typical electrophoresis experiments 
do not reveal detailed velocity profiles of DNA. They utilize optical or radioactivity-based 
detection approaches which are characterized by relatively poor limits of detection and dynamic 
ranges. Irregularities in DNA velocity cannot be noticed if the amount of DNA that moves with 
irregular velocities is below the LOD. We, hence, decided to study DNA velocity profiles in a 
larger dynamic range of DNA concentrations by using quantitative polymerase chain reaction 
(qPCR). This detection approach has a much lower LOD, when compared to the more commonly 
used alternatives, and can quantitate DNA in a range of concentrations of 10 orders of magnitude 
[127]. In this Chapter, I report on our findings that while the major fraction of DNA molecules 
does migrate with predictable velocities, there exists a fraction of DNA molecules that migrate 
with a wide range of irregular velocities. We have determined that the cause for this velocity 
heterogeneity, within a homogeneous DNA sample, lies in the ability of DNA to form unusually-
stable complexes with its counterions. Irregular DNA migration profiles arise due to electric 
field-induced dissociation of such complexes. Furthermore, I describe another unusual effect of 
the electric field-induced dissociation of DNA-condensed counterions, which causes DNA to 
precipitate out of the solution.  
5.2. EXPERIMENTAL SECTION 
5.2.1. Materials 
All chemicals were purchased from Sigma-Aldrich (Oakville, ON) unless otherwise stated. 
Fused-silica capillaries were purchased from Molex Polymicro (Phoenix, AZ). The deionized 
water was freshly produced by a Millipore Milli-Q UV Plus instrument and had an electrical 
resistance of ~18 M. DNA sequences were custom synthesized by Integrated DNA 
Technologies (IDT) (Coralville, IA). 80-nt DNA samples had an additional HPLC purification 
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cycle to remove truncated oligomers. All synthetic DNA was subjected to a standard desalting by 
IDT, a procedure which is claimed by the company to remove almost completely all of the non-
reacted protective groups and diffusely bound counterions from the DNA samples. All DNA was 
received as lyophilized pellet and resuspended in the sample/run buffer (50 mM Tris-acetate at 
pH 8.3) unless stated otherwise. All electrophoresis and NECEEM experiments were performed 
using 10 µM DNA samples. NanoDrop-1000 spectrometer (Thermo Scientific, Wilmington, DE) 
was used to verify DNA concentrations by measuring absorbance at 260 nm. Values were 
calculated based on manufacturer-provided extinction coefficients. For electrophoretic migration 
studies, a fluorescein labeled ssDNA molecule was employed, with a sequence: 5'- Fluorescein -
CTT CTG CCC GCC TCC TTC CTG GTA AAG TCA TTA ATA GGT GTG GGG TGC CGG 
GCA TTT CGG AGA CGA GAT AGG CGG ACA CT-3'. For dsDNA migration studies, an 
unlabelled complimentary strand was separately synthesized, mixed in at 1:1 ratio, heated to 
90°C and then slowly cooled down to 4°C. For the experiments with a heterogeneous library a 
synthetic ssDNA library of the following sequence was used: 5'- Fluorescein -CTT CTG CCC 
GCC TCC TTC CT -(N40)- AGA CGA GAT AGG CGG ACA CT-3', where N represents a 
random nucleotide.  
In addition to the above-described DNA molecules, electro-dialysis experiments were also 
performed with double-stranded (ds)DNA extract from herring sperm (Sigma-Aldrich), circular 
plasmid DNA purified from bacteria by QIAGEN Midiprep Kit, an AlexaFluor 488-labelled 
ssDNA molecule (5'- Alexa - 488-CTC CTC TGA CTG TAA CCA CGT GCC TAG CGT TTC 
ATT GTC CCT TCT TAT TAG GTG ATA ATA GCA TAG GTA GTC CAG AAG CC-3'), a 
non-labeled ssDNA molecule (5'-GGT GGT GGT GGT GGT GGT GTT TTT TTT TTT TTT 
TTT TTT TTT TTT TTT TTT TTT TTT TTT TTT GGT GGG TGG GTG GGT GG-3'), and a 
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synthetic ssDNA library (5'- Fluorescein -CTT CTG CCC GCC TCC TTC CT -(N40)- AGA 
CGA GAT AGG CGG ACA CT-3'). 
5.2.2. Capillary electrophoresis 
All capillary electrophoresis (CE) procedures were performed using a P/ACE MDQ 
instrument (Beckman Coulter, Mississauga, ON,) equipped with a standard LIF detection 
system. All capillaries were 80 cm-long (70 cm to the detector) and had an inner radius of 
37.5 µm and an outer radius of 180 µm. The Poly(vinyl alcohol)-coated capillary was prepared 
as described previously [120]. Samples were injected into the capillary, pre-filled with the run 
buffer (which was matched with the sample buffer, 50 mM Tris-Acetate at pH 8.3), by a pressure 
pulse of 0.5 psi (3.44 kPa) for 11 s, resulting in a plug with a length of 9 mm. Where stated, the 
run buffer was also supplemented with 120 mM of NaCl. Prior to every run, the coated 
capillaries were rinsed with a sequence of deionised water and the sample/run buffer. Uncoated 
capillaries were rinsed with a sequence of 6,000 ppm NaClO (bleach) solution, 100 mM HCl, 
100 mM NaOH, deionized water, and run buffer prior to every experiment. During 
electrophoresis, both inlet and outlet reservoirs contained the sample/run buffer solution. 
Separations were carried out by an electric field of 375 V/cm. For coated capillaries, 
electrophoresis was carried out with the cathode at the injection end of the capillary. For 
uncoated capillaries, electrophoresis was carried out with the anode at the injection end of the 
capillary; the direction of EOF was from the inlet to the outlet reservoir. The temperature in the 
cooled region of the capillary was maintained at 15ºC during separations. For experiments with 
fraction collections, uninterrupted electrophoresis was performed for the first 5 min of the run, 
after which the collection vial was switched every minute. Eluent was collected into vials 
containing 10 µL of run buffer. A total of 34 fractions were collected for each experiment. To 
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prevent fraction cross-contamination, the outlet end of the capillary was momentarily dipped into 
a reservoir with a large volume of sample/run buffer in between every fraction collection step. 
Collected fractions were immediately analyzed through qPCR. All NECEEM experiments were 
conducted in uncoated capillaries, with the same procedures as described above, except for the 
fact that no fractions were collected, and electrophoresis was performed uninterrupted for 
40 min. In NECEEM experiments, 250 nM ssDNA samples contained either 0, 1, or 2 M NaCl.  
5.2.3. Quantitative polymerase chain reaction 
qPCR reaction mixture was prepared by combining IQ SYBR Green Supermix from Bio-Rad 
(Mississauga, ON) with unlabelled DNA primers. The nucleotide sequence of the sense primer 
was 5'-CTT CTG CCC GCC TCC TTCC-3' and the sequence of the anti-sense primer was 5'-
AGT GTC CGC CTA TCT CGT CTC C-3'. Two µL of each fraction were mixed with 18 µL of 
qPCR reaction mixture immediately before thermocycling. Besides the collected fractions, each 
qPCR experiment also included negative controls (no template control, fraction-collection buffer 
control and run buffer control), a set of concentration standards (containing from 103 to 107 
template molecules) and a set of 100-times dilutions of the seven fractions with the highest 
expected DNA concentration. Each qPCR reaction was performed in duplicate. Thermocycling 
and real-time fluorescence signal collection were performed with iCycler IQ system from Bio-
Rad (Mississauga, ON). Raw fluorescence signal data was background-subtracted and amplitude 
normalized, as described elsewhere [128]. 
5.2.4. DNA dialysis 
For all dialysis procedures, 50 to 200 µL of each DNA sample was prepared at 100 µM 
concentration, with deionized water as the solvent. Roughly 3 cm-long portions of Spectra/Por 6 
dialysis membrane bags (Spectrum Laboratories Inc., Rancho Dominguez, CA) with molecular 
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weight cut-off value of 25 kDa, were used for all experiments. Prior to each procedure, dialysis 
membrane bags were soaked in deionized water for 30 min and thoroughly rinsed. The DNA 
sample was then transferred into the dialysis bag, and clamped off at each end, ensuring that no 
air bubbles were trapped inside the membrane bags. For passive dialysis, the membrane bags 
were placed into 500 mL of de-ionized water and incubated for 8 h. The diluent water was 
exchanged every hour, for a total of 8 times. The sample solution was then transferred from the 
membrane bag into a test tube. For electro-dialysis, the membrane bags with DNA samples were 
placed into a Minive Blotter chamber (Amersham-GE Healthcare, Baie d’Urfe, QC) containing 
300 mL of de-ionized water. An electric field of 600 V/cm was then applied across the blotter 
chamber for one minute. At this point, the diluent water was exchanged and the procedure 
repeated. This procedure was repeated up to 20 times, with visible DNA precipitates usually 
appearing after 5-7 pulses. The precipitates were then picked up from the membrane bag using a 
micropipette tip and transferred into a test tube that contained 100 µL of either deionized water 
or 50 mM Tris-Acetate buffer at pH 8.3. Control electro-dialysis experiments were performed 
with deionized water and 1 mg/mL of BSA solution instead of the DNA solution. The pH of 
solutions was determined by depositing small drops of the sample onto Alkacid Test litmus paper 
ribbon (Fisher Scientific, Pittsburgh, PA, USA). 
5.2.5. Solubility of DNA aggregates. 
One hundred µL of 50 µM fluorescein-labelled ssDNA solution was prepared and split 
equally between two dialysis bags to test the influence of counterions on the solubility of DNA 
precipitate. The samples were concurrently subjected to electro-dialysis in the same electro-
blotting chamber. Each of the formed precipitates was transferred into a separate vial containing 
50 µL of either 50 mM Tris-Acetate buffer solution at pH 8.3 or deionized water and thoroughly 
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vortexed. The first set of photographs of the test tubes was taken 1 min after the transfer. The 
samples were further incubated for additional 24 h at room temperature and the second set of 
photographs was taken. Finally, 1 µL of 50 mM NaCl solution was added to each sample, to a 
final concentration of 1 mM of NaCl. Samples were thoroughly mixed by pipetting and 
photographed for the third time. The fluorescently labeled DNA precipitate was resuspended in 
10 mM Tris-HCl buffer pH 8.0 and the fluorescence was measured by Nanodrop-3300 
fluorometer (Thermo Scientific, Wilmington, DE) to calculate the efficiency of aggregate 
formation. 
5.2.6. DNA integrity 
DNA integrity experiments were performed with two identical 100 µL aliquots of 50 µM 
DNA. Electro-dialysis was concurrently performed with both DNA samples for five 1-min 
pulses of a 600 V/cm electric field. At that point, one of the samples was removed from the 
electro-dialysis chamber, and 15 additional 1-min cycles of electro-dialysis were performed with 
the remaining sample. The precipitates from both samples were transferred into new vials, both 
containing 100 µL of 50 mM Tris-acetate buffer at pH 8.3. The supernatants that remained after 
electro-dialysis were also collected. Samples of the original (non-dialysed) DNA solution, both 
resuspended precipitates and their supernatants were diluted 100 times and loaded onto a 2.2% 
agarose gel. Electrophoresis was performed for 30 min at 100 V. DNA molecular weight 
standards were visualized by Ethidium Bromide staining, while the ssDNA was visualized 
through fluorescein labeling. 
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5.3. RESULTS AND DISCUSSION 
5.3.1. Non-uniform velocity of DNA 
To study the electrophoretic migration patterns of DNA in detail, I performed CE experiments 
with concurrent detection by LIF and off-line qPCR. For qPCR detection, fractions were 
collected from the capillary output at 1-min intervals and subjected to amplification all at once. 
In CE, the net velocity of DNA is a vector sum of the electrophoretic velocity (vep) and velocity 
of the EOF (vEOF) (Figure 5.1, top row). To differentiate between the two migration velocity 
components, experiments were carried out in both a coated capillary (with suppressed EOF, 
Figure 5.1A), and in a bare-silica capillary (with a strong EOF directed from anode to cathode, 
Figure 5.1B). Since the total velocity vector (vtot) of DNA has opposite directions in the two 
types of capillaries, opposing polarities must be applied to ensure proper direction of movement 
of DNA. A short plug of an 80-nt synthetic fluorescein-labeled ssDNA was injected into a 
capillary, a high voltage was applied, and migration time of DNA to a detection point was 
recorded both by both detection methods. As I expected, fluorescence detection resulted in a 
typical Gaussian-shape peak (Figure 5.1, middle row), which suggests uniform velocity of 
DNA normally dispersed due to peak-broadening phenomena, such as diffusion [129]. The 
dynamic range of fluorescence detection was approximately 3 orders of magnitude. Presenting 
data in a log-scale did not reveal any additional information. The results were different with 
qPCR detection, which allowed us to determine the quantity of DNA with a range of 10 orders of 
magnitude. Presenting the results of qPCR measurements in a log-scale revealed a non-uniform 
velocity profile (Figure 5.1, bottom row). The predominant portion of DNA molecules migrated 
with a single velocity, normally dispersed to yield a Gaussian distribution. However, there was 
also a small fraction of DNA molecules that migrated with velocities different from that of the 
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Figure 5.1. Heterogeneous migration of homogeneous DNA in a uniform electric field. 
Migration of DNA in the absence (Panel A) and presence (Panel B) of EOF. Top row shows the 
schematic representations of the DNA mobility vectors. The middle and bottom graphs show 
electrophoretic migration profiles of ssDNA detected by LIF and qPCR, respectively.  
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main DNA zone, varying within a several-fold range. This “irregular” fraction of DNA was 
below the LOD of fluorescence. The length of the DNA molecule did not significantly affect the 
observed velocity heterogeneity, as similar velocity profiles were observed for a 71-nt and a 120-
nt DNA samples (data not shown). 
5.3.2. Possible causes for non-uniform velocity of DNA 
Strong distortion (fronting or tailing) of DNA sample zones in CE may be caused by: 
(i) sample diffusion; (ii) the anti-stacking effect; (iii) interaction of DNA molecules with the 
walls of the capillary; (iv) heterogeneity in DNA polymer lengths; (v) heterogeneity in DNA 
tertiary structure; and (vi) interaction of DNA with other molecules in the solution. Some of 
these effects can be refuted immediately as possible explanations for the observed phenomenon. 
DNA molecules are characterized by slow diffusion coefficients (on the order of 1×10-8 cm2/s). 
In my experiments, the front of the irregular fraction and the peak of the main fraction were 
separated by approximately 40 cm. Even with the greatest estimate for DNA diffusion 
coefficient, calculations show that it would take approximately 1500 days to establish the 
observed DNA distribution pattern by diffusion alone, while the front of the irregular fraction 
eluted within 10 min of electrophoresis. Thus, the irregular velocity of DNA cannot be explained 
by sample diffusion. Neither can it be explained by the anti-stacking effect, as in our experiments 
the sample electrolyte and the electrophoresis electrolyte were matched and the DNA 
concentration was negligibly low when compared to the concentration of the buffer. Boundary 
phenomena, such as slowing down of DNA molecules near the walls of the capillary due to 
“friction” also cannot explain the observed results: if DNA molecules were slowed down by 
interacting with the capillary surface, the irregular fraction of DNA would migrate slower than 
the major fraction regardless of the presence of EOF. However, in the presence of EOF (and 
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reversed direction of the electric field), the irregular fraction migrated faster than the major 
fraction (Figure 5.1A, bottom row). Lastly, the observed irregular fraction cannot be explained 
by heterogeneity in DNA polymer lengths (e.g. as a result of sample degradation). Matrix-free 
electrophoresis methods, such as CE, separate molecules based on size-to-charge ratios. DNA 
molecules of various lengths are poorly resolved in matrix-free CE, as the size-to-charge ratio of 
DNA is approximately constant across a wide range of polymer lengths [122-124]. Generally, 
the CE mobilities between 120-nt and 15-nt long DNA molecules differ by less than 10%. In the 
current experiment, however, the mobility of the irregular fraction differed from that of the major 
fraction by a factor of 3. Furthermore, truncated DNA cannot be detected with the employed 
qPCR detection method, as shorter sequences would lack the adequate flanking regions required 
for PCR primer annealing. As a result, all qPCR detected sequences must be of the same length. 
The observed velocity profile was analogous to that reported for similar experiments with a 
highly heterogeneous DNA library containing ~1012 different sequences [48]. The nature of the 
velocity profile for the DNA library has never been deciphered, but it was suggested that the 
conformational heterogeneity of the library was the likely cause of the “heterogeneous” velocity. 
In my experiments, I studied a single DNA sequence that cannot provide a conformational 
diversity of a random library, but can still result in multiple thermodynamically stable 
conformations through inter- or intra-molecular DNA interaction with “itself” [130]. To examine 
whether or not the velocity non-uniformity could be explained by the conformational 
heterogeneity of DNA, I studied the electromigration of a double-stranded sample of the same 
DNA sequence (dsDNA). In contrast to ssDNA, dsDNA forms a much smaller variety of 
structures that primarily consist of the thermodynamically favorable double helix conformation.  
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Figure 5.2. Migration profile of dsDNA in a uniform electric field. Despite the decreased 
heterogeneity of conformations, dsDNA presents a nearly-identical non-uniform velocity profile 
as ssDNA. 
The experiment showed that the velocity profile of dsDNA was also non-uniform (Figure 5.2) 
and nearly identical to that of the ssDNA shown in Figure 5.1B, bottom row. This result 
suggested that non-uniform velocity of DNA cannot be explained by multiple conformations 
caused by intra- and inter-molecular interactions of DNA. 
5.3.3. Interactions of DNA with its counterions 
After eliminating all of the alternative explanations for the formation of the irregular fraction, 
we considered the interaction of DNA with other species in the solution as the possible cause. 
We noticed that the velocity pattern of DNA in Figure 5.1, bottom row resembled those 
produced in analyses of DNA–protein binding by NECEEM [50]. The non-uniform velocity of 
DNA in NECCEM is caused by the slow dissociation of stable affinity complexes between DNA 
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and a protein target. While there was no protein present in experiments shown in Figure 5.1 and 
Figure 5.2, the solution did contain a variety of positive counterions, which could bind to the 
negatively charged DNA and influence its electrophoretic velocity [131-135]. DNA mobility was 
previously shown to be affected by interactions with cations [136]. We thus hypothesized that 
the observed irregular velocity profile of DNA was caused by dissociation of DNA–counterion 
complexes. 
To produce the observed NECEEM-like velocity profile, a portion of complexes between 
DNA and counterions must be very stable and slow-dissociating (with half-lives on the order of 
tens of minutes). DNA can form two general types of complexes with its counterions: diffusely 
bound complexes and condensation complexes [132, 137, 138]. Diffusely bound complexes are 
unstable, fast-dissociating and predominate in conditions of counterion abundance. In contrast, 
condensation complexes display higher stability, slower rates of dissociation and occur in 
conditions of counterion deficiency. The process of DNA counterion condensation was 
theoretically predicted by Gerald Manning in 1969, and since then has garnered strong 
experimental support [138-140]. Counterion condensation is driven by an excessively high native 
charge density of DNA molecules. Due to insufficient charge neutralization in conditions of 
counterion deficiency, the charge density of DNA may exceed a certain threshold value. This 
causes some counterions to become trapped, or condensed, in close vicinity of DNA, unable to 
escape through thermal energy alone. The stability of condensation complexes is inversely 
proportional to their concentration, with the complexes becoming more stable as their 
concentration decreases. At certain conditions of counterion deficiency, condensation complexes 
become so strong that their dissociation requires the application of an external force, such as a 
high-magnitude electric field [141]. 
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Consideration of the counterion condensation theory makes dissociation of DNA-counterion 
complexes a plausible explanation for the observed non-uniformity of electrophoretic velocity of 
DNA. Tightly bound metal counterions are likely to be carried over into sample solutions along 
with DNA from the time of its synthesis. Combined with the more bulky buffer counterions, 
these create conditions of counterion abundance, in which diffusely bound complexes comprise 
the vast majority of DNA–counterion interactions. Upon electrophoresis, diffusely bound fast-
dissociating counterions separate from DNA in a matter of seconds, resulting in the formation of 
a large fraction of DNA molecules migrating with uniform electrophoretic velocity. Furthermore, 
electrophoretic separation of diffusely bound counterions creates counterion deficiency around 
DNA, leading to the formation of more stable condensation complexes. Electric field-induced 
slow dissociation of such condensation complexes results in a small fraction of molecules with 
different mobilities. Importantly, the more condensation complexes dissociate from DNA, the 
more stable the remaining complexes become. As complex dissociation events are "probability-
controlled", dissociation of more stable condensation complexes results in a wide irregular 
fraction of DNA. As such, this hypothesis is consistent with the shape and the small relative size 
of the irregular fraction. 
We reasoned that if this hypothesis is true, then the extent of DNA velocity heterogeneity can 
be regulated by the concentration of DNA counterions in the solution. To increase the amount of 
counterions I simply added NaCl to the solution of DNA and incubated the mixture to reach 
equilibrium in the interaction between DNA and Na+. The experiment was similar to NECEEM 
in a sense that the run buffer did not contain NaCl and the injected DNA-Na+ complexes were 
promoted to dissociate when the excess of Na+ was separated from the complexes.  
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Figure 5.3. Effect of Na+ counterions on velocity non-uniformity of DNA. At high 
concentrations of Na+ counterions, the velocity non-uniformity of DNA increases to the point 
that it becomes detectable by LIF. Also, note the formation of the highly stable DNA–Na+ 
complex. 
These experiments clearly showed that the irregular fraction of fast-moving DNA increased with 
the rising concentration of NaCl in the equilibrium mixture. The increase was so significant that 
the irregular fraction was detectable by fluorescence, which even showed a peak of stable fast 
moving DNA-Na+ complexes (Figure 5.3). Similar results were obtained with other monovalent 
(Li+ and K+) and divalent (Mg2+, Ca2+ and Ni2+) cations (data not shown), confirming that DNA 
can form stable slow-dissociating complexes with metal counterions. 
Next, I tested the effects of decreasing the DNA counterion concentration in solution on the 
size of the irregular fraction. First, I attempted to decrease the concentration of only the diffusely 
bound counterions by passive dialysis. I dissolved synthetic fluorescein-labeled 80-nt ssDNA in 
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deionized water and subjected it to passive dialysis against deionized water for 8 h, with regular 
replacement of the diluent. After dialysis, the content of the membrane bag was diluted with the 
run buffer and the resulting solution of DNA was analyzed in CE to measure its velocity profile. 
The resulting velocity profile was similar to the one of the DNA sample prior to dialysis (Figure 
5.4A, red and blue traces). This result suggested that the presence of fast-dissociating diffusely 
bound counterions does not cause the observed DNA velocity heterogeneity. 
Decreasing the amount of condensed counterions is not as a trivial task as increasing it. Due 
to their remarkable stability, DNA–counterion condensation complexes are difficult to dissociate 
by conventional deionization methods, such as filtration, precipitation, or passive dialysis. 
However, dissociation of condensed counterion complexes may be achieved more efficiently by 
application of an external force [141]. We designed a simple procedure in which condensed 
counterions can be first dissociated from DNA by a high-strength electric field and, then, to 
prevent re-condensation, can be permanently removed from solution by dialysis. An 
experimental setup is schematically shown in Figure 5.5A. The commercially synthesized and 
desalted DNA sample was dissolved in deionized water, and then placed into a semi-permeable 
(transparent for small ions, but non-transparent for DNA) dialysis bag (Figure 5.5B). The bag 
was then placed into an electroblotting chamber which incorporated two electrode plates capable 
of creating a uniform electric field across the chamber. The chamber was filled with deionized 
water to act as the dialysis diluent. The absence of salts in the sample and diluent allowed me to 
use a high electric field without overheating the setup. Several 1-min long pulses of a constant 
electric field of 600 V/cm were then applied across the dialysis bag. The diluent was replaced  
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Figure 5.4. The effect of counterion depletion and reintroduction on DNA migration. Panel 
A: the red trace corresponds to DNA prior to dialysis (control experiment), the blue trace 
corresponds to DNA that was dialyzed against deionized water in the absence of electric field, 
and the black trace corresponds to DNA that was dialyzed against deionized water in the 
presence of electric field of 600 V/cm. Panel B: Reintroduction of 0, 1, 26, or 750 mM of NaCl 
to an electro-dialyzed sample of DNA before analysis by CE with qPCR detection (black, blue, 
green, and red traces, respectively). Both the size of the DNA fraction with irregular migration 
velocities and the range of the irregular velocities showed a strong dependence on Na+ 
concentration. 
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with fresh deionized water after each pulse to ensure efficient removal of the dissociated 
counterions. To our surprise, after just five 1-min pulses of the electric field, we observed a 
previously unknown phenomenon: DNA precipitated out of solution (Figure 5.5C). This 
unexpected behavior of DNA will be discussed in detail in the next section. 
To test if the removal of the condensed counterions has any influence on the migration pattern 
of DNA, the electro-dialysis precipitated DNA was resuspended in the run buffer and the 
resulting solution was analyzed by CE. This time, the result was markedly different: the fraction 
of irregularly moving DNA was drastically decreased (Figure 5.4A, black trace). The same 
experiment was repeated after incubating DNA at 4C for 96 hours to ensure that the equilibrium 
of DNA with buffer ions was established, and the observed DNA velocity profile was not 
affected by incubation time. The effect of counterion depletion was reversible. Adding NaCl to 
the electro-dialyzed (i.e. counterion deficient) DNA increased the irregular fraction of DNA 
(Figure 5.4B) in a Na+ concentration-dependent manner. The obtained results allowed us to 
 
 
Figure 5.5. Removal of DNA condensed counterions by electro-dialysis. Panel A: schematic 
diagram of the electro-dialysis setup. Panels B and C show photographs of 80-nt synthetic 
ssDNA in deionized water inside of a semi-permeable membrane bag before and after electro-
dialysis, respectively. The green color of the DNA solution and the yellow color of the DNA 
precipitate are due to the presence of the fluorescein label on the DNA. 
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make two conclusions. First, that an electric field is required for efficient dissociation of the 
condensed counterion–DNA complexes. Second, the size of the irregular fraction of fast-moving 
DNA decreases with the diminishing amount of counterions condensed on to the DNA. 
5.3.4. DNA precipitation by electro-dialysis 
As mentioned in the previous section, electro-dialysis of DNA had resulted in its precipitation 
from the solution. This is a highly unusual observation, as removal of counterions is expected to 
increase the repulsion between DNA molecules by intensifying the charge density of individual 
chains. The aggregates formed as an amorphous structure on the membrane wall closer to the 
anode and easily detached from the membrane by brief shaking of the bag after the electric field 
was turned off. When detached, the aggregates slowly sunk due to gravity. The pH values of the 
solutions inside and outside the dialysis bag were around 3 and 6 respectively and did not change 
significantly after the electro-dialysis. With further examination, the obtained DNA precipitates 
displayed some remarkable properties. The precipitates were stable and did not re-dissolve after 
the electric field was turned off. Furthermore, the DNA precipitates remained insoluble after they 
were transferred into a fresh volume of deionized water, even after vigorous mixing and 24-h 
incubation. However, the precipitates did readily re-dissolve (within 1 min) when placed into a 
buffer solution or a salt-containing solution (Figure 5.6). Well-visible DNA aggregates formed 
within first 5 min in the electric field, and 85% of the DNA precipitated within 20 min (Figure 
5.7). No precipitation had occurred in control experiments in which the DNA solution was 
replaced with either deionized water or a solution of BSA protein. Agarose gel electrophoresis of 
the buffer-dissolved precipitate showed a single band, with fluorescent properties and a  
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Figure 5.6. Ion-dependent solubility of electro-precipitated DNA. Photographs of two 
separate DNA precipitates after being transferred into deionized water (Panel A) and 50 mM 
Tris-acetate buffer solution at pH 8.3 (Panel B). The photographs were made 1 min and 24 h 
after the transfer and 1 min after subsequent addition of 1 mM NaCl. The samples were agitated 
by vortexing after the precipitate transfer and after the NaCl addition. The yellow color of the 
DNA precipitate and the green color of the DNA solution are due to the fluorescein label on the 
DNA. 
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migration pattern identical to those of the original DNA sample (Figure 5.7). This result 
suggests that electro-precipitation did not affect DNA integrity. Precipitation was observed with 
different types of DNA, including several fluorescently labeled ssDNA of different lengths and 
sequences, non-labeled ssDNA, dsDNA of various lengths from herring sperm extract, and a 
purified plasmid DNA. 
Interestingly, electro-dialysis of DNA samples has been previously performed by other 
groups; however, no DNA precipitation was observed in those experiments [142, 143]. The 
reason, most likely, was the use of ion-containing dialysis diluents which would have prevented 
the permanent depletion of condensed counterions from DNA. Transient DNA aggregation under 
the influence of a strong electric field has been observed in the past in elegant experiments 
performed by Maestre et al, and later by Viovy et al. and Doyle et al [144-146]. DNA 
aggregation occurred only in solutions with low-ionic concentrations and at electric field 
strengths above a certain threshold. In contrast to our precipitate, the aggregates observed by  
 
 
Figure 5.7. Agarose gel electrophoresis analysis of DNA integrity after electro-
precipitation. From left to right the samples are: the original solution of 80-nt ssDNA, the 
precipitate (re-dissolved in 50 mM Tris-acetate buffer), and the supernatant after 5-min and 20-
min of electro-dialysis. The rightmost lane shows the migration of DNA molecular weight 
standards.  
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Maestre, Viovy and Doyle were only stable in the presence of the electric field and 
spontaneously dissociated upon its removal. Most likely, the instability of the aggregates was 
due to re-association of DNA with counterions which could not be permanently removed in the 
absence of dialysis. Viovy and Doyle proposed mechanisms for the formation of aggregates that 
involved redistribution of counterions along DNA molecules [145-148], but these mechanisms 
do not explain the stability of aggregates observed by us. 
If viewed purely through simple electrostatic consideration, our results are perplexing and 
counterintuitive. DNA counterions reduce electrostatic repulsion between DNA molecules by 
screening the negative charges in their backbones [149]. Therefore, their removal should increase 
repulsion between DNA molecules, making them more soluble. Accordingly, aggregation of 
DNA is not intuitively expected under the conditions of counterion deficiency. To explain the 
observed phenomenon a more comprehensive consideration of counterion theory is required. The 
Oosawa-Manning counterion condensation theory, mentioned in the previous section [138, 150], 
describes the existence of two distinct subpopulations of DNA counterions: diffusely bound and 
condensed. Diffusely bound counterions behave as a gas-like cloud, separated from DNA by the 
entire Debye sphere. Condensed counterions, on the other hand, are much more closely 
associated with DNA. They occupy a rigid volume within the thickness of the first few shells of 
DNA hydrating water molecules. The formation of these exceptionally stable counterion 
complexes is driven by the necessity to reduce the charge density of DNA below a certain 
threshold value. In solutions with severe counterion deficiency, when the diffusely bound 
counterion cloud is sparse and its charge-screening effects are low, the condensed counterion 
layers of two neighboring DNA molecules may exert an influence upon each other. Interestingly, 
calculations show that this mutual influence of condensed counterion layers may result in 
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attraction between DNA molecules [151, 152]. The precise molecular-level mechanism of this 
short-range non-electrostatic interaction is yet unknown, but it likely involves entropic 
stabilization of the DNA−counterion systems through increasing the volume available to 
condensed counterions. This theory has been proposed to explain the formation of fluid polyion 
clusters observed in low-salt solutions [153]. Our observations seem to be consistent with this 
theory. In my electro-dialysis experiments, severe counterion deficiency was established to 
provide the required depletion of the diffusely bound cloud. Furthermore, the electrophoretic 
movement of DNA increased its local concentration at the dialysis membrane, making it more 
likely for DNA molecules to come sufficiently close for the short-range forces to take effect. 
Polarization and reorientation of DNA condensed counterion complexes in the electric field may 
also play a role in facilitating the formation of the entropy-stabilized attractive forces. The 
remarkable stability of the aggregates in our experiments, however, suggests that additional 
physical phenomena may be involved. Combined with the currently reported strong dependence 
of aggregate solubility on the addition of external ions, it may be suggested that a partial 
depletion of the condensed counterion layer also takes place during electro-dialysis. It is not 
clear what happens with DNA if its charge density grows beyond its threshold value, but 
perhaps, the observed aggregation is one of its manifestations. These conclusions are in line with 
the effects of electro-dialysis on electrophoretic migration patterns of DNA, described in the 
previous section, and together these two observations provide strong support for our hypothesis 
that counterion condensation is responsible for the non-uniform velocity of DNA in high-
magnitude electric fields. 
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5.3.5. Improving partitioning efficiency of NECEEM without desalting 
The desalting-based approach for elimination of the non-uniform migration patterns of DNA, 
described in Section 5.3.4 on page 115, helps us understand the cause of the phenomenon, but is 
impractical for the purposes of aptamer selection. Affinity and specificity of DNA aptamers stem 
from their ability to take on a variety of stable tertiary structures, such as the G-quadruplex 
[154]. Counterions play a critical role in the formation of these stable structures and thus affect 
the ability of DNA sequences to bind to a given target. Furthermore, salt ions are often 
introduced into aptamer selection mixtures from the target samples. As the presence of salt ions 
is often required to maintain the stability and native conformation of certain targets, such as 
proteins, their desalting is undesirable. If we cannot avoid the use of salts in aptamer selection, 
then we cannot eliminate DNA counterion condensation. As a result, achieving the “perfect” 
NECEEM separation efficiency in the context of aptamer selection may be impossible.  
While we may not be able to completely eliminate the non-uniformity of DNA migration, it is 
still beneficial to decrease the effects of this phenomenon to the best of our abilities. I have 
devised another approach to reduce the contamination of the complex fractions in aptamer 
selection by the irregularly migrating DNA, which was inspired by my findings described in 
Chapter 4. This approach involves the modulation of the velocity of EOF by the addition of NaCl 
to the running buffer. By increasing the ionic strength of the run buffer, the µEOF can be slowed 
down and the separation between the non-bound DNA and the protein-DNA complex (which we 
need to collect) increased dramatically. While the irregular fraction of DNA will still be present 
in this context, it will be smeared over a larger span of a capillary, meaning that a smaller 
amount of molecules will overlap with a narrow complex collection window. To explore this 
option, I used a model interaction system of MutS protein and its aptamer. NECEEM separation 
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was performed in a buffer either without additives or with an added 120 mM NaCl. As predicted, 
the addition of NaCl dramatically improved the separation between the MutS-aptamer complex 
and the non-bound DNA (Fig. 5, red traces) (with NaCl, DNA migrated so slowly that it does 
not appear on the electropherogram). To estimate the number of DNA molecules traveling as a 
complex, and as non-bound irregularly migrating molecules in the vicinity of the complex, 6 
minute-wide fractions were collected and quantitated using qPCR. The same was done with the 
samples which excluded the MutS protein (and, thus, the complex) to estimate only the 
irregularly migrating DNA in the same collection window (Fig. 5, black traces). As expected, 
the qPCR results for the MutS complex-containing fractions were quite similar, with 4×107 
molecules ± 2% in the fraction collected under conventional separation conditions, and 2×107 
molecules ± 17% in NaCl-containing buffer. The 2-times difference can be explained by longer 
residence time of the complex in the capillary (which allows for more of the complex to 
dissociate), and by the fact that the aptamer might have a lesser affinity for MutS in high salt 
conditions, given that it was selected in a conventional buffer. The difference between MutS 
complex-devoid fractions was much more significant, with 2×106 molecules ± 3% in the fraction 
collected under conventional separation conditions, and 8×104 molecules ± 2% in NaCl-
containing buffer. With a 23-times difference in the amount of collected irregularly migrating 
DNA molecules, the new approach yielded a 12-time improvement in the partitioning efficiency 
of the complex and contaminating non-bound DNA. Further improvements in this efficiency 
may be possible by carefully optimizing the separation conditions, the width of the collection 
window, and the stringency of selection for a given protein target of choice. 
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Figure 5.8. Improving the partitioning efficiency of NECEEM by modulation of µEOF. MutS 
aptamer was subjected to NECEEM either in the presence (red traces) of absence (black traces) 
of MutS protein, either in run buffer (top set of traces), or in the same buffer with added 120 mM 
NaCl (bottom set of traces). Six minute-wide fractions were collected around the expected 
elution time of the MutS-aptamer complex and quantitated using qPCR. Slowing down of the 
EOF resulted in a 12-time improvement in partitioning of complex from contaminating DNA in 
the NaCl-containing buffer. 
The newly proposed approach does not yield the coveted “ideal” separation, but it still provides 
an improvement that can tip the chances of a given SELEX project from failure to success. 
Evidently, this approach is only suitable for positively charged and neutral targets, and may be 
detrimental when applied to negatively-charged targets. Modulation of µEOF by addition of salts 
also limits the robustness of the method, as we are no longer free to adjust the ionic strength of 
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the solution to any desired value. Interestingly, the concentration of NaCl used in the described 
experiment is very close to concentrations in human physiological fluids, making this method 
suitable for aptamers intended to be used in such environments. 
5.4. CONCLUSIONS 
In summary, our results strongly suggest that: (i) DNA can form very stable complexes with 
at least a fraction of counterions, (ii) these complexes can be dissociated by an electric field, and 
(iii) the observed non-uniform velocity of DNA is caused by electric field-induced slow 
dissociation of these stable complexes. The first two points are in good agreement with 
Manning's theory of counterion condensation on polyions [138, 141]. Many aspects of this 
theory were previously difficult to examine due to the lack of suitable experimental techniques. 
Our results suggest that CE with qPCR detection, as well as electro-dialysis against deionized 
water, can serve as powerful tools for testing many conclusions of Manning's theory. 
The interactions of DNA with ions are of a great importance in nature [135, 155-157]. The 
presence of an electric field in cells in close proximity to DNA has been observed [158-160]. 
Moreover, the shielding effect of both mono- and di-valent cations was shown to modulate the 
strength of DNA–DNA or protein–DNA interactions occurring in live cells [156, 158]. Our 
finding of electric field influence on DNA–counterion interactions has a potential to be 
biologically significant, since metal ions on the DNA are involved in DNA biochemistry in 
living cells. 
The non-uniform velocity of homogeneous DNA in a uniform electric field may have many 
important practical implications, beyond aptamer selection. It may be a potential source of 
artifacts in DNA probe-based ultra-sensitive analyses of proteins in the presence of electric field, 
when interactions occur in near-physiological buffers, with relatively high ion content [161]. In 
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pharmaceutics, our technique may help in both analysis and purification of nucleic acid-based 
drug components, since aptamers are now becoming more widely used in medicine [162, 163]. 
While our findings show that the maximum efficiency of NECEEM partitioning may not be 
attainable in the context of aptamer selection, it is still better than most alternative (filter- or 
HPLC-based) partitioning approaches. Our comprehensive understanding of the causes of non-
uniform migration patterns of DNA in CE has allowed us to find an alternative approach to 
improve the partitioning efficiency of NECEEM by another 10-fold.  
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Chapter 6.  Concluding Statements 
6.1. OUTCOMES AND IMMEDIATE APPLICATIONS 
Over the course of my research project, I have developed a number of novel and enabling 
tools that make NECEEM a more practical method. I have uncovered the non-linear dependence 
of errors in Kd measurements on the initial concentrations of the interacting molecules, and then 
developed a new approach that allows the optimization of these initial concentrations around the 
value of Kd without its a priori knowledge. Further, I have systematized the complex 
interrelations between the experimental factors of NECEEM and have developed an original 
approach to optimization of these factors in an automated manner. In my research, I have also 
made discoveries regarding some previously unknown behaviors of DNA in the context of strong 
electric fields, and have applied this newfound knowledge to improve electrophoresis-based 
analysis of this important biological polymer. I have discovered that the analysis of DNA 
samples in CE with physiological buffers is affected by a number of detrimental effects that 
collectively prevent its detection. To address this issue, I have applied a pressure-assisted KCE 
approach, which has enabled, for the first time, the analysis of DNA interactions by KCE in 
physiological conditions. I have also discovered that the condensation of counterions on DNA, 
and their subsequent dissociation under the influence of a strong electric field, is the cause of the 
unusual electrophoretic migration of DNA in CE. Lastly, I have discovered a new surprising 
behavior of DNA in the conditions of severe counterion efficiency, in which DNA molecules 
precipitate out of the solution as a result of counterion-sharing. 
KCE methods possess a rare quality in that their underlying processes can be closely 
described by deterministic physical laws. The ensuing ability to accurately model KCE 
experiments has empowered us to study the behavior of its systematic errors in great detail. This 
126 
is a fairly unique situation, as most other kinetic techniques incorporate physical processes that 
cannot be modeled deterministically, thus, preventing the use of in silica simulations for a 
comparable level of analysis. Our ability to understand the behavior of the systematic error in 
NECEEM, and to minimize it in an objective manner is a significant advantage. With the 
availability of the accuracy-improving approaches, described in Chapters 2 and 3, the overall 
quality of NECEEM data should improve, thus, increasing the confidence of the analytical 
community in the method. Application of the developed tools in future NECEEM studies will 
reveal how the ruggedness and robustness of the method is affected. As it stands, NECEEM has 
the potential to become one of the “benchmark” analytical techniques, which is used for cross-
validation of the accuracy of other methods. 
Besides improving the accuracy of NECEEM, the optimization approach described in 
Chapter 3 also has an interesting added benefit of increasing the versatility of the method. In the 
past, an interacting pair, such as the one depicted in Figure 3.6, would likely be written off as 
“too slow” for kinetic NECEEM analysis. The new optimization approach enables the users to 
push the capabilities of their CE instruments to their limits, extending the scope of the studied 
BMIs with characteristic equilibration times ranging from a few seconds to a few hours. This is 
in good concordance with the pressure-assisted NECEEM modification, described in Chapter 4, 
which also improves the versatility of NECEEM by enabling the study of BMIs in high-
conductivity electrolytes, such as physiological buffers. Poor compatibility of KCE methods with 
physiological fluids has been a long-standing criticism of the analytical community toward the 
methodology, which the presented developments should abate. I look forward to the wider 
application of the developed pressure-assisted modification of NECEEM in studies of BMIs in 
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more realistic and biologically-relevant conditions, to see if the agreement of the technology with 
other methods improves as a result. 
The most exciting applications of the developed tools, in my view, lie in the field of aptamer 
selection. The use of the new NECEEM optimization approach in SELEX will enable its users to 
maximize the CE separation power (making it easier to define collection windows), and will give 
them the ability to easily define the desired kinetic properties of the resulting aptamers. The use 
of physiological buffers during selection will likely improve the transition of selected aptamers 
for usage in vivo, for such applications as whole-body imaging and drug delivery. The main 
benefit to aptamer selection, of course, is expected from the partitioning efficiency-improving 
strategies, described in Chapter 5. As stated previously, the use of physiological concentrations 
of salt can also be used to our advantage by improving the partitioning efficiency. Over time, 
with the application of the two presented strategies into CE-SELEX projects, it will become 
apparent whether the increased partitioning efficiency yields the desired reduction in the number 
of SELEX cycles, and how the developed approaches affect the stringency of the selection 
process, and the diversity of the generated aptamer pools. As a separate subject, a better 
understanding of the DNA precipitation by electro-dialysis phenomenon is required, as well as 
its potential practical applications in DNA pre-concentration and purification. 
6.2. LIMITATIONS AND FUTURE DIRECTIONS 
Major factors that still considerably limit the versatility of NECEEM, and other KCE 
methods, are (i) the lack of efficient strategies for dealing with adhesion of analytes to the 
surface of capillaries, (ii) poor efficiency of CZE in separating molecules with a small difference 
in size-to-charge ratio, and (iii) inadequate capacity for analysis of complex interactions. 
128 
Adhesion of analytes to the capillary surface affects their migration patterns and can influence 
the accuracy of Kd and koff measurements by distorting the shapes of electropherogram features 
or by depleting the effective concentrations of the analytes. In most cases, when an analyte is 
found to strongly interact with the capillary walls, its analysis by KCE is simply abandoned. As 
interactions of biomolecules with solid surfaces are common, this tendency restricts the range of 
BMIs that can be studied by NECEEM. The most efficient way of dealing with the effects of 
surface adsorption of analytes in CE is by coating the surface of the capillary by a passivating 
substance. A variety of CE coatings are currently available [164, 165]; however, most of these 
coatings significantly slow down, and even reverse, the velocity of EOF. This often poses a 
difficulty, as both positive and negative species can no longer be detected in the same 
experiment. New experimental strategies and extensions to NECEEM theory would have to be 
developed in order to facilitate kinetic analysis in EOF-supressing coatings. The pressure-
assisted modification of NECEEM, described in Chapter 4, can be useful in this regard, as it can 
supplement the decreased velocity of the EOF; however, it is only applicable to “static coatings”, 
which are covalently linked to the surface of the capillary. “Dynamic coatings”, which rely on 
electrostatic or hydrophobic interactions with the capillary surface can be disturbed by the 
pressure-driven flow during the analysis, and, thus, will require a different approach to be 
developed. Most likely, such an approach will require the initial sample mixture position to be 
shifted to the middle of the capillary, followed by precisely timed separation of the oppositely-
moving analytes, and their subsequent pressure-propagation to the point of detection. 
Alternatively, a multi-detector approach may be feasible for such an application as well. Another 
issue that currently limits the use of coatings in KCE is the lack of a systematic means for 
selecting an appropriate coating for a given application. Without such a system, the study of 
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every new BMI model requires a separate, often lengthy, investigation of the suitability of 
various coatings for its analysis. There is a need for a concentrated effort to systematize such 
investigations, which will take into account the efficiency of each given coating in passivating 
the adhesion of different classes of biomolecules, the behavior of the coating in the electric field, 
its effects on EOF and heat generation, and possible interferences with the measured interactions. 
To facilitate such investigations, novel efficient CE-based methods for studying surface 
adsorption of molecules are required, with some progress in this field already achieved [120, 
166, 167]. 
Poor efficiency of CZE in the separation of molecules with a small difference in size-to-
charge ratio restricts its applicability to such important types of BMIs as protein-protein and 
protein-small molecule interactions. While derivatization of interacting molecules by charged or 
size-increasing groups may help in their separation, this approach can introduce inaccuracies and 
bias into the measurements, contradicting the premise of KCE methods. The use of mobility-
shifting affinity selectors introduces similar issues. A promising approach to addressing the 
separation efficiency issue lies in the transfer of KCE theory onto other modes of separation. As 
an example of this, the data-extraction approaches for KCE have recently been adapted for use 
with size-exclusion chromatography, enabling the analysis of protein–small molecule 
interactions [168]. Conceptually, NECEEM data analysis tools can be adapted to any one-
dimensional separation technique, such as capillary gel electrophoresis or analytical 
ultracentrifugation. One important requirement is that the employed separation technique cannot 
be based on preferential interactions of the analyte molecules with a stationary phase (e.g., 
affinity or reverse phase chromatography), because such interactions might interfere with the 
interactions of the studied molecules. The developed optimization approach, described in 
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Chapter 3, may be useful in adapting NECEEM theory to new modes of separation as it defines 
useful analytical performance criteria.  
At the current stage, kinetic measurements by NECEEM are mostly applied to simple 
interacting systems characterized by a 1:1 stoichiometry. As mentioned in Section 1.3.2, some 
progress has been made into expanding the theoretical basis of NECEEM to enable the analysis 
of higher-order stoichiometry [56, 57]. To enable analysis of BMIs in a more holistic and 
comprehensive manner, the future development of NECEEM, and KCE methodology in general, 
must include such phenomena as cooperativity and allosteric regulation of binding. In my 
opinion, the most promising avenue toward achieving this goal lies with further development of 
numerical modeling tools, such as the one described in Chapters 2 and 3. Increasing the 
complexity of such computational approaches is much simpler than the development of new 
analytical mathematics-based theory. As a result, a given set of experimental data can be tested 
against a variety of interaction mechanism models to determine the one that is most suited. 
Ultimately, in my opinion, the best way to study complex BMIs is by concurrent numerical 
analysis of data produced by different methods from the KCE toolbox.  
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Appendix A. Mathematical Derivations and Proofs 
 
All mathematical derivations and proofs were done by Dr. Leonid T. Cherney and are 
presented here for reference only. 
A.1. Relationship between [L]0 and error in measuring of Kd 
Derivative of Eq. 12 in respect to R can be presented in the following form: 
d
d
dKK R
dR
    (57) 
Calculations of derivative dKd/dR using Eq. 57 give: 
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This expression can be simplified and transferred as follows: 
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From Eqs. 57 and 59 we have Eq. 17 that relates small deviations (or errors) denoted by Δ. 
A.2. Proof for Optimum Relation between Kd and [T]0 
At a very small value [L]0 (with respect to [T]0 and Kd) we can approximately transform Eq. 
16 by expanding the square root as follows: 
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Let us calculate a derivative of R0 with respect to Kd that shows how fast R changes with a 
change in Kd at small [L]0: 
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If we consider a dependence of ∂R0/∂Kd on [T]0 then we can conclude that ∂R0/∂Kd has a 
maximum at some value of [T]0 = [T]*. Indeed, according to Eq. 61 we have ∂R0/∂Kd = 0 at 
[T]0 = 0, ∂R0/∂Kd = 0 at [T]0 = ∞, and ∂R0/∂Kd > 0 in the interval 0 < [T]0 < ∞. In other words, 
∂R0/∂Kd is positive inside an interval (0,∞) and approaches 0 at its ends. Therefore, Eq. 61
reaches a maximum in some point [T]* inside this interval. To find [T]* we should calculate the 
second derivative ∂(∂R0/∂Kd)∂ [T]0: 
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 (62) 
This derivative should be equal to zero in the point [T]0 = [T]* where ∂R0/∂Kd reaches its 
maximum. As a result we obtain equation: 
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which can be transformed to a simpler one: 
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Solving Eq. 64 and taking into account Eq. 60 we finally obtain: 
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The second relation in Eq. 65 can be used to approximately satisfy relation [T]0 = [T]* in 
experiments even if Kd and, therefore, [T]* are unknown. To do that, one should dilute the target 
so that a value of R becomes approximately 0.5 at the lowest feasible concentration of L. In this 
case, R is the most affected by changes in Kd, which, in turn, is the most favorable scenario for 
fitting theoretical Eq. 16 into experimental dependence of R on [L]0. After that, NECEEM 
experiments should be run at higher [L]0 which would result in R in the range 0.5 < R < 1. 
Finally, fitting dependence Eq. 16 into such experimental dependence of R on [L]0 should 
produce accurate values of Kd and [T]0. 
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Appendix B. Extracting Kinetics from Affinity CE Data 
 
The presented material was published previously and reprinted with permission from 
“Kanoatov, M.; Cherney, L.T.; Krylov, S.N. Extracting kinetics from affinity capillary 
electrophoresis (ACE) data: a new blade for the old tool. Analytical Chemistry 2014, 86, 1298-
1305”. Copyright 2014 American Chemical Society. 
 
B.1. Summary: We describe a mathematical approach that enables extraction of kinetic rate 
constants from thousands of studies conducted over the past two decades with affinity capillary 
electrophoresis (ACE). Previously, ACE has been used almost exclusively for obtaining 
equilibrium constants of intermolecular interactions. In this article, we prove that there exists an 
analytical solution of partial differential equations describing mass transfer in ACE. By using an 
in-silico study we demonstrate that the solution is applicable to experimental conditions that are 
typically used in ACE and found in most historical ACE experiments. The solution was validated 
by extracting rate constants from previously-published ACE data and closely matching 
independently obtained results. Lastly, it was used to obtain previously unknown rate constants 
from historical ACE data. The new mathematical approach expands the applicability of ACE to a 
wider range of biomolecular interactions, and enables both prospective and retrospective data 
analysis. The obtained kinetic information will be of significant practical value to the fields of 
pharmacology and molecular biology. 
B.2. Introduction 
Development of new data-analysis strategies can improve the performance of existing 
analytical methods. For example, development of the "second derivative" approach for analysis 
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of data for quantitative polymerase chain reaction has significantly increased the precision and 
accuracy of the method.1 More interesting, however, is the development of data-analysis 
strategies that can extract previously inaccessible information from both new and old data. In this 
article, we introduce a simple mathematical approach which allows deconvolution of kinetic rate 
constants from data produced by affinity capillary electrophoresis (ACE). ACE is a popular 
method for determining equilibrium constants of affinity interactions between biological 
molecules.2 The described mathematical tool enables new and valuable information to be 
extracted from existing analytical data published in close to 2,000 scientific articles, and to 
abundant unpublished data from the pharmaceutical industry.3  
Affinity interactions are involved in regulation of practically all biological processes. 
Knowing molecular mechanisms that govern these interactions is of extreme importance to our 
understanding of normal cell function, disease, and drug action. At its basic level, study of 
intermolecular interactions requires knowledge of their equilibrium constants and kinetics. For 
this purpose, binding molecules A and B with a formation of complex C can be described by a 
simple chemical equation: 
dC A B /
k
k
K k k
  
    (1) 
where k+ and k are rate constants of complex formation and dissociation, respectively, and Kd is 
the equilibrium dissociation constant. The goal of kinetic and thermodynamic studies is 
essentially to find k+, k, and Kd. 
A wide variety of methods is available that can only measure the Kd value; they can be called 
equilibrium methods.4-8 This methodological variety accommodates the study of the vast 
diversity of biomolecular interactions, as each method offers different benefits and suffers from 
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different limitations. Availability of robust methods for Kd measurement has made this parameter 
extremely important in pharmacology, where Kd values are often used as a primary screening 
criterion for candidate drug compounds. However, it is becoming more evident that knowledge 
of Kd is not sufficient for characterization of drug candidates, and that their interaction kinetics, 
characterized by k+ and k, may play a far more important role.9 This stems from the fact that 
biological processes rarely occur in equilibrium; thus, knowledge of interaction kinetics allows 
making more biologically-relevant predictions. The current variety of kinetic methods is much 
more limited, with only surface plasmon resonance (SPR), bio-layer interferometry (BLI), 
fluorescence correlation spectroscopy (FCS), and stopped-flow finding practical use.10-12 SPR 
and BLI are surface-based methods, as they require immobilization of one of the interaction 
components, while FCS and stopped-flow are label-based, as they require labeling of at least one 
of the reaction components. Requirement for immobilization or labeling represents a major 
limitation of these methods, as modification of components can influence the interaction between 
them by affecting their conformation or by introducing steric hindrance.13,14 As a result, 
relatively few molecular biology studies or drug screening efforts take advantage of kinetic 
information. Development of solution-based label-free kinetic methods is, thus, highly desirable. 
ACE was proposed as a solution-based label-free method for studying affinity interactions in 
the beginning of 1990’s.15 Since its introduction, it has been acknowledged that ACE data 
contains equilibrium and kinetic information needed to find Kd, k+, k. However, extracting the 
convoluted k+ and k necessitated the use of complicated numerical computation.16 This likely 
explains the fact that throughout the two decades of existence, ACE has been used almost 
exclusively as a tool to find Kd values, and not k+ and k. Nevertheless, ACE has found 
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widespread application in analytical biochemistry and pharmaceutical research with thousands of 
papers published.17 
In this article, we demonstrate that there exists an analytical solution of partial differential 
equations describing mass transfer in ACE. This analytical solution was developed by adapting 
mathematical equations from a related capillary electrophoresis (CE)-based method called 
Macroscopic Approach for Studying Kinetics at Equilibrium (MASKE).18 The developed 
analytical solution allows accurate deconvolution of kinetic rate constants in a simple and rapid 
manner, without the need for specialized computer hardware, and can be easily implemented in 
any of the commonly available spreadsheet or computational software environments. The new 
mathematical tool expands applicability of ACE to a wider range of biomolecular interactions 
and allows prospective and retrospective determination of kinetic rate constants. This work 
shows how a “mathematical blade” can enable an old experimental tool to perform new 
challenging functions. 
B.3. Results and discussion 
The concepts of ACE and MASKE 
In this section, we provide a conceptual description of ACE and discuss its similarity to 
MASKE, a related CE method. Conceptual similarities between the two methods suggest that 
mathematical tools developed for MASKE can be potentially used for analyzing ACE data. 
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Figure B.1. Comparison of ACE (panel A) and MASKE (panel B) methods. Top row: 
schematic representation of initial conditions; middle row: schematic representation of general 
types of migration patterns and the information that is extracted from each type; bottom row: 
schematic representation of steps in data analysis. See text for details. 
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ACE is electrophoretic separation technique which is used study specific interactions between 
chemical or biological molecular species.19 Experimental setup for ACE is conceptually depicted 
in Figure B.1 Panel A, top row. In ACE, a capillary is pre-filled with the run buffer that 
contains B. Species A is introduced into the capillary as a short plug, often as a part of an 
equilibrium mixture of A, B, and C (concentrations are denoted by the italicized letters: A, B and 
C). The total B (the sum of B and C) in the equilibrium plug is the same as B in the run buffer. 
The conditions are chosen so that the velocities of A and C in an electric field (vA and vC, 
respectively) differ. A and C are detected spectroscopically and their cumulative migration 
pattern is used to retrieve the information about reaction (1). It is important to indicate that 
equilibrium is not maintained in ACE experiments, as the formation of C causes localized 
depletion of B and, thus, variation of its concentration along the capillary. To avoid measurement 
errors caused by these concentration fluctuations, B is taken in excess of A. 
Depending on how fast the equilibrium between A, B, and C is established, ACE 
electropherograms can present three general types of migration patterns corresponding to fast, 
slow, and intermediate equilibration. The assignment to one of the three cases is based on the 
relation between the characteristic equilibration time, teq, and the characteristic separation time, 
tsep, which are defined as follows: 
eq sep A C1/ ( ), /t k B k t w v v      (2) 
where w is the width of the initial zone of the equilibrium mixture. The cases of fast, slow, and 
intermediate equilibration, correspond to teq << tsep, teq >> tsep, and teq ~ tsep, respectively. One can 
determine whether the equilibration is fast, slow or intermediate without analyzing equations (2), 
but by qualitatively analyzing the migration pattern of A and C. The three general cases of 
migration patterns are depicted in Figure B.1, middle row. In the case of teq << tsep, the 
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equilibration between A and C in reaction (1) occurs much faster than separation of their 
respective zones, and, as a result, A and C will be moving as a single zone, producing a single 
peak in an ACE electropherogram. In the case of teq >> tsep, the zones of A and C will be 
separated before equilibration between them proceeds to a significant extent. Thus, A and C will 
be moving as separate zones, producing two separate peaks. In the case of teq ~ tsep, equilibration 
and separation proceed with comparable rates; therefore, A and C will be moving as two zones 
with a significant overlap between them. 
Historically, ACE was applied almost exclusively to cases with teq << tsep. The velocity of the 
combined A and C zone is defined by concentration-weighted average of vA and vC. Thus, 
gradual shifts in migration time of the combined peak will occur as a function of B. These shifts 
in velocity of the single peak can be used as the single-parameter response for plotting of an 
isothermal binding curve, from which Kd can be determined graphically or though Scatchard 
analysis (Figure B.1 Panel A, bottom row).20 ACE data has been predominantly analysed by 
this classic single-parameter approach for Kd determination. The k+ and k constants, however, 
are convoluted within ACE electropherograms, and are more difficult to extract. In 1993, 
Whitesides and co-authors reported on using a numerical computational approach to extract k+ 
and k values from ACE data corresponding to the fast equilibration scenario.16 This numerical 
approach, however, did not find any further application, most likely due to requirement of a 
considerable expertise in numerical computational methods and significant computing resources 
to produce accurate and stable solutions in a reasonable amount of time. More recently, 
Berezovski and colleagues developed a mathematical tool for approximation of k+ and k from 
fast-equilibration ACE data by assuming rapid molecular exchange.21 This tool, however, is only 
applicable to systems with large Kd values (between 8 × 10-5 mol L-1 and 3× 10-3 mol L-1) and 
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very fast equilibration times (between 9 × 10-4 s and 0.25 s), which limits its scope. Besides these 
two examples, ACE has not been used for determination of k+ and k. 
Systems that correspond to teq >> tsep and teq ~ tsep are generally not analyzed by ACE. 
Determination of Kd for slow equilibrating systems is possible by analyzing pre-equilibrated 
sample mixtures and measuring the ratio between the areas of separate peaks of A and C; 
however, ACE is rarely used for study of such systems as simpler approaches, with no B in the 
run buffer, can be successfully used for this purpose.22,23 Intermediate equilibration systems 
result in intricate migration patterns that have never been analyzed due to a lack of proper 
deconvolution tools. 
Initial and boundary conditions in MASKE resemble those in ACE (Figure B.1 Panel B, top 
row). To maintain chemical equilibrium, the entire capillary is filled with the equilibrium 
mixture of A, B, and C. In a short plug, however, A, and accordingly C, are labeled for detection 
(labeled components are denoted with an asterisk). While A+A*, B, and C+C* are in chemical 
equilibrium, the label creates informational non-equilibrium and allows one to follow the 
kinetics in reaction (1). Chemical equilibrium is maintained in MASKE, which has facilitated the 
development of an analytical solution for its partial differential equations of mass transfer of A* 
and C*.18  
The relation between teq and tsep play similar roles in MASKE and ACE. MASKE experiments 
that study interacting systems with fast, slow, and intermediate equilibration result in migration 
patterns similar to those of ACE (Figure B.1, middle row). Unlike ACE, however, the analytical 
solution for MASKE allows k+, k, and Kd to be extracted from all three types of migration 
patterns. One of the ways to achieve this is by fitting the available analytical solution for 
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A* + C* (t) into experimental migration patterns of the labelled components, while varying k+ 
and k. 
MASKE is a recently developed method that has not yet led to significant accumulation of 
data. The requirement of MASKE for labeling of A represents the same limitation as found in the 
other label-based kinetic methods: labeling may affect the interaction between A and B, may be 
difficult, or expensive. This requirement also precludes the use of MASKE with the most popular 
label-free detection approach for CE – UV absorption spectroscopy. Simple and versatile 
experimental setup of ACE is generally preferable to that of MASKE.  
The conceptual similarities between ACE and MASKE suggest that mathematical tools 
developed for MASKE may be adapted for analysis of ACE data. Ability to combine the simple 
experimental setup of ACE with the simple mathematical tools for MASKE would eliminate the 
limitations of each individual method. This study was motivated by the insight that the main 
difference between interaction conditions in ACE and MASKE lies in the concentration profile 
of B along the capillary: B is constant in MASKE, but not in ACE. However, if there is a 
sufficient excess of B over A then the deviation of B from its nominal value become 
insignificant. Consistent with this notion, in-silico simulated migration patterns of ACE and 
MASKE become more similar as B increases over A (Figure B.2). Importantly, this condition is 
always satisfied in historical ACE experiments, as determination of Kd requires titration of B to 
achieve saturation in the formation of C.20 
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Figure B.2. Effects of concentration of B on deviation between ACE and MASKE results. 
In-silico simulated ACE (blue) and MASKE (red) migration profiles become more similar as 
total concentration of component B is increased over the concentration of component A. Panel 
A: A is equal to B; panel B: B is 10 times higher than A. ACE migration profile was simulated 
numerically, while MASKE migration profile was simulated using the available analytical 
solution. See text for simulation details. The profiles were simulated with the following values 
k+ = 3 × 104 M-1s-1, k = 3 × 10-3 s-1, and Kd = 100 nM. 
Similarity of differential equations and their solutions in ACE and MASKE 
To determine if MASKE analytical solution can be adapted to ACE, we first show that 
differential equations of mass transfer that describe the two methods are identical if 
B >> max(A, C). Diffusion is neglected throughout this consideration. The MASKE equations, 
which have been derived elsewhere,18 are the following:  
A
C
* * *
( * * *
( )
)
t x
t x
v A k A B k C
v C k A B k C
 
 
     
      (3) 
where ∂x and ∂t are partial derivations by spatial coordinate and time, respectively. In MASKE, 
A* and C* change with time and coordinate while B = const no matter what the relation between 
156 
B and A is. In ACE, in general, the equation for B must also be considered so that the complete 
system involves three equations: 
A
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 (4) 
where vB is the velocity of B. Conditions at t = 0 for system (4) have the following form in the 
plug 
eq eq eq, , ( 0)A A B B C C t     (5) 
Here, Aeq, Beq, and Ceq are equilibrium concentrations in the plug at t = 0. They can be calculated 
using equations 
eq eq
eq eq 0 eq eq 0 d
eq
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A B
A C A B C B K
C
      (6) 
where A0 and B0 are concentrations of A and B used in the plug preparation (i.e. concentrations 
of A and B before formation of C). 
By introducing dimensionless variables: 
0 0 0
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we can rewrite (4) as follows: 
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   (8) 
Here  = A0/B0 is a small parameter if B is taken in a sufficient excess to A during the plug 
preparation. In this case, a solution for equations (6) can be obtained in a form of expansion in λ: 
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0 1
0 1
0 1
ˆ ˆ ˆ ...
ˆ ˆ ˆ ...
ˆ ˆ ˆ ...
A A A
B B B
C C C



  
  
  
 (9) 
Substitution of (7) into the second equation in (6) and into conditions (5) and (6) yields: 
B 0 0) 1 ( 0)
ˆ ˆ( 0,t x tB B       (10) 
The first equation (10) has an obvious solution B^0(x,t) = const. Given the second relation 
(10), we finally have 0ˆ ˆ( , ) 1B x t B   in the zeroth order of approximation in . Substitution of 
ˆ 1B  in the first and last equations in (8) reduces system of equations (8) to two equations: 
A 0
C 0
ˆ ˆ ˆ
ˆ ˆ ˆ(
( )
)
t x
t x
v A k B A k C
v C k B A k C
 
 
     
    
 (11) 
After its transformation to the dimensional variables, system (11) is identical to MASKE 
equations (3) (with B = B0). Thus, differential equations for MASKE (3) and ACE (4) are 
identical (in the zeroth order of approximation in ) when B0 >> A0. 
Since the differential equations for ACE (4) and MASKE (3) are approximately identical, 
their solutions will be similar if  << 1 (with an error of the order of ). The solution for 
MASKE equations (3) is given elsewhere.18 It was obtained by transition to the special 
dimensionless form of equations (3) with subsequent application of Fourier transform in 
coordinate x. Resulting system of ordinary differential equations (in time t) was then solved for 
the following specific conditions at t=0 (denoted by subscript 1 or 2) 
1 1( ,0) ( ), ( ,0) 0A x x C x   (12) 
2 2( ,0) 0, ( ,0) ( )A x C x x   (13) 
where (x) is the Dirac delta function. These solutions have the following form: 
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1 1 1 0
2 0 2 1
I ( ) ( ) , I ( ) ,
2 2
I ( ) , I ( ) ( )
2 2
A C
A C
        
        
      
      
 
(14) 
where 
A C
A C
C A
/ , 2 / ( )
, ,
( 1/ ) / 2, ( / ) / 2, exp( ) ,
k B k k k B v v
v t x x v t
v v t x
 
    
          
     
    
     
 
and I0, and I1 are modified Bessel functions of the first kind. Physical meaning of these 
parameters can be described as follows: ε2 is a ratio of characteristic times of reverse and forward 
reactions (1); 1/ω is a characteristic length describing the separation of A and C; relations μ = 0 
and η = 0 give motion laws for peaks of A and C; ρ is a dimensionless combination of coordinate 
x and time t that appears while solving (3); φ, ψ, and γ are some combinations that arise in 
transition to special dimensionless form of (3); γ partially describes the effect of reactions (1) on 
concentrations of A and C. Relations (14) are valid at μη > 0. In the opposite case, when μη < 0, 
the obtained analytical solution is a trivial one with A1 = C1 = A2 = C2 = 0. Strictly speaking, 
conditions (12) and (13) at t = 0 as well as solutions (14) correspond to the case when 
concentrations of A and C in the capillary are defined as linear concentrations (i.e. amounts of A 
and C per unit length). In this case, we can still use equations (3) for linear concentrations A and 
C if B is defined as a volume concentration. 
Solutions (14) represent two different types of Green functions for equations (3) with 
conditions (12) or (13) defined at t = 0. For arbitrary distributions of volume concentrations 
A*(x,0) and C*(x,0) at at t = 0 the general solution of (3) can be easily expressed in terms of 
these Green functions: 
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 
 
1 2
1 2
*( , ) ( , ) *( ,0) ( , ) *( ,0)
*( , ) ( , ) *( ,0) ( , ) *( ,0)
A x t A x y t A y A x y t C y dy
C x t C x y t A y C x y t C y dy
   
   

  (15) 
Relations (15) combined with B = B0 will also give (at  << 1) an approximate solution for A 
and C in the case of ACE equations (4), if we omit the asterisk on the left-hand side of 
expressions (15) and replace A*(y, 0) and C*(y, 0) with Aeq(y) and Ceq(y) on the right-hand side 
of expression (13). After this, the substitution of expressions (14) for A1, C1, A2, and C2 yields (at 
vC > vA): 
   
   
A
C
A
C
eq A
1 eq
0 eq
( , ) ( ) exp( )
I exp ( ) ( )
2
I exp ( ) ( )
2
x v t
y
y y
yx v t
x v t
y y
x v t
A x t A x v t k Bt
t x y A y dy
t x y C y dy
     
     





   
  
 


 (16) 
   
   
A
C
A
C
eq C
0 eq
1 eq
( , ) ( ) exp( )
I exp ( ) ( )
2
I exp ( ) ( )
2
x v t
y y
x v t
x v t
y
y y
yx v t
C x t C x v t k t
t x y A y dy
t x y C y dy
      
     





   
  
 


 (17) 
where ηy = x – y –vCt and μy = vAt – x + y. In the case of vC < vA, integration in expressions (16) 
and (17) should be taken from x – vAt to x – vCt.  
It should be noted that all of the above equations use concentrations of A, B, and C, while in 
practice it might be more useful to operate with signal quantities of a given detection system (e.g. 
optical or electrochemical). It is instructive to consider the relations between the concentrations 
and signals using an example of fluorescence detection, although UV absorbance detection can 
be handled in the same way. If fluorescence detection is used, values Aexp and Cexp are related to 
measured fluorescence signals Afs and Cfs as: 
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fs fs
exp A exp C
A C
,A CA C
Q Q
    (18) 
where χA and χB are the proportionality coefficients, which depend on fluorophores and detectors 
used for A and C, and QA and QC are absolute quantum yields of A and C. In a typical case, a 
single fluorophore and a single detector are used for both A and C so that χA = χB = χ. If we 
introduce a calibration coefficient α = χ/QA then relations (16) can be presented in a more 
practical form: 
fs
exp fs exp,
CA aA C     (19) 
where β = QC/QA is a relative quantum yield, which is measured much easier than absolute 
quantum yields. 
Finding k+ and k 
Relations (16) and (17) can be used to find k+ and k from experimental ACE data in a 
“pattern-based approach”.24 To do this, one should use non-linear regression in which migration 
patterns of A and C, calculated with (16) and (17), are used to fit experimentally obtained Aexp 
and Cexp at various sets of k+ and k and fixed known values of initial concentrations and 
migration velocities. The best fit will give values of k+ and k. If A and C are indistinguishable in 
detection (e.g. spectrally), then the sum of A + C should be calculated from (16) and (17) and 
fitted into the experimentally obtained sum of Aexp + Cexp. Pattern-based approaches for finding 
k+ and k in ACE are technically similar to those used in SPR or stopped-flow kinetic methods. 
Alternatively, simple multi-parameter-based approaches for approximating k+ and k in 
MASKE have been developed, and are described elsewhere.18,25,26 Such approaches are equally 
applicable to ACE. They rely on certain simplifying assumptions that, in turn, allow finding 
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algebraic equations for k+ and k. The equations include several parameters such as migrations 
times, peak widths, peak heights, and peak areas. Different assumptions are made for slow, fast, 
and intermediate equilibration. 
Dependence of ACE kinetic measurement accuracy on initial conditions 
The mathematical tools described in the previous section can be used to extract k+ and k from 
ACE electropherograms as long as the chosen initial concentration of B is sufficiently higher 
than that of A. From the practical standpoint, it would be useful to know how the accuracy of 
ACE kinetic measurements changes with varying ratios of these concentrations. To allow the 
end-users to determine suitable conditions for data analysis, we have performed an in-silico 
study of ACE kinetic measurement accuracy for different equilibration-time scenarios and over a 
wide range of component concentrations. 
To simulate ACE migration patterns, we have employed a numerical computational approach, 
similar to the previously described.16 We used COMSOL Multiphysics environment, version 
4.3a, with the “Transport of Diluted Species” module, which incorporates mass balance 
equations, chemical reactions, convective and electrophoretic terms, and Fick’s law of diffusion 
to approximate migration patterns of defined species within discrete-space geometry. Direct 
MUMPS solver was used to approximate concentrations of molecules A and B, and their 
complex C, in a time dependent manner over a defined 1D geometry that modeled a capillary. 
One hundred and seventy ACE migration patterns, with different combinations of k+ and k, as 
well as values of A0 and B0, were generated. Analytical equations (16) and (17) were 
programmed into COMSOL Multiphysics variable set and the “Optimization” module was used 
to back-calculate the k+ and k values analytically, with numerically-simulated curves set as the 
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global least-squares objectives. Direct PARADISO solver, using Lavenberg-Marquardt 
optimization method was used to determine k+ and k values that produced the best fit. 
Relative errors between the input and the back-calculated k+ and k values for systems with 
different characteristic equilibration times appear in Figure B.3. To ensure highest sensitivity of 
measurement, B0 was chosen to be equal to the Kd value, while A0 was lowered to achieve 
various B0/A0 values. As expected, the largest error in determination of k+ was observed when 
B0 = A0, with relative error exceeding 1 for systems with fast characteristic equilibration times. 
The errors reduced significantly when the B0/A0 ratio was increased to 2 and 5, while further 
increases to 10 and 20 produced less significant improvements. Regardless of ratios of 
concentrations used in the simulations, measurements in systems that had a very slow 
characteristic equilibration time (tsep/teq < 0.01) produced high errors. This is due to the fact that 
in such systems few association and dissociation events occur during separation, thus resulting in 
migration patterns that contain little information on interaction kinetics. In contrast, small errors 
were observed in measurements of systems with moderately slow (tsep/teq ~ 0.1) and intermediate 
(tsep/teq ~ 1) equilibration times. This stems from the fact that such migration patterns (two peaks 
and a connecting bridge region) contain the most features that the curve-fitting software can use 
to extract unknown parameters. Simulated electropherogram peaks that resulted from analysis of 
systems with very fast equilibration times (tsep/teq > 10) had shapes which were indistinguishable 
from the shape of the initial sample plug analyte distribution. As a result, kinetic constants could 
not be extracted from data obtained for such cases. Accuracy of k determination did not change 
significantly with A0/B0 ratios, as dissociation rates do not depend on B. These results suggest 
that a 5-fold excess of B0 over A0 is sufficient to conduct kinetic analysis of ACE data with 
relative errors under 20%. 
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Figure B.3. Accuracy of ACE kinetic measurements at various B0 and A0. Top and bottom 
panels show relative errors of k+ and k−, respectively. The errors are defined as ratios between 
input and back-calculated values of the rate constants. Measurement errors were evaluated for 
interacting systems with characteristic equilibration times ranging from slow (tsep/teq = 0.01) to 
fast (tsep/teq = 10) scenarios. For all traces B0 was chosen to equal Kd, while A0 was lowered to 
achieve varying values of B0/A0 (see the legend in the figure). 
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Retrospective analysis of historical ACE data 
To demonstrate the power of the new approach in retrospective analysis of ACE data, we 
applied it to two different historical studies. The first study is the prominent work by Whitesides 
and co-authors,16 where a numerical approach was applied for the first time to extract k+ and k 
values from ACE data. Using this data has enabled us to compare and validate our results against 
the values produced by the original study. This study investigated the affinity interaction 
between bovine carbonic anhydrase (CA) and a charged arylsulfonamide ligand (ASL). In this 
experiment, CA and ASL correspond to molecules A and B, respectively. 
To calculate the ACE migration patterns using our analytical solution, the following 
information was obtained from the “materials and methods” section of the original article: initial 
concentrations of CA and ASL, applied voltage, total and effective lengths of the capillary, and 
the length of the initial sample plug. Concentration-to-signal conversion multipliers and 
electrophoretic mobilities of free CA and CA-ASL complex were approximated from 
experimental data. Electrophoretic mobility of free ALS was approximated to be 50% slower 
than that of CA-ASL complex: precise knowledge of this value is not required, as electrophoretic 
mobility of B does not have a significant effect on migration patterns of systems that undergo 
fast equilibration (teq << tsep). The experimental electropherograms were digitized from the 
original publication using open-source Engauge Digitizer software, version 4.1. Equations (16) 
and (17) were programmed into COMSOL Multiphysics variable set and the “Optimization” 
module was used in the same way as described in the previous section, except the digitized 
experimental curves were used as the global least-squares objectives. In the original experiments, 
CA was maintained at a concentration of 1 × 105 mol L1, while ASL was titrated between 0 and 
2 × 104 mol L1. Only the electropherograms with B0/A0 ≥ 5 were used for fitting aiming at 
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accurate determination of k+ and k (Figure B.4 Panel A). The obtained values, 
k+ = (4.36 ± 0.09) × 104 L mol1 s1, k  =  0.31 ± 0.08 s1, and Kd = (7.03 ± 0.03) × 106 mol L-1, 
were similar to the values reported in the original publication, k+ = 1.5 × 104 L mol1 s1, 
k  =  0.1 s1, and Kd = 7 × 106 mol L1. The errors reported with our values represent the 
precision of fitting different experimental traces, and are indicative of the high quality of the 
original experimental data. It should be noted, that according to our in-silico study, described in 
the previous section, a systematic error of 10-20% might be affecting our results, potentially 
explaining the difference between our values those reported in the original study. Furthermore, 
this difference may also be explained by the fact that the original study considered only 3 
possible combinations of k+ (1.5 × 105, 1.5 × 104, and 1.5 × 103 L mol1 s1) and k  (1, 0.1, and 
0.01 s1) values in their simulations, most likely due to the long-time requirements of numerical 
computation. Our analytical solution allowed us to simulate hundreds of possible k+ and k 
combinations within a few minutes, likely yielding more refined values. As predicted by our in-
silico study, the electropherograms simulated with the obtained k+ and k values did not produce 
a satisfactory fit with the experimental data when B0/A0 was significantly below 5, but improved 
as the value approached 5 (Figure B.4 Panel B). These findings strongly support the validity of 
the new mathematical approach. 
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Figure B.4. Fitting of ACE experimental data for interaction between CA and ASL. Panel 
A: k+, k  and Kd were determined by fitting the historical data in which B0/A0 ≥ 5. Panel B: 
curves simulated with the obtained parameters poorly matched the experimental data when 
B0/A0 << 5, but improved as the ratio approached 5. The peak on the left is a non-interacting 
migration marker, and was not included in the fitting. 
Lastly, the new mathematical tool was applied for retrospective analysis of a recent study by 
Liu and colleagues.27 This work simultaneously investigated the affinity interaction between 
three boronic acids (molecules A) and fructose (molecule B). The boronic acids under 
investigation were phenylboronic acid (PB), 3-carboxyphenylboronic acid (CP), and 3-
carboxybenzoboroxole (CB). Experimental conditions and experimental traces were retrieved 
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from the original publication and analyzed as described in the first example. The following 
values were obtained by fitting: for PB k+ = 176 ± 19 L mol1 s1, k  =  1.10 ± 0.01 s1, 
Kd = (6.3 ± 0.7) × 103 mol L-1; for CP k+ = 19.5 ± 9.7 L mol1 s1, k  = 0.11 ± 0.04 s1, 
Kd = (6.1 ± 2.7) × 103 mol L1; and for CB k+ = 179 ± 108 L mol1 s1, k  = 0.6 ± 0.3 s1, 
Kd = (4.0 ± 0.9) × 10-3 mol L1 (Figure B.5). To the best of our knowledge, this is the first 
instance when kinetics of interaction for these molecular pairs have been reported. This example 
clearly demonstrates the power and capacity of the new approach to produce new and valuable 
information from existing data. We anticipate that the new mathematical tool will find a wide use 
in both the analytical and pharmacological communities that employ, or have employed, ACE. 
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Figure B.5. ACE results for interaction between boronic acids and fructose. Experimental 
and simulated ACE migration patterns describing interaction between PB, CP and CB 
(molecules A) and fructose (molecule B). From top to bottom: determination of k+, k  and Kd by 
fitting historical data in which B0/A0 were equal to 15, 30 an 60. The peak on the left is a non-
interacting migration marker, and was not included in the fitting. Peaks for each boronic acid 
species was fitted individually, but then combined into a single curve, containing all three peaks, 
for convenient representation. 
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B.4. Concluding remarks 
We proved theoretically and confirmed through retrospective analysis of previously published 
data that the propagation patterns of A and C in ACE and A* and C* in MASKE are identical if 
B0 >> A0. Choosing B0 that is at least 5-fold higher than A0 will satisfy this condition for majority 
of interaction systems. This allows one to apply general solution (12) to ACE electropherograms. 
This also enables the use of the simplified approximate methods for finding rate constants from 
ACE data. Kinetic measurements by ACE become especially useful when labeling of component 
A is undesirable. Given the fact that in ACE the component B is always taken in excess to 
component A, the new mathematical tool can be used retrospectively to extract kinetic 
information from all historical ACE experiments for which the original electropherograms are 
available. 
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