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Abstract
We establish universality of local eigenvalue correlations in unitary random matrix en-
sembles 1
Zn
| detM |2αe−ntrV (M)dM near the origin of the spectrum. If V is even, and if the
recurrence coefficients of the orthogonal polynomials associated with |x|2αe−nV (x) have a
regular limiting behavior, then it is known from work of Akemann et al., and Kanzieper and
Freilikher that the local eigenvalue correlations have universal behavior described in terms
of Bessel functions. We extend this to a much wider class of confining potentials V . Our
approach is based on the steepest descent method of Deift and Zhou for the asymptotic
analysis of Riemann-Hilbert problems. This method was used by Deift et al. to establish
universality in the bulk of the spectrum. A main part of the present work is devoted to the
analysis of a local Riemann-Hilbert problem near the origin.
1 Introduction
In the present paper we consider the following unitary ensemble of random matrices, cf. [2, 3]
1
Zn
|detM |2αe−ntr V (M)dM, α > −1/2. (1.1)
The matrices M are n × n Hermitian and dM is the associated flat Lebesgue measure on
the space of n × n Hermitian matrices, and Zn is a normalizing constant (partition function).
The confining potential V in (1.1) is a real valued function with enough increase at infinity, for
example a polynomial of even degree with positive leading coefficient. Random matrix ensembles
are important in many branches of mathematics and physics, see the recent survey paper [18].
The specific ensemble (1.1) is relevant in three-dimensional quantum chromodynamics [39].
The ensemble (1.1) induces a probability density function on the n eigenvalues x1, . . . , xn of
M , given by
P (n)(x1, . . . , xn) =
1
Zˆn
n∏
j=1
wn(xj)
∏
i<j
|xi − xj |2,
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where Zˆn is the normalizing constant, and where wn is the following varying weight on the real
line,
wn(x) = |x|2αe−nV (x), for x ∈ R. (1.2)
Of particular interest are the local correlations between the eigenvalues of the ensemble (1.1)
of random matrices, when their size tends to infinity, at the origin of the spectrum, see [2, 22, 32].
The correlations between eigenvalues can be expressed in terms of the orthonormal polyno-
mials pk,n(x) = γk,nx
k + · · · with γk,n > 0 with respect to wn, that is∫
pk,n(x)pj,n(x)|x|2αe−nV (x)dx = δjk.
Namely, for 1 ≤ m ≤ n− 1, the m-point correlation function
Rn,m(y1, . . . , ym) = n!
(n −m)!
∫ ∞
−∞
. . .
∫ ∞
−∞︸ ︷︷ ︸
n−m
P (n)(y1, . . . , ym, xm+1, . . . , xn)dxm+1 . . . dxn,
satisfies, by a well-known computation of Gaudin and Mehta [29],
Rn,m(y1, . . . , ym) = det(Kn(yi, yj))1≤i,j≤m,
where
Kn(x, y) =
√
wn(x)
√
wn(y)
n−1∑
j=0
pj,n(x)pj,n(y)
=
√
wn(x)
√
wn(y)
γn−1,n
γn,n
pn,n(x)pn−1,n(y)− pn−1,n(x)pn,n(y)
x− y , (1.3)
which gives the connection with orthogonal polynomials. The second equality in (1.3) follows
from the Christoffel-Darboux formula [35].
Akemann et al. [2] showed that the local eigenvalue correlations at the origin of the spectrum
have a universal behavior, described in terms of the following Bessel kernel
J
o
α(u, v) = π
√
u
√
v
Jα+ 1
2
(πu)Jα− 1
2
(πv)− Jα− 1
2
(πu)Jα+ 1
2
(πv)
2(u− v) , (1.4)
where Jα± 1
2
denotes the usual Bessel function of order α ± 12 . In [2] it was assumed that the
parameter α is a non-negative integer, that the potential V is even, and that the coefficients
ck,n in the recurrence relation
xpk,n(x) = ck+1,npk+1,n + ck,npk−1,n
satisfied by the orthonormal polynomials have a limiting behavior in the sense that the limit
ck,n exists whenever k, n → ∞ such that k/n → t for some t > 0. The restriction that α is
a non-negative integer was removed by Kanzieper and Freilikher [22], but they still required
the assumption that V is even and that the recurrence coefficients have a limiting behavior. In
fact, their method of proof (which they call Shohat’s method) relies heavily on these recurrence
coefficients.
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It is the goal of this paper to establish the universality of the Bessel kernel (1.4) at the origin
of the spectrum without any assumption on the recurrence coefficients. We can also allow V to
be quite arbitrarily. We assume the following
V : R→ R is real analytic, (1.5)
lim
|x|→∞
V (x)
log(x2 + 1)
= +∞, (1.6)
ψ(0) > 0, (1.7)
where ψ is the density of the equilibrium measure in the presence of the external field V , [11, 34].
Let us explain the condition (1.7). Denote the space of all probability measures on R by
M1(R), and consider the following minimization problem
inf
µ∈M1(R)
(∫ ∫
log
1
|s− t|dµ(s)dµ(t) +
∫
V (t)dµ(t)
)
. (1.8)
Under the assumptions (1.5) and (1.6) it is known that the infimum is achieved [9, 34] uniquely
at the equilibrium measure µV ∈ M1(R) for V . The measure µV has compact support, and
since V is real analytic, it is supported on a finite union of intervals. In addition it is absolutely
continuous with respect to the Lebesgue measure, i.e.
dµV (x) = ψ(x)dx,
and ψ is real analytic on the interior of the support of µV , see [11, 12]. The importance of the
equilibrium measure lies in the fact that ψ is the limiting (as n→∞) mean eigenvalue density
of the matrix ensemble (1.1), cf. [9, 12]. The condition (1.7) then says that the mean eigenvalue
density ψ should be strictly positive there. If the origin belongs to the interior of the support
of µV but the mean eigenvalue density vanishes there, then the potential is called multicritical,
see [3, 4, 21]. This case will not be treated in this paper.
The regular behavior of the recurrence coefficients assumed in [2, 22] is probably satisfied if V
is even and if the support of µV consists of one single interval. Note that we make no assumptions
on the nature of the support of µV . It can consist of any (finite) number of intervals.
Our main result is the following.
Theorem 1.1 Assume that the conditions (1.5)–(1.7) are satisfied. Let wn be the varying weight
(1.2), let Kn be the kernel (1.3) associated with wn, and let ψ be the density of the equilibrium
measure for V . Then, for u, v ∈ (0,∞),
1
nψ(0)
Kn
(
u
nψ(0)
,
v
nψ(0)
)
= Joα(u, v) +O
(
uαvα
n
)
, as n→∞, (1.9)
where Joα is the Bessel kernel given by (1.4). The error term in (1.9) is uniform for u, v in
bounded subsets of (0,∞).
Other types of universal correlations have been established in the bulk [8, 12, 22, 33], at the
soft edge of the spectrum [7, 17, 22, 30, 36], and at the hard edge [17, 28, 31, 37]. The universality
at the hard edge is also described in terms of a Bessel kernel, which we have denoted in [28] by
Jα, namely
Jα(u, v) =
Jα(
√
u)
√
vJ ′α(
√
v)− Jα(
√
v)
√
uJ ′α(
√
u)
2(u− v) .
To distinguish with this Bessel kernel, we use Joα to denote the Bessel kernel (1.4) relevant at
the origin of the spectrum.
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Remark 1.2 The universality (1.9) is restricted to u, v > 0. It can be extended to arbitrary
real u and v in the following way. For u, v ∈ R, we have that
|u|−α|v|−α 1
nψ(0)
Kn
(
u
nψ(0)
,
v
nψ(0)
)
= u−αv−αJoα(u, v) +O
(
1
n
)
, as n→∞, (1.10)
and the error term holds uniformly for u, v in compact subsets of R. We will restrict ourselves
to proving (1.9), but the same methods allow us to establish (1.10).
Our proof of Theorem 1.1 is based on the characterization of the orthogonal polynomials
via a Riemann-Hilbert problem (RH problem) for 2× 2 matrix valued functions, due to Fokas,
Its and Kitaev [16], and on an application of the steepest descent method of Deift and Zhou
[14]. See [9, 24] for an introduction. The Riemann-Hilbert approach gives asymptotics for the
orthogonal polynomials in all regions of the complex plane, and it has been applied before on
orthogonal polynomials by a number of authors, see for example [5, 12, 13, 23, 26, 27, 38]. Bleher
and Its [6] and Deift et al [12] were the first to apply Riemann-Hilbert problems to universality
results in random matrix theory. Later developments include [5, 19, 28].
In this paper we use many of the ideas of [12]. That paper deals with the varying weights
e−nV (x) with V satisfying (1.5) and (1.6). The steepest descent method for Riemann-Hilbert
problems is used to establish universality of the sine kernel in the bulk of the spectrum for
the associated unitary matrix ensembles. In our case the general scheme of the analysis is the
same, and we refer to [12, 13] for some of the details and motivations. The extra factor |x|2α in
our weights |x|2αe−nV (x) gives rise to two important technical differences. The first difference
lies in the construction of the so-called parametrix for the outside region. To compensate for
the factor |x|2α we need to construct a Szego˝ function on multiple intervals associated to |x|2α.
The second and most important difference lies in the fact that we have to do a local analysis
near the origin. This is where the Bessel functions Jα± 1
2
come in. The construction of the
local parametrix near the origin is analogous to the construction of the parametrix near the
algebraic singularities of the generalized Jacobi weight, recently done by one of us in [38]. The
local parametrix determines the asymptotics of the orthonormal polynomials near the origin,
and thus also governs the universality at the origin of the spectrum.
The rest of the paper is organized as follows. In Section 2.1 we characterize the orthogonal
polynomials via a RH problem, due to Fokas, Its and Kitaev [16]. Via a series of transformations,
we perform the asymptotic analysis of the RH problem as in [12, 13]. The first transformation
will be done in Section 2.2, the second transformation in Section 3. Next, we construct the
parametrices for the outside region and near the origin in Section 4 and Section 5, respectively.
The final transformation will be done in Section 6. Then we have all the ingredients to prove
Theorem 1.1 in Section 7. Here we use some techniques from [28].
2 Associated RH problem and first transformation Y 7→ T
In this section we will characterize the orthonormal polynomials pk,n with respect to the weight
(1.2) as a solution of a RH problem for a 2 × 2 matrix valued function Y (z) = Y (z;n,w), due
to Fokas, Its and Kitaev [16], and do the first transformation in the asymptotic analysis of this
RH problem.
2.1 Associated RH problem
We seek a 2× 2 matrix valued function Y that satisfies the following RH problem.
4
RH problem for Y :
(a) Y : C \ R→ C2×2 is analytic.
(b) Y possesses continuous boundary values for x ∈ R \ {0} denoted by Y+(x) and Y−(x),
where Y+(x) and Y−(x) denote the limiting values of Y (z
′) as z′ approaches x from above
and below, respectively, and
Y+(x) = Y−(x)
(
1 |x|2αe−nV (x)
0 1
)
, for x ∈ R \ {0}. (2.1)
(c) Y (z) has the following asymptotic behavior at infinity:
Y (z) =
(
I +O
(
1
z
))(
zn 0
0 z−n
)
, as z →∞. (2.2)
(d) Y (z) has the following behavior near z = 0:
Y (z) =


O
(
1 |z|2α
1 |z|2α
)
, if α < 0,
O
(
1 1
1 1
)
, if α > 0,
(2.3)
as z → 0, z ∈ C \ R.
Compared with the case of no singularity at the origin, see [12], we now have an extra
condition (2.3) near the origin. This condition is used to control the behavior near the origin,
see also [27, 38].
Remark 2.1 TheO-terms in (2.3) are to be taken entrywise. So for example Y (z) = O
(
1 |z|2α
1 |z|2α
)
means that Y11(z) = O(1), Y12(z) = O(|z|2α), etc.
The unique solution of the RH problem is given by
Y (z) =

 1γn,n pn,n(z) 12πi 1γn,n
∫ 1
−1
pn,n(x)wn(x)
x−z dx
−2πiγn−1,npn−1,n(z) −γn−1,n
∫ 1
−1
pn−1,n(x)wn(x)
x−z dx

 , (2.4)
where pk,n is the kth degree orthonormal polynomial with respect to the varying weight wn, and
where γk,n is the leading coefficient of the orthonormal polynomial pk,n. The solution (2.4) is
due to Fokas, Its and Kitaev [16], see also [9, 12, 13]. See [24, 27] for the condition (2.3).
Note that (2.4) contains the orthonormal polynomials of degrees n− 1 and n. By (1.3) it is
then possible to write Kn in terms of the first column of Y . So in order to prove Theorem 1.1
an asymptotic analysis of the RH problem for Y is necessary. Via a series of transformations
Y → T → S → R we want to obtain a RH problem for R which is normalized at infinity (i.e.,
R(z)→ I as z →∞), and with jumps uniformly close to the identity matrix, as n→∞. Then R
is also uniformly close to the identity matrix, as n→∞. Unfolding the series of transformations,
we obtain the asymptotics of Y . In particular, we need the asymptotic behavior of Y near the
origin, which follows from the parametrix near the origin.
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2.2 First transformation Y → T
We first need some properties of the equilibrium measure µV for V . Its support is a finite union
of disjoint intervals, say
⋃N+1
j=1 [bj−1, aj ]. So the support consists of N + 1 intervals and we refer
to these as the bands. The complementary N intervals (aj, bj) are the gaps. Following [12], we
define
J =
N+1⋃
j=1
(bj−1, aj)
so that J is the interior of the support. The density ψ of µV has the form [12]
ψ(x) =
1
2πi
R
1/2
+ (x)h(x), for x ∈ J , (2.5)
where
R(z) =
N+1∏
j=1
(z − bj−1)(z − aj), (2.6)
and where h is real analytic on R. In this paper we use R1/2 to denote the branch of
√
R which
behaves like zN+1 as z →∞ and which is defined and analytic on C \ J¯ . In (2.5) we have that
R
1/2
+ denotes the boundary value of R
1/2 on J from above. There exists an explicit expression
for h in terms of V , see [11], but we will not need that here.
The equilibriummeasure minimizes the weighted energy (1.8). The associated Euler-Lagrange
variational conditions state that there exists a constant ℓ ∈ R such that
2
∫
log |x− s|ψ(s)ds − V (x) = ℓ, for x ∈ J¯ , (2.7)
2
∫
log |x− s|ψ(s)ds − V (x) ≤ ℓ, for x ∈ R \ J¯ . (2.8)
The external field V is called regular if the inequality in (2.8) is strict for every x ∈ R \ J¯ , and
if h(x) 6= 0 for every x ∈ J¯ . Otherwise, V is called singular. The regular case holds generically
[25]. In the singular case there are a finite number of singular points. Singular points in J¯ are
such that h vanishes there. Singular points in R \ J¯ are such that equality holds in (2.8).
In order to do the first transformation, we introduce the so-called g-function [12, Section 3.2]
g(z) =
∫
log(z − s)ψ(s)ds, for z ∈ C \ (−∞, aN+1], (2.9)
where ψ(s)ds is the equilibrium measure for V . In (2.9) we take the principal branch of the
logarithm, so that g is analytic on C \ (−∞, aN+1].
We now give properties of g which are crucial in the following, [12, Section 3.2]. From the
Euler-Lagrange conditions (2.7) and (2.8) it follows that
g+(x) + g−(x)− V (x)− ℓ = 0, for x ∈ J¯ , (2.10)
g+(x) + g−(x)− V (x)− ℓ ≤ 0, for x ∈ R \ J¯ . (2.11)
A second crucial property is that
g+(x)− g−(x) = 2πi
∫ aN+1
x
dµV (s), for x ∈ (−∞, aN+1), (2.12)
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so that g+(x)−g−(x) is purely imaginary for all x ∈ R and constant in each of the gaps, namely
g+(x)− g−(x) =


2πi, for x < b0,
2πi
∫ aN+1
bj
dµV (s) =: 2πiΩj , for x ∈ (aj , bj), j = 1 . . . N ,
0, for x > aN+1.
(2.13)
From (2.13) we see that Ωj is the total µV -mass of the N +1− j largest bands. These constants
all belong to (0, 1). Note that Ωj was defined with an extra factor 2π in [12].
As in [12, Section 3.3], we define the matrix valued function T as
T (z) = e−
nℓ
2
σ3Y (z)e
nℓ
2
σ3e−ng(z)σ3 , for z ∈ C \ R, (2.14)
where σ3 =
(
1 0
0 −1
)
is the Pauli matrix. Then T is the unique solution of the following equivalent
RH problem.
RH problem for T :
(a) T : C \R→ C2×2 is analytic.
(b) T satisfies the following jump relations on R:
T+(x) = T−(x)
(
e−n(g+(x)−g−(x)) |x|2α
0 en(g+(x)−g−(x))
)
, for x ∈ J¯ \ {0}, (2.15)
T+(x) = T−(x)
(
e−2πinΩj |x|2αen(g+(x)+g−(x)−V (x)−ℓ)
0 e2πinΩj
)
, (2.16)
for x ∈ (aj, bj), j = 1 . . . , N ,
T+(x) = T−(x)
(
1 |x|2αen(g+(x)+g−(x)−V (x)−ℓ)
0 1
)
, for x < b0 or x > aN+1. (2.17)
(c) T (z) = I +O(1/z), as z →∞.
(d) T (z) has the same behavior as Y (z) as z → 0, given by (2.3).
3 Second transformation T → S
In this section we transform the oscillatory diagonal entries of the jump matrix in (2.15) into
exponentially decaying off-diagonal entries. This lies at the heart of the steepest descent method
for RH problems of Deift and Zhou [14], and this step is often referred to as the opening of the
lens.
For every z ∈ C \R lying in the region of analyticity of h, we define
φ(z) =
1
2
∫ aN+1
z
R1/2(s)h(s)ds
7
where the path of integration does not cross the real axis. Since
∫ bk
ak
R1/2(s)h(s)ds = 0 for
every k = 1, . . . , N , (this follows easily from the formulas in [12, Sections 3.1 and 3.2]), and∫ aN+1
bj
R
1/2
+ (s)h(s)ds = 2πiΩj , we find that for every j,
2φ(z) =
∫ aj
z
R1/2(s)h(s)ds + 2πiΩj , if Im z > 0, (3.1)
2φ(z) =
∫ aj
z
R1/2(s)h(s)ds − 2πiΩj , if Im z < 0. (3.2)
Note that in [12] a function G is defined which is analytic through the bands. We found it more
convenient to have a function with branch cuts along the bands, see also [9]. The functions G
and φ also differ by a factor ±2.
The point of the function φ is that φ+ and φ− are purely imaginary on the bands, and that
2φ+ = −2φ− = g+ − g−. (3.3)
This means that 2φ and −2φ provide analytic extensions of g+ − g− into the upper half-plane
and lower half-plane, respectively. We also have that for z in a neighborhood of a regular point
x ∈ J , (see [12, Section 3.3] for details) that
Reφ(z) > 0, if Im z 6= 0, (3.4)
We will now discuss the opening of the lens in the regular case. In the singular case we need
to modify the opening of the lens somewhat, since we have to take into account the singular
points. We do not open the lens around singular points that belong to J , see [12, Section 4] for
details.
For V regular, there is a suitable neighborhood U of J such that the inequality in (3.4) holds
for every z ∈ U . The opening of the lens is based on the factorization of the jump matrix (2.15)
into the following product of three matrices, see also (3.3),(
e−n(g+(x)−g−(x)) |x|2α
0 en(g+(x)−g−(x))
)
=
(
e−2nφ+(x) |x|2α
0 e−2nφ−(x)
)
=
(
1 0
|x|−2αe−2nφ−(x) 1
)(
0 |x|2α
−|x|−2α 0
)(
1 0
|x|−2αe−2nφ+(x) 1
)
. (3.5)
As in [38] we take an analytic contination of the factor |x|2α by defining
ω(z) =
{
(−z)2α, if Re z < 0,
z2α, if Re z > 0,
(3.6)
with principal branches of powers. In contrast to the situation in [12], here we have to open the
lens also going through the origin, cf. [38]. This follows from the fact that |x|2α does not have
an analytic continuation to a full neighborhood of the origin.
We thus transform the RH problem for T into a RH problem for S with jumps on the oriented
contour Σ, shown in Figure 1. The precise form of the lens is not yet defined, but it will be
contained in U .
Define the piecewise analytic matrix valued function S as
S(z) =


T (z), for z outside the lens,
T (z)
(
1 0
−ω(z)−1e−2nφ(z) 1
)
, for z in the upper parts of the lens,
T (z)
(
1 0
ω(z)−1e−2nφ(z) 1
)
, for z in the lower parts of the lens.
(3.7)
Then, S is the unique solution of the following equivalent RH problem. In (3.8), C+ and C− are
used to denote the upper half-plane {Im z > 0} and the lower half-plane {Im z < 0}, respectively.
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0bj-1 bjaj aj+1 aj+2bj+1
Figure 1: Part of the contour Σ.
RH problem for S:
(a) S : C \ Σ→ C2×2 is analytic.
(b) S satisfies the following jump relations on Σ:
S+(z) = S−(z)
(
1 0
ω(z)−1e−2nφ(z) 1
)
, for z ∈ Σ ∩ C±, (3.8)
S+(x) = S−(x)
(
0 |x|2α
−|x|−2α 0
)
, for x ∈ J \ {0}, (3.9)
S+(x) = S−(x)
(
e−2πinΩj |x|2αen(g+(x)+g−(x)−V (x)−ℓ)
0 e2πinΩj
)
, (3.10)
for x ∈ (aj, bj), j = 1 . . . N ,
S+(x) = S−(x)
(
1 |x|2αen(g+(x)+g−(x)−V (x)−ℓ)
0 1
)
, for x < b0 or x > aN+1. (3.11)
(c) S(z) = I +O(1/z), as z →∞.
(d) For α < 0, the matrix function S(z) has the following behavior as z → 0:
S(z) = O
(
1 |z|2α
1 |z|2α
)
, as z → 0, z ∈ C \ Σ. (3.12)
For α > 0, the matrix function S(z) has the following behavior as z → 0:
S(z) =


O
(
1 1
1 1
)
, as z → 0 from outside the lens,
O
(|z|−2α 1
|z|−2α 1
)
, as z → 0 from inside the lens.
(3.13)
(e) S remains bounded near each of the endpoints ai, bj .
By (3.4) the factor e−2nφ(z) in (3.8) is exponentially decaying for z ∈ Σ ∩ C± as n → ∞.
This implies that the jump matrix for S converges exponentially fast to the identity matrix as
n→∞, on the lips of the lens. Since V is regular, we have the strict inequality
g+(x) + g−(x)− V (x)− ℓ < 0, for x ∈ R \ J¯ , (3.14)
so that the factor en(g+(x)+g−(x)−V (x)−ℓ) in (3.10) and (3.11) is also exponentially decaying as
n→∞.
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4 Parametrix for the outside region
From the discussion at the end of the previous section we expect that the leading order asymp-
totics are determined by the solution of the following RH problem.
RH problem for P (∞):
(a) P (∞) : C \ [b0, aN+1]→ C2×2 is analytic.
(b) P (∞) satisfies the following jump relations:
P
(∞)
+ (x) = P
(∞)
− (x)
(
0 |x|2α
−|x|−2α 0
)
, for x ∈ J \ {0}, (4.1)
P
(∞)
+ (x) = P
(∞)
− (x)
(
e−2πinΩj 0
0 e2πinΩj
)
, for x ∈ (aj , bj), j = 1 . . . N , (4.2)
(c) P (∞)(z) = I +O (1/z), as z →∞.
The solution of this RH problem is referred to as the parametrix for the outside region, and will
be constructed using the so-called Szego˝ function on the union of disjoint intervals J , associated
to |x|2α. The importance of the Szego˝ function is that it transforms this RH problem into a RH
problem with jump matrix
(
0 1
−1 0
)
on J .
4.1 The Szego˝ function
We seek a scalar function D : C \ [b0, aN+1]→ C that solves the following RH problem.
RH problem for D
(a) D is non-zero and analytic on C \ [b0, aN+1]
(b) D satisfies the following jump relations:
D+(x)D−(x) = |x|2α, for x ∈ J \ {0}, (4.3)
D+(x) = e
2πiξjD−(x), for x ∈ (aj , bj), j = 1, . . . N , (4.4)
for certain unknown constants ξ1, . . . , ξN ∈ R. The selection of ξ1, . . . , ξN is part of the
problem. We should choose them such that it is possible to construct D.
(c) D and D−1 remain bounded near the endpoints ai, bj of J , and
D∞ := lim
z→∞
D(z) (4.5)
exists and is non-zero.
We seek D in the form D(z) = expΦ(z). Then the problem is reduced to constructing a
scalar function Φ, analytic on C \ [b0, aN+1], remaining bounded near the endpoints ai, bj of J
and at infinity, and having the following jumps
Φ+(x) + Φ−(x) = 2α log |x|, for x ∈ J \ {0}, (4.6)
Φ+(x) = Φ−(x) + 2πiξj , for x ∈ (aj , bj), j = 1, . . . , N . (4.7)
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We can easily check, using Cauchy’s formula, the Sokhotskii-Plemelj formula [20], and the
fact that R
1/2
− (x) = −R1/2+ (x) for x ∈ J , see (2.6), that Φ defined by
Φ(z) = R1/2(z)

 1
2πi
∫
J
2α log |x|
R
1/2
+ (x)
dx
x− z +
N∑
j=1
ξj
∫ bj
aj
1
R1/2(x)
dx
x− z

 , (4.8)
satisfies the jump conditions (4.6) and (4.7). We note that Φ is analytic on C \ [b0, aN+1] and
remains bounded near the endpoints ai, bj of J . We use the freedom we have in choosing the
constants ξ1, . . . , ξN to ensure that Φ remains bounded at infinity. Since R
1/2(z) behaves like
zN+1 as z →∞, and since
1
x− z = −
N−1∑
k=0
xk
zk+1
+O
(
1
zN+1
)
, as z →∞,
we have to choose ξ1, . . . , ξN such that the N conditions
1
2πi
∫
J
2α log |x|
R
1/2
+ (x)
xkdx+
N∑
j=1
ξj
∫ bj
aj
xkdx
R1/2(x)
= 0, k = 0, . . . , N − 1, (4.9)
are satisfied. Note that (4.9) represents a system of N linear equations with coefficient matrix
A =


∫ b1
a1
dx
R1/2(x)
∫ b2
a2
dx
R1/2(x)
· · · ∫ bNaN dxR1/2(x)∫ b1
a1
xdx
R1/2(x)
∫ b2
a2
xdx
R1/2(x)
· · · ∫ bNaN xdxR1/2(x)
...
...
. . .
...∫ b1
a1
xN−1dx
R1/2(x)
∫ b2
a2
xN−1dx
R1/2(x)
· · · ∫ bNaN xN−1dxR1/2(x)


. (4.10)
By the multilinearity of the determinant, we have
detA =
∫ b1
a1
. . .
∫ bN
aN
det


1 1 · · · 1
x1 x2 · · · xN
...
...
. . .
...
xN−11 x
N−1
2 · · · xN−1N


dx1
R1/2(x1)
· · · dxN
R1/2(xN )
=
∫ b1
a1
. . .
∫ bN
aN
∏
j<k
(xk − xj) dx1
R1/2(x1)
· · · dxN
R1/2(xN )
. (4.11)
Since the gaps (aj , bj) are disjoint, we have xj < xk for j < k, so that
∏
j<k(xk−xj) > 0. Using
the fact that R1/2 does not change sign on each of the gaps (aj , bj), it then follows that the
integrand in (4.11) has a constant sign in the region of integration, so that detA 6= 0 and A is
invertible.
We then define ξ1, . . . , ξN as follows


ξ1
ξ2
...
ξN

 = −A−1


1
2πi
∫
J
2α log |x|
R
1/2
+ (x)
dx
1
2πi
∫
J
2α log |x|
R
1/2
+ (x)
xdx
...
1
2πi
∫
J
2α log |x|
R
1/2
+ (x)
xN−1dx


. (4.12)
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Figure 2: The oriented contour γδ.
Note that R1/2 is real on each of the gaps, so that by (4.10) all entries of A are real. This implies,
from (4.12) and the fact that R
1/2
+ is purely imaginary on J , that the constants ξ1, . . . , ξN are
real.
We proved the following
Theorem 4.1 The scalar function D(z) = expΦ(z), where Φ is given by (4.8), and the con-
stants ξ1, . . . , ξN by (4.12), solves the RH problem for D.
For later use we state the following lemma.
Lemma 4.2 We have that z−αD(z) and zαD(z)−1 remain bounded near the origin.
Proof. For definiteness, suppose that the origin lies on the band (bj , aj+1) with j ∈ {0, . . . , N}.
Since D(z) = expΦ(z), with Φ given by (4.8), it is sufficient to prove that
1
2πi
∫ aj+1
bj
2α log |x|
R
1/2
+ (x)
dx
x− z =
α log z
R1/2(z)
+ F (z), (4.13)
with F analytic near the origin. Fix z near the origin with Im z 6= 0, and let γδ be the oriented
contour shown in Figure 2, with δ > 0 small. Cauchy’s formula implies
1
2πi
∫
γδ
log ζ
R1/2(ζ)
dζ
ζ − z =
log z
R1/2(z)
.
Letting δ → 0, we then have, since R1/2+ (x) = −R1/2− (x) for x ∈ (bj , aj+1),
F˜ (z) +
1
2πi
∫ 0
bj
log |x|+ iπ
R
1/2
+ (x)
dx
x− z +
1
2πi
∫ aj+1
0
log |x|
R
1/2
+ (x)
dx
x− z
− 1
2πi
∫ 0
aj+1
log |x|
R
1/2
+ (x)
dx
x− z −
1
2πi
∫ bj
0
log |x| − iπ
R
1/2
+ (x)
dx
x− z =
log z
R1/2(z)
,
with F˜ analytic near the origin. Hence
1
2πi
∫ aj+1
bj
log |x|
R
1/2
+ (x)
dx
x− z =
1
2
log z
R1/2(z)
− 1
2
F˜ (z),
so that (4.13) holds with F (z) = −αF˜ (z), which proves the lemma. ✷
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4.2 Construction of P (∞)
We now use the Szego˝ function D from the previous subsection, to transform the RH problem
for P (∞) into a RH problem with jump matrix
(
0 1
−1 0
)
on J . We seek P (∞) in the form, cf.
[27, 38]
P (∞)(z) = Dσ3∞ P˜
(∞)(z)D(z)−σ3 , for z ∈ C \ [b0, aN+1]. (4.14)
Then, by (4.1)–(4.4) the problem is reduced to constructing a solution of the following RH
problem.
RH problem for P˜ (∞)
(a) P˜ (∞) : C \ [b0, aN+1]→ C2×2 is analytic.
(b) P˜ (∞) satisfies the following jump relations:
P˜
(∞)
+ (x) = P˜
(∞)
− (x)
(
0 1
−1 0
)
, for x ∈ J \ {0}, (4.15)
P˜
(∞)
+ (x) = P˜
(∞)
− (x)
(
e−2πinΩje2πiξj 0
0 e2πinΩje−2πiξj
)
, (4.16)
for x ∈ (aj , bj), j = 1, . . . , N .
(c) P˜ (∞)(z) = I +O(1/z), as z →∞.
This corresponds to the RH problem [12, (4.24)–(4.26)], which has been solved there using
Riemann theta functions. Note that, in contrast to the RH problem [12, (4.24)–(4.26)], the
jump matrix in (4.16) contains extra factors exp(±2πiξj) in the diagonal entries, which come
from the Szego˝ function D. However, this does not create any problems.
In order to formulate the solution of the RH problem for P˜ (∞) we need to introduce some
additional notations. Here we closely follow [12], see also [10].
Let J˜ = R \ J¯ be the complement of J¯ , and a0 ≡ aN+1. Letting the point ∞ lie on the
interval (a0, b0), J˜ can be displayed as a union of intervals on the Riemann sphere. Let X be
the two-sheeted Riemann surface of genus N associated to
√
R(z), obtained by gluing together
two copies of the slit plane C \ J˜ along J˜ . We draw cycles Aj winding once, in the negative
direction, around the slit (aj, bj) in the first sheet, and cycles Bj starting from a point on the slit
(aj , bj) going on the first sheet trough a point on the slit (a0, b0), and returning on the second
sheet to the original point, as indicated in Figure 3. The cycles {Ai, Bj}1≤i,j≤N form a canonical
homology basis for X, see [15].
Let ω = (ω1, . . . , ωN ) be the basis of holomorphic one-forms on X dual to the canonical
homology basis, that is∫
Aj
ωi = δij, 1 ≤ i, j ≤ N. (4.17)
The associated Riemann matrix of B periods, denoted by τ and with entries
τij =
∫
Bj
ωi, 1 ≤ i, j ≤ N, (4.18)
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Figure 3: The canonical homology basis {Ai, Bj}1≤i,j≤N for X. The full lines denote paths on
the first sheet, while the dotted lines denote paths on the second sheet.
is symmetric with positive definite imaginary part, see [15]. The associated Riemann theta
function is defined by
θ(z) =
∑
m∈ZN
exp 2πi
(
〈m, z〉 + 1
2
〈m, τm〉
)
, z ∈ CN , (4.19)
where 〈·, ·〉 is the real scalar product, which defines an analytic function on CN . The Riemann
theta function has the periodicity properties [15] with respect to the lattice ZN + τZN
θ(z + ej) = θ(z), θ(z ± τj) = e∓2πizj−πiτjjθ(z), (4.20)
where z = (z1, . . . , zN ) and ej is the jth unit vector in C
N with 1 on the jth entry and zeros
elsewhere, and where τj is the jth column vector of τ .
Define the scalar function
γ(z) =
[
N∏
i=1
(
z − bi
z − ai
)(
z − b0
z − aN+1
)]1/4
(4.21)
which is analytic on C \ J˜ , with γ(z) ∼ 1 as z →∞, z ∈ C+. It is known [12, Lemma 4.1] that
γ has the following properties:
γ + γ−1 possesses N roots {z(−)j }Nj=1 with z(−)j on the − side of (aj , bj),
γ − γ−1 possesses N roots {z(+)j }Nj=1 with z(+)j on the + side of (aj , bj).
Fix the base point for the Riemann surface X to be aN+1 = a0, let K be the associated
vector of Riemann constants [15], and define the multivalued function
u(z) =
∫ z
aN+1
ω. (4.22)
Here, we take the integral along any path from aN+1 to z on the first sheet. Since the integral is
taken on the first sheet, u(z) is uniquely defined in CN/ZN because of (4.17). Let d be defined
as
d = −K −
N∑
j=1
∫ z(−)j
aN+1
ω, (4.23)
where again the integrals are taken on the first sheet.
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We now have introduced the necessary ingredients to formulate the solution of the RH
problem for P˜ (∞). Together with (4.14) this gives the parametrix P (∞) for the outside region.
The solution of the RH problem for P˜ (∞) is given by, see [12, Lemma 4.3],
P˜ (∞)(z) = diag
(
θ(u+(∞)+d)
θ(u+(∞)−nΩ+ξ+d)
, θ(u+(∞)+d)θ(−u+(∞)−nΩ+ξ−d)
)
×

γ+γ−12 θ(u(z)−nΩ+ξ+d)θ(u(z)+d) γ−γ−1−2i θ(−u(z)−nΩ+ξ+d)θ(−u(z)+d)
γ−γ−1
2i
θ(u(z)−nΩ+ξ−d)
θ(u(z)−d)
γ+γ−1
2
θ(−u(z)−nΩ+ξ−d)
θ(u(z)+d)

 , (4.24)
for z ∈ C+, and
P˜ (∞)(z) = diag
(
θ(u+(∞)+d)
θ(u+(∞)−nΩ+ξ+d)
, θ(u+(∞)+d)θ(−u+(∞)−nΩ+ξ−d)
)
×

γ−γ−1−2i θ(−u(z)−nΩ+ξ+d)θ(−u(z)+d) −γ+γ−12 θ(u(z)−nΩ+ξ+d)θ(u(z)+d)
γ+γ−1
2
θ(−u(z)−nΩ+ξ−d)
θ(u(z)+d) −γ−γ
−1
2i
θ(u(z)−nΩ+ξ−d)
θ(u(z)−d)

 , (4.25)
for z ∈ C−. Here, Ω = (Ω1, . . . ,ΩN ) and ξ = (ξ1, . . . , ξN ).
Remark 4.3 In contrast to [12] we have an extra term ξ in the Riemann theta functions. This
comes from the slightly different jump matrix in (4.2) due to the Szego˝ function, as noted before.
If ξ ∈ ZN the factors e±2πiξj in (4.16) disappear and the RH problem for P˜ (∞) is exactly the
same as the RH problem [12, (4.24)–(4.26)]. Since the Riemann theta functions possess the
periodicity properties (4.20), the term ξ in (4.24) and (4.25) disappears in this case. This is in
agreement with [12, Lemma 4.3].
For later use, we need P (∞) to be invertible. In [12, Section 4.2] it has been shown that
det P˜ (∞) ≡ 1, so that by (4.14)
detP (∞) ≡ 1. (4.26)
5 Parametrix near the origin
In this section we construct the parametrix near the origin. As noted in the introduction, it is
similar to the construction of the parametrix near the algebraic singularities of the generalized
Jacobi weight [38], and we skip some details and motivations.
We surround the origin by a disk Uδ with radius δ > 0. We assume that δ is small, so that
in any case, we have that [−δ, δ] ⊂ J . We seek a matrix valued function P that satisfies the
following RH problem.
RH problem for P :
(a) P (z) is defined and analytic for z ∈ Uδ0 \Σ for some δ0 > δ.
(b) On Σ ∩ Uδ, P satisfies the same jump relations as S, that is,
P+(z) = P−(z)
(
1 0
ω(z)−1e−2nφ(z) 1
)
, for z ∈ Σ ∩ (Uδ ∩ C±), (5.1)
P+(x) = P−(x)
(
0 |x|2α
−|x|−2α 0
)
, for x ∈ (−δ, δ) \ {0}. (5.2)
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(c) On ∂Uδ we have, as n→∞
P (z)
(
P (∞)
)−1
(z) = I +O
(
1
n
)
, uniformly for z ∈ ∂Uδ \ Σ. (5.3)
(d) For α < 0, the matrix function P (z) has the following behavior as z → 0:
P (z) = O
(
1 |z|2α
1 |z|2α
)
, as z → 0. (5.4)
For α > 0, the matrix function P (z) has the following behavior as z → 0:
P (z) =


O
(
1 1
1 1
)
, as z → 0 from outside the lens,
O
(|z|−2α 1
|z|−2α 1
)
, as z → 0 from inside the lens.
(5.5)
We construct P as follows. First, we focus on conditions (a), (b) and (d). We transform
the RH problem for P into a RH problem for P (1) with constant jump matrices, and solve the
latter RH problem explicitly. Afterwards, we also consider the matching condition (c) of the
RH problem.
We start with the following map f defined on a neighborhood of the origin
f(z) =
{
iφ(z)− iφ+(0), if Im z > 0,
−iφ(z)− iφ+(0), if Im z < 0.
(5.6)
Since φ+ = −φ−, we have that f is analytic for z in a neighborhood of the origin. An easy
calculation, based on the fact that 2φ+(x) = g+(x)− g−(x) and on (2.9) and (5.6), shows that
f(x) = π
∫ x
0
ψ(s)ds, for x ∈ (−δ, δ), (5.7)
which implies that f ′(0) = πψ(0) > 0. So, the behavior of f near the origin is given by
f(z) = πψ(0)z +O
(
z2
)
, as z → 0. (5.8)
So if we choose δ > 0 sufficiently small, ζ = f(z) is a conformal mapping on Uδ onto a convex
neighborhood of 0 in the complex ζ-plane. We also note that f(x) is real and positive (negative)
for x ∈ Uδ positive (negative), which follows from (5.7).
Let Γj, j = 1, . . . , 8 be the infinite ray
Γj = {ζ ∈ C | arg ζ = (j − 1)π
4
}.
These rays divide the ζ-plane into eight sectors I–VIII as shown in Figure 4. We define the
contours Σj, j = 1, 2, . . . , 8 as the preimages under the mapping ζ = f(z) of the part of the
corresponding rays Γj in f(Uδ), see Figure 5.
We have some freedom in the selection of the contour Σ. We now specify that we open the
lens in such a way that
Σ ∩ Uδ =
⋃
j=1,2,4,5,6,8
Σj .
As a consequence we have that f maps Σ to part of the union of rays
⋃
j Γj.
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Figure 4: The contour ΓΨ.
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Figure 5: The conformal mapping f . Every Σk is mapped onto the part of the corresponding
ray Γk in f(Uδ).
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In order to transform to constant jumps we use a piecewise analytic functionW corresponding
to the analytic continuation of |x|2α. For z ∈ Uδ, we define
W (z) =
{
zα, if π/2 < | arg f(z)| < π,
(−z)α, if 0 < | arg f(z)| < π/2, (5.9)
with principal branches of powers. Then W is defined and analytic in Uδ \ (Σ1 ∪Σ3 ∪Σ5 ∪Σ7).
We seek P in the form
P (z) = En(z)P
(1)(z)W (z)−σ3e−nφ(z)σ3 . (5.10)
Here the matrix valued function En is analytic in a neighborhood of Uδ, and En will be deter-
mined below so that the matching condition (c) of the RH problem for P is satisfied. Similar
considerations as in [38] show that P (1) should satisfy the following RH problem, with jumps on
the system of contours
⋃8
i=1 Σi, oriented as in the left part of Figure 5. In (5.11)–(5.14), Σ
o
i is
used to denote Σi without the origin.
RH problem for P (1):
(a) P (1)(z) is defined and analytic for z ∈ Uδ0 \ (Σ ∪ Γ) for some δ0 > δ.
(b) P (1) satisfies the following jump relations on Uδ ∩ (Σ ∪ Γ):
P
(1)
+ (x) = P
(1)
− (x)
(
0 1
−1 0
)
, for x ∈ Σo1 ∪ Σo5, (5.11)
P
(1)
+ (z) = P
(1)
− (z)
(
1 0
e−2πiα 1
)
, for z ∈ Σo2 ∪ Σo6, (5.12)
P
(1)
+ (z) = P
(1)
− (z)e
πiασ3 , for z ∈ Σo3 ∪ Σo7, (5.13)
P
(1)
+ (z) = P
(1)
− (z)
(
1 0
e2πiα 1
)
, for z ∈ Σo4 ∪ Σo8. (5.14)
(c) For α < 0, P (1)(z) has the following behavior as z → 0:
P (1)(z) = O
(|z|α |z|α
|z|α |z|α
)
, as z → 0. (5.15)
For α > 0, P (1)(z) has the following behavior as z → 0:
P (1)(z) =


O
(|z|α |z|−α
|z|α |z|−α
)
, as z → 0 from outside the lens,
O
(|z|−α |z|−α
|z|−α |z|−α
)
, as z → 0 from inside the lens.
(5.16)
Next we construct an explicit solution of the RH problem for P (1). This is based on a model
RH problem for Ψα in the ζ-plane, see [38]. We denote by ΓΨ the contour
⋃8
j=1 Γj oriented as
shown in Figure 4.
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RH problem for Ψα:
(a) Ψα : C \ ΓΨ → C2×2 is analytic.
(b) Ψα satisfies the following jump relations on ΓΨ:
Ψα,+(ζ) = Ψα,−(ζ)
(
0 1
−1 0
)
, for ζ ∈ Γ1 ∪ Γ5, (5.17)
Ψα,+(ζ) = Ψα,−(ζ)
(
1 0
e−2πiα 1
)
, for ζ ∈ Γ2 ∪ Γ6, (5.18)
Ψα,+(ζ) = Ψα,−(ζ)e
πiασ3 , for ζ ∈ Γ3 ∪ Γ7, (5.19)
Ψα,+(ζ) = Ψα,−(ζ)
(
1 0
e2πiα 1
)
, for ζ ∈ Γ4 ∪ Γ8. (5.20)
(c) For α < 0 the matrix function Ψα(ζ) has the following behavior as ζ → 0:
Ψα(ζ) = O
(|ζ|α |ζ|α
|ζ|α |ζ|α
)
, as ζ → 0. (5.21)
For α > 0 the matrix function Ψα(ζ) has the following behavior as ζ → 0:
Ψα(ζ) =


O
(|ζ|α |ζ|−α
|ζ|α |ζ|−α
)
, as ζ → 0 with ζ ∈ II, III, VI, VII,
O
(|ζ|−α |ζ|−α
|ζ|−α |ζ|−α
)
, as ζ → 0 with ζ ∈ I, IV, V, VIII.
(5.22)
This RH problem was solved in [38, formulas (4.26)–(4.33)]. It is built out of the modified Bessel
functions Iα± 1
2
, Kα± 1
2
and out of the Hankel functions H
(1)
α± 1
2
, H
(2)
α± 1
2
. For our purpose here, it
suffices to know the explicit formula for Ψα in sector I. There we have
Ψα(ζ) =
1
2
√
πζ1/2

H
(2)
α+ 1
2
(ζ) −iH(1)
α+ 1
2
(ζ)
H
(2)
α− 1
2
(ζ) −iH(1)
α− 1
2
(ζ)

 e−(α+ 14 )πiσ3 , for 0 < arg ζ < π4 . (5.23)
Starting from (5.23) we can find the solution in the other sectors by following the jumps (5.17)–
(5.20). See [38] for explicit expressions.
Now we define
P (1)(z) = Ψα(nf(z)), (5.24)
and P (1) will solve the RH problem for P (1). This ends the construction of P (1).
So far, we have proven that for every matrix valued function En analytic in a neighborhood
of Uδ, the matrix valued function P given by
P (z) = En(z)Ψα(nf(z))W (z)
−σ3e−nφ(z)σ3 , (5.25)
satisfies conditions (a), (b) and (d) of the RH problem for P . We now use the freedom we have
in choosing En to ensure that P , given by (5.25), also satisfies the matching condition (c) of
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the RH problem for P . To this end, we use the asymptotic behavior of Ψα at infinity, see [38,
(4.43)–(4.46)]. Similar calculations as in [38] show that we have to define En as
En(z) = E(z)e
nφ+(0)σ3e−
πi
4
σ3 1√
2
(
1 i
i 1
)
, (5.26)
where the matrix valued function E is given by
E(z) = P (∞)(z)W (z)σ3e
1
2
απiσ3 , for z ∈ f−1(I ∪ II), (5.27)
E(z) = P (∞)(z)W (z)σ3e−
1
2
απiσ3 , for z ∈ f−1(III ∪ IV ), (5.28)
E(z) = P (∞)(z)W (z)σ3
(
0 1
−1 0
)
e−
1
2
πiασ3 , for z ∈ f−1(V ∪ V I), (5.29)
E(z) = P (∞)(z)W (z)σ3
(
0 1
−1 0
)
e
1
2
πiασ3 , for z ∈ f−1(V II ∪ V III). (5.30)
Following the proof of [38, Proposition 4.5], we obtain that E is analytic in a full neighbor-
hood of Uδ. Here we need the fact that D(z)/W (z) and W (z)/D(z) remain bounded as z → 0,
which follows from (5.9) and Lemma 4.2. Then we see from (5.26) that En is also analytic in a
neighborhood of Uδ. This completes the construction of the parametrix near the origin.
Remark 5.1 Note that, in contrast to the case of the generalized Jacobi weight [38], here E
depends on n. This follows from the fact that the parametrix P (∞) for the outside region in our
case depends on n.
For later use we state, since E is analytic in Uδ and from the explicit form of P
(∞), cf. [12],
that E(z) and ddzE(z) are uniformly bounded for z ∈ Uδ, as n→∞.
6 Third transformation S → R
At each of the endpoints ai, bj of J , we have to do a local analysis as well as at each of the
singular points (if any). The endpoints and singular points are surrounded by small disks, say
of radius δ, that do not overlap and that also do not overlap with the disk Uδ around the region.
Within each disk we construct a parametrix P which satisfies a local RH problem:
RH problem for P near x0 where x0 is an endpoint or a singular point:
(a) P (z) is defined and analytic for z ∈ {|z − x0| < δ} \ Σ for some δ0 > δ.
(b) P satisfies the same jump relations as S does on Σ ∩ {|z − x0| < δ}.
(c) There is κ > 0 such that we have as n→∞:
P (z)
(
P (∞)
)−1
(z) = I +O
(
1
nκ
)
, uniformly for |z − x0| = δ. (6.1)
The local RH problem near the regular endpoints ai, bj of J is similar to the situation in [12].
Here however, we have extra factors |x|±2α and ω(z)−1 in the jump matrices. These factors can
easily be removed via an appropriate transformation, and the local RH problem is then solved
as in [12, Section 4.3–Section 4.5] with the use of Airy functions. For our purpose, we do not
need the explicit formulas for the parametrix near the endpoints. It suffices to know that P
exists. For regular endpoints we can take κ = 1 in (6.1).
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Figure 6: Part of the contour ΣR. The singular point z1 corresponds to a point where h vanishes
at the interior of J , the singular point z2 corresponds to a point where we obtain equality in
(3.14).
Near the singular points we can follow the analysis of [12, Section 5]. Here we do not
construct an explicit parametrix out of special functions, only existence of the local RH problem
is obtained. For singular points we have κ < 1 in (6.1), see [12]. So the singular points lead to
error terms with decay slower than for the regular points (κ = 1). However, this has no influence
on the universality result at the origin (not even in the error term), since that only depends on
the leading order asymptotics.
We are now ready to do the final transformation. As noted before, we surround the endpoints
ai, bj of J , the origin, and the singular points of the potential V by nonoverlapping small disks.
Using the parametrix P (∞) for the outside region and the parametrix P defined inside each of
the disks, we define the matrix valued function R as
R(z) =
{
S(z)
(
P (∞)
)−1
(z), for z outside the disks,
S(z)P−1(z), for z inside the disks.
(6.2)
Remark 6.1 It is known that the inverses of the parametrices P (∞) and P exist, since all
matrices have determinant one. For P (∞), see (4.26). For P within the disks around the
endpoints ai, bj of J , as well as within the disks around the singular points of V we refer to [12].
For P within the disk around the origin we refer to [38, Section 4].
Note that P (∞) and S have the same jumps on J \ {0}, and that P and S have the same
jumps on the lens Σ within the disks. This implies that R is analytic on the entire plane, except
for jumps on the reduced system of contours ΣR, as shown in Figure 6, cf. [12], and except for a
possible isolated singularity at the origin. Yet, as in [27, 38], it follows easily from the behavior
of S and P near the origin, given by (3.12) and (3.13), and by (5.4) and (5.5), respectively, that
the isolated singularity of R at the origin is removable. Therefore R is analytic on C \ΣR.
Recall that the matrix valued functions S and P (∞) are normalized at infinity. Since
detP (∞) ≡ 1, this implies, by (6.2), that also R is normalized at infinity.
Let vR be the jump matrix for R. It can be calculated explicitly for each component of ΣR.
However, all that we require are the following estimates, cf. [12]
‖vR(z)‖ = I +O(e−cn|z|), as n→∞, z ∈ ΣR\ circles,
‖vR(z)‖ = I +O(1/nκ), as n→∞, z ∈ circles,
for some c > 0 and 0 < κ ≤ 1, and where ‖ · ‖ is any matrix norm. We note that the extra factor
|x|2α, which we will meet in vR, does not cause any difficulties to obtain this behavior. These
estimates then imply that vR is uniformly close to the identity matrix as n→∞, and, since R
is normalized at infinity, we then find uniformly for z ∈ R \ ΣR,
R(z) = I +O(1/nκ), as n→∞. (6.3)
So, R is uniformly bounded as n → ∞. We also have that ddzR(z) is uniformly bounded as
n → ∞. Another useful property is detR ≡ 1, which follows from (6.2) and the fact that
S,P (∞) and P all have determinant 1.
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7 Proof of Theorem 1.1
We now have all the ingredients necessary to prove Theorem 1.1. We point out that the general
scheme of this proof is the same as the proof of [28, Theorem 1.1(c)]. We replace in the kernel
Kn, given by (1.3), the orthonormal polynomials pn−1,n and pn,n, together with their leading
coefficients γn−1,n and γn,n, by the appropriate entries of Y , given by (2.4), and find
Kn(x, y) = − 1
2πi
√
wn(x)
√
wn(y)
Y11(x)Y21(y)− Y21(x)Y11(y)
x− y . (7.1)
This means that the kernel Kn can be expressed in terms of the first column of Y . Hence, we
want to know the asymptotic behavior of Y near the origin. This will be determined in the
following lemma.
Lemma 7.1 For x ∈ (0, δ),(
Y11(x)
Y21(x)
)
= e−
πi
4
√
π
wn(x)
e
nℓ
2
σ3M+(x)
(
(nf(x))1/2Jα+ 1
2
(nf(x))
(nf(x))1/2Jα− 1
2
(nf(x))
)
, (7.2)
with M(z) given by
M(z) = R(z)E(z)enφ+(0)σ3e−
πi
4
σ3 1√
2
(
1 i
i 1
)
, (7.3)
where R is the result of the transformations Y → T → S → R of the RH problem, and the
matrix valued function E is given by (5.27)–(5.30). The matrix valued function M is analytic
in Uδ with M(z) and
d
dzM(z) uniformly bounded for z ∈ Uδ as n→∞. Furthermore,
detM(z) ≡ 1. (7.4)
Proof. We use the series of transformations Y → T → S → R and unfold them for z inside
the disk Uδ and in the right upper part of the lens, so that z ∈ f−1(I). Since ω(z) = z2α and
W (z) = zαe−πiα for our choice of z, see (3.6) and (5.9), we have by (2.14), (3.7), (5.25) and
(6.2)
Y (z) = e
nℓ
2
σ3R(z)En(z)Ψα(nf(z))e
−nφ(z)σ3z−ασ3eπiασ3
×
(
1 0
z−2αe−2nφ(z) 1
)
e−
nℓ
2
σ3eng(z)σ3 . (7.5)
We then get for the first column of Y ,(
Y11(z)
Y21(z)
)
= z−αen(g(z)−φ(z)−
ℓ
2
)e
nℓ
2
σ3R(z)En(z)Ψα(nf(z))e
πiασ3
(
1
1
)
. (7.6)
Since z is in the right upper part of the lens and inside the disk Uδ, we have 0 < arg nf(z) < π/4,
cf. Figure 5, and we thus use (5.23) to evaluate Ψα(nf(z)). Using the formulas 9.1.3 and 9.1.4
of [1] which connect the Hankel functions with the usual J-Bessel functions, we find
Ψα(nf(z))e
πiασ3
(
1
1
)
= e−
πi
4
√
π
(
(nf(z))1/2Jα+ 1
2
(nf(z))
(nf(z))1/2Jα− 1
2
(nf(z))
)
. (7.7)
By (5.26) and (7.3) we have R(z)En(z) =M(z). Inserting this and (7.7) into (7.6) we get(
Y11(z)
Y21(z)
)
= e−
πi
4
√
πz−αen(g(z)−φ(z)−
ℓ
2
)e
nℓ
2
σ3M(z)
(
(nf(z))1/2Jα+ 1
2
(nf(z))
(nf(z))1/2Jα− 1
2
(nf(z))
)
. (7.8)
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Letting z → x ∈ (0, δ), and noting that
x−αen(g+(x)−φ+(x)−
ℓ
2
) = x−αe
1
2
n(g+(x)+g−(x)−ℓ) = x−αe
1
2
nV (x) = wn(x)
−1/2, (7.9)
which follows from the fact that 2φ+(x) = g+(x) − g−(x), see Section 3, and from (1.2) and
(2.10), we obtain (7.2).
The matrix valued function M is analytic in the disk Uδ since both R and E are analytic in
this disk. So, we may write M(x) instead of M+(x) in (7.2).
We recall that R(z), ddzR(z), E(z) and
d
dzE(z) are uniformly bounded for z ∈ Uδ as n→∞,
see Section 5 and Section 6. If we also use that |enφ+(0)| = 1, which follows from the fact that
φ+ is purely imaginary on J , we have from (7.3) that M(z) and
d
dzM(z) are uniformly bounded
for z ∈ Uδ as n→∞.
Since M is a product of five matrices all with determinant one, (7.4) is true. ✷
Lemma 7.2 Let u ∈ (0,∞), un = unψ(0) and u˜n = nf(un). Then
u˜n = πu+O
(
u2
n
)
, as n→∞, (7.10)
Jα+ 1
2
(u˜n) = Jα+ 1
2
(πu) +O
(
uα+
3
2
n
)
, as n→∞, (7.11)
Jα− 1
2
(u˜n) = Jα− 1
2
(πu) +O
(
uα+
1
2
n
)
, as n→∞, (7.12)
where the error terms hold uniformly for u in bounded subsets of (0,∞).
Proof. Since, see (5.8)
f(x) = πψ(0)x+O(x2), as x→ 0,
we have, uniformly for u in bounded subsets of (0,∞),
f
(
u
nψ(0)
)
= π
u
n
+O
(
u2
n2
)
, as n→∞,
which proves (7.10).
We note [1, formula 9.1.10] that Jα+ 1
2
(z) = zα+
1
2H(z), with H an entire function. It then
follows from (7.10) that, as n→∞, uniformly for u in bounded subsets of (0,∞),
Jα+ 1
2
(u˜n) =
[
(πu)α+
1
2 +O
(
uα+
3
2
n
)][
H(πu) +O
(
u2
n
)]
= Jα+ 1
2
(πu) +O
(
uα+
3
2
n
)
,
so that equation (7.11) is proved. Similarly, we can prove (7.12). ✷
We are now able to prove Theorem 1.1.
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Proof of Theorem 1.1. Let u, v ∈ (0,∞) and define
un =
u
nψ(0)
, vn =
v
nψ(0)
, u˜n = nf(un), v˜n = nf(vn).
We put
Kˆn(u, v) =
1
nψ(0)
Kn(un, vn).
From (7.1) and (7.2) we then have
Kˆn(u, v) = − 1
2πi(u− v) det
(
e−
nℓ
2
√
wn(un)Y11(un) e
−nℓ
2
√
wn(vn)Y11(vn)
e
nℓ
2
√
wn(un)Y21(un) e
nℓ
2
√
wn(vn)Y21(vn)
)
=
1
2(u− v) det

M(un)

u˜1/2n Jα+ 12 (u˜n) 0
u˜
1/2
n Jα− 1
2
(u˜n) 0

+M(vn)

0 v˜1/2n Jα+ 12 (v˜n)
0 v˜
1/2
n Jα− 1
2
(v˜n)



 .
The matrix in the determinant can be written as
M(vn)



u˜1/2n Jα+ 12 (u˜n) v˜1/2n Jα+ 12 (v˜n)
u˜
1/2
n Jα− 1
2
(u˜n) v˜
1/2
n Jα− 1
2
(v˜n)


+M(vn)
−1(M(un)−M(vn))

u˜1/2n Jα+ 12 (u˜n) 0
u˜
1/2
n Jα− 1
2
(u˜n) 0



 . (7.13)
We will now determine the asymptotics of the second term in (7.13). Since detM(vn) = 1
and since M(z) is uniformly bounded for z ∈ Uδ, see Lemma 7.1, the entries of M(vn)−1 are
uniformly bounded. By Lemma 7.1 we also have that ddzM(z) is uniformly bounded for z ∈ Uδ,
so that from the mean value theorem M(un) −M(vn) = O
(
u−v
n
)
. From Lemma 7.2 it follows
that u˜
1/2
n Jα+ 1
2
(u˜n) = O(u
α+1) and u˜
1/2
n Jα− 1
2
(u˜n) = O(u
α) uniformly for u in bounded subsets
of (0,∞) as n→∞. Hence we have, uniformly for u, v in bounded subsets of (0,∞),
M(vn)
−1(M(un)−M(vn))

u˜1/2n Jα+ 12 (u˜n) 0
u˜
1/2
n Jα− 1
2
(u˜n) 0

 =
(
O
(
u−v
n u
α
)
0
O
(
u−v
n u
α
)
0
)
.
Inserting this into (7.13), using the fact that detM(vn) = 1, and that v˜
1/2
n Jα± 1
2
(v˜n) = O(v
α) as
n→∞, we then find uniformly for u, v in bounded subsets of (0,∞),
Kˆn(u, v) =
1
2(u− v) det

u˜1/2n Jα+ 12 (u˜n) +O (u−vn uα) v˜1/2n Jα+ 12 (v˜n)
u˜
1/2
n Jα− 1
2
(u˜n) +O
(
u−v
n u
α
)
v˜
1/2
n Jα− 1
2
(v˜n)


=
1
2(u− v) det

u˜1/2n Jα+ 12 (u˜n) v˜1/2n Jα+ 12 (v˜n)
u˜
1/2
n Jα− 1
2
(u˜n) v˜
1/2
n Jα− 1
2
(v˜n)

+O(uαvα
n
)
. (7.14)
We note, from Lemma 7.2, that we can replace in the determinant, u˜n by πu and v˜n by πv.
We then make an error which can be estimated by Lemma 7.2. However, since this estimate is
not uniform for u− v close to zero, we have to be more careful. We insert a factor u−α in the
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first column of the determinant, and a factor v−α in the second. Then we subtract the second
column from the first to obtain
Kˆn(u, v) =
uαvα
2(u− v) det

u−αu˜1/2n Jα+ 12 (u˜n)− v−αv˜1/2n Jα+ 12 (v˜n) v−αv˜1/2n Jα+ 12 (v˜n)
u−αu˜
1/2
n Jα− 1
2
(u˜n)− v−αv˜1/2n Jα− 1
2
(v˜n) v
−αv˜
1/2
n Jα− 1
2
(v˜n)


+O
(
uαvα
n
)
. (7.15)
One can check, using (7.10), (7.11) and the facts that J ′
α+ 1
2
(x˜n) = J
′
α+ 1
2
(πx) + O(x
α+12
n ) and
d
dx x˜n = π +O(
x
n), where we have put x˜n = nf(
x
nψ(0)), that
d
dx
[
x−αx˜1/2n Jα+ 1
2
(x˜n)− x−α(πx)1/2Jα+ 1
2
(πx)
]
= O
(x
n
)
, as n→∞,
uniformly for x in bounded subsets of (0,∞). It then follows that the (1,1)–entry in the deter-
minant of (7.15) is equal to
u−α(πu)1/2Jα+ 1
2
(πu)− v−α(πv)1/2Jα+ 1
2
(πv) +O
(
u− v
n
)
.
Similarly, we have from
d
dx
[
x−αx˜1/2n Jα− 1
2
(x˜n)− x−α(πx)1/2Jα− 1
2
(πx)
]
= O
(
1
n
)
, as n→∞,
that the (2,1)–entry in the determinant of (7.15) is equal to
u−α(πu)1/2Jα− 1
2
(πu)− v−α(πv)1/2Jα− 1
2
(πv) +O
(
u− v
n
)
.
From Lemma 7.2 it also follows that v˜nJα± 1
2
(v˜n) = (πv)Jα± 1
2
(πv)+O(1/n). Therefore, uniformly
for u, v in bounded subsets of (0,∞),
Kˆn(u, v) =
uαvα
2(u− v)
× det
(
u−α(πu)1/2Jα+ 1
2
(πu)− v−α(πv)1/2Jα+ 1
2
(πv) +O
(
u−v
n
)
v−α(πv)1/2Jα+ 1
2
(πv) +O
(
1
n
)
u−α(πu)1/2Jα− 1
2
(πu)− v−α(πv)1/2Jα− 1
2
(πv) +O
(
u−v
n
)
v−α(πv)1/2Jα− 1
2
(πv) +O
(
1
n
)
)
+O
(
uαvα
n
)
= Joα(u, v) +
uαvα
2(u− v) det
(
u−α(πu)1/2Jα+ 1
2
(πu)− v−α(πv)1/2Jα+ 1
2
(πv) O
(
1
n
)
u−α(πu)1/2Jα− 1
2
(πu)− v−α(πv)1/2Jα− 1
2
(πv) O
(
1
n
)
)
+O
(
uαvα
n
)
(7.16)
Since z−α+
1
2Jα± 1
2
(z) is an entire function we have by the mean value theorem that
u−α(πu)1/2Jα± 1
2
(πu)− v−α(πv)1/2Jα± 1
2
(πv)
u− v
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is bounded for u, v in bounded subsets of (0,∞). From (7.16) we then have
Kˆn(u, v) = J
o
α(u, v) +O
(
uαvα
n
)
,
uniformly for u, v in bounded subsets of (0,∞), which completes the proof of Theorem 1.1. ✷
References
[1] M. Abramowitz and I.A. Stegun, “Handbook of Mathematical Functions,” Dover Publica-
tions, New York, 1968.
[2] G. Akemann, P.H. Damgaard, U. Magnea, and S. Nishigaki, Universality of random ma-
trices in the microscopic limit and the Dirac operator spectrum, Nucl. Phys. B 487, no. 3,
(1997), 721–738.
[3] G. Akemann, P.H. Damgaard, U. Magnea, and S. Nishigaki, Multicritical microscopic spec-
tral correlators of Hermitian and complex matrices, Nucl. Phys. B 519, no. 3, (1998),
682–714.
[4] G. Akemann and G. Vernizzi, New critical matrix models and generalized universality, Nucl.
Phys. B 631, no. 3, (2002), 471–499.
[5] J. Baik, T. Kriecherbauer, K.T-R. McLaughlin, and P. Miller, Uniform asymptotics for
polynomials orthogonal with respect to a general class of discrete weights and universality
results for associated ensembles: announcement of results, Int. Math. Res. Notices 2003,
no.15, (2003), 821–858.
[6] P. Bleher and A. Its, Semiclassical asymptotics of orthogonal polynomials, Riemann-Hilbert
problem, and universality in the matrix model, Ann. Math. 150, no. 1, (1999), 185–266.
[7] M.J. Bowick and E. Bre´zin, Universal scaling of the tail of the density of eigenvalues in
random matrix models, Phys. Lett. B 268 (1991), 21–28.
[8] E. Bre´zin and A. Zee, Universality of the correlations between eigenvalues of large random
matrices, Nucl. Phys. B 402, no. 3, (1993), 613–627.
[9] P. Deift, “Orthogonal Polynomials and Random Matrices: A Riemann-Hilbert Approach”,
Courant Lecture Notes 3, New York University, 1999.
[10] P. Deift, A.R. Its, and X. Zhou, A Riemann-Hilbert approach to asymptotic problems
arising in the theory of random matrix models, and also in the theory of integrable statistical
mechanics, Ann. Math. 146 (1997), 149–235.
[11] P. Deift, T. Kriecherbauer, and K.T-R McLaughlin, New results on the equilibrium measure
for logarithmic potentials in the presence of an external field, J. Approx. Theory 95 (1998),
388–475.
[12] P. Deift, T. Kriecherbauer, K.T-R McLaughlin, S. Venakides, and X. Zhou, Uniform asymp-
totics for polynomials orthogonal with respect to varying exponential weights and appli-
cations to universality questions in random matrix theory, Comm. Pure Appl. Math 52
(1999), 1335–1425.
[13] P. Deift, T. Kriecherbauer, K.T-R McLaughlin, S. Venakides, and X. Zhou, Strong asymp-
totics of orthogonal polynomials with respect to exponential weights, Comm. Pure Appl.
Math 52 (1999), 1491–1552.
26
[14] P. Deift and X. Zhou, A steepest descent method for oscillatory Riemann-Hilbert problems.
Asymptotics for the MKdV equation, Ann. Math. 137 (1993), 295–368.
[15] H.M. Farkas and I. Kra, “Riemann Surfaces,” Graduate Texts in Mathematics, Springer-
Verlag, New York-Berlin, 1992.
[16] A.S. Fokas, A.R. Its, and A.V. Kitaev, The isomonodromy approach to matrix models in
2D quantum gravity, Commun. Math. Phys. 147 (1992), 395–430.
[17] P.J. Forrester, The spectrum edge of random matrix ensembles, Nucl. Phys. B 402, no. 3,
(1993), 709–728.
[18] P.J. Forrester, N.C. Snaith, and J.J.M. Verbaarschot, Developments in random matrix
theory, J. Phys. A.: Math. Gen. 36 (2003), R1–R10.
[19] Y.V. Fyodorov and E. Strahov, Universal results for correlations of characteristic polyno-
mials: Riemann-Hilbert approach, preprint math-ph/0210010.
[20] F.D. Gakhov, “Boundary value problems,” Dover Publications, New York, 1990.
[21] R.A. Janik, New multicritical random matrix ensembles, Nucl. Phys. B 635, no. 3, (2002),
492–504.
[22] E. Kanzieper and V. Freilikher, Random matrix models with log-singular level confinement:
method of fictitious fermions, Philos. Magazine B 77, no. 5, (1998), 1161–1172.
[23] T. Kriecherbauer and K.T-R McLaughlin, Strong asymptotics of polynomials orthogonal
with respect to Freud weights, Int. Math. Res. Notices 1999, no.6. (1999), 299–333.
[24] A.B.J. Kuijlaars, Riemann-Hilbert analysis for orthogonal polynomials, in: “Orthogonal
Polynomials and Special Functions: Leuven 2002,” (E. Koelink and W. Van Assche eds),
Lect. Notes Math. 1817, Springer-Verlag, 2003, pp. 167–210.
[25] A.B.J. Kuijlaars and K.T-R McLaughlin, Generic behavior of the density of states in ran-
dom matrix theory and equilibrium problems in the presence of real analytic external fields,
Comm. Pure Appl. Math. 53 (2000), 736–785.
[26] A.B.J. Kuijlaars and K.T-R McLaughlin, Riemann-Hilbert analysis for Laguerre polynomi-
als with large negative parameter, Comput. Meth. Funct. Theory 1, no. 1, (2001), 205–233.
[27] A.B.J. Kuijlaars, K.T-R McLaughlin, W. Van Assche, and M. Vanlessen, The
Riemann–Hilbert approach to strong asymptotics for orthogonal polynomials, preprint
math.CA/0111252.
[28] A.B.J. Kuijlaars and M. Vanlessen, Universality for eigenvalue correlations from the modi-
fied Jacobi unitary ensemble, Int. Math. Res. Notices 2002, no. 30, (2002), 1575–1600.
[29] M.L. Mehta, “Random Matrices,” 2nd ed., Academic Press, San Diego, 1991.
[30] G. Moore, Matrix models of 2D gravity and isomonodromic deformation, Progr. Theor.
Phys. Suppl. No. 102 (1990), 255–285.
[31] T. Nagao and M. Wadati, Eigenvalue distribution of random matrices at the spectrum edge,
J. Phys. Soc. Japan 62 (1993), 3845–3856.
[32] S. Nishigaki, Microscopic universality in random matrix models of QCD, New developments
in quantum field theory, 287-295, Plenum Press, New York, 1998.
27
[33] L. Pastur and M. Shcherbina, Universality of the local eigenvalue statistics for a class of
unitary invariant random matrix ensembles, J. Stat. Phys. 86 (1997), 109–147.
[34] E.B. Saff and V. Totik, “ Logarithmic Potentials with External Fields,” Springer-Verlag,
New-York, 1997.
[35] G. Szego˝, “Orthogonal Polynomials,” 4th ed., Amer. Math. Soc. Providence RI, 1975.
[36] C.A. Tracy and H. Widom, Level-spacing distributions and the Airy kernel, Commun.
Math. Phys. 159 (1994), 151–174.
[37] C.A. Tracy and H. Widom, Level-spacing distributions and the Bessel kernel, Commun.
Math. Phys. 161 (1994), 289–309.
[38] M. Vanlessen, Strong asymptotics of the recurrence coefficients of orthogonal polynomials
associated to the generalized Jacobi weight, preprint math.CA/0212014.
[39] J.J.M. Verbaarschot and I. Zahed, Random matrix theory and three-dimensional QCD,
Phys. Rev. Lett. 73, no. 17, (1994), 2288–2291.
28
