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 
Abstract— In recent years, deep convolutional neural networks 
(DCNNs) have made significant improvement on semantic 
segmentation. In this work we explore the performance of DCNNs 
on semantic segmentation using spaceborne polarimetric 
synthetic aperture radar (PolSAR) datasets. The semantic 
segmentation task using PolSAR data can be categorized as 
weakly supervised learning when the characteristics of SAR data 
and data annotating procedures are factored in. Datasets are 
initially analyzed for selecting feasible pre-training images. Then 
the differences between spaceborne and airborne datasets are 
examined in terms of spatial resolution and viewing geometry. In 
this study we used two dual-polarimetric images acquired by 
TerraSAR-X DLR over Nansha District, Guangzhou, China. A 
novel method to produce training dataset with more supervised 
information is developed. Specifically, a series of typical classified 
images as well as intensity images serve as training datasets. A 
field survey is conducted for an area of about 20 square 
kilometers to obtain a ground truth dataset used for accuracy 
evaluation. Several transfer learning strategies are made for 
aforementioned training datasets which will be combined in a 
practicable order. Three DCNN models, including SegNet, U-Net, 
and LinkNet, are implemented next. A string of experiments are 
carried out following these transfer learning strategy after 
applying data augmentation. The prediction results substantiate 
that the three models attained better performance in terms of 
standard metrics compared to conventional methods. 
 
Index Terms—Land classification, semantic segmentation, 
polarimetric synthetic aperture radar, dual-polarimetric, deep 
convolutional neural networks.  
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I. INTRODUCTION 
AND classification remains consistently a hot topic for 
the remote sensing community  [1]. In this work we focus 
on coastal areas since it is worthwhile to provide updated 
classification maps of these dynamic environment suffering 
heavily from human activities [2]. The Pearl River Delta 
Metropolitan Region (PRD) is one of the largest urbanized 
coastal areas in the world, both in size and population, with 
almost 70 million inhabitants in 2017. The gross domestic 
product (GDP) of this region rose approximately to US$ 1.89 
trillion in 2017. It is important to start an exploration on the 
changing of land use for this region over the recent years [3]. 
For one thing, the PRD has undergone rapid urbanization since 
the 1980s and is still in a rapid development lately. It is, 
therefore, necessary to adopt a short-cycle measure to observe 
this region. For another, this region is subtropical, with 
abundant rainfall and heavy cloud cover at most time of the 
year. Hence, it is better to employ spaceborne synthetic 
aperture radar (SAR) that has the advantage of making 
day-and-night acquisitions in any weather conditions [1]. 
In the following we will provide a review of land 
classification using SAR data. Mishra et al. presented a 
comprehensive evaluation for land use and land cover (LULC) 
classification using dual-polarimetric RISAT-1 data. They set 
six major land classes and made a field survey on the day of 
satellite image acquisition. Six texture features were extracted 
from gray-level co-occurrence matrix (GLCM) for producing 
textural images. A best combination of the texture features was 
identified by them using a method based on standard deviation 
and correlation coefficients. They evaluated four classification 
algorithms including maximum likelihood classifier (MLC), 
artificial neural network (ANN), random forest (RF), and 
support vector machine (SVM). They concluded that a 
combination of radiometric and texture features improved the 
overall classification accuracy [4]. Ohki et al. introduced a 
large-area LULC classification over the entire Japan which was 
covered by 400 scenes PALSAR-2 data. They performed SVM 
method based on full polarimetry (FP), compact polarimetry 
(CP), and dual polarimetry data (DP). A maximum accuracy of 
73.4% (the kappa coefficient is 0.668) was obtained with 15 
full polarimetric features [5]. Zhang et al. proposed a land cover 
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classification scheme based on image segmentation and 
decision trees. The first stage, they used a multi-resolution 
algorithm to cluster together small segments consisting of 
homogeneous pixels. In the second stage, they used three 
Cloude-Pottier decompositions and two depolarization-related 
parameters to form the attributes for the decision trees. A 
L-band airborne synthetic aperture radar data, Flevoland, was 
adopted to validate the accuracy [6]. Jafari et al. explored the 
potential of polarimetry to capture the physical information 
from target backscattering by using a variety of polarization 
bases. Polarimetric signatures were then generated and applied 
in a new object-oriented and knowledge-based classification 
algorithm. A Radarsat-2 image, acquired in a forested area, was 
chosen for evaluating this new method [7]. Buono et al. 
performed two unsupervised classification algorithms based on 
quintessential Wishart models by integrating Freeman-Durden 
and Cloude-Pottier decompositions. The Yellow River Delta of 
China, a very heterogeneous scenario, was selected as the test 
case. They made a quantitative comparison between two 
classifying schemes using a fully polarimetric C-band dataset 
collected by Radarsat-2 [8]. Gou et al. conducted another 
coastal zone classification over the area of the Yellow River 
Delta using Advanced Land Observing Satellite-2 (ALOS2) 
L-band SAR data. A joint sparse representation (SR) was 
initially implemented for both texture and polarimetric features. 
This step could establish target dictionaries that represent land 
cover types. These dictionaries were later input into a SVM 
classifier to implement the coastal zone land-use classification 
[9]. Khosravi et al. proposed two fast modified decision tree 
ensembles, namely balanced filter-based forest (BFF) and 
cost-sensitive filter-based forest (CFF). These tree ensembles 
were reported to be able to deal with imbalanced data problems. 
The accuracy was evaluated using three airborne L-band 
PolSAR datasets acquired by AIRSAR, EMISAR, and 
UAVSAR [10]. Asaro et al. put forward a method by means of 
an analysis of the interferometric stack of multi-temporal 
Sentinel-1 SAR data. It combined de-speckled intensity, short 
time coherence and decorrelation time that was carried out on a 
short-time stack of Sentinel-1A and Sentinel-1B images. The 
combination results showed a neat color separation among 
water, vegetation, agricultural fields, bare soil, and urban 
environments. This method took a completely different 
approach from these other algorithms that were commonly 
based on statistical models and sample training. This study, 
however, has not manifested quantitative evaluating results 
[11]. Zeyada et al. put forth an evaluation of three supervised 
classification methods, including SVM, Decision Tree (DT), 
and multilayer perceptron ( MLP ), using Radarsat-2 full 
polarimetric data which was acquired over the Nile Delta, 
Egypt. Three sets of polarimetric decomposition parameters, 
Pauli decomposition, Cloude–Pottier and Freeman-Durden 
decompositions, plus the backscatter coefficients acted as the 
12 features for the classifier. They demonstrated that the usage 
of such parameters attained the best classification accuracy for 
their study area [12]. 
The significant improvement of semantic segmentation 
based on WSL is due to the recent development of DCNNs [20] 
[21]. Most of these DCNN classifiers normally adopted transfer 
learning. This tactic usually makes use of pre-trained models 
that are the saved networks previously trained on a large 
dataset. The transfer learning and DCNNs have been tested for 
land classification using airborne SAR imageries in [1]. Even 
so, the studies on land classification based on transfer learning 
and DCNNs using spaceborne SAR imageries remain scarce. A 
new approach based on WSL will be proposed in this paper to 
implement the land classification using spaceborne 
TerraSAR-X dual-polarimetric images. We use in total 2208 
small patches with size 256*256 manually annotated. After a 
data augmentation we end up with 13248 samples for each 
training dataset. The rest of this paper is organized as follows. 
In Section II, the analysis of related dataset and preparation of 
dual-polarimetric dataset are completed. A transfer learning 
strategy and three deep convolutional neural networks are 
presented in Section III. The quantitative experiments and 
analysis of the corresponding results are elaborated in Section 
IV. And a brief conclusion is drawn in Section V. 
II. ANALYSIS OF RELATED DATASET AND PREPARATION OF 
DUAL-POLARIMETRIC DATASET 
A. Analysis of related dataset  
The significant improvement in performance for 
weakly-supervised semantic segmentation techniques can be 
attributed to the varied pre-trained deep learning networks 
lately. It is well known that deep learning requires massive 
amount of training samples. There have been a range of natural 
imagery datasets of extremely large volume in the computer 
vision community, such as ImageNet [24][25], Open 
Images[26], and COCO[27]. For instance, more than 14 million 
images have been hand-annotated by the ImageNet project. 
There have also been a number of datasets extracted from 
optical satellite or aerial images, although their volume is far 
less than ImageNet or COCO. The International Society for 
Photogrammetry and Remote Sensing (ISPRS) semantic 
labeling data set is an open benchmark data set provided online 
[28-30]. Two optical aerial image datasets, Vaihingen and 
Potsdam, consisted of 71 patches of very high resolution true 
orthophotos and corresponding digital surface models (DSMs). 
They defined six categories including impervious surfaces, 
building, low vegetation, tree, car, and background. The Inria 
Aerial Image Labeling dataset was comprised of 360 
orthorectified RGB aerial images at 30 cm spatial resolution. It 
was made up of two semantic classes: building and not building 
[31]. EuroSAT dataset was based on Sentinel-2 satellite images 
and contained 27000 labeled and geo-referenced samples. This 
dataset was multi-spectral, covering 13 spectral bands, and was 
composed of 10 classes [32]. Another optical image dataset 
obtained by satellite platform sprung from 2017 China 
Computer Federation Big Data & Computing Intelligence 
Contest (CCF BDCI). [33]. There were totally four types of 
training semantic classes in this dataset, including buildings, 
water body, vegetation, and roads. This entire dataset consisted 
of 15000 annotated training samples. Moreover, there is a 
well-known cloud computing platform named Google Earth 
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Engine (GEE) as well. This platform combined a 
multi-petabyte catalog of satellite imageries, such as 
Sentinel-1, Sentinel-2, and Landsat-8. The Sentinel-1 
collection of GEE includes the Ground Range Detected (GRD) 
scenes which has one of the 3 resolutions (10, 25 or 40 meters) 
[34, 35]. 
 
B. Airborne data versus Spaceborne data and its influence on 
deep learning 
Airborne and spaceborne SAR platforms have their 
advantages and disadvantages. We will, in this paper, propose a 
brief analysis of the difference between spaceborne and 
airborne training datasets. The first factor is the spatial 
resolution, which is theoretically independent of platform 
altitude. However the spatial resolution of airborne dataset is 
generally much higher than spaceborne dataset due to 
limitation in bandwidth and downlink [36]. The second factor is 
the viewing geometry of the platform. Airborne radars operate 
mostly over a wide range of incidence angles, up to 70 degrees 
in some cases. The radar backscattering is highly influenced by 
the incidence angle. Spaceborne radars operate at altitudes of 
several hundred kilometers with a much narrower range of 
incidence angles, typically ranging from 20 to 45 degrees. 
Spaceborne radars allow more uniform illumination and 
therefore it avoids some of these radiometric changes due to 
incidence angle [37]. It is suggested that the airborne and 
spaceborne datasets should not be mixed when building 
training dataset. 
C. Dual polarimetric TerraSAR-X data of the study area 
The study area is the Nansha District which is located in the 
southern part of Guangzhou, the largest city within PRD and 
one of China’s three largest cities. The Nansha District is the 
principal water thoroughfare of the Pearl River Estuary, being 
the only passage from Guangzhou to the oceans. This study 
area is approximately 544.12 square km. This district is 
characterized by sufficient rain and cloud, with a humid 
subtropical monsoon climate [38]. A series of TerraSAR-X 
images were ordered from the Airbus Corporation under a 
commercial contract. Two of them are in StripMap 
dual-polarization mode, HH and VV, with a standard scene size 
of 15 km x 50 km. The first and second acquisition times are in 
May 14 2019, 22:48:31(UTC) and May 15 2019, 
22:31:26(UTC) respectively. The corresponding geographic 
coverage is shown in Fig. 1. Five categories of land covers, 
including vegetation, bare soil, built-up area, water body, and 
roads, are to be identified in this study. The TerraSAR operates 
at X-band which is a relatively short wavelength and it is not 
expected to penetrate much in vegetation cover. For this reason, 
it is hard to discriminate between woodland and cultivated 
fields when a single image is used. In this study we include only 
one class for vegetation which is composed of short woodland 
and cultivated fields. The imaging parameters of two scenes are 
presented in Table II. 
 TABLE II 
IMAGING PARAMETERS OF TERRASAR-X FOR TWO SCENES 
 Image Incidence Incidence Look Orbit Direction: 
Size
(rows*col
s)
Near 
(degree) 
Far 
(degree) 
Directi
on 
Descending;
Azimuth 
Resolution: 
6.59m; 
RangeResolution: 
2.70m;  Range 
sample spacing: 
0.909m; Azimuth 
sample 
spacing:2.412m.
Scene No. 1
(2019-05-14 
T22:48:31)
23642*84
32 26.065 27.746 Left 
Scene No. 2 
(2019-05-15 
T22:31:26.) 
26015* 
8496 24.899 26.68 Right 
 
 
Fig. 1.  Geographic coverage of the study area and the data acquisition. 
 
 
D. Preparation of dual-polarimetric dataset 
In land classifications, training datasets play a vital role for 
determining the performance of deep learning networks. 
Unfortunately, up to now there is not a large enough open 
spaceborne SAR dataset. Due to the changing wavelengths or 
incidence angle, the physical backscattering could change a lot, 
making the production of a polarimetric SAR dataset of large 
volume very challenging. Furthermore, images from some 
satellites are provided under commercial contracts that would 
make illegal to share them without the permission of data 
provider. 
(1) Intensities and dual-polarimetric data 
In most existing algorithms, only intensities data were 
generally fed into deep learning networks for training [19]. 
Nevertheless, it has been demonstrated that intensity alone can 
be ineffective to discern land types [1]. In the current study, 
polarimetric parameters will be used to assist classification. 
Polarimetric decomposition is a type of polarimetric analysis 
that can extract polarization parameters and features [39]. It 
provides a measure of the relative contributions of backscatter 
from different scattering mechanisms. Land classification 
methods based on polarimetric decomposition are 
quintessential solutions for PolSAR data [39] [40]. The H-alpha 
dual-polarization decomposition will be used to extract 
polarimetric characteristics for TerraSAR-X data in this study 
[41]. It has been demonstrated that it is feasible to effectively 
extract eight scattering mechanisms in the dual-polarization 
H-alpha plane for HH-VV polarimetric data [40]. It is 
noteworthy that there is little difference with the boundary of 
feasible region between the full-polarization and 
dual-polarization H-alpha plane [40]. This point is beyond the 
scope of the current study. Still, it is essential to generate the 
H-alpha scatter plots of the samples of five types of land, 
including vegetation, bare soil, built-up area, water body, and 
roads. These plots were listed in Fig. 2. 
 
  
(a) Vegetation (b) Bare Soil 
  
(c) Built-up Area (d) Water Body 
  
(e) Roads  
Fig. 2.  H-Alpha plane of the five types of land cover. 
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