In a highly dense heterogeneous cellular network, the loads across cells are uneven due to random deployment of cells and the mobility of user equipments (UEs). Such unbalanced loads result in performance degradation such as throughput and handover success. In order to solve the uneven load problem for better network performance, we propose a cluster-based mobility load-balancing algorithm for heterogeneous cellular networks. Traditional mobility load balancing (MLB) schemes that consider only the adjacent neighbors cannot provide enough improvement in network performance. On the other hand, the previous MLB schemes consider neighbors in the entire network suffer from unnecessary MLB actions. However, in the load balancing process, the proposed algorithm considers overloaded cells and their neighbors within the n-tiers. First, the algorithm models the network as a directed multi-graph and constructs clusters taking the overloaded cells and their n-tier neighbors. Therefore, by adjusting cell individual offset parameters of the cells in the clusters the algorithm achieves load balancing locally. Since load balancing is performed inside the clusters, the network can be optimized more efficiently by avoiding unnecessary MLB actions. Simulations show that the proposed algorithm distributes the load across the network more evenly than other MLB algorithms, and in a low UE velocity scenario, it increases the overall network throughput by 6.42% compared to a non-optimized network without an MLB algorithm.
I. INTRODUCTION
The wireless data demand has increased exponentially as the use of smart gadgets and applications has increased. The demand for wireless data is expected to reach 77 Exabytes per month in 2022 [1] . To satisfy the heavily growing data demands, the ultra-dense network is considered as a promising technique for the fifth generation cellular networks [2] , [3] . The main idea behind such networks is to densify lowpower and low-cost radio access nodes in the capacitydemanding hotspot areas, which results in higher spectral efficiency to enhance the cellular network performance [4] . Therefore, small cells are being deployed densely in the present cellular networks [5] . However, due to the mobility of user equipments (UEs) and the preference of small cells during the cell selection/reselection, the traffic load across the The associate editor coordinating the review of this manuscript and approving it for publication was Kai Yang . network becomes unbalanced. Such unbalanced traffic causes network performance degradation. When a UE is handed over to an overloaded cell, the deficit of resources in the overloaded cell results in a handover failure for the incoming UE and/or poor quality of service (QoS) for existing UEs in the cell. Subsequently, the overloaded cell cannot satisfy the data rates required by UEs, which leads to overall network throughput degradation, even though the neighboring cells' resources remain unused. In order to overcome such problem as well as to facilitate future network management and maintenance, the self-organized network (SON) was proposed [6] . As an important use case of the SON, mobility load balancing (MLB) is responsible for enhancing the performance of cellular networks by evenly distributing the traffic loads among the cells.
Researchers have proposed diverse solutions to scale down the load balancing problem and improve cellular network performance. In [7] , the authors proposed an MLB algorithm VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ based on the load estimation calculated from the signalto-interference-plus-noise ratio (SINR). However, the algorithm considered a fixed threshold to identify overloaded cells. Therefore, those algorithms are not suitable for loadvarying network environments. The threshold-based multitraffic load-balancing algorithm proposed in [8] considered traffic-variant UEs to adopt to varying load in a network. However, the algorithm also imposed a fixed heuristic threshold to identify overloaded cells. In [9] , the authors proposed a game-theoretic solution to overcome potential ping-pong load transfer problem and slow-convergence issue of load balancing. The authors in [10] adopted a synchronization process and a matching technique to solved the load balancing problem. An MLB algorithm in [11] considered an adaptive threshold to decide overloaded cells in a smallcell network; therefore, the algorithm can adapt to loadvarying environments. The algorithm estimates the loads in both overloaded cells and neighboring cells, and performs UE handovers by utilizing the event-driven measurement reports from UEs. However, for the load balancing process, these previous algorithms considered only adjacent neighboring cells of an overloaded cell, which limits the performance of those algorithms. Reference [12] proposed a cluster-based cooperative load balancing approach to solve the MLB problem. However, for cluster formation, only the adjacent neighboring cells were considered. In [13] and [14] , the authors tried to solve the load-balancing problem considering n-th tier nonadjacent neighbors of the overloaded cell. However, without considering the necessity of the neighboring cells in the loadbalancing process, inclusion of all the n-th tier cells will increase unnecessary MLB actions in the network. Furthermore, algorithms may offload users from an overloaded cell to inappropriate neighboring cells as unnecessary cells were considered for load balancing, which may lead to network performance degradation. These previous efforts are not able to provide effective load balancing. To enhance the performance of the network as well as to increase the load balancing opportunity, this paper proposes an MLB algorithm considering n-tier heterogeneous neighbors of an overloaded cell. The algorithm first constructs clusters of cells, and then, performs load balancing among the cells inside the clusters. For cluster formation, the proposed algorithm considers an overloaded cell and the appropriate neighboring cells from n-tier heterogeneous neighbors of that cell, including both macro and small cells. Therefore, in each cluster, the algorithm performs load balancing locally and updates the CIO parameters of the cells. Since the algorithm performs load balancing inside the clusters, unnecessary MLB actions throughout the network can be avoided. Simulation results show that the proposed algorithm can ensure balanced loads and improve the performance of cellular networks.
The remainder of the paper is organized as follows. Section II describes the system model and also introduces an adaptive threshold for deciding overloaded cells. Section III overviews the load balancing-related control parameters. The cluster-based load balancing algorithm is proposed in Section IV, followed by the performance evaluation in Section V, and Section VI provides the conclusions for the paper.
II. SYSTEM MODEL A. NETWORK ARCHITECTURE
In this paper, we consider an ultra-dence LTE network consisting of a set of cells, N , including both macro cells and small cells and a set of mobile UEs, U, as done in [15] . We denote the set of cells as N = {1 . . . N }, and the UE set as U = {1 . . . U }. The macro cells in the network are distributed in a three-sectored hexagonal layout, where each of the sectors operates as independent cells. However, the small cells are assumed to be omni-directional and singlesectored, and they operate in open access mode. Fig. 1 shows the architecture of the considered access network. The cells in the network are interconnected via X2 interface, which allows them to directly communicate with each other and perform functionalities such as handovers, load management, mobility optimization, and so on [16] . Therefore, handovers of UEs can be performed between macro cells and small cells, between small cells, and between macro cells, as well. As a result, UEs can move seamlessly among the cells in the network. In this paper, we forgo the dual connectivity feature of UEs; hence, UEs can be associated with one cell at a time. For the sake of parameter optimization in the network, a centralized self-organizing network (SON) subsystem is adopted [17] . The cells in the network are connected to the SON subsystem via S1 interface [18] . The SON collects the necessary load-related information from the network and optimizes the handover parameters of the cells to achieve load balancing.
B. CELL LOAD MEASUREMENT
In order to correctly represent the load situation in the cells, a proper measurement of cell load is required. In this paper, the average resource block utilization ratio (RBUR) is used to measure the cell load, as done in [11] . The RBUR is calculated from physical resource block (PRB) allocation 2154 VOLUME 8, 2020 information [19] . For a given time duration, T , the average RBUR, ρ, of cell i at time t is defined as
where N PRB and RB τ i denote the total PRBs and the total allocated PRBs at time τ in cell i, respectively. A high value for ρ in a cell implies a high load condition in that particular cell and a low value implies that the cell is underutilized with enough available PRBs for allocation.
C. LOAD THRESHOLD CALCULATION
In a cellular network, an MLB algorithm tries to maintain the loads in the cells below a predefined threshold to obtain load balancing. Because of the user mobility and variance in required data rate, the network load can vary over time and space. In order to determine overloaded cells in a network, instead of a heuristic threshold we introduce an adaptive threshold, ρ Thr , which is defined as
where α is the fluctuation margin, which provides flexibility to accept load fluctuations among the cells. The value of α needs to be selected in such a way that ρ Thr + α ≤ 1. If a low value for α is chosen, the load balancing algorithm will trigger frequently. However, if the value for α is set high, threshold ρ Thr gets close to 1, and the load balancing algorithm will consider load balancing for only the cells with very high load situation.
III. CONTROL PARAMETERS A. HANDOVER PARAMETERS FOR LOAD BALANCING
In LTE networks, measurement reports from UEs are used to perform handovers. For intra-LTE measurement reporting, the 3rd Generation Partnership Project defines six events (referred to as A1, A2, A3, A4, A5, and A6) based on either reference signal received power (RSRP) or reference signal received quality (RSRQ) [20] . Among them, event A3 is commonly used to trigger a handover [21] . Event A3 is triggered, and an UE reports the measurement results to its serving cell, when the signal of a neighboring cell is offset better than the serving cell. The condition for event A3 is
where Mn and Mp denote the received signals (RSRP or RSRQ); Ocn and Ocp denote the CIO parameters; Ofn and Ofp are the frequency-specific offset parameters for a neighboring cell and a serving cell, respectively; Hyst denotes the hysteresis, and Off is the offset parameter of the event.
For an A3 event-based handover, the handover decision zone can be moved by tuning the Ocn, Ocp, and Off parameters. Hence, for mobility load balancing in a cellular network, an MLB algorithm tunes the Ocn, Ocp, and Off parameters of the overloaded cells, so that intentional handovers take place and edge UEs are moved to low-loaded neighboring cells. In this paper, for load balancing among the neighboring cells, we adjust the value of the Ocn parameter, and other offset parameters are set to zero.
B. EDGE-UE INFORMATION
For the sake of efficient load balancing, the SON requires edge-UE and neighboring-cell information. To collect the information, the SON gathers measurement reports from edge UEs that are close to neighboring cells. To that end, A4 eventbased measurement reports are considered. When the signal of a neighboring cell becomes better than a given threshold, event A4 is triggered. The condition for event A4 is expressed as
where Thresh defines the threshold for event A4. UEs that satisfy (4) report RSRP measurement results from serving cells and neighboring cells to their serving cells. By setting a proper threshold, the SON collects the information of edge UEs and the best neighboring cells, along with the RSRP and RSRQ measurements.
C. SINR ESTIMATION
In LTE networks, serving cells allocate PRBs to the UEs based on the channel quality indicator (CQI) reports from the UEs. For proper load balancing, we need to find the required PRBs to support a candidate UE at a neighboring cell before a handover. However, the CQI information for the neighboring cell is unavailable in LTE networks. Therefore, the required PRB at the neighboring cell is predicted using the Shannon formula. To that end, we estimate the SINR from the neighboring cells, utilizing the RSRQ measurement reports by the UEs [22] . SINR θ is defined as
where P is the signal power from the serving cell, I defines the average interference, and N is the noise.
In an LTE network, signal power P for a cell is the normalized power measurement over 12 sub-carriers in the entire bandwidth. Since RSRP is the linear average over the power of the resource elements that carry cell-specific reference signals over the entire bandwidth, P can be modeled using RSRP [23] as
where x is the per-antenna sub-carrier activity factor.
In LTE, the received signal strength indicator (RSSI) is the average of the total received power observed in OFDM symbols carrying reference symbols by UEs from all sources [24] . Therefore, RSSI can be expressed as However, RSRQ can be modeled using RSRP and RSSI [25] as follows:
RSRP RSSI Therefore, combining the above equation, the SINR becomes
IV. PROPOSED ALGORITHM
This section introduces our cluster-based load balancing algorithm, which periodically executes in the SON subsystem.
The proposed algorithm has two parts: cluster formation and load balancing. Table 1 contains a guide to the notations used in the proposed algorithm.
A. CLUSTER FORMATION
In order to construct clusters, the SON collects the information of edge UEs and their best neighboring cells, as described in Subsection III-B. Considering transferable UEs from the edge-UE information, the network is then modeled as a directed multigraph, G := (V , A, s, t), where V is the vertex set representing the cells in the network, A is the set of edges representing movable UEs among cells, s : A → V , assigning to each edge its source cell, and t : A → V , assigning to each edge its target cell. Fig. 2 shows an example of graph formation from a network consisting of four small cells and nine UEs. In the figure, UEs 3, 4, 5, 6, and 8 report A4 event measurement to their corresponding serving cells, as they are outside the A4 threshold boundary. From each cell, the SON then collects the information of these outskirts-located UEs and the best neighboring cells where those UEs can be moved. Based on the collected information, the SON constructs a directed multi-graph as shown in Fig. 2b . In Fig. 2a , Cell 1 has three UEs that report A4 event: UEs 3 and 4 at the border of Cell 2 and UE 5 at the border of Cell 3. Therefore, in the graph, Cell 1 has two outgoing edges to Cell 2 and one edge towards Cell 3. The edges from Cell 2 to Cell 3 and from Cell 4 to Cell 2 illustrate that Cell 2 has a UE movable to Cell 3 and that Cell 4 also has a UE transferable to Cell 2. Since, there is no UE at the border of Cell 3 and Cell 4, they do not have an edge between them.
After constructing such a graph, the SON starts the cluster formation process. To that end, the algorithm collects the load information for all the cells in the graph, and computes load threshold ρ Thr with (2). Then, the algorithm finds cells in which the loads are greater than threshold ρ Thr . If such an overloaded cell is found, a new cluster including that overloaded cell is created. The algorithm then picks the firsttier neighbors of the overloaded cell and, one by one, adds the cells to the cluster, but only if the neighboring cell has at least one incoming edge from any of the members of the cluster, and it is excluded from any other cluster. When adding a neighboring cell to the cluster, the algorithm also marks it as a member of that cluster. This process continues until the list of neighbors is finished.
If the neighbor list is finished and the average load in the cluster remains higher than ρ Thr , the algorithm includes the next-tier neighbors in the clustering process until the maximum allowed neighboring tier, m max , reached.
Using the above process, clusters are formed for all the overloaded cells in the graph. Fig 2c shows the cluster considered for load balancing, constructed from the network in Fig.2a . For the overloaded Cell 1, the algorithm creates a cluster and includes Cell 1 as a member. Then, the algorithm takes Cell 2 and Cell 3 and includes them as well. However, in the graph, Cell 4 has no incoming edge from the cluster members; therefore, the algorithm does not include Cell 4 in the cluster. The steps for forming a cluster are summarized in Algorithm 1. Get m-th tier neighbor list, L i of Cell i 12: l ⇐ 1 13: while l ≤| L i | do 14: if L i (l) has incoming edges from C o & Cell L i (l) is not in any cluster then 15: Cluster C o includes L i (l) 16 To balance the loads in a cluster, the proposed load balancing algorithm transfers UEs from overloaded cells to neighboring cells in the cluster by adjusting the CIO parameters of the cells. To that end, the algorithm receives load information of the cells and finds the most overloaded cell in the cluster. Therefore, for the overloaded cell, the algorithm collects the information of candidate cells that also belong to the cluster. Following the list of candidate cells sorted in descending order of RSRP, the candidate UEs are then transferred, one by one, until the load in the overloaded cell becomes lower than ρ Thr . Hence, the a priori loads of the serving and target cells are estimated before handing over candidate UEs to candidate target cells. The PRB allocation information is used to calculate the accumulated load of a candidate UE in the serving cell. In serving cell i, the accumulated load, ρ (i,u) , by candidate UE u, is calculated as
Algorithm 1 Cluster Formation Algorithm
where RB τ (i,u) is the PRBs allocated to UE u by serving cell i. After shifting candidate UE u, the estimated load on serving cell i is
A candidate UE will experience different signal quality at a target cell; therefore, required PRBs to serve a candidate UE at a target cell will differ. We estimate the required load for a candidate UE in a target cell using the Shannon formula, as in [7] . From target cell j, for an obtained SINR θ , the maximum achievable throughput by candidate UE u can be represented as (j,u) = log 2 (1 + θ (j,u) ). For the demanded data rate, D u , the number of required PRBs to serve the candidate UE is, RB (j,u) = D u (j,u) ·β , where β is the bandwidth of one PRB. Therefore, in each millisecond time span, the required load to serve the candidate UE is
Hence, if UE u is shifted to target cell j, the estimated load on cell j becomes
If the estimated load ρ j on the target cell is smaller than the threshold ρ Thr , the algorithm updates the CIO values of the serving and the target cells so that the candidate UE can be transferred to the target cell. The CIOs are updated as follows:
is an incremental step specified by LTE [20] . To avoid ping-pongs, the CIO parameters of both serving and target cells are updated symmetrically. Finally, following the estimations in (6) and (7) , load information of the serving and target cells are updated the algorithm.
However, if the estimated load on the target cell exceeds threshold ρ Thr , the algorithm tries to unload that particular target cell for the required space by following the above procedure. If the unloading process for that target cell succeeds, the CIO parameters of the overloaded serving cell and the target cell are adjusted, and the load information is updated as well. However, if that target cell cannot be unloaded, the load balancing algorithm picks the next target cell and candidate UE for the unloading process. if ρ i > ρ Thr then 7: Estimate ρ i as (6) and ρ j as (7) 8:
if ρ j ≤ ρ Thr then 9: Set CIO (i→j) as (8) and CIO (j→i) as (8) 10:
Update ρ i = ρ i and ρ j = ρ j 11:
else 12: Thresh = ρ Thr − (ρ j − ρ Thr ) 13 :
if Unload Succeed then 15: Set CIO (i→j) as (8) and CIO (j→i) as (8) 16:
Update ρ i = ρ i and ρ j = ρ j 17:
end if 18: end if 19: end if 20: end for
We analyze the computational complexity of our proposed algorithm using big O notation. 1 The big O notation describes the limiting behavior of the algorithm. For load balancing of an overloaded cell, the considered cluster size by our proposed algorithm is L. Therefore, the maximum number of cells to be considered is L. Also the maximum number of targets, τ , is limited by cluster size L. Since there are, at most, L serving and target cell pairs involved for offloading an overloaded cell, the loop in the offloading function of Algorithm 3 should take O(L). However, target cells may have resource deficit for incoming users. Hence, we first offload the target cells in cases of a radio resource deficit. Therefore, in the worst case scenario, the computational complexity of the offloading function in Algorithm 3 becomes O(L 2 ). Since there are, at most, L cells in a cluster, and the computational complexity of offloading a cell inside the cluster is O(L 2 ), the computational complexity for the proposed load balancing algorithm becomes O(L 3 ). In our proposed algorithm, the maximum tiers for the clusters are bounded by m max -1 Big O is a notation for asymptotic upper bounds [26] . Let f be a real or complex valued function, and let g be a real valued function; therefore, f (n) = O(g(n) ) if there exists a positive integer, n 0 , and a positive constant, c, such that f (n) ≤ cg(n), ∀ n ≥ n 0 . tier neighbors. Therefore, even if the size of the network increases, the algorithm will use a certain fixed number of tiers (a maximum of m max tiers) for cluster formation. Hence, when the network size is greater than m max tiers, the computational complexity of the proposed algorithm becomes O (1) . The computational complexity of our proposed loadbalancing algorithm is independent of network size.
V. PERFORMANCE EVALUATION A. SIMULATION ENVIRONMENTS
For performance evaluation, we performed system-level simulations of a heterogeneous network using ns-3 [27] . We considered three macro cells and 40 small cells in the network. The macro cells were deployed in a hexagonal layout with 500 meters inter-site distance; however, the small cells were deployed in a Manhattan layout inside the macro cell coverage areas, as shown in Fig. 3 . The bandwidths were set to 20 MHz for both macro and small cells. We set the transmission power to 46 dBm for the macro cells and 24 dBm for the small cells. To model the path loss, we adopted a nonline-of-sight propagation loss model, as in [11] .
Two hundred UEs were randomly distributed over the network. For mobility, we modeled 75% of the UEs with random way point mobility, and the rest were modeled as random walk. The scenario was simulated with three different UE velocities (low, medium, and high). In the lowvelocity scenario, UE mobility was set randomly between 5 km/h and 10 km/h, considering a pedestrian environment. In the medium-velocity scenario, we set velocity to between 10 km/h and 30 km/h, considering a cycling environment. However, we considered car speeds in the high-velocity scenario, and set velocity to between 30 km/h and 60 km/h. In every scenario, we set the data traffic for UEs at a guaranteed bit rate of 2 Mbps. However, UEs may receive lower data rate when the serving cells suffers from a radio resource deficit. A channel QoS-aware scheduler was adopted for allocating PRBs among the UEs in a cell [28] . We considered neighbors from up to three tiers away for cluster formation; therefore, the value of m max was set to 3. In the simulation, the CIO range for the cells was set between −6 dB and 6 dB to avoid a radio link failure. More specific parameters are given in Table 2 . 
B. PERFORMANCE EVALUATION METRICS
We studied two main aspects for evaluating the proposed cluster-based load balancing algorithm. First is load distribution across the cells. For measuring load distribution, we considered the standard deviation of RBURs among the cells. The second aspect is network throughput. A load balancing algorithm might balance the network load by setting large CIO values in the wrong cells, which may lead to throughput deterioration in the network. Therefore, we studied the impact of adopting MLB algorithms in terms of network throughput. The throughput in a network is calculated as,
where, d i is the average data-rate received by user i.
For performance validation, we compared the proposed cluster-based mobility load balancing algorithm with two previous algorithms: the self-organized neighborhood mobility load balancing algorithm [13] and the adaptive mobility load balancing algorithm [11] . For simplicity in the figures, we denote the proposed cluster-based mobility load balancing algorithm as Proposed MLB, the adaptive mobility load balancing algorithm as Adaptive MLB, the self-organized neighborhood mobility load balancing algorithm as Neighborhood MLB, and simulations without an MLB algorithm as Without MLB.
C. IMPACT ON LOAD DISTRIBUTION
To study the impact of the proposed algorithm on load distribution across the cells, the three network scenarios were simulated for a duration equivalent to 10 minutes of real-time network operation. Fig. 4 shows the standard deviation of the RBUR among the cells with three different MLB approaches in the scenarios. While no MLB is considered, the overloaded cells cannot allocate required resources to the UEs due to a resource deficit; meanwhile, the low-loaded cells remain underutilized. Hence, in the figure, the standard deviation of the RBUR is higher when the network has no MLB algorithm. On the other hand, the MLB algorithms distribute the load across the cell; therefore, the standard deviation of the RBUR converges while the MLB algorithms are adopted. When the speed of UEs is relatively low, standard deviation converges smoothly and remains steady. However, in the figure, higher user mobility shows higher fluctuations in standard deviation. Since high-speed UEs frequently change the network topology, an excessive number of handovers makes the load oscillate among the cells. Therefore, the load balancing approaches may have fewer candidate UEs to move, which makes load balancing harder for the MLB algorithms. Despite varied user mobility, results show that standard deviation of the RBUR among the cells with the proposed clusterbased load balancing algorithm becomes smaller than with other algorithms. Because the proposed algorithm considered n-tier neighboring cells of an overloaded cell, that enables the algorithm to distribute loads more evenly among the cells in the network.
D. IMPACT ON THROUGHPUT
A network throughput comparison with different MLB algorithms for three different UE-mobility scenarios is shown in Fig. 5 . Due to lack of available resources in the overloaded cells, they cannot allocate the required resources to the UEs, and the UE data rate is compromised in those overloaded cells. By evenly distributing the load across the cells, the MLB algorithms enable them to allocate the required resources to UEs to maintain the data rate. Therefore, network throughput is increased when the MLB algorithms are adopted in the network. Since the proposed algorithm distributes the load more evenly among the cells by shifting appropriate edge-UEs, which enables the cells to allocate resources to the UEs more efficiently, the proposed algorithm outperforms the other MLB approaches. Figure shows that, in the low UE velocity scenario, with the proposed algorithm the overall network throughput increased by 6.42%. In Fig. 5 , the average network throughput at higher velocities is lower than at lower velocities due to the frequent change in network topology. However, in all three mobility environments, network throughput was highest with the proposed algorithm. Therefore, simulation results from different aspects demonstrate that the proposed load balancing algorithm is able to achieve more even load balancing, which also provides higher network throughput.
E. EFFECT OF NEIGHBORING TIERS ON MLB
We studied the effect of the number of neighboring tiers while load balancing. To that end, we simulated the network scenario with low-velocity UEs and imposed the proposed algorithm considering four different values for the maximum allowed neighboring tier, m max , in Algorithm 1. Fig. 6 shows the performance comparison in terms of the standard deviation of the RBUR among the cells. The figure shows that having more neighboring tiers makes the proposed load balancing algorithm perform better, since more neighbors increase the opportunity for load balancing. However, the performance of the proposed algorithm with four-tiers becomes saturated. Fig. 7 shows the obtained network throughput from the simulations. In the figure, the network throughput also increases with the increased neighboring tiers in load balancing. However, the network throughput remains almost similar for the three-tier and four-tier cases. Therefore, considering up to three-tier neighbors will be enough for load balancing with the proposed cluster-based load balancing algorithm. We showed in Section IV that in the worst case, the computational complexity of the proposed load balancing algorithm is O(L 3 ). However, from the simulation results, we find that the cluster formation is bounded by three-tier neighbors. Hence, as the size of the whole network increases, the computational complexity per cluster will remain fixed at O(1) when the network size is greater than three-tiers.
F. IMPACT ON REALISTIC NETWORK
In practice, small cells are mostly randomly distributed. Therefore, to show the robustness of our proposed algorithm, we studied the impact of the proposed algorithm in a network with irregularly deployed small cells. The reference smallcell deployment information was obtained form a scenario in [29] . We considered 40 small cells from the reference, and deployed three macro cells on top of the small-cell network for the sake of having a heterogeneous network. Fig. 8 shows the radio environment map of the considered network. A total of 200 UEs were adopted in the network. Initially, 75% of the UEs were deployed inside the small-cell coverage area and the rest were randomly deployed throughout the network. For UE mobility in the small-cell network, low-velocity car UEs, along with pedestrian UEs, were modeled. The velocities for the pedestrian UEs were randomly set at between 5 km/h and 10 km/h. However, for the users in car, we set the velocities randomly between 10 km/h and 30 km/h. UEs out side the small-cell network were modeled as random walk UEs with a random velocity set between 5 km/h and 10 km/h. Fig. 9 shows the standard deviation comparison among the MLB algorithms in the network with irregular small-cell deployment. The figure illustrates that, despite various cell sizes with irregular deployment of small cells and defined user mobility, our proposed algorithm outperforms the other MLB approaches. Fig. 10 depicts the performance evaluation in terms of average network throughput. The figure clarifies that the proposed cluster-based load balancing algorithm performs better than the others.
VI. CONCLUSION
In this paper, we proposed a cluster-based mobility load balancing algorithm for ultra-dense cellular networks. The proposed algorithm calculates the load status of the cells using physical resource block usage information. After modeling the network as a directed multi-graph, the algorithm dynamically constructs clusters of cells by considering overloaded cells and their neighbors, and performs load balancing in those clusters. Previous load balancing schemes considering only adjacent neighbors for load balancing cannot provide enough improvement in network performance. However, the proposed scheme dynamically adjusts the handover parameters according to changing load situations and by considering n-tier heterogeneous neighbors. Simulation results show that the proposed algorithm can help to balance the load across the network, and outperforms the other algorithms.
