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ABSTRACT
Robotic Searching for
Stationary, Unknown and Transient Radio Sources. (May 2012)
Chang Young Kim, B.S., Korea University
Chair of Advisory Committee: Dr. Dezhen Song
Searching for objects in physical space is one of the most important tasks for
humans. Mobile sensor networks can be great tools for the task. Transient targets
refer to a class of objects which are not identifiable unless momentary sensing and
signaling conditions are satisfied. The transient property is often introduced by tar-
get attributes, privacy concerns, environment constraints, and sensing limitations.
Transient target localization problems are challenging because the transient property
is often coupled with factors such as sensing range limits, various coverage functions,
constrained mobility, signal correspondence, limited number of searchers, and a vast
searching region.
To tackle these challenge tasks, we gradually increase complexity of the tran-
sient target localization problem such as Single Robot Single Target (SRST), Multiple
Robots Single Target (MRST), Single Robot Multiple Targets (SRMT) and Multiple
Robots Multiple Targets (MRMT). We propose the expected searching time (EST) as
a primary metric to assess the searching ability of a single robot and the spatiotempo-
ral probability occupancy grid (SPOG) method that captures transient characteristics
of multiple targets and tracks the spatiotemporal posterior probability distribution
of the target transmissions. Besides, we introduce a team of multiple robots and
develop a sensor fusion model using the signal strength ratio from the paired robots
in centralized and decentralized manners. We have implemented and validated the
algorithms under a hardware-driven simulation and physical experiments.
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1CHAPTER I
INTRODUCTION
On June 1st, 2009, Air France Flight 447 plunged into the Atlantic Ocean without a
trace. Along with it were 216 passengers and 12-person aircrews. Speculations about
the cause of the tragedy vary from alien attack to equipment malfunction. Finding
the flight data recorder (i.e. the black box) is crucial to solving the mystery and
improving air travel safety. Lying on the vast ocean floor, the black box awaited
and emitted acoustic ping signals from time to time. Unfortunately, the battery of
the black box depleted in 30 days and the search process missed the important time
window. The following painstaking search has to rely on the extensive scan of the sea
floor. The black box was eventually found by an underwater robot, almost two years
after the plane crash. The important lesson is: can we be more efficient in searching
for such a transient target?
By extending our motivation to multiple targets, we intend to provide a coun-
termeasure for the potential misuse of the fast-developing sensor network technology.
The wireless sensor networks is composed of a large number of low-cost miniature wire-
less embedded sensor nodes with self-configurable ad hoc networking capabilities[1].
Since the wireless sensor networks do not relay on a deployed network infrastructure as
cellular or wireless LAN networks, they appear to useful tools for military applications
such as surveillance networks, target monitoring and real-time information distribu-
tion as well as civilian applications such as emergency rescue operations and home
networking [2]. While wireless sensor networks provide us with significant advantages
in terms of time, space and cost, they provide new espionage tools that threaten
This dissertation follows the style of IEEE Transactions on Robotics.
2our security when an adversary deploys the wireless sensor networks to monitor our
movements, to trigger explosives, and to notify enemy agents. Besides, enemies can
deploy wireless sensor networks to guard and protect critical infrastructures in battle-
field including oil-field, airports and power plants. In addition to the threads in the
battlefield, they can threaten civilian’s privacy when someone deploys hostile sensor
networks equipped with cameras, microphones, motion sensors, etc. to areas of inter-
est to collect the useful information without notice and permission. Thus, developing
a localization scheme of multiple targets in the wireless sensor networks is crucial to
protect us from these threads.
Searching for objects in physical space is one of the most important tasks for
humans. Searching for radio targets has a long history since Heinrich Hertz [3] dis-
covered the directional property of radio waves in 1893. Mobile sensor networks can
be great tools for the task. Transient targets refer to a class of objects which are
not identifiable unless momentary sensing and signaling conditions are satisfied. The
detection of transient signals in a vast searching region is often constrained by sensing
range and coverage, limited number of sensors, mobility and signal correspondence.
The transient property is often introduced by target attributes, privacy concerns,
environment constraints, and sensing limitations. For example, a black box which
helps an investigation after an airplane crash, transmits radio signals periodically to
assist searching. Victims after an earthquake or a mine collapse disaster knock the
rubble from time to time. A lost hiker’s cell phone may still transmit signals despite
its owner may have lost consciousness.
Transient target localization problems are challenging because the transient prop-
erty is often coupled with factors such as sensing range limits, various coverage func-
tions, constrained mobility, signal correspondence, limited number of searchers, and a
vast searching region. Unlike a regular search, where the collocation between a target
3and the sensing range of a searcher usually means the searching task is accomplished,
the transient target localization requires both the collocation condition and an active
signal transmitted by the target. Without knowledge of the network configuration
and packet structure, signal source anonymity in multiple targets produce a data
association problem.
To detect signals from transient targets, we only use Received Signal Strength
(RSS) [4] even though there exist two other range measurement techniques such as
Time of Arrival (TOA)[5], and Time Difference of Arrival (TDOA)[6] because these
two techniques require the knowledge of the network configuration and packet struc-
ture which are not available in the unknown sensor network. Although signal fin-
gerprinting [7] allows the searcher to distinguish between signals from different radio
sources, we do not exploit the signal fingerprinting due to its expensive cost and
specialized hardware. Therefore, we can only rely on RSS from intercepted signals.
Searching for the transient radio targets is a time-consuming and tedious task
because the searching task can be done only by satisfying the certain space and time
constrains where the target must be located within the sensing range of a searcher and
when the target emits the signal. Besides, this task may be operated in the dangerous
environment. For example, the black box could be located under deep sea after the
airplane crash and the radio target could be posed by an enemy in the battlefield. To
perform these tedious and dangerous searching tasks, we take advantage of a recent
robotic technologies using a mobile robot or a team of mobile robots.
In this dissertation, we gradually increase the complexity of the transient target
localization problems by relaxing assumptions close to a more realistic localization
problem. Depending on the number of robots used and targets localized, the transient
target localization problems are categorized by four different difficulty levels with
increasing complexity such as Single Robot Single Target (SRST), Multiple Robots
4Single Target (MRST), Single Robot Multiple Targets (SRMT) and Multiple Robots
Multiple Targets (MRMT).
We start with the single target localization including SRST and MRST localiza-
tions. We focus on the time to search for a target because localizing single target is
trivial using the triangulation once the robot or the team of robots detects the signal
from the target. For many searching and rescue applications, searching time is crucial
to save victim’s life. To assess the searching ability of the robot, we propose the ex-
pected searching time (EST) as a primary metric. By increasing the number of targets
with a single robot, the localization problem becomes SRMT localization. Localizing
multiple transient targets cannot be viewed as a simple extension of the single target
localization due to challenging issues such as signal anonymity, transiency, and un-
known target number often couple together. Due to signal anonymity, multiple radio
targets arise a data association problem to determine which radio target comes from
when a robot perceives a signal. To resolve it, we assume that sensor network nodes
employ a carrier sensing multiple access (CSMA)-based Media Access Control (MAC)
protocol. Then, we propose a CSMA SRMT localization scheme. The CSMA SRMT
localization scheme suffers from a scalability issue and dependency on the CSMA
protocol. The drawbacks of the CSMA SRMT localization scheme drives us to de-
velop a protocol independent SRMT localization scheme. The protocol independent
SRMT localization scheme is insensitive to the number of radio sources and hence its
algorithm has great scalability. We relax an assumption that robots know the source
transmission power. To remove the dependence on the source power level, we intro-
duce a team of multiple robots in the centralized manner under an assumption of an
unlimited communication range. For the centralized MRMT localization, we develop
a sensor fusion model using the signal strength ratio from the paired robots. With
the limited communication range, we finally develop a decentralized MRMT localiza-
5tion method including decentralized belief functions that robots use to track source
locations using checkpoint-based synchronization, and a motion planning strategy to
coordinate robots to ensure the existence of checkpoints and coordinated searching.
Table I summaries the assumptions in terms of localization problems.
Table I.: Summary of assumptions with respect to localization problems.
CSMA Trans. Power Sensing Range Com. Range
CSMA SRMT O Known Unlimit Not Applicable
Protocol Independent SRMT X Known Unlimit Not Applicable
Centralized MRMT X Unknown Limit Unlimit
Decentralized MRMT X Unknown Limit Limit
We have implemented and validated the algorithms under a hardware-driven sim-
ulation and physical experiments and extensively tested them under different system
setting in comparison to a random walk and a fixed-route patrol heuristics. The our
algorithms significantly outperforms the two heuristics.
A. Organization of the Dissertation
The rest of this dissertation is organized as follows. We study the problems under dif-
ferent setups and constraints by gradually increasing complexity. First, we proposed
SRST and MRST localizations, focusing on the EST to assess the searching ability
in Chapter III. Second, we propose the CSMA SRMT localization method under
the assumption that the CSMA based protocol is used among networked radio tar-
gets in Chapter IV. Third, after relaxing the CSMA based protocol, we develop the
protocol independent SRMT localization method using a spatiotemporal probability
occupancy grid (SPOG) in Chapter V. Fourth, our attention shifts to the centralized
MRMT localization method in Chapter VI and the decentralized MRMT localization
method in Chapter VII. Finally, Chapter VIII concludes this research work with a
6summary and some directions for future work.
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RELATED WORK
A. Searching for a Single Target
Searching for an object in physical space is one of the most important tasks for robots
or humans. When prior information such as the spatial distribution of the target is
known, this is comparable to the foraging behavior of animals [8]. For this case,
the searching problem is actually a non-linear optimization problem in operations
research [9] with searching time/path length as objective functions. If the searching
space is a graph, Trummel and Weisinger show this is an NP-hard problem [10].
However, prior target information is often not available. If the target is continu-
ously emitting signals, just simply scanning the entire searching space once enables the
robot to find the target. Since the maximum searching time is the time to cover the
entire searching space, the searching problem becomes a coverage problem [11, 12, 13].
For a known environment, a coverage problem for a single robot often employs differ-
ent approaches to decompose the searching space and output a continuous path that
allows the robot to cover the entire searching space. If the searching space can be
modeled as a set of w-disjoint discrete choices, searching for a target with a limited
sensing range and w-choice is known as a w-lane Cow-Path problem[14]. For coverage
problems over a small region and considering scene topologies, the problem can be
reduced to the the Art Gallery (AG) problem in computational geometry [15, 16]. In
Euclidean space, if the coverage strategy is to linearly partition the searching space
to form a connected path, this know as the slap method or the trapezoid [17, 18].
Independently, this method is regarded as a type of linear search problems in applied
math and operations research societies [19].
8While the searching time is well understood for the coverage problems [20, 21],
this is not the case when the searching process depends on the signal emitted by
the target because the collocation of the robot and the target does not necessarily
mean that the target is found. Benkoski et al. [22] classify searching problems into two
categories: stationary targets and moving targets. Our problem deals with stationary
targets. However, Benkoski’s classification does not include cases that the target
emits transmit signals, which is different from the one-sided search that Benkoski’s
classification is based on.
B. Mobile Robots and Sensor Networks
The fast development of robotics and sensor network research has accumulated many
related work including Simultaneous Localization and Mapping (SLAM), occupancy
grid methods and multi-robot sensor coordination.
In robotics research, SLAM is defined as the process of mapping the environ-
ment and localizing robot position at the same time [23, 24, 25, 26, 27]. Although
both SLAM and our research are based Bayesian methods, SLAM assumes that the
environment is static or close to static. Directly applying SLAM methods to our
problem is not appropriate because networked radio sources create a highly dynamic
environment where the signal transmission patterns change quickly. Although recent
advances in SLAM allow tracking of moving objects[28] while performing SLAM task,
the environment largely remains static.
Since Elfes and Moravec [29, 30] introduce occupancy grid maps as a proba-
bilistic sensor model, the occupancy grid has been proved to be an elegant represen-
tation of the sensor coverage for mobile robot applications such as localization and
mapping[31]. Thrun and his colleagues [32] further improve occupancy grid maps to
9incorporate multi-sensor fusion, an inverse sensor model, and a forward sensor model.
The existing occupancy grid-based methods focus on using the spatial probabilistic
representation to describe sensing uncertainty and are not capable of dealing with
time-variant environments. Our work extends the occupancy grid methods into the
temporal dimension to deal with the dynamic characteristics of the transient radio
transmissions.
Recent advances in using a multi-robot team to perform exploration and map-
ping tasks mainly focuses on the coordination of the robot/sensor team [33, 34, 35, 36]
under various dynamics, communication, sensing, and energy constraints. Although
not directly applicable to our problem, researchers have accumulated interesting em-
pirical results: using a team of low-cost robots usually performs faster and more
fault-tolerant [37] than a single expensive robot. This really inspires our problem
because we want to see if our analytical model can show similar results under similar
constraints/conditions.
C. Radio Frequency-based Localization
The recent development of radio frequency-based localization can be viewed as the
localization of “friendly” radio sources because researchers either assume that an indi-
vidual radio source that continuously transmits radio signals (similar to a lighthouse)
[38, 39, 40, 41] or assume that the robot/receiver is a part of the network which un-
derstands the detailed packet information [42, 43, 44, 45, 46, 47, 48]. However, such
information is not always available in an unknown network. In a recent work [38],
Letchner et al. use a network of wireless access points to localize a mobile unit. This
can be viewed as a dual version of our problem. They use multiple static listeners
to localize a mobile transmitter, while we try to localize multiple static transmitters
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using a mobile listener. In another closely related work [45], Sichitiu and Ramadurai
localize sensor network nodes with a mobile beacon. Again, the mobile beacon and
the sensor network nodes share the network information.
When signal sources are not cooperative, RSS readings are the primary informa-
tion for localization because RSS attenuates over distance. Since signal transmission
power at the source is not available, ratios between RSS readings from dislocated
listeners have been proven to be effective [49, 50, 51]. Li et al. [52] shows that at
least four robots are needed at the same moment in order to localize a single source
with unknown transmission power. Another approach is to use antenna arrays that
can provide bearing readings. In recent work [53], Kim and Chong show how to find a
radio source using two antennas with different polarizations. These approaches focus
on localizing a single source at a time and hence are not concerned with the signal
correspondence issue in their setup.
D. Decentralized Localization
Decentralized localization using multiple robots closely related to decentralized esti-
mation and decentralized motion planning. For the decentralized estimation, Durrant-
Whyte et al. [54, 55, 56] develop the decentralized estimation technology for the
static sensor network using the information filter based on the distributed Kalman
filter framework. Based on relative observations between multiple robots, researchers
propose various decentralized multi-robots localization schemes by the decentralized
extended Kalman filter (EKF)[57] which is decomposed into a number of smaller com-
municating filters and by the decentralized maximum a posteriori (MAP) estimator
[58]. Leung et al. [59] also tackle the decentralized multi-robots localization problem
by a concept of the checkpoint which is delayed synchronization of observation after
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exchanging observations between robots. Researchers extend the checkpoint con-
cept to Decentralized-Simultaneous Localization and Mapping (D-SLAM) [60] and
the decentralized information transfer scheme [61] based on communication resources
available. Capitan et al. [62] also propose a delayed synchronization for decentralized
estimation using the information filter. Since the decentralized estimation methods
assume that the environment is static or close to static, directly applying decentral-
ized estimation methods to our problem is not appropriate because networked radio
sources create a highly dynamic environment where the signal transmission patterns
change very quickly. Note that we will extend the checkpoint concept to our problem.
In multi-robots research, Pereira et al. [63] propose the decentralized motion
planning under sensing and communication constrains while keeping connectivity with
the neighbors. By using decentralized multi-robots, Bhadauria et al. [64] address
the Data Gathering Problem (DGP) in which multiple robots gather information
from deployed sensor networks. In this work, they formulate the DGP as Travel
Salesman Problem (TSP) instances and propose the two subtours motions which
composes of the counterclockwise tour and the clockwise tour and ensures that two
tours covers entire deployed sensor nodes. Another aspect in the decentralized motion
planning is synchronization. Martinez et al. [12, 65] analyze motion synchronization
of decentralized multi-robots introducing a network of locally connected agents on the
circle using the agree-and-pursue algorithm. In our problem, we focus on information
synchronization rather than motion synchronization.
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CHAPTER III
SRST AND MRST LOCALIZATIONS*
A. Introduction
Mobile robots are often employed to perform searching tasks such as finding a black
box in a remote area after an airplane crash, searching for victims after an earthquake
or a mine collapse disaster, or locating artifacts on the ocean floor. The searching task
is accomplished once the robot detects the signal emitted by the target. However,
the robot usually has a limited sensing range. It seems straightforward that we can
use the traditional coverage-based motion plans to guide the robot to cyclically scan
the searching space to locate the target. However, the time to search for the target
is inherently random and hence remains unknown despite its importance in many
searching and rescue applications.
To address this new problem, we propose the expected searching time (EST) as
a primary metric to assess the searching ability of a robot or a robot team. We model
the searching process as a delayed renewal reward process [66] and derive the EST
as a function of the searching space size, the signal transmission rate, and the robot
sensing range. The resulting closed-form solution of the metrics can be used to analyze
the searching efficiency for different robot configurations and searching plans. Since
the model components can be obtained from online measurements and known robot
parameters, a great benefit of the resulting model is that it is capable of predicting
the EST for an ongoing searching process. This characteristic is important for time-
*Reprinted with permission from ”On the Time to Search for an Intermittent
Signal Source Under a Limited Sensing Range” by Dezhen Song, Chang Young Kim,
and Jingang Yi, 2011, IEEE Trans. on Robotics (T-RO), vol. 27, no. 2, pp. 313-323,
Copyright 2012 by the IEEE.
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Fig. 1.: A robot attemps to search for a target (the red dot) that intermittently emits
short duration signals in a square. The gray circle is the region that the robot can
sense the signal from the target. The dashed line is a robot trajectory.
critical searching and rescue applications. The analytical results are confirmed in
simulation and physical experiments.
B. Problem Definition
As illustrated in Fig. 1, a single robot searches for a single target in a squared 2D
Euclidean space with a side length of a. Define ds as the maximum sensing distance
of the sensor on the robot. The robot travels at the constant speed of v. To formulate
the problem and focus on the most relevant issues, we make the following assumptions,
1. There is no prior information about possible locations of the target. Therefore,
the target is assumed to be uniformly distributed in the searching space.
2. The target transmits short duration signals periodically according to a Poisson
process with a known rate λ. The signal duration is short due to energy con-
cerns. A Poisson process is a good approximation to a general random arrival
14
process in stochastic modeling [66]. In some cases, the target may be a continu-
ous beacon; but it is very difficult to be detected due to environment conditions
or unreliable sensing, which can also be modeled as a target with intermittent
signals.
3. During the searching process, the target is static. The searching space is much
larger than the sensing distance: a≫ ds.
Condition 1 (Sensing Condition). The robot cannot sense the signal unless an
actively-transmitting target is within distance ds due to the sensing range limit.
As illustrated in Fig. 1, Condition 1 defines a circle centered at the target with
the radius of ds, which is the region that robot has a chance to sense the target. We
refer to the region as “the circle” in the rest of the paper. Due to the fact that the
robot does not know the location of the target, the actual position of the circle in the
searching space is also unknown.
Condition 2 (Termination Condition). The searching task is accomplished as soon
as the robot senses a signal sent by the target.
Condition 2 implies that the robot cannot find an inactive target even it is
collocated with the target. For example, an airplane is not be able to notice the
survivor on an island if the person does not send a signal (e.g. fire or smoke). On the
other hand, only one signal reception is needed in the searching process. Conditions 1
and 2 establish a new type of searching problem as oppose to a regular coverage
problem. Let us define Ts as the searching time for the robot to find the target.
Therefore, our problem is defined as follows,
Problem 1 (The EST Computation). Given λ, ds, and a, calculate the EST E(Ts),
where E(·) denotes the expected value function.
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C. Modeling
One immediate question about Problem Statement 6 is whether we can obtain the
EST without referring to or being limited to a particular motion plan. To address this
dependency, we first characterize the motion plans based on their outcomes before
modeling the EST.
1. Renewal Process and Characterizing Planners
Periodically, the robot trajectory planner outputs a motion plan and the robot ex-
ecutes the plan during the searching process. The system is naturally a repetitive
scanning process during which the robot enters and leaves the circle until Condi-
tion 1 is satisfied. During the probabilistic nature, the process is a random process
with a stopping time.
The repetitiveness in coverage can be modeled as a renewal process [66]. Letting
inter-arrival time Xm denote the time between the (m−1)st and mth event, a renewal
process can be viewed as a generalization of Poisson process with {Xm, m = 1, 2, ...}
being independently and identically distributed (i.i.d.) random variables. Note that
the distributions of Xm can be any type but must be i.i.d.
To facilitate our analysis, we partition the continuous trajectory of the robot into
many repetitive i.i.d. tours.
Definition 1. A tour starts or restarts at the moment when the robot first enters the
target circle during the single independent scanning.
The dashed line in Fig. 1 illustrates a tour. Tours may be quite different de-
pending upon the planner. For example, tour length varies each time if the robot
follows a random walk. As another example, a deterministic planner usually has a
fixed tour trajectory. An event happens when each tour starts. The tour length are
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the inter-arrival time of events.
Based on Condition 2, we know that the robot does not accumulate the knowledge
regarding the target location from one tour to another tour because no signal has been
perceived before the moment the searching mission is accomplished. Note that a tour
can contain multiple intersections with the circle in a general case. Tour definition is
a way of partition the trajectory and does not have to be synchronized exactly with
how the robot planner works. Hence each tour length is i.i.d. as long as the motion
planner does not change its planning algorithm. Therefore, the searching process as
a renewal process.
During each tour, the robot spends some time inside the circle and some time
outside the circle, which are defined as τIN and τOUT, respectively. Hence τIN + τOUT is
the overall duration for the tour.
The characteristics of renewal process allows us to compute its limiting properties
by focusing on individual periods. For example, we immediately know that the long
run probability of being inside circle is τIN/(τIN + τOUT) from the property of renewal
processes.
If the trajectory only intersects the circle once in each period, when a tour begins,
the robot first spends τIN inside the circle followed τOUT outside the circle. This yields
an alternating renewal process. If there are many intersections between the circle and
the tour, then τIN and τOUT are not two continuous time segments but a summation of
many fragmented segments which can be computed by conditioning on the number
of intersections. For simplicity of analysis and due to the limited space, we will focus
on the single intersection case in the rest of paper. Readers can follow our methods
to analyze multiple intersection cases.
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2. Modeling the EST
Without loss of generality, we assume the robot starts the searching process from the
origin which is on the boundaries of the searching space. It takes some time to reach
the circle where the first tour starts. Define the time as delay D. From Conditions 1
and 2, we know that the robot cannot find the target in D. The searching process is
a delayed alternating renewal process. Define T cs as the time to find the target after
the robot enters the repetitive tours. Hence, the EST is
E(Ts) = E(D) + E(T
c
s ). (3.1)
Define N as the number of signal transmissions during τIN in a tour. Since
the arrival process of the signal transmission is Poisson, N conforms to a Poisson
distribution,
P (N = k) =
e−λτIN(λτIN)k
k!
, k = 0, 1, 2, ...,∞. (3.2)
We know that event N > 0 means that at least one signal transmission happens
during τIN. This means the target is found. Therefore, we can compute E(T
c
s ) by
conditioning on N ,
E(T cs ) = E(T
c
s |N > 0)P (N > 0) + E(T cs |N = 0)P (N = 0), (3.3)
where P (N > 0) = 1 − e−λτIN and P (N = 0) = e−λτIN according to (3.2). Note that
N < 0 is not possible due to the fact that N is a counting variable.
Now let us compute E(T cs |N > 0). Since event N > 0 is equivalent to event
T cs ≤ τIN, we have
E(T cs |N > 0) = E(T cs |T cs ≤ τIN) =
1
λ
− τINe
−λτIN
1− e−λτIN (3.4)
because the conditional distribution T cs |T cs ≤ τIN is a truncated exponential distribu-
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tion [67, 66]. It is worth noting that (3.4) is valid only if τIN > 0, which is guaranteed
according to Definition 1. On the other hand, we know
E(T cs |N = 0) = τIN + τOUT + E(T cs ) (3.5)
because the robot cannot find the inactive target in the current tour and has to start
all over again in next tour.
Plugging (3.4) and (3.5) into (3.3) and (3.1), we have the following result.
Theorem 1. Given the expected time E(D) for the robot to reach the circle, the
Poisson arrival rate λ of target signals, the traveling time τIN inside the circle, and
the traveling time τOUT outside the circle, the EST of the target is
E(Ts|τIN, τOUT) = E(D) + 1
λ
+ τOUT
e−λτIN
1− e−λτIN . (3.6)
This is a conditional expectation because τIN and τOUT are often random variables.
Since E(D) and λ are independent of τIN and τOUT, the unconditional EST can be
obtained as,
E(Ts) = E(D) +
1
λ
+ E
(
τOUT
e−λτIN
1− e−λτIN
)
. (3.7)
The formulation of EST given in Theorem 1 has a surprisingly succinct format
revealing the relationship between the EST and the corresponding variables. To
further explain (7.10), let us consider the following extreme cases:
Case 1: When λ→∞, it means that the target continuously transmits signals.
The searching time becomes the time that it takes for the robot to enter the circle.
The problem degenerates to the traditional coverage problem where E(Ts) = E(D).
Case 2: When τOUT = 0, it means that the signal emitted by the target is so
powerful that the circle defined by ds can cover the entire searching space. In this
case, E(D) = 0. Hence E(Ts) = 1/λ, the mean inter-arrival time of signals. The
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robot finds the target as soon as the target emits a signal.
Remark 1. It is worth noting that (7.10) does not depend on a particular motion
plan or the shape/dimension of the searching space, which makes it widely applicable
in practice. Indeed, the EST can be also applied to analyze searching tasks carried
by humans. In many cases, the signal transmission rate λ is known; E(D) can be
estimated based on observations; τIN can be estimated based on ds and v; and τOUT can
be measured based on observations that how often a robot would revisit a region with
the same size of the circle. Based on the known information and online measurements,
we can even predict the EST for an ongoing searching process regardless its motion
plan, which is of great importance in applications where the searching time literally
means life or death.
D. Analysis of Common Searching Strategies
Theorem 1 can be used to analyze the searching performance under different robot
motion plans and configurations. We begin with demonstrating how Theorem 1 can
reveal the difference between two motion plans from common coverage methods: the
slap method and the random walk.
1. The Slap Method Versus The Random Walk
a. The Slap Method (SM)
Also known as the trapezoidal decomposition [17, 18] in robotics research, SM sequen-
tially scans the entire searching space back and forth. Fig. 2a illustrates the robot
motion plan for the square case. The plan is a set of y-axis parallel lines (appears
to be vertical lines in Fig. 2a) that cover the entire searching space. The vertical
lines are inter-connected using the boundaries of the searching space to formulate
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Fig. 2.: (a) A sample motion plan for the slap method. (b) An illustration of how a
tour (line l) intersects the circle of the target.
a complete tour. To guarantee an intersection between the circle and the tour, the
distance between adjacent vertical lines is set to be 2ds.
The red “⋆” in Fig. 2a indicates the starting point of the tour. Since tours are
exactly the same in the slap method, the subsequent tours start exactly at the same
location. The overall tour length is approximately a2/(2ds). Given the robot speed
v, it takes
τIN + τOUT ≈ a
2
2vds
(3.8)
time for the robot to finish the tour. Since the target could be anywhere in the
searching space with equal probabilities, we obtain
E(D) ≈ (τIN + τOUT)/2 = a
2
4vds
. (3.9)
To use the result in Theorem 1, the remaining undetermined variable is τIN.
Let us define DIN as the distance traveled inside the circle. DIN is the length of
intersection when the line intersects the circle as illustrated in Fig. 2b. Here we
ignore the boundary effect where the circle is not a full circle because a ≫ ds. Line
21
l in Fig. 2b is a part of the tour. When l intersects the circle, we define Dl as the
distance between the center of the circle and the line. Since the target is uniformly
distributed in the 2D space, Dl ∼ U(0, ds) is uniformly distributed. From Fig. 2b, we
know
τIN =
DIN
v
=
2
√
d2s −D2l
v
. (3.10)
Plugging (3.8), (3.9) and (3.10) into (7.10) and conditioning on Dl, we have
E(Ts|Dl) ≈ a
2
4vds
+
1
λ
+ (
a2
2vds
− 2
√
d2s −D2l
v
)φ(λ,Dl), (3.11)
where
φ(λ,Dl) =
1
e
2λ
√
d2s−D
2
l
v − 1
. (3.12)
Since a≫ ds, τOUT ≫ τIN, and 2
√
d2s−D2l
v
is negligible if compared with a
2
2vds
, we have
E(Ts|Dl) ≈ a
2
4vds
+
1
λ
+
a2
2vds
φ(λ,Dl). (3.13)
Hence we have the EST for the slap method,
E(Ts) =
∫ ds
δ=0
E(Ts|Dl = δ) 1
ds
dδ
≈ a
2
4vds
+
1
λ
+
a2
2vds
g(ds, λ) (3.14)
where
g(ds, λ) = E(φ(λ,Dl)) =
∫ ds
δ=0
1
ds
φ(λ, δ)dδ. (3.15)
Let δ = ds cos θ, we can transform (3.15) into
g(ds, λ) =
∫ pi/2
θ=0
1
e
2λds sin θ
v − 1
sin θdθ. (3.16)
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When λ and ds/v are very small, (3.15) can be further simplified,
g(ds, λ) ≈ πv
4λds
− 1. (3.17)
Remark 2. Eq. (3.14) suggests that a fast robot (large v) with great sensing distance
ds reduces the EST. This conclusion agrees with our intuition that mobility and sens-
ing are the key elements in searching. However, it also takes a target’s cooperation
to further reduce the EST. When the robot reaches its speed and sensing limit, the
only way to reduce EST is to increase λ. Of course, the target usually has energy
constraints and cannot arbitrarily increase λ.
The analysis assumes the distance between vertical lines is 2ds, which ensures
there is only one intersection between the circle and the tour. When a smaller spacing
is used, the overall tour length increases and so does τIN. The analysis is slightly more
complicated because it needs to be conditioned on the number of intersections between
the tour and the circle. The results actually share a similar format with (3.13) and
the same asymptotic properties with respect to a, v, and λ. Since our focus is to
compare the asymptotic behavior of the slap method with that of the random walk,
we omit the analysis here.
In the above calculation, we ignore the boundary effect on the final result. When
the circle is located at the boundary of the square, distance DIN cannot be computed
using (3.10). Since the target has to be located within ds distance of the boundary
for the boundary case, the probability that such event happens is less than 4dsa
a2
=
4ds
a
≪ 1, since ds ≪ a. Hence its impact to the final EST is ignorable because DIN for
such case is not significantly different from that of the non-boundary case. Therefore,
we will ignore boundary effect in the rest of the paper.
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b. Random Walk
y 
x O a 
a 
2d
s
 
(a)
y 
x O a 
a 
2d
s
 
(b)
Fig. 3.: An illustration of robot motion plan based on a 2D lattice-based random
walk. Two types of tours are illustrated here (a) a closed tour and (b) an unclosed
tour.
Another popular motion plan is to employ a 2D random walk to traverse the
searching space. As illustrated in Fig. 3, we partition the entire searching space using
a 2D finite lattice with a spacing of 2ds in each dimension. Denoting Ns as the
number of lattice nodes, we have Ns =
a2
4d2s
nodes. Finer lattice is possible but usually
associated with higher energy cost because the robot has to make a lot more turns.
The robot always moves from one lattice node to its neighboring node with equal
probabilities. The robot does not cross the boundaries. According to [68], this is a
finite 2D lattice with reflective boundaries. Recall that a tour starts at the moment
the robot enters the circle. Since the robot might not enter the circle at the exactly
same location in different tours, each tour is not necessarily a completely closed curve
as that in the slap method case. The closed curve tour in Fig. 3(a) only happens with
a probability of 1/4 whereas the unclosed tour in Fig. 3(b) has a probability of 3/4.
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To compute the EST given in (7.10), we need to compute E(D). Recall that the
robot always starts at origin. Given the location of target (Xt, Yt), computing the
mean time that it takes the robot to follow the random walk to reach a particular
location (Xt, Yt) is the mean first passage time (MFPT)[69, 70] problem in stochastic
modeling. The exact solution to this problem is expressed in the format of pseudo
Green functions and cannot be explicitly analyzed. Since a ≫ ds, there are a large
number of nodes a
2
4d2s
in the 2D lattice and each robot move takes 2ds
v
time. Hence we
can apply the recent results of MFPT using its asymptotic format in [71],
E(D|Xt, Yt) ≈ a
2
2vds
(
α0 + α1 ln
√
X2t + Y
2
t
)
, (3.18)
where α0 and α1 are constants and can be determined by Monte Carlo methods. Ac-
cording to [71], α0 and α1 strikingly do not depend on lattice size but local transitional
properties. Hence,
E(D) =
∫ a
0
∫ a
0
E(D|Xt = x, Yt = y) 1
a2
dxdy, (3.19)
≈ α0a
2
2vds
+
α1
2vds
∫ a
0
∫ a
0
ln
√
x2 + y2dxdy. (3.20)
Since ∫ a
0
∫ a
0
ln
√
x2 + y2dxdy = a2 ln a+
π + 2 ln 2− 6
4
a2
we have
E(D) ≈ a
2
2vds
(
α0 + α1 ln a+ α1
π + 2 ln 2− 6
4
)
. (3.21)
The remaining unknown term in (7.10) is E(τOUT
e−λτIN
1−e−λτIN ). Given the robot speed
v, τIN is uniquely determined by the distance in the circle DIN, which is independent
of the overall trajectory. Also E(τOUT) ≈ E(τOUT + τIN) given that a≫ ds. Hence,
E(τOUT
e−λτIN
1− e−λτIN ) ≈ E(τOUT + τIN)E(
e−λτIN
1− e−λτIN ). (3.22)
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Since the 2D lattice-based random walk is undirected and symmetric in transi-
tional probability, from [72], we know that the stationary probability of visiting node
i is, πi =
nd(i)
2me
where nd(i) is the degrees of freedom of node i and me is the total
number of edges in the lattice. For a non-boundary node, nd(i) = 4 and me ≈ 4Ns.
Hence
πi =
1
Ns
=
4d2s
a2
,
Without loss of generality, we assume node i is the node closest to the target. This
means that πi is the long run probability that the robot intercepts the circle. Let
(xi, yi) be the node i’s position. Given node i is the nearest node to the target and
recall target location is (Xt, Yt), then we know |xi−Xt| ≤ ds and |yi−Yt| ≤ ds based
on the lattice definition. Therefore, the conditional probability the robot is inside the
circle given node i is visited is the area ratio between the circle and the square with
a side length of 2ds: pc|i =
pid2s
4d2s
= pi
4
because the target is uniformly distributed in the
searching space. Hence the unconditional long run probability that robot stay inside
the circle is pc = pc|iπi =
pid2s
a2
.
On the other hand, we can obtain the same long run probability using the Re-
newal Reward theorem [66] if we view τIN as the reward function for each period,
E(τIN)
E(τOUT + τIN)
= pc =
πd2s
a2
. (3.23)
Plugging (3.23) into (3.22), we have
E
(
τOUT
e−λτIN
1− e−λτIN
)
≈ a
2
πd2s
E(τIN)E
(
e−λτIN
1− e−λτIN
)
. (3.24)
Now, we focus on the computation of τIN. Since the lattice has a spacing of
2ds, two scenarios exist when the tour on the lattice intersects the circle: i) the next
lattice point on the tour is inside the circle and ii) the next lattice point on the tour is
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outside the circle as illustrated in Fig. 4. Let us define events that scenarios i) and ii)
happen as events Ei and Eo, respectively. Since the circle center is uniformly located
in the searching space,
P (Ei) =
πd2s
4d2s
=
π
4
= 1− P (Eo). (3.25)
When event Eo happens, we know that the robot trajectory intersects the circle
as a straight line as shown in Fig. 4(a). Hence we have
τIN|Eo = DIN
v
, (3.26)
where DIN is defined in (3.10) and the right side of | is the condition for the equality
to be true. This is a notation convention widely used in stochastic modeling [66].
E(τIN|Eo) = πds
2v
, and (3.27)
E
(
e−λτIN
1− e−λτIN |Eo
)
= g(ds, λ). (3.28)
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Fig. 4.: An illustration of how the robot trajectory in solid line intersects the circle.
(a) Scenario i) when the nearest lattice point on tour is located outside the circle. (b)
Scenario ii) when the nearest lattice point on tour is located inside the circle. The
dashed line in the figure is part of the lattice.
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When event Ei happens, one lattice point is inside the circle. As illustrated in
Fig. 4(b), the lattice point inside the circle partitions the lattice edges inside the circle
into four parts: l1, l2, l3, and l4. When a robot trajectory intersects the circle, the
part of the trajectory inside the circle can be divided into two segments, which are
defined as L′ and L′′, respectively. L′ refers to the segment that the robot takes to
arrive at the lattice node and L′′ refers to the segment that the robot takes to leave
the circle. Hence
τIN|Ei = L
′ + L′′
v
.
Since L′ and L′′ have equal probabilities to take l1, l2, l3, and l4, there is a total of
24 = 16 combinations. Conditioning on the 16 (L′, L′′) combinations and the circle
center location (Xt, Yt), we obtain the same results as shown in (3.27) and (3.28).
Combining those results for the Ei and Eo events by conditioning on them, we have
the unconditional expected values E(τIN) and E
(
e−λτIN
1−e−λτIN
)
coincidentally sharing the
same formats as in (3.27) and (3.28), respectively. Plugging the two expectations,
(3.21) and (3.24) into (7.10), we can obtain the EST for the random walk case,
E(Ts) ≈ a
2
2vds
(
α0 + α1 ln a+ α1
π + 2 ln 2− 6
4
)
+
1
λ
+
a2
2dsv
g(ds, λ). (3.29)
Comparing (3.29) to (3.14), we have the follow conclusion,
Corollary 1. With the same square field side length a, the sensing range ds, and the
signal transmission rate λ, the EST value of the slap method is asymptotically smaller
than that of the random walk when a→∞.
Proof. It is straightforward because E(Ts) = Θ(a
2) for the slap method from (3.14)
while E(Ts) = Θ(a
2 ln a) for the random walk according to (3.29).
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So far our analysis are limited to cases in open 2D Euclidean space. It is possible
to extend the analysis to more general cases if certain conditions are satisfied:
Remark 3. For 2D space with obstacles: The 2D space must be fully connected.
The trajectory generated by motion planner should ensure the uniform coverage of the
searching space for the slap method. For the random walk, the lattice may not be reg-
ular shaped as in the paper. To ensure the long run uniform coverage, the transitional
probability at each node should be symmetric. These conditions are common in many
search tasks. When the conditions are satisfied, then both Theorem 1 and Corollary 1
hold.
Remark 4. For 3D cases: The target circle becomes the target ball. Theorem 1 can
be directly applied to 3D cases but the analysis of the slap method and the random
walk needs to be modified. For example, the searching space size should be measured
by its volume instead of its area. The results for the 3D slap method and the 3D
random walk are different but the overall approach should be similar. The extension
should be straightforward. Since most searching tasks are 2D, we focus on 2D cases
in this paper.
Note that although slower than that of the slap method, random walk-based
methods have memoryless property and do not require complex coordination and
communication which results in more and cheaper robots. A comparison between
cheap robot team and a single expensive robot is the next goal.
2. Analysis of Different Robot Configurations
Theorem 1 can also be used to analyze cases under different robot configurations.
Here we compare two configurations.
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A low-cost robot team (LCRT) case: We have n identically-configured low-cost
robots. To coordinate the searching, we partition the searching space into n sub
square fields with an area of a2/n each and allocate one robot for each sub square
field.
A single expensive robot (ASER) case: We have an expensive robot equipped
with a very capable sensor that has a sensing area equal to the combination of those
of the n low-cost robots. If each of the low-cost robot has a sensing range of ds, then
the area of the combined sensing region for n robots is nπd2s provided that there is
no overlap of sensing region between any two robots. Therefore, the sensing distance
for the expensive robot is set to d′s =
√
nds to ensure ASER has the area of sensing
coverage no less than that of LCRT at any given time.
We are now ready to compare these two robot configurations. Since the slap
method is asymptotically faster than the random walk, we build on the slap method
results in (3.29). For the LCRT, only one robot actually has the target in its sub field.
Hence, the rest of n − 1 robots are irrelevant in the searching process. Comparing
with the original EST in (3.29), we just need to replace a with a√
n
. Defining the
searching time for the LCRT as T ′s, we have
E(T ′s) ≈
a2
4vnds
+
1
λ
+
a2
2vnds
g(ds, λ). (3.30)
Defining the searching time for the ASER as T ′′s , we have
E(T ′′s ) ≈
a2
4v
√
nds
+
1
λ
+
a2
2v
√
nds
g(
√
nds, λ). (3.31)
From (3.16), it is straightforward to see that
g(
√
nds, λ)→ 0 as n→∞. (3.32)
Therefore, we have the following conclusion,
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Corollary 2. When traveling at the same velocity v, the low-cost robot team can find
the target asymptotically faster than the single expensive robot does when n increases,
if 1/λ is not the dominating factor in the EST.
Proof. From (3.31) and (3.32), we know E(T ′′s ) = Θ(
1√
n
+ 1
λ
). From (3.30), we know
E(T ′s) = Θ(
1
n
+ 1
λ
). Hence the conclusion follows.
If we use random walk in comparing LCRT and ASER, Corollary 2 still holds.
We skip the analysis because the EST of random walk shares a similar format of
that of the slap method and the proof is similar as well. Note that the conclusion
is established based on the circular sensing region, the result would be different if a
different sensing topology is used.
Remark 5. This analysis also shows that if there are cost functions associated with
the number of robots, different sensor options, or different velocity options available,
we can use the EST results as an objective function to optimize the robot configuration
for the task.
The result in Corollary 2 is actually not very intuitive at the first sight. We have
not expected such a significant difference in the comparison. This conclusion is rather
interesting because it shows that an expensive robot with superior sensing capability
is not as good as a large number of low-cost robots with less capable sensors when
searching for targets that intermittently transmits short duration signals.
A more intuitive explanation of the result in Corollary 2 is that the ability of
searching is directly determined by spatiotemporal sensory coverage (SSC) of the
moving robot.
Definition 2. Given the robot travels at a speed of v with a sensory radius of ds, SSC
is measured by the area of the swept region per unit time aSSC.
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v 
2ds 
Fig. 5.: Linear spatio-temporal sensory coverage during a unit time.
For example,
aSSC = πd
2
s + 2dsv (3.33)
for a robot travels along a line (see Fig. 5). For a LCRT with the slap method-
based trajectories, SSC is the summation of n non-overlapping robots: πnd2s+2ndsv.
However, SSC for the corresponding ASER becomes πnd2s + 2
√
ndsv, which is less
than that of LCRT. This is consistent with the result in Corollary 2.
When the robot does not travel along a line during the unitary time, its SSC
becomes inevitably smaller than that in (3.33). For example, during the random walk,
the robot makes a lot more turns than that of the slap method, which decreases SSC
over the course of searching and results in a longer EST as shown in Corollary 1.
The SSC analysis can also be used to predict the behavior of two different random
walk setups for the robot team. In the aforementioned LCRT setup, we partition the
searching space into n equally-sized sub areas, which is defined as LCRT-P-RW with
P-RW stands for the partition-based random walk. As we know, the EST of LCRT-
P-RW is longer than that of LCRT with the slap method, which is abbreviated as
LCRT-SM. Another possible way of coordinating n random walk based robots is that
we do not partition the searching space but release all n robots at the same origin and
32
let them compete. The searching stops when any robot finds the target. We name the
method as LCRT-C-RW where C-RW stands for the competition-based random walk.
For the LCRT-C-RW process, we can compute EST using order statistic [73] since
the searching time is the smallest of n i.i.d. random variables. However, although the
resulting EST can be obtained either analytically or computationally [74], it cannot be
expressed in a simple closed form format for comparison study. We will not elaborate
the process. However, the introduction of SSC can quickly compare LCRT-C-RW to
LCRT-P-RW:
Lemma 1. The expected SSC of the LCRT-P-RW is always bigger than that of the
LCRT-C-RW.
Proof. In the LCRT-C-RW process, there is a non zero probability po that the sensing
region between robots overlaps, which reduces its effective SSC whereas the LCRT-
P-RW does not allow the overlap to happen. Define aSSC-P and aSSC-C as the SSC
for LCRT-P-RW and LCRT-C-RW, respectively. Denote ǫa as the reduction of SSC
caused by the overlap. Conditioning on the overlapping event E ′, we have
E(aSSC-C) = E(aSSC-C|E ′)(1− po) + E(aSSC-C|E ′)po
= E(aSSC-P)(1− po) + (E(aSSC-P)− E(ǫa))po
< E(aSSC-P), (3.34)
since ǫa is positive.
Remark 6. This result indicates that the searching efficiency of LCRT-C-RW is not
as good as LCRT-P-RW. Actually, the combination of EST analysis and SSC analysis
can help us to identify the most efficient coordination strategy with respect to different
searching space partition, robot allocation, or robot formation methods for the robot
team. Two interesting observations can be summarized here,
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• For the robot trajectory, try to search in straight lines to maximize the SSC. An
optimal control problem can be formulated if searching directions are forced to
change due to searching space constraints.
• For the robot team, try to avoid overlapping among searching regions of robots.
Partitioning the searching space is a good practice. We could also use a partic-
ular formation to achieve this.
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Fig. 6.: Simulation results in (a), (b), (c), and (d) for validating Theorem 1 with
respect to a, λ, ds, and v, respectively. SM stands for the slap method. RW stands
for the random walk. Model means the model prediction of the EST. Meas. means
the measured mean searching time. (e) Simulation results for comparing four different
robot configurations. Recall that LCRT stands for the low cost robot team and ASER
stands for a single expensive robot.
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E. Experiments
We test our results using Monte Carlo simulation and physical experiments.
1. Simulation
Simulation allows us to examine theoretical results across complete parameter ranges
without the limitation of hardware conditions. The simulation results are illustrated
in Figs. 6 and 6e. Each data point in both figures is an average of 10,000 independent
trials. At the beginning of each trial, we reset the robot position to be at (0, 0) and
generate the target location according to a 2D uniform distribution. We then run the
robot according to the selected motion plan and finish the trial as soon as the target
is found.
a. Validating Theorem 1 and Corollary 1
We test Theorem 1 using both the slap method and the random walk because Theo-
rem 1 is supposed to be independent of motion plans. The simulation is set up with
different a, λ, ds, and v settings in Table II. In each setting, we collect both the
model predicted EST and the measured mean searching time. The measured mean
searching time is the average of the searching time over the 10k trials (the “Meas.”
values in Fig. 6)(a-d). The model predicted ESTs, which are the “Model” values in
Fig. 6, refer to the predicted ESTs according to the measured D, λ, τIN, and τOUT
values in the experiment. In other words, we record their values and average them
over the 10000 trials to obtain the estimation of 1/λ, E(D), and E(τOUT
e−λτIN
1−e−λτIN ). We
then feed them into (7.10) to obtain the model prediction of the EST.
As illustrated in Fig. 6(a-d), the model prediction is fairly consistent with the
measured mean searching time under all settings. The curve trends with respect to
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Table II.: Parameter settings for results in simulation and physical experiments.
Figure a (m) λ (1/sec.) ds (m) v (m/s)
Fig. 6(a) 100-1000 0.1 1.0 1.0
Fig. 6(b) 200 0.1-1.0 1.0 1.0
Fig. 6(c) 200 0.1 1-10 1.0
Fig. 6(d) 200 0.1 1.0 0.01-100
Fig. 6(e) 200 0.1 1.0 1.0
Figs. 9&10 100 0.1 0.2 0.20
a, λ, ds and v in Fig. 6(a-d) are also consistent with our analysis in (3.14) and (3.29).
The EST increases as the field side length a increases. The EST decreases as λ, ds,
and v increase. All figures show that the random walk is slower than the slap method.
In particular, Fig. 6(a) is consistent with the asymptotic difference in Corollary 1.
b. Validating Corollary 2 and Lemma 1
We have also implemented different LCRT and ASER robot configurations. Again,
the parameter settings are in the Table II. The measured ESTs for both the config-
urations are shown in Fig. 6(e). It is clear that the EST for the LCRT-SM is always
much smaller than that of the ASER-SM. This is consistent with Corollary 2. Also,
the EST for the LCRT-P-RW is always much smaller than that of the LCRT-C-RW,
which is consistent with Lemma 1. What is interesting is the fact that the EST of the
LCRT-P-RW is initially bigger than that of the ASER-SM but become smaller than
than that of the ASER-SM as n increases. Curves in the figure also show the general
trend that the EST decreases as the n increases. This is consistent with our analysis.
Also, as n becomes large, the curve levels at a non-zero value. This indicates that
the signal transmission rate dominates the searching time in this case. Hence it is
not desirable to arbitrarily increase n because the marginal benefit would decrease.
Actually, with an appropriate cost function, readers can extend the analysis to find an
optimal number of robots for a given searching task. This would be very meaningful
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in resource-constrained searching process.
2. Physical Experiments
a. Hardware and Experiment Setup
In the physical experiment, we use a mobile robot to search for a buried intermittent
radio beacon (see Fig. 13). This process emulates the search of a black box after a
plane crash. The robot is custom made in our lab. The robot measures 50× 47× 50
cm3 in size. The robot has two front drive wheels and one rear cast wheel and uses
a typical differential driving structure. During the experiment, the robot traveling
speed is set at 20 cm/second. The maximum robot operation time between recharging
is 4 hours. Buried under the floor, the target is a Zigbee radio source which is an
XBee Pro node (Fig. 13(b)) with a chip antenna from Digi International Inc. (formerly
known as MaxStream Inc.) We program the radio to allow it to transmit one packet
every ten seconds (λ = 0.1).
One notable difference between the simulation and the physical experiment is the
shape of the sensing region. Although the radio antennas are omnidirectional, the
radiation pattern (see Fig. 13(c)) is irregular. The shape of the radiation pattern is the
shape of the sensing region. Since a = 100 meters in our settings, we decrease antenna
sensitivity to ensure a ≫ ds. After calibration and adjusting antenna sensitivity, we
approximate the reception region with a circle (ds = 0.2 meters). The physical
experiment parameters are summarized in Table II.
Since the robot has a slow speed and a small sensing region, recall that the field
size is 104 m2, it is estimated that it takes the robot at least 106 seconds to find the
target. However, the robot only has 4-hour continuous operation time due to our
hardware limitations. When the robot travels outside the sensing region, it cannot
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Fig. 7.: (a) The mobile robot used in the experiment. (b) An Xbee Pro RF module
used as the signal source, which is the target. (c) The RF radiation pattern of the
Xbee Pro. This plot is from the product specification sheet of Digi International Inc.
This is also the shape of the real sensing region.
receive signals and does not provide information for the searching process. Therefore,
we setup the experiment in an “accelerated” configuration. In this configuration, we
do not drive the robot according to the motion plan when the robot is far away from
the signal source. Instead, we fast forward the time to the next moment that the
robot is close to the signal source. Fig. 8 illustrates the setup. The shaded area in
Fig. 8(a) is the region, which is a square with a side length of 4ds. The region fully
encloses the sensing region as shown in the figure. The robot obtains its location
from an overhead camera as illustrated in Fig. 8(b). The overhead camera is an
Arecont Vision 3100 networked video camera. The camera recognizes color markers
on the top of the robot and computes the robot position and orientation subsequently.
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Configured at a 640 × 480-pixel resolution, it is capable of reaching an accuracy of
±2.0 cm with 16 Hz frame rate.
x
y
2 sd
4 sd
c
(a) (b)
Fig. 8.: Physical experiment settings for the “accelerated” configuration. (a) The
shaded area covers the circle. (b) A close-up view of the experiment setup for the
shaded area and the overhead camera.
We first validate Corollary 1 in the physical experiment. The results are sum-
marized in Fig. 9. Each entry is an average of 100 trials. The marker positions
indicate the mean value of the 100 trials and the vertical bars are the range of ±σ
with σ being the standard deviation. The entries with solid vertical bars are physical
experiment results whereas the entries with dashed vertical bars represent the corre-
sponding simulation results. As shown the results. The physical experiment results
are very consistent with that of the simulation despite the significant difference in
sensing region shape. Both results confirmed that the slap method has a shorter EST
than that of the random walk. Unlike the simulation, we cannot repeat the experi-
ments under a large range of various parameter settings due to hardware limitations.
In the second setup, we validate Corollary 2 and Lemma 1 by comparing different
LCRT and ASER configurations. The results are shown in Fig. 10. Again, we follow
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Fig. 9.: Comparing the EST of the slap method and the random walk. Note that
“Phys.” means the physical experiment results while “Simu.” represents simulation
results. The vertical bars correspond to [−σ, σ] with σ as the standard deviation.
the same legend convention of mean and standard deviation as in Fig. 9. Each entry
indicates the mean value and the standard deviation of 100 trials. The simulation
results and the physical experiment results are consistent. The results conclude that
the increasing order of EST of all configurations is,
{ LCRT-SM, ASER-SM, LCRT-P-RW, LCRT-C-RW, ASER-RW}
with LCRT-SM being the best and ASER-RW being the worst searching methods,
respectively. This result is consistent with Corollary 2 and Lemma 1. Also, the fact
that ASER-SM is faster than LCRT-P-RW and ASER-RW is slower than LCRT-C-
RW is rather interesting and worth further study in the future.
F. Conclusions
We analytically modeled the expected searching time and spatiotemporal sensory cov-
erage for a robot with a limited sensing range to search for a target that intermittently
emits short duration signals. We presented the closed-form model for the EST. The
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Fig. 10.: Comparing the EST of different LCRT and ASER configurations.
EST model is motion-plan independent and can be used to analyze different motion
plans or robot configurations. We demonstrate the analysis process using two case
studies. In the first case, we analyzed the slap method and the random walk and
found that the slap method is asymptotically faster than the random walk. In the
second case, our analysis revealed the interesting result that a low-cost robot team
is always asymptotically faster than an expensive robot when the sensory coverage is
the same. In both cases, the results demonstrated the usefulness and the capability
of our EST analysis. Our theoretically results were extensively tested using simu-
lation and physical experiments. The experimental results were consistent with the
analytical models.
Chapter IV extends the localization problem to multiple targets.
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CHAPTER IV
CSMA SRMT LOCALIZATION*
A. Introduction
Localizing multiple transient targets of wireless sensor networks cannot be viewed as
a simple extension of the single target localization due to challenging issues such as
signal anonymity, transiency, and unknown target number often couple together.
Undiscovered radio sources 
Localized radio sources 
Fig. 11.: Schematics of deploying a single mobile robot to localize unknown wireless
sensor network nodes. The nodes with dashed circles indicate that they are transmit-
ting.
Due to the hardware and energy constraints, most of sensor network nodes em-
ploy carrier sensing multiple access (CSMA)-based Media Access Control (MAC)
protocol or its variations. This allows us to take advantage knowledge of the CSMA
MAC protocol in the localization process. However, localizing an unknown wireless
*Reprinted with permission from ” Simultaneous Localization of Multiple Un-
known CSMA-based Wireless Sensor Network Nodes Using a Mobile Robot with a
Directional Antenna” by Dezhen Song, Chang Young Kim, and Jingang Yi, 2009,
Journal of Intelligent Service Robots, vol. 2, No. 4, pp 219-233, Copyright 2012 by
Springer.
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sensor network is different and more difficult than localizing a constant radio beacon
due to the unknown network size, transient and intermittent transmissions, and signal
source anonymity.
As illustrated in Fig. 22, we are interested in developing systems and algorithms
to guide a robot that is equipped with a directional radio antenna to localize unknown
networked radio sources. Assisted by its on-board positioning sensors, the robot can
detect spatial distribution of radio signal strengths (RSS) as it travels in the field
of radio sources. Our approach builds on augmented particle filters and combines
a probabilistic sensing model describing the characteristics of a directional antenna,
and a CSMA model that can detect network configuration useful for localization
purposes. The particle filters output the posterior probability distribution of radio
sources. Based on the particle distribution, we develop a motion planning scheme
to generate robot control commands to search and localize radio sources. The final
localization scheme consists of two algorithms: a sensing algorithm that runs in O(n)
time for n particles and a motion planning algorithm that runs in O(nl) time for l
radio sources. We have implemented the algorithm and the results show that the
algorithms are capable of localizing unknown networked radio sources effectively and
robustly.
B. System Design
1. System Architecture
Fig. 12 illustrates the system architecture. Whenever the directional antenna inter-
cepts a transmission, the RSS reading of the transmission enters the system along with
the current robot/antenna configuration. The antenna model provides information to
particle filters regarding the potential location of the radio source. The CSMA model
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updates its estimated number of potential radio sources, each of which corresponds to
a particle filter. There are multiple parallel particle filters running with each particle
filter corresponding to the spatial distribution of a potential radio source. Hence the
spatial distribution of each radio source is represented by the particle distribution
of each particle filter. The particle filters are updated based on the antenna model
outputs. After each update of the particle filters the system determines if all radio
sources are detected. If not, the motion generation algorithms plans robot motion to
search for more radio sources.
No 
 
Antenna model 
CSMA model 
Antenna readings 
Motion  
generation 
 
Particle  
filters 
Stop? 
Yes 
Sensing Problem 
Fig. 12.: System architecture.
2. Hardware
As illustrated in Fig. 13, the robot used in the system is custom made in our lab.
The robot measures 50 × 47 × 50 cm3. The robot has two frontal drive wheels and
one rear cast wheel and uses a typical differential driving structure. The robot can
travel at a maximum speed of 50 cm/second. The directional antenna is a HyperGain
HG2415G parabolic directional antenna with a maximum gain of 15dBm at 2.4GHz.
It is an off-the-shelf product from L-com Global Connectivity. The radio sources are
2.4GHz XBee nodes from Maxstream. Each XBee node has a chip antenna and the
transmission power of 1 mW.
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(a) (b)
Fig. 13.: Hardware of the system. (a) the robot and the directional antenna. (b)
Radio sources
C. Problem Definition
We are now ready to formulate our localization problem. To formulate the prob-
lem and focus on the most relevant issues, we have the following assumptions:
1. Assumptions
1. The robot and radio sources are in a free 2D space.
2. The received signal does not contain information about the signal source. In
fact, the robot usually cannot decode the packet at the MAC level due to the
unknown network.
3. Network traffic is light and each transmission is short. These are the typical
characteristics of a low power sensor network. Actually, this assumption makes
localization more difficult. If traffic is heavy and the transmission duration is
lengthy, the robot can localize the active radio source by simply “riding the
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wave”. In fact, most low power sensor nodes have a packet length magnitude
of 10ms.
4. The directional antenna on the robot has high sensitivity and can listen to all
traffic. This is the advantage that the robot has.
5. The radiation pattern of the radio sources is circular. This assumption simplifies
the modeling process. Later we will show that the proposed method also works
for non-circular radiation patterns.
6. The radio sources are stationary. At this stage, we do not consider mobile
nodes.
7. All radio sources transmit at the same power level. This assumption is not nec-
essarily true for the most general case. For cases with different unknown power
levels, we can use a pair of orthogonal antennas to extract directional informa-
tion of the radio source regardless of the variation of transmission power level.
Hence the proposed method can be easily generalized to cases with different
transmission power levels.
8. The robot can accurately execute its motion command. Our focus here is not
to study the effect of imprecise motion.
Assumptions 2) and 3) differentiate localizing an unknown wireless sensor net-
work node from localizing a “friendly” continuous radio beacon. Due to the transient
and intermittent transmission pattern along with signal source anonymity, the robot
cannot simply triangulate the signal source. Since only one robot is considered, the
single perspective makes it more difficult than cases with multiple robots or receivers.
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2. Nomenclature
• k: a discrete time index variable.
• i: a particle index variable, i ∈ I = {1, ..., n}, where n is the total number of
particles and I is the particle index set. n ≤ n max is not a fixed number, where
n max is maximum number of particles.
• m: an index variable for radio sources, m ∈M = {1, ..., l}, where l is the total
number of radio sources and M is the radio source index set.
• xkm: the location of the m-th radio source at time k. The variable is a random
state variable because we do not know the actual location.
• Xk: the joint state for all radio sources at time k, Xk = {xk1, ...,xkl }.
• skm: a set of particles for the m-th radio source, skm = {wkm,i, ~xkm,i|i ∈ I}, where
each particle has an assigned relative weight wkm,i and a potential radio source
location ~xkm,i = [x
k
m,i, y
k
m,i]
T ∈ R2.
• Sk: the joint particle set at time k, Sk = {sk1, ..., skl }.
• Zk: the RSS reading at time k, Zk ∈ [1, 255] ∩ N.
• Zk = {Z1, Z2, ..., Zk}: the set of all RSS values at time k.
• uk: a robot/antenna position and orientation at time k, uk = [xk, yk, θk]T ∈
R2 × S, where S = (−π, π] is the orientation angle set.
3. Problem Definition
Based on the assumptions, we define our localization problem as follows.
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Problem 2 (Localization Problem). Given all received RF signal strengths Zk, com-
pute the number of radio sources, l, and estimate the position of each radio source
X
k.
Since we apply a particle filter approach to address the problem, properly de-
signed particle filters should represent the spacial distribution of Xk. Hence the
overall problem can be broken down into the following two subproblems.
Problem 3 (Sensing Problem). Given all received RF signal strengths Zk, compute
the number of radio sources, l, and the conditional probability of sensor locations
p(Xk|Zk).
Problem 4 (Motion Planning Problem). Given p(Xk|Zk), plan uk+1 for next period.
D. Sensing Problem
The sensing problem is to compute p(Xk|Zk). As illustrated in Fig. 12, there are
three major components in the sensing problem: antenna model, CSMA modeling,
and particle filters.
1. Antenna Model
From antenna theory, bearing and distance are the two most important variables that
determines the radiation pattern distribution in the 2D space for a given antenna.
Recall that uk = [xk, yk, θk]T is the robot antenna configuration when the radio
transmission is sensed at time k and xkm = [xm, ym]
T is the m-th radio source position.
Define dkm and φ
k
m as the distance and the bearing from robot to the m-th radio source
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position, respectively,
dkm =
√
(xk − xm)2 + (yk − ym)2,
φkm = atan2(x
k − xm, yk − ym)− θk.
Also from antenna theory [75], when the m-th radio source is transmitting, the
expected RSS Zk of the directional antenna is approximated as,
E(Zk) = 10{log10C − β log10(dkm) + log10 s(φkm)}, (4.1)
where C is a constant depending on radio transmission power and (dkm)
−β is the
signal decay function. The directivity of the antenna is captured by the term s(φkm)
, which describes the radiation pattern of the antenna. We obtain C = 1.77 and
the decay factor β = 2.65 from antenna calibration. Our β value conforms to the
widely-accepted notion that the decay factor is between 2 and 4 [75]. The units of
E(Zk) are dBm. From antenna theory and the results from antenna calibration, we
perform curve-fitting to obtain the radiation pattern function,
s(φkm) =


cos2 (4φkm), if− 20◦ ≤ φkm ≤ 20◦
cos2 (80◦), otherwise.
(4.2)
Eqs. (4.1) and (4.2) describe the expected RSS given that the radio transmission
is from m-th radio source. However, the sensed RSS is not a constant but a random
variable due to the uncertainties in radio transmissions. From the antenna calibra-
tion, we know that Zk conforms to the truncated normal distribution with a density
function of
g(z) =
1
σ
f( z−E(Z
k)
σ
)
F ( zmax−E(Z
k)
σ
)− F ( zmin−E(Zk)
σ
)
, (4.3)
where the value of σ is 3.3 by the antenna calibration, z is the sensed RSS, f(·)
is the probability density function (PDF) of a normal distribution with zero mean
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and unit variance, F (·) is the cumulative distribution function (CDF) of f(·), and
zmin and zmax are the minimum and the maximum RSS that the antenna can sense,
respectively. Let
G(z) =
∫ z
zmin
g(z)dz (4.4)
be the CDF of the truncated normal distribution.
Since Zk can only take integer values, we obtain the antenna model as follows,
P (Zk = z|xkm) = G(z + 0.5)−G(z − 0.5). (4.5)
2. CSMA Model
One critical part of the sensing problem is to estimate how many radio sources are in
the network. Here we utilize the CSMA model to estimate the potential number of
sources.
Normalized  
time  Packet 1 
Successful transmission period 
Busy period B 
T=1 a 
Unsuccessful transmission period 
Busy period B 
T=1 a 
Packet 3 
t 
Y 
a Idle period I 
Packet 2 
Fig. 14.: CSMA transmission period analysis.
Fig. 14 illustrates the timing of a CSMA protocol. The time axis is alternatively
divided into busy and idle periods. In the figure, a≪ 1 denotes the propagation delay,
t is the starting time of a busy period, and t+Y is the time that the last packet arrives
between t and t+a, 0 < Y ≤ a. B, I, and U are the durations of the busy period, the
idle period, and the time during a cycle that the channel is used without conflicts,
respectively. Each busy period is also termed as a transmission period, which is
further classified as a successful transmission period or an unsuccessful transmission
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period.
Without loss of generality, we set packet length T = 1 in Fig. 14. A packet takes
additional time a to propagate, and a ≪ 1. Therefore, a successful transmission
takes time (1 + a). a is mainly determined by how fast the circuitry can recognize
the transmission. If a radio source transmits packet 2 at time t, then the duration
between t and t+a is a “vulnerable” period because other radio sources cannot sense
its transmission and may initiate another transmission (Packet 3), which would lead
to a collision.
If each radio source transmits according to an independent Poisson process with
the same packet generation rate λ, the aggregated transmission rate S is given by
S = lλ. Due to retransmission, the actual packet arrival rate G, called offered traffic
rate, is larger than S. By the aggregation of several Poisson signal sources, S is also
a Poisson process. G can also be approximated with a Poisson process. The offered
traffic rate G is the sum of the source traffic rate S and the retransmission traffic rate
R, thus, G = S + R.
Define the busy collision probability Ppc as the conditional probability of a col-
lision given the channel is busy. Then
Ppc = 1− e−aG (4.6)
by the approximation that G is Poisson. Since the robot can listen to all traffic, G
and Ppc can be observed over time. Hence the unknown networked parameter a can
be estimated using (4.6). Hence, we treat a as known in the rest of the paper. Upon
each collision, there are two retransmissions scheduled R = 2GPpc. Therefore,
G = S + 2GPpc = S. (4.7)
With G and Ppc observed, we can obtain S using (4.7). If we know λ, then we can
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obtain l = S/λ. However, this would not work for the most general cases because 1)
λ is usually unknown and 2) λ might not be the same across different radio sources.
To handle the problem, we can envision that each radio source can be further divided
into multiple collocated sub radio sources with each sub radio source shares the same
transmission rate λ′ << λ min, where λ min is the smallest transmission rate of the
original radio sources.
Hence we can still apply the condition that each radio source has the same
transmission rate of λ′. The number l will be much bigger than the actual l. However,
this is not a concern because we can always combine collocated sources after they are
localized. For this reason, we assume each radio source shares the same transmission
rate in the rest of the paper.
3. Particle Filters
We now know that there are l radio sources. For each radio source m, we use a
particle filter to track its spacial distribution p(xkm|Zk). This is an instance of the
Bayes filtering problem which can be computed using a two-phase recursive approach:
• Prediction Phase:
p(xkm|Zk−1) =
∫
p(xkm|xk−1m ,uk)p(xk−1m |Zk−1)dxk−1m . (4.8)
Since positions of radio sources are static, state xkm is independent of the deter-
ministic robot motion uk. Therefore, the prediction phase in (4.8) is trivial,
p(xkm|Zk−1) = p(xk−1m |Zk−1). (4.9)
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• Update Phase:
p(xkm|Zk) = ηp(Zk|xkm)p(xkm|Zk−1)
= ηp(Zk|xkm)p(xk−1m |Zk−1) (4.10)
where η is a normalizing factor.
The particle filter represents p(xkm|Zk) by a set of particles skm. Recall that
skm = {wkm,i, ~xkm,i|i = 1, ..., n} where n is the total number of particles, wkm,i is the
assigned weight for the particle, and ~xkm,i = [x
k
m,i, y
k
m,i]
T ∈ R2 is the potential radio
source location.
The update phase in the particle filters is performed in two stages: importance
sampling and resampling.
a. Importance Sampling
The importance sampling weights each of the samples
wkm,i = w
k−1
m,i p(Z
k|~xkm,i) (4.11)
by the sensor model p(Zk|~xkm,i) that can be computed using (4.5). Each particle
in skm is randomly drawn from s
k−1
m proportional to the updated weight w
k
m,i. The
importance sampling step reduces the number of low weighted particles and increases
the number of high weighted particles.
b. Resampling
After a few iterations of the importance sampling, the number of survived particles
shrinks and ultimately becomes zero, which causes the degeneracy problem. The
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problem can be solved by adding more particles into skm by resampling when the
effective number of particles is below an effective threshold number. Let neff denote
the effective number, which is computed based on weights,
neff =
1∑n
i=1(w
k
m,i)
2
(4.12)
according to [76]. We define nt as the threshold that is determined by the experiments.
If neff < nt, we perform resampling.
Resampling also introduces the problem of loss of diversity among particles.
This is because samples are drawn from a discrete particle set rather than from a
continuous distribution. In order to solve this problem, it is necessary to modify
the resampling process by introducing Gaussian random noise into the resampled
particles. Let N(~µr,Σr) denote the two dimensional Gaussian distribution where ~µr
and Σr are the mean vector and the covariance matrix, respectively, where ~µr = ~x
k−1
m,i
and Σr is a tunable diagonal matrix determined by experiments. Therefore, particles
in skm are obtained by resampling from {wkm,i, N(~xk−1m,i ,Σr)|i = 1, ..., n}.
Another problem of resampling is that there could be no particle in vicinity of
the correct state. This is known as the particle deprivation problem. To address the
problem, we add a 5% randomly generated particles into skm with an initial weight of
1/n each.
4. Data Association
For l radio sources, there are l particle filters. It is important to determine which
particle filter to be updated once a RSS is perceived. This is a data association
problem. We use maximum a posteriori probability (MAP) estimation to address the
problem. Let pˆ(xkm|Zk) be the posterior probability estimation of the m-th particle
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set,
pˆ(xkm|Zk) =
∑n
i=1w
k−1
m,i p(Z
k|~xk−1m,i )∑l
j=1
∑n
i=1w
k−1
j,i p(Z
k|~xk−1j,i )
. (4.13)
Let m∗ be the index for the selected radio source, which is chosen by maximizing
pˆ(xkm|Zk),
m∗ = arg max
m∈M
pˆ(xkm|Zk). (4.14)
(a) k = 0 (b) k = 3 (c) k = 8
(d) k = 25 (e) k = 48 (f) k = 110
Fig. 15.: Sample results of particle distribution with respect to actual radio source
location over time k. There are four radio sources represented by black dots. The
smaller color dots indicate each individual particle. Four different colors represent
results of four particle filters. The robot performs random walk in this example.
5. Stopping Time and Localization Criterion
With the MAP approach, we can selectively update an individual particle filter.
Fig. 15 illustrates the results of the particle distribution with respect to the actual
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radio source location over time k. It is clear that the majority of particles converge
to the vicinity of the radio source location. As a Monte Carlo method, it is necessary
to determine a stopping time that detects convergency trend of the particles as a
function of each individual particle set skm.
Since particles are located in the 2D space, the spatial distribution of particles
in skm are can be described by a mean vector ~µm and a covariance matrix Σm. Hence
we have,
~µkm =
n∑
i=1
wkm,i~x
k
m,i, (4.15)
Σm =
∑n
i=1w
k
m,i[(~x
k
m,i − ~µkm)(~xkm,i − ~µkm)T ]
1−∑ni=1(wkm,i)2 . (4.16)
Define λm andVm as the maximum eigenvalue and the corresponding eigenvector
of Σm, respectively. According to principle component analysis (PCA), we know that
the maximum variance of the particle distribution in the 2D space can be measured
by its largest eigenvalue λm. As the particle set converges to the vicinity of the radio
source, λm should decrease. Define ǫ as the threshold for λm. We define that the m-th
radio source is located and we can stop the corresponding particle filter computation
if
λm ≤ ǫ. (4.17)
6. Algorithm
The computation of the sensing model can be summarized in Algorithm 1. It is clear
that each iteration of Particle Filter-based Sensing Algorithm (PFSA) runs in O(n)
time for n particles.
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Algorithm 1: Particle Filter-based Sensing Algorithm
input : Zk
output: skm
begin
Update G O(1)
Estimate S and l according to (4.7) O(1)
Compute pˆ(xkm|Zk) using (4.13) O(n)
Find m∗ using (4.14) O(1)
Compute wkm∗,i, i ∈ I, using (4.11) O(n)
Normalize wkm∗,i, i ∈ I O(n)
nc = 0; s
k
m∗ = ∅ O(1)
for i = 1 to n do O(n)
Draw i from sk−1m∗ with probability ∝ wkm∗,i O(1)
if {wkm∗,i, ~xk−1m∗,i} /∈ skm∗ then
skm∗ = s
k
m∗ ∪ {wkmc,i, ~xk−1mc,i} O(1)
nc = nc + 1 O(1)
n = nc O(1)
Compute neff using (4.12) O(1)
Compute λm∗ using PCA O(1)
if λm∗ ≤ ǫ then
radio source m∗ is localized. O(1)
E. Motion Planning Problem
As illustrated in Fig. 15, the particle sets track the spatial distribution of radio sources.
However, the results shown in Fig. 15 are based on a robot performing a random walk,
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which is not necessarily the best choice for robot motion planning. We need to develop
an effective robot motion planner to ensure skm converges.
We propose a two step approach. First, the robot chooses a targeted radio source
mt to investigate. Then the robot determines its configuration that best ensures the
convergence of skmt .
1. Choosing a Target
The process of choosing a target largely depends on how well each particle set con-
verges and the traveling distance of the robot. For m-th particle set, recall that a
smaller λm means radio source m is closer to be localized. Hence, the robot can
localize the target without spending too much time. On the other hand, we would
like the robot to travel the minimum distance to save energy. We define the following
function to describe the tradeoff between the convergence status and the traveling
distance,
ωm = αλm + (1− α)dµm, (4.18)
where 0 ≤ α ≤ 1 is the weighting factor between convergence and distance, and dµm
is the distance between the robot’s current position and the estimated position of
m-th radio source ~µkm.
A radio source with a small ωm would be a desirable target for the robot. How-
ever, if we use this metric, the robot might stick with a prominent target and fail to
explore other targets. To avoid this, we define a history weighting function,
h(mc) =


∞ if τmc > τmax
1 otherwise
(4.19)
where mc is the current target, τmc is the elapsed time that the robot has been with
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d0
ds
d0
m
Fig. 16.: Sample robot configuration for a particle set. The gray ellipsoid region
represents particle distribution. The dashed red line represents the directivity of the
antenna (i.e. function s(·) in (4.2)).
the current target, and τmax is the time threshold for the maximum investigation
duration. At each step, τmc is updated as follows,
τmc =


τmc + 1 if mc has not change
0 otherwise.
(4.20)
Therefore, the robot is forced to investigate other targets once τmax is reached. τmax
can be obtained using the transmission rate λ and a probability threshold pm. The
probability that the targeted radio source does not transmit any signal during τmax
is 1− e−λτmax . If we want the probability to be less than pm, we can choose
τmax = −1
λ
ln(1− pm). (4.21)
Combining convergence, traveling distance, and history, we choose the targeted
radio source mt that minimizes the following
mt = arg min
m∈M
h(mc)ωm. (4.22)
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2. Robot Configuration
Once a target radio source m is identified, we need to identify a corresponding robot
configuration that can accelerate the convergence of the particle set skm. As illustrated
in Fig. 16, an intuitive choice is to align the most sensitive reception region of the
directional antenna with the particle set. In this way, the robot does not need to
travel too close to the radio source, the robot can reduce its travel distance, and be
energy efficient.
To ensure a good alignment between the antenna and the particle ellipsoid de-
scribing regions with a high concentration of particles, it is necessary to align the zero
bearing angle of the antenna with the long axis of the particle ellipsoid. Recall that
Vm represents the eigenvector that corresponds to the maximum eigenvalue of matrix
Σm. Let vm,x and vm,y be the x- and y- components of Vm, respectively. We know
that the long axis of the ellipsoid is determined by Vm according to PCA. Hence, the
orientation of the robot/antenna is,
θ = atan2(vm,x, vm,y). (4.23)
The remaining parameter is the distance between the robot and the center of the
particles. As illustrated in Fig. 16, the distance is defined as ds . If ds is obtained,
the robot position [x, y] is obtained straightforwardly,
x = ~µm,x − ds cos(θ),
y = ~µm,y − ds sin(θ). (4.24)
where ~µm,x and ~µm,y represent the x- and y- components of ~µ
k
m, respectively. ~µ
k
m is
the center the particle set skm according to (4.15). Therefore, we need to compute ds.
From PCA, we know that the ellipsoid in Fig. 16 is the approximation of the particle
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distribution. As illustrated in Fig. 16, we define d0 and d0 as the interception points
of the outer and inner boundaries of the main reception area with the zero bearing
axis, respectively. The boundary functions are described in (4.2). We would like to
fit the long axis of the ellipsoid in between d0 and d0,
λm = d0 − d0. (4.25)
Since λm is known, this allows us to find the expected signal strength using (4.1),
E(Z) = 10[log10 C − β log10 λm + β log10(1− 10
log10 cos
2 80◦
β )]. (4.26)
The expected signal strength can help us to compute d0 and d0 and obtain
ds = d0 +
1
2
λm. (4.27)
Therefore, the robot configuration [x, y, θ]T is found. As more transmission are inter-
cepted, the particles converge and λm decreases. Consequently, the robot adaptively
moves close to the radio source to increase localization accuracy. Hence we name this
approach as Greedy Adaptive Motion Planning (GAMP).
3. Algorithm
We summarize our GAMP algorithm in Algorithm 2. It is clear that the algorithm
runs in O(nl) time for n particles and l radio sources.
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Algorithm 2: GAMP Algorithm
input : skm
output : [x, y, θ]T
begin
for m = 1 to l do O(l)
Compute ~µm and Σm using (4.15) and (4.16) O(n)
Perform PCA on Σm and obtain λm O(1)
end
Update τmc using (4.20) O(1)
Compute τmax using (4.21) O(1)
Compute ωm using (4.18) O(1)
Find mt according to (4.22) O(1)
Compute θ using (4.23) O(1)
Compute E(Z) using (4.26) O(1)
Compute d0 and d0 using (4.1) O(1)
Compute ds using (4.27) O(1)
Compute [x, y, θ] using (4.24) O(1)
end
F. Experiments
We have implemented the algorithms and the simulation platform using Microsoft
Visual C++ .NET 2005 with OpenGL on a PC Desktop with an Intel 2.13GHz Core
2 Duo CPU and 2GB RAM. The machine runs Microsoft Windows XP. To use the
actual radiation pattern to drive our simulation, we first calibrate the directional
antenna. The calibration is conducted at 328 configurations using 6560 readings.
The calibration establishes the parameters in (4.1).
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For the unknown network, each radio source generates radio transmission signals
according to an independently and identically distributed Poisson process with a rate
of 0.01 packets per second. The packet length is 0.01 seconds. The propagation delay
a is 3% of the packet length. The radio sources are located in a square field with a
side length of 30 meters.
For the particle filter, we set the maximum number of particles for each radio
source nmax = 3000, the threshold for the effective number of particles nt = 1000, and
the covariance matrix for adding the Gaussian noise Σr =
(
1
5
0
0 1
5
)
. For localization
stopping condition, we set ǫ = 0.05. For the motion planning, we set robot speed at
0.25 m/sec., weighting factor α = 0.9, and the probability threshold for transmission
pm = 0.02. Those parameters are set based on the best performance derived from
multiple trials in experiments.
1. A Sample Case
Fig. 17 illustrates the robot trajectory and the convergence trends for a sample case
with six radio sources. The initial position of the robot is the center of the field.
As we can see from Fig. 17a, the robot gradually approaches each radio source. At
the end of experiments, the estimated locations of radio sources are conformal to the
actual locations of the radio sources. The localization process is successful. Fig. 17b
illustrates how λm for each radio source converges over time. All λm’s successfully
converge. What is worth noting is the relationship between the robot position and
the convergence trend. If we take a close look at radio source 1, we can find that it
converges last because it is the last radio source the robot approaches. We consider
the convergence speed satisfying because each radio source only transmits at a mean
rate of 1 packet per 100 seconds.
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Fig. 17.: The resulting robot trajectory and the convergence trends for a sample case
with six radio sources.
For the sample case, the PFSA runs in 113 milliseconds and GAMP algorithm
runs in 0.6 milliseconds. This is not surprising because they are linear algorithms.
Since computation speed is not a concern here, we skip speed tests in the rest of
experiments.
2. Comparison with Two Heuristic Approaches
We also compare our GAMP to two heuristic approaches, namely, a random walk
and a fixed-route patrol. The fixed-route patrol traverses the field using a pre-defined
route. We increase the total radio source number l from 2 to 8 to observe the perfor-
mance of each method. For each trial, we randomly generate radio source locations
and test all three methods. We repeat 20 trials for each case and compute the aver-
age time required for localizing all radio sources and the mean square error between
estimated radio source locations and the actual source locations. Comparison results
are shown in Fig. 18. All algorithms are able to localize radio sources. As illustrated
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(b) Localization accuracy comparison
Fig. 18.: Localization performance comparison among the GAMP, a random walk,
and a fixed route patrol.
Fig. 18a, GAMP is consistently faster than the two counterparts. As for the localiza-
tion accuracy, Fig. 18b shows that all methods are similar in localization accuracy.
The accuracy decreases as number of radio sources increases. We conjecture that this
is due to the RSS resolution of the antenna and the randomness in RSS make all
methods unable to distinguish the radio sources that are close to each other. Hence,
the data association step in Section 4 might associate the radio source with a wrong
particle filter. Hence the accuracy of localization decreases.
3. Robustness Tests
Our localization method is derived under a set of restrictive assumptions. In this part,
we are interested in testing the system performance when relaxing some assumptions.
In other words, we would like to know the robustness of the proposed method. More
specifically, we focus on the most restrictive assumptions, which are Poisson arrival
processes, circle radiation patterns, and evenly distributed traffic among radio sources.
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(b) Localization accuracy comparison
Fig. 19.: Localization performance comparison under Gaussian inter-arrival time.
The first test of robustness is to relax the assumption that the packets are gen-
erated according to Poisson processes. In reality, if a particular routing mechanism
is used, then the packet generation processes could deviate significantly from Poisson
processes. We simulate those traffic patterns by using Gaussian inter-arrival time.
The Gaussian distribution has a mean of 0.01 second and a variance of 100. Other
parameters are the same as the sample case test in Fig. 17. Fig. 19a shows that our
method is still consistently faster than its two counterparts. For localization accuracy,
our method is slightly better. This indicates that our method is not limited to the
Poisson arrival process.
The second test of robustness concerns localization performance when the radia-
tion pattern of the radio sources are non-circular. Due to different surface conditions,
materials, and environment influence, the radiation pattern of a wireless sensor node
is not necessarily round. To characterize this problem, we use an ellipse radiation
pattern to approximate the real radiation pattern. To quantify the deviation from
the circular radiation pattern, we define axis ratio ra as the ratio between the minor
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(b) Localization accuracy comparison
Fig. 20.: Localization performance comparison for a case with 6 radio sources and
non circular radiation pattern.
axis and the major axis of the ellipse. If ra = 1, the radiation pattern is perfectly
circular. We vary the ratio from 0.2 to 1. We use a 6-radio source setup in the
experiment and 20 random trials for each axis ratio. To avoid the possibility of fail-
ure to converge, we set the maximum running time of the simulation as 30000 sec.
Fig. 20 illustrates the results. Fig. 20a shows that all three methods are very slow
when ra is small and become fast when the axis ratio increases. When ra is small,
the ellipse is long and narrow. Hence the antenna model cannot provide a reasonably
accurate prediction of the location of the radio sources. Our GAMP method become
faster than the other two when ra > 0.4. Similar results in localization accuracy are
shown in Fig. 20b. These results suggest that our GAMP method is more robust to
non-circular radiation pattern than the other two, which is desirable.
The third test of the robustness focuses on the scenario where the traffic might
be unevenly distributed in a sensor network. Due to the popularity of clustering
techniques in routing, certain nodes (i.e., cluster heads/routers) have much higher
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Fig. 21.: Localization performance comparison with uneven transmission rate.
traffic than other nodes in the network. In this test, we set one radio source to
transmit at 0.05 packets per second and other radio sources transmit at 0.01 packets
per second. The rest of setup is the same as those in Fig. 18. Fig. 21 illustrates the
time and accuracy comparison results. Once again, our GAMP method is better than
the other counterparts when the transmission rate is uneven.
All of the tests show that our localization method is more robust to the violation
of assumptions than the fixed route patrol and the random walk.
G. Conclusions
We reported how to use a single mobile robot equipped with a directional antenna
to localize unknown networked radio sources. We proposed a particle filter-based
localization approach that combines a CSMA model and a directional antenna model.
We also proposed a motion planning algorithm based on the particle distribution. The
sensing algorithm runs in O(n) time for n particles and the motion planning algorithm
runs in O(nl) time for l radio sources and n particles. We have implemented the
68
algorithm and tested it using a real data-driven simulation platform. The results
show that the algorithm is capable of localizing unknown networked radio sources.
The experiment results shown that the proposed localization method is faster, more
accurate, and more robust than the two other heuristic methods.
Chapter V relaxes the dependency of the CSMA protocol and develops protocol
independent SRMT localization scheme.
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CHAPTER V
PROTOCOL INDEPENDENT SRMT LOCALIZATION*
A. Introduction
The CSMA SRMT localization scheme suffers from scalability because the number
of particle sets increase as the number of sensor nodes increase. Besides, all of the
network MAC protocols do not necessarily follow the CSMA model, thereby failing
this approach. It drives us to develop the protocol independent SRMT localization
scheme. First, we model the radio source behaviors using a novel spatiotemporal
probability occupancy grid (SPOG) that captures transient characteristics of radio
transmissions and tracks their posterior probability distributions. Based on SPOG,
We propose a Monte Carlo motion planning algorithm that enables the robot to effi-
ciently traverse high probability regions to accelerate the convergence of the posterior
probability distributions of radio sources. We have implemented the algorithms and
extensively tested them in comparison to a random walk and a fixed-route patrol
mechanism. In experiments, our algorithms have shown consistently superior perfor-
mance over its the two heuristics.
B. System Design
Fig. 23a illustrates system architecture. From the robot perspective, the input is the
RSSs from the antenna with the corresponding antenna positions and orientations.
The output of the system is the planned trajectory for the robot to execute in the
*Reprinted with permission from ”Simultaneous Localization of Multiple Un-
known and Transient Radio Sources Using a Mobile Robot” by Dezhen Song, Chang
Young Kim, and Jingang Yi, 2012, IEEE Trans. on Robotics (T-RO), vol. 28, no. 3,
pp. 1-13, Copyright 2012 by the IEEE.
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Undiscovered radio sources Localized radio sources 
Radio source field 
(a) Schematics. (b) The robot.
Fig. 22.: Schematics of deploying a single mobile robot to localize unknown transient
radio sources. The radio sources with dashed circles indicate that they are sending
radio signals.
following period. The entire system is built around the SPOG, which tracks each
cell’s probability of containing a radio source and its transmission rate.
On the one hand, the system updates the SPOG whenever a radio transmission
is detected by the antenna. The antenna model outputs the posterior probability
distribution of the signal source as the inputs to the SPOG. This update process
is described by a continuous time system. We use t to denote the continuous time
throughout the paper. On the other hand, the robot plans its motion periodically with
period index k ∈ N. We define the period length as τ0, which is carefully chosen to
ensure the robot has enough time to execute the planned trajectory. At the beginning
of each period, the robot plans its trajectory based on the current SPOG.
Fig. 23b illustrates the relationship between the continuous time system and the
discrete time system. Let tk ∈ R be the exact continuous time at the moment of the
discrete time k. We define the k-th period as the time interval between tk−1 and tk.
Hence tk − tk−1 = τ0 for k > 1. We also define tkj ∈ R as the exact continuous time
when the j-th radio transmission occurs in the k-th period: tk−1 ≤ tkj < tk. j is set
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Fig. 23.: An illustration of system diagram and timing.
to zero at the beginning of each period.
C. Problem Definition
To setup the localization problem, we have the following. 1) Both the robot and
radio sources are located in a free 2D Euclidean space. 2) The network traffic is
light and each transmission is short, which are the typical characteristics of a low
power sensor network. 3) The directional antenna on the robot has high sensitivity
and can listen to all traffic because the robot has space and power advantage over
sensor nodes. 4) The radio sources are static nodes. 5) Radio transmissions have
the same power level. This assumption can be relaxed if the robot is equipped with
an orthogonal antenna pair, which can provide directional information regardless of
the transmission power. 6) The radiation pattern of radio sources is circular because
most miniature wireless sensors are equipped with omni-directional antennas. Due to
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the transient transmission and signal anonymity, the robot cannot simply triangulate
the signal source. Since only one robot is considered, the single perspective makes it
more difficult than cases with multiple robots or receivers.
1. Spatiotemporal Probability Occupancy Grid
We introduce SPOG to track the posterior spatiotemporal distributions of radio
sources. To define the SPOG, we partition the entire field into equally-sized square
cells using a grid. Let us define cell index set I := {1, ..., n}, where n is the total
number of cells. Define i ∈ I as a cell index variable. The size of each cell is deter-
mined by the RSS resolution of the antenna. Inside each cell, we approximate radio
source locations using cell center locations. Define Ci as the event that cell i contains
at least one radio source and P (Ci) as the probability that event Ci occurs.
At tkj , a transmission occurs. We define C
1
i as the event that cell i is the active
radio source at time tkj . Define C
0
i as the event that cell i is inactive at time t
k
j . Hence
P (C0i ) + P (C
1
i ) = 1 and
∑
i∈I
P (C1i ) = 1 (5.1)
because there is only one active transmission when the transmission is detected. We
ignore the collision case because we read the RSS as soon as the transmission is
initiated. The probability of two or more transmissions that are initiated at the exact
same moment is negligible in a light traffic network. C1i is determined by the relative
radio transmission rate and is the temporal part of the SPOG. Unlike a regular
occupancy grid, the SPOG is unique because each cell is described by two types of
correlated random events: the spatial event Ci and the temporal events C
0
i and C
1
i .
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2. Problem Formulation
Fig. 23a suggests that the overall localization problem can be divided into two sub
problems: a sensing problem and a motion planning problem. Let random variable
Zkj ∈ [1, 255] ∩ N be the corresponding RSS at time tkj . Note that the RSSs are from
a receiver with a resolution of eight bits. Define Z(Zkj ) as the set of all RSSs sensed
from the beginning of the localization process to the moment when Zkj is sensed.
We also define set Z−(Zkj ) := Z(Z
k
j ) − {Zkj }, which is the set of all RSSs from the
beginning of the localization process to the moment right before Zkj is sensed. Define
P (Ci|Z(Zkj )) as the conditional probability that cell i contains at least one radio source
given the RSS set Z(Zkj ). Similarly, we define the P (Ci|Z−(Zkj )), P (C1i |Z(Zkj )), and
P (C1i |Z−(Zkj )). The sensing problem updates the SPOG when a new transmission is
detected,
Problem 5 (Sensing Problem). Given the current sensed RSS Zkj , previous RSS set
Z−(Zkj ), P (Ci|Z−(Zkj )), P (C1i |Z−(Zkj )), and the corresponding robot configurations,
compute P (Ci|Z(Zkj )) and P (C1i |Z(Zkj )) for each cell i.
At the beginning of each period k, we plan the robot trajectory for the period.
Let us define the robot position and orientation as r(t) = [x(t), y(t), θ(t)]T ∈ R2 × S,
where S = (−π, π] is the orientation angle set. Since the antenna is fixed on the robot
and points to the robot forwarding direction, θ(t) is also the antenna orientation.
Define jmax as the index for the last transmission sensed in period k. Therefore, we
can define the Monte Carlo motion planning problem for time k (or tk) as,
Problem 6 (Radio Source Localization Motion Planning). Given the current SPOG,
which are sets {P (Ci|Z(Zkjmax))|i ∈ I} and {P (C1i |Z(Zkjmax))|i ∈ I}, plan robot trajec-
tory {r(t)|tk ≤ t < tk+1} that enables the robot to quickly localize radio sources.
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D. Modeling
1. Sensing Problem
We address the sensing problem first. The sensing problem actually has two compo-
nents: an antenna model and an SPOG update process.
a. Antenna Model
(a) Antenna photo
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(b) Calibrated radiation pattern
Fig. 24.: HyperGain HG2415G parabolic directional antenna properties.
Figure 24 illustrates the antenna in our system. Bearing and distance are the
two most important variables in an antenna model [77]. Let (xkj , y
k
j , θ
k
j ) be the robot
configuration when the j-th radio transmission in the k-th period is sensed. Let (xi, yi)
be the cell center location. Define dkij =
√
(xkj − xi)2 + (ykj − yi)2 as the distance from
robot to the center of the cell. Let φkij = atan2(x
k
j−xi, ykj−yi)−θkj be the bearing of the
cell with respect to the robot. Assume the active radio source is located in cell i, the
expected RSS si of the directional antenna is approximated as si = C · (dkij)−βs(φkij),
where C is a constant depending on radio transmission power and (dkij)
−β is the signal
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decay function. The directivity of the antenna is captured by the term s(φkij), which
describes the radiation pattern of the antenna. We obtain C = 1.77 and the decay
factor β = 2.65 for our antenna from calibration.
Since our receiver uses dBm as RSS unit, we have to take a 10 log 10 with respect
to si,
z0 = 10
(
log10C − β log10 dkij + log10 s(φkij)
)
, (5.2)
where z0 is the expected RSS in units of dBm. From the antenna theory and the
results from antenna calibration, we perform curve-fitting to obtain the radiation
pattern function as illustrated Fig. 24b,
s(φkij) =


cos2 (4φkij) if − 20◦ ≤ φkij ≤ 20◦,
cos2 (80◦) otherwise.
(5.3)
Note that the peak at the zero bearing in Fig. 24b is about 15 dBm higher than
the average of non-peak regions. Although the data in Fig. 24b is obtained from the
antenna calibration, the result conforms to antenna specifications well.
Eqs. (5.2) and (5.3) describe the expected RSS given that the radio transmis-
sion is from cell i. However, the sensed RSS is not a constant but a random vari-
able due to the uncertainties in radio transmissions. Define Zkj as the sensed RSS.
Therefore, the mean value of Zkj is z0. From the antenna calibration, we know
that Zkj conforms to the truncated normal distribution with a density function of
g(z) =
1
σ
f(
z−z0
σ
)
F (
zmax−z0
σ
)−F ( zmin−z0
σ
)
, where the value of σ is 3.3 that is obtained from the an-
tenna calibration, z is the sensed RSS, f(·) is the probability density function (PDF)
of a normal distribution with zero mean and unit variance, F (·) is the cumulative
distribution function (CDF) of f(·), and zmin and zmax are the minimum and the
maximum RSS that the antenna can sense, respectively. Let G(z) =
∫ z
zmin
g(z)dz be
the CDF of the truncated normal distribution.
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Define P (Zkj = z|C1i ) as the conditional probability that the sensed signal strength
is an integer z given cell i contains at least an active radio source. Since Zkj can only
take integer values, P (Zkj = z|C1i ) actually is the overall antenna model,
P (Zkj = z|C1i ) = G(z + 0.5)−G(z − 0.5). (5.4)
b. Updating Probability Occupancy Grid
When a radio transmission with an RSS of z is sensed, we are interested in P (Ci|Zkj =
z), which is the conditional probability that cell i contains at least one radio source
given the sensed RSS is z. According to (5.1), we have
P (Ci|Zkj = z) = P (Ci, C1i |Zkj = z) + P (Ci, C0i |Zkj = z).
Since event C1i implies event Ci, the joint event (Ci, C
1
i ) is the same as C
1
i . Hence,
P (Ci|Zkj = z) = P (C1i |Zkj = z) + P (Ci, C0i |Zkj = z). (5.5)
According to Bayes’ theorem,
P (C1i |Zkj = z) =
P (Zkj = z|C1i )P (C1i )∑
i∈I P (Z
k
j = z|C1i )P (C1i )
. (5.6)
The second term P (Ci, C
0
i |Zkj = z) in (5.5) is the joint conditional probability
that there is at least one radio source in cell i and none of the radio sources in cell
i transmits given the sensed RSS is z. Joint event (Ci, C
0
i ) implies the following
information:
• Since cell i is not transmitting, condition Zkj = z cannot provide additional
information for event Ci, which implies P (Ci|Zkj = z) = P (Ci).
• There must be one active cell s, s ∈ I and s 6= i.
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• Joint conditional event (Ci, C0i |Zkj = z) is equivalent to the union of the collec-
tion of events {(Ci, C1s |Zkj = z), s 6= i, s ∈ I} because of no collision.
• Events Ci and C1s are independent.
Therefore, we can obtain,
P (Ci, C
0
i |Zkj = z) = P (Ci)
∑
s 6=i,s∈I
P (C1s |Zkj = z) (5.7)
Note that P (C1s |Zkj = z) can be computed using (5.6). Plugging (5.6) and (5.7) into
(5.5), we get,
P (Ci|Zkj = z) =
 P (Zkj = z|C1i )P (C1i )+
P (Ci)
∑
s 6=i,s∈I P (Z
k
j = z|C1s )P (C1s )


∑
i∈I P (Z
k
j = z|C1i )P (C1i )
(5.8)
Unfortunately, (5.6) and (5.8) cannot be directly used in the system because
P (Ci) and P (C
1
i ) are not available. We have to rely on the conditional versions of
P (Ci) and P (C
1
i ) that build on the observation Z
−(Zkj ). We can derive the following
from (5.6) by adding Z−(Zkj ) as the condition,
P (C1i |{Zkj = z} ∪ Z−(Zkj )) =
P (Zkj = z|C1i ,Z−(Zkj ))P (C1i |Z−(Zkj ))∑
i∈I P (Z
k
j = z|C1i ,Z−(Zkj ))P (C1i |Z−(Zkj ))
. (5.9)
Since the conditional event Zkj = z is independent of the previous RSSs Z
−(Zkj ) given
C1i , we know P (Z
k
j = z|C1i ,Z−(Zkj )) = P (Zkj = z|C1i ). According to the definition,
{Zkj = z} ∪ Z−(Zkj ) = Z(Zkj ). Eq. (5.9) can be rewritten as,
P (C1i |Z(Zkj )) =
P (Zkj = z|C1i )P (C1i |Z−(Zkj ))∑
i∈I P (Z
k
j = z|C1i )P (C1i |Z−(Zkj ))
. (5.10)
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Similarly, from (5.8), we can derive the following,
P (Ci|Z(Zkj )) =

P (Zkj = z|C1i )P (C1i |Z−(Zkj ))+
P (Ci|Z−(Zkj ))×∑
s 6=i,s∈I P (Z
k
j = z|C1s )P (C1s |Z−(Zkj ))


∑
i∈I P (Z
k
j = z|C1i )P (C1i |Z−(Zkj ))
(5.11)
Eqs. (7.2) and (7.1) provide a recursive formulation for updating SPOG when a new
radio transmission is sensed.
Eqs. (7.2) and (7.1) suggest that the update of the SPOG largely depends the
antenna model P (Zkj = z|C1i ), which actually is a function of robot configurations.
Since we threshold P (Ci|Z(Zkj )) to determine if cell i contains at least a radio source,
the convergence rate of the SPOG determines localization speed and accuracy. Hence,
the convergence of the SPOG and the corresponding convergence speed really depend
on the robot motion planning.
2. Robot Motion Planner
The intuition is to accelerate the rate that P (Ci|Z(Zkj )) → 1 for cells that contains
radio sources with high probabilities through effective robot motions. Eq. (7.1)
suggests that the update process contains two parts: P (Ci|Z(Zkj )) = P (C1i |Z(Zkj )) +
P (Ci, C
0
i |Z(Zkj )), where
P (Ci, C
0
i |Z(Zkj )) =
P (Ci|Z−(Zkj ))
∑
s 6=i,s∈I P (Z
k
j = z|C1s )P (C1s |Z−(Zkj ))∑
i∈I P (Z
k
j = z|C1i )P (C1i |Z−(Zkj ))
. (5.12)
Since joint event (Ci, C
0
i ) offers no more information regarding Ci, we ignore this part.
Therefore, to increase the value of P (Ci|Z(Zkj )), we want to increase P (C1i |Z(Zkj )) as
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much as possible. According to (7.2), this means
max
z
P (C1i |Z−(Zkj )). (5.13)
We omit the process of deriving the optimal solution for (5.13) for brevity. Eq. (5.13)
achieves its maximum when z is at its maximum. This means that the robot has to
place its antenna’s most sensitive region over the cell that has a high probability of
containing radio sources.
Eqs. (5.2) and (5.3) suggest that the most sensitive region is located at zero bear-
ing angle and at the nearest distance. Combining this, it is clear that the principle of
the motion planning is to place the robot into the cells with the high P (Ci|Z(Zkj )) val-
ues and force the robot to face these cells as much as possible. This principle inspires
us to develop a Ridge Walking Algorithm (RWA) for the robot motion planning.
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Fig. 25.: (a) An example of P (Ci|Z(Zkj )) distribution, (b) Radio source locations, a
sample level set L(0.3), and ridges over a 50× 50 grid for the case. The radio source
locations are shown in black dots. Level set is bounded inside the blue solid lines.
The red dashed lines are the corresponding ridges for the level set components.
Fig. 25a illustrates an example of the distribution of P (Ci|Z(Zkj )) over a 50 ×
80
50 grid. The actual radio source positions are shown as black dots in Fig. 25b.
P (Ci|Z(Zkj )) value is much larger in the area adjacent to radio sources than that of
other areas. To study the spatial distribution of P (Ci|Z(Zkj )), we introduce level set
L(p), p ∈ (0, 1] as follows,
L(p) = {i|P (Ci|Z(Zkj )) ≥ p, i ∈ I}. (5.14)
Let us envision that a plane parallel to the ground plane intersects the mountain-like
P (Ci|Z(Zkj )) distribution at height p in Fig. 25a. The intersection generates L(p)
which contains all cells with P (Ci|Z(Zkj )) above the plane. Fig. 25b illustrates the
level set L(0.3) for the example in Fig. 25a.
Fig. 25b also shows that L(p) usually consists of several disconnected compo-
nents. Define lmax as the total number of the disconnected components and Ll as the
l-th component, l = 1, ..., lmax. Therefore, L(p) = L1∪L2∪...∪Llmax , and Ll∩Lm = ∅,
where m 6= l and m = 1, 2, .., lmax. For the l-th component, we define its ridge Rl as
the line segment defined by points (x′, y′) and (x′′, y′′) on Ll,
Rl = {(x, y)|x = (1− α)x′ + αx′′,
y = (1− α)y′ + αy′′, α ∈ [0, 1]}, (5.15)
where points (x′, y′) and (x′′, y′′) are the two points on Ll such that the distance
between (x′, y′) and (x′′, y′′) is the maximum.
If the robot walks on the ridge, the probability that the robot is close to a
potential radio source is very high. Due to the walking direction, the antenna is
always pointed along the ridge, which ensures the most sensitive reception region of
the antenna to overlap with the l-th component. In the RWA algorithm, there are two
types of robot motion: on-ridge movements and off-ridge movements. Since the on-
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ridge movement is the effective movement for the localization purpose, it is desirable
for the robot to allocate its time to on-ridge movements as much as possible. The
off-ridge movement refers to the travel in-between ridges for the robot. Since we have
a fixed time period, we set the robot to travel at its fastest speed along the shortest
path for off-ridge movements to save time for on-ridge movements.
Since each ridge is usually short, we can approximate each ridge as a vertex. We
define edges as the line segments connecting different vertices on the 2D plane. With
a vertex set V , an edge set E and a graph G(V,E), to find the shortest path for the
off-ridge movement is an instance of the traveling salesman problem (TSP) problem.
Although the decision version of the planar TSP problem is NP-complete, we can use
the 3-opt heuristics to solve it [78]. If a better approximation result is needed, we
can use other approximation algorithms[79]. Those algorithms give us a close to the
shortest off-ridge movement trajectory. Define vmax as the maximum velocity that
the robot can travel. The time available for on-ridge movements tON is,
tON = τ0 − dOFF/vmax, (5.16)
where dOFF is the total length of off-ridge edges. We allocate tON to each ridge propor-
tional to the probability that the corresponding component contains a radio source.
For component l, we define the time the robot spend on the ridge Rl as τl. Therefore,
τl =
∑
i∈Ll P (Ci|Z(Zkj ))∑
i∈L(p) P (Ci|Z(Zkj ))
tON. (5.17)
With τl and the length of each ridge, it is trivial to find the robot velocity for the
ridge.
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E. Algorithms
To summarize our analysis, we present two algorithms including an SPOG update
algorithm and the RWA. Corresponding to the sensing problem in Section 2, the
SPOG update algorithm runs when a radio signal is detected. Define set C∗ as the
set of cells that contain radio sources with initial value C∗ = ∅. Define pt as the
probability threshold for finding the radio source. The robot reports the cells that
satisfy P (Ci|Z(Zkj )) > pt as the cells that contain at least one radio source. Recall
Algorithm 3: SPOG Update Algorithm
input : the received RF signal strength Zkj = z
output: P (Ci|Z(Zkj )), P (C1i |Z(Zkj )), i ∈ I, and C∗
for i ∈ I do O(n)
Compute distance dkij and φ
k
ij O(1)
Compute radiation pattern s(φkij) using (5.3) O(1)
Compute z0 using (5.2) O(1)
Compute g(z) and G(z) O(1)
Compute P (Zkj = z|C1i ) using (5.4) O(1)
end
for i ∈ I do O(n)
Compute P (C1i |Z(Zkj )) using (7.2) O(n)
Compute P (Ci|Z(Zkj )) using (7.1) O(n)
if P (Ci|Z(Zkj )) > pt and i /∈ C∗ then
C∗ = C∗ ∪ {i} O(1)
end
end
that n is the total number of cells. It is clear that the SPOG update algorithm runs
O(n2). The initial value settings are P (Ci|Z(Z00 )) = 0 and P (C1i |Z(Z00)) = 1/n.
The RWA algorithm runs every τ0 time. As illustrated in Algorithm 4, the
robot performs random walking until set L(p) 6= ∅ at the initialization stage. Then
the robot switches into the normal ridge walking mode. The robot stops when no
additional radio source has been found in kmax consecutive periods where kmax is a
preset iteration number. Algorithm 4 uses exhaustive search to find the exact TSP
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tour. The overall complexity is O(n+ (lmax − 1)!). Although the 3-opt heuristic can
accelerate the computation of the TSP, it cannot change the worst case complexity.
Algorithm 4: Ridge Walking Algorithm
input : P (Ci|Z(Zkj )), P (C1i |Z(Zkj )), i ∈ I
output: Robot motion {r(t)|tk ≤ t < tk+1} and C∗
Compute L(p) O(n)
if L(p) = ∅ then
{r(t)|tk ≤ t < tk+1} = random walk O(1)
end
else
Find all disconnected components in L(p) O(n)
Compute Rl for each Ll O(n)
Construct graph G and solve TSP O((lmax − 1)!)
Compute dOFF O(lmax)
Compute tON using (5.16) O(1)
Compute τl for each ridge using (5.17) O(1)
Output robot motion {r(t)|tk ≤ t < tk+1} O(1)
end
F. Experiments
We have implemented the algorithms and the simulation platform using Microsoft
Visual C++ .NET 2005 with OpenGL on a PC Desktop with an Intel 2.13GHz Core 2
Duo CPU, 2GB RAM, and Windows XP. The algorithms are tested in the simulation.
The radio sources are XBeeT with ZigBeeT/802.15.4 OEM radio frequency Modules
by MaxStream, Inc. The antenna is calibrated first with the radio sources. The
calibration is conducted at 328 configurations and 6560 readings have been collected.
We use the data from the real hardware to drive the simulation experiments below.
The grid is a square with 50×50 cells. Each grid cell has a size of 5.08×5.08 cm2.
Each radio source generates radio transmission signals according to an independently
and identically distributed Poisson process with a rate of λ = 0.012 packets per
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second. The threshold pt = 0.8 and the level set parameter p =
6
n
∑
i P (Ci|Z(Zkj )),
where the constant 6 is determined by many experimental trials. During each trial of
the simulation, we randomly generate radio source locations in the 50× 50 grid.
Fig. 26a illustrates how P (Ci|Z(Zkj )) converges at the radio source for a sample
case with six radio sources. The location of the six radio sources is shown in Fig. 25b.
It is clear that P (Ci|Z(Zkj )) grows monotonically toward 1. This is what we expect
to see: P (Ci|Z(Zkj ))→ 1 for cells contains radio sources.
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Fig. 26.: (a) Convergence of P (Ci|Z(Zkj )) at radio source locations for a six-radio
source case. (b) Localization performance comparison among the RWA, the random
walk, and the fixed-route patrol.
We also compare our algorithms to a random walk and a fixed-route patrol. The
random walk is chosen because it is considered as the most conservative approach
which covers the entire field in long run. The fixed-route patrol traverses the field
using a pre-defined route. It is considered as energy efficient but might not treat
each cell equally due to the route selection. We increase the radio source number
from 2 to 10 to observe the performance of each method. For each trial, we test all
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three methods. We repeat for 10 trials for each radio source number and compute the
average time required for localizing all radio sources. Fig. 26b illustrates comparison
results. It is clear that the RWA significantly outperforms the two heuristics. It is
also surprising that the fixed route patrol is no much better than the random walk.
However, the result can be explained that the robot motion for the two heuristics does
not consider sensor location distribution and hence cannot achieve good performance.
G. Conclusions
We report our system and algorithm developments that enable a mobile robot equipped
with a directional antenna to localize unknown transient radio sources. We modeled
the radio transmission activities using an SPOG and proposed an SPOG update al-
gorithm and an RWA algorithm for robot motion planning. We tested the algorithm
using simulation with the data from the real hardware. In the experiment, we com-
pared our algorithms with a random walk and a fixed-route patrol heuristics. Our
algorithms showed a consistently superior performance over the two heuristics.
Chapter VI extends the multiple targets localization problem using multiple
robots.
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CHAPTER VI
CENTRALIZED MRMT LOCALIZATION
A. Introduction
Imagine that a team of mobile robots is searching for a sensor network deployed by
enemies (see Fig. 27). The transmission power of the radio targets is unknown and
may vary from time to time. In this case, using a single robot is not visible to resolve
the multiple targets localization problem due to unknown transmission power and
distance. This leads to cooperation of multiple robots. A new method is needed
for this multiple targets localization problem that is coupled with issues in signal
correspondence, variable source transmission power, and robot sensing range limit.
For simplicity, we assume that each robot has the unlimited communication range so
that all robots are coordinated using a centralized control.
Robots with reception
         Robots without reception
Active radio source
Inactive radio sources
Robot sensing range for the active source
Fig. 27.: An example of a localization scenario.
When signal sources are not cooperative, RSS readings are the primary informa-
tion for localization because RSS attenuates over distance. Since signal transmission
power at the source is not available, ratios between RSS readings from dislocated lis-
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teners have been proven to be effective. This approach focuses on localizing a single
source at a time and hence are not concerned with the signal correspondence issue
in their setup. The existing work can be viewed as the best case scenarios for our
problem, which inspires our sensing model development.
B. Problem Definition
1. Problem Scenario
Both robots and radio sources reside in a 2D Euclidean space. To formulate the
localization problem, we make the following assumptions:
1. Each robot is equipped with an omni-directional antenna with a limited sensing
range.
2. All robots are coordinated using a centralized control.
3. The unknown network traffic is light and each target radio transmission is short,
which are the typical characteristics of a low power sensor network.
4. Transmission powers of radio sources are unknown to the robots and may change
from time to time. However, locations of radio sources do not change.
2. Spatiotemporal Probability Occupancy Grid
To infer the transmitter locations and transmission rates based on perceived signals,
we use a Bayesian framework to keep track of the knowledge of unknown radio sources.
Here we extend the SPOG proposed in Chapter V. SPOG partitions the searching
region into small and equal-sized grid cells. Define i ∈ Ni as the cell index variable
where Ni := {1, ..., n} is the grid cell index set and n is the total number of cells.
SPOG tracks two types of probabilistic events: Ci represents the event that cell i
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contains a radio source and C1i represents the event that cell i is the active source
when a transmission is detected. Define P (C) as the probability for event C. P (Ci)
and P (C1i ) characterize spatiotemporal behaviors of transient radio sources. Note
that we ignore collision cases because robots sense the radio signal strength (RSS) as
soon as the transmission is initiated and the probability of two or more transmissions
initiated at the exact same moment is negligible in a light traffic network.
Let l ∈M := {1, ..., m} be the robot index variable where m is the total number
of robots andM is the robot index set. Discrete time k refers to each moment when
a transmission is detected by robots. et the discrete random variable Z˜kl ∈ [1, 255]∩N
be the sensed RSS reading (from an 8-bit receiver) of the l-th robot at time k. Define
Z˜k = [Z˜k1 , ..., Z˜
k
m]
T as a discrete random vector of all the sensed RSS readings at time
k and let z˜k := [z˜k1 , ..., z˜
k
m]
T be corresponding values. As a convention, we use lower
cases of random variables or vectors to denote their values.
At time k, event Z˜k = z˜k is perceived by robots. The posterior probability
P (Ci|Z˜k = z˜k) over the grid needs to be updated. According to Chapter V, this is
actually a nested multivariate Bayesian process,
P (Ci|Z˜k = z˜k) =
 P (Z˜k = z˜k|C1i )P (C1i )+
P (Ci)
∑
s 6=i,s∈I P (Z˜
k = z˜k|C1s )P (C1s )


∑
i∈I P (Z˜
k = z˜k|C1i )P (C1i )
, (6.1)
P (C1i |Z˜k = z˜k) =
P (Z˜k = z˜k|C1i )P (C1i )∑
i∈I P (Z˜
k = z˜k|C1i )P (C1i )
, (6.2)
where P (Z˜k = z˜k|C1i ) is the sensing model. Eqs. (7.1) and (7.2) can be easily modified
to an incremental conditional format for recursive update in Chapter V. As more RSS
readings enter the system over time, P (Ci|Z˜k = z˜k) converges and allows robots to
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localize each radio source.
3. Problem Formulation
To utilize the Bayesian framework, we need to derive a sensing model first:
Definition 3 (Sensing Problem). Derive P (Z˜k = z˜k|C1i ) for present time k when a
new RSS reading is received.
Once P (Z˜k = z˜k|C1i ) is obtained, we can use (7.1) and (7.2) to compute posterior
sensor location distribution P (Ci|Z˜k = z˜k), which leads to robot trajectory planning,
Definition 4 (Planning Problem). Given the updated P (Ci|Z˜k = z˜k), plan trajecto-
ries for each robot at the beginning of each planning period.
We start with the sensing problem first in Section C.
C. Sensing Model
The sensor model P (Z˜k = z˜k|C1i ) is very complex. It is a joint conditional distribution
of an m-dimensional random vector. To derive the conditional probability, we model
the signal transmission uncertainty, derive pairwise sensing model based on signal
strength ratio to remove the dependence on source transmission power, and propose
a sensing fusion scheme to aggregate the output of all pairs to obtain the high order
model P (Z˜k = z˜k|C1i ). For simplicity, the time superscript k is dropped in this section
by assuming that all values correspond to present time k. Thus, P (Z˜k = z˜k|C1i )
becomes P (Z˜ = z˜|C1i ).
1. Signal Propagation Model
For a robot equipped with an omni-directional antenna, the distance to the active
radio source and source transmission power largely determine the perceived RSS.
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Assume the active radio source is located at the center of cell i. Let xi = [xi, yi]
T and
xl = [xl, yl]
T be the center location of cell i and the location of robot l, respectively,
when the transmission is sensed. Define dli =‖ xl − xi ‖ as the Euclidean distance
between xl and xi. Following the signal propagation model [80], the expected RSS of
robot l is denoted as ψl and measured in units of dBm:
ψl = wi − 10β log10(dli), (6.3)
where source power level wi is unknown and β is the signal decay factor.
An RSS level is not a constant but a continuous random variable due to uncer-
tainties in transmissions. Assume the robot radio listener has an infinite resolution,
its perceived RSS would be a continuous random variable Zl for robot l. Moreover,
robots can only detect the transmission signal if active radio source is located in their
sensing ranges, each of which is determined by an RSS threshold denoted by ζ . To
characterize sensing range limit and background noises in sensing, we have
Zl = µl + ωl, where µl =


ψl, if z˜l > ζ
ζ, otherwise,
(6.4)
where ωl follows the independent and identically distributed (i.i.d.) Gaussian with
zero mean and a variance of σ2. Note that β in (6.3) and σ2 can be obtained by
calibration. Therefore, the probability density function (PDF) of Zl|C1i is fZl|C1i (zl) =
Bel(µp, σ
2), where Bel(µp, σ
2) is the Gaussian PDF. As a convention, the subscript
of f(·) is the corresponding random variable of the PDF function.
Actually, the sensed RSS reading Z˜l is an integer due to receiver hardware limit.
As a convention, we use a˜ to indicate the integer value of continuous variable a. Define
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Il as an RSS interval,
Il = (z˜l − 0.5, z˜l + 0.5] ⊂ R. (6.5)
Thus, we have the relation between Z˜l and Zl given C
1
i ,
P (Z˜l = z˜l|C1i ) = P (Zl ∈ Il|C1i ) =
∫
zl∈Il
fZl|C1i (zl)dzl. (6.6)
This is actually the sensing model when there is only one robot. Since this model
relies on unknown source power level wi, it is not a viable sensing model, but provides
a foundation for the next step.
2. Transmission Power Independent Pairwise Sensing
For a robot pair (p, q), p 6= q, recall the possible RSS readings form sets Ip and Iq as
defined in (6.5), respectively. According to our convention, P (Zp ∈ Ip, Zq ∈ Iq|C1i ) is
a pairwise conditional probability given C1i . We are now ready to show that P (Zp ∈
Ip, Zq ∈ Iq|C1i ) can be obtained from its RSS ratio regardless of source transmission
power levels.
Define Zp−q := Zp−Zq and let Ip−q = (z˜p− z˜q−1, z˜p− z˜q+1] ⊂ R be the interval
of Zp−q values. P (Zp−q ∈ Ip−q|C1i ) denotes the probability of pairwise difference given
C1i . We have the following Lemma with its proof in Appendix G.
Lemma 2.
P (Zp ∈ Ip, Zq ∈ Iq|C1i ) =
1
ηpq
P (Zp−q ∈ Ip−q|C1i ), (6.7)
where ηpq is the normalizing factor.
It is worth noting, since the RSS readings are in log scale, the difference between
the two readings Zp−q actually means a RSS ratio which does not depend on source
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transmission power levels. Computing P (Zp−q ∈ Ip−q|C1i ) is nontrivial because some
of robots may not have readings due to limited sensing ranges. Based on (6.4),
the robot index set M is partitioned into two disjoint sets M = M1 ∪M0 which
correspond to the sets of robots with and without reception, respectively. As a result,
we have three types of pairs: no detection for either robot, single detection, and dual
detection. Define E as the set for all possible pairs which consists of three disjoint
subsets E = E11 ∪ E10 ∪ E00 where
E11 = {(p, q)|p < q, p ∈M1, q ∈M1},
E10 = {(p, q)|p ∈M1, q ∈M0},
E00 = {(p, q)|p < q, p ∈M0, q ∈M0}. (6.8)
Define Z11p−q, Z
10
p−q and Z
00
p−q as the sensor readings of the robot pair (p, q) corre-
sponding to components of E11, E10 and E00, respectively. Zp−q in (6.7) will be one of
these three types. Note that P (Z00p−q ∈ Ip−q|C1i ) is a constant because it provides no
information due to no reception. We now focus on deriving P (Z11p−q ∈ Ip−q|C1i ) and
P (Z10p−q ∈ Ip−q|C1i ).
Let us compute P (Z11p−q ∈ Ip−q|C1i ) first. From (6.3) and (6.4), the mean value
(µp − µq) of Z11p−q becomes
µp − µq = ψp − ψq = 10β log10
dqi
dpi
, (6.9)
and the PDF of Z11p−q|C1i is
fZ11p−q|C1i (z
11
p−q) = Bel
(
10β log10
dqi
dpi
, 2σ2
)
. (6.10)
Thus, we have the following lemma.
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Fig. 28.: Sample cases of posterior condition distributions of signal source location
given that P (C1i ) initially uniform across cells (a) dual detection, (b) single detection,
and (c) fusion of all pairs. The red star is the active radio source location. This is
obtained using P (Zp−q ∈ Ip−q|C1i ) and the Bayesian framework in (7.2). The grid
size is 50 × 50. Black and white dots represent robots with and without readings,
respectively.
Lemma 3.
P (Z11p−q ∈ Ip−q|C1i ) =
∫ z˜p−z˜q+1
z˜p−z˜q−1
fZ11p−q|C1i (z)dz
=
[
FZ11p−q|C1i (z˜p − z˜q + 1)− FZ11p−q |C1i (z˜p − z˜q − 1)
]
, (6.11)
where FZ11p−q|C1i (·) is the cumulative distribution function of fZ11p−q|C1i (·).
To facilitate the understanding of the dual detection case, Fig. 28(a) shows an
example to illustrate the corresponding posterior probability P (C1i |Z11p−q ∈ Ip−q).
For P (Z10p−q ∈ Ip−q|C1i ), we have the following result.
Lemma 4.
P (Z10p−q ∈ Ip−q|C1i ) =
1
η10
(
1−
∫ z˜p−z˜q+1
z˜p−z˜q
FZ11p−q |C1i (z)dz
)
, (6.12)
where η10 is the normalizing factor.
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The proof of Lemma 4 is in Appendix H. This result also does not depend on
source transmission power. As an example, Fig. 28(b) illustrates the corresponding
posterior probability P (C1i |Z10p−q ∈ Ip−q).
3. Sensor Fusion of Multiple Pairs
Now we are ready to show that the m-dimensional joint conditional probability
P (Z˜k = z˜k|C1i ) can be reduced to a combination of pairwise conditional probabil-
ities P (Zp ∈ Ip, Zq ∈ Iq|C1i ). We have the following lemma.
Lemma 5.
P (Z˜ = z˜|C1i ) =
1
η
∏
(p,q)∈E
P (Zp ∈ Ip, Zq ∈ Iq|C1i ), (6.13)
where η is the normalizing factor and remains the same for all p and q values.
Proof. According to (6.4), Z˜1, ..., Z˜m are independent given C
1
i , and
P (Z˜ = z˜|C1i ) =
m∏
l=1
P (Z˜l = z˜l|C1i ). (6.14)
The individual conditional probability P (Z˜l = z˜l|C1i ) can be paired up as:
P (Z˜ = z˜|C1i ) =
m∏
l=1
P (Zl ∈ Il|C1i )
=
m∏
l=1
(
P (Zl ∈ Il|C1i )m−1
P (Zl ∈ Il|C1i )m−2
)
=
1∏m
l=1 P (Zl ∈ Il|C1i )m−2
×
m−1∏
p=1
m∏
q=p+1
P (Zp ∈ Ip|C1i )P (Zq ∈ Iq|C1i )
=
1
η
∏
(p,q)∈E
P (Zp ∈ Ip, Zq ∈ Iq|C1i ), (6.15)
where η =
∏m
l=1 P (Zl ∈ Il|C1i )m−2 remains the same for all p and q values.
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Now, we can complete the sensor model P (Z˜ = z˜|C1i ). Combining Lemmas 2– 5,
we have the following theorem.
Theorem 2. The high dimension joint conditional probability sensing model P (Z˜ =
z˜|C1i ) can be decomposed as a combination of pairwise conditional probabilities,
P (Z˜ = z˜|C1i ) =
1
η′′
∏
(p,q)∈E11
( FZ11p−q|C1i (z˜p − z˜q + 1)
−FZ11p−q|C1i (z˜p − z˜q − 1)
)
×
∏
(p,q)∈E10
(
1−
∫ z˜p−z˜q+1
z˜p−z˜q
FZ11p−q|C1i (z)dz
)
, (6.16)
where η
′′
is the normalizing factor and remains the same for all p and q values.
Proof. Combining Lemma 2 with Lemma 5, the sensing model becomes
P (Z˜ =z˜|C1i ) =
1
η
∏
(p,q)∈E
1
ηpq
P (Zp−q ∈ Ip−q|C1i )
=

1
η
∏
(p,q)∈E
1
ηpq

 ∏
(p,q)∈E
P (Zp−q ∈ Ip−q|C1i )
=
1
η′
∏
(p,q)∈E
P (Zp−q ∈ Ip−q|C1i ), (6.17)
where η′ = η
∏
(p,q)∈E ηpq is the normalizing factor and remains the same for all p and
q values.
Applying (6.8) to (6.17) and combining Lemmas 3 and 4, the sensing model is
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rewritten as
P (Z˜ = z˜|C1i ) =
1
η′
∏
(p,q)∈E11
P (Z11p−q ∈ Ip−q|C1i )
×
∏
(p,q)∈E10
P (Z10p−q ∈ Ip−q|C1i )
×
∏
(p,q)∈E00
P (Z00p−q ∈ Ip−q|C1i )
=
1
η′′
∏
(p,q)∈E11
( FZ11p−q|C1i (z˜p − z˜q + 1)
−FZ11p−q|C1i (z˜p − z˜q − 1)
)
×
∏
(p,q)∈E10
(
1−
∫ z˜p−z˜q+1
z˜p−z˜q
FZ11p−q|C1i (z)dz
)
, (6.18)
where η
′′
=
η′
∏
(p,q)∈E10
η10
∏
(p,q)∈E00
P (Z00p−q∈Ip−q|C1i )
is the normalizing factor.
Again, Fig. 28(c) illustrates the corresponding posterior probability P (C1i |Z˜ = z˜),
which is the fusion of all pairs. It is desirable that the adjacent regions of the red
star have higher probabilities than that of other regions.
D. Robot Motion Planner
Theorem 2 summarizes how to compute P (Z˜ = z˜|C1i ). With the sensing model, the
Bayesian framework in (7.2) can derive the posterior source location distributions
P (Ci|Z˜ = z˜). The next step is to develop a multi-robot motion planner that enables
robots to quickly localize radio sources using the SPOG. We build on the ridge walking
algorithm (RWA) in Chapter V. RWA has been designed for a single robot without
sensing range limit to localize multiple radio sources. The experimental results have
shown that it is an efficient framework. However, RWA is not designed for multiple
robots and significant revisions are needed. Let us begin with a brief review of RWA.
RWA uses a probability threshold plane that intercepts P (Ci|Z˜ = z˜) to generate
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Fig. 29.: An illustration of level sets with probability threshold of 0.1, ridges, and
Pairwise Ridge Walking Algorithm with two pairs of robots over a 50× 50 grid.
level sets that enclose all cells with P (Ci|Z˜ = z˜) no less than the threshold. The
irregular closed curves in Fig. 32a are examples of level sets. Ridges are created by
extracting the longest dimension of each isolated level set. The red line segments in
Fig. 32a are ridges. In RWA, a 3-opt heuristics algorithm is employed to compute
an Euclidean traveling salesperson (TSP) tour for the single robot that must include
all ridges. The TSP tour is partitioned into on-ridge and off-ridge segments. For off-
ridge segments, the robot moves at its fastest speed. For on-ridge segments, the robot
spends the time proportional to the summation of posterior conditional probability
P (Ci|Z˜ = z˜) over the corresponding isolated level set on each ridge. This means
that the robot spends more time in high probability regions, which increases the
localization efficiency.
Since we have more than one robot, we need many sub tours instead of a single
TSP tour. We pair up robots and treat a pair of robots as a super robot. Assuming
m is an even number, we have m/2 super robots. Therefore, we need to partition
the TSP tour into m/2 sub tours and assign each super robot to a sub tour. The
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partition is based on k-means clustering algorithm [81] withm/2 as the cluster number
to cluster ridge sets. For each cluster, we again use a 3-opt heuristics algorithm to
find the TSP and the rest of RWA follows. Hence, we name this approach pairwise
ridge walking algorithm (PRWA).
The remaining issue is how to determine the distance between each paired robots.
Comparing Fig. 28(a) and (b), we notice that the dual detection case provides more
information (less uncertainty) about radio source locations than the single detection
case does. The spatial information contained in a distribution can be measured by
the Shannon entropy in information theory. In order to choose the best distance d∗u
between the u-th pair, we formulate this problem by minimizing the Shannon entropy.
Define Su as the set of cells in the isolated level set that correspond to the ridge
cluster Ru. Let cell v ∈ Su. Assume that the radio source xv = [xv, yv]T is located
at the center of cell Cv by ignoring the minor intra-cell difference. Define zˆ
w
lv as the
mean RSS reading at robot l. We have,
zˆwlv = w − 10β log10(dlv), (6.19)
where w ∈ [wmin, wmax] is the unknown source transmission power which varies from
wmin to wmax.
Define Zˆwv = [Zˆ
w
pv, Zˆ
w
qv]
T as the RSS readings for the robot pair. Define ru(t) as the
center position of the robot pair at time t. We know ru(t) because PRWA provides the
trajectory for the super robot using the center position of the robot pair as the position
on the trajectory. Denote P (Ci|Zˆwv = zˆwv , ru(t), du) as the posterior probability that
cell i contains a radio source given zˆwv , ru(t) and du. Define H(t, w, v, du) as the
Shannon entropy over the probability distribution P (Ci|Zˆwv = zˆwv , ru(t), du) given v, w
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and du. H(t, w, v, du) is given by
H(t, w, v, du) = −
∑
i∈Su
( P (Ci|Zˆwv = zˆwv , ru(t), du)
× lnP (Ci|Zˆwv = zˆwv , ru(t), du)
)
(6.20)
where P (Ci|Zˆwv = zˆwv , ru(t), du) is obtained from (7.1) and (7.2) after calculating the
sensing model (6.16) with zˆwv . We choose the optimal d
∗
u that minimizes the following
Shannon entropy for the cluster region over the period τu when the robot is inside
Ru,
d∗u = argmin
du
∫ t+τu
t
wmax∑
w=wmin
∑
v∈Su
H(t, w, v, du). (6.21)
Note that here we assume that w is evenly distributed over integer values in [wmin, wmax].
In fact, we can estimate the more accurate distribution of w once more received signals
become available to improve the model.
E. Experiments
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Fig. 30.: Experiment results (a) Sample robot trajectories with three pairs of robots
for a four-radio source case. The red and blue lines represent the on-ridge and off-
ridge movements, respectively. (b) Localization time vs. number of radio sources. (c)
Localization time vs. number of robots.
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We have implemented the algorithms and the simulation platform using Microsoft
Visual C++ .NET 2005 with OpenGL on a PC Desktop with an Intel 2.13GHz Core
2 Duo CPU, 2GB RAM, and Windows XP. The radio sources are XBee Pro with
ZigBeeT/802.15.4 OEM radio frequency modules produced by Digi International Inc.
The antenna is calibrated first with the radio sources. The calibration establishes the
parameters in (6.3). We use the data from the real hardware to drive the simulation
experiments below.
The grid is a square with 50×50 cells. Each grid cell has a size of 50.0×50.0 cm2.
Each radio source generates radio transmission signals according to an i.i.d. Poisson
process with a rate of λ = 0.05 packets per second. We choose the probability
convergence threshold as pt = 0.9 which means if P (Ci|Z˜ = z˜) > 0.9, the algorithm
outputs the cell as a radio source location. During each trial of the simulation, we
randomly generate radio source locations in the grid and randomly set their power
levels as one of five power levels offered by XBee Pro nodes.
Fig. 30a illustrates the robot trajectories for a sample case with four radio sources
using three pairs of robots. The initial positions of the robots are the center of the
field. As shown in Fig. 30a, the on-ridge movements appear near radio sources. At
the end of the experiments, the estimated locations of radio sources are within the
error range of the actual locations. The localization process is successful.
We also compare the PRWA algorithm to four heuristics. Two of the four heuris-
tics are based on random walk: a pairwise random walk and a regular random walk.
In the pairwise random walk, robots are paired just as PRWA does. Each pair is
treated as a super robot to perform a random walk together while all robots perform
independent movements in the regular random walk. The remaining two heuristics
are based on a fixed-route patrol: the robots patrol the field using a predefined route
that covers the search region. Again, robots are either paired which results in a
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pairwise patrol or non-paired which results in a regular patrol. Robot pairs in the
pairwise patrol or individual robots in the regular patrol are distributed evenly along
the route to increase coverage.
The experiment compares all five methods under different numbers of radio
sources and robots. Figs. 30b and 30c illustrate experiment results. Each data point
is an average of 100 independent trials. The results show that PRWA is consistently
the fastest method under all comparisons. Also, the pairwise random walk and the
pairwise patrol are consistently faster than the regular random walk and patrol, re-
spectively. This is expected because paired robots are more efficient with their limited
sensing ranges. Another interesting observation is that the two random walk-based
methods are faster than the two fixed-route patrol methods. This is expected because
random walk can bring robots together from time to time, which increases the num-
ber of effective pairs and hence listening efficiency. The fixed-route patrol methods
emphasize coverage and spread robot pairs or individual robots apart along the route
and hence cannot create many effective pairs, which decreases localization efficiency.
The results in Fig. 30c also show that the difference between the five methods de-
creases as the number of robots increases. However, in reality, the number of robots
is often constrained to where PRWA is superior.
F. Conclusions
We reported a new localization method that enables a team of mobile robots to lo-
calize multiple unknown transient radio sources. To cope with the challenges from
signal correspondence, limited sensing ranges, and unknown transmission power, we
paired up robots and developed a sensing model using the signal strength ratio from
the paired robots. We formally proved that the sensed conditional joint posterior
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probability of source locations for the m−robot team can be obtained by combining
that of pairwise joint posterior probabilities. Moreover, we proposed a pairwise ridge
walking algorithm (PRWA) to coordinate the robot pairs based on the clustering of
high probability regions and the minimization of local Shannon entropy. We imple-
mented the algorithm and tested it under hardware-driven simulation. Results show
that PRWA-based localization consistently outperforms the other four heuristics in
all settings tested.
The Unlimited communication range assumption resulting in the centralize lo-
calization is not realistic in the real world. Rather, the decentralized localization is
natural characteristic of using multiple robots. Chapter VII addresses the decentral-
ized localization problem.
G. Proof of Lemma 2
Proof. Recall that Zp−q = Zp−Zq and define Zp+q := Zp+Zq. DenoteA =

 1 −1
1 1


as the linear transformation matrix. Therefore,
 Zp−q
Zp+q

 = A

 Zp
Zq

 . (6.22)
Let us define RA as the transformed integral region. According to [82], matrix A
transforms the joint PDF of random variables Zp and Zq to the joint PDF of random
variables Zp−q and Zp+q,
fZp−qZp+q|C1i (zp−q, zp+q) =
1
| detA|fZpZq|C1i (zp, zq) (6.23)
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where | detA| = 2. Hence P (Zp ∈ Ip, Zq ∈ Iq|C1i ) becomes
P (Zp ∈ Ip, Zq ∈ Iq|C1i )
=
∫
zp∈Ip
∫
zq∈Iq
fZpZq|C1i (zp, zq)dzpdzq
= | detA|
∫∫
RA
fZp−qZp+q|C1i (zp−q, zp+q)dzp+qdzp−q. (6.24)
Since Zp and Zq conform to i.i.d. normal distributions, Zp+q and Zp−q are also
normal distributions. Moreover, Zp+q and Zp−q are independent because
Cov(Zp+q, Zp−q) = Cov(Zp + Zq, Zp − Zq)
= V ar(Zp)− V ar(Zq) = 0.
Therefore, we know
fZp−q|C1i (zp−q) = Bel
(
µp − µq, 2σ2
)
,
fZp+q|C1i (zp+q) = Bel
(
µp + µq, 2σ
2
)
, (6.25)
fZp−qZp+q|C1i (zp−q, zp+q) = fZp+q|C1i (zp+q)fZp−q|C1i (zp−q).
The integral over RA in (6.24) can be calculated as follows,∫∫
RA
fZp−qZp+q|C1i (zp−q, zp+q)dzp+qdzp−q
=
∫ z˜p−z˜q+1
z˜p−z˜q−1
(
fZp−q |C1i (zp−q)
×
∫ 2z˜p+1−zp−q
2z˜q−1+zp−q
fZp+q|C1i (zp+q)dzp+q
)
dzp−q. (6.26)
To simplify the above integral, let us define
g(zp−q) =
∫ 2z˜p+1−zp−q
2z˜q−1+zp−q
fZp+q|C1i (zp+q)dzp+q. (6.27)
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Using the first mean value theorem for integration, we derive the relation between
P (Zp ∈ Ip, Zq ∈ Iq|C1i ) and P (Zp−q ∈ Ip−q|C1i ) as,
P (Zp ∈ Ip, Zq ∈ Iq|C1i )
= | detA| ·
∫ z˜p−z˜q+1
z˜p−z˜q−1
fZp−q|C1i (zp−q)g(zp−q)dzp−q
= 2 g(ξ)
∫ z˜p−z˜q+1
z˜p−z˜q−1
fZp−q|C1i (zp−q)dzp−q
= 2 g(ξ) P (Zp−q ∈ Ip−q|C1i )
=
1
ηpq
P (Zp−q ∈ Ip−q|C1i ), (6.28)
where ξ ∈ Ip−q and ηpq = 12 g(ξ) is the normalizing factor.
H. Proof of Lemma 4
Proof. Assume robot q, q ∈ M0, has an ideal receiver which does not have the sensing
range limit. Denote Zq = ψq+ωq as the RSS readings of the ideal receiver. The ideal
receiver would allow us to use Z11p−q as the RSS ratio instead of Z
10
p−q from a regular
receiver. Also, ψq ≤ ζ . According to (6.4), we know
Z10p−q = Z
11
p−q + Zq − (ζ + ωq). (6.29)
The PDF of (Z10p−q|C1i ) is rewritten by
fZ10p−q|C1i (z
10
p−q)
= fZ10p−q|C1i ,Zp>Zq(z
10
p−q)P (Zp > Zq)
+ fZ10p−q|C1i ,Zp≤Zq(z
10
p−q)P (Zp ≤ Zq)
= fZ10p−q|C1i ,Zp>Zq(z
10
p−q) (6.30)
where P (Zp > Zq) = 1 and P (Zp ≤ Zq) = 0.
105
Conditioning on Zq and using the first mean value theorem for integration, the
PDF of (Z10p−q|C1i , Zp > Zq) becomes,
fZ10p−q|C1i ,Zp>Zq(z
10
p−q)
=
∫ +∞
−∞
fZ10p−q,Zq|C1i ,Zp>Zq(z
10
p−q, zq)dzq
=
∫ ζ+ωq
−∞
fZ10p−q ,Zq|C1i ,Zp>Zq(z
10
p−q, zq)
fZq |C1i (zq)
· fZq|C1i (zq)dzq
=
∫ ζ+ωq
−∞
fZ10p−q |Zq,C1i ,Zp>Zq(z
10
p−q|zq)fZq|C1i (zq)dzq
= fZq |C1i (ξ
′)
∫ ζ+ωq
−∞
fZ10p−q|Zq,C1i ,Zp>Zq(z
10
p−q|zq)dzq
=
1
η10
∫ ζ+ωq
−∞
fZ10p−q |Zq,C1i ,Zp>Zq(z
10
p−q|zq)dzq,
(6.31)
where −∞ ≤ ξ′ ≤ ζ + ωq and η10 = 1f
Zq|C
1
i
(ξ′)
is the normalizing factor.
Plugging (6.29) in, we have,
fZ10p−q|C1i ,Zp>Zq(z
10
p−q)
=
1
η10
∫ ζ+ωq
−∞
fZ10p−q |Zq,C1i ,Zp>Zq(z
10
p−q|zq)dzq
=
1
η10
∫ +∞
z10p−q
fZ11p−q|C1i (z
11
p−q)dz
11
p−q
=
1
η10
(
1− FZ11p−q|C1i (z10p−q)
)
. (6.32)
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Thus, we have
P (Z10p−q ∈ Ip−q|C1i )
=
∫ z˜p−z˜q+1
z˜p−z˜q−1
fZ10p−q |C1i (z)dz
=
∫ z˜p−z˜q+1
z˜p−z˜q
fZ10p−q |C1i ,Zp>Zq(z)dz
=
∫ z˜p−z˜q+1
z˜p−z˜q
1
η10
(
1− FZ11p−q|C1i (z)
)
dz
=
1
η10
(
1−
∫ z˜p−z˜q+1
z˜p−z˜q
FZ11p−q |C1i (z)dz
)
. (6.33)
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CHAPTER VII
DECENTRALIZED MRMT LOCALIZATION
A. Introduction
The fast development of wireless sensor network (WSN) technology provides great
tools to gather information from our surrounding environment. However, WSN can
also be a significant threat to our security and privacy in hostile environments. For
example, an enemy may deploy a sensor field to detect troop movements. The large
number of miniature sensors in a large field makes it difficult to manually search and
neutralize these sensor. We are interested in developing algorithms to enable a team
of mobile robots to perform the task.
In this “robot network” vs. “sensor network” setup, each party has its own
advantages and limitations. Robots have mobility while sensors do not. Robots know
their own locations and received signal strength (RSS) readings. However, robots
do not understand the radio transmission protocol of the sensor network and treat
sensor nodes as plain radio sources. Furthermore, signal source anonymity, short
transmission duration, dynamic transmission patterns, variable transmission power
levels, and the unknown number of signal sources further challenge the robot team. In
addition, there is usually much less number of robots than that of the radio sources.
Also, the robot must consider they communication range constraints.
Building on our prior work, we propose a two step approach: first we decentral-
ize belief functions that robots use to track source locations using checkpoint-based
synchronization, and second we propose a motion planning strategy to coordinate
robots to ensure the existence of checkpoints. We formally analyze memory usage,
data amount in communication, and searching time for the proposed algorithm. We
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show that our planning algorithm ensures the decentralized belief functions to be
synchronized in a timely manner with explicit memory and communication require-
ments. Our searching time is insensitive to the number of radio sources. We have
implemented the proposed algorithm and compare it with two heuristics in simula-
tion based on real sensory data. Our algorithm successfully perform the searching
task and has show a clear advantage in searching time without significant increase of
memory usage.
B. Problem Definition
Our searching problem builds on the following setup and assumptions:
1. Both robots and radio sources reside in an open 2D Euclidean space.
2. Each robot has a limited communication range and a limited sensing range.
3. Each robot knows its position using the Global Positioning System (GPS). GPS
clocks also provide accurate time for the synchronization purpose.
4. The unknown network traffic is light and each target radio transmission is short,
which are the typical characteristics of a low power sensor network.
5. Transmission powers of radio sources are unknown to robots and may change
from time to time. However, locations of radio sources do not change.
For the new decentralized approach, we will follow the same problem definition in
the corresponding centralized versions Chapter V, where the searching problem is
partitioned into two sub problems:
Definition 5 (Sensing Problem). Given the RSS readings and corresponding locations
from robots, update robot belief functions for radio source locations.
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Definition 6 (Planning Problem). Given the belief functions, plan robot trajectories
to increase searching efficiency.
We will concretely define the belief functions in detail later in the paper. As we
can see, this is a Monte Carlo type algorithmic approach with the following stopping
time for radio source detection,
Definition 7 (Searching Condition). A radio source is considered as found if the
belief function is bigger than a preset threshold pt.
Now let us begin with the sensing problem.
C. Decentralized Belief Functions
Belief functions track the radio source distribution based on RSS readings and robot
locations. They are usually built on a Bayesian framework and antenna models to
allow incremental update. In our previous Chapter V on the centralized localization
of transient and unknown radio sources, we propose a Spatial Temporal Occupancy
Grid (SPOG) as the robots’ common belief functions. Let us review it first and then
we will decentralize SPOG.
1. A Brief Review of SPOG
SPOG partitions the searching region into small and equal-sized grid cells. Define
i ∈ N as the cell index variable where N := {1, ..., n} is the grid cell index set and
n is the total number of cells. SPOG tracks two types of probabilistic events: Ci
represents the event that cell i contains a radio source and C1i represents the event
that cell i is the active source when a transmission is detected. C1i actually reflects
the relative transmission rates among multiple sources, which is a temporal dimension
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signature. Define P (C) as the probability for event C. P (Ci) and P (C
1
i ) characterize
spatiotemporal behaviors of transient radio sources.
Let l ∈M := {1, ..., m} be the robot index variable where m is the total number
of robots andM is the robot index set. Note that m is always an even number since
we will pair robots up later. Discrete time k or the corresponding continuous time tk
refers to each moment when a transmission is detected by robots. Let xkl = [x
k
l , y
k
l ]
T
be the location of robot l at time k and Xk = [xk1, ...,x
k
m]
T be a set of all robot
locations at time k. Let the discrete random variable Z˜kl be the RSS reading of the
l-th robot at time k. Define Z˜k = [Z˜k1 , ..., Z˜
k
m]
T as a discrete random vector of all
the RSS readings at time k and let z˜k := [z˜k1 , ..., z˜
k
m]
T be corresponding values. As a
convention, we use lower cases of random variables or vectors to denote their values.
Define Z1:k := {z˜1, ..., z˜k} as the set of all RSSs sensed from the beginning of the
searching to tk. Define P (Ci|Z1:k) as the conditional probability that cell i contains
at least one radio source given Z1:k. Similarly, we define P (Ci|Z1:k−1), P (C1i |Z1:k),
and P (C1i |Z1:k−1).
At time k, event Z˜k = z˜k is perceived by robots. The posterior probability
P (Ci|Z1:k) over the grid needs to be updated. According to Chapter V, this is
actually a nested multivariate Bayesian process,
P (Ci|Z1:k) =
P (Z˜k = z˜k|C1i )P (C1i |Z1:k−1)+
P (Ci|Z1:k−1)
[∑
s 6=i,s∈I P (Z˜
k = z˜k|C1s )P (C1s |Z1:k−1)
]
∑
i∈I P (Z˜
k = z˜k|C1i )P (C1i |Z1:k−1)
, (7.1)
P (C1i |Z1:k) =
P (Z˜k = z˜k|C1i )P (C1i |Z1:k−1)∑
s∈I P (Z˜
k = z˜k|C1s )P (C1s |Z1:k−1)
, (7.2)
where P (Z˜k = z˜k|C1i ) refers to the conditional probability for event (Z˜k = z˜k) when
cell i is transmitting. This is the sensing model. In Chapter V, we have shown how to
obtain P (Z˜k = z˜k|C1i ) from antenna radiation pattern and signal attenuation model.
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It is worth noting that P (Z˜k = z˜k|C1i ) has to be established on signal ratios from
robot pairs when the source transmission power is unknown. Since this problem is
detailed in the centralized version in Chapter VI, we omit it here. It is worth noting
that SPOG allows different antenna models and is flexible in different antennas or
robot configurations. Eqs. (7.1) and (7.2) are in an incremental conditional format
for recursive update. As more RSS readings enter the system over time, P (Ci|Z1:k)
converges until P (Ci|Z1:k) > pt which means that searching condition in Def. 7 is
satisfied.
2. Decentralized SPOG (D-SPOG)
In the decentralized system, each robot has to maintain its own local SPOG by
accumulating RSS readings internally and exchanging information with other robots
whenever other robots move into its communication range. However, the centralized
SPOG described in (7.1) and (7.2) depends on the strict order of complete observation
set Z1:k. Robots cannot arbitrarily use their partial receptions to generate a local
SPOG. Furthermore, robots cannot keep their readings forever for future information
exchange due to limited onboard memory space.
Before we address this problem, let us take a close look at the decentralized
system. There are three types of discrete events in the decentralized system: detection
events referring to moments when a transmission is detected by robots, rendezvous
events describing moments when a robot moves into another robot’s communication
range, and planning events describing moments when a robot starts a new path
planning. Recall that k is the time index variable for the detection event. Denote
j and κ as the rendezvous event and the planning event, respectively. Define tj,kκ to
describe the three events in the continuous time domain as a convention in the paper.
To reduce cluttering, we may also use a reduced version such as tk and tj for the
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corresponding event time. tκ indicates the beginning of the κ-th planning period.
An effective coordination plan should allow robots to exchange information among
each other so that all robots have the same set of observations Z1:k at time j, tj ≥ tk.
This is the time that all robots can update their SPOG up to time k. In such a
way, the centralized SPOG can be decentralized and synchronized among all robots.
The “delayed synchronization” concept is proposed as a checkpoint by Leung et al.
[59]. Let us denote Y (tk, tj) as the checkpoint. Note that each checkpoint for a
robot always has two time variables: it begins with an early detection event time and
ends with a future rendezvous event time because information is always generated by
detection events and synchronized by rendezvous events.
Robot
Pair 1
1~ +kz 2~ +kz
3~ +kz 4~ +kz
k
t
2,1 ++ kjt
k
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k
kjt ,
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1
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+
kjt
k
1,1 ++ kjt
k
4,2 ++ kjt
k
1, +kjt
k
1+k
t
Robot
Pair 2
Robot
Pair 3
Robot
Pair 4
Fig. 31.: A sample information flow graph for four robot pairs. Gray rectangles
represent robot rendezvous events. Arc arrows in vertical direction indicate infor-
mation exchange between robots in communication range. Black and white circles
represent events for robots with and without detection of active radio transmissions,
respectively.
Fig. 31 shows an information flow graph to illustrate the checkpoint concept and
how information is passed around the distributed robot pairs in D-SPOG. Note that
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robots have been paired up in this graph because it takes two robots to obtain a signal
ratio for radio sources with unknown and variable transmission powers. We ignore
the intra-pair communication because a pair can always talk to each other according
to planning. Following the arc arrows in vertical directions, we can see that both
Y (tj,k+1κ , t
j+2,k+3
κ ) and Y (t
j+1,k+2
κ , t
j+3,k+4
κ ) are checkpoints.
To build a D-SPOG, the remaining question is how each robot stores and ex-
changes information. Say that Yl(t
k−1, tj−1) is the last checkpoint for robot l. After
the update at tj−1, D-SPOG for the robot l is synchronized up to tk−1 with the ficti-
tious centralized SPOG according to the checkpoint property. Robot l only needs to
store its own locations and RSS readings after tk−1, which results in significant saving
in memory. Due to the fact that robots without detection may not know the time
of the radio transmission, each robot has to keep track of its trajectory in addition
to RSS readings. Let Wk−1,tl be the measurement set internally generated by robot l
between tk−1 and current time t, t > tk−1:
Wk−1,tl =
{
xl((t
k−1, t]), zl((tk−1, t])
}
, (7.3)
where xl(·) is the robot trajectory and zl(·) is the RSS reading set for the duration.
Similarly, we define Wk−1,jl and Wk−1,kl by replacing t with tj and tk, respectively.
Let us define the measurement set of robot l at rendezvous time tj as Γk−1,jl which
contains information from both its on-board sensors and other robots. To describe
the moment right before the robot l encounters another robot, we introduce a (·)−
notation. It is clear that Wk−1,jl ⊆ (Γk−1,jl )−. At tj , robot l meets robot p, which
has measurement set (Γk
′−1,j
p )
− prior to the information exchange where tk
′−1 is the
detection event time of the last checkpoint that robot p has. Note that tk
′−1 and tk−1
are not necessarily the same. The two robots first compare the two times because a
newer time means a more recent D-SPOG. The other robot should synchronize its
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SPOG to the recent one. After synchronizing their SPOGs, they need to synchronize
the measurement set. Note that we have (Γk−1,jl )
− for robot l and (Γk
′−1,j
p )
− for robot
p before the synchronization. Without loss of generality, we assume tk−1 ≥ tk′−1, the
synchronization process is,
Γk−1,jl = Γ
k−1,j
p = (Γ
k−1,j
l )
− ∪ (Γk−1,jp )−, (7.4)
where (Γk−1,jp )
− = (Γk
′−1,j
p )
− \ Γk′−1,k−1p is obtained by discarding the measurement
between tk
′−1 and tk−1, a reduction in memory usage.
After the rendezvous event, each robot needs to search if a more recent checkpoint
can be established. For robot l, it checks Γk−1,jl to see if the measurement set contains
information from all other robots for detection events happened after the k − 1-th
detection event by searching for the maximum δ,
δ = arg max
δ∈Z∩[−1,∞) and tk+δ≤t
δ
[
Πmp=1(Wk−1,k+δl ⊂ Γk−1,jl )
]
, (7.5)
where (Wk−1,k+δl ⊂ Γk−1,jl ) is a logic operation which returns 0 if the relationship is not
satisfied and 1 otherwise. Only the existence of nonnegative solution indicates a new
checkpoint Yl(t
k+δ, tj) can be established and hence the D-SPOG can be updated.
After the update, it is clear that D-SPOG is equivalent to the centralized SPOG
update with a delay of t− tk+δ. We have the following lemma,
Lemma 6. To ensure proper update of D-SPOG at checkpoints, both the amount of
information that every robot stores onboard and the amount of information exchange
during the rendezvous event between two robots are O(n + m(t − tk−1)), where t is
current time and tk−1 is the detection event time of the latest checkpoint.
Proof. Each robot has to store a D-SPOG which takes O(n) memory space. At the
worst case scenario, Γk−1,tp may contain m − 1 robots’ trajectories and RSS reading
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sets from tk−1 to t. Since the trajectory storage using a fixed period and the mean
number of transmissions is linear to the time duration, hence the overall amount of
information stored on each robot is O(n + m(t − tk−1)). Since both D-SPOG and
their measurement sets need to be synchronized during the rendezvous of robots, the
lemma holds. 
However, if just one robot is geographically isolated with others which results
in no communication to others, no checkpoint can be established. t − tk−1 becomes
unbounded and the robot may quickly run out of memory which leads to failure. To
address this problem, we propose a decentralized planning that guarantees periodic
checkpoint existence.
D. Decentralized Planning
The decentralized planning strategy needs to take checkpoint existence, communica-
tion range limit, synchronization, and searching time into consideration. We build
the new planning strategy on our existing ridge walking algorithm (RWA), which
was designed for the centralized version of the problem in Chapter V. RWA and its
variants have proved to be effective in accelerating the convergence of P (Ci|Z1:k) to
reduce searching time and have excellent scalability.
1. A Brief Review of RWA and Pairwise RWA (PRWA)
In SPOG or D-SPOG, P (Ci|Z1:k) is the conditional probability that cell i contains
a radio source. RWA plans a path for a single robot by building on this spatial
distribution of radio sources. We generate a level set L(p), p ∈ (0, 1] by using a plane
parallel to the ground plane to intersect the mountain-like distribution P (Ci|Z1:k)
at height p. The intersection generates L(p) which contains all cells with P (Ci|Z1:k)
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above the plane. L(p) usually consists of several disconnected components. The
irregular contours in Fig. 32a is an example of L(0.1). For each component, we define
its ridge as the longest line segment along its dominating direction in Chapter V.
We know each ridge has very high probability of being close to a potential signal
source. We generate a Traveling Salesperson Problem (TSP) tour which contains all
ridges. For off-ridge segments, the robot moves at its fastest speed. The solid red and
dashed blue lines in Fig. 32a represent on-ridge and off-ridge movements, respectively.
For on-ridge segments, the robot spends the time proportional to the summation of
posterior conditional probability P (Ci|Z1:k) over the corresponding isolated level set
on each ridge. This allows the robot to spend most of its time on ridges, then the
intuition yields the ridge walking algorithm (RWA) as detailed in Chapter V. RWA
has shown superior convergence performance and scalability in searching for multiple
signal sources.
PRWA extends RWA to plan trajectories for a team of robots to handle unknown
and changing transmission power in Chapter VI. First, PRWA expands SPOG by
developing a pairwise sensing model based on RSS ratios from robot pairs instead
of assuming known absolute source transmission power. Second, PRWA coordinates
robots in pairs by minimizing information entropy so that a robot pair can be viewed
as a super-robot in planning. We will inherit the pairwise sensing model and coordi-
nate robots in pairs in this decentralized version.
2. Decentralized Pairwise Ridge Walking Algorithm (DPRWA)
Similar to RWA, DPRWA coordinate robot pairs to patrol on TSP tours that link
all ridges. We generate a TSP tour in each planning period. In fact, each planning
period is divided into two parts: short inter-ring movements for transition between
TSP tours in adjacent planning periods followed by long intra-ring movements for
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Fig. 32.: Sample results for the decentralized planning using 4 robot pairs. (a) Sample
robot trajectories of DPRWA. The solid red and dashed blue lines represent the
on-ridge and off-ridge movements, respectively. (b) An example of the intra-ring
movements on the time ring. (c) Changes of robot pair directions corresponding to
the intra-ring movements. (d) An example of the inter-ring movements using time
ring space instead of Euclidean space.
time allocated for robots to patrol the TSP tour.
a. Inter-Ring and Intra-Ring Movements
Let us begin with inter-ring movements. Before the planning period starts, each robot
pair computes the TSP tour. All robot pairs actually share the same TSP tour from
the synchronized D-SPOG. Inter-ring movements allow robots to move from current
TSP tour to the next. Each robot has a pre-allocated beginning position on the
TSP tour (detailed later as initial positions for intra-ring movements). Therefore, the
amount of travel time for inter-ring movement can be predicted as soon as the TSP
tour for the planning period is established. Define Du,κ as the inter-ring travel time
of the u-th robot pair. To synchronize the starting time of intra-ring movements of
all robot pairs, every robot pair waits until all other robot pairs reach at their initial
positions. Define Dmaxκ as the maximum travel time: D
max
κ = argmaxuDu,κ. For
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those robots that arrive early due to short traveling distance, they need to wait ωκu =
Dmaxκ −Du,κ before the synchronized intra-ring movements start. Synchronization will
be detailed later in Section c. To save time for patrolling TSP tours, robots moves
at their fastest speed to shorten inter-ring movement time.
Now let us introduce intra-ring movements. Since the TSP tour is a continuous
loop, it can be mapped to a circular ring in time with its circumference being the time
for a single pair of robots to traverse the entire TSP tour, which is defined as τ0. The
mapping is one-to-one if we fix a point correspondence in the mapping. For example,
the leftmost point (the smallest in lexicographic order) on the TSP tour corresponds
to the 9 clock position on the time ring as the green stars shown in Figs. 32a and
32b. All robots share this mapping rule to synchronize their positions on the time
ring. The introduction of time ring can facilitate our planning. Under the time ring,
the inter-ring movements can also be simplified as shown in Fig. 32d.
As illustrated in Fig. 32b, each pair of robots are evenly distributed on the time
ring. Define φu,κ and φ
′
u,κ as the position and speed of the u-th robot pair on the
time ring, respectively. Robots’ speeds on the time ring are unitary based on the
definition of the time ring. Odd and even pairs are initially assigned to move on
the time ring counterclockwise and clockwise, which are represented as 1 and -1,
respectively. Recall there are m robots and hence m/2 pairs. We have
φu,κ =
2τ0(u− 1)
m
, and φ
′
u,κ =


1 if u is odd,
−1 otherwise,
(7.6)
as the initial positions and speeds for robot pairs. Fig. 32b illustrates initial positions
and directions (represented by the heading direction of each robot) of four robot pairs.
When two robot pairs rendezvous on the time ring, they exchange information and
then reverse their moving directions. Therefore, each robot pair oscillates on the time
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ring centered at its initial position as shown in Fig. 32c.
Define T as the time of the intra-ring movements. The robot pairs have to execute
the intra-ring movements long enough to ensure the existence of the checkpoint.
Lemma 7. Each robot pair has at least one checkpoint if the intra-ring movement
time T is
T =


τ0
2
if m
2
is even,
τ0
2
+ τ0
m
otherwise.
(7.7)
Proof. Starting from its initial position, robot pair u meets its two neighbors u − 1
and u+ 1 and returns to the initial position with a period of 2τ0
m
. The furthest point
is half circle away, τ0/2. The two rendezvous bring information from further both
downstream (from u+ 1 at lower half circle) and upstream (from u− 1 at upper half
circle). Imagine the information is sent out from the furthest robot pair from both
upstream and downstream directions. When the information reaches the robot pair
u, it contains information from all robot pairs. There are two cases: even and odd
numbers of robot pairs. For the even case, due to the unitary speed, τ0/2 is the exact
time robot pair u gathers the information. Eq. (7.5) has a nonnegative solution and
a new checkpoint is established. For the odd case, the proof is similar except that
there needs to be an additional half period for meeting the additional pair. 
Fig. 31 illustrates the information flow and checkpoint existent for the four robot
pair case in Fig. 32b and Fig. 32c under the oscillating intra-ring movements.
b. Memory Usage and Expected Searching Time
DPRWA ensures periodical checkpoint existence which leads to guaranteed perfor-
mance. To measure the algorithm performance, we employ two metrics: memory
usage for each robot and the expected searching time for each radio source.
120
For the memory usage, following Lemma 7, we have the following theorem,
Theorem 3. DPRWA guarantees D-SPOG has a time delay less than Dmaxκ + T if
comparing the D-SPOG to the centralized SPOG. To achieve that, each robot requires
O(n+m(Dmaxκ + T )) memory space.
The expected searching time for a radio source has to depend on the source
transmission rate. Assume a radio source i transmits signals according to a Poisson
process with a rate of λi. In Chapter III, we have introduced the expected search-
ing time (EST) for a single-robot-single-target case. Let us extend this analysis to
DPRWA. Denote Ts as the searching time. Similar to the EST analysis of RWA in
Chapter V, we tighten the convergence condition from the probability threshold pt
to the condition of signal saturation. Radio source i is considered to be found if the
robot pairs hear the transmission within the distance of da of the radio source. da
is set to be small such that if the transmission is heard, the probability threshold pt
must be reached. This defines a sensing circle with its center at the radio source i
and a radius of da. Define τIN and τOUT as portions of the time when traveling within
and outside distance of da of radio source i, respectively. Hence
Dmaxκ + T = τIN + τOUT. (7.8)
We have the following theorem,
Theorem 4. The expected searching time E(Ts) of radio source i has the following
upper bound,
E(Ts) ≤ Dmaxκ +
τ0
m
+
1
λi
+ (Dmaxκ + T )E
( e−λiτIN
1− e−λiτIN
)
. (7.9)
Proof. From Theorem 1 in Chapter III, the expected searching time E(Ts) of transient
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radio source i is,
E(Ts) = E(D) +
1
λi
+ E
(
τOUT
e−λiτIN
1− e−λiτIN
)
, (7.10)
where D is the amount of time from the beginning of the search to the moment that
the robot is within distance da of the radio source i for the first time. The theorem
is built on the general case that the searching process can be modeled as a delayed
alternative renewal reward process [66]. In our case, the renewal period starts at
the first entry to the sensing circle by the robot team at each planning period. It
is not exactly the same as the planning period but will share the same expected
period length with the planning period. Since the search begins with the inter-ring
movements in the first planning period, let us define probability event B as the event
if the robot team meets the radio source during inter-ring movements. Therefore,
E(D) = E(D|B)P (B) + E(D|B)(1− P (B)). (7.11)
Event B is a small probability event given the large searching field size. Hence
P (B) ≪ 1 − P (B) ≈ 1. Since the point of the first entry to the sensing circle could
be anywhere on the time ring, it is uniformly distributed on the time ring. Also, we
have m/2 pairs of robots evenly distributed on the time ring,
E(D|B) = Dmaxκ +
1
2
τ0
m/2
= Dmaxκ +
τ0
m
≥ E(D). (7.12)
Since the search region is usually much larger than the sensing region τIN ≪ Dmaxκ +T ,
we have
E(τOUT) ≈ Dmaxκ + T (7.13)
from (7.8). Since each renewal period is independent and identically distributed
(i.i.d.), it allows us to apply Theorem 1 in Chapter III. Since Dmaxκ +T is independent
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of τIN, plugging (7.12 and 7.13) into (7.10), we have the result in (7.9). 
Remark 7. An important result given by Theorem 4 is the fact that entries in (7.9)
are not sensitive to the number of radio sources. This means that our DPRWA algo-
rithm has excellent scalability when number of radio sources increases.
c. Algorithm
We summarize our DPRWA as follows. Note that this algorithm runs on each robot
pair, which skips the details of the internal coordination within each pair.
Synchronization: The algorithm runs at tκ, the beginning of planning period
κ. The algorithm relies on the D-SPOG at tκ−1, which is the synchronized belief
function across all robots. Therefore, all robots will have the same TSP tour, which
ensures their motions are synchronized given the same plan, accurate clocks from
GPS, and the same mapping rule between the time ring and the Euclidean space.
Virtual ridges: One point that we have yet to explain is the virtual ridge
mentioned in line 3 of Alg. 5. Define smax as the maximum number of ridges. If
there are not enough ridges generated from the D-SPOG, we employ virtual ridges
to ensure that there are smax ridges. The main reason is that we do not want the
robot to only explore regions with high probabilities. Virtual ridges are generated
uniformly random in the searching region and also refreshed at every planning period.
The virtual ridge sets are synchronized in the same way that D-SPOG does. The
introduction of virtual ridge can be simply viewed as a sampling approach to cover
regions with low probabilities.
Sparse sensor fields: The DPWRA in Alg. 5 forces all robots to share a single
TSP tour. This is efficient when radio sources are relatively dense (i.e. the distances
between disconnected components in the level set are less than the communication
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Algorithm 5: Decentralized Pairwise Ridge Walking Algorithm
input : D-SPOG at tκ−1
Apply the level set O(n)
Compute ridges and merge them with pre-generated virtual ridges O(smax)
Compute the TSP tour from the merged ridge set O((smax − 1)!)
// Inter Ring Movements
Compute Du,κ and D
max
κ O(1)
Move to initial positions O(1)
Wait ωκu O(D
max
κ )
// Intra Ring Movements
while t ≤ tκ +Dmaxκ + T do O(T )
Patrolling along the TSP tour O(1)
if φj,ku,κ = φ
j,k
u−1,κ or φ
j,k
u,κ = φ
j,k
u+1,κ then
φ
′j,k
u,κ = −φ′j,ku,κ O(1)
Update Γj,ku,κ O(1)
end
end
range). However, sharing a TSP tour might not be efficient when the radio source
are sparsely distributed in the searching region because robots have to waste a lot of
time on off-ridge movements running between radio sources. Since the communication
range is much larger than the sensing range given that robots have more power and
better antenna than radio sources, the sensing processes in D-SPOG are independent
across distant groups, which allows us to partition D-SPOG spatially into disjoint
distant groups. Each group is treated as a separated problem with no requirement
to merge D-SPOG during the partition. We can regroup periodically should inter-
group distances change. At the moment of re-grouping, we can merge D-SPOG across
groups. Robot pairs will be proportionally dispatched to different groups according
to the total P (Ci|Z1:k) of each group. We may have to merge some close groups when
there is insufficient number of robot pairs. For each group, we apply Alg. 5.
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Fig. 33.: Experiment results when comparing the DPRWA, the pairwise random walk,
and the pairwise fixed-route patrol (a) The maximum memory space usage using
number of detection events stored on-board. (b) and (c) Searching time comparison
while changing number of robots (b) or number of radio sources (c).
E. Experiments
To validate the algorithm, we have implemented the algorithm and a simulation plat-
form. The radio sources are XBee Pro with ZigBeeT/802.15.4 OEM radio frequency
modules produced by Digi International Inc. We use the RSS readings from XBee
Pro to drive the simulation experiments. We cannot use real robots because we do
not have robots that can patrol the searching field of about a football field size for
more than 20 hours, which is a basic requirement for a realistic setup. We simulate
iRobot Create in the process, which has a maximum speed of 40 cm/s. The grid is
a square with 50 × 50 cells. Each grid cell has a size of 50.0 × 50.0 cm2. Each ra-
dio source generates radio transmission signals according to an i.i.d. Poisson process
with a rate of λ = 0.05 packets per second. The radio sources also dynamically vary
their transmission power using one of 5 power settings in XBee Pro, which results in
a varying sensing range from 1.67 to 3.45 meters. We set τ0 = 500 seconds in the
simulation. We choose the probability convergence threshold as pt = 0.9. During
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each trial, we randomly generate radio source locations in the grid.
We compare the DPRWA algorithm to two heuristics including a pairwise random
walk and a pairwise patrol. In both heuristics, robots are paired just as DPRWA does.
In the former, each pair is treated as a super robot to perform a random walk together.
In the later, robot pairs follow a linear formation with an equal inter-pair distance
to be the maximum communication distance. Since global connectivity is maintained
for the pairwise patrol, it degenerates to the centralized planning.
Fig. 33 illustrates the simulation results by using memory usage and searching
time as metrics while changing communication range, number of robots, and number
of radio sources. Each data point is an average of 20 independent trials. There are
six radio sources to be searched in Figs. 33a and 33b. In Figs. 33a and 33c, eight
robots are employed. The communication range is set to be six meters in Figs. 33b
and 33c. Since the pairwise patrol maintains global connectivity, it requires the
least amount memory for synchronization purpose. The pairwise random walk is the
opposite because the time between checkpoints for robots can be very long. Our
DPWRA requires more memory than that of the patrol but still much less than that
of the random walk (see Fig. 33a). When it comes to the searching time, DPRWA
is significantly faster than its counterparts (see Figs. 33b and 33c). The advantage
is even more when number of robots are limited, which happens when the search is
constrained by resources. Fig. 33b also compares DPRWA with the centralized PRWA
(CPRWA) in Chapter VI. It is surprising that DPRWA EST is about the same as
CPRWA despite the advantage that CPRWA has in coordination and synchronization.
Fig. 33c further confirms Theorem 4 that the EST of DPRWA is insensitive to number
of radio sources. In conclusion, DPRWA successfully trades a modest amount of
memory for the fastest searching time among the three methods along with excellent
scalability due to its invariance to number of radio sources.
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F. Conclusion
We developed a decentralized algorithm to coordinate a group of mobile robots to
search for unknown and transient radio sources in an open field under mobility, com-
munication range, and sensing constraints. Building on our prior work, we proposed
a two-step approach: first we decentralized belief functions that robots use to track
source locations using checkpoint-based synchronization, and second we proposed a
decentralized planning strategy to coordinate robots to ensure the existence of check-
points and coordinated searching. We formally analyzed memory usage, data amount
in communication, and searching time for the proposed algorithm. We implemented
the proposed algorithm and compared it with two heuristics in simulation based
on real sensory data. Our algorithm successfully performed the searching task and
showed a clear advantage in searching time without significant increase of memory
usage.
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CHAPTER VIII
CONCLUSION AND FUTURE WORK
A. Contributions
1. Searching for a Single Target
One contribution is to bring analytical results for the searching time to interpret
well-known searching strategies. Our EST metric can reveal our common believes
about existing searching methods and predict how the effectiveness of those methods
changes as trajectory selection, sensing range, searching space size, and robot distri-
bution change. Built on the latest development in random walk in constrained space
from stochastic modeling community, our analysis, for the first time, reveals that the
traditional slap method (Θ(a2)) actually is asymptotically faster than the random
walk (O(a2 log a)) for a squared searching space of the size length a, which is never
known before. In the second case, we compare a team of n homogenous low-cost
robots with a super robot that has the sensing coverage equal to the summation of
the n low-cost robots. The EST analysis shows that the low-cost robot team outper-
forms the super robot because its EST is Θ(1/n) while the EST for the super robot
is Θ(1/
√
n) as n → ∞. Again, this new analytical result has not been seen before
and is important for developing new searching strategies.
2. SRMT Localization
We reported the CSMA SRMT localization scheme to use a single mobile robot
equipped with a directional antenna to localize unknown networked radio targets.
We proposed a particle filter-based localization approach that combines a CSMA
model and a directional antenna model. We also proposed a motion planning algo-
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rithm based on the particle distribution. The sensing algorithm runs in O(n) time
for n particles and the motion planning algorithm runs in O(nl) time for l radio
sources and n particles. We have implemented the algorithm and tested it using a
real data-driven simulation platform. The results show that the algorithm is capable
of localizing unknown networked radio targets. The experiment results have shown
that the proposed localization method is faster, more accurate, and more robust than
the two other heuristic methods.
Moreover, we reported our system and algorithm developments of the protocol
independent localization method that enable a mobile robot equipped with a direc-
tional antenna to localize unknown transient radio targets. We modeled the radio
transmission activities using an SPOG and proposed an SPOG update algorithm and
an RWA algorithm for robot motion planning. We tested the algorithm using sim-
ulation with the data from the real hardware. In the experiment, we compared our
algorithms with a random walk and a fixed-route patrol heuristics. Our algorithms
showed a consistently superior performance over the two heuristics.
3. MRMT Localization
The MRMT Localization is divided by the centralized and decentralized MRMT
localizations. The contributions in the centralized MRMT localization are twofold.
First, we formally prove that the sensed conditional joint posterior probability of
source locations for the m−robot team can be obtained by combining that of pairwise
joint posterior probabilities, which are based on RSS ratios and also consider reception
range limit. The new sensing model can be combined with the SPOG to address signal
correspondence issue. Second, we propose the PRWA to coordinate robot pairs based
on the clustering of high probability regions and the minimization of local Shannon
entropy. We have implemented the algorithm and tested it under a hardware-driven
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simulation and physical experiments. Results show that the PRWA-based localization
consistently outperforms the other four heuristics in all settings.
For the decentralized MRMT localization, we proposed decentralized belief func-
tions that robots use to track source locations using checkpoint-based synchroniza-
tion, and the motion planning strategy to coordinate robots to ensure the existence
of checkpoints and coordinated searching.
Through the exploration of the transient target localization, we conclude that
proposed localization schemes are able to localize transient targets under different
system setting and assumptions. We demonstrate the state-of-art in sensor networks
and robotics through the transient target localization. The transient target localiza-
tion has profound impact in search and rescue, security and military applications.
The transient target localization is a promising direction for future sensor network
and robotics advances.
B. Future Work
The research on these transient target localizations is still in its infancy. These local-
ization will lead to a rich set of exciting future work. As an extension of localization,
we will address different sensor models which have different geometric coverage and
range constraints. Also, we also need to consider cases where obstacles clutter the
searching space. We will also develop the EST metrics and the SPOG framework
for moving targets. As an extension of motion planning, we will address an energy
efficient issue.
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1. Different Sensor Models
Different sensors have different geometric coverage and range constraints. For exam-
ple, a regular camera can be described by a pin hole perspective projection model. Its
coverage requires direct line of sight. A radio antenna has a unique radiation pattern
and signal dispersion function. Most sensor properties can be described by a geomet-
ric coverage model associated with a signal dispersion model. We will generalize this
property in our new searching time analysis and the SPOG framework.
2. Obstacles
Obstacles exist in many searching processes. We plan to modify the SPOG framework
by first marking obstacle-occupied cells as non-traversable. For motion planning, we
can still use the idea of RWA but connecting the ridges at the presence of obstacle
is different because simple line connections may not work. This can be addressed by
using the established path planning techniques. Depending upon the methods used,
the path length, which is the most important factor that determines the convergence
speed, may vary. Furthermore, the final searching time analysis will reflect the com-
plexity of obstacles. We will also develop estimation methods to predict EST based
on the planing results.
3. Moving Targets
The transient targets may move around in the multi-target case, which creates a
more difficult signal correspondence issue. Our existing Bayesian framework has
been built on the assumption of stationary target and will need substantial new
development to handle the moving targets. This will require some prior information
about the target such as target trajectories, mass, speed, and dynamics. This is
131
not unusual because information, such as object mass, size and dynamics, is often
available before the searching process starts as we know what we are searching for. We
will establish necessary conditions on the feasibility of tracking multiple targets based
on the number of moving targets, signal transmission rate, and target dynamics. It is
also an interesting direction to explore necessary and sufficient conditions for searching
such targets.
4. The Energy Efficient Issue
It takes energy for a robot to search for transient targets due to a limited on-board
battery. Our existing approaches have not taken the energy efficiency into considera-
tion. We will incorporate the energy cost model into the planning process. Since the
decrease of the information entropy of a distribution means less uncertainty, we plan
to develop an efficiency objective function based on the information entropy decrease
for source locations per unit energy usage. Using the objective function, we can model
the energy-efficient planning problem as an optimal control problem. We will develop
algorithms to solve the energy-efficient planning problem.
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