Abstract: The influence of emission levels on the concentrations of four important air pollutants (ammonia, ozone, ammonium sulphate and ammonium nitrate) over three European cities (Milan, Manchester, and Edinburgh) with different geographical locations is considered. Sensitivity analysis of the output of the Unified Danish Eulerian Model according to emission levels is provided. The Sobol' variance-based approach for global sensitivity analysis has been applied to compute the corresponding sensitivity measures. To measure the influence of the variation of emission levels over the pollutants concentrations the Sobol' global sensitivity indices are estimated using efficient techniques for small sensitivity indices to avoid the effect of loss of accuracy. Theoretical studies, as well as, practical computations are performed in order to analyze efficiency of various variance reduction techniques for computing small indices. The importance of accurate estimation of small sensitivity indices is analyzed. It is shown that the correlated sampling technique for small sensitivity indices gives reliable results for the full set of indices. Its superior efficiency is studied in details. 
Introduction
Reliability of large-scale mathematical models is an important issue when such models are used to support decision makers. Sensitivity analysis of model outputs to variation or natural uncertainties of model inputs is crucial for improving the reliability of mathematical models. Environmental security is becoming a significant topic of present interest all over the world. Both reliable models and physical experiments are now used to analyze carefully the most important physical and chemical processes during the transport and transformations of air pollutants. It is necessary to carry out many comprehensive scientific studies. Effective performance of such complicated procedures requires a joined research and collaboration between experts in the field of environmental modeling, numerical analysis and scientific computing.
The aim of the present work is to propose reliable numerical approaches for studying sensitivity of the calculated concentration levels of important pollutants (like ammonia (NH 3 ), ammonium sulphate (NH 4 SO 4 ), ammonium nitrate (NH 4 NO 3 ), and especially ozone O 3 ) due to variation of various emissions in a real-life scenario of air pollution transport over Europe with the Unified Danish Eulerian Model (UNI-DEM) [26] [27] [28] . The investigations and the numerical results reported in this paper have been done using the UNI-DEM. Sensitivity analysis (SA) can be defined as a study of how uncertainty in the output of a model (numerical or otherwise)
can be apportioned to different sources of uncertainty in the model input [19] . Two classes in sensitivity analysis are considered in the existing literature: local SA and global SA. Local SA studies how some small variations of inputs around a given value (mean value) change the value of the output. Global SA takes into account all the variation range of the inputs, and apportions the output uncertainty to the uncertainty in the input factors.
There are several sensitivity analysis techniques, see, for instance [19] . Most existing methods for providing SA rely heavily on special assumptions connected to the behavior of the model (such as linearity, monotonicity and additivity of the relationship between the input factor and model output). Among quantitative methods, variance-based methods are the most often used [17] . The main idea of these methods is to evaluate how the variance of an input or a group of inputs contributes into the variance of model output. Some other approaches would be needed in the case of correlated model inputs to accompany the analysis with computing not only variance-based sensitivity measures, but also other sensitivity measures, such as non-parametric methods [7] and density-based methods [1] .
Computational tasks that arise in the treatment of large-scale air pollution models are enormous, and great difficulties appear even when modern high-performance computers are used. That is why it is highly desirable to simplify as much as possible the model keeping the needed level of reliability of models' results. A careful sensitivity analysis is needed in order to decide where and how simplifications can be made. On the other hand, it is important to analyze the influence of variations of the initial conditions, the boundary conditions and/or the chemical rates on the model results in order to make right assumptions about the simplifications which have to be implemented. Such analysis can give valuable information about the performance of reasonable simplifications or to identify parameters and mechanisms the accuracy of which should be improved, because the model results are very sensitive to variations of these parameters and mechanisms. Thus, the goal could be • improving the model,
• increasing the reliability of the results, and
• identifying processes that must be studied with higher accuracy.
Our study is focused on the influence of changes of emissions to harmful levels of pollution concentrations. Possible decrease of emissions on a given region does not lead necessarily to reduction of pollution concentrations at the same regions. This is especially true for the so-called secondary pollutants. Advection and non-linear chemical set of reactions are the main reasons to have a very complex picture of transport and transformation of various pollutants. Diffusion, deposition and other phenomenon also contribute to make the prediction of concentration levels difficult. It may also happen that increase of some emissions may lead to decrease of concentrations of some pollutants different from the emission pollutants. In other words, the resulting picture of the outputs is so complex that only a careful SA may help to resolve the problem of reliability of the model. As a measure of this analysis we use the total sensitivity indices (TSI), see Section 2. We find this measure more adequate and reliable then other measures [4] when multi-component analysis is needed. This is very important when one deals with very large and computationally heavy mathematical models. As it is shown in Section 2, the total indices may be presented as multidimensional integrals
where (x) is a square integrable function in Ω and (x) ≥ 0 is a probability density function, such that Ω (x) dx = 1. That is why efficient numerical methods for high-dimensional integration are strongly appreciated. High-dimensional integration is an essential part of sensitivity analysis for estimating TSI. For some applications an effect called the loss of accuracy appears when one needs to compute small sensitivity indices. Special Monte Carlo techniques allowing to overcome these difficulties are presented and analyzed.
The rest of the paper is organized as follows. The Sobol' approach for evaluating global sensitivity indices (SI) is described in Section 2. This section also contains a brief review of several Monte Carlo approaches for small sensitivity indices. A description of the used mathematical model is given in Section 3. The first stage of computations performed to generate the input data necessary for the particular sensitivity analysis study implemented in a specialized version (SA-DEM) of the model is presented in details in Section 4. Section 5 contains a discussion about the numerical results obtained for sensitivity indices of concentration of some of the most important air pollutants (ammonia, ozone, ammonium sulphate, and ammonium nitrate) referring to three cities, Milan, Manchester, and Edinburgh. Some concluding remarks are given in Section 6.
The Sobol' approach for sensitivity analysis
The Sobol' method [6, 10, 20, 25] belongs to the well-known variance-based approaches for global sensitivity analysis [18] . An important advantage of this kind of methods is that they allow to compute not only the first-order indices, but also indices of a higher-order in a way similar to the computation of the main effects. The computational cost of estimating all first-order and total sensitivity indices via the Sobol' approach is proportional to the sample size and the number of input parameters, see [16] .
The numerical sensitivity measure called the total sensitivity index (TSI) of the input parameter , ∈ {1 }, is defined in the following way [20] :
where S is called the main effect (first-order sensitivity index) of and S 1 −1 is the th order sensitivity index (respectively two-way interactions for = 2, and so on) for parameter , 2 ≤ ≤ .
Let us consider a scalar model output u = (x) corresponding to a vector of non-correlated model parameters x = ( 1 2 ) ∈ U ≡ [0; 1] with a joint probability density function (x) = ( 1 ). The issue about parameter importance can be studied via numerical integration in the terms of analysis of variance (ANOVA). A number of unbiased Monte Carlo estimators for global sensitivity indices have been developed applying the ANOVA-decomposition of a model function [11, 19, 21, 22] .
The concept of the Sobol' approach [21] consists of variance decomposition of an integrable model function into terms of increasing dimension:
where 0 is a constant. Here it is assumed that the domain of integration Ω is the -dimensional unit hypercube U . It is clear that any closed domain Ω can be put into U by a set of appropriate linear transformations. The representation (1) is unique (called the ANOVA-representation of the model function (x) [21] 
are called variances (total and partial variances, respectively). Therefore, the total variance of the model output is partitioned into partial variances [20] in the analogous way as the model function, that is the ANOVA-decomposition,
Based on the above assumptions about the model function and the output variance, the following quantities
are called the Sobol' global sensitivity indices [20, 21] .
The results discussed above make clear that the mathematical treatment of the problem of providing global sensitivity analysis consists in evaluating total sensitivity indices and, in particular, the Sobol' global sensitivity indices (3) of the corresponding order. This leads to computing of multidimensional integrals I = Ω (x) (x) dx, Ω ⊂ R , where (x) is a square integrable function in Ω and (x) ≥ 0 is a probability density function such that Ω (x) dx = 1 as it has been mentioned in Section 1.
The procedure for computation of global sensitivity indices is based on the following representation of the partial variance D y :
see [21] , where y = ( It happens that estimation of small by value indices in a complex large-scale model like the UNI-DEM is a serious challenge because of the loss of accuracy. It is a crucial element since even small indices may be important to be estimated in order to achieve a more reliable interpretation of the numerical results and a more accurate distribution of inputs influence. That is why we are focussing on special approaches that allow to compute accurately small by values sensitivity indices.
Following [9] better estimates for the first-order terms are achieved if 2 0 term in (2) is estimated directly using the relation
rather than by 2 0 = U (x) dx 2 . Its explanation comes from (4) where the corresponding estimate of the first-order indices S 1 , 1 ∈ 1 4, goes more naturally to zero for a non-influential input 1 if (5) is used [16] . It can be seen from
On the other hand, it is recommended, see [16] , to use the following estimate of the total sensitivity indices:
(
where the evaluation of 0 is based only on one of the total two independent samples. Here the estimate of the corresponding total sensitivity index goes naturally to one for a strong influential input 1 . The formula (5) is the other alternative. It should be noted that a similar accuracy rate is reached for both estimates during numerical tests described in Section 5.
The standard Monte Carlo algorithm for estimating global sensitivity indices (proposed in [20] ), and corresponding variances (partial and total), particularly presented by formula (4) , is spoilt by the loss of accuracy when D 2 0 , i.e. in the case of small (in values) sensitivity indices. The above mentioned recommendations about more reliable estimates of sensitivity indices refer to the main concepts of several Monte Carlo techniques for computing small global sensitivity measures. Its brief description is given below.
The concept of reducing the mean value approach (proposed by Sobol', 1990 ) consists of replacement of the original integrand (the mathematical model function) by a function of the following type (x) = (x) − , where ∼ 0 . For numerical experiments we have chosen the constant to be a Monte Carlo estimate of 0 . Therefore the following formulae hold to estimate the partial and total variances respectively:
The concept of the correlated sampling technique proposed in [16, 23] is to use the estimate (5) of 2 0 and the following expression for partial variances:
An approach that combines ideas of reducing of the mean value and the correlated sampling has been suggested in [22] . Again the idea consists in an original integrand shift with a constant ∼ 0 , i.e. (x) = (x) − , but variances estimates are similar to the correlated sampling technique. The corresponding estimators of variances for this combined approach are
The statistical error estimation and variance study of these estimators is provided in [22] .
The correlated sampling technique has been applied here to estimate global sensitivity indices (first-order, higher-order, and total) in an accurate way. In Section 5 the reasons to choose this approach will be discussed based on the numerical results obtained.
Description of the Unified Danish Eulerian Model
The Unified Danish Eulerian Model (UNI-DEM) is a complex and powerful large-scale air pollution model for calculating the concentrations of a large number of pollutants and other chemical species in the air and their variation along certain time period (month, year, decade, etc.). The concentrations (and other application-oriented functions dependent on them) are calculated for a large geographical region (4800 × 4800 km), covering the whole Europe, the Mediterranean Sea and some parts of Asia and Africa. It takes into account the main physical, chemical and photochemical processes in the atmosphere. Large input data sets are needed for the emissions and the quickly changing meteorological conditions, which must also be taken into account. From the output results one can derive important information for environmental protection, agriculture, health care, etc.
The UNI-DEM is mathematically represented by the following system of partial differential equations (PDE), in which the unknowns are the concentrations of a large number of chemical species. The main physical and chemical processes (advection, diffusion, chemical reactions, emissions and deposition) are represented by separate terms in the right-hand side of that system. ) leads to a system of stiff ordinary differential equations [27] . Both non-linearity and stiffness are responsible for numerical and computational difficulties arising after some kind of discretization. The difficulties and challenges appear even when advanced numerical schemes are used, see, for instance [27] . For the purpose of its efficient numerical solution, (7) is split into submodels, which represent the main physical and chemical processes. The sequential splitting [12] is used in the production version of the model, although other splitting methods also have been considered and implemented in some experimental versions [3, 5] .
After the splitting process the following three submodels are formed:
( ) horizontal advection and diffusion
( ) chemistry, emissions and deposition
( ) vertical transport
The following methods are used in the numerical solution of the submodels:
• Advection-diffusion part: Finite elements, followed by predictor-corrector schemes with several different correctors [27] .
• Chemistry-deposition part: An improved version of the QSSA (Quasi Steady-State Approximation) [8] .
• Vertical transport: Finite elements, followed by theta-methods [27] .
Spatial and time discretization makes each of the submodels a huge computational task, challenging for the most powerful supercomputers available nowadays. That is why the parallelization has always been a key point in the computer implementation of the UNI-DEM since its very early stages. The EMEP grid or some refinement of it is used for spatial discretization of the equations (EMEP is an abbreviation of the European Monitoring and Evaluation Programme). The condensed CBM-IV (Carbon Bond Mechanism) is used in the chemistry-deposition part. This chemical scheme is one of the most accurate, but computationally expensive as well.
The development and improvements of the UNI-DEM throughout the years have led to a variety of different versions with respect to the grid-size/resolution, vertical layering (2D or 3D model respectively) and the number of species in the chemical scheme. A coarse-grain parallelization strategy based on partitioning of the spatial domain in strips or blocks is mainly used in the UNI-DEM. For the purpose of sensitivity analysis studies a specialized version of this package, called the SA-DEM, was recently developed. More details about its parallel implementation properties can be found in [13] [14] [15] . The use of its new modification for the purpose of our current study is given in the next section.
First stage of sensitivity studies implemented via the SA-DEM
The goal of our particular research of the UNI-DEM, described in the rest of this paper, is to study the sensitivity of the output (in terms of mean monthly concentrations of several important pollutants) with respect to variation of input emissions of the anthropogenic pollutants. The anthropogenic emissions are determined as vectors with four different components E = (E N E C E S E A ), given separately in the input data flow. These components correspond to four different groups of pollutants as follows:
• E N  nitrogen oxides (NO and NO 2 );
• E C  anthropogenic hydrocarbons;
• E S  sulphur dioxide (SO 2 );
• E A  ammonia (NH 3 ).
The first stage of computations consists of generation of the input data necessary for the particular sensitivity analysis study. In our case this means to perform a number of experiments with the UNI-DEM by doing certain perturbations in the data for these emissions.
The most commonly used output of the UNI-DEM are the mean monthly concentrations of a set of dangerous chemical species (or groups of species) in dependence with the particular chemical scheme, calculated in the grid points of the computational domain. With respect to the chemical species, in this paper we focused on the following:
• ammonia (NH 3 );
• ozone (O 3 );
• ammonium sulphate and ammonium nitrate (NH 4 SO 4 and NH 4 NO 3 ).
Actually, the UNI-DEM produces summarized concentrations of ammonium sulphate and ammonium nitrate. That is why the latter sum of pollutants is considered as one united pollutant in our further study.
With respect to the grid points of the computational domain we selected the nearest to the next three European cities with different climate and level of pollution: (i) Milan, (ii) Manchester and (iii) Edinburgh. In principle, the output results for these points of the domain would be most precise if the experiments are done on the highest resolution grid, available in the UNI-DEM  480 × 480, with a step 10 km. The input emissions data, however, is available only on the coarser 96 × 96 grid, so it is used after some interpolation process in the finer resolution grids. That is why for this particular study, where sensitivity with respect to the input emissions is evaluated, we chose to use the 96 × 96 grid-version, which is not so computationally expensive as well.
In the numerical experiments given below, we used the concentrations of the above three pollutants in the above three cities, extracted from the file with mean monthly concentrations for January 1997  the typical winter scenario. The period was chosen for two reasons:
• Our previous study [4] showed that total sensitivity indices practically do not depend on the meteorological conditions that change from one year to another if the period of the year is fixed.
• We wanted to consider a scenario (case study) for a period in the past for which the model we use was proven reliable.
These nine values, obtained from the experiment with the actual emissions (basic scenario), can be rather different. For the purpose of getting more consistent results, we use them to calculate the relative values of the corresponding results from the other experiments (with reduced emissions) with respect to the basic scenario.
Results of a large number of the UNI-DEM runs with properly reduced emissions Thus, for each of the 15 edges in the hypercube, ending in the unit vertex (1 1 1 1) , there are 9 (for = 0 1) or 18 (for = 0 05) different samples of α, and so the same number of one-month model runs with reduced (by α) emission levels are needed (in addition to the basic one) in order to produce the needed mesh functions in form of tables. This requires a huge computational effort and a powerful computer system. To meet these challenges, we developed an advanced highly parallel modification of the UNI-DEM, specially adjusted to be used in various sensitivity analysis studies. This code, called the SA-DEM, was recently developed and implemented on the most powerful supercomputer in Bulgaria  IBM BlueGene/P. It was used successfully in sensitivity analysis of the UNI-DEM with respect to the rate coefficients of several chemical reactions [4, 14] . In our particular sensitivity analysis study regular perturbations have to be done on the input data from the emission files (in the START module of the model), instead of on the chemical rate coefficients (in the CHEMISTRY submodel), as in our previous study, and the necessary updates in the SA-DEM were done. This leads to generation of multiple data-independent tasks, appropriate for parallel execution. Thus an additional opportunity for a coarse-grain parallelism appears in the SA-DEM, which is efficiently exploited on the highly parallel IBM BlueGene/P. This is the highest level of parallelism in the SA-DEM on the top of the grid-partitioning level, the basis for the distributed-memory MPI parallelization in the UNI-DEM. Moreover, our target machine offers a limited amount of shared memory parallelism. It is exploited on the lowest (finer-grain) level of parallelism in our algorithm by using OpenMP standard directives.
As a result of parallel computations with the use of the SA-DEM and the IBM BlueGene/P supercomputer, on this stage we obtain 15 tables with values of the model function (one per each edge in the hypercube of reduced emissions, adjacent to (1 1 1 1) vertex. There are nine columns in each table, containing the results for each of the three pollutants ∈ { 1 2 3 } in the selected three cities (with ( ), = 1 2 3, the coordinates of the nearest grid-point to the corresponding city). In each column the ratios 4 , regularly distributed over the corresponding edge of the hypercube, and the corresponding value for the basic scenario (α = (1 1 1 1) ) are presented. This practically means that the data in all tables is normalized with respect to the basic scenario and so, the value 1 appears in the first place in each column (for α = (1 1 1 1) ). These tables are used to define nine mesh functions (for the different pollutants and places) in different points of the hypercubic domain (specified by the different values of α). These are used as the input data on the next stage of our study. An example of one such table containing the results on the diameter through the unit vertex (1 1 1 1) of our hypercubic domain is given in Table 1 . There all four components of α are decreasing from 1 to 0 1 by a step 0 1. 
Numerical results and discussion
The second stage of computations consists of the following steps: (i) approximation, and (ii) computing of the Sobol' global sensitivity indices.
The approximation stage is an important link between the generation of experimental data and the mathematical technology for sensitivity analysis. The precise approximation of the data is crucial for the overall reliability of the obtained sensitivity indices. That is why the investigation and determination of an applicable instruments for approximation of the table function is important part of the work.
We use polynomials of the second degree as an approximation tool [24] , where ( ) (x) is the polynomial that approximates the mesh function given in the table that corresponds to the -th chemical species,
To estimate the accuracy of the approximation the squared 2-vector norm is used. It is defined as
, where x ∈ [0 5; 1] 4 , and (x ), = 1 , are the corresponding table values obtained as a result of runs of the SA-DEM.
A number of preliminary numerical experiments on the approximation step with polynomials of different degree has been done. Second degree polynomials (15 unknown coefficients), third degree polynomials (35 unknown coefficients), and forth degree polynomials (70 unknown coefficients) are used for data approximation. Various domains of the perturbation parameters and mesh steps have been studied to find the most appropriate and accurate approximation tool for the current database. The results of the squared 2-vector norm obtained applying polynomials of different degree for the data approximation are presented in Table 2 . The chosen results correspond to ammonia concentrations in the area of Manchester. The squared 2-vector norm of the approximation with the polynomials under consideration has similar behavior for two other groups of species (ozone and ammonium sulphate and ammonium nitrate) and for two other cities. It is reasonable to look for the simplest approximation that satisfies the needed accuracy. For studies of environmental modeling an accuracy of 5-10 % is considered as good, or acceptable. Based on results of the squared 2-vector norm the following conclusions can be drawn:
• The polynomials of the second and forth degree give smaller approximation error in comparison with the third degree polynomials.
• If a refined mesh is used (step = 0 05) and/or the grid points are far away from the point (1 1 1 1) , then the approximation error increases in both cases.
• The approximation error corresponding to the second degree polynomials is stable according to mesh refinement and it decreases smoothly with domain restrictions. One may explain the results obtained in the following way: if the degree of the approximation polynomial is relatively high, then there are more degrees of freedom (large number of unknown coefficients needed to be determined). The computation of the unknown coefficients is performed by minimizing a functional (normally, the sum of squared distances between the values of the mesh function and the values of the approximation polynomial is minimized). As higher is the degree of the polynomial as large is the system of equations needed to be solved. Often, this larger system is worse conditioned than the smaller one. In such a way the use of high degree polynomials does not necessary lead to a higher accuracy. That is why it may happen that the third degree polynomials may give worse results: some very small polynomial coefficients are computed with a smaller accuracy. This is one possible effect that we have observed. Another effect is that high order polynomials are becoming unnecessary flexible for the real mesh-functions. They are bending (waving) more than needed. This effect is somehow similar to the well-known Gibbs phenomenon when the increase of the order of polynomials makes the approximation the worst in the uniform norm. These reasons have defined the second degree polynomials to be chosen as the main approximation tool in the current study because of the mentioned above properties of the approximation error. One can see that the second degree polynomials fully satisfy the requirements for accuracy.
The results about first-and second-order sensitivity indices of the ammonia, ozone, ammonium sulphate and ammonium nitrate in Milan, Manchester, and Edinburgh for January 1997, are represented graphically in Figure 1 . They have been obtained applying the Sobol' variance-based approach for global sensitivity analysis and, in particular, the correlated sampling for computing all possible sensitivity measures to study influence of four chosen groups of air pollutant emissions over the concentration of the three important air pollutants mentioned above.
According to our best knowledge, such an advanced sensitivity study of the UNI-DEM model output with respect to emission levels is provided for the first time. Preliminary results from local sensitivity analysis were not available in opposite to sensitivity study according to chemical rates [4] . That is why it was a real challenge which sensitivity analysis approach will be efficient enough to analyze available model values database adequately. The present sensitivity study has been provided under assumption that input parameters (the four main groups of air pollutants described in Section 4) are independent. The latter assumption is realistic [27] . This allows us to apply the Sobol' variance-based approach for global sensitivity analysis presented in Section 2.
Firstly, the standard Sobol' algorithm presented by (4) has been applied. As an example, the numerical results obtained for sensitivity study of ammonia concentrations with respect to emission levels in the area of Milan in January 1997 are the following: a) 0 ≈ 0 048 and 2 0 ≈ 0 002, respectively; b) the total variance D ≈ 0 038, and the partial variances The comparatively small values of 0 give an assumption that the correlated sampling approach could be efficient, see [22] . A number of numerical experiments have been performed applying the correlated sampling and combined approach. The results of sensitivity indices are similar for both approaches and have the same behaviour from a practical point of view. Unessential reducing of the corresponding mean values and more accurate estimate (5) of 2 0 is crucial for the efficiency of these approaches in our case study. That is why the correlated sampling as well as the combined approach give reliable results about sensitivity measures of interest. The correlated sampling approach is preferable here because the original model function constructed after the approximation step (not the shifted one with a constant ) is used for multidimensional integration. In such a way we are coming to a different conclusion in comparison with the case of the sensitivity study according to chemical rates [4] , where the combined approach has been the only efficient technique to produce reliable sensitivity measures. Our conclusion follows from the fact that the reducing of the corresponding mean values is essential. An accurate estimate of 2 0 is required because small sensitivity indices appear.
A detailed description of the results obtained for the first-and second-order as well as total sensitivity indices is given in Table 3 . These results are obtained using subroutines from Mathematica package (version 7.0 1.0, [29]) for multidimensional integration. It should be noted that all third-and forth-order sensitivity indices are very small and that is why they are not included into the table. The sensitivity indices related to Edinburgh are inside the intervals defined by indices corresponding to other cities in the cases of larger effects. One more common feature for all case studies is that the sum of main effects is close to 1. It means that the model is additive according to input parameters under consideration -the most important air pollutants. They are collected into four groups as follows: ammonia, nitrogen oxides, sulphur dioxide, and anthropogenic hydrocarbons. The next observation based on the results could be made: • The most influential pollution emissions about the ammonia concentrations are the ammonia emissions themselves (81-89 %). The situation is similar in all of three cities under consideration, but one may notice that the influence in the southernmost town Milan is slightly larger. The ammonia concentrations are also influenced by sulphur dioxide emissions (but in a smaller extent, 11-18 %) and this influence is the biggest for the area of Manchester. The higher-order effects are almost negligible excluding the joint effect (0 1-0 6 %) of the two mentioned above groups of air pollutants. The total effects mainly comprise of the corresponding main effects, but for Manchester and Edinburgh a little contribution of joint effect of ammonia and sulphur dioxide emissions appears.
• as the ozone does not necessarily participate in all these reactions 11  important precursors of ozone participate instead. The proportions of influence extents between two mentioned groups of pollutants are different  the anthropogenic hydrocarbons dominate strongly in Milan (its population including surrounding metropolitan area is about 3 7 millions people based on 1991 National Institute of Statistics (Istat, Italy) census) versus about 2 6 millions people including surrounding metropolitan area of Manchester (population of the boroughs of greater Manchester for 1993), where the nitrogen oxides emissions dominate. The influence of nitrogen oxides emissions and anthropogenic hydrocarbons is comparatively balanced in Edinburgh (Edinburgh has a population of about half a million people according to 1991 census). The second-order interaction effects in the area of Manchester are really negligible (even S 24 0 1 %) while the same joint effect for Milan and Edinburgh is about 2 %; again the total effects are mainly formed by the corresponding main effects, but for Milan and Edinburgh a little contribution of joint effects of anthropogenic hydrocarbons and nitrogen oxides emissions appear.
• The most influential pollutant emissions about the ammonium sulphate and the ammonium nitrate concentrations are the sulphur dioxide emissions (58-82 %). Smaller, but essential, influence of the ammonia emissions is observed (15-39 %). The proportions of influence extents between two mentioned groups of pollutants are different; the influence of the ammonia and sulphur dioxide emissions is comparatively balanced in Manchester. It is the only case here where all four groups of pollutants influence on the important species under consideration -the nitrogen oxides and anthropogenic hydrocarbons have a slight effect, but not negligible. The most of the second-order effects in the area of Manchester are really negligible (excluding S 13 ≈ 2 5 %) while the three second-order interaction effects for Edinburgh have a contribution to the corresponding total effects (0 1-3 3 %).
Conclusion
Sensitivity study of the output of a large-scale mathematical model simulating the remote transport of air pollutants (UNI-DEM) according to emission levels is provided. The influence of emission levels over three important air pollutants (ammonia, ozone, and ammonium sulphate and ammonium nitrate) in areas of three European cities (Milan, Manchester, and Edinburgh) with different geographical locations is considered.
The Sobol' variance-based approach for global sensitivity analysis has been applied to compute the corresponding sensitivity measures. Small sensitivity indices appear in all of the case studies. Theoretical study as well as practical computations are performed in order to analyze efficiency of various variance reduction techniques for computing small indices. The importance of the accurate estimation of small sensitivity indices is analyzed. The correlated sampling technique for small sensitivity indices gives reliable results for the full set of sensitivity indices of interest. Its superior efficiency is studied in details in comparison with other techniques for computing of small sensitivity indices in cases of loss of accuracy. Despite the fact that some of the first-order sensitivity indices are small, simplifications of the mathematical model should not be made on this stage since each group of air pollutants under consideration has important influence over some of the chemical species chosen. A valuable information based on a comprehensive analysis of the influence of main groups of pollution emissions over a set of important air pollution concentrations has been gained.
As future research in this area we plan to perform computations for typical summer scenarios when the concentration levels of air pollutants are normally higher.
