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We present a new method of constructing a fully robust qubit in a three-level system. By the application of
continuous driving fields, robustness to both external and controller noise is achieved. Specifically, magnetic
noise and power fluctuations do not operate within the robust qubit subspace. Whereas all the continuous driving
based constructions of such a fully robust qubit considered so far have required at least four levels, we show
that in fact only three levels are necessary. This paves the way for simple constructions of a fully robust qubit in
many atomic and solid state systems that are controlled by either microwave or optical fields. We focus on the
NV-center in diamond and analyze the implementation of the scheme, by utilizing the electronic spin sub-levels
of its ground state. In current state-of-the-art experimental setups the scheme leads to improvement of more
than two orders of magnitude in coherence time, pushing it towards the lifetime limit. We show how the fully
robust qubit can be used to implement quantum sensing, and in particular, the sensing of high frequency signals.
PACS numbers: 03.67.Ac, 03.67.Pp
I. INTRODUCTION
The implementation of quantum technology applications
and quantum information processing requires a reliable real-
ization of qubits that can be initialized, manipulated, and mea-
sured efficiently. In solid state and atomic systems, ambient
magnetic field fluctuations constitute a serious impediment,
which usually limits the coherence time to several orders of
magnitude less than the lifetime limit. Pulsed dynamical de-
coupling [1–3] has proven to be very useful in prolonging the
coherence time [4–11]. However, in order to mitigate both
external and controller noise, very rapid and composite pulse
sequences must be applied [12–16], which are not easily in-
corporated into other operations and require a lot of power
[17]. Similarly, in continuous dynamical decoupling [17–25],
the effect of the controller noise can be diminished by either
a rotary echo scheme [26, 27], which is then analogous to
pulsed dynamical decoupling, or by the concatenation of sev-
eral driving fields [28–30], which is limited by the reduction
of the dressed energy gap, and results in slower qubit gates.
However, a multi-state system enables a different approach.
In [31], a fully robust qubit; i.e., a qubit that is robust to both
external and controller noise, was realized by the application
of continuous driving fields on a specific hyperfine structure.
Subsequently, a general scheme for the construction of a fully
robust qubit was introduced in [32].
So far, all the continuous driving based implementations of
a fully robust qubit have been investigated [32–36] and ex-
perimentally realized [31, 37–40] with the application of on-
resonance driving fields. This, however, requires at least four
energy levels on which the driving fields operate, and hence is
not applicable to a three-level system. In fact, together with a
three-level system, an additional hyperfine level was consid-
ered in [31]. In [34], one of the excited states of the NV-center
was used, but necessitated a cryogenic temperature, and in
[32] two Λ systems (composed of six states) were employed.
In this paper we show how a fully robust qubit can be con-
structed by only utilizing a three-level system through the
application of continuous off-resonant driving fields. Our
Figure 1. Fully robust qubit. By the application of continuous driv-
ing fields we create a robust qubit subspace. Magnetic noise and
power fluctuations of the driving fields do not operate within the ro-
bust qubit subspace. (a) Bare states, Hd (driving Hamiltonian). (b)
Fully robust qubit (blue), Ω (smallest energy gap between the robust
qubit states and non-robust states.
method achieves robustness to driving noise, which is the typ-
ical problem of continuous dynamical decoupling schemes.
Three level-systems are widely available and appear in many
atomic and solid state systems, such as trapped ions, rare-
earth ions, defect centers, and in particular, the NV-center in
diamond. This scheme is applicable to both optical and mi-
crowave configurations. The fact that only the three-level sys-
tem is manipulated facilitates the realization of the fully robust
qubit and its integration in the target application. Moreover,
the construction by off-resonant driving fields enables the im-
plementation of fast, simple qubit gates. Our scheme is there-
fore aimed at enhancing the performance of a wide range of
tasks in the fields of quantum information science and quan-
tum technologies, and in particular, quantum sensing, where
due to the off-resonance construction, our scheme constitutes
a novel method for sensing high frequency signals.
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2Figure 2. Fully robust qubit in a three-level system. (a) Two Λ
systems are created via the same level with two unequal detunings of
opposite signs. (b) The driving fields of the two Λ systems result in
Stark shifts of the three levels, here described in the {|B〉, |D〉, |0〉}
basis. In the case where the ratio between the red detuning and the
blue detuning is equal to 2 (and for the specific values of the Rabi
frequencies), the Stark shifts of the |B〉 and |0〉 states are identical.
At the same time, a large energy gap is formed between the |B〉 and
|D〉 states.
II. FULLY ROBUST QUBIT
We start with an explicit definition of a fully robust qubit
[32]. Let us denote by {|Ri〉} the robust qubit states. In what
follows Hd is the (continuous) driving Hamiltonian,HR is the
Hilbert subspace of the fully robust qubit, andH⊥ is the com-
plementary Hilbert space, that is,H =HR⊕H⊥. We define
the fully robust qubit by (See Fig. 1)
〈Ri|Sz
∣∣R j〉= 0 ∀i, j, (1)
Hd |Ri〉= λR|Ri〉 ∀i. (2)
The first equation ensures that magnetic noise does not op-
erate within the subspace of the fully robust qubit; the noise
can only cause transitions between a robust state and a state
in the complementary subspace. We assume (by construc-
tion) that the energy of all states in HR is far from the en-
ergy of the states in H⊥. More specifically, we assume that
ν = mini|λ⊥i − λR|, where λR (λ⊥i ) is an eigenvalue of an
eigenstate inHR (H⊥), is much larger than the characteristic
frequency of the noise, as in this case the lifetime T1 would
be inversely proportional to the power spectrum of the noise
at ν . This ensures that the rate of transitions fromHR toH⊥
due to magnetic noise is negligible.
The second equation indicates that the robust states do not
collect a relative dynamical phase due to Hd , and are therefore
immune to noise originating from Hd . Power fluctuations of
the driving fields result in identical energy fluctuations of the
robust states.
To summarize, the first equation ensures that the robust
states are immune to external noise, while the second equation
ensures that the robust states are also immune to controller
noise.
III. FULLY ROBUST QUBIT IN A THREE-LEVEL
SYSTEM
The rationale for the method is illustrated in Fig. 2. Driving
a three-level system in a Λ configuration with large detunings
results in Stark shifts of all three levels. We design the driv-
ing fields; i.e., their Rabi frequencies and detunings, in such
a way that the new eigenstates are decoupled, in first order,
from the external magnetic field (see Eq. 1). In addition, up
to the second order, two of the eigenstates have an identical
Stark shift (see Eq. 2); hence, fluctuations in the energy gap
between them are mitigated since noise in the driving fields
will cause only fluctuations due to the higher order terms of
the Stark shifts. Specifically, we consider driving fields in two
Λ configurations. In one Λ configuration the driving fields
are red detuned and in the second Λ configuration the driv-
ing fields are blue detuned. Denote by Ω the Rabi frequency
of the driving fields, and by ∆ the detuning. The red detuned
driving fields, which correspond to (in the interaction picture
(IP))
Hred =Ω
(
|0〉〈−1|e−i∆t + |0〉〈+1|e−i∆t
)
+h.c., (3)
result in the effective Hamiltonian [41]
Hrede f f =−
Ω2
∆
(
2S2x +4S
2
z −41
)
. (4)
Similarly, the blue detuned driving fields, which correspond
to
Hblue =Ω
(
|0〉〈−1|e+i ∆2 t −|0〉〈+1|e+i ∆2 t
)
+h.c., (5)
result in the effective Hamiltonian
Hbluee f f =−
Ω2
∆
(
4S2x −4S2z
)
. (6)
Our construction therefore results in the effective Hamiltonian
He f f = Hrede f f +H
blue
e f f =−
Ω2
∆
(
6S2x −41
)
, (7)
whose |B〉 = 1√
2
(|+1〉+ |−1〉) and |0〉 eigenstates have a
zero first order Zeeman shift and identical energies. Hence,
the two requirements for a fully robust qubit, Eq. 1 and
Eq. 2, are fulfilled by the |B〉 and |0〉 states (with Hd =
He f f ). Viewed in the {|B〉, |D〉, |0〉} basis, where |D〉 =
1√
2
(|+1〉− |−1〉), the red detuned driving fields induce a
positive (negative) Stark shift to the |0〉 (|B〉) state, while the
blue detuned driving fields induce a negative (positive) Stark
shift to the |0〉 (|D〉) state. The driving fields are therefore
tuned such that the total Stark shift of the |0〉 state will be
equal to the Stark shift of the |B〉 state (see Fig. 2).
We assume a zero-field splitting between the |0〉 and |±1〉
states. In case that the | ± 1〉 states are split, due to a static
magnetic field, the on-resonance frequencies of the | − 1〉 ↔
|0〉 and |+1〉↔ |0〉 transitions are not identical, therefore, we
3consider the regime where gµBB ∆ Ω. Hence, each Λ
system requires two different (phase-matched) driving fields
and, in the case of a microwave implementation (with linear
polarizations), corrections on the order of ∼ Ω2gµBB are intro-
duced.
IV. ROBUSTNESS
We first analyze the robustness of the scheme to environ-
mental and controller noise, which are extremely crucial to
the NV-based implementation, and then refer to possible er-
rors in the general experimental set-up.
With respect to environmental noise, dephasing of the
dressed states is caused by two factors. The first source of
dephasing is the high order coupling to the external magnetic
field. By construction, the first order coupling is eliminated,
but higher order terms remain. This can be grasped by moving
to the time independent frame of the dressed states. In the lab
frame, and in the basis of the bare states, the Hamiltonian of
the noise is given by
Hnoise = gµBB(t)Sz, (8)
where B(t) is a randomly fluctuating magnetic field. Moving
to the IP with respect to the energies of the bare states, and
then moving to the basis of the dressed states, Hnoise is trans-
formed to
HInoise = gµBB(t)(|B〉〈D|+h.c.). (9)
We continue by moving to the time independent frame; that
is, to the IP with respect to HI0 = −∆|B〉〈B|+ ∆2 |D〉〈D|. This
results in
HIInoise = gµBB(t)(|B〉〈D|e−i
3
2∆t +h.c.). (10)
The Stark shifts obtained by the driving fields are accom-
panied by a small amplitude mixing between the ideal
{|0〉, |B〉, |D〉} states (i.e., the exact eigenstates), which means
that HIInoise is further (slightly) rotated to have both diagonal
and other off-diagonal terms. However, due to the high detun-
ing of ∼ 32∆, the effect of all of these contributions is negli-
gible. Therefore, the significant effect of the noise is due to
the coupling between the |B〉 and |D〉 states. In the first or-
der, the noise induces a longitudinal relaxation (decay) rate of
∼ SBB(EBD), where SBB is the power spectrum of the noise,
and EBD is the energy gap between the |B〉 and |D〉 states.
Hence, a large EBD ensures that the longitudinal relaxation
rate is negligible (∼ SBB(EBD) 1T1 ). In this case, the noise
does not induce transitions between the |B〉 and |D〉 states,
but does result in a second order fluctuating phase shift of
∼ (gµBB(t))2EBD . The resulting dephasing rate is considerably di-
minished with an increasing EBD (see Appendix A). The sec-
ond source of dephasing is due to the counter-rotating terms of
the driving fields, which induce minor mixing between the |B〉
and |D〉 states via a Raman transition. In case that the |± 1〉
states are Zeeman sub-levels, this results in an additional mix-
ing term of∼ ( Ω2gµBB )Sz in the effective Hamiltonian of Eq. (7),
and the mixing is of the order of ∼ ( Ω2gµBB )/(
Ω2
∆ ) =
∆
gµBB . This
implies a dephasing rate of ∼ ∆gµBBSBB(0), which is greatly
suppressed by enlarging the Zeeman splitting.
Regarding controller noise, in an ideal construction the
(second order) Stark shifts of the |B〉 and |0〉 states are iden-
tical and therefore immunity to controller noise is obtained.
However, while we can fix the second order Stark shifts to
be identical, the fourth order terms might not be negligible,
and in this case will introduce an energy gap between the |B〉
and |0〉 states. Fluctuations of this energy gap, due to driv-
ing amplitude noise, can be significantly reduced by either an
exact calculation of the fourth order energy shifts, or a nu-
merical search for the point of a non-zero second order shift,
which is robust to driving fluctuations [44]. In Appendix B we
show how robustness could be further improved by utilizing
a double-drive, where the first drive is on-resonance and the
second drive is off-resonance.
For the case of an NV-center in diamond, which we ana-
lyzed in detail (see below), our scheme achieves a significant
improvement in the coherence time under realistic conditions
that take into account both environmental noise and power
fluctuations of driving fields.
The robustness of the scheme may also be affected by er-
rors in the experimental set-up. An uncertainty, or a drift, of
the static magnetic field, δBz, shifts the bare |+1〉 and |−1〉
states, and therefore introduces two-photon detunings. Com-
pared to the effect of the fluctuating magnetic noise, the dom-
inant effect here is a first order effect. The coupling between
the |B〉 and |D〉 states results in an amplitude mixing and the
|B〉 state is modified to |B˜〉 ∼ |B〉+ gµBδBz∆Ω2 |D〉. Hence, δBz
inflicts a dephasing rate of ∼ gµBδBz∆Ω2 SBB(0). This dephasing
rate, however, remains negligible as long as the energy gap
between the dressed states is much larger than the magnetic
field uncertainty; that is, Ω
2
∆  gµBδBz. In addition, there
can be relative amplitude and relative phase errors between
the two driving fields of a Λ system. In both cases, a relative
error of ε will introduce an amplitude mixing of ∼ εΩ∆ and
an energy shift of ∼ ε2Ω2∆ . For example, a relative amplitude
error of ε in the red detuned Λ system introduces (in the IP)
the coupling term εΩ(|0〉〈D|e−i 32∆t + h.c.), which results in
an amplitude mixing of ∼ εΩ∆ between the |0〉 and |D〉 states.
Since the magnetic noise rotates at the same frequency as this
coupling term (see Eq. 10) and because there is an amplitude
mixing of ∼ Ω∆ between the |0〉 and |B〉 states, we have that
〈0|Sz|0〉 ∼ (Ω∆ )2ε , and hence, the inflicted dephasing rate due
to a relative amplitude error of ε is ∼ (Ω∆ )2εSBB(0).
V. SINGLE QUBIT GATES
In this section we show how protected qubit gates can be
implemented and discuss their application for sensing. A σx
gate can be realized by driving the |B〉 ↔ |0〉 transition on
4Figure 3. Single qubit gate and sensing. A single qubit gate in the
bare states basis (a), and in the dressed states basis (b). Red (green)
arrows correspond to a gate withΩg ∆ (Ωg Ω2∆ ). The green gate
enables the sensing of high frequency fields. (c) Control field used
for the sensing of low frequency fields via a Raman transition in the
bare states basis. (d) The sensing Raman transition in the dressed
states basis, where g denotes the sensing field. Dashed arrows in (a)
and (c) represent the dressing driving fields.
resonance with
Hx =Ωg (cos(ω−1,0t) |0〉〈−1|+ cos(ω+1,0t) |0〉〈+1|)+h.c..
(11)
Note that while a concatenated on-resonance driving scheme
allows for slow gates with Ωg  Ωn, where Ωn is the Rabi
frequency of the last driving field, our method enables fast
gates, where Ωg is limited solely by the detuning, Ωg  ∆
(see Fig. 3). A σy gate can be realized by introducing a phase
shift of pi2 in the driving frequency with respect to the driving
frequency of the σx gate. Alternatively, one can start with a
polarization that corresponds to the σy gate, and then add the
pi
2 phase shift to get the σx gate. These realizations of σx or σy
gates require two (phase-matched) driving fields, which only
couple the |B〉 state to the |0〉 state (similar to the dressing
fields). A simpler implementation of the gates can be achieved
by employing only one of the driving fields. However, as this
driving field couples both the |B〉 and |D〉 states to the |0〉 state,
Ωg is limited by Ωg Ω2∆ .
VI. SENSING
Sensing of high frequency signals is of great importance,
especially in the case of classical fields sensing [45, 46], in de-
tection of electron spins in solids [47] and NMR [48]. To the
best of our knowledge, to date, dynamical decoupling tech-
niques have not been incorporated in sensing schemes of high
frequency signals, which are therefore limited by T ∗2 . Our
scheme enables enhanced sensing of high frequency AC sig-
nals, where a signal induces rotations of the fully robust qubit.
Figure 4. Implementation with the NV-center. Ground state of
the NV-center. (a) Without a static magnetic field. (b) With a static
magnetic field and driving fields. The ratio of ∆1 to ∆2 is chosen such
that robustness to power fluctuations of driving fields is achieved.
This can be accomplished by tuning the frequency of the
|B〉 ↔ |0〉 transition to the sensing field frequency, as in this
case the frequency corresponds to the energy gap between the
bare |0〉 and |±1〉 states. Since the sensing sensitivity scales,
in the shot noise limit, like
√
T2, for the case of sensing with
an NV-center our scheme predicts an improvement of ∼ 1 or-
der of magnitude in sensitivity.
Sensing of AC signals with lower frequencies can by done
by a Raman transition. We assume that the AC signal cor-
responds to a σz operation, which couples the |B〉 and |D〉
states, and its amplitude is denoted by g. A Raman transition
between the |B〉 and |0〉 states is achieved by adding a control
field whose frequency is tuned to match the same detuning as
that of the AC signal, so a one-photon detuning is obtained
(See Fig. 3 (c) ,(d)). Full oscillation will then be observed
whenever
√
2Ωc = g, where Ωc is the Rabi frequency of the
control field. In this case the sensing sensitivity is limited by
the fluctuations of the (dressing) Rabi frequency, Ω, which re-
sults in fluctuations of the one-photon detuning, δ . Ideally,
the sensitivity scales like δg
√
TΩ2 , where T
Ω
2 is the coherence
time induced by the Rabi frequency fluctuations. Note that
the sensitivity of low-frequency signal sensing using the bare
state scales like
√
T ∗2 , while a scaling of
√
TΩ2 is obtained by
utilizing the |B〉 ↔ |D〉 transition of the dressed states.
VII. IMPLEMENTATIONWITH THE NV-CENTER IN
DIAMOND
The electronic ground state of the NV-center is a spin 1
state, where the |±1〉 states are separated from the |0〉 state by
a zero-field splitting of D= 2.87 GHz [49, 50] (see Fig. 4 (a)).
We consider a static magnetic field, which is applied along
5the NV axis, such that gµBB ≈ 20 GHz (note that a larger
Zeeman spitting would result in a better decoupling from the
magnetic noise). In this case level-crossing occurs and the en-
ergy gaps between |0〉 and | ± 1〉 correspond to ω0,+1 ≈ 23
GHz and ω0,−1 ≈ 17 GHz (see Fig. 4 (b)). We assume that
to have a good decoupling of the robust qubit and the mag-
netic noise we need to create an energy gap of & 10 MHz
between the |B〉 and |D〉 states; hence, we set Ω = 70 MHz
[51, 52]. This implies that the conditions for an ideal construc-
tion, gµBB,ω0 ∆Ω, are not fully satisfied and therefore
the Stark shifts will have contributions from all driving fields
as well as from the counter-rotating terms. The Hamiltonian
of the system is given by
H = ω0S2z +ωBSz
+ΩSx
(
cos [(ω0+ωB−∆1) t]+ cos [(ω0−ωB−∆1) t]
+ cos [(ω0+ωB+∆2) t]− cos [(ω0−ωB+∆2) t]
)
, (12)
where ω0 = D and ωB = gµBB. By moving to the IP with
respect to H0 =ω0S2z +ωBSz (but not taking the rotating-wave
approximation (RWA)), and then moving to the ideal dressed
states basis , {|0〉, |B〉, |D〉} we obtain HI =UeiH0tHe−iH0tU†,
from which we calculate, in the ideal dressed states basis, the
energy shifts of the dressed states (up to the second order)
[41, 42]. The energy shifts are given by [43]
∆EB =
1
8
Ω2
(
4
∆1
+
4
2ω0−∆1
+
1
2ωB+∆1
− 1
2ωB−∆1 +
1
2ωB−∆2 −
1
2ωB+∆2
+
1
−2ωB−∆1+2ω0 +
1
2ωB−∆1+2ω0
+
1
−2ωB+∆2+2ω0 +
1
2ωB+∆2+2ω0
)
, (13)
∆ED =
1
8
Ω2
(
− 4
∆2
+
4
2ω0+∆2
+
1
2ωB−∆2 −
1
2ωB+∆2
+
1
2ωB+∆1
− 1
2ωB−∆1
+
1
−2ωB+∆2+2ω0 +
1
2ωB+∆2+2ω0
+
1
−2ωB−∆1+2ω0 +
1
2ωB−∆1+2ω0
)
, (14)
∆E0 =−∆EB−∆ED. (15)
In an ideal scenario the terms ∼ Ω2ω0 , Ω
2
ωB would be negligible,
and hence, the requirement ∆E0 = ∆EB would imply ∆2 = ∆12 .
In order to achieve an energy gap of & 10 MHz between
the |B〉 and |D〉 states, together with Ω = 70 MHz, we also
set ∆1 = 500 MHz. For ∆E0 = ∆EB, the energy gap between
the |0〉 and |B〉 states, due to the fourth order energy shifts, is
E0B = E0−EB ≈ 0.25 MHz, which means that driving fluctu-
ations will impose a limitation on the coherence time. We
therefore tune the energy shifts to a robust point at which
∆E0 − ∆EB ≈ 0.63 MHz, and E0B ≈ 0.315 MHz [44]. In
Figure 5. Coherence time. Simulation of an NV-center implementa-
tion of a fully robust qubit where T ∗2 = 5 µs, Ω= 70 MHz, ∆1 = 500
MHz and ∆2 = 209 MHz. The graph is a result of average over
200 trails, and shows oscillations between the |ψ±〉= 1√2 (|0〉± |B〉)
states. The theoretical dephasing rate is plotted in green and corre-
sponds to a coherence time of T2 ' 1820µs.
this case we have that ∆1 = 500 MHz, ∆2 ≈ 209 MHz, and
EBD ≈ 17.96 MHz.
We verified the robustness of this scheme by simulating
its performance when the NV spin was subject to magnetic
noise and driving fluctuations. We modelled the magnetic
noise, B(t), as an Ornstein-Uhlenbeck process [53, 54] with a
zero expectation value, 〈B(t)〉= 0, and a correlation function〈
B(t)B
(
t
′)〉
= cτ2 e
−γ
∣∣∣t−t ′ ∣∣∣. An exact simulation algorithm
[55] was employed to realize the Ornstein-Uhlenbeck process,
which according to
B(t+∆t) = B(t)e−
∆t
τ +n
√
cτ
2
(
1− e− 2∆tτ
)
, (16)
where n is a unit Gaussian random number. We took the
pure dephasing time to be T ∗2 = 5µs, and the correlation time
of the noise was set to τ = 1γ = 15 µs [56, 57], where the
diffusion constant is given by c ≈ 4T ∗2 2τ . Driving fluctuations
were also modelled by an an Ornstein-Uhlenbeck process with
a zero expectation value. We chose a correlation time of
τΩ = 500 µs, and a relative amplitude error of δΩ = 0.5%
so the diffusion constant is given by cΩ = 2δΩ
/
τΩ. Fig. 5
presents the outcome of the simulation of the fully robust
qubit under the effect of magnetic and driving noise. The plot
shows oscillations between the |ψ±〉 = 1√2 (|0〉± |B〉) states
averaged over 200 trials. The oscillations are not symmet-
ric because fast oscillations due to counter-rotating terms at
(local) minimum values of P are averaged to zero. The simu-
lation confirmed our estimation of T2 ' 1820µs, an improve-
ment of more than 2 orders of magnitude in the coherence
time, pushing it towards the lifetime limit. Note that the sim-
ulation does not take decoherence due to longitudinal spin re-
6laxation (of the bare states) into account, which is given by
Γ2 = Γ12 , where Γ1 =
1
T1
(since SBB(EBD) Γ1, the effect of
the noise on the life time of the dressed states is negligible).
The probability of remaining in the initial |ψ+〉 state is
given by (green line in Fig. 5)
P=
1+ |F(t)G(t)|e−γmte−(γd t)2
2
, (17)
where
F (t,Ω) = exp(
γt
2 )√
cosh
(
ξ t
2
)
+ 2γξ sinh
(
ξ t
2
) , (18)
G(t,Ω) = exp
(
2ig2
Ω
(
2γ+ξ coth
(
ξ t
2
))
)
, (19)
and
ξ =
√
4γ2− 16iγg
2
Ω
. (20)
|F(t)G(t)| corresponds to the (second order) dephasing due
to the coupling between |B〉 and |D〉 (see Appendix A), γm =
〈B|Sz|B〉SBB(0) is the (first order) dephasing rate due to the
amplitude mixing between |B〉 and |D〉, and γd = δrδΩΩ√2 is
the dephasing rate due to driving fluctuations, where δr =
|E0B(Ω+δΩ)−E0B(Ω)|
E0B(Ω)
. In our case we estimated that γm ≈
200Hz, γd = 182Hz, and the coherence time due to the cou-
pling between |B〉 and |D〉 alone is' 3440µs. In Appendix C
we show the effect of these different sources of noise on the
coherence time, which together result in T2 = 1820µs.
We used our theoretical model to estimate the achievable
coherence times in different scenarios. Fig. 6 shows the esti-
mated coherence times for the case of T ∗2 = 3 µs as function
of the correlation time of the noise and for various values of
the Zeeman splitting. The parameters chosen for these esti-
mations (see Appendix D) were not optimized and thus the
obtained T2 times constitute a lower bound estimation. Never-
theless, the estimations imply that a significant improvement
in the coherence time can be achieved under even more severe
conditions.
VIII. CONCLUSION
We presented a new method that enables the construction of
a fully robust qubit utilizing a three-level system alone. By the
application of off-resonance continuous driving fields in a Λ
configuration, robustness to both external and controller noise
is achieved. We analyzed the NV-center based implementa-
tion of the scheme and showed that with current state-of-the-
art experimental setups the scheme enables an improvement
of more than two orders of magnitude in the coherence time.
Moreover, since the scheme allows for fast gates, it is advan-
tageous with respect to on-resonance driving schemes, since
Figure 6. Lower bound estimation of T2. A theoretical (non-
optimized) estimation of the coherence times for the case of T ∗2 = 3
µs as function of the correlation time of the noise and for various
values of the Zeeman splitting.
more qubit operations in a given T2 time interval can be per-
formed. Our analysis of the NV-center based implementation
considered linearly polarized fields. The performance of the
scheme is likely to be further improved by the application of
circularly polarized fields [58]. This scheme is relevant to
many tasks in the fields of quantum information science and
quantum technologies, and in particular to quantum sensing of
high frequency signals. The utilization of off-resonance driv-
ing fields makes the scheme more robust to an inhomogeneous
broadening than schemes that use (continuous) on-resonance
driving fields, and hence, it is more attractive for ensemble-
based sensing. Our scheme is expected to perform even bet-
ter in the optical regime, where large energy gaps, stronger
driving fields, and polarization dependent transitions allow for
much smaller mixing amplitudes between the ideal dressed
states. Although here we considered the case of a spin 1 sys-
tem, the scheme is also applicable to systems of half-integer
spins. For example, in the case of the calcium ion, 40Ca+,
one could consider a Λ system composed of the |S1/2;+1/2〉,
|D3/2;−1/2〉, |D3/2;+3/2〉 states. In this case a fully ro-
bust optical qubit can be realized with |0〉= |S1/2;+1/2〉 and
|B〉=
√
1
8 |D3/2;−1/2〉+
√
7
8 |D3/2;+3/2〉.
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7Figure 7. Simulation of pure dephasing with no driving fields.
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g2t2
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Appendix A
Here we analyze the dephasing of a strongly driven sys-
tem. We consider the case of a two-level system (TLS) under
a single on-resonance driving and magnetic noise. The Hamil-
tonian is given by
H =
ω0
2
σz+Ωcos(ω0t)σx+B(t)σz,
where B(t) is the random magnetic noise (here in units of fre-
quency). Moving to the interaction picture (IP) with respect to
H0 =
ω0
2 σz, taking the rotating-wave-approximation (RWA),
and moving to the dressed states basis, we get that
HI =
Ω
2
σz+B(t)σx.
In the regime of a strong driving field, Ω |B(t)|, the time
evolution of the dressed states can be simplified by the adia-
batic approximation and hence, the dressed states accumulate
a phase which is given by
φ (t)=±1
2
∫ t
0
dt
′
√
4B2
(
t ′
)
+Ω2≈±1
2
∫ t
0
dt
′
Ω+ 2B2
(
t
′)
Ω
 .
We assume that B(t) is an Ornstein-Uhlenbeck random pro-
cess [53, 54], which is described by the stochastic differential
equation
dBt =−γBtdt+ c 12 dWt ,
where γ = 1τ , τ and c are the correlation time and the diffu-
sion constant of the noise, and Wt is a Wiener process. In this
case B2 (t) is known as the square-root process, or the Cox-
Ingersoll-Ross (CIR) process [59], whose stochastic differen-
tial equation is given by
dB2t =
(
c−2γB2t
)
dt+2c
1
2
√
B2t dWt .
Figure 8. Simulation of the coherence time under a driving of Ω =
50 MHz. Average over 1000 trials. PΩ (t) is plotted in green.
Denote the random phase by ϕ (t) = 1Ω
∫ t
0 dt
′
B2
(
t
′)
. The
characteristic function of the square-root process is explicitly
given by [59, 60]〈
eiϕ(t)
〉
B2t
= F (t,Ω)G(t,Ω) ,
where
F (t,Ω) =
exp
( γt
2
)√
cosh
(
ξ t
2
)
+ 2γξ sinh
(
ξ t
2
) ,
G(t,Ω) = exp
 2ig2
Ω
(
2γ+ξ coth
(
ξ t
2
))
 ,
ξ =
√
4γ2− 16iγg
2
Ω
,
and we assume that B2(t = 0) =
〈
B2(t)
〉
= g2 = cτ2 .
We therefore conclude that in the strong driving regime, the
probability to remain in the initial equal superposition state of
the dressed eigenstates is given by
PΩ (t) =
1+ |F (t,Ω)G(t,Ω)|
2
.
We numerically verified this by simulating the noise, B(t),
as an Ornstein-Uhlenbeck process with a zero expectation
value, 〈B(t)〉= 0, and a correlation function
〈
B(t)B
(
t
′)〉
=
cτ
2 e
−γ
∣∣∣t−t ′ ∣∣∣. An exact simulation algorithm [55] was employed
to realize the Ornstein-Uhlenbeck process, which according to
B(t+∆t) = B(t)e−
∆t
τ +n
√
cτ
2
(
1− e− 2∆tτ
)
,
8Figure 9. Simulation of the coherence time under a driving of Ω =
100 MHz. Average over 1000 trials. PΩ (t) is plotted in green.
Figure 10. Adiabatic approximation with Ω = 50 MHz. Numerical
calculation of P =
1+cos
(
1
2
∫ t
0 dt
′√4B2(t ′)+Ω2)
2 . Average over 10000
trials. PΩ (t) is plotted in green.
where n is a unit Gaussian random number. We took the pure
dephasing time to be T ∗2 = 3 µs, and the correlation time of
the noise was set to τ = 25 µs. The diffusion constant was
therefore given by c ≈ 4T ∗2 2τ . In Fig. 7 the pure dephasing
(no driving) is plotted. Then, for two values of Ω, Ω = 50
MHz and Ω = 100 MHz we simulated the time evolution of
the TLS, which is initialized to |↑z〉 , the equal superposition
of the dressed eigenstates. Fig. 8 and Fig. 9 show the proba-
bility of remaining in the initial state as a function of time. The
analytical expression of PΩ (t) is plotted in green. In addition,
we numerically calculated this probability, which by the adia-
batic approximation is given by P=
1+cos
(
1
2
∫ t
0 dt
′√4B2(t ′)+Ω2)
2 .
In Fig. 10 and Fig. 11 P is plotted as a function of time
Figure 11. Adiabatic approximation with Ω= 100 MHz. Numerical
calculation of P =
1+cos
(
1
2
∫ t
0 dt
′√4B2(t ′)+Ω2)
2 . Average over 10000
trials. PΩ (t) is plotted in green.
Figure 12. T2 as function of Ω. The coherence times where deduced
by setting PΩ (t) =
1+1/e
2 .
and agrees with the analytical expression of PΩ (t), which
is plotted in green. Increasing Ω increases T2. Indeed, a
T2 = {167,857,2163,4110,6707} µs is obtained with a driv-
ing ofΩ= {10,30,50,70,90}MHz respectively. If Fig.12 we
plot T2 as function of Ω.
Appendix B
The robustness of the scheme to external noise depends on
the energy gap between the dressed states, and can, in prin-
ciple, be improved by increasing both the Rabi frequency of
the driving fields and the detuning ∆. As these are limited, an
improvement can be achieved by a double-drive, where in the
first drive on-resonance driving fields are applied. The energy
gap of the dressed states, which are immune to external noise,
is now ∼ Ω (compared to an energy gap of Ω2∆ in the case of
9Figure 13. Improving robustness by a double-drive. The first
on-resonance driving in the bare states basis (a), and the obtained
dressed states (b), which are immune to magnetic field fluctuations.
(c) Off-resonance driving fields in the dressed states basis and in the
first IP, which result in the effective S2x Hamiltonian. (d) Doubly-
dressed states. The Stark shifts of the |+〉 and |D〉+ |−〉 states are
identical.
a single off-resonance driving) (see Fig. 6 (a),(b)). Next, we
add off-resonance driving fields, which results in an effective
S2x Hamiltonian of the dressed states, and thus achieves robust-
ness to controller noise as well (see Fig. 13 (c),(d)). In the
IP, and taking the RWA, the Hamiltonian of the on-resonance
driving fields is given by
HI =ΩSx =
√
2Ω(|0〉〈B|+ |B〉〈0|) . (B1)
Its eigenstates and eigenvalues are given by{
|+〉= 1√
2
(|B〉+ |0〉) , |D〉, |−〉= 1√
2
(|B〉+ |0〉)
}
and{
Ω√
2
,0,− Ω√
2
}
respectively. Note that all three eigenstates are
immune to external noise. In order to construct an effective
S2x (or S
2
y) driving Hamiltonian of these dressed states,
we first need to construct the couplings |−〉〈+|+ |+〉〈−|
and |D〉〈+| + |+〉〈D| as building blocks, and then use
these for the construction of two off-resonance Λ sys-
tems, as in the single-drive scheme (see Fig. 2). By
adjusting the phases of the driving fields, which corre-
spond to the | − 1〉 ↔ |0〉 and | + 1〉 ↔ |0〉 transitions,
the coupling i(|−1〉〈0|+ |+1〉〈0|) + h.c. can be con-
structed. Moving to the dressed states basis, this results
in a i(|−〉〈+|− |+〉〈−|) coupling. Similarly, by adjusting
the phases, the |D〉〈0|+ |0〉〈D| coupling is achieved, and
adding a phased-matched Sz term results in the desired
|D〉〈+|+ |+〉〈D| coupling. Hence, an effective S2x Hamilto-
nian for the dressed states can now be obtained. Alternatively,
it can be shown that the effective Hamiltonian, which in the
bare states basis is given by
He f f =
Ω22
∆
(
S2z cos
2(
Ω√
2
t)S2y sin
2(
Ω√
2
t)
+
sin(
√
2Ωt)
2
√
2
(S−1y −S+1y )
)
, (B2)
where S−1y = −i| − 1〉〈0|+ h.c. and S+1y = i|+ 1〉〈0|+ h.c.,
results in HII =
Ω22
∆ S
2
x in the dressed states basis, when mov-
ing to the dressed states basis and to the IP with respect to
HI = ΩSz. He f f can be constructed with off-resonance driv-
ing fields, similar to the single-drive construction.
Appendix C
In Fig. 14 we show the effect of the different sources of
noise on the coherence time, which together result in T2 =
1820µs.
Figure 14. P as function of t. γm ≈ 200 Hz - first order dephaing rate
due to magnetic noise (green), |F(t)G(t)| - second order dephaing
due to magnetic noise (orange), and γd = 182 Hz - dephasing rate
due to noise in the driving fields (purple). The total probability to
remain in the initial state (red) is given by P= 1+|F(t)G(t)|e
−γmte−(γd t)
2
2
(See Eq. 17). Gridlines at P= 1+1/e2 and t = 1820µs.
Appendix D
Here we give the values of the parameters used in the
estimation of T2 in the case of T ∗2 = 3 µs. We assume that
in all cases we can find a robust point such that γd = 285 Hz
(compared to γd = 182 Hz of the simulation).
gµBB (GHz) Ω (MHz) ∆1 (MHz) γd (Hz)
10 60 300 285
20 60 300 285
30 75 400 285
40 85 450 285
50 100 500 285
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