Abstract-Robust performance analysis plays an important role in the design of controllers for uncertain multivariable systems. Recent research has investigated the use of absolute stability criteria to develop less conservative analysis tests for systems with linear and nonlinear real parameter uncertainties. This note extends previous work on optimal X2 performance analysis using the Popov criterion by presenting an numerical homotopy algorithm that can be used to analyze systems with less restrictive assumptions on the structure of the uncertainty block. The technique is used to compare relative robustness capabilities of the various control algorithms that have been designed for the Middeck active control experiment (MACE). The analysis is combined with the previously presented Popov controller synthesis to yield compensators that guarantee robust performance for systems with real parameter uncertainty.
I. INTRODUCTION
HE design of high authority, robust controllers for multiinput multioutput (MIMO) systems with uncertain dynamics can be very complicated and often requires several iterations of the synthesis procedure. The difficulties in this process have been clearly demonstrated during the development of the Middeck active control experiment (MACE), which is a space shuttle experiment flown on STS-67 in March, 1995, to investigate the extent to which the on-orbit behavior of a precision-controlled spacecraft can be predicted and controlled using analysis and ground testing [I] . Recent work in this program has focused on control design using the dynamics predicted by the finite element model (FEM) [l] , [ 2 ] . Due to errors in the predictions of these models, good analysis and synthesis techniques that can guarantee robust performance are required.
An important part of the coherent control design methodology that has been developed for MACE are the analysis tools used to assess stability (multivariable Nyquist or Nichols), sensitivity (singular values of the return difference), and robust performance (evaluation on data and model). These analysis tools, however, are not effective for systems with real parameter uncertainty, such as modal frequency errors. Thus, work has also concentrated on developing less conservative analysis Manuscript received May 9, 1994; revised June 1, 1995 The primary purpose of this note is to present several advances in Popov controller analysis and synthesis. Examples in [7] illustrate that the state-space Popov analysis criterion is much less conservative than similar positive real and small gain (X,) criteria. This paper extends these previous results by considering systems with multiple uncertainties that have both upper and lower sector-bounds. The stability criterion is also developed using a more general stability multiplier and fewer restrictions on the structure of the system uncertainty. The optimal Popov analysis algorithm is used to compare several robust cointrollers that were designed using a finite element model of MACE [1], [8] . One of these controllers is then refined using the optimal Popov controller synthesis algorithm developed in [5] , [9] , and [lo] . These combined analysis and synthesis algorithms yield an improved initial condition for the synthesis problem, which is one of the main difficulties with the original synthesis approach [SI, [9] .
ROBUST PERFORMANCE PROBLEM

A. Robust Perj4ormance Analysis
The basis for the analysis and synthesis approach to robust control design is discussed in detail in [6] and [lo] . The objective of the robust performance problem is to develop the worst-case X2 norm over U of the expected value of a quadratic in z ( t ) for the uncertain system
where x E Et", A E RnXn denotes the nominal dynamics matrix, AA denotes a particular perturbation of A belonging to a specified set U , w ( t ) is an unit intensity white noise signal, and z ( t ) E IR4 is a vector of outputs. In particular, the aim is to determine a performance bound p satisfying In the following, we consider a dynamic system with several (m) decoupled, real parameter scalar uncertainties that are modeled as time-invariant sector-bounded nonlinear functions, and develop a stability test using Popov's 
where 
B. Solution Algorithm
Determining the robust stability and performance bounds using the results in Theorem 1 requires the solution of coupled nonlinear algebraic equations. As discussed in [1 11, continuation, or homotopy, algorithms are an effective technique for solving problems of this type. The homotopy algorithm from [7] is used in this paper to consider a significantly more complicated system with multiple uncertainties that have both upper and lower sector-bounds. The structure of these uncertainties is also made less restrictive because we do not require that COBo = 0. This section provides an outline of the homotopy algorithm, and an example of the approach is presented in the last section.
For clarity, the cost in Theorem 1 is rewritten here as -1
where P is the solution of
and A, = A -BoMlCo, 2 HCo+NCoA,, C,,,, = C -
With these definitions, (7) can be rewritten in the more familiar form
The Lagrangian ( L ) for the system is then formed by combining the cost overbound in (6) with the constraint in (7) using Lagrange multiplier matrix Q. The derivatives of this Lagrangian with respect to the free parameters in the design are the first-order necessary conditions that must be satisfied to determine an optimal solution. In particular, differentiating with respect to P yields a Lyapunov equation for the Lagrange
Note that, if (.) refers to any free parameter in the optimization
The optimization problem then is to find values of a , N , and N that satisfy where P and Q are the solutions of (7) and (9), respectively. Note that only the elements of H2 and H3 corresponding to free parameters in N and H can be set to zero in the
The goal is to solve (10)- (12) for several values of M I and to determine: 1) how 7 changes as the sector-bounds increase in magnitude, and 2) the largest magnitudes of the robust bounds for which the system is predicted to remain stable.
C. Continuation Map for Optimal Popov Analysis
There are several steps that must be performed to develop the continuation map for this analysis. The first step is to define a vector 7 which includes the free elements of the multipliers a, H , and N . Note that in general, not all elements of the multiplier matrices are arbitrary, so we can only optimize with respect to the parameters that are free. Thus, we use a generalized vecN (.) operator that extracts the free parameters of a symmetric block diagonal matrix, and assembles them in a column vector. The free elements of the multiplier matrices H and N are then written as
The symbol 0, refers to any free element of the multiplier matrices. The vector 7 = [a OTIT then contains all of the free parameters in the optimization problem. The results of this paper are developed for the special case of N and H diagonal, and for convenience, it is assumed that the same elements of the multiplier matrices N and H are free.
The next step in the process is to define the homotopy procedure, or continuation map. To begin, consider the upper and lower sector-bounds as functions of a continuation parameter
, and
Note that Mz(0) = Mz, and M2(1) = M z f . The overall goal is to solve the optimization problem at X = 1. It is often quite difficult, however, to develop valid initial conditions for the optimization at this point. Thus, a starting point which is simpler to initialize is introduced and corresponds to X = 0. The purpose of the homotopy procedure is to obtain a solution to the optimization problem at X = 1 by starting at X = 0 and predicting the solution at X + AX based on the system derivatives and the
The continuation map is defined as the gradient of the upper bound on the cost function for the homotopy parameters M I and Mz. To compute this map, define
Then, as indicated by (10)- (12), the continuation curve is given by L(7, A) = 0 for X E [0, 11. Taking both Q! and 6' to be functions of A, we can differentiate L[q(X), XI = 0 with respect to X to yield Davidenko's differential equation
Together with ~( 0 ) = 70, this differential equation defines an initial value problem which, by numerical integration from X = 0 to X = 1, yields the desired solution V ( 1) (see [ 111 for further details). As indicated by (15), the solution algorithm requires the computation of the Jacobian of L ( a , 0, A), which is given by
The expressions for these gradients are given in the Appendix. The combined prediction-correction sequence is presented in Table I . The algorithm starts with a correction step that updates the initial guess. When this step has converged, the value of X is increased, and the changes in the multiplier coefficients are predicted in Step 3-d. The value of X is increased until llL(a, 0, A)]/ is larger than a specified tolerance. The predictions of the coefficients 77 are then corrected in Step 4. The cycle is repeated until X = 1 or the stability prediction limit is reached. The output from the program is a list of optimal multipliers and the cost overbound at several values of A, which define the different guaranteed stability regions. Step 2.
Step 3. a.
b.
C .
d. Step 4. a.
b. The procedure in Table I is initialized by finding a set of scaling parameters for a given controller so that acceptable solutions exist for (7) in the sense that they have been desensitized to parameter variations. In this case, the controllers typically satisfy (7) and (9) for many different values of 7. When one of these values of 7 is found, the first step of the algorithm determines values that optimize the cost overbound at the initial values of Ml0 and Mz,. Determining more sophisticated techniques for developing initial conditions for this and other nonlinear optimization problems is the subject of current research.
ID. ROBUST PERFORMANCE EXAMPLE
As an example of an application of this algorithm, we consider the robust performance analysis using several controllers that have been designed for the MACE. The code for the algorithms in the previous section were developed without special assumptions on the structure of the uncertainty model, but to be consistent with the previously presented synthesis algorithms, the following example considers the special case
The experiment is a space shuttle flight project designed to demonstrate high authority active structural control in zerogravity conditions. The MACE test article was configured to represent a precis ion-controlled, high payload mass fraction spacecraft, such as earth observing platforms, with multiple, independently pointing or scanning payloads. Thus the test article cansists of a flexible bus to which are mounted two payloads, a reaction wheel assembly for attitude control, and
various other sensors and actuators. The goal of the active control is to maintain pointing accuracy of one payload, while the second payload is moving inde endently (see figure and discussion in [lo] and [17] ).
Controllers can be developed pri 'r to flight using analytic finite element predictions of the test article dynamics. A key difficulty, however, is that the finite element models tend to be much less accurate than equivalently sized measurement models [18] . In particular, there tend to be substantial errors in some modal frequencies and damping ratios, even for the models of the ground-based test article. Since these FEM's are relatively inaccurate, they must e updated using measured data. In the MACE program th J se updates are done to the physical parameters of the system (i.e., the input to the analytic modeling technique) rather than modal parameters (i.e., the output), because the same physi i a1 parameters can then be used as the inputs for the 0-g model. Even with refinements made to the physical parameters, the 1-g model still exhibits significant discrepancies when compared to the measured data 181.
A variety of control experiments have been performed for the full XYZ dynamics of MACE. For this note, however, we consider a simpler control topology that only uses the dynamics about the X-axis. A white noise disturbance is applied to the secondary gimbal motor, and the actuator is the primary gimbal motor. The sensor and performance outputs are the X-axis payload inertial angular rate and angle, respectively, which are measured using the primary rate gyro. The nominal dynamics of a 37th-order design model from the MACE finite element model are written as
where w is the disturbance to the secondary gimbal, U is the actuator command to the primary gimbal, z is the vector of performance variables (payload inertial angle as measured by the payload rate gyro and control effort), and ? J is the sensor measurement from the payload rate gyro. As discussed at length in [lo] and [17] , robust dynamic controllers G,(s) have been designed to minimize the (quadratic) norm of the closed-loop transfer function from the disturbances to the performance variables. If we assume that the cross weighting matrices in the performance metric are all zero, the expected cost can be wrjtten as
~R , , z ( t ) + u(t)TRuuu(t)} (18)
t-cc subject to process noise with covariance V,. and sensor noise with covariance Vyy. As usual, the values of R,, = pI and V,, = LLI are used as design parameters to trade-off control authority (or performance) for robustness (or sensitivity). For simplicity in the following, we include all performance weights and noise intensities into the appropriate input or output matrices. The dynamic compensators are represented by i, = A,x, + B c y l U = C,X, The nominal system dynamics and model error in (20)- (22) can then be combined to write the actual closed-loop system dynamics in the form of (1).
Of course, for a system with many model errors, it is important to develop simple methods to determine which ones are most critical to the control design. For MACE, the primary error model is determined using both analysis techniques (such as the singular values of the sensitivity function and the multivariable Nichols test) evaluated on the model and the open-loop data, and preliminary, lowauthority closed-loop experiments on the test article. For this FEM control design model, these techniques were used to determine that the frequencies of three modes were the most critical parameter errors. The errors in these three modes are listed in Table 11 . The finite element model results are compared with an identified model from measured data [18] . The "violin" description refers to modes with substantial interaction between the test article and the suspension system. Note that experience from these and other experiments has demonstrated that small errors in the damping values tend to degrade closed-loop performance, but small errors in the natural frequencies often lead to closed-loop instability. Thus, the model errors considered here address the more important issue of modal frequency uncertainty. For future comparison, note that the lowest frequency mode of these three was nearly destabilized by a very low-authority linear quadratic Gaussian (LQG) design that achieved only a 4 dB performance improvement.
Several robust control design techniques have been used in this work, and more complete details are provided in [2] and [I71 and the references therein. Of course, the optimal controller for the MACE problem statement, without robustness considerations, can be obtained using LQG. One of the simplest robust control techniques is the sensitivity weighted LQG (SWLQG) approach which desensitizes the compensator to variations in the uncertain parameters with little additional computational effort. The maximum entropy (ME) approach uses a multiplicative white noise model to capture the effects of the parameter uncertainty on the system. A multiple model (MM) technique was also used to design controllers to simultaneously stabilize a set of plants, and minimize the weighted average of the squared X2 norms of the resulting closed-loop systems. When the models are selected in a manner that is representative of the uncertainty in the system, this technique can yield controllers that are robust to these parametric variations. Note that the LQG and SWLQG approaches have closed-form solutions, but the last two techniques are more complicated because they require numerical optimization.
1) Analysis:
For the analysis of the robust controllers with respect to frequency uncertainty, the complex poles of the system A,l matrix in (17) are written in second-order canonical form: block-diagonal (A,), z = 1; . . . , k , where and IC refers to the number of complex poles. To determine aA,l, the uncertainty in the modal frequency is then approximated as w,"(l + &), where 6, E IR is called the frequency perturbation factor. Ranges for each 6, can then be selected from Table I1 and The Bo and CO matrices for the open-loop system are constructed from these two sets and then represent the structure of the uncertainty in an internal feedback model. These matrices are augmented with additional zeroes to compensate for the dynamics of the controller, and then used to represent the structure of the uncertainty in the closed-loop system aAcl.
To avoid an over parameterization of the multipliers in v, the analysis for these controllers was performed with a = 1 and all of the diagonal elements of N and H arbitrary (provided H > 0 and N 2 0). As discussed earlier, by setting Mzo = -MI, = 1 x lop3 and Xo = 0, initial values of N and H could easily be found by trial and error because the controllers are quite robust. Symmetric robustness bounds were used in the analysis, so Mzf = -M l f = 1 3 . For the algorithm in Table I , typical increments for X during the prediction step were approximately 0.007-0.013. The analysis results for the different controllers are compared in Fig. 1 . Note that all of the compensators are unstable, except for the MM design that was constrained to be stable during the numerical optimization. Furthermore, all of the designs for this example are full order. The graph is a plot of performance improvement (in dB) versus the guaranteed
Recall that the performance corresponds to a reduction in the m s pointing angle error of the X-axis primary gimbal. The location of the vertical asymptotes in the curves corresponds to the limits of robust stability for that particular compensator. These analysis graphs differ from the ones in [lo] which compare the optimal Popov controllers using the actual performance curves ("buckets") computed by perturbing the closed-loop dynamics.
For each controller, the symbol " x " on the performance axis indicates the Xz performance achieved by that design on the nominal design model. The SWLQG, ME, and MM designs represent the best performance that could be experimentally achieved using that particular technique. The techniques experimentally achieved 15 dB (SWLQG), 15.8 dB(ME), 20.2 dB (unstable MM compensator), and 19.7 dB (stable MM compensator) reductions in the regulation error component of the performance objective 1171. The best stabilizing LQG design was limited to approximately 4 dB performance on the hardware, so the LQG example in the figure is only presented to show the extreme sensitivity of the optimal controllers to changes in the modal frequencies, The analysis results in Fig. 1 show the benefits of the different synthesis techniques. The SWLQG controller achieves reasonable Performance and stability bounds given the relatively low computational effort required [ 171. In comparison, the ME approach increases the robust stability region and yields better robust performance. These results are consistent with the better uncertainty model that is used in the approach. The stable MM design achieves the best robust performance of the controllers considered. The results also indicate that this design has a guaranteed robust stability limit greater than 10% The results of this analysis can also be used to initialize a redesign of the robust controllers using Popov controller synthesis [5] , [9] . An example of this procedure is illustrated in Fig. 2 . The stable MM controller was used as the initial design, along with the multipliers computed at Ad2(A) = 0.0585. This point is indicated by the symbol "e" in Fig. 2 . The controller was redesigned using a synthesis technique that optimizes the cost overbound with respect to both the multiplier coefficients and the controller gains. The synthesis optimization and stopping criterion are similar to the correction step in the analysis algorithm. In Fig. 2 , the synthesis corresponds to a reduction in the cost overbound at a constant value of M2(A). The final result is shown in the figure by the symbol " x " at M 2 ( X ) = 0.0585. As indicated, the robust performance at this level of the guaranteed stability bounds has been improved by almost 1 dB.
To complete this example, the new Popov design was then analyzed in two different ways. The algorithm was started at A0 = 1 x with the same initial values used in the original MM analysis. The algorithm was also started using the multiplier values calculated by the synthesis code. These two analysis curves are essentially identical which shows that the analysis procedure is not overly sensitive to the initial conditions. These analysis results indicate that the Popov design achieves superior nominal and robust performance as compared to the MM controller, and that the robust stability boundaries are substantially improved (-20%).
Thus, Fig. 1 illustrates the utility of this analysis tool in an iterative control design methodology based on several robustness techniques with differing capabilities and computational requirements. Furthermore, Fig. 2 demonstrates that the Popov analysis and synthesis techniques can be combined to overcome the difficulty of developing initial values for the stability multipliers at large guaranteed stability bounds.
IV. CONCLUSIONS
This paper extends earlier work on optimal Popov analysis by developing algorithms for systems with multiple uncertainties that have both upper and lower sector-bounds. A typical application of this procedure was demonstrated by analyzing several robust controllers for MACE. A comparison of the analysis with the experimentally achieved performance of these controllers indicates a potential conservatism in the Popov analysis based on symmetric bounds. The optimal analysis was also used to initialize the synthesis algorithm to design a new controller that yields robust 3 -t~ performance with larger robust stability guarantees. Note that each of the Lyapunov equations for the derivative terms has the same dynamics matrix, A2. In this work, the Lyapunov equations are solved using an eigenvalue decomposition of A2. Thus, the decomposition need only be performed once per Hessian calculation, which significantly decreases the computational effort required to determine this matrix.
