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1. Introduction
Our aim in this paper is to obtain at least two positive solutions for the problem
(1)
{
−u′′ + u = λh(x)|u|β−2u+ q(x)f(u), x ∈ (0,∞),
u(0) = u(∞) = 0,
where f ∈ C(R,R), β and λ are real parameters with 1 < β < 2 and λ > 0.
Throughout this paper we assume the following hypotheses are satisfied:
(H0) h and q : [0,∞) → (0,∞) belong to L1(0,∞) ∩ L∞(0,∞);
(H1) there is a continuously differentiable and bounded function p : [0,∞) → (0,∞)
belonging to L1(0,∞) ∩ L∞(0,∞) such that the functions q/p, q/p2, q/pβ,
q/pβ+1, h/pβ−1 and h/pβ all belong to L1(0,∞);
(H2) M = max(‖p‖L2, ‖p′‖L2) <∞,
Mr,g = ‖p‖1/2∞
(∫ ∞
0
g(x)
(∫ x
0
ds
p(s)
)r/2
dx
)1/r
<∞
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for all r ∈ {β, 2, β + 1} and all g ∈ {q, h} and
M2,q = ‖p‖1/2∞
(∫ ∞
0
q(x)
(∫ x
0
ds
p(s)
)
dx
)1/2
<
1√
A
,
where the constant A satisfies
(H3) lim
u→0+
f(u)/|u| = A ∈ (0, λ22,q) and limu→∞ f(u)/|u|
β = B ∈ (λ22,q,∞), where λ2,q
is the first eigenvalue of problem (2) which is defined in Lemma 1.3;
(H4) there exists µ > β + 1 such that
F (s) 6
1
µ
sf(s) ∀ |s| > 0, where F (s) =
∫ s
0
f(t) dt.
Now we introduce the Hilbert space H10 (0,∞) which is suitable for the study of our
problem. Let
H10 (0,∞) = {u measurable : u, u′ ∈ L2(0,∞), u(0) = u(∞) = 0}
equipped with the norm
‖u‖ =
(∫ ∞
0
|u′(x)|2 dx+
∫ ∞
0
|u(x)|2 dx
)1/2
and endowed with the inner product
(u, v) =
∫ ∞
0
u′(x) · v′(x) dx+
∫ ∞
0
u(x) · v(x) dx.
We consider the spaces Lrg(0,∞) which are defined by
Lrg(0,∞) =
{
u : (0,∞) → R measurable such that
∫ ∞
0
g(x)|u(x)|r dx <∞
}
for all r ∈ {β, 2, β + 1} and all g ∈ {h, q} equipped, respectively, with the norms
‖u‖r,g =
(∫ ∞
0
g(x)|u(x)|r dx
)1/r
.
Let the space Cl,p[0,∞) be defined by
Cl,p[0,∞) =
{
u ∈ C([0,∞),R) : lim
x→∞
p(x)u(x) exists
}
.
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The corresponding norm is defined by
‖u‖∞,p = sup
x∈[0,∞)
p(x)|u(x)|.
Now we give some necessary lemmas and corollaries, which are used below.
Lemma 1.1 ([5]). H10 (0,∞) embeds continuously and compactly in Cl,p[0,∞), i.e.
‖u‖∞,p 6
√
2M‖u‖ ∀u ∈ H10 (0,∞).
Lemma 1.2 ([2]). Cl,p[0,∞) is continuously embedded in Lrg(0,∞) for all r ∈
{β, 2, β + 1} and all g ∈ {h, q}.
Corollary 1.1 ([2]). H10 (0,∞) embeds continuously and compactly in Lrg(0,∞)
with the embedding constant Mr,g.
Let λr,g be the first eigenvalue of the problem
(2)
{
−u′′(x) + u(x) = λg(x)|u(x)|r−2u(x), x > 0,
u(0) = u(∞) = 0,
and note
λr,g = inf
u∈H1
0
\{0}
‖u‖
‖u‖r,g .
Lemma 1.3 ([2]). The first eigenvalue λr,g is positive and is achieved for some
positive function ψr,g ∈ H10 (0,∞) \ {0}, i.e.
λr,g := inf
u∈H1
0
\{0}
‖u‖
‖u‖r,g =
‖ψr,g‖
‖ψr,g‖r,g
.
Theorem 1.1 ([4], Weak Ekeland variational principle). Let (E, d) be a complete
metric space and let J : E → R be a functional that is lower semi-continuous and
bounded from below. Then for each ε > 0 there exists uε ∈ E with
J(uε) 6 inf
E
J + ε,
and whenever w ∈ E with w 6= uε, then
J(uε) < J(w) + εd(uε, w).
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Definition 1.1 ([6]). Let E be a Banach space and J : E → R a C1-functional
and c ∈ R. The functional J is said to satisfy the (local) Palais-Smale condition at
the level c, denoted by (P.S)c, if any sequence (un) in E such that
(3) J(un) → c and J ′(un) → 0,
admits a convergent subsequence.
Lemma 1.4 (Mountain Pass Theorem). Let E be a real Banach space and
J ∈ C1(E,R) with J(0) = 0. Suppose J(u) satisfies (P.S)c condition and
(a) there are ̺, α > 0 such that J(u) > α when ‖u‖E = ̺,
(b) there is a e ∈ E, ‖e‖E > ̺ such that J(e) < 0.
Define
(4) Γ = {γ ∈ C1([0, 1], E) : γ(0) = 0, γ(1) = e}.
Then
(5) c = inf
γ∈Γ
max
06t61
J(γ(t)) > α
is a critical value of J(u).
2. Main existence results
Now we define the Euler-Lagrange functional associated to problem (1). Let Jλ :
H10 (0,∞) → R be defined by
(6) Jλ(u) =
1
2
‖u‖2 − λ
β
∫ ∞
0
h(x)|u|β(x) dx−
∫ ∞
0
q(x)F (u) dx.
Proposition 2.1. Suppose that the conditions (H0)–(H3) hold. Then the func-
tional Jλ is continuously differentiable. The Fréchet derivative of Jλ has the form
〈J ′λ(u), v〉 =
∫ ∞
0
u′(x)v′(x) dx+
∫ ∞
0
u(x)v(x) dx(7)
− λ
∫ ∞
0
h(x)|u|β−2(x)u(x)v(x) dx−
∫ ∞
0
q(x)f(u)v(x) dx
for all v ∈ H10 (0,∞).
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P r o o f. The proof of the proposition will be done consecutively.
Claim 2.1. Jλ is Gaˆteaux-differentiable.
For all v ∈ H10 (0,∞) and for any t > 0 we have
Jλ(u + tv)− Jλ(u)
=
1
2
∫ ∞
0
|(u + tv)′|2 dx+ 1
2
∫ ∞
0
|u+ tv|2 dx− λ
β
∫ ∞
0
h(x)|u + tv|β dx
−
∫ ∞
0
q(x)F (u + tv) dx− 1
2
∫ ∞
0
|u′|2 dx− 1
2
∫ ∞
0
|u|2 dx
+
λ
β
∫ ∞
0
h(x)|u|β dx+
∫ ∞
0
q(x)F (u) dx
=
t2
2
∫ ∞
0
|v′|2 dx+ t
∫ ∞
0
u′v′ dx+
t2
2
∫ ∞
0
|v|2 dx+ t
∫ ∞
0
uv dx
− λ
β
∫ ∞
0
h(x)(|u + tv|β − |u|β) dx−
∫ ∞
0
q(x)(F (u + tv)− F (u)) dx
=
t2
2
∫ ∞
0
|v′|2 dx+ t
∫ ∞
0
u′v′ dx+
t2
2
∫ ∞
0
|v|2 dx+ t
∫ ∞
0
uv dx
− tλ
∫ ∞
0
h(x)|u + tθv|β−2(u+ tθv)v dx− t
∫ ∞
0
q(x)f(u + tθv)v dx,
where 0 < θ < 1, and then
Jλ(u+ tv)− Jλ(u)
t
=
t
2
∫ ∞
0
|v′|2 dx+
∫ ∞
0
u′v′ dx+
t
2
∫ ∞
0
|v|2 dx
+
∫ ∞
0
uv dx− λ
∫ ∞
0
h(x)|u + tθv|β−2(u + tθv)v dx
−
∫ ∞
0
q(x)f(u + tθv)v dx.
Let t→ 0 and we have
〈J ′λ(u), v〉 =
∫ ∞
0
u′v′ dx+
∫ ∞
0
uv dx− λ
∫ ∞
0
h(x)|u|β−2uv dx−
∫ ∞
0
q(x)f(u)v dx
for all v ∈ H10 (0,∞).
Claim 2.2. J ′λ is continuous.
Let (un) ⊂ H10 (0,∞) with un → u when n→ ∞, so there exists R > 0 such that
‖un‖ 6 R for all n ∈ N.
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From (H3), given ε small enough, there exists δ2 > δ1 > 0 such that
(8) (A− ε)|s| < f(s) < (A+ ε)|s| ∀ 0 < s < δ1
and
(9) (B − ε)|s|β < f(s) < (B + ε)|s|β ∀ s > δ2,
so from (8) and (9) and since f(u) is continuous on [δ1, δ2], there exists D1 > 0 such
that
(10) −D1 + (A− ε)|s|+ (B − ε)|s|β < f(s) < D1 + (A+ ε)|s|+ (B + ε)|s|β
for all s ∈ (0,∞). This yields
(11) F (s) 6 D2 +
A+ ε
2
s2 +
B + ε
β
|s|β+1 ∀ s ∈ (0,∞)
and
(12) F (s) > −D2 + A− ε
2
s2 +
B − ε
β
|s|β+1 ∀ s ∈ (0,∞),
where D2 = D1(δ2 − δ1). Furthermore, from Lemma 1.1, (H0)–(H1) and (10) we
obtain
q(x)|f(un(x))| 6 (A+ ε)q(x)|un(x)|+ (B + ε)q(x)|un(x)|β +D1q(x)
6 (A+ ε) sup
x∈[0,∞)
|(pun)(x)|q(x)
p(x)
+ (B + ε) sup
x∈[0,∞)
|(pun)(x)|β q(x)
pβ(x)
+D1q(x)
= (A+ ε)‖un‖∞,p q(x)
p(x)
+ (B + ε)‖un‖β∞,p
q(x)
pβ(x)
+D1q(x)
6 (A+ ε)
√
2MR
q(x)
p(x)
+ (B + ε)(
√
2MR)β
q(x)
pβ(x)
+D1q(x) ∈ L1(0,∞)
and
h(x)|un(x)|β−2|un(x)| 6 h(x)|un(x)|β−1 = pβ−1(x)|un(x)|β−1 h(x)
pβ−1(x)
6 sup
x∈[0,∞)
|(pun)(x)|β−1 h(x)
pβ−1(x)
= ‖un‖β−1∞,p
h(x)
pβ−1(x)
6 (
√
2MR)β−1
h(x)
pβ−1(x)
∈ L1(0,∞).
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Then from the Lebesgue dominated convergence theorem we obtain
(13) lim
n→∞
∫ ∞
0
q(x)f(un(x)) dx =
∫ ∞
0
q(x)f(u(x)) dx
and also
(14) lim
n→∞
∫ ∞
0
h(x)|un|β−2(x)un(x) dx =
∫ ∞
0
h(x)|u|β−2(x)u(x) dx.
Thus we have
(15) 〈J ′λ(un)− J ′λ(u), v〉 =
∫ ∞
0
u′nv
′ dx+
∫ ∞
0
unv dx− λ
∫ ∞
0
h(x)|un|β−2unv dx
−
∫ ∞
0
q(x)f(un)v dx−
∫ ∞
0
u′v′ dx−
∫ ∞
0
uv dx
+ λ
∫ ∞
0
h(x)|u|β−2uv dx+
∫ ∞
0
q(x)f(u)v dx
=
∫ ∞
0
(u′n − u′)v′ dx+
∫ ∞
0
(un − u)v dx
− λ
∫ ∞
0
h(x)(|un|β−2un − |u|β−2u)v dx
−
∫ ∞
0
q(x)(f(un)− f(u))v dx,
and from (13), (14) and the continuity of f, passing to the limit in 〈J ′λ(un)−J ′λ(u), v〉
when n→∞, we obtain that J ′λ(un) → J ′λ(u) as n→∞. 
Definition 2.1. We say that u ∈ H10 (0,∞) is a weak solution of problem (1) if
for any v ∈ H10 (0,∞) we have
〈J ′λ(u), v〉 =
∫ ∞
0
u′v′ dx+
∫ ∞
0
uv dx− λ
∫ ∞
0
h(x)|u|β−2uv dx
−
∫ ∞
0
q(x)f(u)v dx = 0.
R em a r k 2.1. Since the nonlinear term f is continuous, then a weak solution of
problem (1) is a classical solution.
In our next two sections we will prove the main result of this paper.
Theorem 2.1. Suppose that (H0)–(H4) hold. Then there exists ξ > 0 such that
for 0 < λ < ξ, problem (1) has at least two positive solutions.
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2.1. Existence of a first solution.
Lemma 2.1. Suppose that the hypotheses (H0)–(H4) hold. Then there exists
ξ1 > 0 such that for 0 < λ 6 ξ1, the functional Jλ satisfies the geometric condi-
tions (a) and (b) in Lemma 1.4, i.e.
(a) there are ̺, α > 0 such that Jλ(u) > α when ‖u‖ = ̺,
(b) there is e ∈ H10 (0,∞), ‖e‖ > ̺ such that Jλ(e) < 0.
P r o o f. (a) From (H0)–(H3), (11) and using Corollary 1.1, we have
(16) Jλ(u) =
1
2
‖u‖2 − λ
β
∫ ∞
0
h(x)|u|β(x) dx−
∫ ∞
0
q(x)F (u) dx
>
1
2
‖u‖2 − λ
β
∫ ∞
0
h(x)|u|β(x) dx−D2
∫ ∞
0
q(x) dx
− A+ ε
2
∫ ∞
0
q(x)|u|2 dx− B + ε
β + 1
∫ ∞
0
q(x)|u|β+1 dx
>
1
2
‖u‖2 − λ
β
Mββ,h‖u‖β −
A+ ε
2
M22,q‖u‖2
− B + ε
β + 1
Mβ+1β+1,h‖u‖β+1 −D2‖q‖L1
>
(1
2
− A+ ε
2
M22,q
)
‖u‖2 − λ
β
Mββ,h‖u‖β
− B + ε
β + 1
Mβ+1β+1,h‖u‖β+1 −D2‖q‖L1
> ‖u‖2
(1
2
(1− (A+ ε)M22,q)−
λ
β
Mββ,h‖u‖β−1 −
B + ε
β + 1
Mβ+1β+1,h‖u‖β
)
−D2‖q‖L1
> ‖u‖2
(1
2
(1− (A+ ε)M22,q)− λK1‖u‖β−1 −K2‖u‖β
)
−K3,
where K1 = β
−1Mββ,h, K2 = ((B + ε)/(β + 1))M
β+1
β+1,h and K3 = D2‖q‖L1; here ε
and D2 are given in the proof of Proposition 2.1. Let
g(t) = λK1t
β−2 +K2t
β−1 for t > 0.
Clearly,
g′(t) = λK1(β − 2)tβ−3 +K2(β − 1)tβ−2 for t > 0.
From g′(t0) = 0 we have
t0 =
λK1(2− β)
K2(β − 1) .
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Then
g(t0) =
2λβ−1Kβ−11
(β − 1)Kβ−22
.
Thus, there exists
0 < ξ1 <
( (β − 1)K2
4K1
(1− (A+ ε)M22,q)
)1/β−1
such that
g(t0) <
1
2
(1− (A+ ε)M22,q) ∀ 0 < λ 6 ξ1.
Consequently, taking ̺ = t0 and choosing λ ∈ (0, ξ1) such that
m0 = ̺
2
(1
2
(1− (A+ ε)M22,q)− λK1̺β−2 −K2̺β−1
)
> K3,
from (16) we have
(17) Jλ(u) > α > 0 when ‖u‖ = ̺,
where α = m0 −K3. Thus (a) is proved.
(b) For t > 0 large enough, from (12) and Lemma 1.3 we have
Jλ(tψβ+1,q)
=
1
2
t2‖ψβ+1,q‖2 −
λ
β
tβ
∫ ∞
0
h(x)|ψβ+1,q|β dx−
∫ ∞
0
q(x)F (tψβ+1,q) dx
6
1
2
t2‖ψβ+1,q‖2 −
λ
β
tβ
∫ ∞
0
h(x)|ψβ+1,q|β dx−
A− ε
2
t2
∫ ∞
0
q(x)|ψβ+1,q|2 dx
− B − ε
β + 1
tβ+1
∫ ∞
0
q(x)|ψβ+1,q|β+1 dx+D2
∫ ∞
0
q(x) dx
6
1
2
t2‖ψβ+1,q‖2 −
λ
β
tβ‖ψβ+1,q‖ββ,h −
A− ε
2
t2‖ψβ+1,q‖22,q
− B − ε
β + 1
tβ+1‖ψβ+1,q‖β+1β+1,q +D2‖q‖L1
6
1
2
(‖ψβ+1,q‖2 − (A− ε)‖ψβ+1,q‖22,q)t2 −
λ
β
‖ψβ+1,q‖ββ,htβ
− B − ε
β + 1
‖ψβ+1,q‖β+1β+1,qtβ+1 +K3.
Therefore Jλ(tψβ+1,q) → −∞ as t → ∞. Choose t1 > 0 large enough and e =
t1ψβ+1,q. Hence, we conclude that
Jλ(e) < 0 when ‖e‖ > ̺.
Thus (b) is proved. 
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From a version of the Mountain Pass Theorem without the Palais-Smale condition
(see [7]), there exists a (P.S)c sequence (un) ⊂ H10 (0,∞) for Jλ which satisfies (3),
i.e.
Jλ(un) → c and J ′λ(un) → 0,
where
c = inf
γ∈Γ
max
t∈[0,1]
Jλ(γ(t))
with
Γ = {γ ∈ C([0, 1], H10 (0,∞)) : γ(0) = 0, γ(1) = e},
where e is given in Lemma 2.1.
R em a r k 2.2. Since the sequence (u+n ) also satisfies (3) (see [1], Lemma 1), we
assume, without of loss generality, that un > 0 for all n ∈ N.
Lemma 2.2. Suppose that the hypotheses (H0)–(H4) hold. Then the mountain
level c satisfies the following inequality:
c <
(
λ
β+1
β+1,q
B − ε
)2/(β−1)(1
2
− 1
µ
)
+K3;
here K3 is given in the proof of Lemma 2.1.
P r o o f. From the proof of Lemma 2.1 we can consider γ(t) = tt1ψβ+1,q, where
t1 > 0 is sufficiently large such that e = t1ψβ+1,q. Thus, from the definition of c,
c 6 max
t>0
Jλ(tψβ+1,q),
that is,
c 6 max
t>0
{
1
2
t2‖ψβ+1,q‖2 −
λ
β
tβ‖ψβ+1,q‖ββ,h −
∫ ∞
0
q(x)F (tψβ+1,q) dx
}
.
From (12),
c 6 max
t>0
{1
2
t2‖ψβ+1,q‖2 −
λ
β
tβ‖ψβ+1,q‖ββ,h −
A− ε
2
t2‖ψβ+1,q‖22,q
− B − ε
β + 1
tβ+1‖ψβ+1,q‖β+1β+1,q +K3
}
6 max
t>0
{1
2
t2‖ψβ+1,q‖2 −
B − ε
β + 1
tβ+1‖ψβ+1,q‖β+1β+1,q
}
+K3,
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and then
c
‖ψβ+1,q‖2β+1,q
6 max
t>0
{
λ
2
β+1,q
2
t2 − B − ε
β + 1
‖ψβ+1,q‖β−1β+1,qtβ+1
}
+
K3
‖ψβ+1,q‖2β+1,q
.
Let
Z(t) =
λ
2
β+1,q
2
t2 − B − ε
β + 1
‖ψβ+1,q‖β−1β+1,qtβ+1.
Clearly,
Z ′(t) = λ
2
β+1,qt− (B − ε)‖ψβ+1,q‖β−1β+1,qtβ .
Since the function Z attains its maximum at
t =
(
λ
2
β+1,q
(B − ε)‖ψβ+1,q‖β−1β+1,q
)1/(β−1)
,
it follows that
c <
(
λ
β+1
β+1,q
B − ε
)2/(β−1)(1
2
− 1
β + 1
)
+K3,
and therefore we have
c <
(
λ
β+1
β+1,q
B − ε
)2/(β−1)(1
2
− 1
µ
)
+K3.

Lemma 2.3. There exists ξ2 > 0 such that for 0 < λ < ξ2, the Palais-Smale
sequence (un) associated with the functional Jλ satisfies
lim sup
n→∞
‖un‖2 < 2
(
λ
β+1
β+1,q
B − ε
)2/(β−1)
+M
2β/2−β
β,h +
4K3µ
µ− 2 .
P r o o f. First, observe that (un) is bounded in H
1
0 (0,∞). In fact, from (3)
Jλ(un) → c and 〈J ′λ(un), un〉 → 0 as n→∞.
Notice that from (7) we have∫ ∞
0
q(x)f(un)un dx = ‖un‖2 − λ‖un‖ββ,h − 〈J ′λ(un), un〉.
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Using Corollary 1.1 and (H4), it follows from (3) that
(18) c+ ε > Jλ(un) =
1
2
‖un‖2 − λ
β
‖un‖ββ,h −
∫ ∞
0
q(x)F (un) dx
>
1
2
‖un‖2 − λ
β
‖un‖ββ,h −
1
µ
∫ ∞
0
q(x)f(un)un dx
>
(1
2
− 1
µ
)
‖un‖2 − λ
( 1
β
− 1
µ
)
‖un‖ββ,h +
1
µ
〈J ′λ(un), un〉
>
(1
2
− 1
µ
)
‖un‖2 − λMββ,h
( 1
β
− 1
µ
)
‖un‖β + 1
µ
〈J ′λ(un), un〉
>
(1
2
− 1
µ
)
‖un‖2 − λMββ,h
( 1
β
− 1
µ
)
‖un‖β − 1
µ
‖J ′λ(un)‖‖un‖.
Since J ′λ(un) → 0, there exists N0 ∈ N large enough such that
(19) c+ ε >
(1
2
− 1
µ
)
‖un‖2 − λMββ,h
( 1
β
− 1
µ
)
‖un‖β − on(1)‖un‖ ∀n > N0.
This implies that (un) ⊂ H10 (0,∞) is bounded.
Now we can write (19) as
(20)
(1
2
− 1
µ
)
‖un‖2 6 λMββ,h
( 1
β
− 1
µ
)
‖un‖β + on(1)‖un‖+ c+ ε.
Using Young’s inequality in (20), we get(1
2
− 1
µ
)
‖un‖2
6
( 1
β
− 1
µ
)(2− β
2
M
2β/(2−β)
β,h +
β
2
λ2/β‖un‖2
)
+ on(1)‖un‖+ c+ ε
6
( 1
β
− 1
µ
)2− β
2
M
2β/(2−β)
β,h +
β
2
λ2/β
( 1
β
− 1
µ
)
‖un‖2 + on(1)‖un‖+ c+ ε,
and then we have((1
2
− 1
µ
)
− β
2
λ2/β
( 1
β
− 1
µ
))
‖un‖2 6
( 1
β
− 1
µ
)2− β
2
M
2β/(2−β)
β,h + on(1)‖un‖+ c+ ε.
Choosing
0 < λ 6 ξ2 =
( 1
2 − µ−1
β(β−1 − µ−1)
)β/2
,
then using Lemma 2.2, we conclude that
‖un‖2 6
(1
2
(1
2
− 1
µ
))−1((1
2
− 1
µ
)(λβ+1β+1,q
B − ε
)2/(β−1)
+K3 +
( 1
β
− 1
µ
)2− β
2
M
2β/(2−β)
β,h + on(1)‖un‖+ ε
)
.
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Thus
lim sup
n→∞
‖un‖2 6
(1
2
(1
2
− 1
µ
))−1((1
2
− 1
µ
)(λβ+1β+1,q
B − ε
)2/(β−1)
+K3 +
( 1
β
− 1
µ
)2− β
2
M
2β/(2−β)
β,h
)
< 2
(
λ
β+1
β+1,q
B − ε
)2/(β−1)
+M
2β/2−β
β,h +
4K3µ
µ− 2 .

Since (un) satisfying (3) is bounded in H
1
0 (0,∞) (see Lemma 2.3), there exists
u1 ∈ H10 (0,∞) such that for a subsequence we have
un ⇀ u1 in H
1
0 (0,∞),(21)
un → u1 in Lrg(0,∞)(22)
for all r ∈ {β, 2, β + 1} and all g ∈ {h, q} and
(23) un(x) → u1(x) a.e. in (0,∞).
In the next lemma we obtain some convergences results involving the sequence (un)
and its weak limit u1.
Lemma 2.4. The following limits are satisfied:
(c)
∫∞
0 q(x)|f(un)− f(u1)| |un − u1| dx = on(1),
(d)
∫∞
0
h(x)||un|β−2un − |u1|β−2u1| |un − u1| dx = on(1).
P r o o f. (c) From (10) and using Corollary 1.1 and Lemmas 2.2 and 2.3, we
obtain∫ ∞
0
q(x)|f(un)− f(u1)||un − u1| dx
6
∫ ∞
0
q(x)|f(un||un − u1| dx+
∫ ∞
0
q(x)|f(u1)||un − u1| dx
6 2D1
∫ ∞
0
q(x)|un − u1| dx
+ (A+ ε)
∫ ∞
0
q(x)|un||un − u1| dx+ (A+ ε)
∫ ∞
0
q(x)|u1||un − u1| dx
+ (B + ε)
∫ ∞
0
q(x)|un|β |un − u1| dx+ (B + ε)
∫ ∞
0
q(x)|u1|β |un − u1| dx
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and using the Cauchy-Schwarz inequality, we have∫ ∞
0
q(x)|f(un)− f(u1)||un − u1| dx
6 2D1
(∫ ∞
0
q(x) dx
)1/2(∫ ∞
0
q(x)|un − u1|2 dx
)1/2
+ (A+ ε)
(∫ ∞
0
q(x)|un|2 dx
)1/2(∫ ∞
0
q(x)|un − u1|2 dx
)1/2
+ (A+ ε)
(∫ ∞
0
q(x)|u1|2 dx
)1/2(∫ ∞
0
q(x)|un − u1|2 dx
)1/2
+ (B + ε)
(∫ ∞
0
q(x)|un|β dx
)(β−1)/β(∫ ∞
0
q(x)|un − u1|β dx
)1/β
+ (B + ε)
(∫ ∞
0
q(x)|u1|β dx
)(β−1)/β(∫ ∞
0
q(x)|un − u1|β dx
)1/β
.
Thus,∫ ∞
0
q(x)|f(un)− f(u1)||un − u1| dx
6 2D1‖q‖L1‖un − u1‖2,q + (A+ ε)‖un‖2,q‖un − u1‖2,q
+ (A+ ε)‖u1‖2,q‖un − u1‖2,q + (B + ε)‖un‖β−1β,q ‖un − u1‖β,q
+ (B + ε)‖u1‖β−1β,q ‖un − u1‖β,q
6 C1,ε‖un − u1‖2,q + C2,ε‖un − u1‖β,q,
where
C1,ε = 2(A+ ε)M2,qC
1/2
+ 2D1‖q‖L1, C2,ε = 2(B + ε)(M2,hC1/2)β−1,
C = 2
(
λ
β+1
β+1,q
B − ε
)2/(β−1)
+M
2β/2−β
β,h +
4K3µ
µ− 2 .
Then according to (22) we have∫ ∞
0
(q(x)|f(un)− f(u1)||un − u1|) dx = on(1).
(d) From Corollary 1.1 and Lemmas 2.2 and 2.3, we have∫ ∞
0
h(x)||un|β−2un − |u1|β−2u1| |un − u1| dx
6
∫ ∞
0
h(x)|un|β−1|un − u1| dx+
∫ ∞
0
h(x)|u1|β−1|un − u1| dx
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6(∫ ∞
0
h(x)|un|β dx
)β−1/β(∫ ∞
0
h(x)|un − u1|β dx
)1/β
+
(∫ ∞
0
h(x)|u1|β dx
)β−1/β(∫ ∞
0
h(x)|un − u1|β dx
)1/β
6 ‖un‖β−1β,h ‖un − u1‖β,h + ‖u1‖β−1β,h ‖un − u1‖β,h 6 2C3‖un − u1‖β,h,
where C3 = (Mβ,hC
1/2
)β−1. Then according to (22) we have∫ ∞
0
h(x)||un|β−2un − |u1|β−2u1| |un − u1| dx = on(1).

Proposition 2.2. Suppose that f is a function satisfying (H0)–(H4). Then there
exists a constant ξ > 0 such that for 0 < λ < ξ, problem (1) has a positive solution u1
satisfying Jλ(u1) > 0.
P r o o f. Let u1 be the weak limit of the sequence (un) that satisfies (3). Consider
ξ = min{ξ1, ξ2}, where ξ1 and ξ2 are given in Lemmas 2.1 and 2.3, respectively. We
will prove that un → u1 in H10 (0,∞).
From (15) we have
〈J ′λ(un)− J ′λ(u1), un − u1〉
=
∫ ∞
0
(u′n − u′1)(u′n − u′1) dx+
∫ ∞
0
(un − u1)(un − u1) dx
− λ
∫ ∞
0
h(x)(|un|β−2un − |u1|β−2u1)(un − u1) dx
−
∫ ∞
0
q(x)(f(un)− f(u1))(un − u1) dx.
Thus,
‖un − u1‖2 6 |〈J ′λ(un)− J ′λ(u1), un − u1〉|
+ λ
∫ ∞
0
h(x)||un|β−2un − |u1|β−2u1||un − u1| dx
+
∫ ∞
0
q(x)|f(un)− f(u1)||un − u1| dx.
Therefore, from Lemma 2.4 above and taking into account that J ′λ is continuous (see
Proposition 2.1), we have
‖un − u1‖2 =
∫ ∞
0
|u′n − u′1|2 dx+
∫ ∞
0
|un − u1|2 dx = on(1).
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Consequently,
lim
n→∞
(∫ ∞
0
|u′n − u′1|2 dx+
∫ ∞
0
|un − u1|2 dx
)
= 0.
That is, un → u1 as n→∞ inH10 (0,∞), i.e. (un) satisfies the Palais-Smale condition.
Now by applying the Mountain Pass Theorem, we obtain
J ′λ(u1) = 0 and Jλ(u1) = c > 0.

2.2. Existence of a second solution. Now we apply the Ekeland variational
principle to prove the existence of a weak solution u2 which is different from the
solution u1.
Lemma 2.5. Suppose that (H0)–(H4) hold. Then there exists a constant ξ3 > 0
such that for 0 < λ < ξ3, the functional Jλ satisfies (P.S)d condition with d < 0.
P r o o f. Fix d < 0 and suppose that (un) ⊂ H10 (0,∞) satisfies
(24) Jλ(un) → d and J ′λ(un) → 0 as n→∞.
We need to show that (un) admits a subsequence converging strongly in H
1
0 (0,∞).
Proceeding as in (20) we get(1
2
− 1
µ
)
‖un‖2 6 λMββ,h
( 1
β
− 1
µ
)
‖un‖β + on(1)‖un‖+ d+ ε.
Thus, for a subsequence we have((1
2
− 1
µ
)
lim sup
n→∞
‖un‖2−β − λMββ,h
( 1
β
− 1
µ
))
lim sup
n→∞
‖un‖β 6 d < 0.
Hence,
(25) lim sup
n→∞
‖un‖2 6
(
λ
Mββ,h(β
−1 − µ−1)
(12 − µ−1)
)2/(2−β)
< (λMββ,h)
2/(2−β).
Choosing
ξ3 = M
−β
β,h
(
2
(
λ
β+1
β+1,q
B − ε
)2/(β−1)
+M
2β/(2−β)
β,h +
4K3µ
µ− 2
)(2−β)/2
,
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we have that for λ < ξ3,
(26) lim sup
n→∞
‖un‖2 < 2
(
λ
β+1
β+1,q
B − ε
)2/(β−1)
+M
2β/(2−β)
β,h +
4K3µ
µ− 2 .
From (26) we have that (un) is bounded in H
1
0 (0,∞) and there exists u ∈ H10 (0,∞)
such that un ⇀ u in H
1
0 (0,∞). Now, we can repeat the same arguments employed in
the proofs of Lemma 2.3 and Proposition 2.2 to conclude that un → u in H10 (0,∞).

Proposition 2.3. Suppose that f is a function satisfying (H0)–(H4). Then there
exists a constant ξ̂ > 0 such that for 0 < λ < ξ̂, problem (1) has a positive solution u2
satisfying Jλ(u2) < 0.
P r o o f. Consider the complete metric space
B̺(0) := {u ∈ H10 (0,∞) : ‖u‖ 6 ̺}
with a metric given by d(u,w) = ‖u−w‖. The functional Jλ is bounded from below
on B̺(0) for λ < ξ1 (see Lemma 1.4). Note that
∀ t < min
{
δ1
‖ψβ,h‖
,
1
‖ψβ,h‖β,h
(
2λ
βλ
2
β,h
)1/2−β}
(t near 0) using (H3) in (8), we get
(27) Jλ(tψβ,h) =
1
2
t2‖ψβ,h‖2 −
λ
β
tβ‖ψβ,h‖ββ,h −
∫ ∞
0
q(x)F (tψβ,h) dx
6
1
2
t2‖ψβ,h‖2 −
λ
β
tβ‖ψβ,h‖ββ,h −
A− ε
2
t2‖ψβ,h‖22,q
=
1
2
t2‖ψβ,h‖2
(
1− 2λt
β−2
βλ
2
β,h
‖ψβ,h‖β−2β,h
)
− A− ε
2
t2‖ψβ,h‖22,q < 0,
by (17). Then, in view of (27), we see that
(28) inf
u∈B̺(0)
J(u) < 0 < inf
u∈∂B̺(0)
J(u).
Consequently, by applying Ekeland’s variational principle in B̺(0), there is a mini-
mizing sequence (un)n>1 ⊂ B̺(0) such that
(29) Jλ(un) → d := inf{Jλ(u) : u ∈ B̺(0)},
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i.e.
J(un) 6 inf
u∈B̺(0)
J(u) +
1
n
∀n > 1,
and for every w ∈ B̺(0) with w 6= un,
(30) Jλ(w) − Jλ(un) + 1
n
‖un − w‖ > 0.
Let v ∈ H10 (0,∞). We consider the sequence wn := un+ tv ⊂ B̺(0), t near 0 (small
enough), and for all n > 1. From (30) we obtain
1
t
(Jλ(un + tv)− Jλ(un)) > − 1
n
‖v‖.
Thus, 〈J ′λ(un), v〉 > −n−1‖v‖ and similarly, 〈J ′λ(un), (−v)〉 > −n−1‖v‖. Therefore
|〈J ′λ(un), v〉| <
1
n
‖v‖ ∀ v ∈ H10 (0,∞).
Consequently,
(31) ‖J ′λ(un)‖ → 0 as n→∞.
Fix ξ̂ := min{ξ1, ξ3}, where ξ1 and ξ3 are given by Lemmas 2.1 and 2.5, respec-
tively. Then from (29) and (31) it follows that (un)n>1 is a (P.S)d sequence for the
functional Jλ for all 0 < λ < ξ̂.
Using Lemma 2.5 and Propositions 2.2, we obtain a subsequence, still denoted by
(un)n>1, which converges strongly to a function u2 ∈ H10 (0,∞). In this case
J ′λ(u2) = 0.
Now we will check Jλ(u2) < 0 to complete the proof. Note that using (H4) and (7)
we obtain
d+ on(1) = Jλ(un)− 1
µ
J ′λ(un)un =
(1
2
− 1
µ
)
‖un‖2 − λ
( 1
β
− 1
µ
)∫ ∞
0
h(x)‖un‖β
−
∫ ∞
0
(
F (un)− 1
µ
f(un)un
)
+ on(1).
From Fatou’s lemma (see [3], Lemma 4.1) we conclude that
d = lim inf
n→∞
(
Jλ(un)− 1
µ
J ′λ(un)un
)
> Jλ(u2)− 1
µ
J ′λ(u2)u2.
Thus
Jλ(u2) = d < 0.

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R em a r k 2.3. If u is a nontrivial solution for problem (1), by Remark 2.2, u > 0.
Furthermore, as a consequence of (28) and Jλ(0) = 0, we have u > 0 in (0,∞).
P r o o f of Theorem 2.1. We take ξ := min{ξ, ξ̂} and then the proof of Theo-
rem 2.1 follows directly from Propositions 2.2, 2.3 and Remark 2.3. 
3. Example
In this section we give an example to illustrate our results.
E x am p l e 3.1. Consider the problem
(32)
{
−u′′ + u = λh(x)|u|β−2u+ q(x)f(u), x ∈ [0,∞),
u(0) = u(∞) = 0,
where
f(u) =

1
2M22,q
|u|+ (λ22,q + 1)|u|β if |u| 6 1,
(λ
2
2,q + 1)|u|β +
1
2M22,q
if |u| > 1,
q(x) = 14D
−1
2 e
−3x/2 and h(x) = e−4x/3. Choose p(x) = e−x/4 and we see that
q
p
(x) =
1
4D2
e−5x/4,
q
p2
(x) =
1
4D2
e−x,
h
pβ−1
(x) = e(3β−19)x/12,
q
pβ
(x) =
1
4D2
e(β−6)x/4,
h
pβ
(x) = ex(β/4−4/3) and
q
pβ+1
(x) =
1
4D2
e(β−5)x/4
are in L1[0,∞) for all β ∈ (1, 2). Note that λ2,q > M−12,q , and we also obtain that
M2,q =
√
2√
15D2
, A := lim
u→0+
f(u)
|u| =
1
2M22,q
and B := lim
u→∞
f(u)
|u|β = λ
2
2,q + 1.
It is easy to see that conditions (H0)–(H4) hold. Thus from Theorem 2.1, (32) has
at least two positive solutions for each λ ∈ (0, ξ).
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