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Abstract—Artificial neural networks have recently shown great
results in many disciplines and a variety of applications, including
natural language understanding, speech processing, games and
image data generation. One particular application in which the
strong performance of artificial neural networks was demon-
strated is the recognition of objects in images, where deep
convolutional neural networks are commonly applied. In this
survey, we give a comprehensive introduction to this topic (object
recognition with deep convolutional neural networks), with a
strong focus on the evolution of network architectures. Therefore,
we aim to compress the most important concepts in this field in a
simple and non-technical manner to allow for future researchers
to have a quick general understanding.
This work is structured as follows:
1) We will explain the basic ideas of (convolutional) neural
networks and deep learning and examine their usage for
three object recognition tasks: image classification, object
localization and object detection.
2) We give a review on the evolution of deep convolutional
neural networks by providing an extensive overview of
the most important network architectures presented in
chronological order of their appearances.
Index Terms—Deep Convolutional Neural Network, Network
Architectures, Object Recognition, Object Detection, Neural
Networks, Deep Learning
I. INTRODUCTION
During the last years, artificial agents have been increasingly
able to outperform humans in a variety of challenges across
many different domains [1], [2], [3], [4], [5]. While it seems
that computers have obvious advantages over humans in many
areas, such as calculus or industrial assembly, they have very
recently also managed to outperform humans on tasks that are
comparatively easy for humans while being utterly complex
problems for artificial agents.
Recognizing faces in an image is a good example for such
a task, as every human is able to do it within the fraction of a
second. In computer vision, face recognition is a very difficult
challenge, where a lot of research is still being conducted.
Until recently, artificial agents were not able to achieve results
comparable to those of humans, even with the most advanced
approaches and the best available hardware. The methodology
that finally allowed computer vision to outperform humans on
object recognition tasks [6] is the Deep Convolutional Neural
Network (DCNN), which we will inspect more closely in this
survey. Almost 20 years ago, [7] already proposed the LeNet,
a novel DCNN architecture for object recognition, but only in
2012 an implementation by [8], the AlexNet, was first able
to beat more traditional geometrical approaches on the most
popular object recognition contest - the ILSVRC [6]. Ever
since, DCNNs have been achieving state-of-the-art results on
object recognition tasks.
This paper will give a detailed overview of the evolution
of DCNN architectures and how they are applied to object
recognition challenges. The paper is structured as follows: In
Sect. II, we will take a closer look at the deep convolutional
neural network and how it works. Afterwards, in Sect. III, we
will inspect how DCNNs are used for three different object
recognition tasks: classification, localization and detection. In
Sect. IV, the most influential DCNN architectures, including
the LeNet and AlexNet we mentioned earlier, are presented in
chronological order and explained. Finally, in Sect. V, we will
sum up the key aspects covered in this paper and list selected
resources for further research.
II. DEEP CONVOLUTIONAL NEURAL NETWORKS
In this section the basics of deep convolutional neural
networks will be explained. Therefore, general artificial neural
networks and deep learning will be introduced first, before
diving deeper into convolutional layers and operations.
A. Artificial Neural Networks
Nature has always been a source of inspiration for scientific
advances [9]. When given the task of designing an algorithm
for object recognition without having much prior knowl-
edge of the field, one might attempt replicating some object
recognition system that can be found in nature. Within the
human brain, the neocortex is responsible for recognizing very
high-level patterns, such as abstract concepts or complicated
implications, which is performed by around 20 billion small
processing units, called Neurons, that are connected with each
other and organized hierarchically [10], [11].
In the field of artificial intelligence, Artificial Neural Net-
works (ANNs) have been built in a way that mimics their
biological counterparts, but the reproduction of this processing
functionality of the brain has been made with abstractions
and major simplifications. Some of the biological details have
been omitted either for simplification and computational cost
reduction or because of the lack of knowledge about their role.
Fig. 1. A simple artificial neural network, consisting of an input layer, an
output layer and two hidden layers
On a high-level perspective, artificial neural networks can
be divided into Layers. We can distinguish three types of
layers: the Input Layer and the Output Layer, which are
representations of the input and output respectively, as well
as optional Hidden Layers. Hidden layers are simply all the
other layers in between, which are performing complementary
computations, resulting in intermediate feature representation
of the input. A simple example of such an architecture with
two hidden layers can be seen in Fig. 1.
Neurons that belong to the same layer of a network do
generally recognize similar patterns. In the first hidden layers,
which are close to the input layer, Low Level features like
lines and edges can be recognized. As for deeper layers, they
are supposed to find High Level patterns, e.g. eyes, noses and
mouths for the task of face recognition. In the following, we
will also use the terms low level and high level to describe the
location of neurons within a network.
In general, ANNs can be divided into two main categories.
In the first one, which is called Feedforward Neural Networks
(FFNN), neurons are only forwarding their output to neurons
of subsequent layers, as shown in Fig. 1. The second type
of ANN is called Recurrent Neural Network (RNN), where
neurons can also transmit information to other neurons within
the same layer, to neurons of previous layers and even to them-
selves. For object recognition purposes, FFNNs are usually
used. Thus, RNNs will not be further elaborated on in this
paper.
Furthermore, the neurons of a given layer in Fig. 1 are
always connected to all neurons of the previous and subsequent
layers. This is the most basic kind of layer, called Fully-
Connected Layer, which can be used for many different tasks
across many different domains. As we will see later, there also
exist other types of layers, which are better suited for certain
challenges.
In an artificial neural network, connections from one neuron
to another are called Synapses, which each contain a Weight.
This weight determines how important the result of the lower
level neuron is for the outcome of the higher level neuron.
Recognizing eyes might, for instance, be an important pre-
requisite for recognizing a face, so the corresponding weight
should be high. In addition to that, each neuron contains a Bias
that reflects how likely it is in general that the corresponding
pattern is present. The values of these weights and biases
are the Parameters of the network, which will be learned
during the training process. Other attributes of the training
procedure exist and are manually chosen. They are referred to
as Hyperparameters.
The output of a neuron is a real value. This value is obtained
by first performing a linear combination of the inputs, which
are the outputs of the previous layer, with the corresponding
weights and bias, as shown in the following equation:
output = (
∑
i
inputi ∗ weighti) + bias (1)
Afterwards, an Activation Function is applied to the result,
which is enabling the artificial neural network to also ap-
proximate very complex functions by performing non-linear
transformations. An example of such an activation function is
the Rectified Linear Unit (ReLU) [12], which simply discards
negative values, as shown by Equation 2, and is very popular
due to its simplicity and effectiveness in practice [8].
f(x) = max(x, 0) (2)
B. Deep Learning
In order to train a network, a long repetitive learning
procedure is applied. At each iteration of the training, a Loss
Function1 is evaluated. It determines the network’s prediction
quality and is dependent on the type of training. For instance,
in Unsupervised Learning, the loss aims to put an emphasis
on constraints that the network should have e.g. ability to
reconstruct its input, as performed in Autoencoders [14]. In
Supervised Learning, where pairs of inputs and corresponding
target outputs are available, the loss can be defined as the
measure of similarity between the network’s predictions and
the target outputs. For object recognition, supervised learning
is usually used, for which reason it will be the only learning
type considered in the remainder of this paper.
In both cases, a Parameter Update Scheme is used to alter
the network parameters with respect to the defined loss. Most
of these update schemes are based on computing the gradient
of the loss function with respect to the model parameters and
transmitting the updates from the output layer to earlier layers
with a method named Backpropagation.
When the term Deep is used to describe a network, it
refers to the number of layers that comprise the network. The
1A comparison of popular loss functions has been made by [13]
term Deep Learning is describing the procedure of performing
machine learning tasks with deep artificial neural networks
[15]. In reality, the best performing deep neural networks are
nowadays consisting of hundreds of layers. Since it is often
hard to understand what a specific neuron is recognizing,
it is difficult to tell how or why a given deep neural net-
work is working (or not). Another challenge of using deep
architectures is that different layers might learn and adapt at
a different pace. Especially the earlier hidden layers, which
are close to the input layer, do frequently either learn much
slower (caused by very low gradients) or much faster (caused
by high gradients) also leading to an oscillatory behavior.
These two problems are referred to as Vanishing Gradient
Problem and Exploding Gradient Problem respectively [16].
These can nowadays be prevented quite well by a variety
of techniques, including gradient norm clipping [17], proper
network parameter initialization, proper choice of activation
functions, as well as input normalization [18], [19].
C. Convolutional Layers and CNNs
When tackling deep learning tasks, it is generally recom-
mended to train and run the models on raw inputs, without
manually extracting any features before. The reason for this is
that a network trained on the raw input could learn to extract
these features on its own, but in contrast to working with
prebuilt features, it would also be able to further optimize
the feature extraction as the network improves. If the input is
an image, it would, therefore, be desirable to work directly
with its raw pixel values. Since an image consists of many
pixels and each pixel is possibly represented by multiple color
values, the representation of that image in the input layer
can become highly complex. A full HD RGB image with
1920× 1080 pixels would, for instance, require an input layer
consisting of about six million neurons. If one would use
the simple fully-connected network architecture described in
Sect. II-A, each neuron in the subsequent layer would then
be connected to about six million neurons and if the first
fully-connected layer would contain just 1000 neurons, the
total number of parameters would amount to over six billion.
Since the network has to optimize all of these parameters,
the training process could then become very time and storage
intensive.
In order to solve this computational problem, a different
kind of network architecture is used, called Convolutional
Neural Network (CNN). CNNs are specifically designed for
working with images. For this reason, the neurons of a layer
are organized across the three dimensions, height, width and
depth, just like the pixels in an image where the depth
dimension would differentiate the different color values. In
addition to that, CNNs introduce two new types of hidden
layers in which each neuron is only connected to a small
subset of the neurons in the previous layer, to prevent the
aforementioned problem. How these layers work and what
they are used for will be explained in the following.
1) Convolutional Layer: In order to deal with the problems
that fully-connected layers faced when processing images,
Fig. 2. A neuron of a convolutional layer performing a convolution operation
with a 3× 3 receptive field on an RGB image
Convolutional Layers are used in CNNs instead. What sep-
arates a convolutional layer from a fully-connected one is that
each neuron is only connected to a small, local subset of the
neurons in the previous layer, which is a square sized region
across the height and width dimensions. The size of this square
is a hyperparameter named Receptive Field. For the depth
dimension, there is no hyperparameter that has to be defined,
as the convolutions are by default always performed across the
whole depth. The reason for this is that the depth dimension
of the input does typically define the different colors of the
image and it is usually necessary to combine them in order to
extract any useful information.
Neurons of the convolution operator can recognize certain
local patterns of the previous layer’s output. Since the patterns
that are recognized should be independent of their position
in the image, all neurons will be forced to recognize the
same pattern by making all of them share one single set of
parameters. This concept is referred to as Parameter Sharing.
In order to now recognize multiple different features within
one layer, it is required to have several Filters, where each
filter is a group of neurons that recognize a certain pattern
at different locations in the image. In the convolutional layer,
the depth dimension is then specifying to which filter a given
neuron belongs.
Another reason for why the convolution operations are
performed across all depth values is that neurons in a convo-
lutional layer, which are stacked on top of others, should have
their features jointly considered in the next layer. A neuron
in a convolutional layer will, therefore, be connected to r ∗ d
neurons of the underlying layer, where r is the size of the
receptive field and d is the depth of the previous layer. When
performing a convolution directly on the input layer of an
RGB image with a receptive field of 3×3, each neuron in the
layer would, for instance, be connected to 27 input neurons,
consisting of a 3 × 3 square of pixels with three neurons per
pixel, as illustrated in Fig. 2.
How many convolutions are being conducted is defined
Fig. 3. A visualization of the different hyperparameters of convolutional
layers: receptive field, stride and padding
by another hyperparameter, called Stride, which determines
how big the gap between two scanned regions is. Without
using any further hyperparameters we would always perform
fewer convolutions on inputs close to the borders. Adjusting
the Padding hyperparameter can make that more even, as it
adds an additional border of 0 values around the original
input. Another reason for why padding is applied in some
implementations is to make the convolution result have a
certain width and height, e.g. making the output have the same
size as the input. A visualization of the three hyperparameters
can be seen in Fig. 3 and the output size of a convolutional
layer can be calculated by the following equation:
out =
in− receptivefield+ 2 ∗ padding
stride
+ 1 (3)
2) Pooling Layer: The third kind of layer, which has the
purpose of decreasing the complexity of CNNs, is the Pooling
Layer. Similarly to the convolutional layer, neurons in the
pooling layer are connected to a square sized region across
the width and height dimensions of the previous layer. The
main difference between convolution and pooling is that a
pooling layer is not Parametrized2. This means that neurons
in the pooling layer do not have weights or biases that will be
learned during the training process but instead perform some
fixed function on its inputs. Additionally, the pooling operation
does not combine neurons with different depth values. Instead,
the resulting pooling layer will have the same depth as the
previous layer and it will only combine local regions within a
filter.
One common type of pooling is Max Pooling, where the
result of combining a number of neurons is the maximum
value that any of them returned, which is illustrated in Fig.
4. Since all neurons in the convolutional layer recognize the
2The only parametrized layers we will inspect in the scope of this paper
are the fully-connected and the convolutional layers.
Fig. 4. A neuron of a pooling layer performing a max pooling operation with
a 3× 3 receptive field on neurons of an underlying layer
same pattern, the result of the max pooling operation can
be interpreted as whether that pattern has been recognized
in the pooling area or not, but the exact location will not be
relevant anymore [16]. Other pooling variants, such as Average
Pooling, perform a different function but can be interpreted
similarly.
How many neurons are combined across each of the two
dimensions and how large the gap between two pooling opera-
tions should be is again defined by the receptive field and stride
hyperparameters that were used for defining convolutional
layers.
III. APPLICATIONS OF DCNNS FOR OBJECT
RECOGNITION TASKS
After having described deep convolutional neural networks
in the previous section, we will now turn our focus to
how these are used for object recognition purposes. More
specifically, we will learn about three object recognition tasks
- classification, localization and detection - and how each of
them can be tackled with DCNNs.
A. Classification
The task of Image Classification describes the challenge
of categorizing a given image into one of several classes. A
possible application of this could be the recognition of hand-
written digits, where the input image is classified as one of the
ten classes. For this task [7] developed a DCNN architecture
in 1998, the LeNet-5, which we will inspect more closely later.
This network defined the default classification approach, where
the DCNN first performs several convolutions and pooling
operations in order to extract high-level features. We will refer
to this part as Network Stem in the remainder. The network
stem is then followed by some fully-connected layers, which
we call the Fully-Connected Module, that is connecting the
stem to the output layer. The whole architecture is illustrated
in Fig. 5.
The output layer for classification tasks consists of one neu-
ron per class and the values of these neurons are representing
the score of each class. If we choose a score distribution,
where every score is between zero and one and where all class
scores add up to one, the values of each neuron can then be
interpreted as the probability of whether the class is present.
Fig. 5. The default DCNN architecture for image classification. Multiple convolutional and pooling layers first extract abstract features, which are forwarded
to a classifier by fully-connected layers
B. Localization
For Localization, the information about which category an
image belongs to is already available and the task is to instead
figure out where exactly the object is located in the image. This
location is typically specified by a two-dimensional bounding
box, which consists of four values that describe the location of
two opposite couples of corners. Finding these four values is
the main challenge of localization and is commonly referred
to as Bounding Box Regression.
To perform a localization task, we can use a similar ar-
chitecture as the one we defined for classification. The only
thing that has to be modified is the final output layer, which
can simply be replaced by another output layer that performs
the bounding box regression instead.
Classification and localization can also be combined so
that a fixed amount of objects in an image will be classified
and also located. This task, called Multi-Class Localization,
can be tackled with DCNNs by fusing the two architectures
that we have seen previously. The resulting architecture will
then consist of the network stem, as well as one output layer
and corresponding fully-connected layers for each of the two
subtasks, which can be seen in Fig. 6.
C. Detection
In contrast to multi-class localization, the number of objects
in a given image is not known prior to the execution, when
performing Object Detection. In order to use DCNNs for such
object detection tasks, the architecture needs to be extended
to handle the flexible amount of detections. For this purpose,
multiple detection methods have been developed, which will
be inspected in the following.
1) R-CNNs: One possible way of predicting object detec-
tions in an image is by feeding a large number of image
parts from the original image into a DCNN, which is then
performing multi-class localization to locate and classify the
main object in it. Instead of selecting these image parts
randomly, Region-based Convolutional Neural Networks (R-
CNNs) [20] are using Region Proposal Networks to only
extract potentially interesting regions. These regions are called
Regions of Interest (ROIs). They are obtained by running a
quick segmentation to spot blob-like structures.
[21] proposed methods for drastically reducing the execu-
tion times of R-CNNs, which was achieved by performing
only one forward pass through the network for each image
and by merging the modules for classification and bounding
box regression into one single network.
[22] managed to further improve the R-CNN execution
times by integrating the region proposal network into the
remaining network as well, making the resulting Faster R-
CNN network able to learn end-to-end from the raw pixels of
the input image. The structure of such a faster R-CNN model
is displayed in Fig. 7.
2) R-FCN: Faster R-CNN architectures are able to achieve
strong detection results but are also very complex. Since the
fully-connected layers at the end of the network were shown to
have a particularly strong impact on the training and execution
time, a new ROI-based detection architecture was proposed
by [23], called Region-based Fully Convolutional Networks
(R-FCN). These networks are structured very similarly to
the faster R-CNN architecture, but instead of using fully-
connected modules to predict classes and bounding boxes
for each ROI, R-FCNs use Position-Sensitive Convolutional
Fig. 6. A DCNN architecture for multi-class localization. The extracted features of the convolutional and pooling layers in the network stem are used to
simultaneously locate the object by bounding box regression and classify it
Modules. Such a module consists of a convolutional layer with
k2 depth slices, called Score Maps, where each score map
represents the corresponding part of the ROI and computes
prediction scores for each class, as well as a pooling layer
that is combining the information of the convolutional layer
into a k× k× 1 set of neurons that each correspond to one of
the k2 ROI parts and contain prediction scores for all classes.
At the end, the scores of the neurons are averaged in order to
retrieve the final prediction of the network. The structure of
such a position-sensitive convolutional module can be seen in
Fig. 8.
3) YOLO: In contrast with region proposal based tech-
niques, Single-Shot detection architectures do not predict any
regions of interests, but instead, a fixed amount of detections
on the image directly, which are then filtered to contain only
the actual detections. These networks do therefore have much
faster execution times than region-based architectures but are
found to also have a lower detection accuracy [23]. YOLO,
short for You Only Look Once, is a very simple single-shot
detection architecture that replaces ROIs by performing a
multi-box bounding box regression on the input image directly
[24]. In order to do so, the image is overlayed by a grid, and
for each grid cell, a fixed amount of detections are predicted,
as can be seen in Fig. 9.
Therefore, the whole network has to be evaluated only once
per image leading to very fast execution times that are well
suited for real-time applications. Additionally, since the model
works on whole images it can also make more use out of
contextual information. However, since YOLO computes a
fixed amount of predictions per region, it is not well suited for
tasks where many objects can be located very close to each
other and struggles with the detection of objects that have a
strong variance in their aspect ratios.
4) SSD: In order to handle the problems of YOLO that
arise due to the fixed amount of predictions and cell sizes,
Single Shot MultiBox Detectors (SSD) have been developed,
which predict detections of different scales and also make
predictions for multiple different aspect ratios. Therefore, SSD
detectors can make finer predictions, leading to significantly
better results.
Similarly to YOLO, the input image is first fed into a con-
volutional neural network, but instead of performing bounding
box regression on the final layer, SSDs append additional
convolutional layers that gradually decrease in size. For each
Fig. 7. A faster R-CNN architecture for object detection. A region proposal network is using the features computed in the network stem to produce ROIs,
on which classification and bounding box regression are performed
Fig. 8. A position-sensitive convolutional module of an R-FCN with k = 3.
The first convolutional layer consists of k2 = 9 depth slices corresponding
to certain locations. A given ROI is then split into k2 = 9 parts and for each
part information from the corresponding depth slice is retrieved and pooled.
The resulting values are averaged in the end to obtain the final prediction
of these additional layers, a fixed amount of predictions with
diverse aspect ratios are computed, resulting in a large number
of predictions that differ heavily across size and aspect ratio.
Therefore SSDs are less vulnerable to varying occurrences of
objects, leading to significantly better detections than YOLO
while preserving a similarly fast execution time [25]. An
example SSD architecture, differentiating the same amount of
aspect ratios as the original paper [25] can be seen in Fig. 10.
5) YOLOv2: The basic YOLO was improved on by [26],
who released the second version of YOLO, called YOLOv2.
YOLOv2 contains various improvements in comparison to the
first version, such as the ability to predict objects at different
resolutions and computing first bounding box predictions by
clustering. Additionally, the input size is repeatedly changed
to a random value during training, which is enabling YOLOv2
to perform good predictions across various resolutions. As a
result, YOLOv2 is able to achieve significantly better detection
results than YOLO and was reported [26] to have an even
better performance than the SSD detector.
IV. DCNN ARCHITECTURES
In this section, we will present the most influential DCNN
architectures that have shaped the current state-of-the-art in
object recognition. Most of the architectures became famous
by winning the ImageNet Large Scale Visual Recognition
Competition (ILSVRC)3 at some point [6]. By inspecting the
very best architectures of each year in a chronological order,
3More information on the ILSVRC can be found here:
http://image-net.org/challenges/LSVRC
Fig. 9. The YOLO detection architecture. The input image is overlayed by a grid consisting of S × S cells. Afterwards, a DCNN is predicting B bounding
boxes and C classes per grid cell. The results are thresholded to obtain the final predictions
Fig. 10. The SSD detection architecture. Multiple convolutional layers (feature maps) of decreasing size are appended to the DCNN. For each feature map,
a certain amount of detections per class are made with varying aspect ratios and the results are thresholded
we will also understand how fast the field is advancing and
which trends and new approaches have been developed in each
year.
A. LeNet-5 (1998)
Most of the DCNNs that are being used for object recog-
nition today are based on the basic architecture that was
developed by [7]. This architecture is known as LeNet-5, which
was used to read digits from 32× 32 pixel images. The basic
architecture of the LeNet-5 can be seen in Fig. 11.
As can be seen, the network architecture is relatively simple,
as it only consists of an input layer of size 32× 32, an output
layer of size 10, as well as three 5 × 5 convolutional, two
2×2 pooling and one fully-connected layer in between, making
it a total of six hidden layers. Since all convolutional and
pooling layers use a stride of one and no padding, the size
of each dimension is reduced by 4 during each convolution
and is halved by each pooling operation. The general idea
behind the design is to perform multiple convolutions with
max pooling between two operations and connecting the final
convolutional layer via fully-connected layers to the output
layer. This is exactly the default classification architecture that
was presented in the previous section and, as we’ll show later,
this idea has been the basis for most of the other networks in
this section as well.
B. AlexNet (2012)
The AlexNet, developed by [8], is potentially the most
influential implementation of DCNNs up to date. It was the
first DCNN that managed to beat more traditional object
recognition approaches in the ILSVRC. Moreover, the AlexNet
proved the viability of DCNN approaches for object recogni-
tion tasks. The corresponding network architecture is shown
in Fig. 12. As we can see, the AlexNet is not much different
from the LeNet-, as it also consists of only the input layer,
a few convolutional layers with occasional pooling afterward,
as well as some fully-connected layers right before the output
layer. However, the AlexNet has more layers and neurons per
layer and it also uses different hyperparameters, as can be seen
in Fig. 12.
C. ZFNet and OverFeat (2013)
One year after the AlexNet won the ILSVRC in 2012,
a modification of it, the ZFNet, still achieved best results,
winning the ILSVRC again. [27] developed a novel technique
for visualizing convolutional neural networks, called Decon-
volutional Network. This network does the exact opposite of
a CNN, mapping features to pixels, and is nowadays also
frequently used in combination with CNNs for generative tasks
[28]. Visualizing the AlexNet with it enabled them to improve
it by tuning its hyperparameters and increasing the number of
filters in the later convolutional layers.
The winner of the 2013 ILSVRC localization challenge was
an architecture named OverFeat [29]. OverFeat used the exact
version of the AlexNet that won the classification challenge in
2012 and altered it in a novel way to perform the bounding box
regression. Instead of only predicting bounding boxes once
per image, as was suggested in Sect. III-B, OverFeat tried to
localize a given object at multiple locations and scales and
merges these outputs to obtain the final results.
D. VGGNet and GoogLeNet (2014)
Another influential network was developed by [30]. Their
implementation, the VGGNet, scored second place in the
ILSVRC and influenced the deep learning scene in an im-
portant way, as they showed that using a deeper architecture
does generally lead to better results, which was not obvious at
that time. The VGGNet that was submitted for the ILSVRC
contained 19 parametrized hidden layers, which was much
more than what previous architectures had used. Apart from
its size, the VGGNet was very simple. It only consisted of
convolutional layers with a 3× 3 receptive field, which is the
smallest size that can differentiate basic directions, as well as
2× 2 max pooling layers, and three fully-connected layers at
the end. A scheme of the VGGNet is shown in Fig. 13.
In the same year, Szegedy et al. from Google won the
ILSVRC with a different very deep network that had 22
parametrized layers - even more than the VGGNet - and was
named GoogLeNet [31]. This network was an improvement
of the AlexNet that was not only much deeper but also
reduced the number of parameters. The latter was achieved
by replacing the first fully-connected layer, which is typically
accountable for the highest number of parameters, by another
convolutional layer. In addition to that, they also implemented
the so-called Inception Modules, which enable a network to
recognize patterns of different sizes within the same layer.
In order to do so, the inception module performs several
convolutions with different receptive fields in parallel and
combines the results by merging the depth slices of the
different filters into one single layer. Such an inception module
can be seen in Fig. 14.
The final GoogLeNet consisted of several such inception
modules stacked on top of each other with occasional pooling
layers in between, a few additional convolutional layers in the
beginning of the network and a few fully-connected layers
right before the output layer. This is shown in Fig. 15.
The GoogLeNet also contained additional output layers
closer to the middle of the network and their outputs were
combined with the output of the final layer of the network to
obtain the total prediction. This had some minor influence on
the overall result but was mainly intended to accelerate the
training of earlier layers.
E. ResNet (2015)
[32] developed a new kind of network architecture, which
pushed the depth boundaries of DCNNs even further. Their
network, called Deep Residual Network, or ResNet for short,
is able to perform much better with very deep architectures. In
ResNets, convolutional layers are divided into Residual Blocks
and for each block a Residual Connections is added, which is
bypassing the corresponding block. Afterwards, the output of
the residual block is merged by summation with the original
Fig. 11. The architecture of the LeNet-5. The network consists of an input layer, a convolutional layer, a pooling layer, a second convolutional layer, another
pooling layer, another convolutional layer, a fully-connected layer and an output layer from left to right
Fig. 12. The AlexNet, containing five convolutional , three pooling and two fully-connected layers between input and output layers
input that was forwarded by the residual connection, as can
be seen in Fig. 16.
By adding these residual connections, the result of a training
step can be backpropagated to the earlier layers directly, with-
out any interference from subsequent layers. Therefore, resid-
ual connections enable the training of even deeper networks.
Previously, having more layers did not guarantee a better
accuracy, which was caused by earlier layers not adapting
properly if a network was getting too big. As a result, He et al.
won both the ILSVRC localization and classification contests,
as well as the COCO detection and segmentation challenges
[33]. They also managed to improve on the previous error rates
by a big margin.
The ResNet version that was submitted to these contests
was the Resnet101, which consists of 101 parametrized layers.
These 101 layers consist of an initial 7×7 convolutional layer
with a 2×2 stride, 33 residual building blocks with decreasing
output size and increasing depth and a final 1000 neuron fully-
connected layer [32]. In addition to the 101 parametrized
layers, the ResNet101 also includes one max pooling layer
after the first convolutional layer and an average pooling layer
before the final fully-connected layer. The overall structure
of the ResNet101 is shown in Fig. 17. Note that the first
convolutional layer of each group of blocks uses stride two
in order to achieve the output size reduction.
F. Inception-v4, Inception-ResNet-v1 and ResNeXt (2016)
Early in 2016, a new modification of the GoogLeNet has
been released by [34]. This network, called Inception-v4, is
the fourth iteration of the GoogLeNet and consisted of many
more layers than the original version. During the continuous
improvements on the inception architectures, the inception
modules, as introduced in Sect. IV-D, have been vastly im-
Fig. 13. The VGGNet, containing a total of 24 hidden layers, consisting of 16 3 × 3 convolutional layers, five 2 × 2 max pooling layers, as well as three
fully-connected layers
Fig. 14. An inception module, performing three convolutions with different
receptive fields, as well as a pooling operation in parallel, as first presented
by [31]. The results of the different operations are combined by a depthwise
filter concatenation to obtain the final output of the module
proved as well and the Inception-v4 uses three different kinds
of inception modules.
In addition to the Inception-v4, the corresponding paper also
introduced a new type of network, named Inception-ResNet,
which is a combination of an inception network and a ResNet,
by combining the inception module and residual connection as
shown in Fig. 18.
This makes the network even more efficient, leading to
much lower training times compared to a similarly complex
inception network. Both of these network architectures are
hundreds of layers deep and contain a wide variety of layers,
inception modules and residual blocks, for which reason we
will not inspect their structures in more detail 4.
The second place in the 2016 ILSVRC classification chal-
lenge was achieved by [35], who proposed a new network
architecture, named ResNeXt. Similarly to Inception-ResNets,
the ResNeXt architecture is combining the residual build-
ing blocks and connections of ResNets with the paralleliza-
tion strategy of inception architectures. Unlike Inception-
ResNets, the different convolution paths that are concatenated
in ResNeXts have similar hyperparameters, as shown in Fig.
19.
Therefore, the number of paths is variable and the paths
do not have to be adapted for a specific purpose, which
facilitates the design of new ResNext variants. Furthermore,
the flexibility of the design enables ResNext to introduce a new
hyperparameter called Cardinality, which specifies how many
parallel convolution paths each block contains. According to
4The exact network architecture is explained in detail in the original paper
by [34].
Fig. 15. The GoogLeNet, containing nine inception modules, five pooling layers, three convolutional layers after the input layer, as well as a fully-connected
layer before the output layer
Fig. 16. A residual block, consisting of two convolutional layers, and the
corresponding residual connection. The input to the residual block (x) is
forwarded by the residual connection and later added to the output of the
residual block (f(x)) to obtain the final output (f(x) + x)
[35], increasing the cardinality of a network has a stronger
influence on the performance of a network than increasing
the number of layers or the number of neurons per layer,
for which reason their ResNext managed to outperform all
previous Inception-ResNet architectures while having a much
simpler design, as well as a lower complexity.
The best performing approaches on the 2016 ILSVRC
classification, localization and detection challenges all used en-
sembles 5 of ResNet101, Inception-v4 and Inception-ResNet-
v1 networks.
G. Densenet, DPN and MobileNets (2017)
As described in Sect. IV-E, the enhanced information flow
of residual connections in ResNets and its modifications is
5Network ensembles will be inspected more closely in the next section.
enabling the training of much deeper networks. Instead of
summing up the output of a residual connection with the output
of the corresponding residual block, as shown in Fig. 16,
Dense Convolutional Networks (DenseNets) [36] combine the
two outputs by depthwise filter concatenation, as performed
in inception modules. Furthermore, DenseNets are adding one
such connection from each layer to all subsequent ones with
matching input sizes. By doing so, the learned features of a
layer can be reused by any of the following layers. There-
fore, later layers need to produce much fewer feature maps,
resulting in less complex architectures with fewer parameters.
Since the width and height of layers in CNNs are gradually
decreasing, connecting all compatible layers is dividing the
network into Dense Blocks. Between these blocks, pooling
layers are used to alter the sizes accordingly. These layers
are referred to as Transition Layers. An example of a dense
block with previous and subsequent transition layers is shown
in Fig. 20.
Due to the high layer interconnectivity, DenseNets are easy
to train and naturally scale well with increasing depth and
increasing amount of parameters.
According to [37], the design of DenseNets encourages
the learning of new features, while ResNet architectures is
leading to increased feature reuse. Since both architectures
have advantages over each other, Chen et al. combined the
two architectures into a Dual Path Network (DPN), with
which they won first place in the 2017 ILSVRC localization
challenge and finished top three in both classification and
detection. In order to combine the networks, the output of
a layer is split and one part is combined with a residual
connection, whereas the other is forwarded to all subsequent
Fig. 17. The ResNet101, consisting of a 7× 7 convolutional layer, a 2× 2 max pooling layer, 33 residual blocks, a 7× 7 average pooling layer and a final
fully-connected layer before the output layer
Fig. 18. A building block of an Inception-ResNet. The input (x) is processed
by an inception module and also forwarded by a residual connection
Fig. 19. A residual block of a ResNeXt. Within the block, multiple convolu-
tions with similar hyperparameters are performed in parallel and merged by
filter concatenation
layers, as performed in DenseNets. This approach is illustrated
in Fig. 21.
All of the previous architectures we inspected were designed
to achieve the highest accuracies possible, for which reason
recent architectures have become ever more complex. While
a high complexity is not problematic for challenges like the
Fig. 20. A dense block of a DenseNet together with the previous and subsequent transition layers. Every layer is directly connected to every subsequent one
Fig. 21. Four convolutional layers in a block of a DPN. Each layer has a corresponding residual connection and is also forwarding its output to all subsequent
layers. Before each layer, the two streams of information are merged by performing addition
ILSVRC, it is very cumbersome for real-time applications
with restricted hardware, such as mobile applications or em-
bedded systems. Therefore, a new DCNN architecture was
introduced to tackle this problem. These networks, called
MobileNets [38], are built to be as time efficient as possible
by replacing standard convolutions by Depthwise Separable
Convolutions, as first introduced by [39]. As we have seen in
Sect. II-C1, a neuron in a convolutional layer combines the
outputs of a square sized region across the width and height
dimensions and across the whole input depth. Depthwise
separable convolutions split this process into two steps: A
Depthwise Convolution and a Pointwise Convolution. The
depthwise convolution acts as a filter by only considering the
square sized regions within a single depth slice. The point
wise convolution then performs a 1× 1 convolution to merge
the information across the whole depth. Additionally, two
new hyperparameters are used for MobileNets, which enable
creations of even faster architectures by trading off accuracy
and execution time. The first hyperparameter, called Width
Multiplier, is a value between zero and one that lowers the
number of neurons in all layers by the given factor, which
results in a squared reduction of execution time and has
been found to decrease the output quality less severely than
lowering the number of layers in the network [38]. The other
hyperparameter, Resolution Multiplier, lowers the resolution
of the input image by the given factor, which also results
in a squared reduction of execution time. By adjusting these
parameters it is, therefore, possible to construct MobileNets
that exactly match the execution time requirement of a given
application while preserving a relatively high quality of results.
The first version of such a MobileNet is shown in Fig. 22.
H. Improvement over time
After having inspected the best architectures of each year,
it would be interesting to see, how effective each innovation
Fig. 22. The MobileNet-v1, consisting of a 3× 3 convolutional layer, 13 3× 3 depthwise separable convolutions, a 7× 7 average pooling layer and a final
fully-connected layer before the output layer
Fig. 23. Results of the best performing architectures on the ILSVRC classification, localization and detection challenges
and modification was and how fast the field is advancing.
For this reason, we visualized the results of the all winning
architectures on the classification, localization and detection
tasks in the ILSVRC in Fig. 23. Since detection accuracy is
measured in Mean Average Precision (MAP), we define the
corresponding error as error = 1−MAP .
As Fig. 23 is showing, the classification error has been de-
creased by a large quantity due to DCNNs. In 2011, when the
winning architecture was not a DCNN yet, the classification
error amounted to 26 percent and only five years later, in 2016,
it was possible to lower the error to three percent, which is
even lower than the human error rate of about five percent
[6]. The localization and detection results have been steadily
improving as well, but as we can see, the advent of residual
networks in 2015 had a particularly strong impact.
V. CONCLUSION
In this paper, we have explored what deep convolutional
neural networks are, why they work as well as they do
for object recognition tasks and how current state-of-the-art
architectures are composed. As suggested in III-A, most of
the DCNN architectures we inspected follow a clear two-
part design pattern: In the first part (at the beginning of the
network) multiple convolution and pooling layers are stacked
on top of each other to produce abstract data representations
and in the second part (at the end of the network) additional
fully connected layers are used to forward these abstractions
to the output layer. Regarding hyperparameters, a good choice
for the convolution layer seems to be a window size of three
with a padding of one and a stride of one or two. For pooling
layers, a window size of two with no padding and a stride of
one or two are frequently selected. Finally, in fully-connected
layers, the amount of neurons should be greater or equal to
the amount of neurons in the following layer and be within the
same order of magnitude. One of the more general key design
ideas that we can observe in recent network architectures is
that direct connections from earlier to later layers seem to be
necessary to achieve state-of-the-art results. As explained in
Section IV-E, such connections are crucial for networks with
many layers, as the information on the prediction quality can
otherwise not be reliably transmitted back to earlier layers.
Another key design idea is that intra-layer parallelism, as seen
in Inception architectures and ResNext, is desirable in large
networks. As mentioned in IV-F, such parallel convolution
paths significantly decrease the network complexity, as it leads
to less layers and less neurons per layer being required to
achieve similar results.
Lastly, we would like to mention some selected resources
for further research. To readers that are interested in a more in-
depth introduction to deep convolutional neural networks, we
highly recommend the Stanford University course CS231n6.
For further details about specific parts of this survey, we
strongly recommend to consult the corresponding original
papers as listed in the References section.
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