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A multi-scale limit of a randomly forced ro-
tating 3-D compressible fluid
Prince Romeo Mensah
Abstract. We study a singular limit of a scaled compressible Navier–
Stokes–Coriolis system driven by both a deterministic and stochastic
forcing terms in three dimensions. If the Mach number is comparable to
the Froude number with both proportional to say ε ≪ 1, whereas the
Rossby number scales like εm for m > 1 large, then we show that any
family of weak martingale solution to the 3-D randomly forced rotating
compressible equation (under the influence of a deterministic centrifugal
force) converges in probability, as ε → 0, to the 2-D incompressible
Navier–Stokes system with a corresponding random forcing term.
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ondary 76M45, 76N99.
Keywords. Stochastic compressible fluid, Navier–Stokes–Coriolis, Mar-
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1. Introduction
Our aim is to study the following singular limit problem for rotating fluids
d̺+ div(̺u)dt = 0,
d(̺u) +
[
div(̺u⊗ u) + 1
Ro
̺(e3 × u) + 1
Ma2
∇p(̺)
]
dt
= div S(∇u) dt + 1
Fr2
̺∇G+ Φ(̺, ̺u)dW
(1.1)
where the density ̺ and velocity vector field u takes its values from the space
O = R2 × (0, 1). The term 1Ro̺(e3 × u) in (1.1) above accounts for rotation
in the fluid due to Coriolis forces and the factor 1Ro - which is the reciprocal
of the Rossby number - measures the intensity or the speed of this rotation.
e3 = (0, 0, 1) is the unit vector in the vertical x3-direction. The centrifugal
force term is essentially of the form ∇G ≈ ∇(|x1|2+ |x2|2) with (x1, x2) ∈ R2
The author acknowledges the financial support of the Department of Mathematics, Heriot–
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and with 1
Fr2
- the squared reciprocal of the Froude number - quantifying the
level of stratification in the fluid. Here, p(̺) = ̺γ with γ > 32 is the isentropic
pressure, Ma is the Mach number and the viscous stress tensor is
S(∇u) := ν
(
∇u+∇Tu− 2
3
divuI
)
(1.2)
with viscosity coefficient satisfying ν > 0 . As would be made clear in Section
3.1, we intend to use a version of Korn’s inequality and as such, it is of
technical importance to omit the bulk part of the viscous stress tensor.
A prototype for the stochastic forcing term will be
Φ(̺, ̺u) dW ≈ ̺ dW 1 + ̺u dW 2 (1.3)
for a pair of identically distributed independent Wiener processes W 1 and
W 2. We give the precise assumptions on the noise term in Section 2.2.
If we set the Rossby number Ro = ε, the Froude number Fr = ε and
the Mach number Ma = εm for some m ≫ 1, then given a sequence (̺ε,uε)
of weak martingale solutions to (1.1) (see Definition 2.2 for the precise defi-
nition), we show that its limit U = [Uh(x1, x2), 0], solves the 2-dimensional
Navier–Stokes system
dUh + [divh(Uh ⊗Uh) +∇hπ − ν∆hUh] dt = PΦ(1,Uh) dW,
divhUh = 0.
(1.4)
Here, π is an associated pressure term, P represents Helmholtz decomposition
onto solenoidal vector fields and the subscript h which stands for ‘horizontal’,
represents the first two component of a 3-D vector. The precise statement of
this result is given in Theorem 2.8.
The convergence leading to (1.4) is obtained in probability which is
stronger than the convergence in law obtained in the purely incompressible
limit result studied in [3] on the torus and [18, Theorem 2] in R3. The addi-
tional Coriolis term, in a sense, can therefore be seen to have some regulariz-
ing effect on the system. This is a consequence of the uniqueness result which
is available for the 2-dimensional system (1.4). We state this uniqueness result
in Theorem 2.7.
In the deterministic setting, the analysis of incompressible rotating flu-
ids have been studied by several authors. For an extensive review and intro-
duction on the topic, the reader might want to see [7]. However, important
contributions include the works of Babin et al [1, 2] where they study cer-
tain class of solutions to the system using amongst other techniques, the
Littlewood–Paley dyadic decomposition and further tools from algebraic ge-
ometry.
More recent work include [19], where the authors study a determinis-
tic homogeneous compressible inviscid system on the whole space R3. They
analyse the system under fast rotations with isotropic scale corresponding
to when Ro = Ma = ε. This involved decomposing the system into a linear
part and non-linear part. Using Strichartz-type estimates, they establish the
convergence to zero for the linear part. The non-linear part is then analysed
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using bootstrapping methods and some harmonic analysis tools including
paradifferential calculus.
In [11], the authors study the deterministic counterpart of this limit
problem with Ro = Ma = ε → 0 and with no centrifugal force effect. Using
the so called RAGE theorem, they established the convergence to zero of
the acoustic energy. The subsequent limit system is then given as a stream
function for the incompressible 2-D Navier–Stokes system.
For a more general scalings of the form Ro = ε, Ma = εm where m ≥ 1
and Fr = ε, which is more in line with what we study in this paper, the
authors in [10] then study the limit problem under the influence of centrifugal
force. If m = 1, they obtain a 2-D linear system with radially symmetric
solutions whereas the multi-scale limit problem corresponding to m ≫ 1
converges to the 2-D Navier–Stokes system. In this later case, the choice of
m subsequently eliminates the effect due to the centrifugal force.
There is very little results for stochastic problems involving rotation.
In [13], they study averaging results for the 3-D stochastic incompressible
Navier–Stokes equation under fast rotation on a periodic domain. Here, an
additive white noise is considered and the limit variables solves the so-called
3-D stochastic resonant averaged equation.
As far as we can tell, there are no available results for compressible ro-
tating fluids with stochastic forcing. Indeed, apart from the low-Mach number
result in [3, 18], the other result pertaining to such singular limits, we believe,
is contained in [4]. In [4], the combined effect of the low Mach number regime
and the high Reynolds number Re is studied on a torus. From a 3-D stochas-
tic compressible Navier–Stokes equation (without rotation), they obtain in
the limit, a 3-D stochastic incompressible Euler equation.
We now give a brief outline of the paper. First of all, unless otherwise
stated, the assumptions that we make in Section 2 will apply throughout
the paper. We also define in that section, the various concept of solutions in
Section 2.5, as well as state the main result in Section 2.6.
We will then devote the entirety of Section 3 and Section 4 to the proof
of our main Theorem 2.8. Our compactness arguments in Section 3.3 will
start by first establishing uniform estimates in Section 3.1. Obtaining such
uniform bounds will rely on the relative energy inequality introduced in [4]
in the context of stochastic compressible fluids. We then show in Lemma 3.5,
tightness of the joint law on the path space defined on uniformly bounded
sequences obtained in Section 3.1. Finally, we conclude the section by using
the Jakubowski–Skorokhod theorem [16] to establish almost sure convergent
subsequence in the topology of the path space mentioned above.
Section 3.4 through to Section 4.4 will involve the justification of the
limit system by treating the most important terms separately. A crucial part
of the analysis involves the corresponding acoustic wave equation which we
study in Section 4.1. In this regard, the proof of the crucial result, Lemma 4.6,
will rely on Fourier analysis, semigroup theory and regularization to obtain
the mild form of the acoustic system. We then use Strichartz-type estimates
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to obtain uniform bounds for the (rescaled) gradient part of momentum. By
scaling back, we eventually show that this part of the momentum vanishes
in the limit. We then follow this by showing in Section 4.2 that the vertical
average of the solenoidal part of momentum converges in the limit, to the full
velocity.
In Section 3.2 we show that by considering the vertical averages, one
can conclude that the Coriolis term is a gradient vector field and thus weakly
solenoidal. Also, as mentioned in the previous paragraph, we study in Section
4.2, just the vertical average of the solenoidal part of momentum. This leads
us to justify in Section 4.3 that any residual or oscillatory term obtained after
the taking of vertical averages does not contribute to the limit system. We
will then devote Section 4.4 to the proof of Lemma 4.10 which identifies the
limit in the non-linear convective term.
Finally, we complete the proof of Theorem 2.8 in Section 4.5 by using
the unique (pathwise) solvability of the limit problem (1.4). The main tool is
based on the recent result by Breit et al [5, Theorem 2.10.3] that extends the
original Gyo¨ngy–Krylov’s characterization of convergence in probability on
Polish spaces [15] to quasi-Polish spaces (this includes Banach spaces with
weak topology). Having established convergence in law in Section 3 and with
2-D uniqueness Theorem 2.7 in hand, we gain convergence in probability to
the limit problem.
2. Preliminaries
2.1. Notations and definitions
Let us start with a few notations. We set QT = (0, T )×O for fixed T > 0 and
consider the following microscopic state variables. For x = (x1, x2, x3) ∈ O,
we let xh = (x1, x2) ∈ R2 represent its first two or ‘horizontal’ component
and with the third or ‘vertical’ component x3 ∈ (0, 1). We now define on
O, the macroscopic state variables ̺ = ̺(t, x) and u = u(t, x) which are
respectively, a non-negative scaler and a three dimensional Euclidean vec-
tor valued functions representing the density and velocity fields. The vector
valued function (̺u) = (̺u)(t, x) represents the momentum.
We shall reserve the following short-hand notation ‖·‖Lpx for the globally
defined norms on the whole space Lp(R3). In this case, the integral over the
whole space R3 is to be understood as the extension by zeroes outside of O
whenever the function is only defined on O. An extension of this notation
will be ‖ · ‖Lpt,x or ‖ · ‖LqωLpt,x which will refer to the norms on Lp((0, T )×R3)
and Lq(Ω;Lp(0, T )× R3)) respectively, as well as similar variants. However,
integrals over proper subsets of R3 will be made explicit. For example, we
shall write ‖ · ‖Lp(K) for the usual Lebesgue norm whenever K ⊂ R3. Finally,
we write a . b and a .p b if there exists respectively, generic constants c > 0
and c(p) > 0 such that a ≤ cb and a ≤ c(p)b holds respectively.
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2.2. Assumptions on the stochastic force
Throughout this paper, we assume that (Ω,F , (Ft)t≥0,P) is a stochastic ba-
sis with a complete right-continuous filtration (Ft)t≥0.W is a (Ft)-cylindrical
Wiener process, that is, there exist a sequence of mutually independent 1-D
Brownian motions (βk)k∈N and an orthonormal basis (ek)k∈N of a separable
Hilbert space U such that
W (t) =
∑
k∈N
βk(t)ek, t ∈ [0, T ].
Now set m := ̺u and assume that there exists a compact set K ⊂ R2 for
which we set K := K × [0, 1] ⊂ O. We then assume the existence of some
C1-functions gk : O × R+ × R3 → R whose decompositions are made up of
functions g
k
: O × R+ → R and αk := αk(x) : O → R such that
gk(x, ̺,m) = gk(x, ̺) + αk(x)m, k ∈ N. (2.1)
These coefficients are assumed to satisfy the uniform bounds∑
k∈N
|αk|2 <∞,
∑
k∈N
∣∣∣g
k
(x, ̺)
∣∣∣2 . ̺2, ∑
k∈N
∣∣∣∇̺ gk(x, ̺)
∣∣∣2 . 1. (2.2)
Then if we define the map Φ(̺,m) : U→ L1(K) by
Φ(̺,m)ek = gk(·, ̺(·),m(·)) = gk(·, ̺(·)) + αk(·)m(·), (2.3)
where
spt(gk) ⋐ K, for any k ∈ N, (2.4)
we can use the embedding L1(K) →֒W−l,2(K) where l > 32 , and (2.2)–(2.4)
to show that
‖Φ(̺,m)‖2L2(U;W−l,2(O)) =
∑
k∈N
‖gk(x, ̺,m)‖2W−l,2(O)
=
∑
k∈N
‖gk(x, ̺,m)‖2W−l,2(K) .
∑
k∈N
‖gk(x, ̺,m)‖2L1(K)
. (̺)K
ˆ
K
∑
k∈N
̺−1|gk(x, ̺,m)|2 dx
. (̺)K
ˆ
K
∑
k∈N
(
̺−1|g
k
(x, ̺)|2 + |αk|2 ̺ |u|2
)
dx
. (̺)K
ˆ
K
(
1 + ̺γ + ̺|u|2)dx.
(2.5)
where (̺)K represents the average density over the compact set K and where
we have used ̺ ≤ 1 + ̺γ in the last step. The left-hand side of (2.5) is
therefore uniformly bounded provided ̺ ∈ Lγloc(O) and
√
̺u ∈ L2loc(O). If so,
then the stochastic integral
´ ·
0 Φ(̺,m)dW is a well-defined (Ft)-martingale
taking value in W−l,2(O).
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As already mentioned in the introduction, we expect in the limit, a
process that solves the 2-D Navier–Stokes system, Eq. (1.4). As a result, we
assume in analogy to (2.4)–(2.5), a diffusion coefficient of the kind
Ψ(Uh)ek = gk,h
(·,Uh(·)) = gk,h(·) + αk(·)Uh(·)
with Ψ(Uh) = PΦ(1,Uh) and coefficients satisfying the bound∑
k∈N
|αk|2 +
∑
k∈N
∣∣∣g
k,h
(xh, 1)
∣∣∣2 . 1. (2.6)
Subsequently, the estimate for the noise term in Eq. (1.4) becomes:
‖Ψ(Uh)‖2L2(U;W−l,2(R2)) .
∑
k∈N
‖g
k,h
(xh) + αk(xh)Uh‖2L1(K)
.
ˆ
K
∑
k∈N
(|g
k,h
(xh)|2 + |αkUh|2
)
dx
.
ˆ
K
(1 + |Uh|2)dx
(2.7)
where K is the same compact set hidden in (2.4) above and where we have
used the continuity of the operator P .
Lastly, we define the auxiliary space U0 ⊃ U via
U0 =
{
u =
∑
k∈N
ckek ;
∑
k∈N
c2k
k2
<∞
}
and endow it with the norm
‖u‖2U0 =
∑
k∈N
c2k
k2
, u =
∑
k∈N
ckek.
Then it can be shown that W has P-a.s. C([0, T ];U0) sample paths with the
Hilbert-Schmidt embedding U →֒ U0. See [8].
2.3. Boundary and far reach conditions
Since we are working on an semi bounded/unbounded spatial domain, we
supplement our system (1.1) with the far reach condition
̺→ ̺ε, u→ 0 as |xh| → ∞, P-a.s. (2.8)
for some time independent function ̺ε = ̺ε(x) > 0 as well as the complete
slip boundary condition for the velocity field
u · n∣∣
∂O
= ± u3
∣∣
∂O
= 0,
([S(∇u) · n]× n) ∣∣
∂O
= (S23,−S13, 0)
∣∣
∂O
= 0
(2.9)
where n = (0, 0,±1) is the outer normal vector to the boundary; so as to
entirely eliminate the influence of boundary effects.
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2.4. The relative energy functional
We now introduce the relative energy functional which compares ‘solutions’
of (1.1) with some smooth functions r and U. Let start by first defining the
following. For the isentropic pressure function p(z) = zγ with p ∈ C1[0,∞)∩
C2(0,∞),
P (̺) = ̺
ˆ ̺
1
zγ−2 dz (2.10)
represent the corresponding pressure potential.
Now we assume that the (smooth) functions r,U are random variables
that are adapted to the filtration (Ft)t≥0 and satisfies:
r > 0, (r − ̺ε) ∈ C∞c ([0, T ]×O), U ∈ C∞c ([0, T ]×O), (2.11)
P-a.s. Additionally, we assume that ̺ε = ̺ε(x) solves the static problem
∇ ̺γε = ε2(m−1)̺ε∇G in O (2.12)
for a non-negative time independent deterministic force G that satisfy
G = G(x) ≥ 0, G ∈ W 1,1(O) ∩W 1,∞(O). (2.13)
We now set
H (̺, r) = P (̺)− P ′(r)(̺ − r) − P (r) (2.14)
and define
E (̺,u | r,U) (t, ·) :=
ˆ
O
[̺
2
|u−U|2 + 1
Ma2
H (̺, r)
]
(t, ·) dx (2.15)
to be the relative energy functional.
Remark 2.1. By using the identity (2.10), one can easily check that (2.12) is
equivalent to solving ∇P ′(̺ε) = ε2(m−1)∇G so that
P ′
(
̺ε(x)
)
= ε2(m−1)G(x) + P ′(1). (2.16)
Since G is non-negative, it follows from (2.16) that for any x ∈ O and m > 1,
1 ≤ ̺ε(x) < c and ̺ε(x)→ 1
as ε → 0 for some c > 0. Furthermore, by using the Lipschitz continuity of
G, we can deduce from (2.16) that for any x ∈ O with |xh| ≤ kε−α, k > 0
and 0 ≤ α ≤ m− 1,
|̺ε(x)− 1| .k ε2(m−1−α). (2.17)
2.5. Concepts of solution
We now define different notions of solution that will be considered in this
paper. We follow the approach of [6] where we now define on our special
geometry O, a corresponding solution to (1.1) which is weak in both the
probabilistic and PDE sense. This is given in Definition 2.2 below.
Definition 2.2. Let ̺ > 0. If Λ is a Borel probability measure on Lγloc(O) ×
L
2γ
γ+1
loc (O), then we say that [(Ω,F , (Ft),P); ̺,u,W ] is a finite energy weak
martingale solution of equation (1.1) with initial law Λ provided
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1. (Ω,F , (Ft),P) is a stochastic basis with a complete right-continuous
filtration,
2. W is a (Ft)-cylindrical Wiener process,
3. the density ̺ satisfies ̺ ≥ 0, t → 〈̺(t, ·), φ〉 ∈ C[0, T ] for any φ ∈
C∞c (O) P-a.s., the function t 7→ 〈̺(t, ·), φ〉 is progressively measurable,
and
E
[
sup
t∈[0,T ]
‖̺(t, ·)‖pLγ(K)
]
<∞
for all 1 ≤ p <∞ and for all compact set K ⊆ O,
4. the momentum ̺u satisfies t → 〈̺u,φ〉 ∈ C[0, T ] for any φ ∈ C∞c (O)
P-a.s., the function t 7→ 〈̺u,φ〉 is progressively measurable and for all
1 ≤ p <∞
E
[
sup
t∈[0,T ]
‖̺u‖p
L
2γ
γ+1 (K)
]
<∞,
for all compact set K ⊆ O,
5. the velocity field u is (Ft)-adapted, u ∈ Lp
(
Ω;L2
(
0, T ;W 1,2loc (O)
))
and,
E
[(ˆ T
0
‖u‖2W 1,2(K)dt
)p]
<∞
for all 1 ≤ p <∞ and for all compact set K ⊆ O,
6. there exists F0-measurable random variables (̺0, ̺0u0) = (̺(0), ̺u(0))
such that Λ = P ◦ (̺0, ̺0u0)−1,
7. for all ψ ∈ C∞c (O) and φ ∈ C∞c (O) and all t ∈ [0, T ], it holds P-a.s.1
〈̺(t) , ψ〉 = 〈̺0, ψ〉+
ˆ t
0
〈̺u,∇ψ〉dr,
〈̺u(t) , φ〉 = 〈̺0u0 , φ〉+
ˆ t
0
〈̺u⊗ u,∇φ〉dr − 1
Ro
ˆ t
0
〈̺(e3 × u) , φ〉dr
−
ˆ t
0
〈S(∇u) , divφ〉dr + 1
Ma2
ˆ t
0
〈p(̺) , divφ〉dr
+
1
Fr2
ˆ t
0
〈̺∇G , φ〉dr +
ˆ t
0
〈Φ(̺, ̺u)dW , φ〉,
1Here and throughout the rest of this paper, we shall use the notations 〈u, v〉 =
´
O uv dx
and 〈u, v〉h =
´
R2
uv dxh in 3-D and 2-D respectively and where the 2-D version corre-
sponds to the horizontal or first two Cartesian components of the 3-D version.
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8. for a.e. τ ∈ (0, T ), the following inequality
ˆ
O
[
̺
2
|u|2 + H(̺, ̺)
Ma2
]
(τ) dx +
ˆ τ
0
ˆ
O
S(∇u) : ∇u dxdt
≤
ˆ
O
[ |̺0u0|2
2̺0
+
H(̺0, ̺)
Ma2
]
dx
+
1
2
ˆ τ
0
( ˆ
O
∑
k∈N
̺−1|gk(x, ̺, ̺u)|2 dx
)
dt+MR(τ)
(2.18)
holds P-a.s. for a real-valued martingale MR given by
MR(τ) =
ˆ τ
0
ˆ
O
u · Φ(̺, ̺u) dxdW (2.19)
and satisfying the estimate
E
(
sup
t∈[0,T ]
|MR|p
)
≤ cp
(
1 + E
[ˆ
O
( |̺0u0|2
2̺0
+
H(̺0, ̺)
Ma2
)
dx
]p)
. (2.20)
for all p ∈ [1,∞).
9. In addition, (1.1)1 holds in the renormalized sense. That is, for any
φ ∈ D′(O) and b ∈ C0[0,∞) ∩ C1(0,∞) such that |b′(t)| ≤ ct−λ0 ,
t ∈ (0, 1], λ0 < 1 and |b′(t)| ≤ ctλ1 , t ≥ 1 where c > 0 and −1 < λ1 <∞,
we have that
d〈b(̺), φ〉 = 〈b(̺)u,∇φ〉dt − 〈(b(̺)− b′(̺)̺) divu, φ〉dt. (2.21)
Remark 2.3. Following a similar argument as in the proof of [18, Theorem
1], one can establish on T2L × T1 instead of T3L, the existence of a finite
energy weak martingale solution to (1.1) in the sense of Definition 2.2 under
the assumption that (2.2) and (2.4) holds. Here, TpL =
(
[−L,L]|{L,L}
)p
and
T1 = [−1, 1]|{−1,1} are the p-D and 1-D flat tori with periods 2L ≥ 1 and 2
respectively. For L fixed, existence of a finite energy weak martingale solution
follows from [6]. The aim will then be to pass to limit as L→∞ in analogy
to the proof of [18, Theorem 1]. However this will yield a result posed on O =
R2×T1 instead of the original geometry O = R2×(0, 1). This aforementioned
reformulation into a purely periodic problem with a corresponding boundary
condition is allowed after a special symmetrization of our density and velocity
vector fields as given in [10, Eq. 1.7]. This was originally proposed in [9] and
for completeness, we state them below.
̺ (· , xh,−x3) = ̺ (· , xh, x3) , uh (· , xh,−x3) = uh (· , xh, x3) ,
−u3 (· , xh,−x3) = u3 (· , xh, x3) . (2.22)
That is, the horizontal component of velocity and density are extended from
(0, 1) to T1 as an even function in x3 whereas the vertical component of
velocity is extended to an odd function in x3.
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In accordance with (2.22), the functions gk(x, ̺,m) in (2.4) are assumed
to satisfy
−gk,3 (xh,−x3, ·,mh,−m3) = gk,3 (xh, x3, ·,mh,m3, ) ,
gk,h (xh,−x3, ·,mh,−m3) = gk,h (xh, x3, ·,mh,m3) , (2.23)
where gk,3 and gk,h, agrees correspondingly, to the ‘vertical’ and ‘horizon-
tal’ components of the noise term. Lastly, we extend the potential of the
centrifugal force to T1 as an even function in x3 , i.e.,
G(xh,−x3) = G(xh, x3). (2.24)
These symmetric assumptions (2.22), (2.23) and (2.24) are thus, implicitly
implied throughout the rest of this paper.
Remark 2.4. Notice that the term ̺(e3×u) is orthogonal to u and so it van-
ishes during the compactness argument when we test the momentum equation
with the velocity. Also, the centrifugal forcing term is easily controlled by a
similar estimate as in (3.6) below.
The nature of the limit system (1.4) naturally leads to a corresponding
definition of a solution in 2-D. Typically, this can either be simultaneously
weak in the probabilistic and PDE sense, in analogy to Definition 2.2 above,
or strong in at least one of these senses. The former notion is stated in
Definition 2.5 below. For the later, which we state in Definition 2.6, the
solutions are weak in the PDE sense but strong in the sense of probability.
This follows from uniqueness in 2-D which is currently unavailable for the
3-D counterpart. In this later case, the underlying probability space is fixed
in advance. Consequently, existence of solution in the sense of the later yields
the former. However, the analysis involved in this paper is such that, both
versions are required.
Definition 2.5. Let Λ be a Borel probability measure on L2div(R
2)2. Then
we say that [(Ω,F , (Ft),P),u,W ] is a weak martingale solution of equation
(1.4) with initial datum Λ provided:
1. (Ω,F , (Ft),P) is a stochastic basis with a complete right-continuous
filtration,
2. W is an (Ft)-cylindrical Wiener process,
3. u is (Ft)-adapted, u ∈ Cw
(
[0, T ];L2div(R
2)
) ∩L2(0, T ;W 1,2div (R2)) P-a.s.
and for all p ∈ [1,∞),
E
[
sup
t∈(0,T )
‖u‖2L2(R2)
]p
+ E
[(ˆ T
0
‖u‖2W 1,2(R2)dt
)p]
<∞, (2.25)
4. Λ = P ◦ (u(0))−1,
2Here and below, C∞
c,div(R
2) := {v ∈ C∞c (R
2) : div(v) = 0} and L2div(R
2) =
C∞
c,div(R
2)
‖·‖
L2 and similarly for the Sobolev space.
A multi-scale limit of a randomly forced rotating 3-D compressible fluid11
5. for all φ ∈ C∞c,div(R2) and all t ∈ [0, T ], it holds P-a.s.,
〈u(t) , φ〉h = 〈u(0) , φ〉h −
ˆ t
0
〈u⊗ u , ∇φ〉h dr + ν
ˆ t
0
〈∇u , φ〉h dr
+
ˆ t
0
〈PΦ(1,u)dW , φ〉h
(2.26)
where P is the Helmholtz decomposition onto the space of solenoidal vector
fields.
An even stronger notion of solution for the incompressible stochastic
Navier–Stokes equation is the concept of weak pathwise solution given below.
Definition 2.6. Let (Ω,F , (Ft),P) be a stochastic basis with an (Ft)- cylin-
drical Wiener processW . Let u0 be an F0-measurable random variable. Then
we say that u is a weak pathwise solution of the Navier–Stokes equation (1.4)
with initial datum u0 provided:
1. the velocity u is (Ft)-adapted, u ∈ Cw
(
[0, T ];L2div(R
2)
)∩
L2(0, T ;W 1,2div(R
2)) P-a.s. and for all p ∈ [1,∞), (2.25) holds true,
2. the equality u(0) = u0 holds P-a.s.,
3. for all φ ∈ C∞c,div(R2) and all t ∈ [0, T ], Eq. (2.26) holds P-a.s.
Theorem 2.7. Let (Ω,F , (Ft),P) be a stochastic basis with an (Ft)-cylindrical
Wiener process W and let U0 be an F0-measurable random variable belong-
ing to the space Lp(Ω;L2div(R
2)) for all p ∈ [1,∞). If (2.7) holds, then there
exists a unique weak pathwise solution to (1.4) in the sense of Definition 2.6
with initial condition U0
Proof. See [17] with U = l2(R2). 
2.6. Main result
We now state the main result of this paper. Theorem 2.8 below corresponds
to the simultaneous low Rossby - low Mach - low Froude number limit result
of the stochastic compressible Navier–Stokes–Coriolis equation taking into
account, the influence of centrifugal force.
Theorem 2.8. Set Ma = εm, for m > 10 and Ro = Fr = ε in (1.1). Let γ > 32
and assume that U0 = [Uh,0, 0] ∈ L2(R3) is F ε0 measurable. Consider the
following initial data
(
̺0,ε, (̺u)0,ε
) ∈ Lγ(O) × L 2γγ+1 (O) satisfying
̺0,ε = ̺ε + ε
m̺
(1)
0,ε > 0,
{√
̺ε u0,ε
}
ε>0
∈ L2(O),{
̺
γ−2
2
ε ̺
(1)
0,ε
}
ε>0
∈ L2(O), {̺(1)0,ε}ε>0 ∈ L∞(O) ∩ L1(O),
|(̺u)0,ε −U0|+ |̺0,ε − ̺ε| ≤ εmM,
(2.27)
for a constant M > 0 and for ̺ε > 0 solving (2.12). If the collection
[(Ω,F , (Ft),P); ̺ε,uε,W ] is a family of finite energy weak martingale so-
lution of (1.1) in the sense of Definition 2.2 with initial law Λε = P ◦
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[̺0,ε, (̺u)0,ε]
−1, ε ∈ (0, 1) and uniformly bounded moment estimate
ˆ
Lγx×L
2γ
γ+1
x
∥∥∥∥12 |̺u|
2
̺
+
1
ε2m
H (̺, ̺ε)
∥∥∥∥
p
L1x
dΛε(̺, ̺u) . 1 (2.28)
for all p ∈ [1,∞) then
̺ε → 1 in L∞(0, T ;Lmin{2,γ}loc (O)),
uε → U in
(
L2(0, T ;W 1,2(O)), w), (2.29)
in probability and where U = [Uh(t, xh), 0] is the unique weak pathwise
solution of (1.4) in the sense of Definition 2.6 with the initial condition
U0 = Uh,0(xh).
3
Remark 2.9. We remark that, one may actually formulate Theorem 2.8 above
for the general class of solutions [(Ωε,F ε, (F εt ),P
ε); ̺ε,uε,Wε]ε>0 rather
than the restriction to [(Ω,F , (Ft),P); ̺ε,uε,W ]ε>0. However, without loss
of generality, it always suffices to consider the latter even when the former is
given. This is because the subsequent application of stochastic compactness
argument due to Jakubowski [16] will yield respectively, the existence of some
probability spaces or a probability space. However, whatever the case may be
(either the space is plural or singular ), it is shown by Jakubowski that they
(it) can be considered as the standard probability space
(
[0, 1],B([0, 1]),L).
So although the theorem will hold for (Ωε,F ε, (F εt ),P
ε), without loss of gen-
erality, it is enough to consider (Ω,F , (Ft),P). The same loss of generality
justifies considering W rather than Wε for all (̺̺,uε).
3. Uniform estimates and compactness arguments
This section is devoted to preparations towards the proof of our main the-
orem. We start by establishing a dissipative estimate for the energy of the
compressible system (1.1).
3.1. Relative energy inequality and uniform bounds
Since the collection [(Ω,F , (Ft),P); ̺ε,uε,W ] is a sequence of finite energy
weak martingale solution of (1.1), we can deduce from (2.18) thatˆ
O
[
̺ε
2
|uε|2 + H(̺ε, ̺ε)
ε2m
]
(τ) dx +
ˆ τ
0
ˆ
O
S(∇uε) : ∇uε dxdt
≤
ˆ
O
[ |̺ε,0uε,0|2
2̺ε,0
+
H(̺ε,0, ̺ε)
ε2m
]
dx
+
1
2
ˆ τ
0
ˆ
O
∑
k∈N
̺−1ε |gk(x, ̺ε, ̺εuε)|2 dxdt+M εR(τ)
(3.1)
3For a topological space X, we write (X,w) if it is equipped with the weak topology.
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holds P-a.s. with M εR given by
M εR(τ) =
ˆ τ
0
ˆ
O
uε · Φ(̺ε, ̺εuε) dxdW. (3.2)
By the mass compatibility conditionˆ
O
(̺ε − ̺ε) dx = 0, (3.3)
it follows from (2.2)–(2.5) that∑
k∈N
ˆ τ
0
ˆ
O
̺−1ε
2
|gk(x, ̺ε, ̺εuε)|2 dxdt
.
ˆ τ
0
ˆ
K
1
2
(
̺ε + ̺ε|uε|2
)
dxdt
.
ˆ τ
0
ˆ
O
1
2
̺ε|uε|2 dxdt+
ˆ τ
0
ˆ
O
̺ε dxdt
.τ
ˆ τ
0
ˆ
O
1
2
̺ε|uε|2 dxdt+
ˆ
O
̺ε dx.
(3.4)
Finally, we give a formal clarification of the apparent loss of the deterministic
forcing term. In order to derive the estimate (3.1), one applies Itoˆ’s formula
to the functionals on the left-hand side of it. This is analogous to testing the
momentum balance equation with the velocity vector so that in the case of
rotating fluids (1.1), one expects that the following termˆ τ
0
ˆ
O
1
ε2
̺ε∇G · uε dxdt (3.5)
appears. However, assuming that all the terms below are integrable and reg-
ular enough, then we note thatˆ τ
0
ˆ
O
1
ε2
̺ε∇G · uε dxdt = −
ˆ
O
ˆ τ
0
G
ε2
div(̺εuε) dt dx
=
ˆ
O
P ′(̺ε)
ε2m
(
̺ε(τ)− ̺ε,0
)
dx
=
ˆ
O
P ′(̺ε)
ε2m
(
̺ε(τ)− ̺ε
)
dx−
ˆ
O
P ′(̺ε)
ε2m
(
̺ε,0 − ̺ε
)
dx
(3.6)
where we have used the continuity equation and (2.16). However, the right-
hand terms in (3.6) are precisely, the first order Taylor expansion terms hid-
den inH(̺ε, ̺ε) andH(̺ε,0, ̺ε) respectively so that in fact, information given
by G is captured in (3.1).
Moving on, by applying Gronwall’s lemma, we can combine (3.1), and (3.4)
to get
sup
t∈(0,T )
E (̺ε,uε | ̺ε,0) (t, x) +
ˆ T
0
ˆ
O
S(∇uε) : ∇uε dxdt
. 1 + E (̺ε,uε | ̺ε,0) (0, x) + sup
t∈(0,T )
|M εR|
(3.7)
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P-a.s. By invoking the estimate (2.20), we get by taking p-th moments in
(3.7) that
E
[
sup
t∈(0,T )
ˆ
O
̺ε
2
|uε|2(t, ·) dx
]p
+ E
[
sup
t∈(0,T )
ˆ
O
1
ε2m
H(̺ε, ̺ε)(t, ·) dx
]p
+ E
[ ˆ T
0
ˆ
O
S(∇uε) : ∇uε dxdt
]p
. E
[
1 + E (̺ε,uε | ̺ε,0) (0)
]p
.
(3.8)
Finally, we observe that for any such p ∈ [1,∞), the inequality
E
[
1 + E (̺ε,uε | ̺ε,0) (0, x)
]p
.p 1 + E
( ˆ
O
[ |̺ε,0uε,0|2
2̺ε,0
+
1
ε2m
H (̺ε,0, ̺ε)
]
dx
)p
= c(p)
[
1 +
ˆ
Lγx×L
2γ
γ+1
x
∥∥∥∥12 |m|
2
̺
+
1
ε2m
H (̺, ̺ε)
∥∥∥∥
p
L1x
dΛε(̺,m)
]
holds. Subsequently, from the boundedness assumption on the initial law
(i.e., the moment estimate (2.28)), we can conclude from (3.8) that for any
p ∈ [0,∞),
E
(
sup
t∈(0,T )
ˆ
O
1
ε2m
H(̺ε, ̺ε) dx
)p
.p 1 (3.9)
and
E
(
sup
t∈(0,T )
ˆ
O
̺ε
2
|uε|2 dx
)p
.p 1,
E
(ˆ
QT
S(∇uε) : ∇uε dxdt
)p
.p 1
(3.10)
uniformly in ε.
In the following, unless otherwise specified, we shall always refer to ‘balls’ as
3-D objects of the form
Bk :=
{
x ∈ O : |xh| ≤ k
}
. (3.11)
Also, we follow [12, Page 144] and define Oess and Ores to be fixed subsets of
(0,∞) defined by
Oess :=
{
̺ ∈ (0,∞) : ̺/2 < ̺ < 2̺}
=
{
̺ ∈ (0,∞) : |̺− 5̺/4| < 3̺/4},
Ores := (0,∞) \ Oess
respectively. Then for fixed ω ∈ Ω, we define the measurable subsets of Ω×
(0, T )×O by
Mεess :=
{
(ω, t, x) ∈ Ω× (0, T )×O : ̺ε(ω, t, x) ∈ Oess
}
,
Mεres :=
(
Ω× (0, T )×O) \Mεess
A multi-scale limit of a randomly forced rotating 3-D compressible fluid15
respectively. Subsequently, the decomposition of an integrable function h on
the random time-space cylinder into its essential and residual parts, i.e.,
h = [h]ess + [h]res, where [h]ess = h1Mεess ,
holds. Given the above definitions, we can use (3.9) and [4, Eq. 4.4] to show
that for m > 1 + α,
E
(
sup
t∈(0,T )
ˆ
B
kε−α
[
̺ε − ̺ε
εm
]2
ess
dx
)p
.p,k 1,
E
(
sup
t∈(0,T )
ˆ
B
kε−α
[
1 + ̺γε
]
res
dx
)p
.p,k ε
2m
(3.12)
for balls Bkε−α ⊂ O of radius kε−α > 0. Furthermore, we can show the
following lemma.
Lemma 3.1. For all p ∈ [1,∞), we have
E
(
sup
t∈(0,T )
ˆ
B
kε−α
1
ε2m
[
̺γε − γ(̺ε − ̺ε)− ̺γε
]
dx
)p
.p,k 1 + ε
2(m−1−α)
uniformly in ε.
Proof. We first notice that
̺γε − γ(̺ε − ̺ε)− ̺γε =
[
̺γε − γ̺γ−1ε (̺ε − ̺ε)− ̺γε
]
+ γ(̺γ−1ε − 1)(̺ε − ̺ε)
= (γ − 1)H(̺ε, ̺ε) + γ(̺γ−1ε − 1)(̺ε − ̺ε)
(3.13)
where for x ∈ Bkε−α , we get from (2.17) that∣∣̺ε(x)γ−1 − 1∣∣ . ∣∣̺ε(x)− 1∣∣ . ε2(m−1−α).
The claim then follows from (3.9) and (3.12). 
Lemma 3.2. For all p ∈ [1,∞) and ball B ⊂ O, we have that
E
∣∣∣∣
( ˆ T
0
∥∥uε∥∥2W 1,2(O) dt
) 1
2
∣∣∣∣
p
. 1, (3.14)
E
∣∣∣∣ sup
t∈[0,T ]
∥∥√̺εuε∥∥L2(O)
∣∣∣∣
p
. 1, (3.15)
E
∣∣∣∣∣ supt∈[0,T ]
∥∥∥∥̺ε − ̺εεm
∥∥∥∥
Lmin{2,γ}(B)
∣∣∣∣∣
p
. 1, (3.16)
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and
E
∣∣∣∣ sup
t∈[0,T ]
∥∥̺ε∥∥Lγ(B)
∣∣∣∣
p
. 1, (3.17)
E
∣∣∣∣ sup
t∈[0,T ]
∥∥̺εuε∥∥
L
2γ
γ+1 (B)
∣∣∣∣
p
. 1, (3.18)
E
∣∣∣∣
( ˆ T
0
∥∥̺εuε ⊗ uε∥∥2
L
6γ
4γ+3 (B)
dt
) 1
2
∣∣∣∣
p
. 1, (3.19)
uniformly in ε.
Proof. The first two follows immediately from (3.10) and a version of Korn’s
inequality [12, Theorem 10.17], c.f. [10, Eq. 2.20]. The bound (3.16) follows
from (3.12) and (2.17). The last three (3.17)–(3.19) can be found in [18][Eq.
23]. 
Lemma 3.3. For all p ∈ [1,∞), we have that
̺ε → 1 in Lp(Ω;L∞(0, T ;Lmin{2,γ}loc (O)))
as ε→ 0.
Proof. This is a direct consequence of (3.16) and (2.17). 
Now let set Ma = εm, Ro = Fr = ε. Then we observe that by setting
rε =
̺ε−̺ε
εm ,
4 we derive from Eq. (1.1) the following:
εmdrε + div (̺εuε) dt = 0,
εmd (̺εuε) +
[
εm−1(e3 × ̺εuε) + γ∇rε
]
dt = εmFε dt
+ ε2(m−1)rε∇Gdt+ εmΦ(̺ε, ̺εuε)dW
(3.20)
in the sense of distributions and where we have used (2.12),
Fε := div (S(∇uε))− div(̺εuε ⊗ uε)− 1
ε2m
∇[̺γε − γ(̺ε − ̺ε)− ̺γε ] (3.21)
and for any K ⋐ O
Fε ∈ Lp
(
Ω;L2
(
0, T ;W−l,2(K)
))
(3.22)
uniformly in ε for l > 5/2. The uniform estimate (3.22) follows from Lemma
3.1, (3.14) and (3.19) and is similar to the proof of [18, Eq. 44].
Finally, one can also infer from (3.16) and (2.13) that
rε∇G ∈ Lp(Ω;L∞(0, T ;Lmin{2,γ}loc (O))). (3.23)
4This quantity is sometimes referred to as the density fluctuation.
A multi-scale limit of a randomly forced rotating 3-D compressible fluid17
3.2. Analysis of the Coriolis term
We wish to show in this section that the Coriolis term is a gradient vector
field provided we consider its vertical average. cf. [10, Section 3] and [14,
Section 3]. To see this, let first consider the following notation:
pgq =
 
T1
g dx3 =
1
|T1|
ˆ
T1
g dx3 (3.24)
for any function g defined on O. Then we observe that if we set Yε :=
P (̺εuε), we have that div(pYεq) = ∂x1pY 1ε q+ ∂x2pY 2ε q = 0. As such,
curl (e3 × pYεq) =
(
0, 0, ∂x1 pY
1
ε q+ ∂x2 pY
2
ε q
)
= 0. (3.25)
Remark 3.4. It is crucial at this point to consider the vertical average of the
solenoidal part of momentum since otherwise, the curl of the Coriolis term
for the full momentum is not zero. This taking of the vertical average is a
reason why we require the special geometry O rather than the whole space
R3.
We also observe that for any potential Ψ, the following identity
pe3 ×∇Ψq = e3 × p∇Ψq = e3 ×∇pΨq (3.26)
holds. Subsequently, we will use any of the identities in (3.26) interchangeably
throughout the rest of this paper.
3.3. Compactness
As in [10, Eq. 3.3], we introduce the smooth family of cut-off functions ηε
satisfying
ηε ∈ C∞c (R2), 0 ≤ ηε ≤ 1, ηε(xh) ≡ 1 in Bε−α ,
ηε(xh) = 0 if |xh| ≥ 2ε−α,
∣∣∇ηε(xh)∣∣ ≤ 2εα for xh ∈ R2 (3.27)
where since m > 10, we can choose α in (3.27) such that
1 +
m
2
< α <
3m
4
− 3
2
. (3.28)
To explore compactness, let define the following spaces:
χp̺uq = Cw
(
[0, T ];L
2γ
γ+1
loc (O)
)
,
χu =
(
L2(0, T ;W 1,2(O)), w) ,
χ̺ = Cw ([0, T ];L
γ
loc(O)) ,
χW = C ([0, T ];U0) ,
and let
1. µpP(ηε̺εuε)q be the law of pP (ηε̺εuε)q on the space χp̺uq,
2. µuε be the law of uε on χu,
3. µ̺ε be the law of ̺ε on the space χ̺,
4. µW be the law of W on the space χW .
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Now we let µε,δ and νε,δ be the joint laws of
(̺ε,uε, pP (ηε̺εuε)q, ̺δ,uδ, pP (ηδ̺δuδ)q)
and
(̺ε,uε, pP (ηε̺εuε)q, ̺δ,uδ, pP (ηδ̺δuδ)q,W )
respectively on the path space χ = χ̺ × χu × χp̺uq × χ̺ × χu × χp̺uq and
χJ = χ× χW respectively.
Lemma 3.5. The collection {µpP(ηε̺εuε)q ; ε ∈ (0, 1)} is tight on χp̺uq.
Proof. We have shown in Section 3.2 that the vertical average of the Cori-
olis term is curl-free meaning that it is a gradient vector. We now combine
the approach of [3, Proposition 3.6] and [12, Section 5.4.2] and consider the
projection of (3.20) onto solenoidal fields. This is done by the special choice
of divergence-free test function Pφ, φ ∈ C∞c (R3). With this test function,
we get by integration by part that the vertical average of the distributional
form of the momentum equation (3.20) is
p
〈
(ηε̺εuε)(t),Pφ
〉
q = p
〈
ηε̺ε,0uε,0,Pφ
〉
q
+
ˆ t
0
p
〈
ηε(̺εuε ⊗ uε),∇Pφ
〉
q ds−
ˆ t
0
p
〈
ν ηε∇uε ,∇Pφ
〉
qds
+
ˆ t
0
p
〈
εm−2ηε(rε∇G),Pφ
〉
q ds+
ˆ t
0
p
〈Rε,Pφ〉q ds
+
ˆ t
0
p
〈
ηεΦ(̺ε, ̺εuε),Pφ
〉
q dW
(3.29)
P-a.s. for all t ∈ [0, T ] and where
Rε = ∇ηε · (̺εuε ⊗ uε)−∇ηε · ν uε. (3.30)
To proceed, we make the following denotations:
pTε(t)q := p
〈
ηε̺ε,0uε,0,Pφ
〉
q+
ˆ t
0
p
〈
ηε(̺εuε ⊗ uε),∇Pφ
〉
q ds
−
ˆ t
0
p
〈
ν ηε∇uε ,∇Pφ
〉
qds+
ˆ t
0
p
〈
εm−2ηε(rε∇G),Pφ
〉
q ds
+
ˆ t
0
p
〈Rε,Pφ〉q ds
pRε(t)q :=
ˆ t
0
p
〈
ηεΦ(̺ε, ̺εuε),Pφ
〉
q dW
for all t ∈ [0, T ]. Now consider any compact set K = K × T1. Then by
using the continuity of the operator P , (3.19) and the continuous embedding
W−1,
6γ
4γ+3 (K) →֒W−l,2(K) which holds true provided l > 52 , we get that
pP div(ηε̺εuε ⊗ uε)q ∈ Lp
(
Ω;L2
(
0, T ;W−l,2(K)
))
, l >
5
2
, (3.31)
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uniformly in ε for all p ∈ [1,∞). Furthermore, by using (3.14) and the conti-
nuity of P , we also get that
pP (ν div(ηε∇uε)q ∈ Lp
(
Ω;L2
(
0, T ;W−1,2(K)
))
(3.32)
uniformly in ε for all p ∈ [1,∞). Also, the continuous embedding
L∞(0, T ;L1(K)) →֒ L2(0, T ;W−l,2(K)) gives
pP (ηεrε∇G)q ∈ L1
(
Ω;L2
(
0, T ;W−l,2(K)
))
. (3.33)
Indeed, by using the aforementioned embedding, the continuity of P , (2.13),
Ho¨lder’s inequality and (3.16), we have that
E‖pP(ηεrε∇G)q‖L2(0,T ;W−l,2(K))
. E
(
‖∇G‖L∞x sup
t∈(0,T )
‖prεq‖L1(K)
)
. E sup
t∈(0,T )
‖rε‖Lmin{2,γ}(K) . 1
(3.34)
uniformly in ε. The residual term (3.30) is comparable to (3.31), (3.32) and is
in fact, of lower order. Subsequently, by combining (3.31), (3.32) and (3.33),
it follows that
∂tpTε(t)q ∈ L1
(
Ω;L2
(
0, T ;W−l,2(K)
))
(3.35)
uniformly in ε since εm−2 ≪ 1 for m > 3. It follows from (3.35) that the
mean
E ‖ pTεq ‖Cϑ([0,T ];W−l,2(K)) . 1 (3.36)
is bounded uniformly in ε for ϑ ∈ [0, 12 ]. Again, much like the proof of [3,
Proposition 3.6], one gets by using (2.2) and (2.5) that
E ‖pRε(t)q − pRε(s)q‖θW−l,2(K) . E
∥∥∥∥
ˆ t
s
Φ (̺ε, ̺εuε) dW
∥∥∥∥
θ
W−l,2(K)
. E
(ˆ t
s
∑
k∈N
‖gk (x, ̺ε, ̺εuε)‖2W−l,2(K) dτ
) θ
2
. E
(ˆ t
s
∑
k∈N
‖gk (x, ̺ε, ̺εuε)‖2L1(K) dτ
) θ
2
. E
(ˆ t
s
ˆ
K
(1 + ̺γε + ̺ε|uε|2)dxdτ
) θ
2
. |t− s| θ2
(
1 + E sup
t∈[0,T ]
‖̺ε‖θγ/2Lγ(K) + E sup
t∈[0,T ]
‖√̺εuε‖θL2(K)
) θ
2
. |t− s| θ2 .
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In the last estimate above, we have used (3.15) and (3.17). We now apply
Kolmogorov’s continuity criterion and then combining with (3.36), we get
that
E ‖pP (ηε̺εuε)(t)q‖Cϑ([0,T ];W−l,2(K)) . 1. (3.37)
Finally, we use the compact embedding (see [20, Corollary B.2])
L∞
(
0, T ;L
2γ
γ+1 (K)
) ∩ Cϑ([0, T ];W−l,2(K)) →֒ Cw([0, T ];L 2γγ+1 (K)) (3.38)
and (3.18) to finish the proof. 
Lemma 3.6. The collection {νε,δ ; ε, δ ∈ (0, 1)} is tight on χJ .
Proof. This is similar [18, Lemma 6] or [3, Corollary 3.7]. 
Proposition 3.7 (Jakubowski-Skorokhod representation theorem). For any
subsequence {νεn,δn ; n ∈ N}, there exists a further subsequence (not rela-
belled), a probability space (Ω˜, F˜ , P˜) with χJ -valued random variables
(ˆ̺, Uˆ, mˆ, ˇ̺, Uˇ, mˇ, W˜ ) and (ˆ̺εn , uˆεn , mˆεn , ˇ̺δn , uˇδn , mˇδn , W˜n), n ∈ N
and εn, δn ∈ (0, 1) such that as εn, δn → 0 (corresponding to when n → ∞),
we have
1. P˜((ˆ̺εn , uˆεn , mˆεn , ˇ̺δn , uˇδn , mˇδn , W˜n) ∈ ·) = νεn,δn(·),
2. P˜((ˆ̺, Uˆ, mˆ, ˇ̺, Uˇ, mˇ, W˜ ) ∈ ·) = ν(·) is a Radon measure,
3. the sequences (ˆ̺εn , uˆεn , mˆεn , ˇ̺δn , uˇδn , mˇδn , W˜n) converges P˜-a.s. to
(ˆ̺, Uˆ, mˆ, ˇ̺, Uˇ, mˇ, W˜ ) in the topology of χJ .
In particular, the joint law of (ˆ̺εn , uˆεn , mˆεn , ˇ̺δn , uˇδn , mˇδn), i.e. µ
εn,δn , con-
verges weakly to the measure µ(·) = P˜((ˆ̺, Uˆ, mˆ, ˇ̺, Uˇ, mˇ) ∈ ·).
To extend this new probability space (Ω˜, F˜ , P˜) into a stochastic basis,
we endow it with a filtration. To do this, let us first define a restriction
operator rt by
rt : X → X |[0,t], f 7→ f |[0,t], (3.39)
for t ∈ [0, T ] and X ∈ {χ̺, χu, χW }. We observe that rt is a continuous map.
We can therefore construct P˜-augmented canonical filtrations for
(ˆ̺εn , uˆεn , ˇ̺δn , uˇδn , W˜n) and (ˆ̺, Uˆ, ˇ̺, Uˇ, W˜ )
respectively by setting
F˜
n
t = σ
(
σ(rt ˆ̺εn , rtuˆεn , rt ˇ̺δn , rtuˇδn , rtW˜n) ∪ {N ∈ F˜ ; P˜(N) = 0}
)
,
F˜t = σ
(
σ(rt ˆ̺, rtUˆ, rt ˇ̺, rtUˇ, rtW˜ ) ∪ {N ∈ F˜ ; P˜(N) = 0}
)
,
for t ∈ [0, T ].
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3.4. Identification of the limit
Having established the limits of the family of sequences in Proposition 3.7, we
now identify them with weak martingale solutions of (1.4). In fact, as a con-
sequence of the 2-D uniqueness theorem given in Theorem 2.7, we show that
the corresponding random variables coincides. We state this in the theorem
below.
Theorem 3.8. The pair [(Ω˜, F˜t, (F˜t), P˜), Uˆ, W˜ ] and [(Ω˜, F˜t, (F˜t), P˜), Uˇ, W˜ ]
are each a weak martingale solution of (1.4) in the sense of Definition 2.5
defined on the same stochastic basis. Moreover
ˆ̺ = ˇ̺ = 1, mˆ = Uˆh, mˇ = Uˇh (3.40)
P˜-a.s. where Uˆh = Uˆh(xh) satisfies Uˆ = [Uˆh(xh), 0] and similarly for Uˇ.
The proof of Theorem 3.8 follows several steps. First of all, we show that
on the new probability space (Ω˜, F˜t, P˜), any pair of approximate subsequence
of functions (ˆ̺εn , uˆεn) and (ˇ̺δn , uˇδn) also solves the system (1.1).
Lemma 3.9. The following subsequence which are defined on the same sto-
chastic basis
[(Ω˜, F˜t, (F˜
n
t ), P˜), ˆ̺εn , uˆεn , W˜n] and [(Ω˜, F˜
n
t , (F˜t), P˜), ˇ̺δn , uˇδn , W˜n]
are each a finite energy weak martingale solutions of (1.1) with initial law
Λn
Proof. This follows from the equality of laws from Proposition 3.7 and a
general theorem given in [5, Theorem 2.9.1]. 
Until stated otherwise, we now concentrate our attention on the anal-
ysis of the sequence
(
ˆ̺εn , uˆεn , W˜n
)
, which as stated earlier, shares the same
stochastic basis with the sequence
(
ˇ̺δn , uˇδn , W˜n
)
. Analysis of the latter is
mere repetition.
4. Proof of Theorem 2.8
In the previous section, we have obtained two limits of a pair of sequences
that have been shown to be weak martingale solutions to (1.4) in the sense of
Definition 2.5. In this section, we primarily wish to apply the 2-D uniqueness
Theorem 2.7 to obtain convergence of our original sequence to a limit random
variable that will solve (1.4) in the pathwise sense given by Definition 2.6.
To do this however, we first give a rigorous analysis into the momentum
function by studying its various components. We will then follow this by
passing to the limit in the convective term before finally, completing the
proof of our main theorem.
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4.1. Acoustic equation and its Strichartz estimates
In this section, we establish dispersive estimates for the acoustic wave equa-
tion obtained by projecting the vector quantities in the momentum balance
equation unto gradient vector fields via Helmholtz decomposition. Our main
result in this section is the proof of the following lemma.
Lemma 4.1. Let ∆−1O represent the inverse of the Laplace operator on O =
R2 × T1, let ηε be as defined in (3.27) and set Q = ∇∆−1O div. Then there
exist a subsequence (not relabelled) such that the following P˜-a.s convergence
holds
Q(ηε ˆ̺εn uˆεn) → 0 in L2(0, T ;L
2γ
γ+1
loc (O)), (4.1)
as n→∞.
Proof. Here, we follow the approach of [10, Section 3.2.1] applied to the mild
form of the mass and momentum balance equation.
Given Proposition 3.7 and Lemma 3.9, we expect (ˆ̺εn , uˆεn) to be a weak solu-
tion of (3.20). By multiplying the continuity equation (3.20)1 with the cut-off
function ηε introduced in (3.27), we expect (ˆ̺εn , uˆεn) to be a distributional
solution of
εm d
[
ηεrˆεn
]
+ div
[
ηε(ˆ̺εn uˆεn)
]
dt = ∇ηε ·
(
ˆ̺εn uˆεn
)
dt. (4.2)
However by using (3.27), in particular |∇ηε(xh)| ≤ 2εα, we can conclude from
(3.18) and Proposition 3.7 that
∇ηε ·
(
ˆ̺εn uˆεn
)
= εα Fˆεn (4.3)
for some Fˆεn belonging to
Fˆεn ∈ Lp
(
Ω˜;L∞(0, T ;L
2γ
γ+1
loc O)
)
(4.4)
uniformly in εn. We can therefore rewrite (4.2) as
εm
〈
ηεrˆεn(t) , ϕ
〉− ˆ t
0
〈
ηε(ˆ̺εn uˆεn) , ∇ϕ
〉
ds = εm
〈
ηεrˆεn(0) , ϕ
〉
+ εα
ˆ t
0
〈
Fˆεn , ϕ
〉
ds
(4.5)
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for all t ∈ [0, T ] and ϕ ∈ C∞c (R3). Similar to (4.2), the corresponding mo-
mentum balance equation (3.20)2 becomes
εm d
[
ηε(ˆ̺εn uˆεn)
]
+ γ∇[ηεrˆεn]dt = εm div[ηεS(∇uˆεn)]dt
− εm div[ηε(ˆ̺εn uˆεn ⊗ uˆεn)]dt− εm−1ηε(e3 × ˆ̺εn uˆεn) dt
− 1
εm
∇[ηε( ˆ̺γεn − γ(ˆ̺εn − ̺ε)− ̺γε )]dt
+ ε2(m−1)ηε(rˆεn∇G) dt+ εm ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)dW˜n
− εm∇ηε ·
[
S(∇uˆεn)
]
dt+ εm∇ηε · (ˆ̺εn uˆεn ⊗ uˆεn)dt
+ γ∇ηε rˆεndt+∇ηε
1
εm
[
ˆ̺γεn − γ(ˆ̺εn − ̺ε)− ̺γε
]
dt
=:
10∑
j=1
Ij
(4.6)
which is to be understood in the distributional sense, i.e. for t ∈ [0, T ], the
equality
εm
〈
ηε(ˆ̺εn uˆεn)(t),ϕ
〉− γ ˆ t
0
〈
ηεrˆεn , divϕ
〉
ds
= εm
〈
ηε(ˆ̺εn uˆεn)(0),ϕ
〉− εm ˆ t
0
〈
ηεS(∇uˆεn),∇ϕ
〉
ds
+ εm
ˆ t
0
〈
ηε(ˆ̺εn uˆεn ⊗ uˆεn),∇ϕ
〉
ds
− εm−1
ˆ t
0
〈
ηε
(
e3 × ˆ̺εn uˆεn
)
,ϕ
〉
ds
+
1
εm
ˆ t
0
〈
ηε
(
ˆ̺γεn − γ(ˆ̺εn − ̺ε)− ̺γε
)
, divϕ
〉
ds
+ ε2(m−1)
ˆ t
0
〈
ηε(rˆεn∇G),ϕ
〉
ds+ εm
ˆ t
0
〈
ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)dW˜n,ϕ
〉
− εm
ˆ t
0
〈∇ηε · S(∇uˆεn),ϕ〉ds+ εm
ˆ t
0
〈∇ηε · (ˆ̺εn uˆεn ⊗ uˆεn),ϕ〉ds
+ γ
ˆ t
0
〈∇ηε rˆεn ,ϕ〉ds+ 1εm
ˆ t
0
〈∇ηε[ ˆ̺γεn − γ(ˆ̺εn − ̺ε)− ̺γε ],ϕ〉ds
=:
11∑
j=1
Ij
(4.7)
holds for any ϕ ∈ C∞c (R3). Regularity for the terms in (4.7) follows from
the uniform estimates shown in Section 3.1 and the equality of law given by
Proposition 3.7. The terms I8, . . . , I11 in (4.7) are even of lower order. Again
by using (3.27), we can do a similar analysis as in (4.3) for the momentum
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equation (4.7) to get
εm
〈
ηε(ˆ̺εn uˆεn)(t),ϕ
〉 − γ ˆ t
0
〈
ηεrˆεn , divϕ
〉
ds
= εm
〈
ηε(ˆ̺εn uˆεn)(0) , ϕ
〉− (εm + ε2(m−1−α)) ˆ t
0
〈
Fˆεn ,∇ϕ
〉
ds
+
ˆ t
0
〈(
εm−1 + εα + ε2(m−1−α)
)
Fˆεn ,ϕ
〉
ds
+ εm
ˆ t
0
〈
ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)dW˜n,ϕ
〉
(4.8)
for any t ∈ [0, T ] and any ϕ ∈ C∞c (R3) and where
Fˆεn ∈ Lp
(
Ω˜;L2(0, T ;L1locO)
)
,
Fˆεn ∈ Lp
(
Ω˜;L2(0, T ;L1locO)
) (4.9)
uniformly in εn. We can mollify (4.5) and (4.8) by convolution with the usual
mollifier ℘κ to get for a.e. (ω, t, x) ∈ Ω˜× [0, T ]×O,
εm d
[
ηεrˆεn
]
κ
+ div
[
ηε(ˆ̺εn uˆεn)
]
κ
dt = εαFˆεn,κ dt (4.10)
and
εm d
[
ηε(ˆ̺εn uˆεn)
]
κ
+ γ∇[ηεrˆεn]κdt = [Aε(m,α) div Fεn,κ
+Bε(m,α)Fεn,κ
]
dt+ εm
[
ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)
]
κ
dW˜n.
(4.11)
respectively with
Aε(m,α) = ε
m + ε2(m−1−α), Bε(m,α) = ε
m−1 + εα + ε2(m−1−α). (4.12)
Let Q = ∇∆−1O div and P be respectively, the gradient and solenoidal parts
according to Helmholtz decomposition with the identity operator satisfying
Id = Q + P . Now define the function Ψˆεn,κ = ∆−1O div
[
ηε(ˆ̺εn uˆεn)
]
κ
so that
the relation ∇Ψˆεn,κ = Q
[
ηε(ˆ̺εn uˆεn)
]
κ
holds. We can then recast (4.10) as5
εm dϕˆεn,κ +∆Ψˆεn,κ dt = ε
αFˆεn,κ dt (4.13)
where
ϕˆεn,κ :=
[
ηεrˆεn
]
κ
=
[
ηε
ˆ̺εn − ̺ε
εm
]
κ
.
Applying the operator Q to (4.11) also yields
εm d
[∇Ψˆεn,κ]+ γ∇ϕˆεn,κdt = [Aε(m,α)Qdiv Fεn,κ
+Bε(m,α)QFεn,κ
]
dt+ εmQ[ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)]κdW˜n. (4.14)
5The right-hand side of (4.13), which is not a vector-valued function, may be viewed as
the mononopolar in Lighthill’s interpretation of the inhomogeneous acoustic wave equation
[12, Eq. 4.36].
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Equations (4.13) and (4.14) is equivalent to the system
εmd
[
ϕˆεn,κ
∇Ψˆεn,κ
]
= A
[
ϕˆεn,κ
∇Ψˆεn,κ
]
dt+ εm
[
εα
εm Fˆεn,κ
0
]
dt
+ εm
[
0
Bε
εmQFˆεn,κ
]
dt+ εm
[
0
Aε
εmQdiv Fˆεn,κ
]
dt+ εm
[
0
QηεΦˆεn,κ
]
dWn.
(4.15)
Here Φˆεn,κ := Φ (ˆ̺εn , ˆ̺εn uˆεn)κ and the operator A is given by
A := −
[
0 div
γ∇ 0
]
. (4.16)
Now let E = L2(O) × L2(O;RN ) and consider the operator given by S(t) =
etA. We observe that (S(t))t≥0, as a function of t, is a strongly continuous
semigroup since,
S(0) = 1, S(t+ s) = S(t)S(s), lim
t↓0
S(t)f = f
for all f = [ϕ,∇Ψ]T ∈ E. Moreover A is linear and
Af = lim
t↓0
S(t)f − f
t
=
dS(t)f
dt
∣∣∣∣
t=0
= etAAf |t=0 .
Hence, A is an infinitesimal generator of the strongly continuous semigroup
S(t) with domain
Dom(A) =
{
f ∈ E : lim
t↓0
S(t)f − f
t
exists
}
=
{
f = [ϕ,∇Ψ]T : ϕ ∈W 1,2(O), ∇Ψ ∈ L2(O), div∇Ψ ∈ L2(O)}
Proposition 4.2. Assume that A : Dom(A) ⊂ E −→ E is an infinitesimal
generator of a strongly continuous semigroup (S(t))t≥0 on E and that
6
Φˆεn,κ ∈ N 2W
(
0, T ;L2(U;W
−l,2(O))), l > 5/2
Then a weak solution of (4.15) is also a mild solution.
Proof. This is just a special case of a standard theorem. We refer the reader
to [8, Theorem 6.5] for example. 
6The following space means that Φˆεn,κ is L2(U;W
−l,2(O))-predictable and
E
´ T
0
‖Φˆεn,κ‖
2
L2(U;W−l,2(O))
dt < ∞
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As a result of Proposition 4.2, we can rewrite Eq. (4.15), after rescaling
in time, in the mild form7[
ϕˆεn,κ
∇Ψˆεn,κ
]
(t) = S
(
t
εm
)[
ϕˆεn,κ(0)
∇Ψˆεn,κ(0)
]
+
ˆ t
0
S
(
t− s
εm
)[ εα
εm Fˆεn,κ
0
]
ds
+
ˆ t
0
S
(
t− s
εm
)[
0
Bε
εmQFˆεn,κ
]
ds+
ˆ t
0
S
(
t− s
εm
)[
0
Aε
εmQdiv Fˆεn,κ
]
ds
+
ˆ t
0
S
(
t− s
εm
)[
0
QηεΦˆεn,κ
]
dW˜s,n
=: J1 + J2 + J3 + J4 + J5.
(4.17)
where
S (t)
[
ϕˆ0,εn,κ(·)
∇Ψˆ0,εn,κ(·)
]
=
[
ϕˆεn,κ(·, t)
∇Ψˆεn,κ(·, t)
]
(4.18)
is the solution to the homogeneous PDE
dϕˆεn,κ +∆Ψˆεn,κ dt = 0,
d∇Ψˆεn,κ + γ∇ϕˆεn,κ dt = 0,
ϕˆεn,κ(0) = ϕˆ0,εn,κ; ∇Ψˆεn,κ(0) = ∇Ψˆ0,εn,κ.
(4.19)
C.f. the purely deterministic case [12, Eq. 8.111]. Using Fourier transforms
(in space), we obtain for a.e. (ω, x) ∈ Ω×O, an exact solution to (4.19) given
by the pair
∇Ψˆεn,κ(·, t) =
1
2
exp
(
i
√
−γ∆t)(∇Ψˆ0,εn,κ + i
√
γ√−∆∇ϕˆ0,εn,κ
)
+
1
2
exp
(− i√−γ∆t)(∇Ψˆ0,εn,κ − i
√
γ√−∆∇ϕˆ0,εn,κ
)
,
ϕˆεn,κ(·, t) =
1
2
exp
(
i
√
−γ∆t)(ϕˆ0,εn,κ − i
√−∆√
γ
Ψˆ0,εn,κ
)
+
1
2
exp
(− i√−γ∆t)(ϕˆ0,εn,κ + i
√−∆√
γ
Ψˆ0,εn,κ
)
.
(4.20)
Remark 4.3. Note that by substitution, the problem (4.19) ( and thus its
solution (4.20)), may be recast as a single system of PDEs. A similar remark
holds for the inhomogeneous counterpart of (4.19).
We now state a lemma, the proof of which follows by taking expectation
in [10, Lemma 3.1].
Lemma 4.4. Let φ ∈ C∞c (R2). Then the inequality
E
∥∥φ(xh) exp(i√−γ∆t) [f ]∥∥2L2(R×O) .φ E ‖ f ‖2L2(O)
7This mild formulation is essentially a stochastic version of the Duhamel’s formula with
the added stochastic convolution term given by the noise.
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holds for f ∈ L2(Ω×O).
Remark 4.5. The proof of Lemma 4.4 uses space-time Fourier transform. One
can therefore interpret f as the extension by zero outside of its time interval
to the whole line R, assuming it is only defined on [0, T ]. This remark also
applies to the analysis below.
With Lemma 4.4 in hand, we are able to estimate the right-hand of
(4.17). To see this, we first notice that by rescaling (4.18) in time, we obtain
E
∥∥∥∥∥S
(
t
εm
)[
ϕˆ0,εn,κ
∇Ψˆ0,εn,κ
]∥∥∥∥∥
2
L2((0,T )×O)
≤ E
∥∥∥∥∥S
(
t
εm
)[
ϕˆ0,εn,κ
∇Ψˆ0,εn,κ
]∥∥∥∥∥
2
L2(R×O)
≤ εm E
∥∥∥∥∥S (t)
[
ϕˆ0,εn,κ
∇Ψˆ0,εn,κ
]∥∥∥∥∥
2
L2(R×O)
= εm E
∥∥∥∥∥
[
ϕˆεn,κ(t)
∇Ψˆεn,κ(t)
]∥∥∥∥∥
2
L2(R×O)
.
(4.21)
However since the final term in (4.21) above has entries satisfying (4.20), we
can use Lemma 4.4 to show that these terms are controlled. In particular, for
g0,εn,κ denoting the initial data on the right-hand side of (4.20), we gain by
using Lemma 4.4 that the estimate
E
∥∥∥∥ exp(i√−γ∆t)[ηεg0,εn]κ
∥∥∥∥
2
L2(R×O)
. E ‖ g0,εn,κ‖2L2(O)
. ‖℘κ‖2Lp(O) E ‖ g0,εn‖2Lq(O)
(4.22)
holds for 1/p+ 1/q = 3/2. Subsequently we can use the boundedness of the
initial law (2.28) and the mollifier ℘κ to conclude that
E
∥∥∥∥∥S
(
t
εm
)[
ϕˆ0,εn,κ
∇Ψˆ0,εn,κ
] ∥∥∥∥∥
2
L2((0,T )×O)
.κ ε
m. (4.23)
Uniform estimates for the terms J2, . . . , J4 in (4.17) follows a similar argu-
ment as in [18, Eq 60] (c.f. [10, Eq. 3.21]). Indeed with the uniform estimates
Lemma 3.2, (3.21), (3.23) as well as the equality of laws given in Proposition
3.7 in hand, we have that for any K ⋐ O,
E
∥∥∥∥∥
ˆ t
0
S
(
t− s
εm
)
Dε fεn,κ ds
∥∥∥∥∥
2
L2((0,T )×O)
.T D
2
ε E
∥∥∥∥∥S
(
t− s
εm
)
fεn,κ
∥∥∥∥∥
2
L2((0,T )2×O)
. D2ε ε
m
E
∥∥∥∥∥S
(−s
εm
)
fεn,κ
∥∥∥∥∥
2
L2((0,T )×O)
= cD2ε ε
m
E ‖ fεn,κ ‖2L2((0,T )×O).
(4.24)
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Here fεn,κ is comparable to the terms in J2, . . . , J4 and we may choose
D2ε = max
{
(ε−mAε)
2, (ε−mBε)
2, ε2(α−m)
}
for the entries defined in (4.12) so that given (3.28), we have that D2ε < ε.
Thus given (4.4) and (4.9), we can conclude from (4.24) and the properties
of convolution that
E ‖J2 + . . .+ J4‖2L2(R×K) .κ ε. (4.25)
To estimate the stochastic term, we first define the term Φˆεn,κ(ei) := gˆ
εn,κ
i :=
gi (·, ˆ̺εn(·), (mˆεn)(·))κ. Then similar to the estimate for the noise term in [18,
Page 2128], we can use Itoˆ isometry, Fubini’s theorem, the properties of the
semigroup, Lemma 4.4 and the continuity of the operator Q to get that
E˜
∥∥∥∥∥
tˆ
0
S
(
t− s
εm
)
QΦˆεn,κ dW˜n(s)
∥∥∥∥∥
2
L2((0,T )×K)
= E˜
tˆ
0
∑
i∈N
∥∥∥∥S
(
t− s
εm
)
Qgˆεn,κi
∥∥∥∥
2
L2((0,T )×K)
ds
.
Tˆ
0
∑
i∈N
ˆ
R
Eˆ
∥∥∥∥S
(
t− s
εm
)
Qgˆεn,κi
∥∥∥∥
2
L2(K)
ds dt.
. εm
Tˆ
0
∑
i∈N
E˜ ‖gˆεn,κi ‖2L2(O) dt .κ εm
for any K ⋐ O. We have shown the following lemma.
Lemma 4.6. There exists a constant c uniform in ε such that
E˜ ‖ϕˆεn,κ(t)‖2L2((0,T )×K) + E˜ ‖∇Ψˆεn,κ(t)‖2L2((0,T )×K) .κ ε.
for any K ⋐ O.
Having shown Lemma 4.6, we can combine it with [18, Eq. 64] for an
arbitrary ball (3.11) to get (4.1), for at least a subsequence. 
To continue, we now identify the structure of the limit process for the
velocity.
Lemma 4.7. P˜-a.s., we have that
uˆεn ⇀ Uˆ in L
2(0, T ;W 1,2(O)) (4.26)
and with this limit being of the form
Uˆ = Uˆh(xh, 0) = (Uˆ
1(xh, 0), Uˆ
2(xh, 0), 0). (4.27)
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Proof. The first part is precisely contained in Proposition 3.7. The important
bit is showing (4.27). To see this, we observe that by the equality of laws given
in Proposition 3.7 as well as Lemma 3.3, one can conclude that the sequence
ˆ̺εn as n→∞, converges to
ˆ̺ = 1 (4.28)
P˜-a.s. Due to Theorem [5, Theorem 2.9.1], on the new probability space, one
can then use this strong convergence of the density to (4.28) in order to pass
to the limit in the corresponding continuity equation (1.1)1 to get
div Uˆ = 0, P˜-a.e. in [0, T ]×O (4.29)
which implies that
∂x3 Uˆ
3 = −∂x1Uˆ1 − ∂x2Uˆ2 (4.30)
P˜-a.e. in [0, T ]×O. Furthermore, it follows from Section 3.2 that P(e3×Uˆ) =
0 and hence there exist a potential ψˆ = ψˆ(xh, x3) such that e3 × Uˆ = ∇ψˆ.
Or equivalently,
∂x1ψˆ = −Uˆ2, ∂x2ψˆ = Uˆ1, ∂x3ψˆ = 0. (4.31)
By combining (4.30) and (4.31), we obtain
∂x3Uˆ
3 = 0
which implies that Uˆ3 = Uˆ3(xh, c) for a constant c independent of xh. But
since by (2.9), Uˆ3(xh, 1) = 0, it implies that Uˆ3 ≡ 0. 
4.2. Strong convergence for the vertical average of the solenoidal part of
momentum
We now wish to control the vertical average for the solenoidal part of mo-
mentum. Since the spatial regularity of (3.18) just fails to belong to the class
of Hilbert spaces, the aim is to improve this. We will require an L2-spatial
regularity in order to pass to the limit in the convective term of the momen-
tum balance equation.
First of all, let set Yˆεn,κ := P (ηε ˆ̺εn uˆεn)κ. Since the embedding
Cw
(
[0, T ];L
2γ
γ−1 (K)
)
→֒ L2 (0, T ;W−1,2(K))
is continuous for K ⋐ O, we can conclude from (3.37) and Proposition 3.7
that
pYˆεnq→ Uˆ in L2
(
0, T ;W−1,2(K)
)
(4.32)
P˜-a.s. (for at least a subsequence). Furthermore, for fixed κ > 0, one can find
a constant c > 0 independent of εn such that∥∥pYˆεn,κq− Uˆκ∥∥L2((0,T )×K) ≤ c(κ)∥∥pYˆεnq− Uˆ∥∥L2(0,T ;W−1,2(K)) (4.33)
so that we obtain
pYˆεn,κq→ Uˆκ in L2 ((0, T )×K) (4.34)
P˜-a.s. for any fixed κ > 0 as n→∞.
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Remark 4.8. Here we remind the reader of the structure of the limit velocity
(4.27).
4.3. Oscillatory part of momentum
As a result of compactness of the vertical average of the solenoidal part of
momentum, any source of oscillation will inherently stem from the vertical
coordinate dependent component of momentum . However, we can show that
this oscillatory component does not interfere with the analysis of the convec-
tive term in the momentum balance equation.
Proposition 4.9. For all εn > 0, we let P (ηε ˆ̺εn uˆεn) =: Yˆεn be the solenoidal
part of momentum solving (1.1)2 in the sense of distributions. Now let(
Yˆεn,κ
)
κ>0
be its regularized family obtain by convolution with the usual
mollifier ℘κ. Then for any φ = [φ(xh), 0] with φ ∈ C∞c,divh(R2) and t ∈ [0, T ],
we have that
− lim
n→∞
ˆ t
0
〈
Yˆεn,κ ⊗ Yˆεn,κ , ∇φ
〉
dτ =
ˆ t
0
ˆ
R2
div
(
Uˆκ ⊗ Uˆκ
)
· φ dxh dτ
holds P˜-a.s.
Proof. For the following decomposition
Yˆεn,κ(x) = pYˆεn,κq (xh) + xYˆεn,κy(x), (4.35)
we observe that
pxYˆεn,κyq = 0 (4.36)
a.s. and as such, we can find a I
(
Yˆεn,κ
)
such that
xYˆεn,κy = ∂x3I
(
Yˆεn,κ
)
, pI
(
Yˆεn,κ
)
q = 0 (4.37)
c.f. [10, Section 3.3.2] and [14, Section 3.2].
Let now rewrite (4.7) and mollify the resultant system to obtain the
following
ε d
[
ηε(ˆ̺εn uˆεn)
]
κ
+ e3 ×
[
ηε
(
ˆ̺εn uˆεn
)]
κ
dt = εm−1
[
ηε(rˆεn∇G)
]
κ
dt
+ ε div
[
ηεS(∇uˆεn)− ηε(ˆ̺εn uˆεn ⊗ uˆεn)
]
κ
dt
− ε [∇ηε · (S(∇uˆεn)− (ˆ̺εn uˆεn ⊗ uˆεn))]κ dt
+ ε1−2m
([∇ηε (ˆ̺γεn − ̺γε )]κ −∇[ηε( ˆ̺γεn − ̺γε )]κ
)
dt
+ ε
[
ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)
]
κ
dW˜εn
=: εQεn,κ dt+ ε
1−2mPεn,κ dt+ εΦεn,κdW˜n
(4.38)
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where
Qεn,κ := ε
m−2
[
ηε(rˆεn∇G)
]
κ
+ div
[
ηεS(∇uˆεn)− ηε(ˆ̺εn uˆεn ⊗ uˆεn)
]
κ
− [∇ηε · (S(∇uˆεn)− (ˆ̺εn uˆεn ⊗ uˆεn))]κ,
Pεn,κ :=
([∇ηε (ˆ̺γεn − ̺γε )]κ −∇[ηε( ˆ̺γεn − ̺γε )]κ
)
,
Φεn,κ := ε
[
ηεΦ(ˆ̺εn , ˆ̺εn uˆεn)
]
κ
.
(4.39)
Furthermore, rewriting (4.38) in component form and differentiating results
in the following
ε d∂xi
(
ηε ˆ̺εn uˆεn
)1
κ
− ∂xi
(
ηε ˆ̺εn uˆεn
)2
κ
dt = ε ∂xiQ
1
εn,κ dt
+ ε1−2m ∂xiP
1
εn,κ dt+ ε ∂xiΦ
1
εn,κdW˜n (4.40)
ε d∂xi
(
ηε ˆ̺εn uˆεn
)2
κ
+ ∂xi
(
ηε ˆ̺εn uˆεn
)1
κ
dt = ε ∂xiQ
2
εn,κ dt
+ ε1−2m ∂xiP
2
εn,κ dt+ ε ∂xiΦ
2
εn,κdW˜n (4.41)
ε d∂xi
(
ηε ˆ̺εn uˆεn
)3
κ
= ε ∂xiQ
3
εn,κ dt
+ ε1−2m ∂xiP
3
εn,κ dt+ ε ∂xiΦ
3
εn,κdW˜n (4.42)
for i = 1, 2, 3.
We now recall that in terms of coordinates, we can write the decompo-
sition of momentum into its solenoidal and gradient parts as(
ηε ˆ̺εn uˆεn
)i
κ
= Yˆ iεn,κ + ∂xiΨˆεn,κ, i = 1, 2, 3. (4.43)
As such, the symmetry of the Hessian means that we can define the traceless
skew-symmetric operator
Υˆijεn,κ := ∂xi
(
ηε ˆ̺εn uˆεn
)j
κ
− ∂xj
(
ηε ˆ̺εn uˆεn
)i
κ
= ∂xi Yˆ
j
εn,κ − ∂xj Yˆ iεn,κ (4.44)
for i, j = 1, 2, 3.
By using the relation (4.44), we get that (4.42) with i = 2 minus (4.41)
with i = 3 yields
εd Υˆ23εn,κ − ∂x3 Yˆ 1εn,κdt = ∂x3x1Ψˆεn,κdt+ εQ23εn,κdt+ εΦ23εn,κ dW˜n (4.45)
having used the additional decomposition (4.43). In analogy with (4.44),
Qijεn,κ := ∂xiQ
j
εn,κ − ∂xjQiεn,κ
with an identical notation for the noise term. Similar to (4.45), (4.42) with
i = 1 minus (4.40) with i = 3 yields
εd Υˆ13εn,κ + ∂x3 Yˆ
2
εn,κdt = −∂x3x2Ψˆεn,κdt+ εQ13εn,κdt+ εΦ13εn,κ dW˜n. (4.46)
Lastly, (4.41) with i = 1 minus (4.40)with i = 2 gives
εd Υˆ12εn,κ + divh
[
Yˆεn,κ
]
h
dt = −∆hΨˆεn,κdt+ εQ12εn,κdt+ εΦ12εn,κdW˜n (4.47)
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by the use of (4.43) above. Now using the fact that div Yˆεn,κ = 0, we have
that
div
(
Yˆεn,κ ⊗ Yˆεn,κ
)
= Yˆεn,κ · ∇Yˆεn,κ
=
1
2
∇
∣∣∣Yˆεn,κ∣∣∣2 − Yˆεn,κ × curl(Yˆεn,κ) . (4.48)
Furthermore, by linearity and commutativity of the curl and derivative op-
erators, we can use (4.35)–(4.37) to get
div
(
Yˆεn,κ ⊗ Yˆεn,κ
)
=
1
2
∇
∣∣∣Yˆεn,κ∣∣∣2 − pYˆεn,κq× curl pYˆεn,κq
− ∂x3
[
I
(
Yˆεn,κ
)× curl pYˆεn,κq+ pYˆεn,κq× curl(I(Yˆεn,κ))]
− ∂x3I
(
Yˆεn,κ
)× curl(∂x3I(Yˆεn,κ))
(4.49)
where
p∂x3
[
I
(
Yˆεn,κ
)× curl pYˆεn,κq+ pYˆεn,κq× curl(I(Yˆεn,κ))]q = 0. (4.50)
With (4.50) in hand, we wish to show that the last term in (4.49) above con-
verges to zero in a suitable sense. To see this, we perform a direct computation
using (4.44) to gain[
∂x3I
(
Yˆεn,κ
)× curl(∂x3I(Yˆεn,κ)) ]1
=
(
∂x3I
(
Yˆ 2εn,κ
))
∂x3
[
∂x1I
(
Yˆ 2εn,κ
)− ∂x2I(Yˆ 1εn,κ)]
− (∂x3I(Yˆ 3εn,κ))∂x3[∂x3I(Yˆ 1εn,κ)− ∂x1I(Yˆ 3εn,κ)]
=
(
∂x3I
(
Yˆ 2εn,κ
))
∂x3I
(
Υˆ12εn,κ
)− (∂x3I(Yˆ 3εn,κ))∂x3I(Υˆ31εn,κ)
= ∂x3
[(
∂x3I
(
Yˆ 2εn,κ
))
I
(
Υˆ12εn,κ
)]− (∂x3x3I(Yˆ 2εn,κ))I(Υˆ12εn,κ)
+ I
(
divh
[
Yˆεn,κ
]
h
)
∂x3I
(
Υˆ31εn,κ
)
(4.51)
where we have used div
[
Yˆεn,κ
]
= 0 and hence divh
[
Yˆεn,κ
]
h
= −∂x3 Yˆ 3εn,κ in
the last step above.
Since the vertical average of the first term on the right-hand side of
(4.51) vanishes, we concentrate on the last two terms. For this, we first use
(4.46) to formally obtain
−ε
[
d ∂x3I
(
Υˆ13εn,κ
)]
I
(
Υˆ12εn,κ
)
=
(
∂x3x3I
(
Yˆ 2εn,κ
))
I
(
Υˆ12εn,κ
)
dt
+ ∂x3x2Ψˆεn,κI
(
Υˆ12εn,κ
)
dt− ε(Q13εn,κ − p∂x1Q3εn,κq)I(Υˆ12εn,κ)dt
− ε(Φ13εn,κ − p∂x1Φ3εn,κq)I(Υˆ12εn,κ) dW˜n
(4.52)
since
∂x3I
[
∂x3x2Ψˆεn,κ
]
= ∂x3x2Ψˆεn,κ − ∂x3p∂x2Ψˆεn,κq = ∂x3x2Ψˆεn,κ
∂x3I
[
Q13εn,κ
]
= Q13εn,κ − p∂x1Q3εn,κq+ ∂x3pQ1εn,κq
= Q13εn,κ − p∂x1Q3εn,κq
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and similarly for the noise term. By using (4.47), we also formally obtain
−ε[d I(Υˆ12εn,κ)]∂x3I(Υˆ13εn,κ) = ε[d I(Υˆ12εn,κ)]∂x3I(Υˆ31εn,κ)
= −I(divh[Yˆεn,κ]h)∂x3I(Υˆ31εn,κ) dt− I(∆hΨˆεn,κ)∂x3I(Υˆ31εn,κ) dt
+ εI
(
Q12εn,κ)∂x3I
(
Υˆ31εn,κ
)
dt+ εI
(
Φ12εn,κ
)
∂x3I
(
Υˆ31εn,κ
)
dW˜n.
(4.53)
Now by Iˆto’s formula, [5, Theorem A.4.1], it follows from (4.52) and (4.53)
that
−εd [I(Υˆ12εn,κ)∂x3I(Υˆ13εn,κ)] = −I(divh[Yˆεn,κ]h)∂x3I(Υˆ31εn,κ) dt
− I(∆hΨˆεn,κ)∂x3I(Υˆ31εn,κ) dt+ εI(Q12εn,κ)∂x3I(Υˆ31εn,κ)dt
+
(
∂x3x3I
(
Yˆ 2εn,κ
))
I
(
Υˆ12εn,κ
)
dt+ ∂x3x2Ψˆεn,κI
(
Υˆ12εn,κ
)
dt
− ε(Q13εn,κ − p∂x1Q3εn,κq)I(Υˆ12εn,κ)dt
+ ε
∑
k∈N
I
(
g12εn,κ,k
)
∂x3I
(
Υˆ31εn,κ
)
dβ˜nk
− ε
∑
k∈N
(
g13εn,κ,k − p∂x1g3εn,κ,kq
)
I
(
Υˆ12εn,κ
)
dβ˜nk
− ε
∑
k∈N
I(g12εn,κ,k)
[
g13εn,κ,k − p∂x1g3εn,κ,kq
]
dt
(4.54)
where
giεn,κ,k = [Φεn,κ(ek)]
i, gijεn,κ,k = ∂xi [Φεn,κ(ek)]
j − ∂xj [Φεn,κ(ek)]i.
We can now rearrange (4.54) to get
−(∂x3x3I(Yˆ 2εn,κ))I(Υˆ12εn,κ) dt+ I(divh[Yˆεn,κ]h)∂x3I(Υˆ31εn,κ) dt
= εd
[
I
(
Υˆ12εn,κ
)
∂x3I
(
Υˆ13εn,κ
)]
+ εI
(
Q12εn,κ)∂x3I
(
Υˆ31εn,κ
)
dt
− ε(Q13εn,κ − p∂x1Q3εn,κq)I(Υˆ12εn,κ)dt
+ ε
∑
k∈N
I
(
g12εn,κ,k
)
∂x3I
(
Υˆ31εn,κ
)
dβ˜nk
− ε
∑
k∈N
(
g13εn,κ,k − p∂x1g3εn,κ,kq
)
I
(
Υˆ12εn,κ
)
dβ˜nk
− ε
∑
k∈N
I(g12εn,κ,k)
[
g13εn,κ,k − p∂x1g3εn,κ,kq
]
dt
− I(∆hΨˆεn,κ)∂x3I(Υˆ31εn,κ) dt+ ∂x3x2Ψˆεn,κI(Υˆ12εn,κ)dt.
(4.55)
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Substituting (4.52)–(4.55) into (4.51), we have shown that[
∂x3I
(
Yˆεn,κ
)× curl(∂x3I(Yˆεn,κ)) ]1 dt
= ∂x3
[(
∂x3I
(
Yˆ 2εn,κ
))
I
(
Υˆ12εn,κ
)]
dt+ εd
[
I
(
Υˆ12εn,κ
)
∂x3I
(
Υˆ13εn,κ
)]
+ εI
(
Q12εn,κ)∂x3I
(
Υˆ31εn,κ
)
dt− ε(Q13εn,κ − p∂x1Q3εn,κq)I(Υˆ12εn,κ)dt
+ ε
∑
k∈N
I
(
g12εn,κ,k
)
∂x3I
(
Υˆ31εn,κ
)
dβ˜nk
− ε
∑
k∈N
(
g13εn,κ,k − p∂x1g3εn,κ,kq
)
I
(
Υˆ12εn,κ
)
dβ˜nk
− ε
∑
k∈N
I(g12εn,κ,k)
[
g13εn,κ,k − p∂x1g3εn,κ,kq
]
dt
− I(∆hΨˆεn,κ)∂x3I(Υˆ31εn,κ) dt+ ∂x3x2Ψˆεn,κI(Υˆ12εn,κ)dt
=: J1 + . . .+ J9.
(4.56)
Similarly, we gain[
∂x3I
(
Yˆεn,κ
)× curl(∂x3I(Yˆεn,κ)) ]2 dt
= ∂x3
[(
∂x3I
(
Yˆ 1εn,κ
))
I
(
Υˆ21εn,κ
)]
dt+ εd
[
I
(
Υˆ12εn,κ
)
∂x3I
(
Υˆ23εn,κ
)]
+ εI
(
Q12εn,κ)∂x3I
(
Υˆ23εn,κ
)
dt− ε(Q23εn,κ − p∂x2Q3εn,κq)I(Υˆ12εn,κ)dt
+ ε
∑
k∈N
I
(
g12εn,κ,k
)
∂x3I
(
Υˆ23εn,κ
)
dβ˜nk
− ε
∑
k∈N
(
g23εn,κ,k − p∂x2g3εn,κ,kq
)
I
(
Υˆ12εn,κ
)
dβ˜nk
− ε
∑
k∈N
I(g12εn,κ,k)
[
g23εn,κ,k − p∂x2g3εn,κ,kq
]
dt
+ I
(
∆hΨˆεn,κ
)
∂x3I
(
Υˆ23εn,κ
)
dt− ∂x3x1Ψˆεn,κI
(
Υˆ12εn,κ
)
dt
=: K1 + . . .+K9
(4.57)
where both J1 and K1 vanishes after the taking of vertical averages. Further-
more, given that by Proposition 3.7, the smoothness of gεn,κ,k is preserved
and that the terms J2, . . . , J7 andK2, . . . ,K7 are smooth and hence uniformly
bounded in εn in suitable Bochner spaces, recall Section 3, we are left to worry
about the terms J8, J9,K8 and K9. This is because, per the explanation for
J2, . . . , J7 and K2, . . . ,K7 above, we obtain that for any φ = [φ(xh), 0] with
φ ∈ C∞c,divh(R2), any ψ ∈ L2(Ω× (0, t)) and any t ∈ [0, T ],
E˜
ˆ t
0
〈
Ji , φψ
〉
dτ . ε
∥∥Ji∥∥Lp1ω Lp2t Lp3x ∥∥φ∥∥Lqx∥∥ψ∥∥L2ω,t
. ε→ 0
(4.58)
for suitable pi ≥ 1 and q ≥ 1 as ε → 0. The same applies for the Ki’s with
i = 2, . . . , 7. The noise terms follow in a similar manner by the use of Itoˆ
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isometry and the fact that squared-integrable functions (in probability) are
integrable. For these extra terms J8, J9,K8 and K9, we observe that for any
t ∈ (0, T ) and any i, j = 1, 2, 3,
ˆ t
0
‖∂xjxiΨˆεn,κ‖2L2(K) dt .
ˆ T
0
‖∂xi℘κ‖2
L
2γ
2γ−1 (K)
‖∇Ψˆεn‖2
L
2γ
γ+1 (K)
dt
.κ
ˆ T
0
‖Q(ˆ̺εn uˆεn)‖2
L
2γ
γ+1 (K)
dt→ 0
(4.59)
P˜-a.s. for K ⋐ O as n→∞. This follows by (4.1) hence terms J8, J9,K8 and
K9 also vanishes in the limit.
We can now take the vertical average in (4.48) and combine it with
(4.49), (4.56), (4.57) (keeping in mind, the argument after (4.57)) and (4.59)
to get that for any φ = [φ(xh), 0] with φ ∈ C∞c,divh(R2), any ψ ∈ L2(Ω×(0, t))
and t ∈ [0, T ] that
− lim
n→∞
E˜
ˆ t
0
〈
Yˆεn,κ ⊗ Yˆεn,κ , ∇φψ
〉
dτ
= lim
n→∞
E˜
ˆ t
0
ˆ
R2
pdiv
(
Yˆεn,κ ⊗ Yˆεn,κ
)
q · φψ dxh dτ
= lim
n→∞
E˜
ˆ t
0
ˆ
R2
p
[
1
2
∇
∣∣∣Yˆεn,κ∣∣∣2
− pYˆεn,κq× curlpYˆεn,κq
]
q · φψ dxhdτ
= E˜
ˆ t
0
ˆ
R2
div
(
Uˆκ ⊗ Uˆκ
) · φψ dxh dτ.
(4.60)
This is because the gradient term vanishes after integration by part whereas
convergence to velocity holds for the vertical average of the solenoidal part
of momentum. cf. (4.34). Subsequently, since ψ is arbitrary, we gain
− lim
n→∞
ˆ t
0
〈
Yˆεn,κ ⊗ Yˆεn,κ,∇φ
〉
dτ
=
ˆ t
0
ˆ
R2
div
(
Uˆκ ⊗ Uˆκ
) · φdxhdτ
(4.61)
P˜-a.s. possibly for a further subsequence. 
4.4. Identifying the convective term
We show in this section that in identifying the limit of the convective term,
we may essentially replace the sequence (ˆ̺εn uˆεn ⊗ uˆεn) by the mollified term
(ˆ̺εn uˆεn)κ⊗ (ˆ̺εn uˆεn)κ since their limits coincide. This follows from the proof
of the lemma below.
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Lemma 4.10. For any φ = [φ(xh), 0] with φ ∈ C∞c,divh(R2) and for all t ∈
[0, T ], the converges
lim
n→∞
ˆ t
0
〈 ˆ̺εn uˆεn ⊗ uˆεn , ∇φ〉 dτ =
ˆ t
0
〈
Uˆ⊗ Uˆ , ∇φ
〉
dτ (4.62)
holds P˜-a.s.
Proof. To show (4.62), we first make the following decomposition8
ˆ̺εn uˆεn ⊗ uˆεn = [(1− ˆ̺εn)uˆεn ]κ ⊗ [( ˆ̺εn − 1)uˆεn ]κ
+ (ˆ̺εn − 1)uˆεn ⊗ uˆεn + [(1− ˆ̺εn)uˆεn ]κ ⊗ uˆεn,κ
+ uˆεn,κ ⊗ [(1− ˆ̺εn)uˆεn ]κ + uˆεn,κ ⊗ (uˆεn − uˆεn,κ)
+
(
uˆεn − uˆεn,κ
)⊗ uˆεn + ( ˆ̺εn uˆεn)κ ⊗ ( ˆ̺εn uˆεn)κ =:
7∑
i=1
Ji.
(4.63)
Then we observe that for any ball Bk of radius k > 0 and fixed regularizing
kernel κ > 0,
Ji → 0 in L1((0, T )×Bk)
P˜-a.s. for each i ∈ {1, 2, 3, 4} as n → ∞. This follows from Lemma 3.3 and
the equality of laws given by Proposition 3.7.
Now we notice that for the random variable uˆεn ∈ L2(0, T ;W 1,2(Bk)),
one can find a constant c > 0 independent of both κ and εn such that
‖uˆεn − uˆεn,κ‖L2(Ω;L2(0,T ;Lp(Bk))) . κ3/p−1/2 (4.64)
holds uniformly in εn > 0 for all p ∈ [2, 6), cf. [14, Section 3.2]. It follows from
a density argument and the Riesz representation theorem for integrable func-
tions that for all φ(x) ∈ C∞c (O) and all φ1(ω) ∈ L∞(Ω), φ2(t) ∈ L∞(0, T ),
one can find a generic constant c > 0 that is uniform in both εn and κ such
that∥∥∥〈uˆεn,κ ⊗ (uˆεn − uˆεn,κ) , ∇φ〉∥∥∥
L1ω,t
= sup
‖φ1φ2‖∞≤1
E˜
ˆ T
0
〈
uˆεn,κ ⊗
(
uˆεn − uˆεn,κ
)
, ∇φ〉φ1(ω)φ2(t) dt
. ‖∇φ‖L2x‖uˆεn,κ‖L2ω,tL6x ‖uˆεn − uˆεn,κ‖L2ω,tL3x
. ‖uˆεn‖L2ω,tL6x ‖uˆεn − uˆεn,κ‖
1/2
L2ω,tW
1,2
x
‖uˆεn − uˆεn,κ‖1/2L2ω,tL2x
.
√
κ ‖uˆεn‖L2ω,tW 1,2x .
√
κ.
(4.65)
It follows that as n → ∞ and κ → 0, ´ T0 〈J5 , ∇φ〉dt vanishes in mean and
hence in probability. The same argument holds for J6.
8This decomposition is not unique and in fact, a much simpler variant suffices.
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As a consequence of (4.1), (4.61), (4.63) and the above convergence to
zero results, one has that
lim
n→∞
ˆ t
0
〈
ˆ̺εn uˆεn ⊗ uˆεn , ∇φ
〉
dτ
= lim
κ→0
lim
n→∞
ˆ t
0
〈
Yˆεn,κ ⊗ Yˆεn,κ , ∇φ
〉
dτ
=
ˆ t
0
〈
Uˆ⊗ Uˆ , ∇φ
〉
dτ
(4.66)
for any t ∈ (0, T ]. 
Proof of Theorem 3.8. From Lemma 3.9, W˜n are cylindrical Wiener processes
and as such, we can find a collection of mutually independent 1-D (F˜t)-
Brownian motions (β˜k)k∈N and orthonormal basis (ek)k∈N such that W˜ =∑
k∈N β˜kek. We refer the reader to [5, Lemma 2.1.35, Corollary 2.1.36] for
further details.
To show that [(Ω˜, F˜t, (F˜t), P˜), Uˆ, W˜ ] satisfies (1.4) in the distributional
sense, we consider the functionals
M(ρ,u,m)t = 〈m(t),φ〉 − 〈m(0),φ〉 −
ˆ t
0
〈m⊗ u− ν∇u,∇φ〉dr
+ (λ+ ν)
ˆ t
0
〈divu, divφ〉dr − 1
ε2m
ˆ t
0
〈ργ , divφ〉dr
+
1
ε
ˆ t
0
〈e3 ×m, φ〉dr − 1
ε2
ˆ t
0
〈ρ∇G , φ〉dr,
N(ρ,m)t =
∑
k∈N
ˆ t
0
〈gk(ρ,m) , φ〉2 dr,
Nk(ρ,m)t =
ˆ t
0
〈gk(ρ,m) , φ〉dr,
for all φ = (φ, 0) ∈ C∞c,div(O) where φ ∈ C∞c,divh(R2). Then by Section 3.2
and integration by parts, we have that
1
ε
ˆ t
0
〈e3 × ˆ̺εn uˆεn , φ〉dr =
1
ε
ˆ t
0
〈
pe3 × ˆ̺εn uˆεnq , φ
〉
h
dr = 0. (4.67)
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Also since divφ = 0, we can use (2.12) and rˆεn =
ˆ̺εn−̺ε
εm to show that
1
ε2
ˆ t
0
〈 ˆ̺εn∇G , φ〉dr =
1
ε2
ˆ t
0
〈̺ε∇G , φ〉dr
+
1
ε2
ˆ t
0
〈(ˆ̺εn − ̺ε)∇G , φ
〉
dr
=
1
ε2m
ˆ t
0
〈∇̺γε , φ〉dr + εm−2
ˆ t
0
〈rˆεn∇G , φ
〉
dr
= εm−2
ˆ t
0
〈rˆεn∇G , φ
〉
dr
(4.68)
by integration by parts. Finally since 〈div uˆεn , divφ〉 = 〈 ˆ̺γεn , divφ〉 = 0, we
can therefore conclude that for m > 10,
M
(
ˆ̺εn , uˆεn , ˆ̺εn uˆεn
)
t
=
〈(
ˆ̺εn uˆεn
)
(t),φ
〉 − 〈( ˆ̺εn uˆεn)(0),φ〉
−
ˆ t
0
〈 ˆ̺εn uˆεn ⊗ uˆεn − ν∇uˆεn ,∇φ〉dr + εm−2
ˆ t
0
〈rˆεn∇G , φ
〉
dr.
As a result of (3.23) and Proposition 3.7, we can conclude that the last term
above vanishes P˜-a.s. in the limit as ε→ 0 since m > 10.
Now passing to the limit n → ∞ in the function M(·)t and keeping in
mind (4.62) and Proposition 3.7 we obtain9
E˜ h(rtUˆ, rtW˜ )
[
M(1, Uˆ, Uˆ)s,t
]
= 0,
E˜h(rtUˆ, rtW˜ )
[[
M(1, Uˆ, Uˆ)2
]
s,t
−N(1, Uˆ)s,t
]
= 0,
E˜h(rtUˆ, rtW˜ )
[[
M(1, Uˆ, Uˆ)β˜k
]
s,t
−N(1, Uˆ)s,t
]
= 0.
(4.69)
where the P˜-a.s. limit process satisfies
M(1, Uˆ, Uˆ)t = 〈Uˆ(t),φ〉 − 〈Uˆ(0),φ〉 −
ˆ t
0
〈Uˆ ⊗ Uˆ− ν∇Uˆ,∇φ〉dr
=
〈
Uˆh(t),φh
〉
h
−
〈
Uˆh(0),φh
〉
h
−
ˆ t
0
〈
Uˆh ⊗ Uˆh − ν∇hUˆh ,∇hφh
〉
h
dr.
Eq. (4.69) implies that M(1, Uˆh, Uˆh) is an (F˜t)-martingale with quadratic
and cross variations given by
〈〈M(1, Uˆh, Uˆh)〉〉 = N(1, Uˆh), 〈〈M(1, Uˆh, Uˆh), β˜k〉〉 = Nk(1, Uˆh)
respectively and thus we obtain〈〈
M(1, Uˆh, Uˆh)−
ˆ ·
0
〈Φ(1, Uˆh)dW˜ , φ〉
〉〉
= 0.
9We denote by M(·)s,t, the difference M(·)t−M(·)s and similarly for the other functionals.
Also rt is a continuous map that restrict functions to time t whereas h is a continuous
function. See [3, Section 3] for further details.
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It therefore follows that (1.4)1 is satisfied in the distributional sense.
The same can be done for ((Ω˜, F˜t, (F˜t), P˜), Uˇ, W˜ ). 
4.5. Pathwise solvability of the limit problem
Proof of Theorem 2.8. With Theorem 3.8 in hand, we can now use the as-
sumption on the initial law and Theorem 2.7 to get that P˜-a.s., Uˆh(0) =
Uˇh(0) = Uh,0 and as such, the pair of solutions Uˆh and Uˇh coincide P˜-a.s.
with law
µ
((
ˆ̺, Uˆ, mˆ, ˇ̺, Uˇ, mˇ
)
∈ χ : ( ˆ̺, Uˆ, mˆ) = (ˇ̺, Uˇ, mˇ)
)
= P˜
(
(ˆ̺, Uˆ, mˆ) = (ˇ̺, Uˇ, mˇ)
)
= P˜
(
Uˆh = Uˇh
)
= 1.
We can now use the generalization to quasi-Polish spaces of the Gyo¨ngy-
Krylov characterization of convergence given in [5, Theorem 2.10.3] to show
that the original sequence (̺ε,uε, pP (̺εuε)q) defined on the original prob-
ability space (Ω,F ,P) converges in probability to some random variables
(̺,Uh,mh) in the topology of χ̺ × χu × χp̺uq.
We can now repeat Section 3.4 for (̺ε,uε, pP (̺εuε)q) and finally get
that U = Uh is a pathwise solution of (1.4) according to Definition 2.6. This
repetition is comparatively simpler since we are dealing with the original
sequence. As a consequence, it suffices to take only one Wiener process in
Lemma 3.9 for example. 
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