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Abstract
Two multivariate hazard rate stochastic orders are introduced and studied. Their meaning,
properties, and relationship to other common stochastic orders are examined and investigated.
Some examples that illustrate the theory are detailed. Finally, some applications of the new
orders in reliability theory and in actuarial science are described.
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1. Introduction
The notion of the hazard rate, in the multivariate setting in reliability theory and
in related sciences, has been treated by many authors in several ways. Arjas [1] and
Norros [19,20] have studied hazard rates dynamically using ideas from martingale
theory, and Shaked and Shanthikumar [26] have introduced a multivariate hazard
rate order using this dynamics. On the other hand, Johnson and Kotz [10] and
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Marshall [16] have introduced and studied the more technical, but still useful, notion
of the hazard gradient. The purpose of this paper is to introduce and study a weak
notion and a strong notion of multivariate hazard rate orders (one of which is closely
related to the hazard gradient), and to highlight their meaning, properties, and
applications.
The studied orders are deﬁned in Section 2, where some basic properties of them
are also given. Relationships of the new orders to other common stochastic orders
are described in Section 3. Useful preservation properties of the new orders are
proven in Section 4, and a sample of examples which illustrate the theory is given in
Section 5. Finally, some applications of the new orders in reliability theory and in
actuarial science are detailed in Section 6.
Some conventions that are used throughout this paper are the following. By
‘increasing’ and ‘decreasing’ we mean ‘nondecreasing’ and ‘nonincreasing,’
respectively. For any two n-dimensional vectors x ¼ ðx1; x2;y; xnÞ and y ¼
ðy1; y2;y; ynÞ; the notation xpy means xipyi; i ¼ 1; 2;y; n: The notation ¼st
stands for equality in law. For any random vector (or variable) X ; and an event A;
we denote by ½X jA any random vector (or variable) whose distribution is the
conditional distribution of X given A:
2. Deﬁnitions and basic properties
Let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be two random vectors with
respective survival functions %F and %G deﬁned by %FðxÞ ¼ PfX4xg and %GðxÞ ¼
PfY4xg; xARn: We say that X is smaller than Y in the multivariate hazard rate
order (denoted by XphrYÞ if
%FðxÞ %GðyÞp %Fðx4yÞ %Gðx3yÞ; x; yARn; ð2:1Þ
where ðx1; x2;y; xnÞ4ðy1; y2;y; ynÞ ¼ ðx14y1; x24y2;y; xn4ynÞ; ðx1; x2;y; xnÞ3
ðy1; y2;y; ynÞ ¼ ðx13y1; x23y2;y; xn3ynÞ; and4 and3 denote the minimum and
maximum operators. We say that X is smaller than Y in the weak multivariate hazard
rate order (denoted by XpwhrYÞ if
%GðxÞ
%FðxÞ is increasing in xAfx:
%GðxÞ40g; ð2:2Þ
where in (2.2) we use the convention a=0 	N whenever a40: Note that (2.2) can be
written equivalently as
%FðyÞ %GðxÞp %FðxÞ %GðyÞ whenever xpy: ð2:3Þ
Thus, from (2.1) and (2.3) it follows that
XphrY ) XpwhrY : ð2:4Þ
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Note that from (2.3) it follows that if yAfx: %GðxÞ ¼ 0g then yAfx: %FðxÞ ¼ 0g:
That is, if XpwhrY then
fx: %FðxÞ40gDfx: %GðxÞ40g: ð2:5Þ
Implication (2.4) is strict (this will be shown shortly). However, when at least one
of the survival functions of X and of Y is MTP2 (recall from Karlin and Rinott [11]
that a function K :Rn-R is said to be multivariate totally positive of order 2
ðMTP2Þ if KðxÞKðyÞpKðx4yÞKðx3yÞ for all x; yARnÞ; then, under some regularity
conditions, the ordersphr andpwhr are equivalent. This is shown next. Recall that a
set SDRn is called a lattice if for all x; y in S we have that x4y and x3y are in S:
Theorem 2.1. Let X and Y be two random vectors with respective survival functions %F
and %G; and with a common support S which is a lattice. If %F and/or %G are/is MTP2 then
XpwhrY ) XphrY : ð2:6Þ
Proof. Note that the left-hand side of implication (2.6) implies
%Fðx3yÞ %GðyÞp %FðyÞ %Gðx3yÞ; x; yARn;
and that the MTP2-ness of %F implies
%FðxÞ %FðyÞp %Fðx4yÞ %Fðx3yÞ; x; yARn:
Multiplication of these two inequalities yields
%Fðx3yÞ %GðyÞ %FðxÞ %FðyÞp %FðyÞ %Gðx3yÞ %Fðx4yÞ %Fðx3yÞ:
Now, from the assumption that S is a lattice it follows that if %FðxÞ %GðyÞ40 then %FðyÞ
and %Fðx3yÞ are positive. Canceling these we obtain that (2.1) holds in this case. If
%FðxÞ %GðyÞ ¼ 0 then (2.1) obviously holds too. Therefore XphrY : In a similar manner
the implication (2.6) can be shown when %G is MTP2: &
Remark 2.2. The stated assumption in Theorem 2.1 that X and Y have a common
lattice support is stronger than what is really necessary. In fact, all that is needed for
the validity of (2.6), in addition to the MTP2 assumption(s), is that %FðxÞ %GðyÞ40
implies %Fðx3yÞ40 when %F is MTP2; and that %FðyÞ %GðxÞ40 implies %GðyÞ40 when %G
is MTP2:
When the regularity assumptions in Remark 2.2 do not hold, the conclusion of
Theorem 2.1 may not follow. This is shown in the following counterexample.
Counterexample 2.3. Let the trivariate random vector X ¼ ðX1; X2; X3Þ take on the
values (0,0,1), (0,1,0), (1,0,0), and (1,1,1) with probabilities 1=4; 1=4; 1=4; and 1=4;
respectively, and let Y ¼ ðY1; Y2; Y3Þ take on the values (0,0,0), (1,0,0), (0,1,0),
(0,0,1), (1,1,1), (2,2,2), and (0,0,2) with probabilities 1=32; 4=32; 4=32; 4=32; 12=32;
1=32; and 6=32; respectively. Denote by %F and %G the survival functions of X and of
Y ; respectively. It can be checked that %F is MTP2; and that (2.2)
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holds, that is, XpwhrY: However, for x ¼ ð0; 0; 2Þ and y ¼ ð1; 1; 0Þ
we have
%Gðx3yÞ %Fðx4yÞ ¼ 1
32
 1o 7
32
 1
4
¼ %GðxÞ %FðyÞ;
that is, X4/ hrY :
A counterexample which shows that XpwhrY and YphrY do not imply XphrY
also exists.
The order phr is not an order in the usual sense (that is, it is not reﬂexive) because
from (2.1) it follows that
XphrX3PfX4xg is MTP2: ð2:7Þ
The latter condition was studied in [14,25] who showed that it corresponds to a
positive dependence characteristic of X : In particular, in the bivariate case, it
corresponds to the positive dependence notion of right corner set increasing of
Harris [7]. Other multivariate stochastic orders in the literature exhibit a similar
characteristic. For example, Shaked and Shanthikumar [27] showed that the
multivariate likelihood ratio order, and their multivariate hazard rate and
cumulative hazard orders, yield positive dependence notions when a random
vector is comparable with itself in the sense of these orders. Li et al. [15, p. 38]
obtained a similar property for the strong stochastic order that they
studied.
From (2.7) it is easy to see that implication (2.4) is strict: Let X ¼ ðX1; X2;y; XnÞ
be any random vector with a survival function %F which is not MTP2 (for example,
suppose that CovðXi; XjÞo0 for some i and j). Then, obviously, XpwhrX :
But, by (2.7), X4/ hrX (because if %F is MTP2 then CovðXi; XjÞX0 for all i and j;
see, for example, [25] for the bivariate case, or [14] for the general n-dimensional
case).
In the univariate case the order phr has the useful property that the random
variables X and Y satisfy XphrY if, and only if, ½X jX4xpst½Y jY4x for each
xAR for which these conditional random variables are well deﬁned, where pst
denotes the usual (univariate) stochastic order. A multivariate extension of this fact
is given next. Below we denote bypuo the upper orthant order studied, for example,
in [29, Subsection 4.G.1].
Theorem 2.4. Let X and Y be two n-dimensional random vectors. Then XpwhrY if,
and only if,
½X jX4xpuo½Y jY4x for all xARn; ð2:8Þ
for which these conditional random vectors are well defined.
The proof of Theorem 2.4 follows easily from (2.3), and is therefore omitted.
Consider now a random vector X ¼ ðX1; X2;y; XnÞ with a partially differentiable
survival function %F: The function R ¼ log %F is called the hazard function of X ; and
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the vector rX of partial derivatives, deﬁned by
rXðxÞ ¼ ðrð1ÞX ðxÞ; rð2ÞX ðxÞ;y; rðnÞX ðxÞÞ ¼
@
@x1
RðxÞ; @
@x2
RðxÞ;y; @
@xn
RðxÞ
 
;
for all xAfx : %FðxÞ40g; is called the hazard gradient of X ; see [10,16]. Note that
r
ðiÞ
X ðxÞ can be interpreted as the conditional hazard rate of Xi evaluated at xi; given
that Xj4xj for all jai: That is,
r
ðiÞ
X ðxÞ ¼
fiðxijXj4xj; jaiÞ
%FiðxijXj4xj; jaiÞ;
where fiðjXj4xj; jaiÞ and %FiðjXj4xj; jaiÞ are the conditional density and survival
functions of Xi; given that Xj4xj for all jai: For convenience, here and below we set
r
ðiÞ
X ðxÞ ¼N for all xAfx : %FðxÞ ¼ 0g:
Let Y be another n-dimensional random vector with hazard gradient rY : The
following result, which can be obtained by differentiation of (2.2), justiﬁes the
terminology ‘hazard rate order’ for the orders that were introduced in (2.1)
and (2.2).
Theorem 2.5. Let X and Y be n-dimensional random vectors with hazard gradients rX
and rY ; respectively. Then XpwhrY if, and only if,
r
ðiÞ
X ðxÞXrðiÞY ðxÞ; i ¼ 1; 2;y; n; xARn:
A useful inequality is described next.
Theorem 2.6. Let X ¼ ðX1; X2;y; XnÞ be a random vector, and let X I ¼
ðY1; Y2;y; YnÞ be a vector of independent random variables such that Xi ¼st Yi; i ¼
1; 2;y; n: If the survival function of X is MTP2 then
X IphrX :
Proof. Let %G denote the survival function of X ; and let %Gi denote the marginal
survival function of Xi; i ¼ 1; 2;y; n: Also, let %F be the survival function of X I ;
that is
%Fðx1; x2;y; xnÞ ¼
Yn
i¼1
%GiðxiÞ:
Denote X ðiÞ ¼ ðX1;y; Xi1; Xiþ1;y; XnÞ and xðiÞ ¼ ðx1;y; xi1; xiþ1;y; xnÞ: From
the MTP2 property of %G it follows that for each iAf1; 2;y; ng we have that
%Gðx1; x2;y; xnÞ= %Fðx1; x2;y; xnÞ ¼ PfX ðiÞ4xðiÞjXi4xig
Yn
jai
%GjðxjÞ
,
is increasing in xi: Therefore X
IpwhrX :
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Here also %F is obviously MTP2: Using this fact it is easy to verify that the ﬁrst
condition in Remark 2.2 holds. The stated result now follows from Remark 2.2 and
Theorem 2.1. &
3. Relationship to other stochastic orders
Let X and Y be two absolutely continuous n-dimensional random vectors with
density functions f and g; respectively. Recall that X is said to be smaller than Y in
the multivariate likelihood ratio order (denoted by XplrYÞ if
f ðxÞgðyÞpf ðx4yÞgðx3yÞ; x; yARn;
see, for example, [29, Section 4.E]. Using Theorem 2.4 in [11] with the MTP2 kernel
K ; deﬁned by Kðx; uÞ ¼ Qni¼1 1ðxi ;NÞðuiÞ; it is easy to show that
XplrY ) XphrY: ð3:1Þ
On the other hand, letting x-ðN;N;y;NÞ in (2.3) (or in (2.8)) we obtain
XpwhrY ) XpuoY :
Remark 3.1. Implication (3.1) indicates a useful method for identifying random
vectors that are ordered in the multivariate hazard rate order. Let X and Y be two
random vectors with density functions f and g; respectively. If gðxÞ=f ðxÞ is
increasing, and if f is MTP2; and if f ðxÞgðyÞ40 ) f ðyÞf ðx3yÞ40; then XplrY ; this
can be seen by a modiﬁcation of the proof of Theorem 2.1 (see also [32, Theorem 3]).
Similarly, if gðxÞ=f ðxÞ is increasing, and if g is MTP2; and if f ðyÞgðxÞ40 )
gðyÞgðx4yÞ40; then XplrY :
It is of interest to note that the above result is similar to, but different
than, Theorem 4.B.6 of Shaked and Shanthikumar [29]. The assumptions there
are weaker than here (because the MTP2 property of a density implies the
association property). On the other hand, the conclusion there is weaker
than here (because the multivariate likelihood ratio order implies the usual
stochastic order).
One may wonder whether the relation XphrY implies XpstY ; wherepst denotes
the usual stochastic order (see, for example, [29, Section 4.B]) which is stronger than
the upper orthant order. The following counterexample shows that this is not the
case.
Counterexample 3.2. Let X ¼ ðX1; X2Þ be a discrete random vector such that
PfX ¼ ð1; 1Þg ¼ PfX ¼ ð2; 2Þg ¼ 1=6 and PfX ¼ ð1; 2Þg ¼ PfX ¼ ð2; 1Þg ¼ 2=6:
Let Y ¼ ðY1; Y2Þ be another discrete random vector such that PfY ¼ ð1; 1Þg ¼
PfY ¼ ð2; 2Þg ¼ 2=6 and PfY ¼ ð1; 2Þg ¼ PfY ¼ ð2; 1Þg ¼ 1=6: A some-
what lengthy, straightforward computation shows that XphrY : However,
PfXAfð1; 2Þ; ð2; 1Þ; ð2; 2Þgg4PfYAfð1; 2Þ; ð2; 1Þ; ð2; 2Þgg; and therefore X4/ stY :
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Scarsini and Shaked [24] have introduced the following stochastic order which is
useful in reliability theory. For any x ¼ ðx1; x2;y; xnÞARn denote by xðkÞ ¼
ðx1; x2;y; xnÞðkÞ the kth smallest xi in fx1; x2;y; xng: Thus, for any random vector
X ¼ ðX1; X2;y; XnÞ; the kth order statistic of X1; X2;y; Xn is X ðkÞ ¼
ðX1; X2;y; XnÞðkÞ: Let Y ¼ ðY1; Y2;y; YnÞ be another random vector. Scarsini
and Shaked [24] deﬁned the ordert
ðkÞ
for n-dimensional random vectors X and Y by
Xt
ðkÞ
Y if, and only if, for all ai40; i ¼ 1; 2;y; n; it holds that
ða1X1; a2X2;y; anXnÞðkÞpstða1Y1; a2Y2;y; anYnÞðkÞ; ð3:2Þ
where here pst denotes the usual (univariate) stochastic order. A possible
strengthening of the order t
ðkÞ
is to replace pst in (3.2) by the univariate hazard
rate orderphr (see, for example, [29, Section 1.B]). Such a study has not been made
yet. But it is of interest to note that XpwhrY if, and only if, for all ai40; i ¼
1; 2;y; n; it holds that
ða1X1; a2X2;y; anXnÞð1Þphrða1Y1; a2Y2;y; anYnÞð1Þ: ð3:3Þ
The proof of this observation is similar to the proof of Proposition 1.1 in [24], and is
omitted.
Shaked and Shanthikumar [29] studied a notion of multivariate hazard rate
order which is different than the notions that are studied in the present paper.
The notion in [29] is time-dynamic—it is useful when a researcher observes,
continuously in time, two reliability systems that start functioning with new
components. The notion in [29] enables the researcher to compare, continuously in
time, the residual lifetimes of the two systems, given their corresponding histories.
The present notions have other uses; see Section 6. The notion in [29] does not imply
the present notions, nor is it implied by them. [In order to see this, recall that the
notion in [29] implies the multivariate orderpst; whereas Counterexample 3.2 shows
that the present order phr does not imply it. Conversely, the present orders pwhr
andphr are closed under marginalization (see (P2) in Section 4), whereas the notion
in [29] is not.]
4. Preservation properties
The orders phr and pwhr are closed under some common operations:
(P1) Let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be two random vectors, and
let fi; i ¼ 1; 2;y; n; be univariate increasing functions. If Xphr½pwhr Y then
ðf1ðX1Þ;f2ðX2Þ;y;fnðXnÞÞphr½pwhrðf1ðY1Þ;f2ðY2Þ;y;fnðYnÞÞ:
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(P2) Let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be two random vectors. For
I ¼ fi1; i2;y; ikgDf1; 2;y; ng; let X I ¼ ðXi1 ; Xi2 ;y; XikÞ: Similarly deﬁne Y I :
If Xphr½pwhr Y then X Iphr½pwhr Y I for all IDf1; 2;y; ng: In particular, if
ðX1; X2;y; XnÞpwhrðY1; Y2;y; YnÞ then XiphrYi; i ¼ 1; 2;y; n:
(P3) Let X1; X2;y; Xm be a set of independent random vectors where
the dimension of X i is ki; i ¼ 1; 2;y; m: Let Y1; Y2;y; Ym be another
set of independent random vectors where the dimension of Y i is ki; i ¼
1; 2;y; m: If X iphr½pwhrY i; i ¼ 1; 2;y; m; then ðX1; X2;y; XmÞphr
½pwhrðY1; Y2;y; YmÞ:
(P4) Let fX j ; j ¼ 1; 2;yg and fY j; j ¼ 1; 2;yg be two sequences of random
vectors such that X j-stX and Y j-stY as j-N; where -st denotes
convergence in distribution. If X jphr½pwhr Y j ; j ¼ 1; 2;y; then
Xphr½pwhr Y :
The proofs of (P1)–(P4) are straightforward and are omitted.
A corollary of (P3) is the following result.
Corollary 4.1. Let X1; X2;y; Xn be a collection of independent univariate random
variables, and let Y1; Y2;y; Yn be another collection of independent univariate random
variables. If XiphrYi; i ¼ 1; 2;y; n; then XphrY :
We will now derive some preservation properties of the multivariate hazard rate
order under random compositions. Such results are often referred to as preservations
under ‘random mapping’ (see [30]), or preservations of ‘stochastic convexity’ (see [29,
Chapter 6] and [5]) and references therein).
Let f %Fy; yAXg be a family of n-dimensional survival functions, where X is a
subset of the real line. Let XðyÞ denote a random vector with survival function
%Fy: For any random variable Y with support in X; and with distribution
function H; let us denote by XðYÞ a random vector with survival function %G
given by
%GðxÞ ¼
Z
X
%FyðxÞ dHðyÞ; xARn:
Theorem 4.2. Consider a family of n-dimensional survival functions f %Fy; yAXg as
above. Let Y1 and Y2 be two random variables with supports in X and distribution
functions H1 and H2; respectively. Let Y1 and Y2 be two random vectors such
that Y i ¼st XðYiÞ; i ¼ 1; 2; that is, suppose that the survival function of Y i is
given by
%GiðxÞ ¼
Z
X
%FyðxÞ dHiðyÞ; xARn; i ¼ 1; 2:
If
XðyÞpwhrXðy0Þ whenever ypy0; ð4:1Þ
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and if Y1 and Y2 are ordered in the univariate hazard rate order; that is, if
Y1phrY2; ð4:2Þ
then
Y1pwhrY2: ð4:3Þ
Proof. Assumption (4.1) means that for each jAf1; 2;y; ng; the function
%Fyðx1; x2;y; xnÞ is TP2 (totally positive of order 2; that is, bivariate MTP2) as a
function of yAX and of xjAR: Assumption (4.2) means that %HiðyÞ is TP2 as a
function of iAf1; 2g and of yAX: Therefore, by Theorem 2.1 of Joag-dev et al., [9],
%Giðx1; x2;y; xnÞ is TP2 in iAf1; 2g and in xjAR; j ¼ 1; 2;y; n: That is,
%G2ðx1; x2;y; xnÞ
%G1ðx1; x2;y; xnÞ
is increasing in xj; j ¼ 1; 2;y; n:
By (2.2), this yields the stated result. &
In the case where Y1 and Y2 in Theorem 4.2 are vectors of conditionally
independent random variables, conclusion (4.3) can be strengthened. For this
purpose, consider n families of univariate survival functions f %Fj;y; yAXg; j ¼
1; 2;y; n; where X is a subset of the real line. Let XjðyÞ denote a univariate random
variable with survival function %Fj;y: For any random variable Y with support in X;
and with distribution function H; let XjðYÞ denote a univariate random variable
with survival function given by
R
X
%Fj;yðxÞ dHðyÞ; xAR; j ¼ 1; 2;y; n:
Theorem 4.3. Consider n families of univariate survival functions f %Fj;y; yAXg as
above, j ¼ 1; 2;y; n: Assume that for each j ¼ 1; 2;y; n; the univariate supports
corresponding to all the %Fj;y’s are identical, Yj; say. Let Y1 and Y2 be two random
variables with supports in X and distribution functions H1 and H2; respectively. Let
Y1 ¼ ðY11; Y12;y; Y1nÞ and Y2 ¼ ðY21; Y22;y; Y2nÞ be two vectors of conditionally
independent random variables such that Yij ¼st XjðYiÞ; i ¼ 1; 2; j ¼ 1; 2;y; n; that
is, suppose that the survival function of Y i is given by
%Giðx1; x2;y; xnÞ ¼
Z
X
Yn
j¼1
%Fj;yðxjÞ dHiðyÞ; ðx1; x2;y; xnÞAR; i ¼ 1; 2: ð4:4Þ
If
XjðyÞphrXjðy0Þ whenever ypy0; j ¼ 1; 2;y; n; ð4:5Þ
and if Y1phrY2; then Y1phrY2:
Proof. Let ypy0: From the conditional independence of the XjðyÞ’s, and from the
conditional independence of the Xjðy0Þ’s, and from assumption (4.5), it follows by
Corollary 4.1, that
ðX1ðyÞ; X2ðyÞ;y; XnðyÞÞphrðX1ðy0Þ; X2ðy0Þ;y; Xnðy0ÞÞ whenever ypy0:
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Therefore, by Theorem 4.2 we get
Y1pwhrY2: ð4:6Þ
Next, it is easy to verify that %Gi in (4.4) is TP2 in each pairs of its variables when
the other variables are held ﬁxed, i ¼ 1; 2: Therefore %Gi is MTP2; i ¼ 1; 2:
Furthermore, from the assumption that for j ¼ 1; 2;y; n; all the %Fj;y’s have a
corresponding univariate common support Yj; it follows that Y1 and Y2 have a
common support which is a lattice. The stated result now follows from (4.6) and
Theorem 2.1. &
It is worthwhile to mention that Theorems 4.2 and 4.3 are multivariate extensions
of the univariate Theorem 2.4 of Shaked and Wong [30], although the notation in the
present paper and in [30] vary signiﬁcantly.
5. Examples
In this section we present a sample of parametric families of multivariate
distributions that are ordered according to the multivariate hazard rate orders.
Many other families of distributions can be shown to be similarly ordered. Indeed,
using the results in Sections 2–4, it is often possible to identify random vectors that
are ordered according to the hazard rate orders. In the selection of the examples
below we tried to bring forth several different aspects of identifying the hazard rate
orders. In the ﬁrst example the order phr is established by ﬁrst establishing the
stronger orderplr: In the second example we establish the orderpwhr for a family of
continuous random vectors that do not have density functions. The next example is a
common model for the construction of multivariate distributions with given
marginals. Finally we give an example in which the random vectors are ordered in
the weak hazard rate order, but they do not satisfy the conditions in Remark 3.1.
Example 5.1 (Multivariate Pareto distributions). For a40; let Xa ¼
ðXa;1; Xa;2;y; Xa;nÞ have the survival function %Fa given by
%Faðx1; x2;y; xnÞ ¼
Xn
i¼1
xi  n þ 1
 !a
; xi41; i ¼ 1; 2;y; n;
see, for example, [12, p. 600]. The corresponding density function is given by
faðx1; x2;y; xnÞ ¼ aða þ 1Þ?ða þ n  1Þ
Xn
i¼1
xi  n þ 1
 !an
;
xi41; i ¼ 1; 2;y; n:
It is easy to see that fa is MTP2 for all a40; and that fa1ðxÞ=fa2ðxÞ is increasing in x
whenever a1pa2: Thus, from Remark 3.1 we obtain that Xa1XhrXa2 whenever
a1pa2:
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Often in the literature (see, for example, [12, p. 600]) the multivariate Pareto
distribution is endowed with positive scale parameters y1; y2;y; yn: That is,
often researchers are interested in the distributional properties of Ya ¼
ðy1Xa;1; y2Xa;2;y; ynXa;nÞ; where ðXa;1; Xa;2;y; Xa;nÞ has the survival function %Fa
given above. From the above discussion, combined with property (P1) in Section 4, it
follows that Ya1XhrYa2 whenever a1pa2:
Example 5.2 (Multivariate Marshall–Olkin distributions). For a set of positive
parameters k ¼ flI40: IDf1; 2;y; ng; Ia|g; let Xk ¼ ðXk;1; Xk;2;y; Xk;nÞ have the
survival function %Fk given by
%Fkðx1; x2;y; xnÞ ¼ exp 
X
I
lI max
iAI
xi
( )
; ðx1; x2;y; xnÞXð0; 0;y; 0Þ;
see, [17]. It is easy to see that %Fk0 ðxÞ= %FkðxÞ is decreasing in x whenever kpk0: Thus
Xk0pwhrXk whenever kpk0:
Furthermore, for each k; the function %Fk is MTP2 (this can be veriﬁed by noticing
that maxfx1; x2; x3;y; xng þmaxfx01; x02; x3;y; xngpmaxfx01; x2; x3;y; xng þ
maxfx1; x02; x3;y; xng whenever x1px01 and x2px02; for all x3;y; xnÞ: Thus, by
Theorem 2.1, Xk is decreasing in k with respect to the hazard rate order.
With the aid of property (P1) in Section 4 it is possible to obtain, from the above
results, monotonicity in the weak hazard rate order of families of Marshall–Olkin
distributions with marginals other than exponential. For example, let Xk have the
survival function %Fk given above, and let Yk ¼ ðX 1=b1k;1 ; X 1=b2k;2 ;y; X 1=bnk;n Þ; where the
bi’s are positive parameters. Then Yk has Weibull marginals (see [17, p. 37]), and Yk
is decreasing in k with respect to the hazard rate order.
Example 5.3 (Bivariate Farlie–Gumbel–Morgenstern distributions). For aAð1; 1Þ;
let Xa ¼ ðXa;1; Xa;2Þ have the survival function %Fa given by
%Faðx1; x2Þ ¼ %G1ðx1Þ %G2ðx2Þ½1þ að1 %G1ðx1ÞÞð1 %G2ðx1ÞÞ;
where %G1 and %G2 are arbitrary univariate survival functions (which happen to be
the marginal survival functions of Xa;1 and of Xa;2; respectively, independently of a).
Let the corresponding distribution and density functions be G1 ¼ 1 %G1; G2 ¼
1 %G2; g1 ¼ G01; and g2 ¼ G02: Furthermore, let h1 ¼ g1= %G1 and h2 ¼ g2= %G2 be the
corresponding hazard rate functions. Denote by ðrð1ÞXa ðx1; x2Þ; r
ð2Þ
Xa
ðx1; x2ÞÞ the hazard
gradient of Xa: A straightforward computation (see [10, p. 60] gives
r
ð1Þ
Xa
ðx1; x2Þ ¼ h1ðx1Þ  g1ðx1ÞG2ðx2Þ
1=aþ G1ðx1ÞG2ðx2Þ;
r
ð2Þ
Xa
ðx1; x2Þ ¼ h2ðx2Þ  g2ðx2ÞG1ðx1Þ
1=aþ G1ðx1ÞG2ðx2Þ:
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It is seen that r
ð1Þ
Xa
ðx1; x2Þ and rð2ÞXa ðx1; x2Þ are decreasing in a: Thus from Theorem 2.5
we see that Xa is increasing in a with respect to the weak hazard rate order.
Furthermore, for each aA½0; 1Þ the survival function %Fa is TP2: Thus, from
Theorem 2.1 we obtain that Xa1phrXa2 whenever a1pa2 and a2X0:
It is of interest to point out that here, for a1pa2; it does not hold that Xa1plrXa2 ;
this can be veriﬁed by noticing that the ratio of the two corresponding densities is not
monotone in x1 and x2:
Example 5.4 (Multivariate Gumbel exponential distributions). For positive para-
meters k ¼ flI : IDf1; 2;y; ng; Ia|g; let Xk ¼ ðXk;1; Xk;2;y; Xk;nÞ have the survi-
val function %Fk given by
%Fkðx1; x2;y; xnÞ ¼ exp 
X
I
lI
Y
iAI
xi
( )
; ðx1; x2;y; xnÞXð0; 0;y; 0Þ;
see [12, p. 406]. Let rXkðxÞ ¼ ðrð1ÞXk ðxÞ; r
ð2Þ
Xk
ðxÞ;y; rðnÞXk ðxÞÞ denote the hazard gradient
of Xk: It is easy to see that r
ðiÞ
Xk
ðxÞ is increasing in k for each i: Thus from Theorem 2.5
we see that Xk is decreasing in k with respect to the weak hazard rate order.
6. Some applications
In this section we describe some illustrative applications of the multivariate hazard
rate orders introduced in this paper. Several results from Sections 2–4 are applied in
this section.
6.1. Comparisons of multivariate mean residual life functions
Arnold and Zahedi [2] deﬁned and studied a version of multivariate mean residual
life functions. Formally, let X ¼ ðX1; X2;y; XnÞ be a random vector. For simplicity
we assume that X is continuous, and that its support is of the form ni¼1ðai; biÞ where
the ai’s and the bi’s may be inﬁnite. We also assume that the expectations, indicated
below, exist. Arnold and Zahedi [2] deﬁned the corresponding multivariate mean
residual life functions as the coordinates of the vector
mXðxÞ ¼ ðmð1ÞX ðxÞ; mð2ÞX ðxÞ;y; mðnÞX ðxÞÞ ¼ E½X  xjX4x;
xAni¼1 ðai; biÞ:
The multivariate mean residual life functions characterize the distribution of X ; and
throw some light on its meaning in the context of reliability theory.
Let Y ¼ ðY1; Y2;y; YnÞ be another random vector with mean residual life
functions vector mYðxÞ ¼ ðmð1ÞY ðxÞ; mð2ÞY ðxÞ;y; mðnÞY ðxÞÞ: It turns out that if XpwhrY
then the above multivariate mean residual life functions can be ordered
componentwise. In order to see it, note that (2.8) yields E½X jX4xpE½Y jY4x;
and therefore mXðxÞpmYðxÞ for all x:
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The above conclusion can be looked at as a multivariate analog of the well known
univariate implication XphrY ) XpmrlY (see [29, Theorem 1.D.1]), where here
phr and pmrl denote the univariate hazard rate and mean residual life stochastic
orders, respectively (again, see [29, Chapter 1]).
The inequality mXðxÞpmYðxÞ; for all x; can be a useful when a complicated
multivariate life distribution is bounded, from above or from below, by a simpler one.
6.2. Modeling accelerated life testing
A common procedure in the univariate case for modeling accelerated life testing is
to multiply the hazard rate of the studied random variable by some constant y1; see,
for example, [13]. When y141 (that is, yo1) then such a procedure may successfully
describe the increase in load that is put on the tested item. If the desire is to model a
random increase in load, then y above can be taken to be a random variable (denoted
then by Y). It is often of interest to stochastically compare the effects on the lifetime
of an item that is produced by two different accelerated procedures. Then results such
as Theorem 2.4 of Shaked and Wong [30] come up useful.
The stochastic order pwhr and its interpretations are useful tools to implement
for modeling accelerated life testing in the multivariate setting. Speciﬁcally, let X ¼
ðX1; X2;y; XnÞ be a vector of random lifetimes of n items. Let rX ¼
ðrð1ÞX ; rð2ÞX ;y; rðnÞX Þ be the hazard gradient of X: A possible way to model acceleration
by an amount y141 is to consider a random vector XðyÞ with hazard gradient
rXðyÞ ¼ ðy1rð1ÞX ; y1rð2ÞX ;y; y1rðnÞX Þ:
From Theorem 2.5 we obtain at once that XðyÞpwhrX when y141: In fact, if
ypy0 then XðyÞpwhrXðy0Þ (that is, (4.1) holds).
Now suppose that two random acceleration procedures, with corresponding
random stresses Y11 and Y
1
2 ; are to be compared. That is, using the notation of
Theorem 4.2 in the present context, we desire to stochastically compare XðY1Þ and
XðY2Þ: Theorem 4.2 now tells us that if Y1phrY2 (in the univariate sense) then
XðY1ÞpwhrXðY2Þ: If the underlying lifetimes are conditionally independent given
the acceleration rate, then by Theorem 4.3, XðY1ÞphrXðY2Þ: Such comparisons
yield useful inequalities as was indicated in Section 6.1.
Another common procedure for modeling failure acceleration involves multi-
plying the tested lifetimes by constants (or by random variables) smaller than unity.
This technique is also often used to model frailties or common environments in
survival analysis; see, for example, [21] for a univariate discussion. In the next
subsection we discuss this technique in the context of reliability theory, and we
describe some applications.
6.3. Comparisons of k-out-of-n systems in hostile environments
Let X1; X2;y; Xn be random lifetimes of n components. For ai40; i ¼ 1; 2;y; n;
the scaled lifelengths a1X1; a2X2;y; anXn have been of interest in many studies; see,
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for example, [6,18,24,28] and references therein. Scaling the lifetime of the ith device
is a simple way to model improvement of the device as a result of using a more
advanced technology (then ai41). Scaling the lifelength of the ith device can also be
used to model stochastically the reduction in its life when the device operates in a
severe or hostile environment (then aio1). Wang [31] studied a notion of
multivariate IFRA (increasing failure rate average) for ðX1; X2;y; XnÞ which is
deﬁned by requiring the series system with scaled lifetimes a1X1; a2X2;y; anXn to be
univariate IFRA, for any scaling. The multivariate weak hazard rate order can
sometimes be used to stochastically compare lifetimes of reliability systems with
scaled lifetimes.
As a ﬁrst example, let X ¼ ðX1; X2;y; XnÞ and Y ¼ ðY1; Y2;y; YnÞ be two
vectors of random lifelengths of components C1; C2;y; Cn and D1; D2;y; Dn;
respectively. Let C˜1; C˜2;y; C˜n and D˜1; D˜2;y; D˜n denote devices having the scaled
lifetimes a1X1; a2X2;y; anXn and a1Y1; a2Y2;y; anYn; respectively. For example, C˜i
(respectively, D˜i) may be the device Ci (respectively, Di) after it has been improved
(then, of course, ai41). Let TX ¼ minða1X1; a2X2;y; anXnÞ and TY ¼
minða1Y1; a2Y2;y; anYnÞ be the lifetimes of two series systems with devices
C˜1; C˜2;y; C˜n and D˜1; D˜2;y; D˜n; respectively. If XpwhrY then, by (3.3),
TXphrTY ; where here phr denotes the univariate hazard rate order.
As a second example, let t denote the life function of a k-out-of-n system.
Suppose that each component of the system consists of two critical elements;
namely, the component fails when the ﬁrst of these two critical elements fails.
Let Zi and Wi be the (possibly dependent) lifetimes of the critical elements
of component i; i ¼ 1; 2;y; n: Then the lifetime of the system is
tðminðZ1; W1Þ;minðZ2; W2Þ;y;minðZn; WnÞÞ: We suppose that the random pairs
ðZ1; W1Þ; ðZ2; W2Þ;y; ðZn; WnÞ are independent, but for each i; i ¼ 1; 2;y; n; the
random lifetimes Wi and Zi may depend on each other. If the k-out-of-n system
described above functions in a hostile environment then its lifetime is
T1 ¼ tðminðaZ1; bW1Þ;minðaZ2; bW2Þ;y;minðaZn; bWnÞÞ
for some aAð0; 1Þ and bAð0; 1Þ:
Consider now another k-out-of-n system as above, but with ith critical elements
with lifetimes Ui and Vi; i ¼ 1; 2;y; n: Again, suppose that the random pairs
ðU1; V1Þ; ðU2; V2Þ;y; ðUn; VnÞ are independent, but for each i; i ¼ 1; 2;y; n; the
random lifetimes Ui and Vi may depend on each other. Then the lifetime of this
second system, at the hostile environment described above, is
T2 ¼ tðminðaU1; bV1Þ;minðaU2; bV2Þ;y;minðaUn; bVnÞÞ:
It is of interest to compare stochastically T1 and T2:
If ðZi; WiÞpwhrðUj; VjÞ whenever iaj; then, by (3.3), we have
minðaZi; bWiÞphr minðaUj; bVjÞ; iaj;
where here phr denotes the univariate hazard rate function. From Theorem 16.B.1
of Boland and Proschan [4], about the preservation of the univariate hazard rate
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order by k-out-of-n systems, we get that
T1phrT2; ð6:1Þ
where here, again, phr denotes the univariate hazard rate order. This is true no
matter what the environments (that is, a and b) are. Comparison (6.1) implies a host
of useful inequalities; see [29] and references therein.
6.4. Comparisons of multivariate shock and claim models
Jointly distributed random sums arise naturally in reliability theory as times to
failure of items [23,33], and in actuarial science as times to bankruptcy of subsidiaries
of an insurance company [8]. Formally, let Xij ; i ¼ 1; 2;y; n; j ¼ 1; 2;y; be
independent nonnegative random variables (corresponding to the times between
failures, or the times between insurance claims). Let M ¼ ðM1; M2;y; MnÞ be a
vector of positive integers (corresponding to the numbers of shocks until failure,
or claims until bankruptcy), independent of the Xij’s. Furthermore, let N ¼
ðN1; N2;y; NnÞ be another vector of positive integers, also independent of the Xij ’s
(this corresponds to another reliability system, or another policy of handling
insurance claims). The times to failure or bankruptcy in the ﬁrst model, involving M ;
are given by
Wi ¼
XMi
j¼1
Xij ; i ¼ 1; 2;y; n;
whereas in the second model, involving N ; they are given by
Zi ¼
XNi
j¼1
Xij ; i ¼ 1; 2;y; n:
Various stochastic comparison results involving W ¼ ðW1; W2;y; WnÞ and Z ¼
ðZ1; Z2;y; ZnÞ; which follow from assumptions on M and on N ; were obtained in
[8,23]. For example, Pellerey [23] showed that if the Xij ’s have logconcave densities
then
MplrN ) WplrZ: ð6:2Þ
We will now show that by assuming less on the distributions of the Xij ’s we can still
get a result similar to (6.2). Explicitly, assume that the Xij ’s have logconcave survival
functions; that is, IFR distributions (this is a weaker condition than having
logconcave densities; see [3, p. 77]. Then
MplrN ) WphrZ: ð6:3Þ
In order to prove (6.3), let pM and pN denote the discrete densities of M and of N ;
and let %F
ðkÞ
i denote the survival function of
Pk
j¼1 Xij ; i ¼ 1; 2;y; n; k ¼ 1; 2;y :
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Then the survival functions %HW and %HZ of W and Z are given by
%HW ðx1; x2;y; xnÞ ¼
XN
k1¼1
XN
k2¼1
y
XN
kn¼1
Yn
i¼1
%F
ðkiÞ
i ðxiÞpMðk1; k2;y; knÞ;
ðx1; x2;y; xnÞX0;
%HZðx1; x2;y; xnÞ ¼
XN
k1¼1
XN
k2¼1
y
XN
kn¼1
Yn
i¼1
%F
ðkiÞ
i ðxiÞpNðk1; k2;y; knÞ;
ðx1; x2;y; xnÞX0:
Since the Xij’s are IFR, it follows from Lemma 2.1 of Pellerey [22] that %F
ðkiÞ
i ðxiÞ is
TP2 in ðki; xiÞ; i ¼ 1; 2;y; n: This implies that
Qn
i¼1 %F
ðkiÞ
i ðxiÞ is MTP2 in its 2n
variables. Using this and the assumption MplrN ; it follows from Theorem 2.4 of
Karlin and Rinott [11, p. 478] that WphrZ (that is, %HW and %HZ satisfy (2.1)).
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