Abstract. The paper presents background and motivation for a processing model that segments discourse into units that are simple, non-nested clauses, prior to the recognition of clause internal phrasal constituents, and experimental results in support of this model.
Introduction
The problem of recognizing simple clauses and segmenting discourse into such units is beginning to emerge as a problem area in its own right as evidenced by 1] and 2]. This is a problem area in which I have been interested since the early eighties ( 6] , 7], 9], 8], 10], 11]). Simple clauses share with simple noun phrases the property of being non-recursive ( 4] , 14]), but the problems of de ning, and recognizing, simple clauses are harder than those of de ning and recognizing simple noun phrases.
However, the problem of clause segmentation of written and spoken discourse is worth addressing because of the many applications that successful clause segmentation algorithms could be used for. The following are some important application areas:
speech synthesis: improved prosody in text-to-speech systems speech recognition: automatic segmentation of input to speech recognizers text analysis: preprocessing input to parsers for orthographic sentences machine translation: clauses as translation units knowledge acquisition: databases of lexical preferences, SVO triplets, etc. databases of facts, events, etc.
2 Clause segmentation of read speech 2.1 Background
The study presented in 18] is based on read speech. Four adult Swedish speakers, two women and two men, read the same text, which had a length of 878 words, excluding punctuations. The study combines the following analytic data contributed by the three authors: 1) algorithmically derived information about the location of clause boundaries (C) in the text, based on 9];
2) acoustically derived information about the location of intonation unit boundaries (I), and silent intervals (S), based on 12];
3) perceptually derived information about perceived pauses (P) using two judges, based on 16], 17].
The exact de nitions of clause, intonation unit, silent interval and perceived pause that were used in analyzing the data of 18], and the details of the procedures whereby these units were identi ed are described in the respective references provided above. A look at the data in table 1 invites a number of questions. In this presentation, I will concentrate on formulating a few questions that I nd particularly interesting, and attempt to provide precise answers to them, using basic statistical concepts. First, I will deal with how the three acoustic/perceptual events I, P and S are related to each other, and show that they are not independent events. Second, I compare the relation of either of these three events to clause boundaries as opposed to phrase boundaries, showing that clause boundaries are better predictors of I _ P _ S events than phrase boundaries are.
Third, the agreement among the fours speakers in the location of I _ P _ S events is investigated, and this agreement is found to be much greater than the agreement predicted by chance, despite the great di erences between the four speakers in their individual speech styles with respect to prosodic segmentation.
Distribution of I, P and S
Question: How surprising is the occurrence of the three events I, P, and S in the same position?
A precise answer to this question can be formulated by consulting the observed distributional data in table 2, and the probabilities estimated from this data in table 3. Based on the information in tables 2 and 3, and on the standard de nition of independence provided below, we are entitled to the following conclusion as an answer to the rst question that was posed.
Claim: I, P and S are not independent events.
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De nition of independence:
Two events A and B are independent if their joint probability, p(A^B), equals the product of their probabilities, p(A) p(B).
As can be seen from table 3, the joint probability of I, P and S, p(I^P^S) = 0:1292, does not equal but is greater than the product of the probabilities of I, P and S, p(I) p(P) p(S) = 0:0046, which supports the claim above. 
Agreement among speakers
Question: How surprising is the occurrence of an I _ P _ S event in the same position for all four speakers?
Recall that the probability of an I _ P _ S event is p(I _ P _ S) = 755=3512 = 0:2149 which is roughly 0.2, so 1 event in 5 is an I _ P _ S event.
If we assume that speakers produce I _ P _ S events independently of each other, then the probability that all speakers produce an I _ P _ S event at one and the same location is (1=5) 4 = 0:0016 = 16=10000. However, the observed agreement between the 4 speakers in the location of I _ P _ S events, when examined, was found to be much greater than that predicted by chance, as seen from the table 6: 
A new clause segmentation algorithm
The new clause segmentation algorithm that I want to propose here is described below in a way to facilitate comparison with Abney's parser.
The clause segmenter takes as its input the output of the probabilistic tagger for Swedish by Astr om, using the SUC tagset, which consists of 160 morphosyntactic tags. This tagger only tags single word tokens. It does not have a component that recognizes and marks non-recursive NPs.
1 No identi cation of phrasal constituents, or correction of incorrectly marked non-recursive NPs precedes clause segmentation.
2 The clause segmenter identi es the beginning of each simplex clause. This supports an end-to-end segmentation of a text into clause units, where a clause unit is de ned as the sequence of words from the beginning of one simplex clause to the beginning of the next simplex clause. The identi cation of the end of each simplex clause is postponed to a later stage of processing.
3 A clause parser takes as input the output of the clause segmenter, and clause internal parsing and identi cation of the ends of simple clauses is followed by the assembly of clauses into complete parse trees for orthographic sentences. Local languages are also referred to as "2-testable", re ecting the length of the local scans, i.e. the size of the hole. An analogous de nition can be given for k-testable languages. Essentially, we are then considering a hole from which k adjacent squares can be seen.
Local languages are closely related with nite deterministic automata, ..."
The new clause segmentation algorithm is based on the hypothesis that the language of simple clauses is k-testable in the sense de ned by Salomaa.
A more general and radical version of this idea is that what is k-testable makes a good processing unit in NLP.
Experiments were conducted in Ume a during the summer of 1996 with a clause recognition algorithm for unrestricted Swedish text by the author, with k=4, and with the assistance of Astr om and Backman in the implementation ( Astr om: tokenizing, lexing, tagging 3], Backman: clause boundary insertion).
The basis for the clause segmentation rules formulated by the author was studies of bigrams and trigrams of parts of speech in the SUC corpus, combined with excerpts of tagged four-word sequences from the SUC corpus, in order to test the clause segmentation rules, before implementing them. The rules that were implemented are presented below. We are aware of the fact that there are important cases of simple clauses that are not covered by the rules that were implemented. Those are cases where a nite verb is the only indicator of the beginning of a new clause, and where there are three or more words between this nite verb and the previous nite verb. Before stating rules for these cases, we wanted to collect more information about them. When evaluating the performance of the current implementation of the clause segmentation algorithm, the failure to recognize clause boundaries in all such cases was considered as an error.
Samples of the output from the clause segmentation algorithm are presented in the appendix. 
Rules

Evaluation
In order to evaluate the performance of the clause segmentation algorithm and the implementation of it, two tagged texts were clause segmented, and portions of the output of comparable length were manually scored for correcness. The two texts were taken from the SUC corpus and from the DI93 corpus respectively, and one relevant di erence between the two texts is that the rst text was manually tagged, whereas the second was automatically tagged. In a separate evaluation based on a test set of 19608 tokens, the fully automatic tagger for DI93 was found to be 95.45% correct, where correctness was de ned as agreement with manual disambiguation (between given alternative analyses) of the same text.
Another relevant di erence is that the two texts belong to very di erent genres. The SUC text is an excerpt from a novel (Stig Claesson, Rosine, Stockholm, Bonniers, 1991) and the DI93 text is nancial newspaper text.
Descriptive data about the two texts are provided below, and those data are based only on the portions of the two texts that were scored. The length of the two texts, measured by their numbers of tokens, is not identical. The reason for this is that in order to have a roughly comparable number of clause units in the two texts that were scored, we needed to use more of text 2, because of its greater sentence length. A closer analysis of the nature of the errors revealed that in the case of text 1, all 9 errors were due to cases not covered by the current set of rules, and none were due to errors in the manual tagging. Future work will be directed to covering such cases. In the case of text 2, only 6 of the 16 errors of underrecognition were due to cases not covered by the current rules, 8 were due to tagging errors in the input to the clause segmenter, and 2 were due to a bug in the current implementation of the algorithm. Of the 2 errors of overrecognition in text 2, one was due to a tagging error, and the other was due to an error in the automatic, typographically driven paragraph segmentation that was used. This shows that improving the performance of the tagger would reduce errors in clause segmentation.
All in all, what is most striking in these results is that the number of cases that we knew would not be covered by the current set of clause rules represent such a small portion of the total number of clause units in actual empirical data, and that the majority of occurring cases are covered by these rules.
Conclusions
Clause boundaries are better predictors than phrase boundaries for the occurrence of the acoustic and perceptual events I, S, P. The agreement between the four speakers in the location of I _ P _ S events is much greater than chance, despite their widely di erent individual speech styles. Clause boundaries in unrestricted, tagged text can be recognized with great precision prior to any chunking of the text into constituents (non-recursive NPs, PPs, etc.). Automatic clause segmentation at an early stage of processing can provide the basis for an incremental parser that parses a clause at a time and assembles the result into parse trees for complete orthographic sentences. Relations between words and phrases within the same clause are qualitatively di erent from relations between words and phrases in di erent clauses, and clause segmentation makes it possible to exploit these di erences in improving the performance of natural language processors.
There are many open questions, even for a single language, concerning the de nition of the clause units to have as targets for clause segmentation. The following are three important choices that come to mind. The approach to clause segmentation presented in this paper selects in each case the rst option in the de nition of the targeted clause units.
{Only nite clauses or both nite and non-nite (innitival and participial) clauses? {At most one nite verb per clause, or exactly onenite verb per clause? {Selective or indiscriminate use of punctuation?
Clause de nitions and clause segmentation rules, such as the ones presented in this paper, are highly language speci c and new rules need to be written for each language and tested on large amounts of empirical corpus data.
