Developments in instrumentation are essential to open new fields of science. This clearly applies to electron microscopy, where recent progress in all hardware components and in digitally assisted data acquisition and processing has radically extended the domains of application. The demonstrated breakthroughs in electron optics, such as the successful design and practical realization and the use of correctors, filters and monochromators, and the permanent progress in detector efficiency have pushed forward the performance limits, in terms of spatial resolution in imaging, as well as for energy resolution in electron energy-loss spectroscopy (EELS) and for sensitivity to the identification of single atoms. As a consequence, the objects of the nanoworld, of natural or artificial origin, can now be explored at the ultimate atomic level. The improved energy resolution in EELS, which now encompasses the near-IR/visible/UV spectral domain, also broadens the range of available information, thus providing a powerful tool for the development of nanometrelevel photonics. Furthermore, spherical aberration correctors offer an enlarged gap in the objective lens to accommodate nanolaboratory-type devices, while maintaining angström-level resolution for general characterization of the nano-object under study.
Introduction
Over the past few years, innovation in electron microscopy instrumentation and methodology has made a major jump forward, opening access to a new level of performance as well as to new types of information unavailable up to now. The successful implementation of electron optical correctors on both the illumination and the imaging parts of the electron microscope column with respect to the thin specimen foil has obviously been the key to breaking the limits in spatial resolution set by the defects of electron lenses. This aspect of aberration-corrected electron microscopy is largely covered by other contributions to this issue. Our purpose here is to evaluate its impact within the enlarged context of multi-dimensional microscopy encompassing other parameters such as the spectral dimension. In the next section, we will briefly summarize the spectrum-imaging approach that intimately associates a spectral response (in practice the electron energy-loss spectrum) with a particular position on the specimen. We will then discuss the improvement in energy-loss resolution in the valence-loss part of the electron energy-loss spectrum and its impact on the understanding of the optical response of nanoparticles. In the following section, the advances in spatial resolution, combined with a high level of spectral resolution on the core-loss part of the electron energy-loss spectrum, will be demonstrated to constitute a unique tool for mapping the elemental and bonding states at the atomic level. Finally, another possibility offered by the introduction of aberration correctors, the gain in free space around the specimen, will be evoked as a major ingredient facilitating the creation of a nanolaboratory, i.e. a set-up that allows diverse measurements and experiments to be performed on a single nanostructure under observation in the electron microscope.
Signals and techniques (scanning transmission electron microscopy, electron energy-loss spectroscopy and spectrum imaging)
Spectrum imaging, in the context of electron energy-loss spectroscopy (EELS) and transmission electron microscopy, was introduced in the late 1980s (Jeanguillaume & Colliex 1989 ), but it actually has a much broader impact. It encompasses all techniques that provide real space imaging simultaneously with spectral information. We can refer to it as a multi-dimensional dataset, the most elementary one being the two-dimensional spectrum line, which is made of a sequence of spectra acquired for all positions along a line across the specimen, while the most commonly used is the three-dimensional spectrum image in which all positions in x and y on a specimen are explored successively and a whole spectrum is acquired for each position (figure 1). Consequently, the units along the three coordinates are non-equivalent, the first two being of length dimensionality while the third is of energy dimensionality. Generally, one can define an elementary volume of information of dimension dx, dy and dE, the first two elements corresponding to the spatial resolution and the last to the energy resolution as shown in figure 1 (a more rigorous discussion would involve sampling conditions, pixel size and energy channel width). Improvements in performance can then be roughly illustrated on a chart with dx and dE axes, displaying the evolution in time of the smallest values that were accessible at different stages of instrumental developments (figure 2).
Since the early studies involving energy-filtered imaging, spatial resolution has regularly and slowly improved but the introduction of C s correctors has led to a major breakthrough by delivering probes of sub-angström diameter. Independently, energy resolution has also regularly improved, reaching the 100 meV range with electron beams of narrower intrinsic energy width (cold field emission sources), with monochromators placed in or at the exit of the electron guns and/or with numerical processing such as deconvolution of the spectra. What is more relevant to the purpose of the present discussion is that a number of instruments now employ these improvements simultaneously for both spatial and spectral resolutions, such as the prototype of the TEAM project in Figure 1 . Definition of the spectrum-image concept as acquired in the STEM mode. For each pixel position defined as a point on the (x, y) plane, an EELS spectrum is recorded along the E (energy loss) or ω (frequency) axis. The whole set of data constitutes the three-dimensional data cube available for further processing and information extraction. More recently, higher dimensionalities with extra parameters along four or even five axes (z-direction or time dimension) have been introduced (see .
the USA (Kisielowski et al. 2008) or the Ultra-STEM machine developed by the Nion company , as detailed in other contributions to the present issue. One can say that the most advanced instruments are now typically delivering probes of 100 pm carrying a current of 500 pA and capable of resolving between 100 and 200 meV in energy.
It must be emphasized that, beyond the introduction of new electron optics components, all other aspects of the instrumentation must be carefully improved. In particular, the required electrical stability of all voltages and currents is at the sub-ppm level, and the mechanical stability of the specimen stage must enable control and correction of specimen shifts with precision compatible with elemental mapping at the atomic level. Such improvements can offer significant gains in microscope performance even without advanced electron optics and aberration correction. For example, on our previous generation scanning transmission electron microscope (STEM; VG HB501 delivered in 1980 but regularly upgraded by our team), no C s corrector has been installed and the full width at half maximum (FWHM) of the probe is only of the order of 0.5 nm. However, the global stability of the microscope is now such that an EELS spectrum can be acquired every 0.2 nm across a single BN nanotube 10 nm in diameter (figure 3), so that it is possible to discriminate anisotropy effects and fine structure changes between the outermost wall at glancing incidence and those originating from the underlying walls. All B K-edge spectra in figure 3 have been deconvoluted using the technique described by Gloter et al. (2003) , so that the FWHM of the intense π * line has been reduced from typically 0.7 to below 0.4 eV. Such improvements in resolution are important not only because they facilitate the separation of closely spaced spectral lines, but also because they effectively augment the visibility of smaller features, whose peak height is increased by the same factor by which the resolution is improved. Another key feature is the detector that must exhibit a very high efficiency in order to record parallel EELS spectra with a good signal-to-noise ratio (SNR) in short times compatible with the spectrum-imaging technique. A new generation detector relying on a dual detection area and on a double acquisition process will enable the quasi-simultaneous acquisition at each probe size of two spectra corresponding to two different energy-loss ranges (Tencé et al. 2006 ). This will be particularly useful for quantitative elemental mapping, which requires the coreloss and the low-loss spectrum images to be acquired from the same area in order to take into account multiple scattering.
Improving energy resolution on valence-loss electron energy-loss spectrum signals and broadening the range of information to nanophotonics
EELS performed using high energy primary electron beams (100-300 kV) has long been hindered in the low energy-loss domain (typically between 1 and 10 eV) by the strong decreasing tail of the zero-loss peak. Various solutions have been . Series of boron K-edge EELS spectra after background subtraction and deconvolution, acquired while the incident probe of electrons is scanned step by step across an individual BN multi-walled nanotube. The inset reveals minute fine structure changes at the bottom of the π * line between a spectrum recorded through the walls (B) and that recorded at glancing incidence (A).
proposed. One of them is to record the EELS spectrum at some direction scattered from the forward peak, i.e. with a non-zero momentum transfer. In this way, it is possible to measure dispersion curves of plasmon or interband transitions in reciprocal space (Liu et al. 2004) . However, for real space mapping, mostly using electrons scattered in the forward direction, it is necessary to filter this zero-loss peak. This can be performed mechanically by introducing a selection slit at the cross-over of a dispersing device in the gun, i.e. a monochromator. These are now commercially available and their performance and use are described in other contributions to this issue. In our case, we have used a 'poor man's' approach, the Lucy-Richardson deconvolution method. It was first developed by astronomers to disentangle objects of low brightness close to very bright ones, which is exactly the situation that interests us. Several extra steps have been added during the acquisition and data processing stages. A four-dimensional spectrum-imaging scheme has been introduced ): for each pixel position, a series of spectra (typically 50) are acquired with short exposure times (3-5 ms, significantly below the 20 ms period of the mains 50 Hz frequency, which is the dominant source of fluctuations in our instrument). These spectra are then automatically aligned on their maximum and summed. This operation increases the dynamic range and eliminates most of the mains instabilities, so that, after deconvolution, a 0.2 eV resolution can be routinely obtained without loss of signal. Our deconvolution procedure is an iterative one which may induce artefacts, such as extra features in the concerned spectral domain, if one pushes the number of iteration loops too far. Monitoring the smoothness of the zero-loss tail shape on the negative side is very helpful to track the occurrence of any such effects. Figure 4a demonstrates the gains in energy resolution and low-energy cut-off (down to below 1.0 eV) and the high SNR generated by the deconvolution of one spectrum. Access to the photonic visible domain is now routinely achievable, as demonstrated by the spectra recorded at different positions on a silver nanoparticle, in which the resonant surface plasmon peak varies over energies from the near IR to the blue (figure 4b).
When mapping the spatial distribution of a given energy loss, a large number of spectra are required, typically from 10 3 to 6 × 10 4 for maps consisting of 32 × 32 to 256 × 256 pixels. In order to process such a large amount of data, specific algorithms have been created for searching for peaks, for background subtraction and for fitting with model curves (Gaussian, Lorentzian) automatically in all individual spectra in a spectrum image . Consequently, once the three-dimensional data cube of a spectrum image has been stored, it is possible a posteriori to search for a spectrum at a given position or to plot a sequence of them along a profile. In this way, we can monitor in great detail the response of a nano-object to the impact of an incident high energy electron beam. This is illustrated with the example of a silver triangular nanoplatelet of 10 nm thickness and 70 nm on a side, deposited on a thin mica layer ( figure 5a,b) . Three different peaks corresponding to three different surface plasmon modes can be clearly identified at energies of 1.75, 2.70 and 3.20 eV respectively. Maps of the energy value corresponding to a given spectral feature and to its intensity (or eventually to its width or its multiplicity) can then be calculated and displayed (figure 5c). The profile distribution confirms the stability in position of the energies of these peaks (more visible for peaks A and B that are surface modes than for peak C which also includes some bulk contribution). They correspond to the collective excitations of surface electrons generating standing electromagnetic waves that encompass the whole of the excited particle, so that their proper energies are governed by the particle shape, size and environment. The description of the EELS spectral response in terms of electromagnetic local density of states has been recently given by Garcia de Abajo & Kociak (2008) .
Improving both spatial and spectral resolutions for elemental and bonding atomic mapping: application to interfaces
With the growth of artificial nanostructures consisting of heterolayers a few atomic layers thick, new properties (transport, magnetic, superconductivity) have been discovered (Baibich et al. 1988; Ohtomo & Hwang 2004; Huijben et al. 2006; Reyren et al. 2007 ). These properties originate in the detailed electronic configurations of the atoms at the interfaces between the different layers. It is therefore essential to be able to visualize the atomic structure, to analyse the atoms present at the interfaces, to detect the occurrence of defects (interstitials, vacancies) and of geometrical distortions and to identify local valence changes or electron transfers across interfaces. Using the spectrum-imaging technique, STEM instruments have demonstrated over the past couple of years the feasibility of EELS core-loss elemental mapping, atomic column by atomic column (Bosman et al. 2007; Colliex 2007; Kimoto et al. 2007; Muller et al. 2008 ). This technique clearly increases confidence in the positioning of the incident electron beam, typically 10 pixel steps being addressed over a lattice spacing (figure 6), and so in the correlation between spectral and spatial resolution, the high-angle annular dark field (HAADF) image being acquired in coincidence with the EELS spectra.
The results shown in figure 6 have been extracted from a study performed with the Nion Ultra-STEM recently installed at Orsay on perovskite complex manganite-layered materials made of La 1−x Ca x MnO 3 layers with x being 0.3 (LC3MO) and 0.7 (LC7MO). When x = 0.3, the material is a highly spin-polarized ferromagnetic metal with a Curie temperature of 270 K, while it is a chargeordered insulator below 260 K when x = 0.7. The good lattice matching and the chemical compatibility of these compounds make a sandwich layer made of an ultra-thin layer of LC7MO between LC3MO electrodes, a good candidate as a magnetic tunnel junction with spin filtering properties. In order to investigate the atomic and elemental structure at interfaces of such a sandwich, thin specimen cross sections have been prepared so that the growth axis figure 6c (ii-v), associated with the HAADF image in figure 6c(i). Profiles extracted from these different maps are displayed in figure 6d(i-iv) . They reveal after a slight denoising process with a principal component analysis and after background subtraction, clearly visible square pixels corresponding to the successive probe positions (acquisition time of 50 ms per spectrum energy dispersion of 0.5 eV per channel). One can check the correct agreement at atomic resolution between the model structure and the four maps: anticorrelation between La and Mn, correlation between O and Mn with the O atoms bonding the La column yet visible without any processing. The line profiles (1 × 55 pixels) gathered in figure 6d show the intensity variation in the HAADF image across the LaO and MnO 2 atomic columns, respectively, while summed profiles over all lines (Σ n pixels × 55 pixels) are shown for Ca and La (intensities summed along the vertical axis, i.e. parallel to the interfaces). These confirm the chemical composition reversal between the Ca and La rich regions and the rather homogeneous composition in O and Mn. All these images keep hints of the atomic periodicity.
The interpretation of such maps has been debated since the publication of the first experimental results displaying atomically resolved inelastic profiles with core-loss electrons. It has been recognized that there is no simple connection between a characteristic signal at a given position and the presence of an atom at the same position (Oxley et al. 2007 ). Extensive modelling is therefore required. Quantification may suffer from artefacts, such as the elastic dynamical dechannelling of the electron probe, which can transfer a significant part of the beam towards adjacent columns as it propagates through the thin specimen. It can also be due to high-angle elastic scattering events in the HAADF detector, which lead to the acceptance of a variable fraction of the electrons into the spectrometer, depending on the position of the probe. For instance, an atomic column made of heavy atoms scatters a larger fraction into the annular detector, thereby giving rise to whiter spots in the HAADF image, and therefore to a smaller fraction of them being collected by the spectrometer.
When considering the inelastic process by itself, it has been shown ) that the calculation of the cross section involves an effective non-local potential W (r, r , ω) that depends on two different positions on the specimen (r, r ). It is actually the Fourier transform of the mixed dynamic form factor S (q, q , ω) which implies two scattering vectors (q, q ) in Fourier space, as introduced by Kohl & Rose (1985) . Practically, this response function describes the spatial extent and the degree of coherence for the involved excitation in the specimen. It has been identified as the non-locality parameter and it may introduce such aliasing effect as the transfer of the response of an atom from its column position to that of its neighbour (for instance, shifting most of the C K signal from the apex of the column of C atoms to the apex of the neighbouring Si column in a thin SiC foil; Oxley et al. 2005) . Luckily, the contribution of such partially coherent effects is greatest when collecting the inelastic signal in a small aperture at the entrance of the spectrometer. When recording elemental maps, the goal is to have the highest signal, so that large angles of collection are required, as is the case for figure 6. In this case, partial coherence effects are practically avoided. The spatial resolution is then limited by the delocalization of the inelastic signal, which in the incoherent imaging regime corresponds roughly to the impact parameter description (Ritchie & Howie 1988) . In a simple description, it varies roughly as the inverse of the energy loss, which means that higher energy-loss images would favour increased resolution. As a matter of fact, this rule competes with the fact that the SNR decays with energy-loss value. More accurate calculations using realistic wavefunctions provide improved guidelines for predicting whether atomically resolved elemental maps can be realized with the use of any given core loss.
This technique has already yielded detailed analyses of interfaces, as demonstrated by Muller et al. (2008) . Figure 7 shows similar results obtained when looking at the atomic-level structure of the interface between a 35 nm La 2/3 Ca 1/3 MnO 3 (LC3MO) foil on top of which a 5 nm thin layer of SrTiO 3 (STO) has been grown (the common STO substrate is (0 0 1) oriented; Estradé et al. 2008) . The mapped area has been selected close to the specimen edge identified by the presence of a protective layer for its thinning. In the HAADF micrograph, the LC3MO area is easily identified owing to the higher intensity in the La columns. Three maps (64 × 64 pixels) are displayed corresponding to the Ti edge on one side of the interface and to the La and Mn edges on the other (a three false-colour map makes obvious the distinction between the two crystals). The La map is atomically abrupt, while the Mn and Ti species overlap over one monolayer. The signal available in this first series of experiments is not strong enough for identifying valence changes of the Mn ions at the interface, but clearly the way is paved for extending such studies towards bond mapping with the same spatial resolution level.
New perspectives for nanolaboratory developments
With the rapid growth in the nanosciences, it has become essential to perform physical measurements on well-defined and characterized individual nanostructures. This will offer a complementary view to measurements performed on large populations of nanostructures assumed to be similar, but insufficiently characterized for this to be certain. There is therefore 'plenty of room' for clever developments in the engineering of new specimen holders and attachments for satisfying these goals. As a matter of fact, plenty of room was not strictly the case in standard electron microscopes dedicated to high resolution, as the search for stronger magnetic fields between pole pieces has for a long time required narrower gaps or higher primary voltages. However, the introduction of C s correctors will play a positive role in the development of multifunctional specimen stages, because they can preserve angström-level resolution with gap widths of up to 1 cm. For the Orsay Ultra-STEM, an alternative specimen chamber incorporating an objective lens with increased gap distance (8 mm instead of the 4 mm existing one) and several extra ports for contacts and actuators is presently being built by Nion, opening bright new perspectives in this direction for the near future.
Meanwhile, we have begun to design, build, test and use several types of specimen holders in order to perform physical measurements in situ on selected and well-characterized nanostructures. As a first example, we have shown above that EELS has become a powerful tool for investigating at subnanometre level the optical response of individual metallic nanoparticles or the band gap of individual semiconducting nanostructures (Arenal et al. 2008) , over a spectral range encompassing the visible photonic domain. This has triggered the need for an optical spectrometer and a photon detector facing the specimen under electron microscopy observation, in order to correlate the recording of the excitation process and of the light emitted by the de-excitation process. Preliminary measurements have already been performed with a specimen holder designed for a VG STEM instrument. It has demonstrated its capability to measure, even at room temperature, the spectrum of light emitted from individual GaN nanowires, within a few tens of seconds and with a spatial resolution better than 5 nm . Another field of application under present exploration is transport measurements on electrically connected nanostructures over a thin electron-transparent substrate.
Conclusion
Looking to the longer term future, a number of questions arise about what is needed to enhance still further the utility of the techniques described here and whether fundamental barriers may eventually be reached that will limit progress. The spectrum image is essentially an applied method but it relies on fundamental phenomena governing imaging and spectroscopy. Thus, many of the same questions arise as when considering imaging or spectroscopy separately. One might, for example, legitimately ask whether the relentless pursuit of higher resolutions in both the spectral and spatial domains is the most useful way to proceed.
In terms of standard and HAADF imaging, we believe that the answer lies in the increasingly diverse and complex range of materials and objects coming under the microscopist's observation, making straightforward interpretations increasingly difficult. Extra spatial resolution will always be desirable in such circumstances, permitting as it does a clearer distinction between the images predicted by different structural models. As is now well known, the removal of the spherical aberration barrier means that future efforts will be directed towards chromatic aberration correction and, perhaps more importantly, mechanical and electromagnetic stability. In terms of spectroscopy (and indeed spectroscopic imaging) in the core-loss domain, the situation is less clear, with spectroscopic resolution rapidly approaching the core-loss natural linewidths imposed by excited-state lifetimes for most commonly used edges and spatial resolution already becoming limited by factors other than the probe size, as discussed above.
Experimentally, one scope for genuine improvement would appear to lie in the design of more efficient detection systems with very high dynamic range, enabling faster and more accurate data acquisition. This is particularly desirable in view of the ever-increasing radiation damage problems associated with both the highly intense probes now available and the increasing importance of organic and other 'soft' materials as objects of study.
Theoretical progress in both the understanding of the probe's evolution as it progresses through the sample and the complex nature of its interactions with the specimen atoms is required if the high-quality data now available are to be optimally exploited. Finally, we expect to see a large increase in the use of more sophisticated spectrum modelling methods (both for elemental quantification and for fine structure interpretation, i.e. by progressing from density functional theory (DFT) to time-dependent DFT calculations) and the application of multivariate analysis methods to facilitate the extraction of the highest possible amount of information from the ever larger and more complex datasets being acquired.
Most importantly now, with these new tools at hand, it is essential to explore new domains of applications and to exploit the output of these experiments. The nanoworld offers a wide range of such situations, involving complex interfaces such as metal-oxide or nanostructures in many different environments (quantum dots, catalytical nanoparticles, etc.).
