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ABSTRACT
We study the Voronoi volume function (VVF) – the distribution of cell volumes (or
inverse local number density) in the Voronoi tessellation of any set of cosmological
tracers (galaxies/haloes). We show that the shape of the VVF of biased tracers
responds sensitively to physical properties such as halo mass, large-scale environment,
substructure and redshift-space effects, making this a hitherto unexplored probe of
both primordial cosmology and galaxy evolution. Using convenient summary statistics
– the width, median and a low percentile of the VVF as functions of average tracer
number density – we explore these effects for tracer populations in a suite of N -body
simulations of a range of dark matter models. Our summary statistics sensitively probe
primordial features such as small-scale oscillations in the initial matter power spectrum
(as arise in models involving collisional effects in the dark sector), while being largely
insensitive to a truncation of initial power (as in warm dark matter models). For vanilla
cold dark matter (CDM) cosmologies, the summary statistics display strong evolution
and redshift-space effects, and are also sensitive to cosmological parameter values for
realistic tracer samples. Comparing the VVF of galaxies in the GAMA survey with
that of abundance matched CDM (sub)haloes tentatively reveals environmental effects
in GAMA beyond halo mass (modulo unmodelled satellite properties). Our exploratory
analysis thus paves the way for using the VVF as a new probe of galaxy evolution
physics as well as the nature of dark matter and dark energy.
Key words: cosmology: theory, dark matter, large-scale structure of the Universe –
methods: numerical, analytical
1 INTRODUCTION
The spatial distribution of galaxies and inter-galactic gas in
the cosmic web is the primary observable in furthering our
understanding of the formation and evolution of large-scale
structure in the Universe. This distribution of cosmic tracers
of the dark matter field is affected not only by the non-
linear physical processes that influenced the formation and
evolution of the tracers, but also by primordial, cosmological
variables, including the nature of dark matter and dark
energy. As such, extracting and parsing the information
content of this distribution has been and continues to be
an exercise of great interest for both cosmology and galaxy
evolution (see, e.g. Amendola et al. 2018; Tro¨ster et al. 2019;
for a review, see Bernardeau et al. 2002).
Among the many techniques employed in this endeavour
is the Voronoi tessellation, one of the oldest known methods
? E-mail: aseem@iucaa.in
† E-mail: salam@roe.ac.uk
for characterising the spatial distribution of a collection
of points (Dirichlet 1850; Voronoi 1908) and the focus of
this work. The Voronoi tessellation, which gives a unique
partitioning of space for a chosen set of discrete spatial points,
has a long history of applications in a variety of scientific
fields (e.g., Thiessen 1911; Gilbert 1962; Kiang 1966; Miles
1970; Møller 1989) apart from cosmology and large-scale
structure (e.g., Icke & van de Weygaert 1987; Yoshioka &
Ikeuchi 1989; see also van de Weygaert 1994, and references
therein). Given a discrete set of tracer locations (seeds, or
nuclei) in space, the Voronoi tessellation partitions space by
assigning to each tracer a cell containing those points which
are closer to this tracer than to any other tracer.
The Voronoi tessellation has played a key role in algo-
rithms associated with cosmic web classification (Schaap &
van de Weygaert 2000; Arago´n-Calvo et al. 2007), cosmic
velocity field reconstruction (Bernardeau & van de Weygaert
1996; see also Hahn et al. 2015), void identification (Platen
et al. 2007; Neyrinck 2008), cosmological hydrodynamical
simulations (Springel 2010; Vogelsberger et al. 2012), etc.
c© 0000 The Authors
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The spatial distribution of the vertices of the Voronoi tessel-
lation of randomly (i.e., Poisson) distributed spatial points
also formed the basis of some early models of galaxy clus-
tering (van de Weygaert & Icke 1989; Coles 1990; van de
Weygaert 1991; Mart´ınez & Saar 2002). A comprehensive
study of the mathematical properties of Voronoi tessellations
of some specific examples of clustered point sets, including
the distribution of cell volumes, faces, edges and vertices of
these tessellations, can be found in van de Weygaert (1994).
In this work, we explore the cosmological information
content of an easily measurable but hitherto neglected ob-
servable, namely, the distribution of Voronoi volumes of a
set of clustered tracers of the dark matter field (dark haloes
or galaxies), as a function of tracer properties. We will do so
from the point of view of both cosmology as well as galaxy
evolution. Although this observable has been previously dis-
cussed in the literature (e.g., van de Weygaert 1994), to the
best of our knowledge its cosmological information content,
particularly in the context of realistic biased tracers of dark
matter, has not been systematically explored (see, however,
Neyrinck 2008, 2013; Yang et al. 2015, for studies of the VVF
of dark matter particles in N -body simulations).
Theoretically, as we will show below, the shape of this
‘Voronoi volume function’ (VVF) is closely connected to the
void probability function (Fall et al. 1976; White 1979) of
the given tracer set, which measures the probability of a
randomly placed region (typically, a sphere of fixed radius)
to be empty of all tracers. This is not surprising, since each
Voronoi cell is a region that is empty of all except one tracer.
The void probability function contains contributions from
the entire infinite hierarchy of spatial N -point correlation
functions of the tracer field (White 1979), and the VVF
consequently inherits this treasure trove of non-linear cos-
mological information. Since Voronoi cells, by construction,
are subject to more constraints with regards their shape
and the positioning of neighbouring cells than are randomly
distributed empty regions, we expect the non-linear infor-
mation in the VVF to be packaged very differently than in
the void probability function. We will use N -body simula-
tions to explore the nature of the VVF as a function of a
variety of tracer properties such as mass, clustering strength,
substructure content and redshift space effects.
From the computational point of view, several efficient
algorithms have been developed for generating the Voronoi
tessellation and extracting its properties such as the number
and distribution of vertices, faces, edges, etc. (e.g., Meijering
1953; Boots 1974; Brostow et al. 1978; Icke & van de Weygaert
1987; Okabe et al. 1992; van de Weygaert 1994; see also Ferenc
& Ne´da 2007, and references therein). Below we will discuss
a simple Monte Carlo technique for estimating Voronoi cell
volumes (the sole focus of our work) which is easily and
robustly extendable to galaxy catalogs affected by masking
and incompleteness.
The paper is organised as follows. In section 2, we de-
scribe our N -body simulations. In section 3, we discuss theo-
retical aspects of the distribution of Voronoi volumes, em-
phasising its sensitivity to the infinite hierarchy of tracer
correlation functions. Section 4 presents our numerical re-
sults in cold dark matter (CDM) cosmologies, for haloes
and subhaloes selected by mass and clustering strength, in
real and redshift space. In section 5, we attempt to con-
struct a tracer sample whose VVF matches what is observed
for luminosity-thresholded galaxy samples in the GAMA
survey. We explore the dependence of Voronoi volumes on
dark matter properties in section 6 using simulations of two
non-standard dark matter models, and we conclude in sec-
tion 7. The Appendices discuss a few technical aspects of
our analysis: Appendix A gives some details on the void
probability function, Appendix B calibrates the dependence
of the Voronoi volume statistics on selection effects due to
downsampling, survey masks and halo assembly bias, and
Appendix C gives details of our choice of estimator for the
large-scale clustering of individual tracers.
For most of the analysis, we use a spatially flat Lambda
cold dark matter (ΛCDM) cosmology and explore various
values of total matter density parameter Ωm, baryonic matter
density Ωb, Hubble constant H0 = 100h kms
−1Mpc−1, pri-
mordial scalar spectral index ns and r.m.s. linear fluctuations
in spheres of radius 8h−1Mpc, σ8, with transfer functions
generated by the codes camb (Lewis et al. 2000)1 and class
(Lesgourgues 2011; Blas et al. 2011).2 In section 6 we explore
two alternate collisionless dark matter models affected by
small-scale features involving, respectively, a truncation and
oscillations in the initial matter power spectrum.
2 SIMULATIONS
We use a suite of simulations spanning multiple cosmological
parameter sets, box sizes and mass resolutions. Table 1 and
its caption summarise these details. We use three sets of
cosmological parameters denoted WMAP7, P13 and P18,
respectively compatible with the 7-year results of the Wilkin-
son Microwave Anisotropy Probe experiment (Komatsu et al.
2011) and the Planck experiment’s results from 2013 (Planck
Collaboration et al. 2014) and 2018 (Planck Collaboration
et al. 2018). The parameter values for each of these are given
in the caption of Table 1.
In the following, we denote each simulation configura-
tion by its cosmology and the combination of (periodic) box
size Lbox and particle number Npart as, e.g., L150 N1024 for
Lbox = 150h
−1Mpc, Npart = 10243. For several configura-
tions, we used multiple realisations performed after changing
the random number seed used for generating the initial
conditions. For two of the configurations, namely WMAP7
L150 N1024 and P18 L200 N1024, we have one paired simu-
lation each (i.e., performed with the same random seed for
the initial conditions, respectively) using non-standard dark
matter models which we describe in more detail in section 6
below.
The simulations were performed using the tree-PM code
gadget-2 (Springel 2005)3 with a PM grid of a factor 2
finer than the initial particle count along each axis, and a
comoving force softening length of 1/30 of the mean inter-
particle spacing. The particle masses and softening lengths
for each of our configurations are summarised in Table 1.
Initial conditions were generated using 2nd order Lagrangian
perturbation theory (Scoccimarro 1998) with the code music
1 http://camb.info
2 http://class-code.net
3 http://www.mpa-garching.mpg.de/gadget/
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cosmology a dark matter configuration c mpart f (com.) zinit Nreal merger
model b (109h−1M) (h−1kpc) trees
WMAP7 CDM L600 N1024 15.41 19.5 99 3 no
L300 N1024 1.93 9.8 49 3 no
L150 N1024 0.24 4.9 99 2 yes
WDM L150 N1024 0.24 4.9 99 1 yes
P13 CDM L150 N512 2.20 9.8 49 1 no
P18 CDM L200 N1024 0.63 6.5 99 1 yes
BDM L200 N1024 0.63 6.5 99 1 yes
Table 1. Summary of simulations used in this work: Columns respectively indicate cosmology, dark matter model, simulation
configuration (see notes), particle mass mpart in 109h−1M, comoving force softening scale f in h−1kpc, initial redshift zinit, number
of realisations used Nreal and whether or not merger trees were available. Notes: (a) All models assumed a flat background cosmology
with parameters {Ωm,ΩΛ,Ωb, h, ns, σ8} given by {0.276, 0.724, 0.045, 0.7, 0.961, 0.811} (WMAP7), {0.315, 0.685, 0.049, 0.673, 0.96, 0.829}
(P13) and {0.306, 0.694, 0.0484, 0.678, 0.9677, 0.815} (P18). (b) CDM simulations used standard cold dark matter transfer functions
to generate initial conditions, while WDM and BDM simulations used non-standard transfer functions with small-scale features as
described in section 6. (c) The configuration denotes the combination of box size Lbox and particle number Npart as, e.g., L150 N1024 for
Lbox = 150h
−1Mpc, Npart = 10243.
(Hahn & Abel 2011).4 Haloes were identified in each box
using the code rockstar (Behroozi et al. 2013a)5 which
implements a Friends-of-Friends algorithm in 6-dimensional
phase space. For the configurations WMAP7 L150 N1024
and P18 L200 N1024, we stored 201 snapshots equally spaced
in the scale factor a = 1/(1 + z) (∆a = 0.004615) between
z = 12 and z = 0, which we used to produce merger trees
using the code consistent-trees (Behroozi et al. 2013b).6
We only retain relaxed haloes whose virial ratio η = 2T/|U |
satisfies 0.5 ≤ η ≤ 1.5 as prescribed by Bett et al. (2007).
Unless stated otherwise, we will quote halo masses using the
definition m200b which denotes the gravitationally self-bound
mass contained in the radius R200b at which the enclosed
dark matter density becomes 200 times the mean density of
the universe. We will mostly focus on results at z = 0 in this
work. All simulations were performed on the Perseus cluster
at IUCAA.7
Figure 1 shows the cumulative number density of haloes
as a function of mass for various cosmologies and redshifts. All
cosmologies, including the non-standard dark matter models,
behave similarly at high masses, showing the well-understood
exponential cutoff in number counts (Press & Schechter 1974;
Bond et al. 1991; Sheth & Tormen 1999). At lower masses,
the non-standard dark matter models depart from the power
law behaviour characteristic of CDM cosmologies. We will
return to these features in section 6; for now, we simply note
from Figure 1 that our simulations span a wide variety of
behaviours of the halo mass function.
3 VORONOI VOLUME FUNCTION: THEORY
Given Ntrc tracers spread over a region of volume Vtot, we
are interested in the distribution of the quantity y defined
4 https://www-n.oca.eu/ohahn/MUSIC/
5 http://code.google.com/p/rockstar/
6 https://bitbucket.org/pbehroozi/consistent-trees
7 http://hpc.iucaa.in
by
y ≡ V/ 〈V 〉 = ntrcV , (1)
where V (t) is the volume of the Voronoi cell of an individual
tracer t and 〈V 〉 is the mean volume which is simply the
inverse of the tracer number density ntrc:
〈V 〉 = 1
Ntrc
Ntrc∑
t=1
V (t) =
Vtot
Ntrc
= n−1trc . (2)
Below, we first recall the known theoretical properties of
the distribution p(y) for a set of unclustered (or Poisson
distributed) tracers in 3 dimensions, before discussing the
more relevant case of clustered tracers. The Poisson case will
serve as a useful reference throughout the analysis. We will
refer to the distribution p(y) as the Voronoi volume function
(henceforth, VVF). By construction, we have
〈 y 〉 =
∫
dy p(y) y = 1 , (3)
for clustered as well as unclustered tracers.
3.1 Poisson distributed tracers
For unclustered tracers in 3 dimensions, the second moment〈
y2
〉
of the VVF has an exact analytical expression (equa-
tions 10, 14 and Table II of Gilbert 1962, see also below)〈
y2
〉
Poisson
=
8pi2
3
∫ ∞
0
dζ ζ2
∫ 1
−1
dµ
1
V (ζ, µ)2
= 1.179 , (4)
where V (ζ, µ) is given by
V (ζ, µ) =
pi
3
[
2ζ3 + 3µζ(ζ2 + 1)− (3µ2ζ2 + 1)
+ 3(1− µζ) ∣∣ζ2 + 1− 2µζ∣∣
+ 2
∣∣ζ2 + 1− 2µζ∣∣3/2 ] , (5)
and the integrals in the first line of equation (4) must be
performed numerically.
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Figure 1. Halo mass functions: (Top panel:) Cumulative co-
moving number density of haloes as a function of mass threshold
(using the m200b definition, see text). Red, yellow and blue curves
correspond to the WMAP7, P13 and P18 cosmological parameter
sets, respectively. Thick curves correspond to CDM configura-
tions and thin curves to the WDM and BDM models described
in section 6. Solid (dashed) curves show results at redshift z = 0
(z = 1). Dotted curves show fitting functions for the CDM (Tinker
et al. 2008) and WDM cases (Schneider et al. 2013). Such fits are
unavailable for the BDM case at present. (Bottom panel:) Ratio of
the CDM and WDM measurements at z = 0 with the appropriate
fits from the top panel. The two sets of WMAP7 CDM results
are for the configurations L150 N1024 (extending to lower masses)
and L600 N1024 (higher masses). Both of these were averaged over
all available realisations (see Table 1), with error bars indicating
the standard deviation across realisations.
Although there are no corresponding exact analytical
results for the shape of the full distribution p(y), this is known
to be accurately described by a 3-parameter generalised
Gamma function model (see, e.g., Weaire et al. 1986; Kumar
et al. 1992; Tanemura 2003; Ferenc & Ne´da 2007),
pPoisson(y) =
c ba/c
Γ(a/c)
ya−1exp(−byc) , (6)
where Γ(x) is the Gamma function. In the following, when
quoting results for y-percentiles of Poisson distributed tracers,
we will adopt the values a = 4.8065, b = 4.06342 and c =
1.16391 (Tanemura 2003).8
8 The values a = 3.24174, b = 3.24269 and c = 1.26861 as reported
by Ferenc & Ne´da (2007) appear to be erroneous since they do
not reproduce Figure 6 of that paper.
3.2 Clustered tracers
In this section, we sketch a formal derivation of the second
moment
〈
y2
〉
of the VVF of arbitrarily clustered tracers.
We closely follow the treatment in Gilbert (1962) combined
with the formalism for the hierarchy of correlation functions
developed by White (1979). This analysis will demonstrate
that, similarly to the void probability function, the VVF con-
tains information on the full clustering hierarchy of the tracer
population. Subsequent sections will explore the empirical
consequences of this fact.
Gilbert (1962) recasts the second moment
〈
y2
〉
of Pois-
son distributed tracers with number density ntrc (we will
switch to clustered tracers momentarily) as the calculation
of the average volume of the Voronoi cell which contains a
specified, non-tracer point (taken to be the origin). Let this
cell be associated with tracer t located at xt. The required
average volume can be written as an integral over s of the
probability P (s) that a point s at distance s from the origin
belongs to this same Voronoi cell t. Gilbert shows that this
leads, in 3 dimensions, to the expression
〈
y2
〉
= 4pintrc
∫ ∞
0
ds s2 P (s)
= 4pintrc
∫ ∞
0
ds s2 (2pi)ntrcs
3
×
∫ ∞
0
dζ ζ2
∫ 1
−1
dµ exp(W0) (7)
where ζ is defined such that |xt| = ζs and µ is the cosine of
the angle between s and xt, µ = s · xt/(ζs2). Consider two
spheres, respectively centered at the origin and at s, and each
containing the tracer location xt on their surface. The factor
exp(W0) in equation (7) is the probability that the union of
these two spheres is empty. If the volume of this union VU is
written as VU = s
3V (ζ, µ), then Gilbert shows that V (ζ, µ)
is given by equation (5).
By construction, the factor exp(W0) is the void proba-
bility function (henceforth, VPF) for the volume VU . For the
Poisson case, W0(ntrc, VU ) = −ntrcVU , while W0(ntrc, VU )
for clustered tracers is an infinite sum over all N -point tracer
correlation functions averaged over VU (White 1979; Sheth
1996):
W0(ntrc, V ) =
∞∑
k=1
(−ntrcV )k
k!
ξ¯k(V ) ≡ (−ntrcV ) χ(ntrc, V ) ,
(8)
where ξ¯1 ≡ 1 and
ξ¯k(V ) =
k∏
i=1
(
1
V
∫
V
d3xi
)
ξk (x1, . . . ,xk) , k ≥ 2 , (9)
with ξk (x1, . . . ,xk) being the connected k-point correlation
function of the tracer locations (Peebles 1980; Bernardeau
et al. 2002, so that ξ2(x1,x2) = ξ(|x1 − x2|) is the usual
2-point correlation function), and we introduced the ‘reduced
VPF’ χ(ntrc, V ) in keeping with the general VPF literature:
χ = 1 for Poisson tracers. Appendix A gives some further
details regarding the observed shape of the VPF for galaxy
samples.
After some re-arrangement and transforming s→ N¯ ≡
ntrcVU = ntrcs
3V (ζ, µ) in equation (7), the second moment
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Figure 2. Voronoi tessellation of simulated haloes: (Left panel:) Visualisation of the Voronoi cells of mass-selected haloes in one
of the WMAP7 CDM L150 N1024 boxes at z = 0. The cell volumes V were estimated using the Monte Carlo algorithm described in
section 4.1 and are coloured by the overdensity estimator 1 + δtrc = (ntrcV )
−1, where ntrc is the tracer number density of the box. The
image shows a single-cell slice of this density field evaluated on a 2563 grid. (Right panel:) Full dark matter density field in the same
spatial slice, estimated using cloud-in-cell interpolation on a 5123 grid and smoothed with a Gaussian kernel of radius ∼ 250h−1kpc.
〈
y2
〉
of the VVF can be written, in general, as
〈
y2
〉
=
8pi2
3
∫ ∞
0
dζ ζ2
∫ 1
−1
dµ
1
V (ζ, µ)2
×
∫ ∞
0
dN¯ N¯ exp
(−N¯χ(N¯ , ζ, µ))
= 1.179
〈∫ ∞
0
dN¯ N¯ exp(−N¯χ)
〉
(ζ,µ)
, (10)
where, in the second line, we used equation (4) and introduced
the weighted average 〈 f 〉(ζ,µ) of some function f(ζ, µ),
〈 f 〉(ζ,µ) ≡
∫∞
0
dζ ζ2
∫ 1
−1 dµ f(ζ, µ)/V (ζ, µ)
2∫∞
0
dζ ζ2
∫ 1
−1 dµ 1/V (ζ, µ)
2
. (11)
As a check, note that the unclustered case χ = 1 leads
to
∫∞
0
dN¯ N¯ exp(−N¯) = 1, so that equation (10) recovers
equation (4), as it should.
4 VORONOI VOLUME FUNCTION:
SIMULATIONS
We now explore the properties of the VVF of dark matter
haloes selected according to various criteria, with the aim
of identifying interesting features that may be particularly
sensitive either to cosmology or non-linear physics. In this
section, we focus on results for CDM cosmologies and explore
the VVF in non-standard dark matter models in section 6.
4.1 Generating the Voronoi tessellation
We start by describing our method for generating the Voronoi
tessellation of a given set of tracers. As in the previous section,
consider a set of Ntrc tracers with 3-dimensional positions
{xt} with 1 ≤ t ≤ Ntrc, in a region of volume Vtot. Our
algorithm is the same as described by Alam et al. (2019) for
their density field reconstruction and proceeds as follows:
(i) Generate Nran  Ntrc uniform random positions {xr}
with 1 ≤ r ≤ Nran in the full volume. (We discuss the value
of Nran below.)
(ii) For each random point r, find the nearest tracer t
and ‘assign’ the random point to this tracer. This can be
efficiently done using, e.g., KD trees.
(iii) Now for each tracer t, count the number of randoms
νran(t) assigned to t. The volume of the Voronoi cell associ-
ated with the tracer t is then estimated as
V (t) = Vtotνran(t)/Nran . (12)
Figure 2 shows a visualisation of the resulting Voronoi tessel-
lation using haloes selected by a mass threshold (left panel)
compared with the full dark matter density field of the box
(right panel).
In a periodic box, all distances between the randoms
and the tracers account for periodicity, leading to a unique
tessellation. In a realistic survey, the survey boundary must
also be accounted for, a complication we will ignore for the
time being. We do note, however, that the Monte Carlo
approach described above can naturally account for survey
incompleteness, simply by downsampling the randoms in any
given region according to its expected incompleteness.
Experimenting with the value of Nran, we found that
individual Voronoi volumes V converge at better than ∼
2% (at the 1σ level) for Nran & 3 × 104 × Ntrc. We are,
however, more interested in the distribution of V , which is
more robust to sampling errors. We therefore impose an upper
limit Nran,max to the total number of random points Nran
we generate in the full volume Vtot for any tracer population.
We have found that all our results are well-converged for
Nran,max & 108; as a conservative choice we display results
for Nran,max = 2× 108. For uniformity, we generate Nran,max
randoms for all tracer populations.
MNRAS 000, 1–20 (0000)
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Figure 3. Differential VVF for real-space haloes selected by
a mass threshold m200b > mlim at z = 0 for the WMAP7
CDM cosmology, for two choices of mlim (thick blue and yel-
low histograms), compared with the VVF of randomly distributed
(Poisson) points in the same volume (thin red histogram). The
latter is accurately described by the fitting function (6) from
the literature (smooth red curve). We indicate the percentiles
{y2.5, y16, y50, y84, y97.5} = {0.338, 0.585, 0.940, 1.403, 1.964} of
the Poisson VVF as vertical lines (computed using equation 6).
The halo VVFs are clearly sensitive to mlim and broader than
the Poisson VVF. Being unimodal, the VVFs are fully described
by their percentiles, which will be exclusively used in subsequent
plots.
4.2 Tracers selected by halo mass
As the simplest and most intuitive selection criterion, let
us first study the shape of the VVF of haloes selected by a
mass threshold m200b > mlim. Figure 3 shows the differential
VVF of two halo samples selected using mlim = 10
11h−1M
and 1012.5h−1M, respectively, and shown as thick solid
histograms (the higher threshold leads to a narrower distri-
bution). We used the z = 0 snapshot of one of the WMAP7
L150 N1024 CDM boxes for selecting these samples. For
comparison, the thin histogram shows the VVF of randomly
distributed points in the same volume, which is accurately
described by equation (6) (smooth curve). We see that both
the halo VVFs are unimodal and broader than the Poisson
VVF. The latter is easily understood as a consequence of
clustering: imagine ‘moving’ an unclustered set of N points
into a configuration identical to the actual positions of N
haloes in a simulation volume Vbox. This would involve bring-
ing together groups of these points so as to become clustered
near filaments and nodes, while simultaneously emptying un-
derdense voids. Clearly, this will increase the number of, both,
small-volume as well as large-volume cells, while keeping the
mean cell volume intact at Vbox/N , which is equivalent to
broadening the VVF.
The unimodality of the halo VVFs is a feature shared
by all the tracer samples we consider in this work, and allows
us to equivalently describe each VVF by simply reporting
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Figure 4. Percentiles of the VVF for real-space haloes selected
by a mass threshold m200b > mlim at z = 0 (solid) and z = 1
(dashed) for three CDM cosmologies: WMAP7 (red), P13 (yellow)
and P18 (blue). We display the percentiles y2.5, y16, y50, y84 and
y97.5 (from bottom to top, as labelled) as a function of tracer
number density ntrc (see Figure 1 for the corresponding mlim
values). For comparison, the VVF percentiles of Poisson distributed
tracers computed using equation (6) are indicated as horizontal
line segments at the left of the plot. WMAP7 results are averaged
over all available realisations of the configurations L150 N1024 and
L600 N1024 (see Table 1) with error bars indicating the standard
deviation across realisations. Horizontal dotted line indicates the
mean value 〈 y 〉 = 1.
a small number of its percentiles. As an example, we have
indicated the percentiles y50 (solid), y16, y84 (dashed) and
y2.5, y97.5 (dotted) of the Poisson VVF as vertical lines, using
which one can read off the median, central 68% and 95%
regions, respectively, of the distribution. (Hereafter, we will
refer to the pth percentile of y as yp.) In subsequent plots,
we will exclusively display VVF percentiles instead of differ-
ential distributions for all tracer samples, comparing with
the Poisson VVF percentiles. This will allow us to compactly
represent the VVF shapes of multiple tracer populations on
the same graph.
Figure 4 shows the VVF percentiles of various mass-
thresholded samples as a function of their tracer number
density ntrc(> mlim) (see Figure 1). Note that, for each value
of mass threshold mlim, we use all selected haloes to perform
the tessellation and results are then shown for different mass
thresholds using ntrc(> mlim) rather than mlim as the control
variable. We display the percentiles y2.5, y16, y50, y84 and
y97.5, showing results at z = 0 (solid lines) and z = 1 (dashed
lines).
As noted earlier, all distributions are broader than the
Poisson case (computed using equation 6 and shown as hor-
izontal line segments at the left of the plot). Comparing
between the different CDM cosmologies, we see essentially
universal behaviour for all the percentiles at fixed redshift.
Additionally, there is a substantial redshift evolution of the
lower percentiles y16 and especially y2.5 (corresponding to
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Figure 5. Standard deviation of the VVF (σVVF; equa-
tion 13) for the same halo samples used in Figure 4 and formatted
identically. The thin dotted curve shows the fit in equation (14)
while the horizontal dash-dotted line indicates the constant value of
σVVF for Poisson distributed tracers. WMAP7 results are averaged
over all available realisations of the configurations L150 N1024 and
L600 N1024 (see Table 1) with error bars indicating the standard
deviation across realisations.
tracers in high density regions), with much milder evolution
in the upper percentiles.
A compact description of the width of the VVF is pro-
vided by the standard deviation σVVF given by
σVVF =
√
〈 y2 〉 − 1 , (13)
which is also formally easier to describe than the full VVF,
as we saw in section 3.2 (see equation 10). Figure 5 shows
the measured values of σVVF for the same mass-thresholded
samples discussed above. Consistently with the behaviour
of the percentiles of the VVF, we see that σVVF is a nearly
universal function of ntrc regardless of cosmology, with only
mild redshift evolution. The dotted curve shows a ‘by-eye’ fit
to the z = 0 WMAP7 result (which describes all the CDM
results at better than ∼ 5%) given by
σVVF(ntrc) = 1.85×
(
ntrc
1(h−1Mpc)−3
)0.085
. (14)
4.3 Effects beyond halo mass
Although the VVF of real-space haloes selected by mass is
evidently a near-universal function of number density, the
presence of the infinite hierarchy of tracer correlation func-
tions in its construction makes it interesting to investigate
the role played by various aspects of halo clustering in de-
termining the shape of the VVF. In the following, we will
explore the effects of large-scale linear halo bias, the pres-
ence of substructure and redshift space distortions (RSD).
Additionally, in Appendix B we discuss the role of downsam-
pling (relevant for mapping dark haloes to galaxies), masking
(relevant for modelling observed samples) and assembly bias.
For this part of the analysis, we display results only for the
WMAP7 simulations at z = 0.
4.3.1 Large-scale linear bias
In order to understand the role of halo clustering, it is conve-
nient to use the large-scale halo-by-halo linear bias estimate
introduced by Paranjape et al. (2018a). This is essentially a
Fourier space calculation of the ratio of the halo-matter cross-
power spectrum P×(k) to the matter power spectrum P (k),
except that P×(k) is calculated for one halo at a time. The
linear bias b1 for each halo is then estimated as a weighted
sum of the ratio P×(k)/P (k) over low-k modes.9
To explore the effects of halo clustering on the VVF, we
construct halo samples by first imposing a mass threshold
m200b > mlim and then further imposing a bias threshold
b1 > b1,lim. The left panel of Figure 6 shows the tracer
number density for such samples as a function of b1,lim for
three choices of mlim. The middle panel of the Figure shows
the corresponding values of σVVF. Compared to the purely
mass-thresholded values which are achieved asymptotically
at the lowest b1,lim (indicated by the dashed line segments),
we see that σVVF is a strong function of b1,lim (note the range
on the vertical axis). Moreover, the span of values of σVVF
across the three mlim values also increases significantly at
higher b1,lim.
The middle panel of Figure 6 also shows another in-
teresting feature: although σVVF decreases with increasing
mlim for any fixed b1,lim, it shows more complex behaviour
with increasing b1,lim at fixed mlim, first increasing and then
flattening (or even decreasing, although this may be related
to finite volume effects) for b1,lim & 6. This clearly indicates
that halo mass and large-scale clustering are two independent
variables determining the VVF; the naive expectation that
‘high mass equals high bias’ does not work for the VVF. This
exemplifies the presence of the infinite hierarchy of N -point
correlation functions in the VVF, with b1 representing the
effects of large-scale clustering and halo mass of small-scale
non-linearities.
Finally, the right panel of Figure 6 shows the VVF
percentiles for these mass+bias selected halo samples. We
see that, unlike the purely mass-thresholded samples studied
earlier, in this case the median value of y is a very steeply
decreasing function of b1,lim for any mlim, while the upper-
most percentile increases with b1,lim. This is qualitatively
different from the behaviour as a function of mlim or its
corresponding ntrc seen, e.g., in Figure 4.
9 We introduce one modification to this calculation as compared to
Paranjape et al. (2018a). Those authors used weights proportional
to the number of modes Nk in each k-bin to calculate b1 ∼∑
k NkP×(k)/P (k)/
∑
k Nk, which is the least squares estimator
under the assumption of Gaussian errors when the number of
haloes in the cross-power calculation is large. Since we are treating
one halo at a time, there are additional terms which must be
included in calculating the noise of the power spectrum estimator
(Smith 2009); we show in Appendix C that the appropriate weights
are then proportional to NkP (k) to get the least squares estimator
b1 ∼
∑
k NkP×(k)/
∑
k NkP (k).
MNRAS 000, 1–20 (0000)
8 Paranjape & Alam
cdm
mass	+	bias	thresholding
z	=	0	WMAP7
mlim	=	1.6×1012	h-1M⊙
mlim	=	4.8×1012	h-1M⊙
mlim	=	1.6×1013	h-1M⊙
n t
rc
(	>
	b
1,
lim
	,	
>	
m
lim
	)	
	(h
-1
M
pc
)-3
10−6
0.01
b1,lim
−5 0 5 10
Poisson
mass	threshold	fit
L300_N1024
L600_N1024
σ V
VF
0
2
4
6
b1,lim
−5 0 5 10
2.5
50
97.5
Poisson
2.5
50
97.5
V	
/〈
	V
	〉
	p
er
ce
nt
ile
s
10−4
10−3
1
10
b1,lim
−5 0 5 10
Figure 6. Effects of halo clustering: (Left panel:) Halo number density as a function of linear bias threshold b1,lim, for three
different mass thresholds m200b > mlim. (Middle panel:) VVF standard deviation σVVF for the corresponding samples. The horizontal
dashed line segments show the asymptotic values expected from combining the fit in equation (14) with the T08 mass function for the
corresponding thresholds. Horizontal dash-dotted line indicates the value for Poisson distributed tracers. (Right panel:) VVF percentiles
for the corresponding samples. Horizontal line segments indicate the Poisson values. Results are displayed for parent halo samples at
z = 0 in the WMAP7 CDM configurations. Curves of different thickness correspond to different box configurations as indicated in the
legend of the middle panel. All results are averaged over all available realisations (see Table 1) with error bars indicating the standard
deviation across realisations. The VVF shape is clearly a strong function of the b1 threshold; see text for a discussion.
4.3.2 Substructure
So far we have been dealing with parent haloes, which are
expected to host central galaxies. Galaxy catalogs typically
also contain a substantial fraction of satellite galaxies which
occupy subhaloes of larger systems. Compared to the Voronoi
cell structure in a catalog containing only centrals/parent
haloes, a catalog containing satellites/subhaloes would con-
tain preferentially smaller Voronoi cells, since the inclusion
of satellites in a group would split the erstwhile Voronoi cell
of the group’s central into smaller chunks. This effect would
be more pronounced at smaller thresholds mlim where the
substructure fraction is higher. We study this effect here
using subhaloes in our N -body simulations.
The yellow solid curves in Figure 7 show the VVF per-
centiles (left panel) and standard deviation (right panel) for
samples containing all haloes and subhaloes with m200b >
mlim
10 as a function of the corresponding ntrc. The purple
dashed curves show the corresponding measurements for sam-
ples containing only parent haloes (repeated from Figures 4
and 5). We see that the VVF distribution – particularly at
small mlim (large ntrc) – broadens towards smaller values of y
and has a larger width σVVF upon including subhaloes. The
percentile y2.5 has a pronounced knee-like feature around
ntrc ∼ 10−3(h−1Mpc)−3. Thus, the additional clustering
information introduced by substructure produces large ef-
fects in the small-volume (or high-density) tail of the VVF.
10 Strictly speaking, one should account for the effects of tidal
stripping by thresholding on mass definitions such as mpeak which
would account for the subhalo’s entire accretion history. We will
do so later when comparing our simulations with observational
results. For now, we stick to the m200b mass definition which
allows us to use our full suite of simulation configurations; this
would otherwise be curtailed due to the absence of merger trees
for boxes with Lbox ≥ 300h−1Mpc.
This can be potentially very interesting for studies of galaxy
groups, e.g., by placing constraints on the outputs of group-
finder algorithms. It is, however, important to first assess
the role of RSD which can substantially alter the observed
spatial distribution of substructure due to line-of-sight virial
motions. We turn to this next.
4.3.3 Redshift space distortions
The blue dashed curves in Figure 7 show the VVF statistics
for the same parent haloes used for the purple dashed curves,
but first moved into redshift space under the distant observer
approximation by choosing one of the simulation box axes as
the observer line-of-sight. Since this is a parent-only sample,
virial motions are expected to play no role and the entire RSD
effect should be due to large-scale bulk flows (except possibly
when there is a contamination of the sample by splashback
objects, see below). We see that σVVF for the redshift-space
halo sample is always systematically larger than its real-
space counterpart. Correspondingly, y2.5 for the redshift-
space sample is lower than the real-space one, at all but the
largest number densities. Since large-scale bulk flows enhance
the large-scale bias (Kaiser 1987), and we have already seen
that σVVF is a strong function of halo bias (c.f. Figure 6),
the enhancement of σVVF in redshift space compared to real
space is not surprising. This is also consistent with y2.5 in
redshift space being lower than that in real space for most of
the samples. To understand the reversal of the latter trend in
the high-ntrc samples (ntrc & 10−2(h−1Mpc)−3), it is useful
to first consider the effect of substructure.
We next include subhaloes in the samples as in sec-
tion 4.3.2 and move all objects into redshift space. Our
samples are now affected not only by bulk flows but also by
the Fingers-of-God effect due to virial motions of subhaloes
in groups. The red solid curves in Figure 7 show the resulting
VVF statistics. The standard deviation σVVF in the right
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Figure 7. Comparing effects of RSD and substructure: VVF percentiles (left panel) and standard deviation σVVF (right panel)
for mass-thresholded samples containing only parent haloes (dashed) in real space (purple) and redshift space (blue), and for samples
additionally containing subhaloes (solid) in real (yellow) and redshift space (red). Dotted curves in the right panel show the fits from
equation (14) (black, lower) and equation (15) (red, upper). Results are displayed for tracers at z = 0 in the WMAP7 CDM configurations.
Curves of different thickness correspond to different box configurations as indicated in the legend of the left panel. All results are averaged
over all available realisations (see Table 1) with error bars indicating the standard deviation across realisations.
panel is systematically enhanced compared to all other sam-
ples, a sign of the doubly enhanced clustering due to both
bulk flows and the presence of substructure.
More interestingly, y2.5 in the left panel now shows a
dramatic difference as compared to the real-space sample
with substructure: the knee-like feature has completely disap-
peared and the final result is close to being a single power-law
in ntrc. The enhancement is easily understood as being due
to the preferential elongation of all groups along the observer
line-of-sight which stretches out all subhalo Voronoi cells
along this direction and increases their volumes. Comparing
the solid red and dashed blue curves for y2.5, the RSD effect
for the parent-only sample visually appears to be simply
a milder version of the drastic flattening seen in the sam-
ple containing subhaloes. This could either be caused by
backsplash objects – subhaloes mimicking isolated objects
by being located temporarily far from their host (Gill et al.
2005) – contaminating the parent-only samples, or more gen-
erally due to preferential flows in regions with strong tidal
anisotropy, such as near the nodes of thick filaments. In either
case, the lower percentiles of the VVF are clearly sensitive
to such dynamical effects. This could potentially be of great
practical value in both theoretical and observational studies
that, e.g., seek to robustly separate central objects from
substructure, or characterise the dynamics within different
cosmic web environments.
Overall, upon including subhaloes as well as RSD in the
otherwise mass-thresholded samples, we see that σVVF as
well as the percentiles of y become nearly single power-laws
in ntrc. We find that σVVF(ntrc) is now well-described by
σVVF|RSD+sub(ntrc) = 2.21×
(
ntrc
1(h−1Mpc)−3
)0.097
, (15)
(shown as the red dotted curve in the right panel of Figure 7).
Appendix B further shows that the effects of downsam-
pling lead to a characteristic decrease in the width of the
VVF, whose effect on σVVF is accurately captured by the
separable form in equation (B2) for both parent haloes in
real-space as well as redshift-space samples including sub-
structure, while masking leaves no discernable imprint on
the VVF. With this understanding of the dependence of the
VVF on variables related to halo clustering, we next turn to
a comparison with observed galaxy samples.
5 MATCHING GAMA RESULTS
In a forthcoming paper (Alam et al., in preparation; hence-
forth, Paper-II), we analyse luminosity-thresholded samples
in the Galaxies & Mass Assembly (GAMA) survey (Driver
et al. 2009),11 constructing the Voronoi tessellation for each
sample and measuring the corresponding VVF. The GAMA
survey comprises a spectroscopic sample of ∼ 300, 000 galax-
ies with a magnitude limit r < 19.8 in an area of ∼ 286deg2
with approximately 98% completeness. Details of our analy-
sis can be found Paper-II, where we show that the GAMA
VVF is well-described by simple power law relations for σVVF
and the percentiles yp, p ∈ {2.5, 50, 97.5}, as a function of
ntrc for samples thresholded by r-band absolute magnitude,
with threshold values ranging from −21 to −18. Table 2
summarises these power laws for the publicly available G15
sample. In this section, we construct a halo sample that best
describes the VVF of the GAMA G15 field.
Figures B2 and B3 show that, when samples are thresh-
olded by m200b, the GAMA results cannot be explained by
the inclusion of subhaloes in the sample, RSD, downsampling
11 http://www.gama-survey.org
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Figure 8. Sensitivity to halo bias: VVF percentiles (left panel) and standard deviation σVVF (right panel) for redshift-space samples
including subhaloes (solid curves) selected by a threshold on mass m200b (yellow) and additionally imposing a threshold on bias b1
(purple, red and blue, as indicated). Dotted curves in the right panel are repeated from Figure 7 and show the fits from equations (14)
(black) and (15) (red). Results are displayed for the z = 0 WMAP7 CDM simulations for two configurations as indicated in the legend of
the left panel. Results were averaged over all available realisations (see Table 1) with error bars indicating the standard deviation across
realisations. Thick solid green curves show the power law fits to GAMA measurements from Table 2. The range of these curves in ntrc
corresponds to r-band absolute magnitude thresholds between −18 and −21. GAMA results for σVVF in the right panel are bracketed
between the bias thresholds b1 ≥ −5 and b1 ≥ −4.5. None of the samples, however, can describe the GAMA results for the percentile y2.5
in the left panel. See text for a discussion.
Statistic A α
σVVF 2.95 0.130
y2.5 4.84× 10−3 −0.306
y50 0.263 −0.119
y97.5 9.1 0.119
Table 2. Power law descriptions A × nαtrc – with ntrc in units
of (h−1Mpc)−3 – of GAMA measurements of the standard de-
viation σVVF and percentiles y2.5, y50 and y97.5 of the VVF of
luminosity-thresholded samples. These descriptions are valid over
the range 10−3 . ntrc . 3 × 10−2, corresponding to r-band
absolute magnitude thresholds between −21 and −18.
or masking. This leaves variations in large-scale halo bias as
a likely potential explanation. In Figure 8 we investigate the
sensitivity of the VVF of mass-thresholded samples, which
include subhaloes and RSD, to small changes in b1. To focus
the discussion, we restrict attention to the two statistics
σVVF and y2.5. The all-(sub)halo m200b-selected sample does
not describe either of these statistics well. Upon changing
the halo bias by imposing successively larger bias thresholds,
however, we indeed see that σVVF is very nicely bracketed
between b1 thresholds of −5 and −4.5.
The percentile y2.5, on the other hand, is very insensitive
to the bias threshold and is consequently not well-described
by any of the samples thresholded by m200b and b1. Since
y2.5, particularly at high number densities, is expected to
be sensitive to the behaviour of the subhalo population (c.f.
Figure 7), this suggests that our choice of m200b-thresholding
is not picking the correct population of subhaloes. This is
not surprising: subhaloes are dramatically affected by tidal
stripping (e.g., van den Bosch & Ogiya 2018) and might
easily fail a cut on m200b while still being valid candidates
for hosting faint galaxies.
To rectify the exclusion of such objects, in Figure 9
we show results for samples thresholded by vpeak, which is
the maximum value of the maximum circular velocity of an
object along its main progenitor branch of the merger tree.
Subhalo abundance matching (SHAM) linking vpeak with
stellar mass m∗ is known to provide a good description of
the m∗-dependent 2-point clustering of low-redshift galaxies
with m∗ & 109.8h−2M (approximately corresponding to
r-band absolute magnitude Mr − 5 log10 h . −19) at all but
the smallest length scales (Reddick et al. 2013; Campbell
et al. 2018).12 Figure 9 shows results for the P18 (blue)
and WMAP7 (red) CDM simulations, for samples selected
with (dashed) and without (solid) a bias threshold,13 and
also explores the redshift evolution of the VVF statistics by
comparing results at z = 0 (thin lines) with those at z = 0.1
(thick lines) which is closer to the median redshift of GAMA
galaxies.
We see that the percentile y2.5 of GAMA (right panel)
12 For simplicity we assume that the vpeak-luminosity SHAM
implied by our comparison below is equivalent to the vpeak-m∗
SHAM usually studied in the literature (see also Gerke et al. 2013;
Carretero et al. 2015). We will test this assumption in future work.
13 We caution that the bias-thresholded WMAP7 results are likely
affected by finite volume effects. We have checked that a similar
analysis with m200b-thresholding (c.f. Figure 9) leads to σVVF
being systematically underestimated by ∼ 5% in the WMAP7
CDM L150 N1024 boxes.
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Figure 9. GAMA-like sample (SHAM with vpeak): VVF median (left panel), standard deviation σVVF (middle panel) and percentile
y2.5 (right panel) for redshift-space samples including subhaloes selected by a threshold on vpeak (solid) and additionally imposing a bias
threshold b1 ≥ −5 (dashed). The thick (thin) curves show results at redshift z = 0.1 (z = 0.0) for the P18 (blue) and WMAP7 (red) CDM
cosmologies. WMAP7 results were averaged over 2 realisations of the L150 N1024 configuration, with error bars showing the standard
deviation across the realisations. Thick solid green curves show the power law fits to GAMA measurements from Table 2. The GAMA
median and y2.5 are best described by the P18 results at z = 0.1, regardless of selecting on b1 (although the median seems to prefer
the full sample). The GAMA σVVF, on the other hand, is bracketed between the full sample and the bias-thresholded one for either
cosmology, roughly independent of redshift. See text for a discussion.
is best described by the P18 sample at z = 0.1, regardless
of the b1 threshold, while P18 results at z = 0.0 and all the
WMAP7 results seem to be excluded. The GAMA median
y50 (left panel), on the other hand, seems to prefer the full
samples in either cosmology compared to their b1 ≥ −5
counterparts, independent of redshift. Finally, the GAMA
σVVF (middle panel) is bracketed between the all (sub)halo
and b1 ≥ −5 samples for both cosmologies at each redshift.
Thus, different aspects of the VVF allow us to simulta-
neously probe the effects of galaxy evolution (as captured by
the environment-dependence implied by the b1 selection) and
cosmology. The median y50 and standard deviation σVVF are
pulled in different directions by the b1 threshold, while y2.5
is more sensitive to cosmology, redshift evolution and the
nature of substructure (c.f. Figures 7 and 8). Finally, since
SHAM with vpeak (with no restrictions on large-scale environ-
ment) reproduces the observed 2-point correlation function
of low-redshift galaxies, the sensitivity of y50 and σVVF to
halo bias is genuinely new information which is not easily
accessible to traditional analyses. This is of great interest
for studies aimed at detecting beyond-mass effects in galaxy
evolution (see, e.g., Tojeiro et al. 2017, who claimed evidence
of beyond-mass effects, using observational proxies of halo
formation time, as a function of cosmic web environment in
the GAMA survey).
We emphasise that our discussion above has completely
ignored errors on the GAMA measurements; consequently,
our conclusions regarding the acceptability of different mod-
els are indicative only. In Paper-II, we will perform a rigorous
parameter inference study using the GAMA VVF measure-
ments. In the next section, we further explore the dependence
of these observables on the adopted cosmological model.
6 COSMOLOGY DEPENDENCE
We end our analysis here by showing the VVF results for
the vpeak SHAM at z = 0.1 for a sampling of cosmological
models. These include the WMAP7 and P18 CDM models
discussed so far in the text, as well as two non-standard dark
matter models which we describe next.
The first of these is a warm dark matter (WDM) model
in which the matter power spectrum at early epochs is sup-
pressed at small scales due to the free-streaming of a ther-
mally produced WDM particle with mass mdm = 0.4keV.
Although such a particle is completely ruled out by Lyman-
alpha forest observations as being the dominant component
of dark matter (Viel et al. 2013; Irsˇicˇ et al. 2017; Palanque-
Delabrouille et al. 2019; Garzilli et al. 2019), it allows us to
resolve the entire initial power spectrum up to the trunca-
tion scale with sufficient particles and thus serves as a useful
extreme toy model for our investigation of signatures in the
VVF. In particular, we modify the CDM transfer function
according to the fitting function of Bode et al. (2001) (with
parameters taken from Viel et al. 2005)
Twdm(k) = Tcdm(k)
[
1 + (αk)2µ
]−5/µ
, (16)
with µ = 1.12 and
α ≡ 0.049
(
Ωm
0.25
)0.11(
h
0.7
)1.22 ( mdm
1 keV
)−1.11
h−1Mpc .
(17)
This results in a “half-mode” mass-scale (c.f., e.g., Schneider
et al. 2012) of Mhm ' 1012h−1M, which is resolved with ∼
4200 particles by our L150 N1024 WMAP7 configuration.14
We generated the initial conditions for this simulation using
the same random seed as for one of the two L150 N1024
WMAP7 CDM realisations.
14 Our simulations treat the collisionless WDM fluid in the per-
fectly cold limit, ignoring the (small) thermal velocity dispersion
that a real WDM fluid would possess. This is expected to be accu-
rate at late times, well after perturbations have been suppressed
below the maximum free-streaming scale in linear perturbation
theory (Angulo et al. 2013).
MNRAS 000, 1–20 (0000)
12 Paranjape & Alam
z	=	0
linear	power	spectrum
WMAP7	cdm
WMAP7	wdm	0.4keV
P18	cdm
P18	bdm	z∗=105,	fbdm=0.5
P(
k)
	(h
-1
M
pc
)3
10−3
0.01
0.1
1
10
100
1000
104
k	(h	Mpc-1)
0.1 1
Figure 10. Linear power spectra (shown extrapolated to z =
0) used for generating initial conditions for the WMAP7 (red)
and P18 (blue) cosmologies, computed using the codes camb and
class, respectively. Thick curves correspond to CDM spectra
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P18) models used in this work. See text for a description of these
models and the parameters defining them.
The second non-standard model we explore displays a
different type of small-scale feature – namely, oscillations – in
the initial power spectrum. Such models have been discussed
extensively in the context of possible acoustic oscillations
due to interactions in the dark sector (Cyr-Racine et al. 2016;
Vogelsberger et al. 2016). We focus on the so-called “ballistic”
dark matter BDM model recently proposed by Das et al.
(2019).
This model contains a dark matter component which
remained relativistic and collisional until relatively late times,
before becoming cold and collisionless through a phase tran-
sition. The acoustic oscillations of this component prior to
this phase transition leave an imprint during its collisionless
phase in the form of large coherent peculiar velocities which
leads to a ballistic evolution (hence the name) until these
velocities are damped away due to Hubble expansion. As
a result, the initial power spectra for non-linear structure
formation in such a model contain oscillatory features whose
peak structure and overall amplitude is sensitive to the frac-
tion fbdm of the total dark matter that comprises the ballistic
species and the redshift z∗ of the phase transition. Here we
choose z∗ = 105 and fbdm = 0.5 which are approximately
consistent with Planck measurements of CMB anisotropies
at the ∼ 2σ level (Das et al. 2019). The initial conditions for
this simulation were generated using the same random seed
as for the L200 N1024 P18 CDM simulation.
Thus, both our choices of non-standard dark matter
models reflect extreme situations that will help exemplify
the sensitivity of the VVF to such physics. Figure 10 shows
the linear theory matter power spectra in these models (ex-
trapolated to z = 0) which were used to generate the initial
conditions of our simulations. The WMAP7 (P18) CDM
transfer functions were generated using camb (class). The
WDM transfer function was generated using the fitting func-
tion (16) as described above. The BDM transfer function
(along with its CDM counterpart) was kindly provided by
Anirban Das. For our choice of parameter values, at scales
with k & 1h/Mpc this model shows peaks of alternating
heights, with an overall average power that is larger than
that in CDM.
The halo mass functions for the WDM and BDM cos-
mologies at z = 0 are compared with their CDM counterparts
in Figure 1. As noted earlier, at high masses all cosmologies
behave similarly. At lower masses, the WDM model displays
a characteristic suppression of number counts below the half-
mode mass scale (e.g., Schneider et al. 2012); the origin of
this suppression can be understood using peaks theory and
the excursion set formalism (Hahn & Paranjape 2014). The
BDM model, on the other hand, shows a dip near the mass
scale associated with the first oscillation in its initial power
spectrum, with an enhancement compared to CDM at lower
masses, corresponding to the enhanced average power at high
k in the initial conditions.
Collisionless N -body simulations with a truncation of
initial power are known to be plagued by numerical artefacts
(essentially, discreteness noise which ‘gravitates’ identically
to real density fluctuations) leading to a large number of
spurious objects at mass scales substantially smaller than the
half-mode mass (Wang & White 2007). Careful treatments of
these effects, using both traditional N -body techniques (see,
e.g., Lovell et al. 2012) as well as alternate phase space tes-
sellation techniques (Shandarin et al. 2012; Hahn et al. 2013;
Angulo et al. 2013) have led to well-calibrated mass functions
for WDM cosmologies (Schneider et al. 2013). Figure 1 shows
that these effects are not larger than about ∼ 10% for our
WDM model (compare the simulated mass function with the
fit from the literature) over the range of mass scales we con-
sider, owing to a combination of our virial cleaning criterion
(section 2; see also Agarwal & Corasaniti 2015) and the fact
that we do not reach mass scales substantially below the
half-mode mass. In the case of BDM, there are no similarly
reliable fitting functions currently available. However, con-
sidering that this model has, on average, more initial power
than CDM at the smallest resolved scales leads us to expect
that BDM-like cosmologies are likely much more robust to
discreteness artefacts than WDM ones. We leave a fuller
investigation of the convergence properties to future work,
noting however that previous simulations with oscillatory
initial power spectra have produced mass function shapes
not dissimilar to the one seen in Figure 1 (Corasaniti et al.
2017; Bose et al. 2019; Sameie et al. 2019, see, e.g., Figure 2
of the latter).
Figure 11 shows the corresponding VVF results for the
all-(sub)halo samples and for samples selected by b1 ≥ −5.
Comparing the two CDM cosmologies with each other, we
see that σVVF and y50 are very insensitive to cosmological
parameters, while the extreme percentiles y97.5 and especially
y2.5 show larger differences, which we also saw in Figure 9.
The WDM model produces nearly the same results as its
CDM counterpart for all the statistics for the same choice of
sample selection. Finally, the BDM results are dramatically
different from those of the other cosmologies, for both choices
of sample selection, for each statistic in both amplitude and
slope.
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Figure 11. Comparing cosmological models: Similar to Figure 9, showing VVF standard deviation σVVF (top left) and the percentiles
y97.5, y50, y2.5 (respectively, top right, bottom left, bottom right) for different cosmological models: WMAP7 (red) CDM (thick lines with
symbols) and WDM (thin lines), and P18 (blue) CDM (thick lines) and BDM (thin lines). See Figure 10 for the initial matter power
spectra of these models. The all-(sub)halo results are shown as solid lines and results for b1 ≥ −5 as dashed lines. Thick solid green
curves show the power-law fits to GAMA measurements from Table 2. WMAP7 CDM results were averaged over 2 realisations of the
L150 N1024 configuration, with error bars showing the standard deviation across the realisations. We see that the BDM model for our
choice of parameter values is ruled out by the GAMA measurements. See text for a discussion.
Based on our earlier discussion, the BDM model with
our choice of parameters clearly produces (sub)haloes that
are far too strongly clustered compared to GAMA galaxies,
when chosen by simple abundance matching. It would be
very interesting to simultaneously explore the space of dark
matter and astrophysical parameters to produce joint con-
straints. For now, we simply conclude that SHAM with vpeak
for our choice of parameters for the BDM model dramatically
fails at matching the VVF measured in the GAMA survey
(downsampling and/or masking would not affect this conclu-
sion; see Figures B2 and B3). This suggests that the VVF is
very sensitive to small-scale features such as oscillations in
the initial matter power spectrum. 15
15 We do note that, at present, we cannot rule out that a tradi-
tional 2-point clustering analysis might lead to the same conclu-
On the contrary, the WDM results for the VVF statistics
in Figure 11 are nearly identical to their CDM counterparts.
Within the space of dark matter models restricted to those
with strong suppression of initial power at small scales, there-
fore, the low-redshift VVF is evidently much more sensitive to
galaxy evolution than it is to cosmology. The combination of
these effects could potentially lead to interesting constraints
in both of these fields. We will pursue these ideas further in
future work.
sions regarding our chosen BDM model. We will explore this issue
further in future work.
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7 DISCUSSION & CONCLUSION
We have studied the cosmological Voronoi volume function
(VVF) – the distribution of cell volumes in the Voronoi
tessellation of a set of cosmological tracers. Although the
VVF has appeared in the large-scale structure literature
previously (e.g., van de Weygaert 1994), its dependence on
realistic tracer properties appears to have been ignored to
date. In this exploratory work, we investigated in detail the
non-linear cosmological information content of the VVF in
N -body simulations, using samples selected by a variety of
tracer properties.
Intimately connected with the void probability function,
the VVF of any set of clustered tracers depends on the en-
tire infinite hierarchy of tracer correlation functions, as we
showed in section 3 (see also Appendix A). Although this
does not necessarily imply complete information regarding
tracer properties (see, e.g., Carron & Neyrinck 2012), we
demonstrated that the VVF is sensitive to a variety of phys-
ical properties of the chosen sample, including halo mass,
large-scale environment, the presence of substructure and
redshift space distortions (section 4), as well as selection ef-
fects such as downsampling, survey masks and halo assembly
bias (Appendix B), all of which we explored using a suite
of N -body simulations (section 2). In this work, we charac-
terised the large-scale environment of (sub)haloes using the
linear bias b1 of individual objects (Paranjape et al. 2018a,
see section 4.3.1 and Appendix C).
The physical properties mentioned above are relevant
not only for primordial cosmology but also for galaxy evolu-
tion. E.g., halo abundances and clustering (or environment)
respond to the shape of the initial matter power spectrum
and are in turn relevant for determining the nature of gas
accretion eventually leading to the promotion or cessation
of star formation activity in galaxies. Underdense environ-
ments tend to host relatively isolated, star forming galaxies
while, at the other extreme, cluster environments tend to
host ‘red and dead’ satellite galaxies residing in subhaloes.
The role of filamentary environments of the cosmic web in
determining star formation activity is also of great inter-
est, as is building a deeper understanding of the dichotomy
between the evolution of central and satellite galaxies (see
Somerville & Dave´ 2015, for a review). The sensitivity of
the VVF to (sub)halo properties and environment therefore
holds considerable promise for studying both cosmology and
galaxy evolution.
We argued that the shape of the VVF is conveniently
characterised by its width σVVF, together with the median
and a low percentile such as y2.5 (i.e., the 2.5 percentile
of y = V/ 〈V 〉 = ntrcV ) as a function of tracer number
density ntrc. These carry complementary information on the
physical attributes of the tracer sample; whereas σVVF and
the median y50 respond to large-scale bias b1 in opposite
ways (Figures 6, 8 and 9), y2.5 is particularly sensitive to
the presence of substructure and redshift space distortions
(Figure 7) while being very insensitive to b1 (Figure 8). We
also showed that these observables respond smoothly to
selection effects such as uniform downsampling (Figures B1
and B2) while being essentially unaffected by the presence
of survey masks (Figure B3).
Our analysis of these observables has led to three main
results which we summarise below.
• Universality in mass-selected samples: First, within the
context of flat ΛCDM cosmologies, we find that σVVF and
all percentiles are approximately universal functions of ntrc
for mass-thresholded samples, being very insensitive to cos-
mological parameters for samples chosen both with and with-
out substructure and in real or redshift space (Figures 4, 5
and 11). The lower percentiles, especially y2.5, show a strong
redshift evolution which is nevertheless universal across dif-
ferent cosmological parameters (Figure 4). The VVF of mass-
selected samples in flat ΛCDM is therefore much more sensi-
tive to the physical nature of the sample, such as mean halo
bias or the presence of substructure, than it is to cosmology.
• Realistic samples and beyond-mass effects: In section 5,
we attempted to reproduce measurements of σVVF, y2.5 and
the median y50 for luminosity-thresholded galaxy samples in
the publicly available G15 field of the GAMA survey, using
subhalo abundance matching (SHAM) in our CDM simu-
lations. We showed that SHAM in redshift space with the
vpeak variable at z = 0.1 (the median redshift of GAMA)
leads to reasonable descriptions of y2.5(ntrc) and y50(ntrc) us-
ing the P18 CDM cosmology, but underestimates σVVF(ntrc)
(Figure 9), while the WMAP7 CDM cosmology is mildly
disfavoured by σVVF as well as y2.5.
The mismatch with σVVF in the P18 (as well as WMAP7)
simulations can be ameliorated by additionally selecting on
b1; e.g., we find that setting b1 ≥ −5 simultaneously with
a vpeak threshold leads to a reasonable description of σVVF
while not affecting y2.5, but mildly worsens the agreement
with y50. It is also conceivable that the σVVF mismatch arises
due to differences in the properties of satellites in the observed
sample and subhaloes in the simulation. In either case, the
combination of VVF percentiles and standard deviation for
realistically constructed (sub)halo samples is simultaneously
sensitive to both cosmology and galaxy evolution. This is
particularly relevant from the point of view of beyond-mass
effects in galaxy evolution, which have traditionally been
challenging to quantify in observed samples (see, e.g., Zentner
et al. 2016; Zehavi et al. 2018; Paranjape et al. 2018b; Alam
et al. 2019; Vakili & Hahn 2019; Walsh & Tinker 2019) and
might be better constrained by the VVF.
• Cosmology dependence. Finally, we have also explored
the sensitivity of the VVF to dark matter physics using sim-
ulations of two non-standard dark matter models (section 6).
One of these presents a small-scale truncation (WDM) and
the other small-scale oscillations BDM in the initial matter
power spectrum (Figure 10), with model parameters deliber-
ately set to rather extreme values.
Our analysis showed that the truncation of initial power in
the WDM model leads to essentially no imprint in VVF statis-
tics as a function of ntrc for mass scales not much smaller
than the WDM ‘half-mode’ mass. Studying the effect at lower
masses is a very interesting exercise but would require WDM
simulations with much better control on numerical artefacts
(e.g., Angulo et al. 2013), which is beyond the scope of this
work. On the contrary, the small-scale oscillations of initial
power in the BDM model lead to dramatic effects in all the
VVF statistics we studied, by substantially enhancing the
clustering of tracers. Imposing further selections by environ-
ment, as above, only worsens the resulting mismatch with
the observed VVF statistics of GAMA galaxies. Thus, the
VVF promises to be a sensitive probe of oscillatory features
in the primordial power spectrum.
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Our work can be extended in a number of interesting
directions. In Paper-II, we perform several halo occupation
distribution (HOD) analyses on GAMA galaxies, using the
percentiles and standard deviation of the VVF as observa-
tional constraints in addition to the luminosity and 2-point
correlation functions, and also exploring the role of environ-
ment beyond halo mass. Along these lines, it will also be
very interesting to incorporate non-standard dark matter
phenomenology to obtain joint constraints on dark matter
and galaxy evolution parameters, particularly in the context
of the primordial oscillatory features discussed above. This
would require the use of fast techniques for modelling halo
distributions in such models (e.g., Monaco et al. 2002; Tas-
sev et al. 2013; Kitaura & Heß 2013; Monaco et al. 2013),
possibly building on the emulator framework (e.g., Heitmann
et al. 2016; Knabenhans et al. 2019).
Our results in section 4.3.2 and 4.3.3 show that low
percentiles of the VVF such as y2.5 are extremely sensitive
to substructure properties and potentially also to dynamics
in filamentary environments. This could be very interesting
for group finder algorithms which seek to robustly separate
satellite and central galaxy populations, accounting for both
backsplash objects as well as observational interlopers. E.g.,
it would be interesting to see whether subhaloes preferentially
occupy certain low percentiles of the VVF. In parallel, the
response of the low percentiles to small-scale bulk flows (e.g.,
near the nodes of thick filaments) could be of interest in
studies of tidally aligned substructure accretion and growth
(c.f., e.g., Shi et al. 2020). These results are also potentially of
interest for modelling the cosmological dependence of redshift
space effects.
Finally, the strong redshift evolution of the low per-
centiles at large ntrc (e.g., Figures 4 and 9) deserves a more
careful analysis and could potentially aid in constraining the
nature of dark energy. We will return to all these issues in
future work.
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APPENDIX A: VOID PROBABILITY
FUNCTION
The void probability function (VPF) of galaxies in large
surveys and of dark matter haloes in N -body simulations
has been very well studied in the literature. Such studies
typically consider spherical regions whose volume V is taken
to be a control variable, as opposed to the integral over VU
(equivalently, N¯) which appears in equation (10). Empirically,
one finds (e.g., Croton et al. 2004) that the galaxy VPF thus
obtained from cosmological volumes is well-described by a
universal form in terms of the scaling variable
λ ≡ ntrcV ξ¯2(V ) , (A1)
with a shape given by the negative binomial form for the
reduced VPF (Fry 1986; Elizalde & Gaztanaga 1992):
χNB(λ) =
1
λ
ln (1 + λ) . (A2)
This universal form is well-motivated for the dark matter field
whose correlation functions are reasonably well-described by
the hierarchical clustering model (see, e.g., Maurogordato
& Lachieze-Rey 1987; Vogeley et al. 1994). The reason why
the VPF is approximately universal for galaxies (whose cor-
relation hierarchy does not obey the hierarchical clustering
model) was discussed by Fry & Colombi (2013) in the context
of the halo model. Below, we use equation (A2) to interpret
our numerical results for the VVF.
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APPENDIX B: SAMPLING EFFECTS
In this Appendix, we explore the dependence of the shape of
the VVF on three aspects of sample selection: downsampling,
masking and assembly bias. The first is physically motivated,
from the point of view of scatter in the galaxy-dark matter
connection: the selection of galaxies by observable properties
such as luminosity or stellar mass is known to produce a
downsampled version of the halo distribution, since not all
haloes of a given mass contain galaxies of a given type. The
second is observationally motivated, by the fact that realistic
galaxy surveys typically do not cover contiguous patches of
the sky due to the presence of, e.g., bright stars or other
contaminants. The last can be a potential systematic for
galaxy samples selected by imperfect mass proxies that cor-
relate with other variables sensitive to the halo environment
(see, e.g., Zentner et al. 2014). Since the VVF is intimately
connected to spatial inter-connectivity of the sample under
question, one must understand these aspects of sampling
before drawing conclusions from any VVF analysis.
We display results below for the WMAP7 CDM simula-
tions at z = 0, focusing on samples selected by a threshold
on mass m200b. We will compare results for parent haloes in
real space with those of redshift-space samples containing
substructure.
B1 Downsampling
To see why downsampling must affect the shape of the VVF,
consider a sample of Ntrc tracers that is uniformly downsam-
pled by a factor fd, where 0 < fd < 1. The number density
of the sample decreases by this factor while keeping the total
volume occupied by the sample unchanged at Vtot. Moreover,
such a random downsampling also leaves the hierarchy of
correlation functions of the sample unchanged (Sheth 1996).
Using the negative binomial model for the VPF and assuming
that the integral over N¯ in equation (10) has support over a
range (N∗ −∆N/2, N∗ + ∆N/2) with N∗  1, it is possible
to argue that, in the strong clustering regime, the difference
between the variances of the VVF of the full sample and
the downsampled tracers (denoted with a subscript ‘d’) is
approximately given by〈
y2
〉− 〈 y2d 〉 ' 1.179 (1− fd) 〈∆N 〉(z,µ) > 0 , (B1)
so that σVVF decreases as fd is made smaller.
More intuitively, we can understand the decrease of
σVVF of clustered tracers as follows. Upon downsampling,
each tracer that ‘disappears’ gives its volume to its neigh-
bours. In a clustered sample, tracers with small volumes
preferentially give their volume to other small-volume trac-
ers. Also, conservation of total volume means there are many
more small-volume tracers than large-volume tracers – e.g.,
this is evident from the asymmetry of the VVF percentiles
in, say, Figure 4. Downsampling on the other hand does
not discriminate between tracer type, so that most of the
redistribution of volumes occurs at the small volume end,
leaving the large volume end mostly unchanged. The VVF
is therefore preferentially adjusted at small y (being pushed
towards larger y), thus decreasing the width of p(y).
Figure B1 shows the effects of uniformly downsampling
a mass thresholded sample of parent haloes in real space
by a factor fd. We see a clear trend in the left panel for
the entire distribution to become narrower as fd decreases
from unity to small values. Correspondingly, the standard
deviation σVVF in the right panel decreases with fd as ex-
pected from the previous arguments. We have found that
the results σVVF(ntrc, fd) are nicely described (dotted lines)
by the separable form
σVVF(ntrc, fd) = A(fd)× σVVF(ntrc) , (B2)
where σVVF(ntrc) is given by equation (14) and the amplitude
A(fd) is fit by
A(fd) = 1− 0.1076 (1− fd)− 0.1735 (1− fd)2 . (B3)
Figure B2 is formatted identically to Figure B1 but shows
results for redshift-space samples that included subhaloes.
As in the case of the all-tracer sample, the downsampled
VVFs for each value of fd are broader than their real-space,
parent-only counterparts. These redshift-space results includ-
ing substructure are also reasonably well-described by the
separable form (B2) with σVVF(ntrc) now given by equa-
tion (15) and A(fd) again given by equation (B3). Such fits
can be useful for halo occupation distribution (HOD) anal-
yses involving mass-dependent downsampling of the halo
population to describe galaxy populations thresholded by,
say, luminosity or stellar mass.
B2 Masking
To test for the effects of survey masks that include holes
due to excluding bright stars, etc., we did the following.
We pick the z-direction as the observer line of sight (same
as that chosen for RSD) and randomly place a number of
cubic masks on the x-y plane, each of size approximately
2 arcmin at z ' 0.5. The number of such cubes is chosen
such that the fraction of area being masked is fixed at some
value fmask. We then exclude all tracers “behind” the masked
region and proceed with the Voronoi tessellation. We generate
randoms uniformly in the full survey area and then exclude
those randoms “behind” the mask, as done for the tracers.
The Voronoi volume of each unmasked tracer is calculated
as discussed before, by counting the number of randoms
assigned to it. Thus the masked volume is not counted in
any Voronoi cell.
The resulting VVFs for various values of fmask are shown
in Figure B3. We see that masking has no noticeable effect
on the VVF shape, even for extreme cases like fmask = 0.1.
B3 Assembly bias
The fact that the VVF is intimately connected to halo clus-
tering (c.f. section 4.3.1) means that samples selected by
any halo property that correlates with large-scale clustering
would show non-trivial effects in their VVF. In fact, many
such variables exist, since halo assembly is known to cor-
relate tightly with the large-scale cosmic web environment
(the so-called halo assembly bias, Sheth & Tormen 2004; Gao
et al. 2005; Wechsler et al. 2006). We consider these effects
in this Appendix.
Figure B4 shows σVVF for real-space mass-thresholded
samples of parent haloes that are further split according
to the values of the halo asphericity c/a and dimensionless
spin λ. The halo asphericity c/a is the ratio of the smallest
MNRAS 000, 1–20 (0000)
18 Paranjape & Alam
2.5
50
97.5
Poisson
z	=	0	WMAP7
cdm
2.5
50
97.5
L150_N1024
L300_N1024
L600_N1024
V	
/〈
	V
	〉
	p
er
ce
nt
ile
s
0.01
1
10
ntrc	(h-1Mpc)-3
10−510−410−30.010.1
Poisson
parent	haloes	only
mass	thresholding	+	downsampling
all	(fd	=	1)
fd	=	0.8
fd	=	0.6
fd	=	0.4
fd	=	0.2
eqn	(B2)	&	(14)
σ V
VF 1
0.5
2
ntrc	(h-1Mpc)-3
10−510−410−30.010.1
Figure B1. Effects of downsampling: VVF percentiles (left panel) and standard deviation σVVF (right panel) for real-space parent
halo samples thresholded by mass m200b, downsampled to fd×Ntrc where Ntrc is the total number of tracers and 0 < fd ≤ 1 is a constant.
Values of fd are colour-coded as indicated by the legend of the right panel. Dotted lines in the right panel show the fit from equation (B2),
with the full sample (fd = 1) result given by equation (14) and the dependence of the amplitude on fd given by equation (B3). For
comparison, percentiles and σVVF for Poisson distributed tracers are indicated by the horizontal line segments and the horizontal dotted
line in the left and right panels, respectively. Results are shown at z = 0 in the WMAP7 CDM simulations for three configurations as
indicated by the legend of the left panel and averaged over all available realisations (see Table 1), with error bars showing the standard
deviation across the realisations. As fd decreases from unity to small values, σVVF and y97.5 decrease while y2.5 and the median y50
increase, i.e., the VVF becomes narrower for smaller fd. See text for a discussion.
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Figure B2. Effects of downsampling: Same as Figure B1, showing results including subhaloes with RSD. Thick solid green curves
show the power-law fits to GAMA measurements from Table 2. Dotted curves in the right panel are repeated from Figure B1, while
dashed curves show the fit in equation (B2) with the full sample result now given by equation (15). See text for more details.
and largest eigenvalues of the weighted mass ellipsoid tensor
of each halo, which is calculated by rockstar using the
iterative algorithm prescribed by Allgood et al. (2006). The
dimensionless spin is calculated by rockstar using the
bound particles of any halo as λ ≡ J |E|1/2/(Gm5/2), where
J , E and m are, respectively, the magnitude of the angular
momentum, the total energy and mass of the halo (Peebles
1969). For each of the variables c/a and λ, we select haloes
that lie in the upper or lower quartile of that variable in
some narrow mass range. The Voronoi tessellations are then
separately computed for the respective samples. We then
repeat the exercise as a function of threshold mass mlim and
quote results as a function of the number density ntrc of each
individual (sub)sample. For comparison, the open circles
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Figure B3. Effects of masking: Same as Figure B2, showing results for redshift-space samples containing subhaloes after masking a
fraction fmask of area perpendicular to the observer line-of-sight as described in the text. Evidently, masking has no significant effect on
the VVF, even for extreme cases such as fmask = 10%. See text for a discussion.
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Figure B4. Effect of halo assembly bias: Standard deviation
σVVF of the VVF of real-space parent halo samples selected by a
mass threshold and further split into upper and lower quartiles
(respectively, upward and downward pointing triangles) of the
assembly variables c/a (filled symbols) and spin (open symbols),
as described in the text. Solid blue lines show the full sample
result while open blue circles joined by a dotted line show σVVF
for tracers randomly downsampled to one quarter of the full sample.
Dotted black curve shows the fit from equation (14) while the
dash-dotted black curve shows the fit from equation (B2) using
equation (14) and fd = 0.25. Results are shown at z = 0 in the
WMAP7 CDM simulations for one realisation each of the same
three configurations as in Figure B1. See text for a discussion.
show the result of randomly downsampling the halo catalog
for each mlim by a factor fd = 0.25; these are well-described
by the fitting function in equation (B2).
Relative to the downsampled curve, the results for the
upper and lower quartiles of the assembly variables show
trends consistent with known results on assembly bias. In
particular, halo populations with higher (lower) asphericity
or spin have larger (smaller) values of σVVF than randomly
sampled haloes with the same number density, consistent
with the fact that these populations also have higher (lower)
values of large-scale bias (e.g., Faltenbacher & White 2010;
Ramakrishnan et al. 2019). Figures B1 and B4 show, how-
ever, that the effects of downsampling and splitting by an
assembly variable can be very degenerate (a case in point
being the σVVF curve for the upper c/a quartile which is,
coincidentally, nearly identical to the all-halo result). This
highlights the need for caution when interpreting the results
of, both, analyses aimed at understanding halo assembly
effects in galaxy evolution as well as cosmological analyses
that might be contaminated by assembly effects.
APPENDIX C: LINEAR BIAS ESTIMATOR
In this Appendix, we construct a least squares estimator
suitable for the estimation of linear halo-by-halo bias which
improves upon the estimator presented by Paranjape et al.
(2018a).
Consider a general situation in which a sample of Nh
haloes in a volume V is being used to estimate their mean
linear bias b1. We are eventually interested in the limit in
which Nh = 1. Denote the measured halo-matter cross-power
spectrum in bins of wavenumber k as P×(k), the correspond-
ing matter auto-power spectrum as P (k), and their respective
variances as σ2×(k) and σ
2(k). For simplicity, in the following
we will assume that these measurements are uncorrelated,
although this is not exactly true. We also suppress the k-
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dependence of individual terms below. It is then easy to show
that the estimator
bˆ1 =
∑
k wkP×∑
k wkP
(C1)
minimises the statistic χ2 =
∑
k (P× − b1P )2 /
(
σ2× + σ
2
)
,
provided the weights wk are given by
wk = P/
(
σ2× + σ
2) . (C2)
In the limit of Gaussian errors, Smith (2009) shows that the
variances σ2 and σ2× can be approximated by
σ2 ' 2P
2
Nk
+O
(
1
Ndm
)
σ2× ' 1
Nk
(
PhhP + P
2
× +
PV
Nh
)
+O
(
1
Ndm
)
, (C3)
where Nk is the number of k modes in the bin, Phh is the halo
auto-power spectrum and Ndm is the dark matter particle
number.
In the limit where the halo sample is large, i.e. Nh  1,
we have
σ2 + σ2× ' 1
Nk
(
P 2× + 2P
2 + PhhP
) ' #P 2
Nk
, (C4)
where # is a number of order unity related to the halo bias
of the sample. This leads to wk = Nk/(#P ) so that
bˆ1 =
∑
kNkP×/P∑
kNk
, (C5)
which is the same as used by Paranjape et al. (2018a).
The situation at hand, however, has the opposite extreme
of Nh = 1. In this case, we get
σ2 + σ2× ' 1
Nk
(
P 2× + 2P
2 + PhhP + PV
) ' PV
Nk
, (C6)
where, in the last approximation, we used the fact that
PhhP, P
2
×, P
2  PV for nearly all k in typical cosmologies
when V & (100h−1Mpc)3. This leads to wk = Nk/V , so that
bˆ1 =
∑
kNkP×∑
kNkP
, (C7)
which is the estimator used in this work and which we advo-
cate for all future analyses involving halo-by-halo bias. We
have verified that using this estimator does not change any of
the conclusions of Paranjape et al. (2018a) or Ramakrishnan
et al. (2019).
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