INTRODUCTION
The "orbit method" for a Lie group G with Lie algebra g associates unitary representations of G to suitable orbits of G on g*, the dual of g. In reasonable cases, these representations are generally obtained by some form of "induction," starting from a polarization h for the orbit. The purpose of this paper is to study the representations obtained when lj is totally complex, not necessarily positive, and G is solvable (generally nonunimodular). We obtain both positive and negative results. On the positive side, we show that such "harmonically induced" representations are in principle computable, and we actually carry out the computations for one non-trivial example, G = N2,,+ I >a R; , the semidirect product of the Heisenberg group N,, + i of dimension 2n + 1 by a one-parameter group of dilations. (This G is the "AN-group" of the Iwasawa decomposition of SU(n + 1, l), n 3 1.) To some extent, these harmonically induced represen-tations behave as in the better-understood nilpotent [17, 19, 231 and semisimple [25, 261 cases. We also collect together in Section 2 a number of general vanishing and non-vanishing theorems valid for harmonically induced representations of completely arbitrary Lie groups. These results are not particularly original but they seem not to be widely known.
On the negative side, however, we find several new kinds of "pathology" not present in the more familiar unimodular cases, The Lie algebra cohomology groups associated to "formal harmonic spaces" turn out to be generally infinite-dimensional and non-Hausdorff. This means that the calculation of harmonically induced representations cannot be reduced to purely algebraic calculations, and the spectral sequences for Lie algebra cohomology that are so useful in the semisimple and nilpotent cases turn out to be useless for our purposes in the solvable case. Hence it is necessary to make direct analytical calculations, which seem hopelessly difficult unless G has a particularly simple structure. Worse still, there is a new surprise in the theory: it is possible for a harmonically induced representation to be not only non-irreducible but even of infinite multiplicity. This implies that the restriction of unimodularity in the L2-index theorem of Connes and Moscovici [6] is not just a technical convenience-in fact, there can be no such theorem when G is non-unimodular. (This initially came as a bit of a shock, since one of us had spent several months with Henri Moscovici in 1979, trying in vain to extend the Connes-Moscovici results, if only in a weak way, to the case of non-unimodular solvable groups!)
From one point of view, then, our results consist basically of counterexamples. However, conversations with Nolan Wallach, Dan Barbasch, and David Vogan have shown us that our results for the "AN-group" of SU(n + 1, 1) lit in very nicely with the general theory of the discrete series on semisimple groups associated with hermitian symmetric spaces, and in fact could also have been obtained this way. A brief discussion of this other method of proof is given in Section 4. However, complete details, together with a more general analysis of the restriction of unitary representations of semisimple Lie groups to a maximal split solvable subgroup, will be the subject of another paper (with different authors).
Let us say a few words about our notations. Lie groups are denoted by capital Roman letters, and their Lie algebras by the corresponding lowercase Gothic letters. If V is a real vector space, V* denotes its dual and V, its complexitication. Theorems, propositions, definitions, remarks, and formulas are all numbered with a single numbering system, consecutively in each section. Our main result is Theorem 3.8, but this depends on concepts developed in Section 2 and the earlier part of Section 3. Another proof of the same theorem is outlined in Section 4. Theorems 2.8, 2.15, and 2.20, though really only translations to our context of known results, may be of independent general interest.
THE GENERAL THEORY OF HOLOMORPHIC AND HARMONIC INDUCTION
Suppose G is a Lie group with Lie algebra g and fe g* is an integral linear functional, i.e., there exists a unitary character x of the stabilizer G(f) off, with dx = if: Let Ij be an invariant polarization forf, which means that:
(2.1) h is a (complex) Lie subalgebra of gc and flCh,h, =0 (we extendf from g to gc by complex linearity).
(2.2) h is maximal isotropic for the alternating bilinear form B/=f( [ . , . I), i.e., (2.1) holds and dim,h=(dimg(f)+dimg)/2.
(2.3) h + lj is a Lie subalgebra of gc, necessarily of the form e,, for some Lie subalgebra e of g.
(2.4) ("Invariance") Ad,,(G(f )) maps h into itself. We shall also need one other technical condition which is satisfied in all conditions of practical interest, namely, (2.5) The groups D = G(f) exp(hng) and E= G(f) exp(e) are closed in G.
The character x is not necessarily uniquely determined byf, although it will be if G(f) is connected (and in this case (2.4) is automatic). In any event, a choice of x determines an induced line bundle 6pX on G/G(f), and from this line bundle, together with the extra structure given by the polarization lj, one would like to construct a unitary representation of G, preferably irreducible. (Caution: Even when this is possible, the unitary representation so obtained will not generally be associated, in the sense of [9] , to the coadjoint orbit off: Instead, it will belong to the orbit of an admissible, but not necessarily integral, functional obtained from f by a certain shift. But for present purposes we do not need to worry about this point.)
When h is real (i.e., h = Ij), it is clear how to proceed: one extends x to a character of D = E= G(f) exp(g n h) and takes the unitarily induced representation of G. In the presence of the "Pukanszky condition," one expects the induced representation to. be irreducible, and in any event it is certainly non-zero.
We shall -be concerned, therefore, with the opposite case which occurs when fj is totally complex, i.e., e = g. The general case reduces to this anyway, since assuming by (2.5) that E= G( f) exp(e) is closed in G, the normal procedure for obtaining a unitary representation of G is first to construct a unitary representation of E, then to induce unitarily. Of course, h is a totally complex polarization for fl e. So we assume henceforth that, h is totally complex, i.e., (2.3) is replaced by (2.3') b+b=gc.
Then D = G( f ) and E = G so that (2.5) is automatic. Also h defines a leftinvariant almost-complex structure on the complexified tangent bundle of G/G( f ) which is closed under Lie brackets (since fj is a Lie subalgebra of gc), hence integrates to a G-invariant complex structure on G/G(f). We choose this structure so that h corresponds to the anti-holomorphic tangent vectors. Then because of condition (2.1), the line bundle TX acquires a Ginvariant holomorphic structure. It is easy to see that S,-(y, x) = Sr(x, y) and that the radical of S, is exactly g(f)e, the complexified Lie algebra of G(f). Thus S, defines a nondegenerate hermitian form on h/g(f)c.
The polarization is said to be positive if and only if the form S, is positive definite on h/g(f )e (or positive semidefinite on h). More generally, the negativity index q(lj,f) is defined to be the dimension of a maximal subspace of h/g( f )c on which S, is negative definite. Clearly h is positive if and only if q(ij,f) = 0. Positivity of the polarization h corresponds geometrically to positivity of the line bundle Y, for the holomorphic structure defined by h, or to G/G(f) being a Kahler manifold (for the complex structure defined by $ and the symplectic structure defined by Bf).
2.7. The simplest way to try to construct a representation of G from the pair (x, h), where x is a character of G( f ) with differential if and h is an invariant totally complex polarization for f, is the process known as holomorphic induction. As is well known, this process is sufficient for the "geometric realization" of the irreducible representations of connected type I solvable Lie groups [4] , of compact connected Lie groups, and, more generally, of connected type I Lie groups with cocompact radical [15] . However, it does not suffice for the geometric realization of the discrete series of semisimple Lie groups (except in the exceptional case of groups locally isomorphic to a product of copies of SL(2, lR)Fthis was the principal motivation for the study of harmonic induction, which we shall define later.
The holomorphically induced representation obtained from (x, IJ), which we shall denote 7c"(x, 9) (or ~"(f, t,) in case G( f ) is connected), is defined to be the and extend R to gc by complex linearity. For cp E X0(x, b), thought of as a function on G, (cpl is constant on left cosets of G( f ), hence fG,G(,J 1~1 2 dp makes sense if dp is a G-invariant measure on G/G( f ). (Such a measure exists and is unique up to a scalar multiple, since we may pull back the canonical measure on the coadjoint orbit G .J) For purposes of defining no, it would suffice to consider the abstractly defined Hilbert space completion of the above space of analytic functions; however, the space is already complete since the minimal and maximal domains of the aoperator coincide.
A famous theorem of Blattner [5, Corollaries to Theorem 41 and of Kobayashi [ 13] ', the idea of which may be traced back to Harish-Chandra [ 111, asserts that if G is connected and X0(x, 5) # 0, then K'(x, b) is automatically irreducible. Unfortunately this is of little help if one can't decide when %'(x, 8) # 0, so it is quite useful to know the following necessary condition. This result has been part of the folk literature for over a decade, and implicitly it plays an important role in motivating the study of positive polarizations in [4] . However, we have never seen this theorem in print, and since it is not as well known as it should be, we include the proof here. No claim is made for originality; in fact the proof is merely an adaptation of the argument of [ll, Lemma 181 to a more general setting. THEOREM 2.8. Let G be any Lie group andf, fj, x as above. Assume that X0(x, b) # 0. Then the polarization b is positive (for f). ' Kobayashi's theorem at first seems different from Blattner's, since it is formulated in terms of holomorphic n-forms rather than holomorphic sections. But one can easily pass from one to the other (changing the bundle, of course) if G/G(f) has a G-invariant hermitian metric. We return to this point later.
Proof The salient feature here is that Z"(x, h) has a "reproducing kernel." More specifically, if 2 = X0(x, h) # 0, then this space consists of realanalytic functions on G, and by the Cauchy estimates, the functionals that evaluate such functions at points of G are continuous (for the Hilbert space topology). Then since any Hilbert space may be identified with its dual, there exists q. E 2 such that for all cp E 2, <% cpo> = cp(l)> where 1 is the identity element of G. Furthermore, .Z # 0 implies that 'p. # 0 (since if rp # 0, some translate of cp doesn't vanish at 1).
Let S, denote the space of P-vectors for n'(~, h) in Z'. Then cpo E XY (in fact, cpo is even an analytic vector), since for cp E 2 and s E G, we have hence SH rc(s) cpo is weakly real-analytic. Now let XE~, (PE&'~. We have
hence for XE h, we have (denoting by drt also the complexification of the derived representation of g)
hence (since dn is skew-adjoint on the real Lie algebra)
Since cp was arbitrary in -X,, this shows
for XE h.
Again let XE h. We have (2.9) In case fJeCTj is not identically zero, this finishes the argument, since we may apply (2.12) to a vector subspace V of h such that VG kerf and b = g( f ) 0 V (as vector spaces). Otherwise, (2.12) at least shows S, is positive on lj n kerf, which will be of codimension 1 in h. Choose XE h withf(X) = 1. Using (2.9), (2.10), and (2.1 l), we have Since (cpo, cpo) > 0 and <, > must be positive definite on the linear span of &r(X) q. and &c(x) cpo, the determinant of must be positive, i.e., SAX, X) > 0. This completes the proof in the second case. 1 Remark 2.13. The converse of Theorem 2.8 is certainly false; positivity of h for f does not imply X0(x, h) # 0. The actual conditions for nonvanishing of rr" tend to be complicated (see [ 11, Theorem 3; 24 , Theorems 4.26 and A.12; 10; 28]), and involve the detailed structure of the group G and the polarization h. Nevertheless, it is a general phenomenon, which is hard to make precise (but see Theorem 2.15 below), that rc" will be non-zero provided lj is "sufficiently positive" for f, or that h is positive not only for f but also for some shift off involving the root structure of g and h. In fact, if one is willing to make this shift slightly larger than necessary, non-vanishing results for no of exponential groups become fairly easy [21] . We shall state a non-vanishing theorem of this type valid for arbitrary Lie groups.
Before formulating the partial converse of Theorem 2.8, it is useful to introduce one additional notion. DEFINITION 2.14. If h is a totally complex invariant polarization for fog* (satisfying (2.1) (2.2), (2.3') and (2.4)), we say Ij is a metric polarization if one has (2.5') Ad,,,, r,G( f ) is compact. This is equivalent to assuming there exists a G-invariant Riemannian metric on G/G(f), or even a G-invariant hermitian metric (for the complex structure defined by h).
Note that if h is positive, it is automatically metric, since G(f) maps h into itself by (2.4), and S, is a G(f )-invariant hermitian inner product on h/g(f) (which can be used to define an invariant hermitian metric on G/G( f )). In this case, as we said before, G/G( f ) even carries a G-invariant
Very little is known about how to construct unitary representations of G from the totally complex polarization h if condition (2.5') is not satisfied. Theorem 2.8 shows that holomorphic induction yields nothing for nonmetric polarizations, and "harmonic induction" can't be defined either. In fact, the only positive results we know of on non-metric polarizations are those of [22] and [ZO] . All the polarizations we consider in this paper will be metric.
A natural alternative to holomorphic induction is to consider L2 ProoJ Modulo the conversion between holomorphic sections and holomorphic (n, 0)-forms discussed above, this is just a special case of [27, . In other words, this amounts to the generalization of a famous theorem of Kodaira to the case of non-compact complete Kihler manifolds, using L2 estimates for the 3 operator. See also [7] for much of this theory. 1 
. is non-trivial but has all elements of infinite order, let D, be the inverse image of a cyclic subgroup and let D, be a subgroup of finite index. Either way, the argument above gives a contradiction. 1 Remark 2.18. Theorem 2.17 reflects several well-known facts in Lie group structure theory. Coadjoint orbits of connected compact groups, or regular elliptic orbits of connected semisimple groups, always have connected stabilizers. In fact if we strengthen the "metric polarization" condition (2.5') to state merely (2.5") Ad G(f) is compact, i.e., G(f) is compact modulo the center of G.
then rr"(x h) if non-zero will be square-integrable modulo the center of G, and connectedness of G(f) reflects the structure theory for groups with such representations [2, 31.
So far we have only considered holomorphic induction. If h is an invariant metric polarization for f which is not necessarily positive, one can more generally define "harmonically induced" representations in the sense of [25, 17-19, 12, etc.] . DEFINITION 2.19 . Suppose G is any Lie group, fe g* is integral with associated character x, and h is an invariant totally complex metric polarization for J i.e., satisfies (2.1), (2.2), (2. where a is defined with respect to the complex structure defined by h, and a*, its formal adjoint, is defined using a G-invariant hermitian metric on G/G(f), which we fix once and for all. The metric also defines the notion of an L* form. This metric is not unique, but by [ 121, the equivalence class of nk(x, h) is independent of the metric chosen. Once again (see [ 183 and [12] for details), ellipticity of the &complex ensures that we may work only with smooth forms and still get a complete Hilbert space; all distributional solutions of the equations 3~ = 0, a*~ =0 are C" by elliptic regularity. Also there are no domain problems for our unbounded operators since the minimal and maximal domains of 8 coincide.
Formal curvature calculations suggest that just as rr'(x, h) tends to be non-zero exactly when h is positive, rc'(~, h) should be non-zero exactly when k=q(t),f) ( recall the definition of the negativity index in 2.6). Furthermore, one would again hope nk(x, h) is irreducible, or at least finitely decomposable, when it is non-zero. In fact, both of these statements are false in general, although they are true under some circumstances. For instance, as an accompaniment to Theorem 2.15, one has the following "vanishing theorem." See [27] or [7] . A more group-theoretic formulation of what is essentially the same argument may be found in [16] ; the restriction of nilpotence of G there is not particularly important. Results analogous to Theorems 2.15 and 2.20 are also proved in [8] . 1 More generally, the same sorts of arguments would appear to give the following result. We record this as a "statement" rather than a "theorem" since we have not checked all the details in the non-positive case, except to the extent that they may be found in [16] . Two questions that we have not been able to answer are the following. In order to obtain more precise results than those in Section 2 above, it is necessary to make some assumptions about the groups G, linear functionals f, and polarizations h which we will consider. To provide a reasonable motivation for our calculations, we first remind the reader of the results in the semisimple and nilpotent cases.
Although, historically, the situation for semisimple groups was worked out before that for nilpotent groups, we begin with the nilpotent case since the results are easier to state. Various cases of the following theorem were first worked out by Carmona, Satake, Okamoto, and Moscovici and Verona. The result is as pretty as one could hope for. The semisimple case is similar except for a certain shift which already occurs in the compact case (Borel-Weil-Bott Theorem). Once again, many special cases of the following theorem were worked out before the definitive result was proved by Schmid. Some of the names involved were Bore1 and Weil, Bott, Kostant, Okamoto and Narasimhan, Hotta, and Parthasarathy. The hypothesis that G be a linear group, which one finds in Schmid's paper, is not in fact necessary. Since the theory of harmonic induction from a compact subgroup of a unimodular Lie group is largely complete, we wish now to attack the nonunimodular case. Our methods would in principle work in much greater generality, but for reasons that will become apparent shortly, the calculations involved rapidly get out of hand except for the simplest groups. We therefore restrict attention to the same sort of groups considered in [24] . In other words, we assume for the rest of this section that the following holds. The open-orbit assumption guarantees that Gd, the set of equivalence classes of square-integrable irreducible representations (or "discrete series") of G, is non-empty. This coupled with the algebraicity implies that the Plancherel measure class of G is supported on G,, and that this is a finite set. (In fact, the union of the open orbits of G in g* is Zariski-open, and the complex adjoint group of G acts transitively on this open dense set.)
We shall always assume that f E g* is chosen in one of the open orbits, hence that G(f) is trivial, and that f admits a totally complex polarization h. Obviously, conditions (2.4) and (2.5') are automatic, so that rrk(L h) is well defined for 0 < k < dim,G .f = (dim G)/2. We remind the reader that large numbers of interesting groups satisfying these conditions may be obtained by taking the "AN-group" of the Iwasawa decomposition KAN of the automorphism group of a hermitian symmetric space of non-compact type. In this case there is a "standard" choice of h corresponding to the complex structure on the symmetric domain. For details and the structure theory of a larger class of solvable groups satisfying our conditions, see [ We have used the following notation: & is the Hilbert space on which rc acts, ti is the contragredient representation on z$, (JY,)~ is the Frechet space of P-vectors for 5, and A = tr ad is the differential of the modular function of G. Also is the coboundary operator for the standard complex that computes the Lie algebra cohomology of an h-module M, applied here to M= (%),@a=,+,,* (the second factor being a one-dimensional module on which h acts by the indicated linear functional). 6* is the formal adjoint of 6, and Rk(lj, M) is the "Hausdorhification" of the Lie algebra cohomology Hk(b, M), i.e., Rk(lj, M)= ker(b: M@nkh* -M@/lk+lh*)/ cl im(6: M@nkP'h* -+ M6J/ikh*).
Note that 6 is a continuous linear map from one Frechet space to another, but a priori, its image may not be closed.
Proof
Since Pk( f, h) is a G-invariant subspace of L'(G)@ Akb*, it is obviously quasi-contained in the left regular representation of G, and so we have a G-equivariant Plancherel decomposition
We now follow the method of Schmid [25] for analyzing the space of intertwining operators How&G =@U b)), as extended to the case of more general groups by Moscovici and Verona [17] , Penney [18] , and Hersant [12] . The one thing that is new in our case is the adjustment needed to take into account the non-unimodularity of G. This results from the fact that holomorphic sections cp of 9x are defined (recall (2. The rest of the details, including the coincidence of the three possible definitions of X"(C,f, h), are in [12, Sect. 51. I Remark 3.6. In the semisimple and nilpotent cases, the Lie algebra cohomology groups analogous to our Hk(h, (X*), @ C,,,,,) were computable with the help of the Hochschild-Serre spectral sequence, and turned out to be finite-dimensional, hence a fortiori already Hausdorff (by the closed graph theorem). This is not always the case here, as the following example illustrates. In accordance with (2.21), n"(f, h) is non-zero exactly when k = q(t),f ), provided that Ial > 1. However, for a "small" there is some anomalous behavior. Furthermore, although in this case R'(Ij, M) always has dimen- We are now ready for our main calculation, which involves another rather special group. For the moment the example may seem somewhat ad hoc, though we found it very instructive. Our methods will be strictly classical for the moment, although we shall give another interpretation of the theorem in Section 4. Thus the results are again consistent with (2.21) for jell > n + 1, although the anomalous behavior for 1~1 small is now much more marked. One also finds as in (3.7) the pathology of non-Hausdorff Lie algebra cohomology.
Proofof (3.8) . As before we use (3.5) and calculate Xk(ZE,f, h) for all possible values of k and for E = + 1. It is the interpretation of the formal harmonic space as (ker 6) n (ker 6*) which is most effective here. The calculation when k = 0 or k = n + 1 is fairly simple; all the other cases are much harder but ultimately come down to the same equations, so we shall discuss the case k = 1 in detail and then indicate what modifications are needed to treat the cases 1 <k < n + 1.
A simple calculation gives A = (2n + 2) H'. Thus on the module M=(~E)ooOc~~+,,,=(~_~),o@,,*+,,~,,,*~CaO(IWn+'), the action of h is given by j = l,..., n. We omit discussion of domains and proceed formally, since by the theorem in [ 123 that the minimal and maximal domains of (6 + 8*)2 coincide, any form in (ker 6) n (ker 6*) which is C" and L2 will in fact be in Sm @ n*h*.
First note that ker J, (in L2), for j> 1, will be non-zero if and only if E>O. Thus X"(7i _, aZ*, 5) = 0 for all a, and dim Z"(ti + , aZ*, 6) = 1
is an L2 function of (to, t 1 ,..., t,)
oa>n+l.
The calculation of X" + '(f, h) is similar, although one must remember that the formula for S* in top degree involves a term that depends on the brackets in h. (Our h is nor commutative, unlike the situation in (3. 
is an L2 function of (to, t, ,..., t,)
oacl.
Hence iF+yf, l))rO ifa> 1, kzlL ifa< 1.
Next we compute X*(72+, aZ*, h). Now M@A'h* consists of elements of the form o,@~+u,@~+ ... u,,@z. Since the only non-trivial brackets in h involve Jo, Here the operators J,, Jj* are given by (3.10) and (3.11). To simplify Eq. This converts the system (3.12) to the system Kyouo+ "'GV,=O, Kjvk = Kkvi, j, k = 0 ,..., n.
(3.14)
Recall once again that we are looking for solutions with v,,,..., v, E L*([W"+ '). Using the fact that we now have the variables separated (K, involves only tj), we may apply each K, in turn to the first equation in When E= -1, uo=cpo(to)e,(t,)...e,(t,) (for some fixed r ) uj=cP,(tO)e,(t,)"'e,+,(ti)"'e,(t,), 1 <jdn, (5)=01 (3.20) where b = c( -n and a = (r + 1) n/2. We are interested in solutions with 'p, E L'(dQt). Equation ( with b = n -CI and with a = (r + 1) n/2. Once again, one of the two linearly independent solutions will give a 'p, with exponential growth as 5 + co, so that up to a constant, we must have (p,(t) = ept/2(pb12 joa e -SsSu'-b-l(l +s)-o-l ds (3.22) (this converges if we take r, hence a, sufficiently large), or a similar expression for u small. When (In computing YY, we would let K, = ecro(Jo -k).) This changes the system (3.23) to the system one would have if the algebra h were commutative. As before the variables can be separated, and we have to look for eigenvectors of K,G and K$K, which are in L* (as functions of to) and have negative eigenvalues (for these formally positive operators). One obtains the same equations as before, except for the shift due to the difference between (3.24) and (3.13) . In other words, we find 7rk(aZ*,t))zwX+@cw71~ ifn+l-k<a<n+2-k, =O otherwise, which is the assertion of the theorem. 1
CONNECTIONS WITH THE THEORY OF THE DISCRETE SERIES FOR SEMISIMPLE LIE GROUPS
Although Theorem 3.8 may seem quite mysterious from the point of view of the representation theory of solvable Lie groups, it has a nice interpretation if we bring semisimple groups into the picture. For purposes of this section, it will be easiest if we alter the notation of Section 3 and instead assume HYPOTHESIS 4.1. G is a connected, simply connected, simple Lie group, K a maximal Ad-compact subgroup, such that GJK is a heimitian symmetric space of non-compact type. Note that the center Z of G will be infinite, so that K is non-compact; however, K/Z is maximal compact in G/Z. Let G = KAN be an Iwasawa decomposition of G and let S = AN.
By a theorem of C. Moore, S will have open coadjoint orbits on 5*, the dual of its Lie algebra. Also, rk G = rk K, so G will have a relative discrete series G, of irreducible unitary representations square-integrable modulo Z. However, since Z is infinite, this discrete series will in fact be "continuous" (think of the universal covering group of SL(2, W)).
Because of the Iwasawa decomposition G = SK, S acts simply transitively on the hermitian symmetric space G/K. In this way, the open coadjoint orbits of S (which as manifolds may be identified with S or G/K) acquire a canonical invariant complex structure, which may be interpreted as being given by a totally complex polarization. (For details of all of this, see [24, Sects. 1.6 and 5, and Appendix].) Let f-, be the specific element of a* constructed in [24] , and let h be the associated positive totally complex polarization for it. We wish to study the representations ~?(a&, h) of S for CI E R\(O). In fact, Theorem 3.8 deals with precisely this situation, when G/K is the unit ball in Vf' and G is the universal covering group of SU(n + 1, 1).
We note now that via the identification of S.fO with G/K (as homogeneous complex manifolds), the line bundle 9x associated to x = e'f f = orfo, may be identified with the homogenous line bundle on G/K induced by a character II/, of K. (It was to make this true without an annoying integrality restriction on a that we took G and K to be simply connected.)
It is now clear that nk(orfo, h) is just the restriction to S of the natural unitary representation of G on L2 harmonic (0, k)-forms with values in this bundle. In other words, the problem of computing nk(afo, h) is equivalent to the problem of computing the kth harmonically induced representation of G from I+!,, but restricted to S. Thus if p is the parabolic subalgebra of gc defining the anti-holomorphic tangent vectors on G/K, This relationship can be exploited in two ways. When $(afO, Q) is computable, (4.2) gives necessary and sufficient conditions for non-vanishing of x",($~, p). When k = 0, this was used in [24] to recapture the results of Harish-Chandra [ 111 on the holomorphic discrete series. Our Theorem 3.8 does essentially the same for certain representations of SW).
However, since harmonic induction for semisimple groups is already well understood by Schmid's theorem (Theorem 3.2 above), whereas the calculations of (3.8) become unmanageable even for G = Sa (corresponding to G/K = the Siegel upper half-space of complex dimension 3), it is more effective to use the correspondence in the other direction. Let g, be the elliptic element of g* corresponding to& so that z&g,, is the differential of $,. Since all of K stabilizes g,, (3.2) does not apply directly, but we may use Remark 3.3(b). This yields THEOREM 4.3. Let t be a Cartan subalgebra off, the Lie algebra of K, and choose positive systems of roots P, E PO for the roots A, and A oft, in f, and gc, respectively, so that p contains none of the root spaces for P, = P,\P,.. Let p0 be half the sum of the roots in P,. Then if iag, + p. is singular, I&+=, p) =0 for all k. Otherwise, x:($~, p) will be non-zero for exactly one value of k, namely, # (/I E P, 1 (iag, + pO, p) > 0}, and will be the representation in G, with Harish-Chandra parameter iugO + pO.
Proof: We merely indicate how this follows from (3.2) and (3.3)(b). By Borel-Weil-Bott, if b is the Bore1 subalgebra of gc containing t, and the root spaces for -P,, n:(@g,,, b n f,) will be 0 in degrees k > 0 and will be just II/, in degree 0. So by "harmonic induction in stages," nk,(ag,, b)g x",($,, p). By Schmid's theorem, 7cz(ag,, b) will be zero for all k if iag, + p0 is singular, and will be the appropriate discrete series representation,in degree k = q(agO -ipO, p) otherwise. Since p is positive for g,, this is easily seen to be the indicated number of roots. 1 (iug,+p,,~>>O}. EXAMPLE 4.5. Let G = s-i, n 2 1, and let S be the group of (3.8). In the notation used there, fO = Z*. We have K= U$??)Z SU(n + 1) x [w. In this case P, has n + 1 simple roots p1 ,..., /?,+ 1, with all but the last one in P,, and Pn={Bn+*,Bn+l+Bn,...,Bn+,+Pn+ ... +a,>.
We may normalize the inner product so that (bj, pi) = 2, (pi, pi+ I) = -1, (pO, flj) = 1. Then ig0 restricted to t is perpendicular to PI,..., P,, and (igo, Pn+l> = -1, so that ( &70+p0, i: Pn+l-j > =(icrg,,/?,+,)+k+l=k+l-cc. j=O Thus &Jolfo, lj) vanishes for all k if c1 E { 1,2,..., n + 11, and otherwise is non-zero in exactly the degree given by (3.8)(b).
We have now explained parts (a) and (b) of Theorem 3.8, and shown how they generalize to other hermitian symmetric spaces, but it remains to explain the mysterious aspect of (3.8)(c), namely, the appearance of harmonically induced representations which are not only non-irreducible, but equivalent to the regular representation of S! The underlying principle here was explained to us by Nolan Wallach, and will be discussed and generalized in another paper. Since the methods required for the proof of the following theorem involve a deep understanding of semisimple groups, and have almost nothing in common with the techniques of this paper, we shall illustrate the statement but say very little about how it is proved. THEOREM 4.6. Let G and S satisfy Hypothesis 4.1, and let 71 E G,. Then if 71 is holomorphic or antfholomorphic, 7~1 s is offinite multiplicity. However, if 71 is neither holomorphic nor anti-holomorphic, ~1 s has infinite multiplicity (i.e., contains some u E 3, with infinite multiplicity).
Remarks 4.7. Let us at least define the terms in the statement and see how it applies to the situation at hand. Any n1 E G, has a Harish-Chandra parameter 1 in the weight "lattice" of t as above, and 1 is regular. (The word "lattice" is slightly misleading since K contains a copy of R, hence we really have a product of a lattice with a line.) Having ordered the roots as in (4.3), we may assume 1 is dominant for P,. Let PA = {PEA 1 (2, fi) > 0). Then Pn is a new positive system for A and, by assumption, P, Z? P,. If PA = P, u ( -P,), we say 7c is holomorphic. This is equivalent to saying that x~E.~~,((A -p,)/i), b). (Note that P, u (-P,) is indeed a positive system since if y, 6 E P,, y + 6 is not a root, and if y E P, and 6 E A,, y + 6 either lies in P, or is not a root.) Similarly, x1 is said to be antiholomorphic if Pn = PO. This implies nlg rcG IPJ((J -po)/i, b); equivalently, rc is holomorphic for the opposite complex structure on G/K. Among discrete series representations, the holomorphic and anti-holomorphic representations are unusual in (a) being particularly easy to realize geometrically, since they come from holomorphic induction, and (b) being particularly "small" in having a rather "narrow" set of K-types. One may characterize them algebraically by the property that y,S~P~nA,,*y+d is not a root.
That rcIS is irreducible when 7c is holomorphic or anti-holomorphic follows immediately from (4.2) and the Blattner-Kobayashi Theorem (applied to S). However, showing that nlS has infinite multiplicity in the other cases requires making precise the difference in "size" between holomorphic and non-holomorphic representations. A nice way of viewing (4.6) is in terms of the orbit method, since the restriction of rc to S has something to do with the geometry of the projection of the coadjoint orbit of l/i from g* to 5*.
We conclude by applying (4.6) to Example 4.5, thereby recovering the last part of Theorem 3.8. If cc>n+ 1, then x",(L&, h)rnO,(IC/., p)lS is the restriction of a holomorphic representation, and so is irreducible. If a < 1, then n;+' (afo, h)~?rr~'($,, p)lS is the restriction of an anti-holomorphic representation, and again is irreducible. But if 1 < a < n + 1 and a is not an integer, then with 3. The positive system contains two non-compact roots whose sum is a root:
/=O j=O so z;+ l-[al(afo, f)) is th e restriction of a discrete series representation of G which is neither holomorphic nor anti-holomorphic, hence has infinite multiplicity by Theorem 4.6.
