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ABSTRACT 
In this thesis, a new individual-based approach to explore the relationship 
between socioeconomic status and mortality rate is proposed. Unlike other 
approaches, we will not explicitly define the socioeconomic class of individuals. 
Instead, several socioeconomic variables are considered simultaneously to explain 
the mortality rate of people with different characteristics. The cancer mortality in 
Hong Kong will be studied to illustrate the use of this approach. Data from the 
1991 census and registered death data from 1991 to 1995 in Hong Kong will be used 
to provide information for analysis. In order to obtain a data set which has a full set 
of variables needed for modeling, multiple imputation is considered. Procedure for 
combining results from imputed data sets and method of diagnostic check are 
considered. Finally, models are fitted and are used to compare mortality of different 
causes of death. The findings from our study are consistent with those from other 












1 Introduction 1 
1.1 Mortality and Socioeconomic Status 1 
1.2 Research Plan and Difficulties Encountered in the Study 4 
2 Imputation and File Merging 8 
2.1 Structure and Contents of Data Sets 8 
2.2 Imputation of Missing Values 14 
2.3 Merging Data Sets 22 
2.3.1 Merging Death Data and Census Data 22 
2.3.2 Merging Two Census Data Sets 29 
i 
2.3.3 Final Data Set Used in Modeling 31 
3 Model ing and Estimation 33 
3.1 Discrete-Time Hazard Function Analysis 33 
3.1.1 The Hazard Function 34 
3.1.2 Logistic Regression 36 
3.2 Application of Discrete-Time Hazard Model on the Death Data Set 37 
3.2.1 Preparing the Person-Period Data Set 38 
3.2.2 Modeling the Person-Period Data Set 41 
3.3 Combining Results from different imputed data sets 47 
3.4 Estimation of Cell Probabilities 51 
4 Model Adequacy Checking 52 
4.1 Th(^  D(^fiiiition of Residuals in Multiple Iinputatioii 52 
4.2 R(^ si(lual Analysis of Tlic Caiicrr Mortality M()(k>l 59 
5 Conclusion g3 
ii 
5.1 The Cancer Mortality 63 
5.2 Competing Risk 68 
5.3 Discussion 72 
Appendix A: Coding Description of District 75 





1.1 Mortality and Socioeconomic Status 
In many studies of mortality, it is common to study the effect of (social class’ or 
'socioeconomic status，on the mortality rate. Generally, there are two approaches. 
In the region-based approach, districts are treated as basic units. For each ba-
sic unit, a mortality rate and several socioeconomic variables are observed. The 
relationship between the mortality rate and the socioeconomic variables of the 
districts is studied. Wong and Donnan (1992) used five variables: percentage 
of professional and administrative workers; percentage of production and agri-
cultural workers (including fishery workers); percentage of persons aged 15 and 
over having tertiary eduction; percentage of households with income equal to or 
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greater than HK$10,000 per month; and percentage living in private residential 
blocks to define the socioeconomic status of a district. They made use of factor 
analysis to combine the variables in the various district in terms of one factor 
which is used to reflect the social classes of districts. Moreover, standardized 
mortality ratios for districts were computed. Then linear correlation regression 
technique was used to express the relationship between standardised mortality 
ratio and the factor score. Such correlation coefficients were used to reflect the 
relationship between the socioeconomic status and the mortality rate. 
The other approach is individual-based. In this approach, each individual 
is taken as a basic unit. Such units are classified into several socioeconomic 
class. Then, the mortality rate in each class is computed. By comparing such 
rates, the trend of mortality rates across different socioeconomic classes can be 
studied. The study of Marmot, Kogevinas, and Elston (1987) used occupation 
to classify each person into different social classes in England and Wales. Then, 
the mortality rates for different classes were computed and iised to reflect the 
relationship between socioeconomic status and death rates. In another study of 
Marmot (1986), 17,530 civil servants, working in London, were examined. The 
grade of employnient were used to classify their socioeconomic status. After ten 
yeai,is of follow up, the mortality in ten years were recorded and used to compare 
the death rates of people with different socioeconomic status. 
The disadvantage of the first approach is that it cannot reflect the individ-
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ual effect on mortality rate. Obviously, within a district, people with different 
characteristics should have different mortality rate. Using one score to reflect 
the social status of all people in a district may be inaccurate. Moreover, it may 
be difficult to construct a social class index from many socioeconomic variables. 
Factor analysis may be a good approach to do so. However, if too many factors 
are needed, the interpretation may be difficult. 
The second approach also has weaknesses. Firstly, it is costly to carry out 
a survey like Marmot (1986). Secondly, the definition of socioeconomic class is 
difficult. In the study of Marmot, Kogevinas, and Elston (1987), only occupation 
is used to classify people into different social class. However, if we are also 
interested in including other variables, such as education level, in the analysis, 
the definition of socioeconomic class may be very complicated. 
In our study, we focus on individual-based approach as it provides more de-
tailed picture of the mortality. However, we do not explicitly define socioeco-
nomic class. Instead, we focus on measurable variables and how such variables 
affect the mortality rate of individuals. A hazard function model will be used 
to study the relationship between the socioeconomic variables and the mortality 
rate. Moreover, in spite of carrying out a survey, we will use data sets provided 
by government to obtain the information required in the study. 
3 
1.2 Research Plan and Difficulties Encountered 
in the Study 
The main purpose of this thesis is to study the relationship between mortality 
rates in Hong Kong and some explanatory background variables. 
The information that we needed was obtained from the Census and Statistics 
Department of Hong Kong. Unfortunately, it suffers from three weaknesses. First, 
the required information is contained in two separated data files. The 1991-1995 
mortality data set provides us information, such as causes of death, about the 
individuals who died within this period. The census data of 1991 which provide 
us information on the socioeconomic variables, such as household income and 
household income. Second, there are missing values in the 1991-1995 mortality 
data set. Third, because of privacy reason, the census data are coarsely grouped. 
In fact, the data are in a form of high dimensional contingency table. Since we 
have many variables, the number of classes for each variable cannot be too large. 
Otherwise, the number of individuals falls into each class will be too small. 
In order to obtain a complete data set, the missing values in the 1991-1995 
mortality data are imputed first. Then the 1991-1995 mortality data will be 
matched with the census data so that we can obtain the socioeconomic variables 
of death people. Moreover, the people alive after 1995 will also be included in 
our study as censored data. Besides, another data set will be matched with the 
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census data set to rebuild more precise age of each individual. Method of rriult,ipln 
imputation will be used to handle the above problems. 
Multiple imputation (Rubin 1978, 1987) is a common approach to handle 
missing data. The set of missing values is replaced by m > 2 sets of plausible 
values. Each set of imputed values together with the observed data set form a 
completed data set. As a result, m completed data sets are created. An advantage 
of imputation is that each completed data can be treated as a standard complete 
data set and standard data analysis methods can be used. 
In our study, multiple imputation will also be used to match data sets to 
create a data file which contains the full set of variables needed for modeling. 
Such application of multiple imputation was first proposed by Rubin (1986). He 
suggested a method using file concatenation with adjusted weights and multiple 
imputation to handle the problem of statistical matching. The two data sets to 
be matched will be treated as two probability samples from the same population 
and one concatenated data base with missing data is created. Then the missing 
values in the concatenated data will be multiply imputed to reflect uncertainty 
about which value to impute. 
As the 1991-1995 mortality data are observed within the period between 1991 
and 1995 and the census data are observed in 1991 only, we need to assume 
that the explanatory variables of a person do not change within this period so 
that the status of a person in the year of death is same as that in the 1991 
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census. This makes the merging of these two data sets manageable. Moreover, 
conditional independent assumption is made in merging data sets. When we 
want to match two files, one contains variable {X, Y) and the other contains 
(X, Z). The common variable X will be used as a linking variable to match two 
data sets. To complete the records in the first data set, i.e., create a data set 
of (X, y, Z), values for Z in the first data set are imputed using the information 
on the (X, Z) relationship in the second data set. Such method of statistical 
matching ignores the information on the variable Y. In order words, we need to 
assume the conditional independence of Y and Z given X. Such assumption is 
called the conditional independence assumption. 
The final data set obtained is categorized, methods to model hazard func-
tion in discrete form are considered. Singer and Willett (1993) had proposed a 
discrete-time survival analysis model which can be used to model discrete-time 
data. In their study, they focused on modeling educational data. In this the-
sis, we will apply their idea to the study of mortality data. We will model the 
probabilities of death of people with different characteristics within one year and 
nse siich model to reflect the relationship between the mortality rate and the 
socioeconomic variables. 
As multiple imputation has been considered and several imputed data sets are 
obtained, we will use the average of estimates obtained from different imputed 
data set as the overall estimate of our model. The idea proposed by Li, Raghii-
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natan, and Riibin (1991) will be used to find the expected value and variance of 
this overall estimate. A major problem in multiple imputation is how to evaluate 
the results obtained. In this thesis, a method of diagnostic checking is introduced 
to evaluate the final model obtained from multiple imputations. 
In Chapter 2, a method of imputing missing values of data sets is discussed. 
Furthermore, a method of merging data sets to obtain a final data set for modeling 
is introduced. The whole procedure of Chapter 2 will be performed several times 
to obtain several imputed data sets. For each data set, we will apply the concept of 
Singer and Willett (1993) to model the hazard function. The details of modeling 
will be discussed in Chapter 3. Besides, the method of combining results from 
different imputed data sets to obtain a final result will also be considered in this 
chapter. In Chapter 4, diagnostic check of the final model will be discussed. In 
Chapter 5, we will interpret the model in details and comparison between different 
causes of death is made. A discussion will also be included in this chapter. 
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Chapter 2 
Imputation and File Merging 
In this chapter, we will first introduce the structures of the data sets. Then, 
methods to impute the missing values of the data sets are discussed. Finally, a 
method for merging the data sets is considered. 
2.1 Structure and Contents of Data Sets 
In this study, three data sets are considered. Two of them are frequency 
tables provided by the Census and Statistics Department of Hong Kong about 
the Census in Hong Kong in 1991 (the name '1991 Census" will be used in the 
following text). The first data set，which we call Censusl . contains 8 variables, 
namely district, age group, sex, marital status, occupation, education, household 
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income and household rent as listed in Table 2.2. This data set is a frequency 
table of 64,238 cells. The other one, which we call Census2, contains 5 variables, 
which are age group, sex, marital status, occupation and education as listed in 
Table 2.3. This data set contains 5,082 cells. The third data set is the death data 
set in micro level about all deaths in Hong Kong between 1991 and 1995. This 
data set have 9 variables, which are district, age, sex, marital status, occupation, 
length of stay in Hong Kong, year of death, main cause of death and external 
cause of death. Death is used to denote this data set. It contains 150,895 death 
records. Every year there are around 30,000 deaths in Hong Kong. 
We want to study how household income, household rent and education af-
fect the survival function of a person. However, Death does not provided such 
information and we have to use another data set which contains such information 
in modeling. It is desirable to have a data set in micro level to contain such ad-
ditional information. However, because of the reason of privacy, the Census and 
Statistics Department of Hong Kong cannot provide too detailed information. 
Only frequency tables of coarsely classified variables with few levels are available. 
So, Censusl is used to provide the additional information. 
Apart from the death records, details about the people alive are also valuable. 
They appear as a censored data. But, the variable 'age group，in Censusl is only 
categorized to 5 levels and it is too rough to be treated as censored continuous 
data. So, Census2 with the variable 'age' being grouped into a more detailed 
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level is used to merge with Censusl so that a frequency table with more detailed 
information on age is obtained. 
After the data sets are obtained, two problems must be solved before modeling. 
The first one is that there are many missing values in Death and some methods 
are considered to impute this data set. It will be discussed in details in Section 
2.2. The other one is that we need to merge Death and Censusl as well as 
Censusl and Census2. The methods are described in Section 2.3.1 and Section 
2.3.2 respectively. 
The content, code, description and the notation of variables in Death, Cen-












:I _ i 
Table 2.1: Record Structure and Coding Description for Death 
Content Notation Code Coding description 
mstrict I TPUd * * — 
Age at death AGEd l,2,... 1 year old, 2 year old and so on 
^ SEXd 0 M ^ 
1 Female 
Marital status MSd 0 Married 
1 Never married, widowed, 
divorced or not applicable 
Occupation OCCUPd 1 Managers and professionals 
2 Clerks and service workers 
3 Skilled agriculture workers, craft, 
plant operators and armed forces 
4 Elementary occupations 
5 Not applicable or unidentifiable 
Length of stay in HK LENHKd 00 Less than 1 year 
01 1 year but less than 2 years 
02 2 years but less than 3 years 
79 79 years but less than 80 years 
80 80 years and over 
90 Since birth 
Year of death YODd 91-95 1991-1995 
Main cause of death MCODd ** ** 
External cause of death ECODd ** ~^~‘ 
*： refer to Appendix A 
**: refer to ICD-9 
ICD-9 is the 9th version of the International Classification of Diseases which is a set of 
code number of certified underlying cause of death. 
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Table 2.2: Record Structure and Coding Description for Censusl 
Content Notation Code Coding description 
District TPUi _ * * 一 





S ^ SEXi 0 Male 
1 Female 
Marital status MSi 0 Married 
1 Never married, widowed, 
divorced or not applicable 
Occupation OCCUPi 1 Managers and professionals 
2 Clerks and service workers 
3 Skilled agriculture workers, craft, 
plant operators and armed forces 
4 Elementary occupations 
5 Not applicable or unidentifiable 
Education EDUi 1 No schooling and kindergarten 
2 Pi.imary, lower secondary 
3 Upper secondary, matriculation 
4 Tertiary 
Household income INCOMEi 1 Below $ 8,000 
2 $8,000 -$14,999 
3 $15,000 or above 
4 Not applicable 
Household rent RENT\ 1 Zero rent 
2 $1 - $599 
3 $600 - $999 
4 $1,000 or above 
5 Not applicable 
*： refer to Appendix A 
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Table 2.3: Record Structure and Coding Description for Census2 
Content Notation Code Coding description 
Age AGE2 l ,2 , . . . 1 year old, 2 years old and so on 
^ SEX2 0 Male 
1 Female 
Marital status MS2 0 Married 
1 Never married, widowed, 
divorced or not applicable 
Occupation OCCUP2 1 Managers and professionals 
2 Clerks and service workers 
3 Skilled agriculture workers, craft, 
plant operators and armed forces 
4 Elementary occupations 
5 Not applicable or unidentifiable 
Education EDU2 1 No schooling or kindergarten 
2 Primary, lower secondary 
3 Upper secondary, matriculation 
4 Tertiary 
*: refer to Appendix A 
In the above tables, the subscript of variable is used to indicate which data set this 
variable belonging to where 'd' stands for Death, '1' stands for Censusl and '2，stands 
for Census2. 
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2.2 Imputation of Missing Values 
In this section, some methods to impute missing categorical values are dis-
cussed. These methods will be used to impute the missing values of the data sets 
considered. 
Hot deck imputation is a simple approach to impute missing value. The idea of 
hot deck imputation is to make use of the observed data set to impute the missing 
values in the data set. There are various hot deck imputation procedures. Only 
one simple procedure is discussed here. The procedure of this method is that: 
Suppose there is a record containing two variables X and Y. If X equals Xi and 
Y is missing, we follow the three steps below to impute the missing value of Y. 
Step 1: Records in the non-missing data set with X=Xi form a pool. 
Step 2: A sample point from this pool is drawn. 
Step 3: The missing Y value is set to be the value of Y in the sample point 
drawn in step 2. 
This method is widely used in imputing missing categorical values. However, 
if the number of categories gets large, as in Death, problem arises. It may be 
difficult to find a record in the non-missing data which has the same values of all 
noii-missiiig variables in the incomplete record. For example, suppose the number 
of variables is 4 . say A'. Y. Z and IV'. and there is a record with X=1 . y = 3 . 
‘ * 
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W=2 and Z is missing. It may not be possible to find a record in the non-missing 
data set with X - 1 , y = 3 and W=2. 
In order to handle the problem, missing values of a variable will be imputed by 
the conditional distribution of this variable given other variables with no missing 
value. In this approach, at least one variable must have no missing value, say 
variable A. In imputing missing values in another variable, say variable B, the 
below procedure is used. 
Step 1: The whole data set is first divided into two, one with variable B non-
missing and the other with variable B missing. 
Step 2: For the first data set, a contingency table with variable A and variable 
B is formed. 
Step 3: 1 1 j~~rr is added to each cells to avoid cells with zero frequency. 
^ number oi ceiis ^ ^ 
Step 4: From this table, empirical conditional probability distribution of vari-
able B given variable A is formed. ‘ 
Step 5: The second data set is imputed using the conditional distribution formed 
in Step 4. 
Step 6: The two data sets are combined again to form a new one with all values 
of variable B non-missing. 
After all missing values in variables B are imputed, the imputation of missing 
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value in another variable, says variables C, will be based on the conditional dis-
tribution of C given A and B. Thus, in this approach, missing values are imputed 
variable by variable and the criterion for the imputation order of variables is that 
variable with smaller number of missing values is imputed first. 
Now, return to our data sets. There are no missing values in Censusl and 
Census2. However, there are missing values in Death. All variables are categor-
ical except AGEd and LENHKd- The variable AGEd is grouped to categorical 
variable with name AGEGd, so that it has the same categories as AGEGi, that 
is, 
/ 
1 if AGEd < 14 
2 if 14 < AGEd < 29 
AGEGd = 3 if 29 < AGEd < 39 
4 if 39 < AGEd < 54 
5 if AGEd > 55 
\ 
and a new variable EXISTd, which is a binary variable used to indicate whether 
a subject is included in the 1991 Census, is defined as: 
r 




The variables LENHK^ and YODd are used to decide which value should be 
assigned to EXISTd. For example, if a subject died in 1995 (i.e. YODd = 95), 
and he/she had stayed in Hong Kong for 3 years before death (i.e. LENHKd = 
3), he/she was not in Hong Kong in 1991 since he/she should arrive Hong Kong 
in 1993, and EXISTd should be set to 0. This judgment will be used to assign 
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value to EXISTd. That is, for subject with LENHKd < 80, 
• 
1 if LENHKd > {YODd — 91) + 1 
EXISTd = < 
0 otherwise. 
Moreover, if a subject stayed in Hong Kong since birth (i.e., LENHKd = 90), 
then AGEd will be used to decide whether he/she should be included in the 1991 
Census. The following judgment is used: 
• 
1 if AGEd > {YODd - 91) + 1 
EXISTd = < 
0 otherwise. 
As there is no missing value in AGEd and YODd, EXISTd is missing if LENHKd 
is missing. After computing these two variables, all variables are categorical. The 
number of missing values in each variable before imputation is shown in Table 2.4. 
Table 2.4: Number of missing values before imputation 
Variable Number of missing values Percentage of missing values 
YODd 0 0 
AGEGd 0 0 
SEXd 10 6.627 X 10_5 
MCODd 2,083 1.380 x 10-2 
TPUd 2,427 1.608 x 10_2 
MSd 5,938 3.935 x 10-2 
OCCUPd 14,347 9.508 x 10-2 
EXISTd 9,203 6.099 x 10-2 
ECODd 33,097 0.219 
Since all variables are categorical and there are two variables with no missing 
value, the method described above can be used. In this method, variable with 
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least number of missing values will be imputed first. However, in this case, a 
modification is made: EXISTd will be imputed first. It is because this data 
set will be merged with Censusl later and Censusl is obtained from the 1991 
Census. Thus, if certain subject in Death was not included in 1991 Census, 
his/her record should not be considered. That is, records with EXISTd equal 
to zero should be discarded. But, before such cases can be discarded, there are 
9,203 cases with EXISTd missing and this variable will be imputed first. As 
AGEGd does not contain missing value, it will be used to impute EXISTd. This 
method of imputation will be used throughout this project, so the details of this 
procedure are illustrated now by considering the above situation, that is, making 
use of AGEGd to impute EXISTd. The procedure is as follows. 
Step 1: The data set is divided into 2 parts, one with EXISTd observed, and 
the other with EXISTd missing. D A T A N M and D A T A M are used 
to denote these two data sets respectively. 
Step 2: For D A T A N M , a contingency table for AGEGd and EXISTd is formed. 
Step 3: From this table, the frequency with EXISTd equal to zero and that 
equal to one for each value of AGEGd are calculated and denoted by 
fio and fii respectively where i indicates the i^ value of AGEGd-
Step 4: The empirical conditional distribution of EXISTd given AGEGd, de-
noted by Pj^ i is then calculated by 
Prob{EXIST, 二 j\AGEG,, = z) = P,|, = , f : � + ’ � , ’ 
J'i.0 + Jil + 汰 
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where i = 1,..., 5, j 二 0 or 1 and 
1 
k — 
number of cells in the contingency table formed in Step (2) 
Step 5: For each record in D A T A M , a uniform random number, U, between 0 
and 1 is drawn and a value 0 is assigned to EXISTd if and only if 
U < PoK-
Step (5) is repeated until all records in D A T A M are imputed. 
After the imputation of EXISTd, all cases with EXISTd equal to zero are 
discarded. There are 150,895 cases in the initial data set. After some cases have 
been discarded above, there are 148,296 cases left indicating a 1.72% reduction 
of data (this value is just for reference, since in each imputation of EXISTd, the 
number of records being assigned a value 1 to EXISTd varies and the number 
of records to be discarded varies too.) This makes the number of missing values 
in each variable decreases. Then, for other variables, one with smaller number of 
missing values will be imputed first. That is, SEXd will be imputed first. One 
thing needed mentioning is that EXISTd will no longer be used in imputing of 
other variables since all records remained have a value of 1 in EXISTd and it is 
useless in imputing other variables. 
Before going on, a new variable, CAUSEd is defined from MCODd and 
ECODd since these two variables are both used to identify the cause of death of 
a subject. The contents of CAUSEd are shown in Table 2.5. 
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Table 2.5: Meaning of CAUSEd 
I 
Code Description ICD of MCODd ICD of ECOD(i 
1 Nasopharyngeal cancer 147 * 
2 Oesophageal cancer 150 * 
3 Gastric cancer 151 * 
4 Colorectal cancer 153-154 * 
5 Liver cancer 155 * 
6 Lung cancer 162 * 
7 Breast cancer 174 * 
8 Cervical cancer 180 * 
9 Leukaemia 204-208 * 
10 Other cancers 140-239 except 147 150 * 
151 153-155 162 174 180 
11 Hypertensive disease 401-405 * 
12 Ischaemic heart disease 410-414 * 
13 Cerebrovascular diseases 430-438 * 
14 Other heart diseases 390-398 415-429 440-459 * 
15 Tuberculosis 010-018 * 
16 Pneumonia 480-486 * 
17 Chronic obstructive airway 490-496 * 
disease 
18 Other diseases in respira- 460-478 487 500-519 * 
toiy system 
19 Suicide ** 950-959 
20 Other causes other than above other than above 
*: any value of ECODd 
**: any value of MCODd 
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It may be surprising that there are many missing values in ECODd and it 
should be imputed last. However, this variable is used to indicate the external 
cause of death and is associated with some value of MCODd only. So, for another 
value of MCODd, such as 147 which is the code of Nasopharyngeal cancer, this 
record may have a missing value in ECODd. 
After the imputation of SEXd, ECODd will be grouped to a binary variable 
with value 1 for suicide and 0 otherwise and is denoted by SUICODEd. Its 
missing values will be imputed using AGEGd and SEXd. Then, CAUSEd will 
be imputed. Other variables will be imputed in the order according to the number 
of missing values. The imputation order in each step of imputation are listed in 
Table 2.6. 
Table 2.6: Imputation Order 
Sequence Variable to be imputed Variable(s) used in imputation 
1 EXISTd AGEGd 
2 SEXd AGEGd 
3 SUICODEd AGEGd, SEXd 
4 CAUSEd AGEGd, SEXd 
5 TPUd AGEGd, SEXd, CAUSEd 
6 MSd AGEGd, SEXd, CAUSEd, TPUd 
7 OCCUPd AGEGd, SEXd, CAUSEd, TPUd, MSd 
In the imputation of MSd and OCCUPd, cases with AGEGd equal to 1 (i.e. 
cases with age less than 15) will be assigned a value of 2 to MSd and a value of 
5 to OCCUPd automatically. It is because we assume that all people with age 
21 
less than 15 are unmarried and unemployed. This facilitates the merging between 
this data set and Censusl since all cases with age less than 15 in Censusl have 
a value of 2 in MSi and a value of 5 in OCCUPi. 
2.3 Merging Data Sets 
In this section, methods used to merge data sets are considered. Death and 
Censusl will be merged first. Then, Censusl will be updated so that subjects 
who are dead will be omitted. That is, cases in Censusl that match with Death 
will be omitted. After that, Censusl will be merged with Census2. 
2.3.1 Merging Death Data and Census Data 
Before merging these two data sets, a modification of the data is done. For 
Death, a new variable AGEGdm, which has the same coding of AGEGi^ is 
created to store the age group of subjects in 1991. Other variables in Death are 
assumed to be unchanged throughout the period between 1991 and the year of 
death. In the discussion below, the following notations have been used. 
22 
Table 2.7: Notations used in merging Death and Censusl 
Data set Variables Notation 
Censusl TPUu AGEGi, SEXi, MSi and OCCUPi Xi 
Censusl EDUi, INCOMEi and RENTi Vi 
Death TPUd, AGEGdm. SEXd, MSd and OCCUPd Lg 
Death YODd and CAUSEd Ad 
Here, _Li, Vi, Ld and Ad are random vectors, and L^ and L^ are called the 
linking variables. 
The idea of merging is that if L^ is equal to Ld, the two records will be merged 
and a record with Li , Vi and Ad will be created in a new data set. However, since 
Censusl is a frequency table of 9 variables and only 5 of them are considered as 
linking variables in merging, there may be several records in it having Li match 
with a record with Ld equals L^ in Death. Such records should have different 
pattern of Vi and different frequencies. It is difficult to choose which record to 
merge with Death. 
The reason for merging these two data sets is that more detailed information, 
including household income, household rent and education level, about subjects in 
Death is wanted and such information is provided in Censusl. However, in order 
to achieve this goal, it is not necessary to find a record in Death which matches 
with Censusl as described in the previous paragraph. Instead, it can be achieved 
by considering the additional information required is, in fact, contained in Death 
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by three variables, namely EDUd, INCOMEd and RENTd with all values in 
these variables missing. For simplicity, Va is defined as a vector containing these 
three variables. The task is not to merge the two data sets, but to impute the 
missing values in Death with the help of Censusl . Method discussed in Section 
2.2 with some modifications can be used. 
In this case, data set used to create the probability distribution is no longer 
from Death with Vd non-missing since all Vd is missing. Instead, a conditional 
probability distribution of Vi given L^ is used. Since L^ has same variables as 
Ld and the conditional probability distribution of Vd given L^ is assumed to be 
the same as that of Vi given Li . So, the conditional distribution of V^ is used 
to impute Vd- Moreover, three variables will be imputed simultaneously rather 
than one by one as all values in these variables are missing. The procedure is as 
follows. 
Step 1: Given a value of jLi, there are J different patterns of Vi and the relative 
frequency of Vi for each pattern j, Pj, is computed for j = 1,.. ., J and 
let Pg equal 0. 
Step 2: For a record in Death with L^ equal to this L^, a uniform random 
number, U, between 0 and 1 is drawn. 




In oiir data set, there are 80 patterns of Vi given a value of L i , that is, J 
equals 80. Although the merging of these two data sets have been considered as 
imputing missing values of variables, the imputed data set should be matched 
with Censusl in some senses. Some conditions must be satisfied in the process 
of imputation and they are listed as follows: 
(1) The frequency of each pattern of Ld in Death should not be greater than 
that of _Li in Censusl . 
(2) There should not be a pattern of L^ that was not found in L^. 
(3) After imputation, the frequency of each pattern of L^ and Vd should not 
exceed that of L^ and Vi in Censusl . 
Some examples are used to illustrate the above conditions. Suppose the fre-
quency of {TPUd 二 12, AGEGd9i = 5, SEXd = 2, MSd = 1, OCCUPd = 3) 
is 10. If the corresponding frequency in Censusl is 8 only, condition (1) is not 
satisfied. If there is no observation with this pattern in Censusl , then condition 
(2) is not satisfied. If there are 12 cases in Censusl having this pattern and 
imputation is done. However, after imputation, the frequency of <yTPUd = 12, 
AGEGd9i = 5, SEXd = 2, MSd = 1, OCCUPd = 3, EDU,, = 1, INCOME^ = 
3, RENTd = 2) is 6 and the corresponding pattern in Censusl is 3 only. Thus 
condition (3) is not satisfied. 
If cases do not satisfy condition (1) or (2), a modification of data is done. For 
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other cases, usual method discussed above is used. After that, condition (3) is 
checked and if it is not satisfied, a special technique (to be discussed later) will 
be used. 
The data set Death contains 148,296 cases among which 131 cases do not 
satisfy condition (1) and 107 cases do not satisfy condition (2). There are 
148,058 cases that can be imputed without modification. After imputation of 
these 148,058 cases, 120 of them do not satisfy condition (3) and some special 
techniques will be used to handle these 120 cases later. (All the above figures are 
just for reference as in different imputation, the above figures may change.) 
In handling cases which do not satisfy condition (1), one of the variables is 
edited so that all cases will be matched. MSd is considered as the most easily 
changed variable. This means that MSd is most likely to be changed between 
1991 and the year of death. Thus, for records that do not satisfy condition (1), 
the marital status of subjects in 1991 will be generated again as follows. Let 
p be a pattern of the variables TPUd, AGEGdm, SEXd and OCCUPd and if 
MSd equals i, pi is used to denote the whole pattern of these five variables. The 
number of cases with pattern pi in Death and Censusl are denoted by / • , and 
fcpi respectively. Suppose that fcpo is smaller than /•• so that condition (1) is not 
satisfied. The conditional distribution of MSd given pattern p is then calculated 
as below: 
Proh{MSa = Ob) 二 , : � . 
JcpO 十 Jcpl 
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Then a uniform random number, U, between 0 and 1 are drawn and a value of 0 
is re-assigned to MSd if 
U < Prob{MSd = 0\p) 
and a value of 1 is assigned otherwise. Making use ofthis adjusted MSd, condition 
(1) is checked again. If it is still not satisfied, the process above will be repeated 
again until it is satisfied. After all cases have been merged, condition (3) is 
checked. 
The cases which do not satisfy condition (2) will be divided into two parts, 
one with AGEGd9i equal one and another with AGEGd9i not equal one. 
For the first part, two variables MSd and OCCUPd are generated again. 
Since, the assumption that all cases with age less than 15 are all unmarried and 
unemployed, so M5Vand OCCUPd have been set to 2 and 5 respectively. Then, 
making use of this two new variables, all cases will be matched. This change of 
values is used to account for the change of status of variables between 1991 and 
the year of death. Although, the assumption that all variables except AGEGd 
are unchanged throughout 1991 and the year of death is made, it is reasonable 
to believe that people with AGEGd9i equals 1 and AGEGd equals 2 may have 
some changes in the variables used since they may graduate and be employed 
within this period. Thus, the variables MSd and OCCUPd will be adjusted to 
fulfill the assumption that all cases with age less than 15 are all unmarried and 
unemployed as above. 
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For the second part, all cases are coming from people with age greater than 
54, that is, AGEGd9i equals 5. For this group of people, MSd is considered to be 
most likely to be changed between 1991 and the year of death since their spouse 
may dead within this period. Thus, all value in MSd will be set to one and it is 
used to adjusted for the change of marital status for this group of people. Making 
use of MSd, condition (2) is satisfied. After all cases have been merged, condition 
(3) is checked. 
For cases that do not satisfy condition (3), an iterative procedure is used. 
Since a uniform random number is used to determine which pattern of Vd should 
be assigned, this random number can be generated again until all cases fulfill 
condition (3). The procedure is as follows. 
Step 1: For those cases which do not satisfy condition (3), a uniform random 
number is drawn for each case and a new pattern of Vd is assigned. 
Step 2: The frequency of each pattern of Ld and V^ is computed again. 
Step 3: Condition (3) is checked. Those cases are then divided into two parts, 
one with condition (3) being satisfied and one does not. 
Step 4: For the second part, STEP 1 to STEP 3 are repeated again until all 
cases fulfill condition (3). 
After each iteration, the number of cases that satisfy and do not satisfy condition 
(3) is shown in Table 2.8. 
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Table 2.8: Number of cases that satisfy and do not satisfy condition (3) 
Iteration Number of cases that Number of cases that 
satisfy condition (3) do not satisfy condition (3) 
1 94 26 
2 13 ^ 
3 11 2 
~^~4~~~ 1 1 
5 1 0 
After the merging between Censusl and Death, cases in Censusl which 
are matched with Death are discarded. 
2.3.2 Merging Two Census Data Sets 
In this section, method of merging Censusl and Census2 are discussed. 
The reason for merging these two data sets is that, we would like to have a 
more detailed information on age in Censusl and this information is provided 
in Census2. 
In the below discussion, the following notations have been used. A vector Li 
is defined to contain variables SEXi, EDUi, OCCUPi and MSi in Censusl 
and a vector Vi,-is defined to contain variables TPUi, INCOMEi and RENTi. 
A vector L2 is defined to contain variables SEX2, EDU2, OCCUP2 and MS2 
in Census2. Besides, AGE2 is grouped to a categorical variable AGEG2 which 
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have the same categories as AGEGi. 
The merging of these two data sets can be considered as creating a new fre-
quency table which contains AGE2, Li and ^ . Now, suppose that for AGEGi 
equals 1 which includes age from 5, to t,, Li equals 1, Vi equals v and the cor-
responding frequency is num. The below method is used to create the new 
frequency table. 
Step 1: Given AGEG2 = 1 and L2 = 1, there are several categories of AGE2. 
For each category, the relative frequency, Pj j = 5,；,.. ., t,, is calculated. 
Step 2: A random vector, (M^,.,... ’ M^J �Multinomial(mxm, P!, ..., Pi) , is 
drawn. 
Step 3: A new data set as below is created: 
AGE Li Vi Frequency 
Si 1 V Ms, 
s, + 1 1 V M5,.+1 
k 1 V Mt,: 
Then for each pattern of AGEGi and Li, the above process is performed. As a 
result, a frequency table, which we called Census, containing AGE^ Li and Vi 
is created. One thing that needed to be mentioned here is that some values of M, 
drawn may be equal to zero and some empty cells are created here. This kind of 
empty cells are considered as sampling zero and will be included in our model. 
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2.3.3 Final Data Set Used in Modeling 
A final data set is formed to contain all variables used in modeling. To begin 
with, AGEd is transformed to AGE which is the age of subject in 1991. Besides, 
some variables in Death are dropped as they will not be used further. They 
include EXISTd, LENHKd, MCODd and ECODd. Moreover, the subscript 
of variables in Death are deleted. Then, new variables CAUSE and YOD, 
which have the same categories as those in Death, is added to Census with all 
values of CAUSE equals 21 and all values of YOD equals 00 to indicate that 
all cases in that data set are not dead within the period between 1991 and 1995. 
Then, Census is transformed to a data set in micro level by duplicating each case 
frequency times. For example, suppose that the frequency for AGE = 23 , L^ = 1 
and Vi = V is 12. Then 12 records with AGE 二 23 , L^ = /, Vi = ?;, YOD = 00 
and CAUSE=21 are created. After that, this data set is combined with Death 
to form a new data set, which we called Final, to contain all variables used in 
modeling. However, in order to avoid the problem of conditional independence 
which arise from the merging of data sets, TPU is not considered in modeling 
and this variable is not contained in Final. To siim up, the structure of Final is 
listed below for reference: 
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Table 2.9: Record Structure and Coding Description for Final 
Content Notation Code Coding description 
Age at 1991 AGE l,2,... 1 year old, 2 year old and so on 
fe SEX~~ 0 Male 
1 Female 
Marital status MS 0 Married 
1 Never married, widowed, 
divorced or not applicable 
Occupation OCCUP 1 Managers and professionals 
2 Clerks and service workers 
3 Skilled agriculture workers, craft, 
plant operators and armed forces 
4 Elementary occupations 
5 Not applicable or unidentifiable 
~~Year of death YOD~~" 91-95 1991-1995 
00 Does not dead within 1991 to 1995 
Cause of death CAUSE * * 
Education EDU 1 No schooling or kindergarten 
2 Primary, lower secondary 
3 Upper secondary, matriculation 
4 Tertiary 
Household income INCOME 1 Below $ 8,000 
2 $8,000 -$14,999 
3 $15,000 or above 
4 Not applicable 
Household rent RENT 1 Zero rent 
2 $1 - S599 
3 $600 - $999 
4 $1,000 or above 
5 Not applicable 
*: iefer to table 2.5 with a new codo 21 added to indicated subject who is not doad 
within 1991 to 1995. 
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Chapter 3 
Modeling and Estimation 
In Chapter 2, we have introduced a procedure of imputing the missing data 
and merging the data sets. This procedure is repeated three times and three 
imputed data sets are obtained. In this chapter, we will focus on how to fit a 
hazard model for each data set and how to combine the results to give a final 
estimate. 
3.1 Discrete-Time Hazard Function Analysis 
In recent years, a considerable amount of effort has been put into the modeling 
of survival data. However, many methods introduced are for continuous-time 
variables. In this section, the discrete-time hazard model proposed by Singer and 
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Willett (1993) is used to model our data. 
3.1.1 The Hazard Function 
Singer and Willett (1993) proposed a discrete-time hazard model and applied 
it to model educational data. The hazard function for individual i at period j is: 
hij = — ] V � � (3.1) 
1 + exp[-Xijf3) 
where X i j is a row vector containing independent variables for individual i at time 
j and f3 is a column vector of parameters, i = 1，..., n is used to indicate individual 
i and j 二 js,...,ji is used to indicate the period under consideration with js 
represents the start period and ji is the terminal time of individual i. The terminal 
time may be the period that the subject died or the end of observation period, 
i.e., the subject are censored. Note that, in this model, we are not modeling the 
survival time of individuals. Instead, we are modeling the probability of death 
of individuals within a period. Here, we assume that the start period for all 
individual are the same. Consider 
h — 1 exp{Xijf3) 
"'''一 1 + exp{-X,jf3) = 1 + exp{Xijf3) • 
Define: 
• 
0 if individual i does not die in period j 
Y.i�二 , 




0 if individual i is not censored 
Ci = < • 
1 if individual i is censored 
\ 
Let Ti be the time when an individual died. Then, 
Pr{T;, = j,) = (1 — ^ , J • •. (1 — ^(,.-1))¾,. 
3i-l 
二 h'iji .] (1 一 h,ij), 
j=3s 
and 
Pr{T, > j,) = ( l - ^ , J - - - ( l - % ^ _ i ) ) ( l - % ) 
= f t ( i - M . 
3=3s 
The likelihood function is given by 
n 
L = W[Pr{X;, = 3^i)Y-^'[Pr{X;, > j,)f^' 
i=l 
= : ¾ ½ ' n (1 - " ” . ) ] i - , f t (1 - � ) ” . 
?:=1 j=js j=js 
After taking logarithms, 
1 = logL 
= E [ ( 1 — C.yMh.J + (1 — a ) ' x f log{l — h.,,) + a f： log{l — /¾.)] 
'''=1 j=js j=js 
=E[(1 - Q)log{^^) + ± log{l - h,,)]. 
i=i 丄—n'ik ]=js 
As Ci=l implies Y,j=0 for all j = j,,. •.丄 and C|=0 implies 1^=0 for all j = 
js,. • •, ji - 1 and ^ = 1 , we have 
z 
A /?•• W r ^ when Q = 0 
[Yijlog^^ = " 1 � “ 
]=]s "''] 0 when C, = 1 
= ( l - Q ) W ^ ^ . 
1 - K]i 
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Now, 
/ = E ( E y->M{j^) + E ^'Og{i - K^ 
1 • 丄 I '/'! 't . 
' ' -=1 J=3s '] J=Js 
n ji L 
=EE[MT^)^^^ + M i - M l -
-A=i j=js 丄 n',',3 
Therefore, we have 
z = n n " � ( i — " ” ) ( i - � . (3.2) 
' ' '=1 j=js 
As (3.2) takes the same form as that for the logistic regression model, we make 
use of the available program for logistic regression analysis to find our estimate 
of the parameters. 
3.1.2 Logistic Regression 
Logistic regression models the relationship between a dichotomous response 
( ¾ and some explanatory variables (X^). The logistic model is given by 
E(X) = < X ^ = T ^ ^ M v 
1 + exp{Xif3) 
where f3 is a column vector of parameters. 
Suppose there are n individuals and j i - j s+l periods. In each period, Y,j and 
Xi are observed where j = j^,.. • ’ j., is used to indicate period j. That is, we have 
E"=i {ji — js + 1) observations and Yij, the dichotomous response of individual i 
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at period j, is observed. Then this logistic model can be expressed as: 
^/v ^ f(Y \ exp{X,jf3) 
£；队）=7^(马）二1 + 鄉 ( 马 用 
where i 二 1 , . . . , n is used to indicate individual i and j = js, • .. ,.7¾ is used to 
indicate the period under consideration with js represents the start period and ji 
is the end period of individual i. 
Therefore, the likelihood function is: 
L = f\ fr exp{Xjj^)产—exp{Xjj|3) ,_y^^ 
0 — t{,i]:i^exp{X,jf3y l^exp{X,jf3Y 
=nn"^-"u)(i-〜） 
'i=l j=js 
which is identical to equation (3.2). Therefore, maximizing L is equivalent to 
maximize Lo. That is, we can make use of technique of logistic regression to 
handle our problem. 
3.2 Application of Discrete-Time Hazard Model 
on the Death Data Set 
In our case, we have data from 1991 to 1995 and year will be used as unit of 
period. Thus, we have five periods and so set j , equals 1991 and j , equals 1995 or 
year of death. Our objective is to model the probability of death of individuals 
within one year. However, the data set Final is not in the person-period form, 
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i.e. each individual have a record on each period, we must first transform our 
data set into person-period data set before estimating the parameters. Moreover, 
we will investigate the cause of death one by one. That is, for a given caiise of 
death, the process described below will be performed once. 
3.2.1 Preparing the Person-Period Data Set 
Suppose the cause of death under consideration is k. A variable, which we 
called REPEAT, is added to Final to store the number of times this record 
should be duplicated and it is defined as: 
( 
YOD-1991 + 1 if YOD ^ 00 
REPEAT = , 
5 if YOD 二 00 
\ 
To produce the person-period data set, each record in Final is duplicated 
REPEAT times with all variables unchanged except AGE to produce REPEAT 
new records in the person-period data set to represent his status in the period be-
tween 1991 and the terminal time. The person-period data set contains variables 
AGE,ij and Xh where X1^ = {SEX MS OCCUP INCOME RENT EDU\ 
where AGE.ij is the age of subject i in period j and other variables have same 
meaning as Final. The subscript i is used to indicate such records produced in 
the person-period data set are coming from the i^ subject in Final. The sub-
script j is used to indicate this record is the status of subject in period j . There 
is no subscript j in X l i because all variables included in X1^ are assumed to be 
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unchanged within the period under consideration. 
For each record in Final, the records produced in the person-period data 
set have all Xli equals to the corresponding values in Final. Besides, AGE-,j 
increases with j increases. Moreover, a new variable, which we call Yi” is added 
to the person-period data set to indicate whether the subject has died with cause 
of death equals k in period j. The variable Yij is defined as: 
y 
1 if CAUSE 二 k and YOD = j 
Y'i,j = \ ， 
0 otherwise 
\ 
where CAUSE and YOD are variables in Final. 
From the definition of Yij, people who died within 1991 to 1995, but the cause 
of death was not k, will be considered as censored data. 
Let us use some examples to illustrate how to duplicate the data in Final 
to create the person-period data set. For example, suppose the 13亡"‘ subject in 
Final died in 1993 with cause of death equals k, age in 1991 equals 33 and 
Xli=.xl i3 , then we will set REPEAT equals 3 and three records are produced 
in the person-period data set as below. 
2 j AGE,,j Xlj ~^ 
~T3~~5m ^ ^ ~ ~ ^ 
13 1992 34 .xli3 0 
13 1993 35 .Tli3 1 
As another example, suppose the 1541认 subject died in 1994 with age in 1991 
equals 78 and Xli=.Tl1541, but the cause of death is not k, then we will set 
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REPEAT equals 4 and four records are produced in the person-period data set 
as below. 
i j AGE-,j Xlj Y~ 
1541 1991 78 .Tli54i 0 
1541 1992 79 .Tl1541 0 
1541 1993 80 .Tli54i 0 
1541 1994 81 .Tli54i 0 
The third example is that for the individual 312 who was still alive in 1995 
with age in 1991 equals 48 and Xli=.Tl312, then we set REPEAT to 5 and five 
records are created in the person-period data set as below. 
~ 7 j AGE,j Xlj Y,j 
312 1991 48 .T312 0 
312 1992 49 x312 0 
312 1993 50 .T3i2 0 
312 1994 51 x312 0 
312 1995 52 x312 0 
After that let Xij = {AGEij Xlj), then the person-period data set contains 
X i j and Yij. 
To simplify our discussion, we will consider the model of cancer mortality, that 
is, the cause of death is between 1 and 10, only. The modeling of other causes of 
death is similar. The comparison between the mortality rate of different causes of 
death will be considered in Chapter 5. As we have three imputed data sets, three 
models to explain the same cause of death are formed. These three models are 
combined to form a final model for this cause of death and procedure of combining 
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these results will be discussed in next section. Now, the process of estimating the 
parameters of each imputed data set is summarized below. 
3.2.2 Modeling the Person-Period Data Set 
For each imputation, the whole data set is first transformed into a person-
period data set. After the data set is prepared, we consider the following hazard 
function as our model: 
"'”.二 l + exp{-X,,py (3.3) 
where X i j is a row vector containing indicator variables and f3 is a column vector 
of parameters, i = 1,..., n is used to indicate individual i and j = 1991,. . . , j , 
is used to indicate the period under consideration with ji equals 1995 or year 
of death of individual i. Before modeling, some transformations on variables 
are performed so as to make the data suitable for logistic regression and such 
transformations are described in the following table: 
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Condition of assigning a value T 
New variable to new variable 
^0CCD1 ~~ OCCUP 二 1 
OCCD2 OCCUP = 2 
occm OCCUP = 3 
OCCDA OCCUP = 4 
lm INCOME > 1 
IN2 INCOME > 2 
im INCOME > 3 
RT1 RENT > 1 
RT2 RENT > 2 
RT3 RENT > 3 
RT4 RENT > 4 
'Em EDU > 2 
EL3 EDU > 3 
EL4 EDU > 4 
All variables are set to zero if the condition in second column is not satisfied. 
Variables INCOME, RENT and EDU are defined in such ways because 
these variables are considered to be ordinal. That is, for example, if a person has 
education level equals three, he is considered to be affected by the effect of all 
educational effect less than or equal to 3. 
Moreover, some new variables ASEX = AGE * SEX, AMS = AGE * MS, 
AOCCDl = AGE * OCCDl, AOCCD2 = AGE * OCCD2, AOCCD3 = AGE 
* OCCm, AOCCDA = AGE * OCCDA, AINl = AGE * /7V1, AIN2 = AGE 
* IN2 and AIN3 = AGE * /7V3, are added in the model which are used to 
indicate the interaction effect between age and sex, age and marital status, age 
and occupation as well as age and income respectively. 
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After all transformations have been completed, the indicator row vector is 
defined as Xij = {AGE SEX MS 0CCD1 • • • OCCDA INl .. • IN3 RT1 •.. 
RTA EL2 ... EM ASEX AMS A0CCD1 ... AOCCDA AIN1 ... AIN3). 
However, as the data set is in micro level and it is too large that we cannot 
handle it directly, another date set is formed for modeling. 
Firstly, each pattern of X i j is considered as a cell. Secondly, from the original 
data set, the number of people in each cell, which is denoted as TOTAL, and the 
number of death in each cell, which is denoted as DEATH, are counted. After 
that we form a data set containing AGE, SEX, MS, 0CCD1, ..., OCCDA, 
INl, ..., im, RT\, ..., RTA, EL2, .. , EL4, ASEX, AMS, A0CCD1, .. •’ 
AOCCD4:, AIN1, ..., AIN3, TOTAL and DEATH. We use Xj to denote 
{AGE SEX MS 0CCD1 ... OCCDA INl ... IN3 RT1 ... RT4 EL2 ... EL4 
ASEX AMS AOCCDl ... AOCCDA AIN1 ... AIN?>) now where the subscript 
j is used to denoted the fh cell. That is, the data set become [Xj TOTALj 
DEATHj). Then a logistic regression is fitted to this data set. 
In fitting logistic regression, stepwise elimination is used to select model and 
categories with age less than 30 or with age greater than 65 are not considered. 
Then for different imputed data sets, different models may be obtained. The final 
model is considered to contain variables that are presented in all three models. 
In this case, the final model is found to contain AGE, SEX, MS, RT2, EL2, 
OCCDl, . . . , OCCD4, ASEX, AMS, AOCCDl, ...，AOCCD3 only. Then, 
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for each imputation, some cells are collapsed to form a new data set containing 
Xj, TOTAL] and DEATH] with X,- 二 {AGE SEX MS RT2 EL2 0CCD1 
...OCCm ASEX AMS A0CCD1 .. • AOCCD3). Then, a logistic regression 
is fitted again. In order to handle empty cells, nrnnbefi of cells ^^  added to each 
cells. In this case number of cells is 2880. The results for different imputed data 
sets are given in Table 3.1, Table 3.2 and Table 3.3 respectively. 
Table 3.1: MLE for the first imputed data set 
Analysis of MLE for the first imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
INTERCEPT -7.5997 0.0886 -85.7809 0.0000 
AGE 0.0461 0.0015 31.7016 0.0000 
SEX -2.0751 0.1088 -19.0793 0.0000 
MS -0.6086 0.1177 -5.1698 0.0000 
RT2 0.0610 0.0167 3.6546 0.0003 
EL2 -0.0573 0.0214 -2.6767 0.0074 
0CCD1 -3.8080 0.2190 -17.3874 0.0000 
OCCD2 -3.4926 0.1309 -26.6855 0.0000 
OCCm -6.2858 0.2987 -21.0470 0.0000 
OCCD4 -0.6343 0.0221 -28.6836 0.0000 
ASEX 0.0136 0.0019 6.8996 0.0000 
AMS 0.0148 0.0021 6.942 0.0000 
A0CCD1 0.0335 0.0043 7.8161 0.0000 
AOCCD2 0.0591 0.0024 24.6986 0.0000 
AOCCD3 0.0651 0.0055 11.8148 0.0000 
Remaik z - value = estimate—— 
standard error 
p - value = Prob{\Z\ > z - value) 
where Z �7V(0,1) 
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Table 3.2: MLE for the second imputed data set 
Parameter Standard 
Variable Estimate Error z-value p-value 
INTERCEPT -7.5605 0.0884 -85.9401 0.0000 
AGE 0.0455 0.0015 31.7466 0.0000 
SEX -2.0948 0.1087 -19.0941 0.0000 
MS -0.5717 0.1173 -5.1900 0.0000 
RT2 0.0663 0.0167 3.6528 0.0003 
EL2 -0.0772 0.0213 -2.6853 0.0072 
0CCD1 -4.0645 0.2216 -17.1872 0.0000 
OCCD2 -3.5029 0.1306 -26.7376 0.0000 
OCCm -6.1673 0.2947 -21.3308 0.0000 
OCCD4: -0.6256 0.0221 -28.7347 0.0000 
ASEX 0.0140 0.0020 6.904 0.0000 
AMS 0.0141 0.0021 6.9658 0.0000 
A0CCD1 0.0387 0.0043 7.7784 0.0000 
AOCCD2 0.0595 0.0024 24.7440 0.0000 
AOCCD3 0.0630 0.0055 11.9370 0.0000 
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Table 3.3: MLE for tlic third imputed da,t,a snt, 
Parameter Standard 
Variable Estimate Error z-value p-value 
INTERCEPT -7.5839 0.0887 -85.6888 0.0000 
AGE 0.04573 0.0015 31.6643 0.0000 
SEX -2.0945 0.1089 -19.0511 0.0000 
MS -0.6239 0.1181 -5.1517 0.0000 
RT2 0.0677 0.01667 3.6509 0.0003 
EL2 -0.0599 0.0214 -2.6792 0.0074 
0CCD1 -3.9206 0.2219 -17.1630 0.0000 
OCCD2 -3.5995 0.1313 -26.5943 0.0000 
OCCm -6.4829 0.3093 -20.3199 0.0000 
OCCD4. -0.6281 0.0221 -28.6944 0.0000 
ASEX 0.0141 0.0020 6.8926 0.0000 
AMS 0.0150 0.0021 6.9258 0.0000 
AOCCDl 0.0354 0.0043 7.7333 0.0000 
AOCCD2 0.06139 0.0024 24.6664 0.0000 
AOCCD3 0.0678 0.0057 11.4434 0.0000 
The three results are close to each other. This indicates that the variability 
induced by imputation is not large. In the next section, we will combine the 
above three results to obtain an overall estimate. 
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3.3 Combining Results from different imputed 
data sets 
In Section 3.2, three sets of estimates of the same logistic model are produced 
and we need to combine these results to obtain a final estimate. In this section, 
the details of handling such estimation are considered. 
Let D be the observed data set. From this data set, m imputed data sets are 
formed, which are denoted as 1^；, i — 1 , . . . , m. Let f3 be the true parameter vector 
of our model. Suppose we know the expected value of j3 given Vi, i.e., E{[3\Vj). 
The average of these expected values will be used as the overall estimate of f3, 
i.e., 
1 m 
/3 = - E ^ ( m ) - (3.4) 
''''k=i 
By similar argument as Li, Raghunathan, and Rubin (1991), the conditional mean 
is given by: 
1 m 1 m 
^ { [ - j : m v d - p m = E{-j:E{pmD]-E{f3lD) 
,"'i=l 爪'i.=l 
1 爪 
= - E m ^ ) - M m ) / f (/ • 1 t—i 
二 0. 
Moreover, the conditional variance is given by: 
1 爪' 1 m 
^^'^{[-E^(/3|K;)-/3]|D} = T/ar{- ^ E{f3\V,^\D} + VaT{f3\D) 
爪 v—1 7Tl • 1 
？‘—丄 2 = 1 
=-Va,r{E[f3\V^)\D} + Far(/3|D) 
7T1/ 
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=-Var{E(f3\Vi)\D} + E{Varif3\V,)\D} 
m 
+Var{E{f3\Vi)\D} 
=E{Var{f3\Vi)\D} + (1 + -)Var{E{f3\V,)\D}. 
TYl/ 
The first equality holds because E(/3|K;) and f3 are independent given D. There-
fore, we have, as m — oo, 
1 爪 1 
- V E ( / 3 | ^ — /3|D h N{{},E{VaT{f3\V.-^\D} + (1 + -)Va,r{E{p\V,)\D}). 
m 二 饥 
We then estimate 
1 m 




耗 或 ， t=l 
where 0^ is the estimate of f3 from the i^ imputed data set. In order words, 
— 1 A 







where V a r i is the estimate of the variance-covariance matrix of estimate of pa-




^ ^ E (成一她—-的‘,where ^ = ^ E ^ i A . 
‘ i=l 
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Therefore, the 95 % prediction interval for 去 ES=i E{[3\Vi) — f3 is given by 
(-1.96A,1.96A) 
where 
1 m 1 1 m. _ _ 
A2 =丄 X： Var, + (1 + - ) ^ E ( f t — -_,i, — Py 
m '台 m, m - 1 ^ 
and the 95 % prediction interval for f3 is given by 
1 m, 1 m, 
{ - T $ i - 1.96A, — Y j i + 1.96A). 
m 台 m '；^  
For each imputed data set, number^ of cells ^^  added to each cell and it can be 
considered as the prior information of the parameter. Therefore, the maximum 
likelihood estimate obtained is the posterior mode of the parameter. Asymp-
totically, the posterior mode is approximately equal to the posterior mean. As 
a result, the MLE can be treated as the posterior mean. As we have used the 
average of the maximum likelihood estimates to obtain the overall estimate of the 
parameter, we are in turn using this average as the posterior mean. A Bayesian 
interpretation is used here in order to make the whole project consistent as we 
will consider the residual analysis from a Bayesian point of view later. 
By the above method, with the three imputed data, the final estimates of the 
cancer mortality model are obtained and the results are given in Table 3.4. 
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Table 3.4: Final Estimates 
Parameter Standard 
Variable Estimate Error z-value p-value 
INTERCEPT -7.5814 0.0887 -82.8962 0.0000 
AGE 0.0458 0.0015 30.6090 0.0000 
SEX -2.0945 0.1096 -19.0582 0.0000 
MS -0.6014 0.1217 -4.9412 0.0000 
RT2 0.0650 0.0172 3.7815 0.0002 
EL2 -0.0648 0.0248 -2.6171 0.0089 
OCCDl -3.9310 0.2661 -14.7743 0.0000 
OCCD2 -3.5317 0.1476 -23.9274 0.0000 
OCCm -6.3120 0.3528 -17.8907 0.0000 
OCCDA -0.6293 0.0227 -27.7241 0.0000 
ASEX 0.0139 0.0020 6.9693 0.0000 
AMS 0.0146 0.0022 6.6539 0.0000 
AOCCDl 0.0358 0.0053 6.8048 0.0000 
AOCCD2 0.0600 0.0028 21.5892 0.0000 
AOCCD3 0.0653 0.0062 10.5433 0.0000 
Remaik z — value = estimate—— 
standard error 
p — vahi.c ~ Pro6(|Z| > z — vahi.c) 
where Z �7V(0,1) 
Froin tlie above results, we find that all effects are significantly different from 
z(�ro. This means that all effects should be contained in the final model. The 
interpretation of tliis modpl will be given in Chapter 5 aftor tliP model adequacy 
checking in Chapter 4. 
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3.4 Estimation of Cell Probabilities 
The model fitted in the above section is the probability of death for certain 
cause of death given that a person is in the 产 category. However, as the observed 
data set contains missing values, the number of people in each category is not 
fixed. That is, in different imputation, the number of people in a category varies. 
We need to estimate the probability that a subject falls in the / " category. Let 
aj be this probability. That is, 
a j = Pr(a subject falls in the 严 category) 
where j = 1，..., w with w being the total number of cells. 
For the 严 imputed data set, a j is estimated by 
/,, + 丄 A — J |'3 w 
”—N,,, + 1 
where fij is the number of people in 严 category of the 产'imputed data set and 
Ni = YlJ=i fij, that is, the total number of observations in the 产'imputed data 
set. 
The overall estimate of aj is simply the average of 0¾. That is, 
1 m 
八 丄 V“^^ 八 
o^j = -)_^a.ij. 
m ^ J 
V,= 1 
Therefore, the probability of death of a person in the 严 category within one year 
can be estimated by d] ( ： 二 ^ ^ 爲 丄 ^). 
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Chapter 4 
Model Adequacy Checking 
In Chapter 3，we have used a discrete-time hazard model to model our data 
set. We have also introduced a method to combine the results from different 
imputed data sets to obtain an overall estimate. In this chapter, we will discuss 
and illustrate methods for model adequacy checking. 
4.1 The Definition of Residuals in Multiple Im-
putation 
Many diagnostic methods have their roots on the investigation of residuals. 
Before defining the standardized residuals for our problem, some notations are 
introduced: 
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D 一 the observed data set 
C 一 the hypothetical complete data set for D 
0 一 the true parameter vector that generate C 
Vi, i = 1,.., m — the imputed data sets obtained from D 
C* 一 a hypothetical data set similar to C which is 
generated by 6 
D* — a hypothetical incomplete data set obtained 
from C* which have the same missing 
mechanism as C generates D 
V.^, i = 1，.., m, 一 hypothetical imputed data sets obtained 
from D* 
The relationship between 6, C, D, V；;, C*, D* and V* can be displayed by the 
graph below: 
/ ^ 
C 一 D '•. 
/ \ Kn 
e 
\ Z V{ 
C* — D* : 
\ y* 
\ ^ m. 
From the Bayesian point of view, all the above quantities are random variables 
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or random vectors. Vi, i = l,...,m are obtained by the met,ho(l (lnscrib(!(l iii 
Chapter 2. Besides, 
e = {oL 7) 
where a = (ai a.2 . . . ak) with aj being the probability that a subject falls in the 
f'h cell and 7 二（7i 72 ... jk) with jj being the probability that a subject in the 
fh. cell died. 
For each Vi, method for estimating a and 7 is discussed in Chapter 3. We 
will use c^ i = ( ¾ ^5 . . . ^J) and ^ = ( ¾ ^ . . . ^；) to denote the estimate of 
a and 7 from the 严 imputed data set. 
Let Vij be the frequency of the 产 cell in the i^ imputed data set and Vi] is 
the average of V^ with respect to i, that is, 
l A - E = i Vt] 
y-/.n — . J m 
Similarly, we define V*j and 
y^' 1 y* v ^ = "''=1 ''3 11 • J m 
Define Zj, which is the standardized residual of the frequency of the / " cat-
egory, to be 
^ _Wj-E{Wj]D) 
]—V^ar(V^|D) _ 
We define Zj in such a way because we want to compare the imputed frequency 
with the predicted frequency based on our model. The predicted frequency is 
also the expected value of the future predicted frequency V^ given the original 
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observed data, D. That is, from the original observed data, D, we predict V.；^ 
which is the average frequency of m future imputed data sets, denoted by V*, 
i = 1,...，m. Such imputed data sets are formed from a data set called D* which 
is similar to D with the method as D generates K;, ^ 二 1,. • - 具 If our model 
is correct, the predicted frequency obtained should be close to K;j, the average 
frequency of our present imputed data sets. Moreover, the variance of V,j is 
supposed to be the variance of V*j given the original observed data set, D. 
Now, we will introduce a method to estimate E[V.^\D) and VQ,r{V*\D). We 
assume that E(V;*-|C*) w C* where C] is the frequency of the / " category in C*. 
We first consider the estimation E{Vj*lD). Consider 
E{V;^{D) = E{E{V.*lC*, D)\D) = E{E{V;^\C*)\D) ^ E{q\D). 
However, 
E{q\D) = E{E{qiV,,, D)\D) = E{E{q\V,)\D). 
Moreover, 
E ( q i K : ) = E{E{qm, , cxn) iV ; , ) 
=E{K;a,jj,j]V,,) 
=A^.^(a,,|K:)£^(7..|K；) 
where Ni is the total number of observations in i^ imputed data set. As we 
have only one set of estimate of a.,j and 7,^ - for each imputed data set. Therefore 
we estimate E{aij]Vi) by 5^ and E{jij{Vi) by ^ . Let n.,j be the number of 
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observations in the / " category of the i^ imputed data set. Then we have 
Ni5^j ^ Uij and hence, 
E{CflV,) 二 N,E{^\V,)E{^\Vi,) 




E{q\D) ^ - E ^ 
''''i=i 
= m e a n of C,*- over all imputations 
where C*j is the predicted frequency of the 产 category from the i ^ imputed data 
set and is always obtainable from standard statistical package, such as SAS. As 
a result, the estimate of E{V*j]D) is set to be E{C*\D). That is, 
E(V*j\D) ~ mean of C,*- over all imputation. 
Now we turn to the estimation of the variance of V*j given D. Consider 
1 m, 
Vor{WjlD) = Vo,r{-^V^^lD) m ^ ^ t—i 
1 rn 1 m 
=Var(EQ^ J2 V^\D\ D)\D) + E{Var{-^ V^p*, D)\D) 
爪i=i 饥i=i 
=Var(Em*\D\D)\D) + -E(Var(V*\D\D)\D) 
TY~h 
=Var{V*\D) 一 E{VoT{V-*\D*,D)\D) + -E{Var{V,:;\D\D)\D) 
1^T1/ 
= V a r { V ; ^ l D ) 一 (1 — -)E{Var{V^\D*,D)\D) 
TYl/ 
=Vo,r{V.;^\D) - (1 一 -)E(T/ar(T/,*|D*)|Z}). 
T77/ 
56 
We use & E : W � - W to estimate E{Var{V,^\Dn\D), Vo,r{V*lD) is ex-
pressed as: 
Var{V,^{D) = yar(E(^*|C*)|D) + E{Var{V*\Cn\D). (4.1) 
For the first term in the right hand side of (4.1) , we make use of the assumption 
that ;^(V ;^*|C*) ^ C* and we have 
Var{E{V^\C*)\D) ^ Var{q\D). 
Consider 
Var{q\D) = Var(E(C;mj|D) + E(Var(C;|K)|D) 
and it can be estimated by 
^_^ 1 rn 1 m, -
Var(C*lD)=——-^ (^¾?¾ — ^^.¾¾)' + — E ^^¾¾(! — ^7-.,) 
爪—丄i=i 饥i=i 
1 m 1 rn. N . 7 ^ . f 
= ^ E {N^^ - jm^? + ^ E ^ :^¾¾(! - - ^ ) 
m —丄?:=i 爪 i=i 丄、'.'. 
1 rn 1 m ”,?:.资 
= - ~ ~ 7 E ( ¾ ¾ —〜究_)2 + - E ^ - ¾ ( ! — - ^ ) 
? 7 7 , — 丄 ？ : = 1 m'i=i 丄、,!' 
where 7 ¾ ¾ = 去 TZ^i ^ ¾ and thus, 
1 爪 1 爪 77 . ‘〒• 
Far(E(^|C*)|D) ^ ^ ^ E ( ¾ ¾ — ^ ？ + - E ^ ¾ ( ! — ^ ) -
m —丄,z=i m, ,,二1 凡， 
For the second term in the right hand side of (4.1), consider Vo,r{V*j\C*). As 
the structure of C* and V* are the same, the variance of V*- given C* can be 
considered as the variance of V*- given V^^ with k + i. Therefore, 
E{VaT{V:^\C^)\D) = E{VaT{V.:,\V:^)\D) 
which is estimated by ^ YJlLi ( ¾ 一 ^jf-
5 7 
As a result, we can estimate Vo,r{V*j\D) by 
" ^ E (¾¾ - « ) 2 + ^ t ^ ¾ ( ! - 警 ) + 丄 t i y . - 尊 
m — 丄 i=i m ?:=i i\i f(i — 丄 , : = i 
Then, we estimate Var{y,^j\D) by 
1 rn 1 m ^ . . � . 
VarO^ |D) = ; ; ^ E (¾¾ - ^ ) ' + - E ^¾(! - ^ ) 
m — 丄 ， ^ i rn ^_^ 丄、''丨, 
1 m 
+ ^ E W . - W ) ' 
m - l ； ^ 
1 1 爪 
- ( 1 - 。 口 § ( % 广 駅 
i 丄 
1 饥 1 爪 Jl,j .警 
= : ; ; r r T ^ (几”.菊—〜元)2 + — E ^ ¾ ( ! — - ^ ) 
爪—1'丨,=1 '''' i=i 丄、'丨' 
1 m, 
+ ^ & 4 - ^ ) 2 
= v a r i a n c e of C,*- over all imputations 
+mean of C,*-(1 —务）over all imputations 
+—variance of Vij over all imputations. 
m 
58 
4.2 Residual Analysis of The Cancer Mortality 
Model 
In our example, for death caused by cancer, a frequency table of 2880 cells 
is considered. After the model is formed, the standardized residuals are com-
puted by the method described in the preceeding section. The distribution of the 
standardized residuals are given in the following table. 
Table 4.1: Frequency Distribution of Standardized Residuals 
Range Frequency Percent 
- - 3 , -2 ] ^ ^ 
( - 2 , - 1 ] 228 7.9 
( - l , 0 ] 1548 53.8 
(0,1] 762 26.5 
(1.2] 239 8.3 
(2.3] 56 1.9 
(3.4] 12 0.4 
(4.5] 5 0.2 
(5.6] 3 0.1 
(6.7 ] 1 0.0 
Summary statistics for standardized residuals, histogram of standardized resid-
uals, residual plot of standardized residuals against age and residual plot of stan-
dardized residuals against predicted cell probability are given below. 
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A n a l y s i s of S t a n d a r d i z e d R e s i d u a l s of C a n c e r Morta l i ty M o d e l 
Summary Statistics for Standardized Residuals 
Mean -.003 Std err .016 Median -.118 
Mode -2.826 Std dev .883 Variance .779 
Kurtosis 4.686 S E Kurt .091 Skewness 1.168 
S E Skew .046 Range 9.667 Minimum -2.826 
Maximum 6.841 Sum -7.557 
* Multiple modes exist. The smallest value is shown. 
Valid cases 2880 Missing cases 0 
Histogram 
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From Table 4.2, we observe that more than 99% of standardized residuals 
are within -3 and 3. Moreover, from the residual plots, no unusual structure is 
apparent. Thus, we conclude that the model is appropriate. 
In next chapter, we will interpret the cancer mortality model in detail and 




In this chapter, we will interpret our model on the cancer mortality in Hong 
Kong. Moreover, a comparison of the cancer mortality and heart diseases mor-
tality is made in this chapter. Besides, the limitations of the results in this thesis 
will also be discussed. 
5.1 The Cancer Mortality 
Before interpreting the results, we will discuss some properties of logistic 
regression first. Consider a logistic model: 
log{j^) = po + PiAGE + p2SEX + p^2ASEX + /3'Xi 
1 — p 
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where p is the probability of death, AGE, SEX and ASEX are defined in Chap-
ter 3 and X^ is a vector contains all other variables in the model. 
Let pf and Pm be the probability of death for a female and a male with the 
same age and Xi respectively. Given a value of AGE, pf is given by: 
log{,^-^) = 00 + AGEf3i + ft + AGEf3u + f^'X! 
l l , 
and Prn is given by 
% ( T ^ ^ ) = 00 + AGEfh + " X i . 
1 — Pm 
By subtracting the above two equations, we have: 
( f f ( l — t ) ) = � 2 + AGEA2. 
(1 - Vf)Vm. 
The left hand side of the above equation is the log odds ratio for sex. In other 
words, given a value of AGE, sum of the coefficient of SEX and the coefficient 
of ASEX is the log odds ratios for sex at that age. Besides, if the interaction 
effect is insignificant, the log odds ratio is simply the coefficient of SEX. 
If the cause of death is cancer, we find that age, sex, marital status, household 
rent, education level and occupation have statistically significant effects on the 
hazard rate. Apart from the above main effects, there are some interaction effects 
also contributing to the hazard rate. Such interaction effects are: age and sex; 
age and marital status; and age and occupation. 
Since the interaction effect of age and sex is significant, log odds ratios for sex 
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for different age are computed. All log odds ratios are negative, this indicates 
that the hazard rate of female is smaller than that of male for all age. This finding 
is consistent with the finding of Owen et. al.(1996). 
As the interaction effect of age and marital status is significant, log odds ratios 
for marital status for different age are computed. For age between 30 and 41, 
the log odds ratios are negative, this indicates that the hazard rate of married 
people is larger. For married people in this age group, they may have children 
and need to work very hard to support their families. They may face very high 
stress and as a result, such psychological effect may affect their health condition 
and increase their mortality rate. For age between 42 and 65, the log odds ratios 
are positive, this indicates that the hazard rate of married people is smaller. For 
older people, the support from their spouse are very important. Moreover, their 
children may grow up and loosen their burden. Hence, they may live a happy life 
and their mortality rate may be lowered. 
To interpret the effect of occupation, we will compare the log odds ratios for 
different levels of occupation. For each occupation level, odds ratios are ratio of 
odds of this level of occupation and the odds of no occupation or unidentifiable 
occupation. Since for all level of occupation, the odds are compared with the odds 
of no occupation or unidentifiable occupation, we can simply compare all the odds 
ratios for different levels of occupation to decide which level of occupation has the 
greatest effect on cancer mortality. As the interaction effect of age and occupation 
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group 1, the interaction effect of age and occupation group 2 and the interaction 
effect of age and occupation group 3 are significant, log odds ratios for occupation 
group 1, 2 and 3 for different age are computed. For occupation group 4, as there 
is no interaction with age, the log odds ratio is considered to be constant over 
age. 
For age between 30 and 48, we find that skilled agriculture workers, craft, 
plant operators and armed forces (occupation group 3) have the lowest hazard 
rate. Manager and professionals (occupation group 1) have the second lowest 
hazard rate. Clerks and service workers (occupation group 2) have the third 
lowest hazard rate. People with elementary occupations (occupation group 4) 
have the second highest hazard rate. People with no occupation or unidentifiable 
occupation (occupation group 5) have the highest hazard rate. 
For age between 49 and 58, the hazard rate in ascending order are people in 
occupation group 3, people in occupation group 1, people in occupation group 4， 
people ill oc-cupati()ii group 2 and people in occupation group 5. 
For ag(^  l)otw(Mni 59 ancl 65. the hazard rate in ascending order are p(�opl(�in 
occupation group 3. p(�oplp in o(.c.upation group 1. po^ople in occupation group 4. 
p(�opl(�in o(-('iipati(m gT()up 5 and poople in occupation group 2. 
To suin up. the liazarcl rat(�for skilled agricultiir(- workors. craft. plant op-
erators and arm(xl forces (occupation group 3) is lowest for all agf l)f>twwn 30 
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and 65. For all age between 30 and 65, manager and professionals (occupation 
group 1) have the second lowest hazard rate. For people with age between 30 
and 58, the hazard rate for those with no occupation or unidentifiable occupation 
(occupation group 5) is highest. For people with age between 59 and 65, the haz-
ard rate for clerks and service workers (occupation group 2) is the highest. The 
occupations included in occupation group 3 require relatively larger amount of 
manual labour. This make people engaged in such occupation become healthier. 
For manager or professionals, their knowledge about health is better and thus, 
they may pay more attention to medial care. 
As RT2 is significant, this indicates that people with household rent greater 
than or equal to $1, the hazard function is larger. In other words, refer to the 
definition of RT2, people need to pay rent have higher hazard rate than people 
need not. It may be because for people need to spend money on rent, their 
expenditure on other item such as food may be reduced. This may affect their 
health condition and thus, their mortality rate may be higher. 
The hazard rate for people having received primary education or above is 
lower than that for people having kindergarten education or no schooling. It may 
be because people with education has better knowledge about health. This makes 
them pay more attention to their health condition and as a result, their hazard 
rate will be lower than people without primary education. 
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5.2 Competing Risk 
Apart from the study of cancer mortality, we have also studied the heart 
diseases mortality. The results of the heart diseases mortality model is given in 
Appendix C. In this section we will compare which one of these two diseases is 
more likely to cause death. Such comparison is specific for each group of people, 
that is, people with different characteristics will be considered separately. 
Given that an individual with certain characteristic will die at age 65 or below 
and the cause of death is either cancer or heart diseases, we would like to know 
which disease is more likely to cause death. The below notations will be used in 
the following discussion: 
PcHr 一 Probability that both cancer and heart diseases will cause 
a person at age i die within one year 
PcH, ——Probability that a person at age i will die within one 
year due to cancer, but not heart diseases 
PcH, 一 Probability that a person at age i will die with one 
year due to heart diseases, but not cancer 
Pcfh — Probability that a person at age i will not die within 
one year due to heart diseases or cancer 
where i = AGE, • • ., 65. Assuming that the event that a person die due to cancer 
and the event that a person die due to heart diseases are independent, Pcn,, 
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PcHi, PcHi and PcH^ are computed as below: 
PcHAGE = PcAGE . PHAGE 
PCHAGE = PCAGE'(1-PHAGE) 
PCHAGE = (1 — PCAGE) • PtiAGE 
PcH^OE 二 ( l - P c ^ ) - ( l - i W ) 
and 
PcH,. = PcH.-r • Pc. • Pn. 
PcH. = PcH.^, • Pc. • (1 - Pnd 
PcH. = PcH._, • (1 - Pcd • Pn. 
PcH. = Pcm^, • (1 - Pc.) • (1 - PH.) 
where i 二 AGE + 1,...，65. In the above equations, 7¾ for i = AGE,..., 65 
are probabilities that a person will die at age i due to cancer and it is computed 
from the model of cancer mortality. Similarly, Pn^ for i = AGE,..., 65 are 
probabilities that a person will die at age i due to heart diseases and it is computed 
from the model of heart diseases mortality. 
Therefore, the probability that a person will die in cancer at age k is calculated 
by 
Pr(die in cancer at age k) 
PcH, + \PcH, if k = AGE 
二 < 
� ( n t A c ^ ; Pm){PcH, + lPcH,) if k = AGE + 1’ .. •’ 65. 
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Here we have assumed that if both diseases will cause a person die in a given age, 
both causes of death are equally likely. The probability that he/she will die in 
cancer at age 65 or below is given by 
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Pr(die in cancer at age 65 or below) = ^ Pr(die in cancer at age k). 
k=AGE 
Similarly, the probability that he/she will die in heart diseases before age 65 can 
be computed by 
Pr(die in heart diseases at age 65 or below) 
65 
二 E Pr(die in heart diseases at age k) 
k=AGE 
where 
Pr(die in heart diseases at age k) 
y 
PcH, + lPcH, if k = AGE 
= < 
(ntlcE ^CHj(^CH, + |PcH,) if k = AGE + 1’ . • •’ 65. 
\ 
Hence, the probability that a person will die in cancer at age 65 or below given 
that he/she must die at age 65 or below and the cause of death is either cancer 
or heart diseases is denoted by Pr(C) and is calculated by 
p (a) Pr(die in cancer before age 65) 
Pr(die in cancer before age 65) + Pr(die in heart diseases at age 65)‘ 
Similarly, the probability that a person will die in heart diseases at age 65 or 
below given that he/she dies at age 65 or below and the cause of death is either 
cancer or heart diseases is denoted by Pr(H) and is calculated by 
Pr(H) — Pr(die in heart diseases before age 65) 
Pr(die in cancer before age 65) + Pr(die in heart diseases before age 65) • 
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Note that Pr(D) equals l-Pr(C). 
Pr(C) is called the competing risk of cancer relative to heart diseases and is 
used to indicate whether cancer is more likely to cause death than heart diseases 
given the above conditions. If Pr(C) is greater than 0.5, then cancer is more likely 
to cause death than heart diseases given the above conditions. If Pr(C) is smaller 
than 0.5, then cancer is less likely to cause death than heart diseases given the 
above conditions. If Pr(C) is equal to 0.5, then cancer and heart diseases are 
equally likely to cause death given the above conditions. Some values of Pr(C) 
are computed and are given in Table 5.1. 
Table 5.1: Some Examples of Pr(C) 
AGE SEX MS HR2 EL2 OCCUP~~Pr(C)""^Which diseases are more 
likely to cause death 
^ ^ 0 0 0 1 1 0.6301 Cancer 
38 0 1 1 0 5 0.3055 Heart diseases 
42 1 0 1 1 2 0.8408 Cancer 
55 0 1 0 0 3 0.3976 Heart diseases 
For the first example, a man, who is 30 years old, married, with at least 
primary education, holding a job as manager or professional and paying no rent, 
is considered. If we assume that he will die at age 65 or below and his cause of 
death is either cancer or heart diseases, then the probability that he will die in 
cancer is 0.6301 and the probability that he will die in heart diseases is 0.3699. 
For other examples, the interpretations are similar. 
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Here, the models of these two causes of death have same risk factors. As a 
result, the number of cells in the frequency tables of both diseases are the same. 
In order words, the characteristic defining a person are the same in these two 
models. Thus, we can directly compare the probabilities of death with different 
causes of death of a person. However, if the risk factors in two models are different, 
the definition of characteristic of a person in these two models are different. If 
we want to compare the mortality rates of a person, we need to combine some 
cells so that the number of cells in the frequency tables corresponding to these 
two models are the same and hence we can define a person in these two models. 
In computing the probabilities of death from these two diseases, weighted sum 
of the original probabilities from the models are used. After that, the method 
described in this section can be used to compute the competing risk of a person 
with certain characteristic. 
5.3 Discussion 
In our study, we have assumed that all explanatory variables of an individual are 
unchanged within the period under consideration. However, in some situations, 
this assumption may be violated. For example, a married woman with age 70 
in 1991 may become widow in 1995 if her husband died within 1991 and 1995. 
A person aged 18 in 1991 may have his education level changed frorn secondary 
educated to tertiary educated after 5 years education. In order to make the 
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assumption more reasonable, people with age less than 30 or greater than 65 
have not been considered in modeling. For people with age within 30 and 65, 
their education level are not likely to change within 5 years as they have already 
educated. Moreover, even if they may change job within this period, we believe 
that their occupation may not change. But, in fact, the status of people with 
age within 30 and 65 may still change within 5 years. For example, they may 
divorce or their spouse may die within this period so that their marital status 
changed. Moreover, they may lose their job within this period so that they 
become unemployed. However, no other information can be used to predict the 
status of people in each year, we cannot avoid making such assumption. 
One feature of our model is that time-dependent variables can also be consid-
ered. Suppose we do not assume that the variables are unchanged and we have 
data about the status of people in each year, our model is still appropriate in 
modeling. Of course, in practice, such data are difficult to obtain. However, if 
other information which can be used to predict the status of people in each year 
is available, we may be able to construct such data set. Moreover, this feature 
may also facilitate the analysis of some survey about mortality. 
The other limitation of our study is that the variables are coarsely grouped. 
We believe that if the variables can be grouped into more detailed categories, the 
results will be more meaningful. However, because of privacy reason, the Census 
and Statistics Department of Hong Kong cannot provide detailed information. 
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We are forced to exclude some variables in our study because if we require such 
information, the variables in the data set will be grouped even more coarsely. 
In fact, our model can handle any number of variables with any number of cat-
egories. Of course, difficulties in modeling and handling a large data set that 
consists of a huge contingency table may arise if too many variables are taken 
into consideration. 
The conditional independence assumption is made in merging data set. Aux-
iliary information can be used as an alternative to this assumption as suggested 
by Singh, et. al. (1993). Their idea is that: We can match two data sets, one 
containing {X, Y) and the other containing {X, Z), with the help of a third file 
containing auxiliary information about the full set (X, Y, Z) or the reduced set , 
(y, Z). We can complete records in the first file by adding Z from the second file 
using information from all three files on the joint relationships of X , Y and Z. In 
other words, the conditional independence assumption is not needed. However, 
in our study, we cannot find any auxiliary information about the relationship 
between cause of death and the explanatory variables included in Censusl so 
tha.t the conditional independence assumption must be made. 
74 
Appendix A 
Coding Description of District {TPUd and TPUi) 
Code Coding Description Code Coding Description 
~~1 Central k Western~~":CA 01-03 17 Kwun Tong :CA 07-11 
2 Central k Western :CA 04-08 18 Kwun Tong :CA 12-19 
3 Wan Chai 19 Kwai Tsing :CA 01-08 
4 Eastern :CA 01-05, 17 20 Kwai Tsing :CA 09-15 
5 Eastern :CA 06-11 21 Tsuen Wan 
6 Eastern :CA 12-16, 18 22 Tuen Mun :CA 01-08 
7 Southern 23 Tuen Mun :CA 09-16 
8 Yau Tsim 24 Yuen Long 
9 Mong Kok 25 North 
10 Sham Shui Po :CA 01-06 26 Tai Po 
11 Sham Shui Po :CA 07-11 27 Sha Tin :CA 01-10 
12 Kowloon City :CA 01-07 28 Sha Tin :CA 11-18 
13 Kowloon City :CA 08-14 29 Sai Kung 
14 Wong Tai Sin :CA 01-06 30 Islands 
15 Wong Tai Sin :CA 07-14 99 Marine 
16 Kwun Tong :CA 01-06 
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Appendix B 
Results of Heart Diseases Mortality Model 
MLE for the first imputed data set 
v a r i a b l e e s t i m a t e s t a n d a r d e r r o r z v a l u e p - v a l u e 
i n t e r c e p t - 9 . 8 0 1 6 4 8 1 4 0 . 1 5 4 1 3 4 0 0 5 - 6 3 . 5 9 1 7 3 2 0 2 5 . 0 0 0 0 0 0 0 0 0 
a g e . 0 7 7 7 9 9 6 9 3 . 0 0 2 5 4 1 2 6 0 3 0 . 6 1 4 6 1 8 3 0 1 . 0 0 0 0 0 0 0 0 0 
s e x - 3 . 2 8 3 1 5 1 3 8 8 . 1 8 1 3 7 0 1 5 4 - 1 8 . 1 0 1 9 3 8 2 4 8 . 0 0 0 0 0 0 0 0 0 
ms 1 . 0 8 7 3 5 2 5 1 4 . 1 6 1 9 3 5 2 4 0 6 . 7 1 4 7 3 6 9 3 8 . 0 0 0 0 0 0 0 0 0 
r t 2 . 0 5 9 8 3 6 6 8 9 . 0 2 1 6 8 4 6 0 4 2 . 7 5 9 4 0 8 9 5 1 . 0 0 5 7 9 0 5 9 1 
e l 2 - . 1 2 0 6 7 3 2 3 2 . 0 2 6 0 9 7 2 0 3 - 4 . 6 2 3 9 9 1 0 1 3 . 0 0 0 0 0 3 8 1 5 
o c c d l - 4 . 3 1 8 9 7 0 6 8 0 . 3 4 8 5 7 3 9 2 3 - 1 2 . 3 9 0 4 0 0 8 8 7 . 0 0 0 0 0 0 0 0 0 
o c c d 2 - 3 . 4 9 3 6 2 6 8 3 3 . 2 0 7 4 9 7 3 7 3 - 1 6 . 8 3 6 9693 76 . 0 0 0 0 0 0 0 0 0 
o c c d 3 - 5 . 4 1 1 5 8 0 5 6 3 . 4 7 8 4 2 3 5 9 5 - 1 1 . 3 1 1 2 7 4 5 2 9 . 0 0 0 0 0 0 0 0 0 
o c c d 4 - . 3 6 9 1 3 9 2 5 4 . 2 0 2 2 3 1 7 2 0 - 1 . 8 2 5 3 2 8 1 1 2 . 0 6 7 9 5 1 5 6 0 
a s e x . 0 3 5 8 9 4 4 6 8 . 0 0 3 1 3 3 3 6 9 1 1 . 4 5 5 5 5 2 1 0 1 . 0 0 0 0 0 0 0 0 0 
ams - . 0 1 3 2 4 6 6 5 2 . 0 0 2 8 4 6 5 7 7 - 4 . 6 5 3 5 3 7 2 7 3 . 0 0 0 0 0 3 2 1 9 
a o c c d l . 0 4 1 3 6 2 9 8 6 . 0 0 6 4 6 2 5 0 7 6 . 4 0 0 4 5 4 5 2 1 . 0 0 0 0 0 0 0 0 0 
a o c c d 2 . 0 5 7 8 0 5 0 7 6 . 0 0 3 6 5 4 7 2 3 1 5 . 8 1 6 5 4 0 7 1 8 . 0 0 0 0 0 0 0 0 0 
a o c c d 3 . 0 4 1 2 9 1 0 2 5 . 0 0 8 7 6 5 6 7 1 4 . 7 1 0 5 3 7 4 3 4 . 0 0 0 0 0 2 5 0 3 
a o c c d 4 - . 0 1 1 1 1 7 3 8 6 . 0 0 3 6 0 5 1 3 5 - 3 . 0 8 3 7 6 3 8 3 8 . 0 0 2 0 4 3 9 6 2 
MLE for the second imputed data set 
v a r i a b l e e s t i m a t e s t a n d a r d e r r o r z v a l u e p - v a l u e 
i n t e r c e p t - 1 0 . 0 3 7 4 2 5 9 9 5 . 1 6 2 8 5 8 2 1 8 - 6 0 . 1 8 5 1 6 1 5 9 1 . 0 0 0 0 0 0 0 0 0 
a g e . 0 8 1 8 8 3 9 8 9 . 0 0 2 7 2 3 7 8 4 2 8 . 5 6 3 0 8 9 3 7 1 . 0 0 0 0 0 0 0 0 0 
s e x - 3 . 1 1 0 8 2 6 9 6 9 . 1 9 0 3 0 9 3 0 1 - 1 7 . 2 5 1 6 5 9 3 93 . 0 0 0 0 0 0 0 0 0 
ms 1 . 1 0 3 6 8 6 8 1 0 . 1 6 9 3 7 0 4 2 8 6 . 4 1 9 9 6 6 6 9 8 . 0 0 0 0 0 0 0 0 0 
r t 2 . 0 8 6 6 5 9 1 8 6 . 0 2 2 8 6 7 2 4 7 2 . 6 1 6 6 9 8 2 6 5 . 0 0 8 8 7 8 4 6 9 
e l 2 - . 1 0 2 6 6 8 6 2 8 . 0 2 7 9 0 9 1 5 6 - 4 . 3 2 3 7 8 6 7 3 6 . 0 0 0 0 1 5 3 7 8 
o c c d l - 4 . 0 2 0 5 0 3 9 9 8 . 3 5 3 5 9 3 2 0 0 - 1 2 . 2 1 4 5 1 8 5 4 7 . 0 0 0 0 0 0 0 0 0 
o c c d 2 - 3 . 3 7 7 9 8 2 8 5 5 . 2 1 6 8 4 4 9 9 1 - 1 6 . 1 1 1 1 7 1 7 2 2 . 0 0 0 0 0 0 0 0 0 
o c c d 3 - 5 . 6 7 7 5 4 0 7 7 9 . 5 2 5 0 0 5 1 6 2 - 1 0 . 3 0 7 6 7 1 5 4 7 . 0 0 0 0 0 0 0 0 0 
o c c d 4 - . 1 8 0 7 9 1 1 2 5 . 2 1 1 7 3 2 4 6 2 - 1 . 7 4 3 4 2 3 1 0 4 . 0 8 1 2 5 9 7 2 7 
a s e x . 0 3 2 4 5 6 9 2 3 . 0 0 3 3 4 0 3 5 9 1 0 . 7 4 5 6 9 1 2 9 9 . 0 0 0 0 0 0 0 0 0 
ams - . 0 1 2 9 7 7 1 8 8 . 0 0 3 0 2 9 0 2 6 - 4 . 3 7 3 2 3 7 6 1 0 . 0 0 0 0 1 2 2 7 9 
a o c c d l . 0 3 6 1 6 5 9 8 6 . 0 0 6 6 3 3 4 7 6 6 . 2 3 5 4 9 2 2 2 9 . 0 0 0 0 0 0 0 0 0 
a o c c d 2 . 0 5 5 4 1 9 9 2 6 . 0 0 3 8 7 1 0 4 6 1 4 . 9 3 2 6 7 4 4 0 8 . 0 0 0 0 0 0 0 0 0 
a o c c d 3 . 0 4 4 6 3 2 7 3 3 . 0 0 9 6 4 8 7 3 1 4 . 2 7 9 4 2 5 6 2 1 . 0 0 0 0 1 8 7 1 6 
a o c c d 4 - . 0 1 5 4 7 8 3 2 6 . 0 0 3 8 2 8 8 3 8 - 2 . 9 0 3 5 9 2 5 8 7 . 0 0 3 6 8 9 0 5 1 
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MLE for the third imputed data set 
v a r i a b l e e s t i m a t e s t a n d a r d e r r o r z v a l u e p - v a l u e 
i n t e r c e p t - 9 . 8 3 0 7 8 7 6 5 9 . 1 5 4 2 9 6 3 6 8 - 6 3 . 5 2 4 8 1 4 6 0 6 . 0 0 0 0 0 0 0 0 0 
a g e . 0 7 7 6 9 3 2 4 6 . 0 0 2 5 4 4 0 1 3 3 0 . 5 8 1 4 8 7 6 5 6 . 0 0 0 0 0 0 0 0 0 
s e x - 3 . 3 3 5 7 3 1 9 8 3 . 1 8 1 9 0 2 5 2 8 - 1 8 . 0 4 8 9 5 9 7 3 2 . 0 0 0 0 0 0 0 0 0 
ms 1 . 0 7 3 0 8 7 9 3 1 . 1 6 1 6 3 1 6 1 4 6 . 7 2 7 3 5 0 2 3 5 . 0 0 0 0 0 0 0 0 0 
r t 2 . 0 8 4 5 0 0 5 5 1 . 0 2 1 7 4 1 1 5 9 2 . 7 5 2 2 3 0 8 8 3 . 0 0 5 9 1 9 0 9 9 
e l 2 - . 0 9 7 3 9 2 1 8 7 . 0 2 6 2 3 8 5 4 0 - 4 . 5 9 9 0 8 3 4 2 4 . 0 0 0 0 0 4 2 9 2 
o c c d l - 3 . 9 2 1 6 5 3 0 3 2 . 3 3 0 6 0 8 1 0 0 - 1 3 . 0 6 3 7 1 6 8 8 8 . 0 0 0 0 0 0 0 0 0 
o c c d 2 - 3 . 4 7 6 9 8 5 6 9 3 . 2 0 7 6 8 0 5 3 8 - 1 6 . 8 2 2 1 1 8 7 5 9 . 0 0 0 0 0 0 0 0 0 
o c c d 3 - 5 . 4 0 8 7 7 7 2 3 7 . 4 8 5 5 0 6 4 4 5 - 1 1 . 1 4 6 2 5 9 3 0 8 . 0 0 0 0 0 0 0 0 0 
o c c d 4 - . 4 1 6 4 6 7 9 0 5 . 2 0 3 4 0 6 2 5 9 - 1 . 8 1 4 7 8 8 1 0 3 . 0 6 9 5 5 6 4 7 5 
a s e x . 0 3 6 8 9 4 7 2 7 . 0 0 3 1 4 2 2 9 2 1 1 . 4 2 3 0 2 0 3 6 3 . 0 0 0 0 0 0 0 0 0 
amar - . 0 1 2 9 7 3 8 4 7 . 0 0 2 8 4 1 4 7 8 - 4 . 6 6 1 8 8 7 1 6 9 . 0 0 0 0 0 3 0 9 9 
a o c c d l . 0 3 5 3 0 8 2 0 8 . 0 0 6 1 6 6 2 7 9 6 . 7 0 7 9 3 2 4 7 2 . 0 0 0 0 0 0 0 0 0 
a o c c d 2 . 0 5 7 4 3 5 0 1 0 . 0 0 3 6 5 9 0 9 8 1 5 . 7 9 7 6 2 9 3 5 6 . 0 0 0 0 0 0 0 0 0 
a o c c d 3 . 0 4 0 4 2 0 2 9 4 . 0 0 8 9 0 4 2 1 2 4 . 6 3 7 2 4 6 1 3 2 . 0 0 0 0 0 3 5 7 6 
a o c c d 4 - . 0 1 0 3 8 9 7 7 5 . 0 0 3 6 2 5 0 5 2 - 3 . 0 6 6 8 2 1 3 3 7 . 0 0 2 1 6 3 5 2 9 
Overall Estimate 
v a r i a b l e e s t i m a t e s t a n d a r d e r r o r z v a l u e p - v a l u e 
i n t e r c e p t - 9 . 8 8 9 9 5 3 6 1 3 . 2 1 6 1 6 3 9 7 8 - 4 5 . 7 5 2 0 9 0 4 5 4 . 0 0 0 0 0 0 0 0 0 
a g e . 0 7 9 1 2 5 6 4 3 . 0 0 3 7 9 4 1 0 8 2 0 . 8 5 4 8 7 5 5 6 5 . 0 0 0 0 0 0 0 0 0 
s e x - 3 . 2 4 3 2 3 6 5 4 2 . 2 2 9 1 7 4 6 7 4 - 1 4 . 1 5 1 8 1 0 6 4 6 . 0 0 0 0 0 0 0 0 0 
ms 1 . 0 8 8 0 4 2 3 7 8 . 1 6 5 2 9 9 5 9 4 6 . 5 8 2 2 4 4 8 7 3 . 0 0 0 0 0 0 0 0 0 
r t 2 . 0 7 6 9 9 8 8 0 7 . 0 2 8 0 1 2 4 1 4 2 . 7 4 8 7 3 8 7 6 6 . 0 0 5 9 8 2 5 1 8 
e l 2 - . 1 0 6 9 1 1 3 3 9 . 0 3 0 2 4 5 9 6 5 - 3 . 5 3 4 7 3 0 6 7 3 . 0 0 0 4 0 8 1 7 3 
o c c d l - 4 . 0 8 7 0 4 2 3 3 2 . 4 1 9 1 1 6 9 7 4 - 9 . 7 5 1 5 5 5 4 4 3 . 0 0 0 0 0 0 0 0 0 
o c c d 2 - 3 . 4 4 9 5 3 1 7 9 4 . 2 2 2 7 4 2 5 8 7 - 1 5 . 4 8662 853 2 . 0 0 0 0 0 0 0 0 0 
o c c d 3 - 5 . 4 9 9 2 9 9 5 2 6 . 5 2 7 7 4 7 9 8 9 - 1 0 . 4 2 0 3 1 3 8 3 5 . 0 0 0 0 0 0 0 0 0 
o c c d 4 - . 3 2 2 1 3 2 7 6 6 . 2 5 1 1 8 0 3 8 1 - 1 . 2 8 2 4 7 5 8 2 9 . 1 9 9 6 7 5 7 9 8 
a s e x . 0 3 5 0 8 2 0 3 8 . 0 0 4 1 8 4 2 6 5 8 . 3 8 4 2 7 7 3 4 4 . 0 0 0 0 0 0 0 0 0 
amar - . 0 1 3 0 6 5 8 9 6 . 0 0 2 9 1 2 6 1 8 - 4 . 4 8 5 9 6 2 8 6 8 . 0 0 0 0 0 7 2 7 2 
a o c c d l . 0 3 7 6 1 2 3 9 3 . 0 0 7 4 5 4 9 0 1 5 . 0 4 5 3 2 4 8 0 2 . 0 0 0 0 0 0 4 7 7 
a o c c d 2 . 0 5 6 8 8 6 6 6 9 . 0 0 4 0 1 3 3 9 3 1 4 . 1 7 4 2 0 8 6 4 1 . 0 0 0 0 0 0 0 0 0 
a o c c d 3 . 0 4 2 1 1 4 6 8 6 . 0 0 9 4 6 9 2 4 6 4 . 4 4 7 5 2 2 6 4 0 . 0 0 0 0 0 8 7 0 2 
a o c c d 4 - . 0 1 2 3 2 8 4 9 5 . 0 0 4 8 6 7 9 8 1 - 2 . 5 3 2 5 6 8 6 9 3 . 0 1 1 3 2 2 9 7 5 
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Analysis of Standardized Residuals 
Summary Statistics for Standardized Residuals 
Mean -.018 Std err .013 Median -.119 
Mode -2.750 Std dev .714 Variance •509 
Kurtosis 11.665 S E Kurt .091 Skewness 1.818 
S E Skew .046 Range 10.714 Minimum -2.750 
Maximum 7.964 Sum -51.999 
* Multiple modes exist. The smallest value is shown. 
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