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Abstract 
The terahertz frequency range, 0.1-10 THz, is one of the richest frequency ranges 
in condensed matter spectroscopy. Many important excitations and dynamical phe-
nomena occur in this range, including superconducting gaps, protein conformational 
modes, phonons, and plasmons, just to name a few. Spectroscopic studies in this 
region provide valuable insights into the quantum states and dynamics of confined, 
driven, or interacting electrons in solids. In this dissertation research I have devel-
oped a time-domain THz magneto-spectroscopy system to investigate various THz 
magnetic excitations in semiconductors, including a high-mobility two-dimensional 
electron gas (2DEG) in a GaAs quantum well and lightly-doped InSb. In the 2DEG, 
I have observed very long-lived (up to ~ 50 ps) coherent THz oscillations, which 
correspond to a time-domain observation of cyclotron resonance. Prom the data 
both the real and imaginary parts of the conductivity can be simultaneously deter-
mined because of the phase-sensitive-detection nature of this technique. Magnetic 
field and temperatxire dependent results provide some important information on elec-
tron scattering in this system. In InSb, I have found that the THz transmittance 
of the sample sensitively changes with the temperature and magnetic field, show-
ing a number of non-intuitive spectral features. In particular, I observed a sudden 
appearance and disappearance of transparency with increasing temperature, which 
resulted in a transparency window of a narrow temperature region (160-190 K), over 
a frequency range of 0.1-0.8 THz. Detailed theoretical simulations based on a cold 
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magneto-plasma model demonstrate that this novel phenomenon is a manifestation 
of coherent interference of the cyclotron-resonance-active and cyclotron-resonance-
inactive modes co-propagating through the magneto-plasma along the magnetic field 
direction. Finally, I have obtained some experimental results on the Is—2p~ impurity 
transition at 1.6 K that provide insight on the nature of the magnetic-field-induced 
metal-to-insulator transition that is known to occur in this system. The materials 
studied in this research are highly tunable with external fields and doping and thus 
promising for future THz devices such as tunable THz detectors, filters, and Faraday 
rotators. 
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Chapter 1 
Introduction 
The THz range (0.1-10 THz) is one of the richest frequency ranges in condensed 
matter spectroscopy. Many important excitations and dynamical phenomena occur in 
the THz range, including supercondxicting gaps, cyclotron resonance, donor binding 
energies, phonons, and plasmons, etc. Until now, there has been little success in 
performing coherent broadband spectroscopy on these excitations in semiconductors 
in the THz range. Conventional spectroscopic techniques such as FTIR are inherently 
incoherent and not sensitive enough in the THz range. 
Time-domain THz magneto-spectroscopy (TD-TMS) provides the possibilities to 
detect and control these coherent dynamics and investigate interesting physical phe-
nomena in semiconductors. It offers much more information than incoherent tech-
niques. TD-TMS utilizes a generated picosecond THz pulse, which is shorter than 
many decoherence processes, and therefore can resolve these dynamical processes in 
the time domain. These processes contain details about the interaction of an electro-
magnetic wave with a collection of charged particles: e.g., how fast the dynamics of 
absorption and depopulation are; how they depend on the incident wave power, polar-
ization, carrier density, temperature, and magnetic field; and how we can manipulate 
them, and so on. In addition, it covers the region from 0.1 to 10 THz, generating 
equivalently valuable spectroscopic information about characteristic energies, tran-
sitions and frequencies as traditional incoherent spectroscopies. The signal-to-noise 
ratio of this technique is much higher that that of FTIR. It directly measures the 
electric field E(t) instead of power and both amplitude and phase information can be 
obtained simultaneously. Afterwards, the real and imaginary dielectric function (and 
hence conductivity) can be determined by the amplitude and phase without using 
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Krarners-Kronig analysis. This technique has been successfully employed to excite 
the rotational transitions of molecular vapors with freely? propagating coherent THz 
pulses and detect the free-induction decay reradiated by the vapors [1]. Coherent 
THz resonance oscillations of surface plasmons propagating on metal-film hole arrays 
are also observed in the time-domain [2]. 
More importantly, using TD-TMS, one can study magnetic excitations, which 
are more intriguing because they are continuously tunable and contain more ex-
otic physics. For example, when one applies a magnetic field perpendicular to a 
GaAs/AlGaAs two-dimensional electron gas (2DEG), the electron density of states 
splits into quantized Landau levels (LLs). The energy gaps between Landau levels 
are tunable with the magnetic field in the THz range. There are many interesting 
magnetic phenomena that occur in the 2DEG, ranging from the integer and fractional 
quantum Hall effects [3], Wigner crystallization [4], and metal-insulator transitions 
[5]. Fromer et al. [6], studied a Landau quantized 2DEG using femtosecond four-
waving mixing. They observed a large transfer of oscillator strength to the lowest 
Landau level and unusual dynamics due to Coulomb correlation. They claimed the 
work to be the first investigation of the dynamics of the 2DEG inter-LL excitations 
using time resolved nonlinear spectroscopy. 
In this dissertation research I have developed a coherent time-domain THz magneto-
spectroscopy system to investigate various THz magnetic excitations in semiconduc-
tors, including a high-mobility two-dimensional electron gas (2DEG) in a GaAs quan-
tum well and lightly-doped InSb. I have observed many novel phenomena which have 
not been previously observed using FTIR techniques. In the 2DEG, I have observed 
very long-lived (up to ~ 50 ps) coherent THz oscillations, which correspond to a time-
domain observation of cyclotron resonance (CR).' A direct determination of decoher-
ence time by fitting the time-domain oscillations gives the true CR linewidth and over-
come the saturation effect which is known to prevent the determination of the true CR 
linewidths using FTIR [7, 8]. In InSb, I observed a number of non-intuitive spectral 
features, which turn out to originate from the coherent interference of the cyclotron-
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resonance-active and cyclotron-resonance-inactive modes co-propagating through the 
magneto-plasma along the magnetic field direction. All these observations would have 
been impossible using incoherent sources and/or in the absence of magnetic fields. 
These coherent phenomena also have potential applications in quantum computa-
tion, quantum communications, spintronics, and tunable THz devices. For example, 
a 2DEG in the simultaneous presence of a coherent THz field and a DC magnetic 
field can be approximated as a resonantly driven 2-level atomic system, which offers 
a completely tunable atomic-like system with maximum possible coherence. They 
are arguably the most ideal and cleanest solid-state systems in which to observe and 
manipulate novel quantum coherent phenomena. It is also a highly-sensitive and 
widely-tunable THz source and detector. 
Coherent THz magnetc-spectroscopy is a powerful spectroscopic tool for studying 
magnetic excitations in semiconductors in the THz range. Its coherent nature, high 
sensitivity, and combination with a superconducting magnet make this technique 
unique and versatile. 
1.1 Scope of the thesis 
In Chapter 2, I will give an introduction about the samples I stiidied and the TD-
TMS system that I have developed. I will talk about THz generation and detection 
mechanisms and basic data analysis. In Chapter 3, all the experimental results as 
well as discussion on the 2DEG will be presented. In Chapter 4, I mainly focus on 
the temperature-induced THz transparency in n-InSb and theoretical simulations. In 
Chapter 5, I present experimental results on the l.s — 2p~ impurity transition at 1.6 
K. I will discuss the insights obtained on the nature of the magnetic-field-induced 
metal-to-insulator transition in this material. Finally, in Chapter 6, I summarize my 
research work during my PhD study. 
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Chapter 2 
Samples and Experimental Methods 
In this Chapter, I discuss the samples and experimental setup used in this dissertation 
work in detail. I will also describe THz generation and detection mechanisms using 
ZnTe nonlinear crystals. Typical THz waveforms and spectra will be shown. 
2.1 Samples 
Two types of samples were studied in this thesis work: (a) a modulation-doped GaAs 
single quantum well and (b) three lightly doped n-InSb. 
2.1.1 A modulation-doped GaAs single quantum well 
This sample has an electron density of 2.0 x 1011 cm - 2 and a 4 K mobility of 3.7 
x 106 cm2/Vs (sample ID: EA0745). The detailed sample structure is schematically 
shown in Fig. 2.1. It is a double-side modulation-doped single quantum well with 
30 nm well thickness, grown by Dr. John L. Reno at Sandia National Laboratories 
using molecular beam epitaxy (MBE). In the sample, electrons can freely move in the 
quantum well plane but cannot move perpendicular to the plane. Such a system of 
electrons is usually called a two-dimensional electron gas (2DEG). In a modulation-
doped structure, donors are spatially separated from the electrons. In this way, 
impurity scattering is significantly reduced, and a mobility as high as 3.5 x 107 
cm2/Vs has been achieved in a GaAs/AlGaAs quantum well [9]. The typical density 
of this kind of structure is from 1011 to 1012 cm - 2 , which corresponds to a typical 
Fermi energy Ef of about 30 to 100 meV. Thus, the 2DEG can be easily made 
quantum degenerate (Ef » kBT) at low temperatures. Electrons in a 2DEG will not 
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Figure 2.1: Sample structure of the modulation-doped GaAs/AlGaAs single quantum 
well (EA0745) containing a high-mobility 2DEG. 
freeze out at low temperatures because electrons are spatially separated from their 
parent donors. The experimental results on this sample are discussed in Chapter 3. 
2.1.2 Three lightly-doped n-InSb semiconductors 
We received three Te-doped n-InSb samples from Dr. Scott A. Crooker at Los Alamos 
National Laboratory. Transport results of the three samples show a magnetic-field-
induced metal-to-insulator transition (MIT) [10]. Characteristic frequencies/energies 
such as the cyclotron frequency, plasma frequency, Fermi energy, and donor binding 
energy, all fall into the THz region. Detailed sample parameters and basic character-
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Sample ID 
Doping Density (cm-3) 
Mobility (cmWs) 
Thickness (mm) 
Critical Field BMIT (T) 
Plasma Frequency 
(THz) 
Fermi Energy (meV) 
Other Parameters 
Sample # 1 
N1960927 
2.3x1014 
7.7x104 (2K) 
0.82 
0.7 
0.29 
1 
Sample # 2 
N1921217 
3.5x1014 
Not available 
0.61 
0.9 
0.35 
1.3 
Sample # 3 
N1980423 
6.1x1014 
Not available 
0.63 
1.2 
0.47 
1.88 
m* = 0.014m0 e = 16, band-gap = 0.23 eV at 0 T, 
Thermally excited carrier: n,= 1.1 x 1014 T1-5 exp(-EJ2kBT) 
crrr3. Cyclotron resonance frequency = 2JI x 2 THz / T. 
Te donor binding energy at 1 Tesla = 2 meV 
1 THz ~ 300 um ~ 4.1 meV ~ 33 cm1 , Rydberg constant = 
0.063 meV 
Table 2.1 : Parameters and characteristic frequencies/energies of the three n-InSb 
samples. 
istic energies are summarized in Table 2.1. The experimental results on these samples 
are discussed in Chapters 4 and 5. 
2.2 Time-domain THz magneto-spectroscopy system 
Figure 2.2 shows a schematic of the time-domain THz magneto-spectroscopy (TDTMS) 
system that I have developed. I use a Ti:Sapphire-based regenerative amplifier (CPA-
2010, Clark-MXR, Inc.) to generate and detect coherent THz waves. The laser beam 
is split into two by a beam splitter (pump/probe = 90:10). The generation beam is 
called the pump beam and the detection beam is called the probe beam. The pump 
beam passes through a shaker, which sits on a translation stage, to introduce a con-
trollable time delay between the pump and probe beams, and then goes to the ZnTe 
THz transmitter. The pump beam is slightly focused by a 6" focus lens to increase 
the THz generation efficiency but not damage the crystal. The beam spot size on the 
Shaker delay line 
Transmitter 
4^N 
ZnTe 
•li 
M 
Chirped Pulse Amplifier 
1 KHz, 800 nm, 200 fs 
Receiver 
ZnTe m 
1/4A. 1-
'iiifm 
Current Amplifier! 
I 
A/D converter & DSP 
Figure 2.2 : Schematic of the time-domain THz magneto-spectroscopy (TDTMS) 
system. Primary components include a Ti: Sapphire-based regenerative amplifier, a 
shaker delay line, a superconducting magnet, ZnTe transmitter and receiver, electro-
optic sampling optics, and data acquisition instruments. 
ZnTe crystal is about 2 mm2. THz generation is based on optical rectification (See 
Section 2.3 for THz generation and detection mechanisms) [11, 12]. THz radiation is 
collimated by the first parabolic mirror and focused by the 2nd parabolic mirror onto 
the sample inside a 10 T superconducting magnet. The transmitted THz beam is 
re-collimated by the 3rd parabolic mirror and focused by the fourth parabolic mirror 
onto the ZnTe THz receiver. The probe beam is also directed to the ZnTe receiver by 
a pellicle beam splitter to probe the birefringence change induced by the THz wave. 
THz detection is based on the electro-optic sampling technique. Namely, the birefrin-
gence change inside the ZnTe nonlinear crystal induced by the THz wave is converted 
into polarization rotation and detected by a balanced silicon detector, togther with 
a quarter-wave plate and a Wollaston prism. The detected signal is amplified by a 
low noise pre-amplifier, and then the sinal is digitized by an A/D converter. Finally, 
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Figure 2.3 : Pictures of the following four primary components of the TDTMS system: 
(a) the Ti:Sapphire-based regenerative amplifier; (b) the shaker delay line; (c) the 
superconducting magnet; (d) the data acquisition instruments. 
the digital signal is averaged and processed by a digital signal processing (DSP) card 
and collected by a computer. 
Pictures of the fotir primary components of the experimental setup including the 
Ti:Sapphire-based regenerative amplifier, the shaker delay line, the 10 T supercon-
ducting magnet, and the data acquisition instruments, are shown in Fig. 2.3. We 
discuss individual components in details in the following subsections. 
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2.2.1 Ti:Sapphire-based regenerative amplifier 
The Ti:Sapphire-based regenerative amplifier system [Fig. 2.3(a)] is a CPA-2010 from 
Clark-MXR, Inc., consisting of an Er-doped fiber oscillator, a pulse stretcher/compressor, 
a regenerative amplifier cavity, and a frequency doubled Nd:YAG pump laser. The 
diode pumped (980 nm) Er-doped fiber oscillator generates femtoseond pulses of ra-
diation with a center wavelength of 1550 nm at a repetition rate of 25 kHz. These 
femtoseond pulses are stretched through the pulse stretcher and seeded into the 
Ti:Sapphire regenerative amplifier cavity. The Ti:Sapphire crystal is pumped by 
the frequency-doubled Nd:YAG laser. A built-in fast photodiode inside the amplifier 
oscillator cavity provides an input signal to the master clock generator (Clark MXR 
DT 505), which generates reference signals to synchronize the timing of seed pulses, 
Nd:YAG pump laser and cavity damping through a Pockels cell. Finally, the pulse 
compressor compresses the cavity-damped, amplified pulses to the duration of around 
150 fs. The laser system produces femtosecond pulses with a wavelength of 775 nm, 
a pulse energy of ~1 mJ, and a pulse duration of ~150 fs at a tunable repetition rate 
of 50 Hz-1 kHz by adjusting the external triggering of the Pockels cell. 
2.2.2 Shaker delay line 
The optical delay is provided by a shaker with an optical retro-reflector, which sits 
on a long translation stage as shown Fig. 2.3(b). Initially the shaker is stopped. I use 
a lock-in amplifier and the long translation stage to do a slow step scan and search 
for the THz signal. After optimizing the signal at its peak position, I turn on the 
shaker to monitor the THz signal in real time. Data collection can be done at a 
frequency of several Hz to several tens of Hz. The maximum amplitude is ~ 1.5 cm, 
corresponding to a time delay of 100 ps. Comparing with the traditional slow scan 
using the lock-in scheme, this fast scan significantly suppress the long-term noise due 
to laser power fluctuations. Data repeatability is validated by taking two consecutive 
data sets and normalizing their frequency spectra. The normalization gives about 
10 
99 % data repeatability after 1000 scans averaging for each data set in less than 10 
minutes. The signal to noise ratio (SNR) of the shaker scheme, which is defined 
by the amplitude ratio of the THz peak to baseline in the THz waveform, is about 
103. It is lower than that of the lock-in scheme (SNR ~ 104) because our system 
picks up some other unknown noise which results in a noisy baseline. However, the 
data repeatability is more important to our data analysis, since it always requires a 
reference waveform. The data repeatability of the lock-in scheme is less than 98 % 
at low frequencies (< 1.5 THz), and becomes even worse at high frequencies (> 1.5 
THz). In addition, the lock-in scheme is more time-cons\uning, taking more than 30 
minutes for the same data length as the shaker scheme. 
2.2.3 THz transmitter and receiver 
Both the THz transmitter and receiver are based on ZnTe nonlinear crystals purchased 
from INGCRYS Laser Systems Ltd. They are <110> oriented high resistivity wafers 
(103-104 ftcm-1) with a size of 10 x 10 x 1.0 mm3. Both the transmitter and 
receiver are mounted on rotary stages for signal optimization. See Section 2.3 for 
THz generation and detection mechanisms. 
2.2.4 Data acquisition instruments 
Data acquisition instruments are shown in Fig. 2.3(d), consisting of a low noise am-
plifier, an A/D converter, and a DSP data acquisition card (not shown). The signal 
from the balanced detector is fed into the low noise amplifier (SR560, Stanford Re-
search Systems, Inc.). The output of the pre-amplifier is an analog signal, which is 
digitized by the A/D converter. The DSP card collects the digital signal and dumps 
the data into a Lab View program. 
2.2.5 Superconducting magnet 
An Oxford superconducting magnet (Spectromag-4000-10) is used in this project to 
generate magnetic fields up to 10 T. The sample temperature can be controlled from 
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Figure 2.4 : Photographs of the non-magnetic translation stage. 
1.6 K to 300 K in a variable temperature insert (VTI) by balancing the helium flow 
and heater current. The magnet system has four optical windows through which we 
can send a laser beam without using optical fibers. The window material is z-cut 
crystalline quartz, which is transparent both in the THz and visible ranges. 
2.2.6 Non-magnetic translation stage 
I put the 10 T superconducting magnet on a home-made non-magnetic translation 
stage. The magnet can be moved away from the THz beam path for initial THz signal 
searching and optimization. Figure 2.4 shows two photographs of the translation 
stage. A long screw with a handle is tised to manually move the stage aluminum base 
and the magnet. 
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Figure 2.5 : Optical rectification for THz generation [11]. 
2.3 THz generation and detection mechanisms 
2.3.1 THz generation 
THz generation in the ZnTe nonlinear crystal is via optical rectification as shown 
Fig. 2.5 [11, 13]. Optical rectification is a non-linear optical process which consists 
in the generation of a DC polarization in a non-linear crystal at the passage of an 
intense optical beam. For typical intensities, optical rectification is a second order 
phenomenon (difference frequency mixing) which is based on the inverse process of the 
electro-optic effect. When the applied electric field is delivered by a femtosecond laser, 
the spectral bandwidth associated with such short pulses is very large. The mixing of 
different frequency components produces a beating polarization, which results in the 
emission of electromagnetic waves in the THz region. The bandwidth of generated 
THz radiation ACJ is on the order of 1/r (r is the laser pulse width). For femtosecond 
laser pulses with r = 100 fs, Au is about 10 THz. 
2.3.2 THz detection 
THz detection via free-space electro-optic sampling in another <110> oriented ZnTe 
crystal is shown in Fig. 2.6 [14]. The electro-optic sampling technique consists of 
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Figure 2.6 : Electro-optic sampling for THz detection [14]. 
four optical components: a ZnTe crystal, a quarter-wave plate, a Wollaston prism, 
and a balanced silicon photodiode. The THz pulse and probe laser pulse co-propagate 
through the ZnTe crystal. The THz pulse induces a birefringence through the Pockels 
effect in ZnTe, which is read out by the linearly polarized probe pulse. When both 
the probe pulse and the THz pulse are in the crystal at the same time, the probe 
laser polarization will be rotated by the THz pulse. Using the quarter-wave plate and 
the Wollaston prism together with the balanced photodiodes, one can map out the 
THz pulse amplitude versus time by monitoring the probe pulse polarization rotation 
after the ZnTe crystal at a variety of delay times with respect to the THz pulse. 
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Figure 2.7 : The typical THz waveform (a) in the time domain and corresponding 
spectrum (b) in the frequency domain after FFT. 
2.4 Data collection and analysis 
2.4.1 Typical THz waveforms and spectra 
A typical THz waveform in the time domain and the corresponding spectrum in the 
frequency domain after fast Fourier transformation (FFT) are shown in Figs. 2.7(a) 
and (b), respectively. Usually, a THz bandwidth of 0.1-2.5 THz can be obtained with 
the Ti: Sapphire laser and ZnTe crystals used. The THz spectrum is free of any water 
absorption features, because the THz beam path is enclosed in a nitrogen purge box 
as shown in Fig. 2.3(c). Before each data collection, I purge the THz beam path with 
dry nitrogen for 1-2 hours to remove water absorption. Humidity in the purge box is 
kept at below 2 % during data collection. 
2.4.2 Multiple reflection peaks 
Multiple reflection peaks (MRPs) from parallel surfaces, including the sample itself 
and the inner and outer magnet windows, introduce some interference patterns in the 
frequency domain after FFT, and significantly affect the data quality, introducing 
some periodic noise even after careful normalization in some cases. In addition, MRPs 
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Figure 2.8 : THz waveform showing multiple reflection peaks (MRPs) from inner and 
outer magnet windows. 
excite their own CR oscillations in the 2DEG experiments (Chapter 3), affecting 
time-domain fitting. Wedging is a typically used technique to avoid MRPs from 
samples, but one cannot wedge large and thin samples. In such cases, I attach the 
sample on a thick silicon slab to delay the MRPs to outside my data processing 
window. As for outer magnet windows, one can replace them with thicker windows. 
However, MRPs from the inner magnet windows cannot be easily removed, becaiise 
the inner windows are permanently glued onto the VTI. Changing the whole VTI 
is an approach. Figure 2.8 shows two MRPs originating from the inner and outer 
windows, appearing at 28.3 and 44.2 ps, respectively. 
2.4.3 Data analysis 
Usually, for data analysis, one makes two measurements. One is called the reference 
waveform Eref(t) that is measured without any sample, or with a sample that can 
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be used as a reference; for example, the waveform of a high-mobility 2DEG sample 
at 0 Tesla can be used as the reference for all the waveforms measured at finite mag-
netic fields. The other is called the sample waveform Eaampie(t) that is measured with 
the sample one wants to study. Then one Fourier-transforms the two time-domain 
waveforms into frequency-domain spectra Eref(u>) and Eaample(L)). By comparing 
ESampie{u)/Eref(ui) with theoretical transmission analysis, one can extract the com-
plex index and complex conductivity of the sample. Separate data analysis methods 
are presented in different Chapters (see Chapter 3 for the 2DEG and Chapter 4 for 
then-InSb). 
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Chapter 3 
Coherent Cyclotron Oscillations in a 
Two-Dimensional Electron Gas 
3.1 Introduction 
Semiconchictor nanostractures axe attracting a great deal of interest as one of the 
most promising systems with which to implement quantum information processing 
and quantum computing. Coherent phenomena in atomic and molecular systems 
have been investigated for a long time, and long coherence times on the order of 
microsecond and even millisecond have been observed. However, in solids such as 
semiconductors, coherence times are much shorter, on the order of femto- to picosec-
onds, except for spin coherence, which has recently been demonstrated to be very 
robust. For the realization of scalable quantum computers, the smallest algorithm 
unit, "qubit," has to be built in solids such as semiconductors instead of atomic or 
molecular systems. 
A Landau-quantized, high-mobility two-dimensional electron gas (2DEG) offers 
a completely tunable atomic-like system with maximum possible coherence. They 
are arguably the most ideal and cleanest solid-state systems in which to observe and 
manipulate novel quantum coherent phenomena. In high-mobility 2DEGs, because 
donors are implanted far away from the electrons and the surface quality is greatly 
enhanced by modern molecular beam epitaxy technology, the samples can be made 
extremely clean, which facilitates to achieve a long coherence. When one applies a 
magnetic field perpendicular to a 2DEG, the electron density of states splits into 
quantized Landau levels (LLs). The energy gaps between Landau levels are tunable 
with the magnetic field. In particular, at high magnetic fields, one can reach the 
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extreme quantum limit where only the lowest Landau level is partially filled. In 
this limit, the kinetic energy is totally quenched and the coherence time can be 
substantially enhanced. In addition, there are many interesting effects that occur in 
the 2DEG arising from disorder and/or interactions, ranging from the integer and 
fractional quantum Hall effects [3], Wigner crystallization [4], and metal-insulator 
transitions [5], which can make quantum coherent phenomena even more exotic and 
novel than in atomic or molecular systems. 
However, there has been little success in performing coherent spectroscopy of 
Landau-quantized 2DEG systems. Fromer et al. [6], studied a Landau quantized 
2DEG using femtosecond four-waving mixing. They observed a large transfer of 
oscillator strength to the lowest Landau level and unusual dynamics due to Coulomb 
correlation. They claimed the work to be the first investigation of the dynamics of the 
2DEG inter-LL excitations using time resolved nonlinear spectroscopy. Afterwards, 
they published a couple of papers on the Landau-quantized 2DEG systems using the 
same technique [15, 16]. 
Time-domain THz magneto-spectroscopy (TD-TMS) provides the possibilities to 
detect and control carrier coherent dynamics and investigate interesting physical phe-
nomena in Landau-quantized 2DEGs in the THz range. Here, using a coherent THz 
magneto-spectroscopy system I observed time-domain cyclotron resonance (CR) oscil-
lations in a high-mobility (3.7 x 106 cm2/Vs) GaAs/AlGaAs 2DEG. The CR oscilla-
tions persisted for more than 50 picoseconds (or 20 periods) and can be viewed as the 
free induction decay of a coherent superposition between the lowest unfilled Landau 
level and the highest filled Landau level induced by the incident THz pulse. The CR 
frequency fc (or the effective mass m*) and decay time TQR can be simultaneously 
determined by fitting these oscillations using an exponentially-decaying sinusoidal 
equation. In the frequency domain, the real and imaginary parts of the complex con-
ductivity can be simultaneously determined without using Kramer-Kronig analysis. 
CR in 2DEGs is a powerful tool to elucidate the physics governing transport 
in quantum-confined systems. It has been extensively used to st\idy a wide range 
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of sample mobilities (104 to 106 cm2/Vs) and has traditionally utilized incoherent 
Fourier transform infrared spectroscopy (FTIR). The study of high-mobility (> 1 
x 106 cm2/Vs) 2DEGs using the same experimental technique, however, is limited, 
at least partially, by the "saturation effect" [17]. In the high mobility/high carrier 
density limit, the 2DEGs behave like a metallic mirror reflecting off most of the 
incident light and only a very small amount of the light is absorbed by the high mo-
bility 2DEG. This effect results in a broadening of transmittance linewidth relative 
to the true linewidth of CR expected to be presented in the conductivity. The di-
rect determination of CR lifetime (the inverse of the CR linewidth) from fitting CR 
time-domain oscillations overcomes the "saturation effect". I support this claim by 
doing theoretical simulations. I systemically increase the sample mobility and show 
that, in the high mobility limit, the calculated power transmittance peak is broader 
than the calculated real conductivity peak by an amount dependent on the carrier 
density. However, the linewidth determined from the conductivity decreases linearly 
with increasing sample mobility, representing the true CR linewidth. Mathemati-
cally, both the real conductivity and time-domain CR oscillations give the same CR 
linewidth/lifetime. 
There are different scattering processes going on at the same time in 2DEGs, 
including electron-electron scattering, impurity scattering, and phonon scattering. 
All of them may contribute to the observed CR lifetimes. They are responsible for 
many interesting phenomena observed in the 2DEG, for example, in the low density 
and high magnetic field limit when only the lowest Landau level is partially filled, 
election correlation can be dominant and the 2DEG is expected to crystalize into 
a Wigner solid [18]. The magnetic field and temperature dependence of the CR 
lifetime may reveal the dominating scattering process at different circumstances. The 
CR lifetime is only one of the important characteristic lifetimes in the 2DEG system. 
Other lifetimes include two DC transport lifetimes: the momentum relaxation time 
Tt and quantum lifetime r9, and three optical lifetimes: the population lifetime Ti, 
the dephasing time T2, and the decoherence time T2*. I will discuss the differences 
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Figure 3.1 : (a) Calculated absorption A, reflectance R and transmittance T versus 
mobility at a fixed density n = 2 x 1011 cm -2 , (b) Calculated linewidths of real 
conductivity and transmittance at n = 2 x 1010, 2 x 1011 and 2 x 1012 cm - 2). (c,d,e 
and f) Normalized real conductivity (dash line) and transmittance (solid line) peaks 
at \i = 3 x 104, 3 x 105, 3 x 106, and 3 x 107 cm2/Vs, respectively. 
and relationships among these lifetimes at the end of this Chapter. 
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3.2 Theoretical simulation 
I approximate the sample as a 2DEG layer between two GaAs substrate layers, which 
have an admittance, Y = nGaAs/2o, where Z0 = 377 f2 is the impedance of free 
space and the refractive index, nGaAs = 3.60 at terahertz frequencies [19]. When the 
wavelength and skin depth are much larger than the 2DEG thickness, the THz electric 
field can be regarded as uniform. Namely, the THz electric field is not a function of 
2DEG thickness and the 2DEG can be treated as an interface between two substrates, 
tlms the THz fields in the two substrates satisfy the following boundary conditions 
[20]: 
/»oo 
n x (#x - H2) = Jdz = Js= oE (3.1) 
Jo 
ra x (£x - E2) = 0 (3.2) 
where n is the 2DEG surface normal vector, Js is the 2DEG surface current, E is the 
THz field in the 2DEG, and a is the surface complex conductivity. I will use the thin 
conducting film approximation in described in Ref. [20], in which the transmission 
coefficient of the 2DEG, T" and reflection coefficient R! can be given by 
_ E(B) _ 2Y 
T
 ~ ~E(p) ~ WT~a (3>3) 
B! = ^ — (3.4) 
where E(B) is the transmitted terahertz field, E, in an applied external magnetic 
field B and ^(O) is the transmitted terahertz field at 0 T. We use E(0) as reference 
because the mobility of the sample is so high that the conductivity change at zero 
magnetic field is mostly occurring at u = 0, i.e., DC. Therefore, the transmittance T 
is given by T = |T"| , and the reflectance R is given by R = \R'\ . The absorption can 
be calculated using A = 1 - T - R. Within the Drude model, the complex conductivity, 
a, of the 2DEG layer in magnetic fields is given by: 
. „ _ nefi _ cr0 
a =
 °+W =l-2m(f-fc)rt = l-2,i(f-fc)rt (3-5) 
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where n is the electron sheet density in the 2DEG, p is the electron mobility, fc is 
the CR, frequency, Tt is the momentum relaxation time (rt = m*/i/e), and o$ = ne^i 
is the DC conductivity. I only consider the left circularly polarized component (cy-
clotron active) because the right circularly polarized component does not contribute 
to cyclotron resonance. Here, a is not a tensor. It is actually the diagonal element 
axx (or oyy) of the conductivity tensor. In order to obtain the off-diagonal elements, 
one needs two grid linear polarizers. One is placed before the sample; the other is 
placed after the sample. By orienting the second polarizer perpendicular to the first, 
one can obtain axy{px ayx) through measuring the off-diagonal transmission of the 
THz field. 
Absorption (A), transmittance (T) and reflectance (R) at CR frequency fc were 
calculated at mobilities from 3 x 104 to 3 x 107 cm2/Vs at a fixed density of n = 
2 x 1011 cm -2 . The results are shown in Fig. 3.1(a). At low mobilities, the absorption 
A increases linearly with the mobility followed by a saturation at /i = 3.63 x 105 
cm2/Vs, and then decreases with the further increase of the mobility. The reflectance 
R shows a monotonic increase and the transmittance T decreases with increasing 
conductivity. For the 2DEG used in the experiment, the sample has \i = 3.7 x 106 
cm2/Vs and the absorption at the resonance is only about 1.85% and the reflectance is 
about 96.4%. It is clear that most of the incident power is reflected by the 2DEG and 
only a small amount is absorbed when the mobility is sufficiently high. The small but 
finite interaction between the THz field and the 2DEG layer in high mobility samples, 
which results in a low transmittance and high reflectance, points to the need for an 
experimental configuration with a sufficiently high signal-to-noise ratio to isolate the 
small transmission signal. 
In addition to the low transmission in high mobility samples, the "saturation 
effect" also limits the determination of the true CR linewidth from transmittance. 
Figure 3.1(b) shows the calculated transmittance and real conductivity linewidths 
plotted versus the sample mobility for several carrier densities (n = 2 x 1010, 2 x 
1011 and 2 x 1012 cm - 2) . It can be seen that the linewidth determined from the 
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real conductivity decreases linearly with increasing sample mobility, representing the 
true CR linewidth. In the low density and low mobility liin.it, the direct relation be-
tween the transmittance linewidth and the real conductivity linewidth is evident; in 
this limit, the tnie condiictivity linewidth can be determined from the transmittance 
linewidth. However, with increasing mobility, the transmittance linewidth starts de-
viating from the true CR linewidth, and eventually saturates. The higher the sample 
density, the larger the deviation. Figures 3.1(c)-(f) show the real conductivity and 
transmittance versxis frequency for four different mobilities at a fix density of 2 x 
1011 cm - 2 . The deviation is seen to increase with increasing mobility. So in the high 
mobility and/or high carrier density limit, the advantage of time-domain THz spec-
troscopy results from its ability to determine the full complex conductivity, a in the 
freqxiency domain, and/or a direct measurement of the free induction decay of CR in 
the time domain. 
3.3 Experimental results 
In order to experimentally demonstrate the utility of time-domain THz spectroscopy 
to determine the true CR linewidth of a high mobility 2DEG and overcome the 
saturation effect, I have used the time-domain THz magneto-spectroscopy system as 
described in Chapter 2. I operated in a Faraday geometry with both the incident 
terahertz wave and the external magnetic field perpendicular to the sample surface. 
The sample was a GaAs 2DEG with n = 2 x 10u cm"2 and /i = 3.7 x 106 cm2 V - 1 s_ 1 
at 4 K, which was physically large (0.6 x 10 x 15 mm3) enough to neglect magneto-
plasma effects in the measurement. 
Coherent THz generation and detection has a number of inherent advantages over 
traditional FTIR techniques. First, it directly measures the amplitude and phase of 
the electric field and allows for the simultaneous determination of the real and imag-
inary parts of the conductivity without Kramers-Kronig analysis. Second, use of a 
temporally gated detection scheme significantly suppresses background thermal noise 
and results in an enhanced signal-to-noise ratio (as high as 105) [20, 21]. Third, the use 
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Figure 3.2 : One example showing the obtained CR oscillations after the subtraction 
of the 1.42 T waveform from 0 T waveform. 
of a THz source with a bandwidth covering 0.1-2.5 THz allows for CR measurements 
at lower magnetic fields (0 to 3 T) than infrared sources as long as UCT > 1. 
I measured the transmitted electric field throtigh the 2DEG sample from 0 to 2.2 T 
at 1.6 K. In order to highlight the magnetic-field-induced change, I subtracted the 0 T 
waveform from each finite-field waveform. One example is shown in Fig. 3.2, showing 
clear oscillations after subtracting the 1.42 T waveform from the 0 T waveform. The 
magnetic field induced oscillations from 0 T to 2.2 T are plotted in Fig. 3.3(a), whose 
frequency increases with increasing magnetic field. These oscillations persist for more 
than 50 ps and 20 periods. These oscillations result from cyclotron resonance, i.e., 
an optical transition between the highest filled Landau level and the lowest unfilled 
Landau level as shown in Fig. 3.4 [22]. 
In the frequency domain, the real and imaginary parts of the complex conductivity 
can be simultaneously determined. I Fourier-transform the time domain data at 
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Figure 3.3 : (a) CR oscillations at magnetic fields from 0.4 to 2.2 T, measured by 
a time-domain THz magneto-spectroscopy system. The traces are vertically offset 
for clarity. These CR oscillations induced by the incident THz pulse are isolated 
by subtracting the transmitted THz waveform at 0 T from the transmitted THz 
waveforms at different magnetic fields, (b) Three fitting examples at 0.9, 1.1 and 1.8 
T, showing excellent fit with an exponentially-decaying sinusoidal equation to extract 
the decay time and CR frequency. 
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Figure 3.4 : Schematic of the CR oscillations in a Landau-quantized 2DEG system. 
1.42 T and 0 T into the frequency domain. The transmitted field at a finite magnetic 
field and at zero magnetic field can be used to determine the real and imaginary parts 
of the conductivity. Figure 3.5(a) shows the amplitude of the Fourier-transformed 
electric fields at 0 and 1.42 T. An absorption peak is clearly seen in the 1.42 T 
spectrum. Figure 3.5(b) shows the magnitude of the complex transmission coefficient 
T = ^jfr = |T|eJ^, while Fig. 3.5(c) shows the phase, <j>. To extract the complex 
conductivity, we compare this experimentally obtained transmission coefficient with 
the model in equation 3.3. Since a is the only unknown parameter, it can be deduced 
immediately. The real and imaginary parts of the complex conductivity are shown in 
Fig. 3.5(d). However, here I applied a Hamming window to the data section before 
the multiple reflection peak (MRP) at 28.3 ps originating from the inner magnet 
window. The MPR introduces interference patterns on the spectrum after FFT. So 
the peak is broadened due to the applied window function, not suitable for linewidth 
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Figure 3.5 : Frequency-domain data analysis, (a) The amplitude of the Fourier-
transformed electric fields at 0 and 1.42 T; (b) The magnitude of the complex trans-
mission coefficient T= ^^ — |T|e8*, namely, the amplitude ratio of the spectrum 
at 1.42 T to the spectrum at 0 T; (c) The phase of the complex transmission coeffi-
cient, namely the phase difference of the two electric field at 1.42 and 0 T; (d) The 
extracted real and imaginary conductivities. 
determination. These frequency-domain plots are thus only for demonstrations. In 
order to do accurate frequency-domain data processing, one has to find a way to delay 
or remove these MPRs (see Chapter 2 for details). 
In the time domain, I fit these CR oscillations, assuming an exponentially-decaying 
sinusoidal equation: 
f(t) = A + Bexp(-t/r) sin(27r/c + 60) (3-6) 
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Figure 3.6 : Decay time TQR VS. B, showing a periodic behavior. The decay time was 
extracted from fitting the CR oscillations with an exponentially-decaying sinusoidal 
equation. Two diamond markers are used to highlight the decay time at 1.30 and 
1.38 T. 
where TQR is the CR decay time, fc is the cyclotron frequency, A is the DC offset, 
B is the initial amplitude, and 6Q is the initial phase of the oscillations. Several 
examples are shown in Fig. 3.3(b), showing excellent agreement. Here I fit the CR 
oscillations within a 20 ps time window, because two MRPs which appear at ~ 28.3 
ps and 44.2 ps, originating from magnet windows, severely affect the data fitting. In 
addition, the oscillations from -2 to 2 ps are not used for fitting because they contain 
extra information about initial absorption of the incident THz piilse. This window 
contains enough periods for fitting accuracy. The extracted cyclotron frequency fc 
vs. magnetic field shows a linear relationship (not shown); from the slope of this curve, 
I obtain an effective mass of 0.068m0, which is the standard value for electrons in a 
GaAs2DEG [23, 22]. 
In Fig. 3.6, I plot the extracted cyclotron decay time TQR versus magnetic field 
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B, showing cleax oscillatory behavior. Stirprisingly, the oscillation seems periodic 
in B instead of 1/B-, having a period of 0.16 T. It was first found experimentally 
by Englert et al. [24] that the linewidth of CR in GaAs/AlGaAs hetero-structures 
shows an oscillatory behavior periodic in 1/B. It was attributed to the filling-factor-
dependent oscillatory behavior of the screening potential in 2DEGs. Filling factor, 
v = jjhji, is equal to the number of filled Landau levels. For partially filled Landau 
levels, v will be a fraction. As the magnetic field is increased, the filling factor will 
decrease since more electrons can be put in each Landau level. The linewidth showed 
a maximum when the Fermi energy was between Landau levels and a minimum when 
the Fermi energy was in the middle of a Landau level. Similar observations have been 
reported afterwards by other groups [25, 26]. However, the oscillations I observed 
here are periodic in B, not in 1/B, and thus, cannot be attributed to filling-factor-
dependent properties of the 2DEG system. All the results are completely repeatable, 
and we have ruled out any possible data processing error. We are still investigating 
the origin of these field-dependent linewidth oscillations. 
I also performed temperature-dependent measurements from 1.6 K to 120 K. The 
temperature-dependent CR oscillations at 1.38 T are shown in Fig. 3.7. It can be seen 
that the CR oscillations gradually decrease in amplitude with increasing temperature 
and vanish at about 120 K. The residual oscillations from -2 to 2 ps in the 120 K data 
are again due to incomplete subtraction of the zero-field data, which may contain 
information about initial THz pulse absorption. I did temperature-dependent mea-
surements at several different fields which corresponded to the maxima and minima 
in Fig. 3.6. The extracted cyclotron decay times at a maximum (1.30 T) and a mini-
mum (1.38 T) as highlighted in Fig. 3.3 are plotted versus temperature in Fig. 3.6(a). 
For each individual trace, at temperatures >50 K where optical phonon scattering 
dominates, the decay time decreases rapidly with the temperature, while at lower 
temperatures (T < 50 K), the scattering rate is increasingly determined by acoustic 
phonon scattering, neutral impurity scattering, and disorder scattering, which are 
less temperature dependent. At the lowest temperature measured (< 6 K), the decay 
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Figure 3.7 : CR oscillations at temperatures from 1.6 K to 120 K at a magnetic 
field of 1.38 T, measured by a time-domain THz magneto-spectroscopy system. The 
traces are vertically offset for clarity. These CR oscillations induced by the incident 
THz pulse are isolated by subtracting the transmitted THz waveform at 0 T from the 
transmitted THz waveforms at 1.38 T at different temperatures. 
lifetime is essentially temperature independent. A kink observed at abut 10 K may 
be due to the disappearance of phonon scattering. I also plot the effective mass m* = 
eB/2irfc vs. temperattire T for five maxima or minima in Fig. 3.8(b). All the effective 
masses increase linearly with increasing temperature, contrary to what are expected 
from an decreasing band gap in GaAs with increasing temperatures. With increasing 
temperature, atoms tend to have a higher thermal energy, resulting in greater atomic 
vibrations and lattice expansion. This increase in inter-atomic separation tends to 
lower the potential seen by the electrons of the atoms, reducing the bandgap [27, 28]. 
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Figure 3.8 : (a) Extracted decay time TQR versus temperature T for a r maximum 
at 1.30 T and a minimum at 1.38 T, as highlighted in Fig. 3.6. (b) Extracted CR 
frequencies fc versus temperature T for 1.30 T, 1.34 T, 1.38 T, 1.44 T and 1.50 T data. 
The decay time TQR and CR frequency fc are extracted by fitting the time-domain 
CR oscillations with an exponentially-decaying sinusoidal equation. 
The temperature dependence of the energy band gap has been experimentally deter-
mined yielding the following expression: 
aT2 
Eg(B) = Eg(0) (3.7) P+.T 
where £^(0) is the band gap at 0 T, a and /3 are fitting parameters. As bandgap is 
reduced, the electron repulsion between the electrons in the valence and conduction 
bands causes the two bands to curve more, resulting an decreasing effective mass 
with increasing temperature (m* = h2j^). Our observation is contradictory to this 
theory. 
It is worthy to discuss different characteristic lifetimes in 2DEGs, including the 
measured cyclotron decay time TCR, two DC transport lifetimes (the momentum relax-
ation time Tt and the quantum lifetime rq) and three optical lifetimes (the population 
lifetime 71, decoherence time T-i and dephasing time T2*). The momentum relaxation 
time, also called the transport lifetime, is determined by the electron DC mobility /i 
through rt = fj,m*/e. It only counts a fraction of all the scattering events, for example, 
the large or moderate-angle scattering. The quantum lifetime rq, also called the 2D 
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single-particle lifetime, describes the total scattering probability and counts all the 
scattering events in a 2DEG [29]. The quantum lifetime can be determined through 
Dingle plots, which plot the amplitude of the Shubnikov-de Hass oscillations against 
1/B. Dingle plots should be linear when the density is homogeneous, and the slope 
gives 1/Tg [29, 30]. The measured cyclotron decay time TQR is the exponential decay 
time of the amplitude of the CR oscillations (Eq. 3.7) which we observed in the time 
domain. We calculated rt from the DC mobility (3.7 x 106 cm2/Vs at 4 K) of the 
sample and obtained 144.3 ps, which is much larger than the decay time obtained 
from the time-domain data fitting (on the order of 30 ps as shown in Fig. 3.6). We also 
performed the Shubnikov-de Haas measurements and obtained a quantum lifetime of 
about 1 ps, which is one order smaller than the decay time. 
The three optical lifetimes 7\, T2 and T2 are usually obtained through coherent 
ultra-fast spectroscopy. The population lifetime Ti is how long a population inversion 
can be maintained. It is usually used to describe spin coherence. The decoherence 
time T2 and dephasing time T2* are used to describe dipole moment decay. The 
decoherence time T2 is the damping lifetime due to incoherent interactions, which 
affect all the electrons homogeneously, such as collisions and radiative decay. The 
dephasing time T2* is due the slight phase difference between all the electrons, which 
originates from inhomogeneous effects, such as Doppler effects in the atomic case and 
monolayer fluctuation in the 2DEG case [31]. The measured CR lifetime is probably 
equal to the decoherence time T2 because incoherent integrations due to collisions 
and radiative decay are present in the 2DEG. 
One should know what lifetime is most appropriate for each physical situation. For 
example, both r t and rq are obtained through DC transport measurements, while TQR 
is for a finite frequency. Also, rq and TQR are obtained from data at finite magnetic 
fields, while r t is meaningful at B = 0 T. TQR, rt and rq are usually used to evaluate 
the scattering mechanisms in the 2DEG sample. The three optical 7\, T2 and T2* are 
usually used to describe the dynamics of optical transitions, TQR is somehow special 
because it can be used to evaluate not only the scattering but also the transition 
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dynamics in the sample. This may be because that the THz region is in between DC 
and traditional optical region. 
3.4 Conclusion 
In summary, I have observed time-domain cyclotron oscillations in a GaAs/AlGaAs 
2DEG for the first time. By fitting the data with an exponentially-decaying simisoid, 
I was able to directly determine the decay time and CR frequency. Finally, I demon-
strate experimentally and theoretically that, using time-domain THz spectroscopy, 
one can overcome the saturation effect and determine the true CR linewidths in high-
mobility 2DEG samples. 
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Chapter 4 
Thermally-Induced Terahertz Transparency in 
n-InSb 
4.1 Introduction 
The interaction of an electromagnetic wave with a collection of charged particles is 
ubiquitous in science and provides a universal framework to describe such diverse phe-
nomena/systems as radiation in space plasmas [32], diagnostics of laboratory plasmas 
[33], and many-body interactions in metals [34]. It is also at the core of novel photonic 
applications of "plasmonic" nanoparticles [35]. What characterizes the propagation 
of a light wave through a plasma is the collective response of the medium, which 
can sometimes lead to unexpected effects, especially in the vicinity of the plasma 
frequency. 
Doped narrow-gap semiconductors, e.g., InSb, InAs, and HgCdTe, are classic 
solid-state plasmas and have been examined through a number of infrared spec-
troscopy studies, especially in external magnetic fields [36, 37]. In such semiconductor 
magneto-plasmonic systems, with a modest magnetic field (a few Tesla), several rel-
evant energy scales (the cyclotron energy, fbu}c, the plasma energy, hu}p, the Eermi 
energy, EF, intra-donor transition energies, phonon energies, etc.) can all be in the 
same meV photon-energy range, or the THz frequency range (1 THz = 4.1 meV). 
Furthermore, a semiconductor magneto-plasma has a plasma edge as well as sharp 
absorption and dispersion features around the cyclotron resonance that can be sensi-
tively controlled by changing the magnetic field due to the very small effective masses 
of electrons in narrow-gap semiconductors. These properties thus make doped narrow-
gap semiconductors a tunable materials system in which to probe and explore novel 
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phenomena that can be exploited for future THz technology. 
4.2 Experimental results 
The time-domain THz magneto-spectroscopy system used in this study consisted of 
a chirped pulse amplifier (CPA-2001, Clark-MXR, Inc.) with a wavelength of 800 nm 
and a pulse width of 200 fs and a pair of <110> ZnTe crystals to generate and 
detect coherent radiation from 0.1 to 2.6 THz [23]. Generated THz radiation is 
linearly polarized. A shaker, operating at 2 Hz, provided time delays up to 80 ps. I 
averaged over 1000 scans for each data. I used a magneto-optical cryostat to generate 
magnetic fields up to 10 T and varied the sample temperature from 1.6 K to 300 K. 
The sample studied here (sample # l)was a large ( 0.8 x 20 x 30 mm3) crystal of 
Te-doped n-InSb with an electron density of 2.3 x 1014 cm - 3 and a 2 K mobility 
of 7.7 x 104 cm2/Vs. For this particular sample, the Fermi energy at 0 T was 0.9 
meV, or 0.21 THz, and the (angular) plasma frequency up = lit x 0.28 THz. The 
Faraday geometry was utilized where both the propagation direction of a linearly-
polarized THz wave and the magnetic field were perpendicular to the sample surface. 
I measured the transmitted THz waveforms through the sample and an empty hole 
(as a reference) at each magnetic field at a set of fixed temperatures. Then I Fourier-
transformed the time-domain waveforms into the frequency domain and normalized 
the power spectra to obtain transmittance spectra. To eliminate interference fringes 
due to multiple reflections within the sample, only the transmittance spectra of the 
first pulse that goes directly through the sample are shown in all figures. Details 
about the THz system and sample characteristics are described in Chapter 2. 
I utilized the time-domain THz magneto-spectroscopy system to investigate magneto-
plasmonic effects in the lightly n-doped InSb sample (sample # 1). I found that the 
transmission of the sample sensitively changes with the temperature, magnetic field, 
and frequency, in a highly complicated manner. Figure 4.1(a) shows the measured 
transmittance of the sample as a function of magnetic field (0-2 T) and frequency 
(0.12-2.5 THz) at a fixed temperature of 40 K. Red regions represent low trans-
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Figure 4.1 : Coherent interference effects in the magnetic field and temperature de-
pendence of THz transmittance spectra for lightly-doped InSb. (a) Measured trans-
mittance as a function of magnetic field (0-2 T) and frequency (0.12-2.5 THz) at a 
fixed temperature of 40 K. Red regions represent low transmission, (b) Measured 
transmittance as a function of temperature (2-240 K) and frequency (0.12-2.6 THz) 
at a fixed magnetic field of 0.9 T. An intriguing feature is a narrow transparency 
band existing in the 160-190 K temperature range, stretching over a frequency range 
of 0.1-0.8 THz. (c) Calculated transmittance as a function of magnetic field (0-2 T) 
and frequency (0.12-2.5 THz) at a fixed temperatiire of 40 K. (d) Calculated trans-
mittance as a function of temperature (2-240 K) and frequency (0.12-2.6 THz) at a 
fixed magnetic field of 0.9 T. 
mission, implying strong absorption or reflection of THz radiation by the sample. 
Similarly, Fig. 4.1(b) is a contour plot of transmittance measured as a function of 
temperature (2-240 K) and frequency (0.12-2.6 THz) at a fixed magnetic field of 0.9 
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T. A striking feature in Fig. 4.1(b) is a narrow transparency band existing in the 
160-l£lu-'!K temperature range, stretching over a frequency range of 0.1-0.8 THz - a 
frequency range where the transmission through the sample is expected to be com-
pletely featureless. Additionally, a similar transparency window also exists at higher 
frequencies above 2 THz. As shown in Fig. 4.1(c) and Fig. 4.1(d), which directly com-
pare with Fig. 4.1(a) and Fig 4.1(b), respectively, a comprehensive magneto-plasma 
model was developed that can reproduce all these peculiar features as coherent inter-
ference effects, as fully described below. 
4.3 Theory and discussion 
At zero magnetic field, the only spectral feature expected is the plasma edge at the 
plasma frequency CJP = [4i:e2n/(m*K)] 2 ~ 0.3 THz, where the free electron density n = 
2.3 x 1014 cm -3 , the electron effective mass m* = 0.014m0 at the band edge, and the 
lattice dielectric constant K = 16 were iised for the 7>InSb sample. When a magnetic 
field is applied along the wave propagation direction (i.e., the Faraday geometry), the 
incident linearly-polarized THz wave enters the sample as a superposition of the only 
two transverse normal modes: the left-circularly-polarized mode, called the 'extraor-
dinary' or CRA wave, and the right-circularly-polarized mode, called the 'ordinary' 
or CRI wave [see Fig. 4.2(a)]. These modes couple with the cyclotron rotation of 
electrons and holes, respectively. With increasing magnetic field, the characteristic 
frequencies at which the refractive index becomes zero (neglecting dissipation) are 
given by 
u>± = \(y/die+4tJ*±(jc) (4.1) 
for the CRA(+) and CRI(-) modes, respectively [38], which are plotted in Fig. 4.2(b). 
As the magnetic field increases, the frequency UJ+ approaches the electron cyclotron 
frequency UJC [the dotted line in Fig. 4.2(b)] where the CRA wave experiences strong 
absorption and dispersion. On the other hand, the transmission of the CRI mode is 
nearly flat and featureless everywhere except at very low frequencies and magnetic 
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fields. As a result, a rapid change in the complex refractive index of the CRA mode 
on both sides of the electron CR leads to sharp interference fringes originating from 
the coherent beating between the CRA and CRI fields. 
Based on these physical considerations, the measured THz magneto-transmittance 
spectra in Fig. 4.1(a) can now be theoretically reproduced. The THz response of the 
InSb sample was modeled through a dielectric tensor for a classical magneto-plasma 
for both electrons and holes [37, 38, 39], including the effect of conduction band non-
parabolicity within the Kane model [36]. The phonon contribution to the dielectric 
permittivity was taken into account within the harmonic oscillator approximation [40]. 
Figures 4.3(a)-4.3(e) are the 40 K experimental transmittance spectra [vertical cuts 
through Fig. 4.1(a)] taken at magnetic fields of 0, 0.25, 0.5, 0.75, and 1.5 T, respec-
tively, while Figs. 4.3(f)-4.3(j) show the results of our calculations of transmittance 
spectra at the same temperature (40 K) and magnetic fields as the experiment. In 
addition, the full magnetic field dependence of the calculated transmittance spectra 
at 40 K is shown in Fig. 4.1(c). The agreement between theory and experiment is 
excellent. The positions and shapes of all the transmission peaks, plateaus, and dips 
in the spectra are accurately reproduced in great detail, confirming the correctness 
of our interpretation and theoretical model. The effects of holes and phonons on the 
transmission spectra, which are included in our model, turn out to be small although 
non-negligible. 
Next, we consider the striking temperature (T) dependence of the measured THz 
transmittance at a fixed magnetic field, shown in Fig. 4.1(b). As the temperature 
increases, electrical properties of the sample change via, e.g., temperature-dependent 
scattering processes. However, the dominant process affecting the temperature de-
pendence of the dielectric tensor at high temperatures is the thermal excitation of 
intrinsic carriers across the band gap, given by n,- ^ 1.1 x 1014 T1-5 exp(—Eg/2kBT) 
cm3, which leads to an exponentially growing plasma frequency. Here, Eg « 0.23 
eV is the band gap of InSb at zero temperature. The density of intrinsic carriers n, 
eventually exceeds the doping density of 2.3 x 1014 cm - 3 at ~180 K, as shown in 
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Figure 4.2 : Interaction of an incident linearly-polarized THz wave with a plasma in a 
magnetic field in the Faraday geometry, (a) Schematic diagram of the cyclotron res-
onance active (CRA) and cyclotron resonance inactive (CRI) modes propagating in 
the magneto-plasma in n-InSb in the Faraday geometry. After transmitting through 
the sample, the linearly-polarized wave has acquired an additional interference term, 
cos[(ne — n0)z], where ne and n0 are the extraordinary and ordinary indices of refrac-
tion, respectively, and z is the sample thickness, (b) Frequencies at which the real 
refractive indices of the CRA and CRI modes are equal to zero (red and blue curves, 
respectively), given by Equation (4.1), and the electron cyclotron frequency uc (black 
dotted curve) as functions of magnetic field. Plasma frequency up at zero magnetic 
field for an electron density of 2.3 x 1014 cm - 3 equals to 0.3 THz. 
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Figure 4.3 : Experimental and theoretical THz transmittance spectra at various mag-
netic fields, (a-e) Experimental THz transmittance spectra for n-InSb at magnetic 
fields of 0, 0.25, 0.5, 0.75, and 1.5 T at a temperature of 40 K. (f-j) Theoretical 
simulations of the spectra in (a-e) using a magneto-plasma model described in the 
text. All the peaks, dips, and plateaus arising from the interference between CRA 
and CRI modes are reproduced accurately. 
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Figure 4.4 : Appearance of thermally-induced THz transparency in a magneto-plasma 
as a result of coherence interference of CRA (extraordinary) and CRI (ordinary) 
waves, (a) Density of intrinsic carriers, ni} versus temperature, excited across the 
band gap. The dashed line represents the doping density for the sample (2.3 x 1014 
cm -3), (b) The three terms of the total transmittance, \Et\2 = (\Ete\2 + |£f0|2 + 
2Ee[EteEf0]), as a function of temperature. The last term represents interference 
between the ordinary and extraordinary waves, (c) Real and (d) imaginary parts 
of the ordinary (n0) and extraordinary (ne) indices of refraction, (e) Measured and 
(f) calculated transmittance of the sample at 0.7 THz at 0.9 T as a function of 
temperature, corresponding to a vertical slice of the experimental [Fig. 4.1(b)] and 
theoretical [Fig. 4.1(d)] contour maps of transmittance, respectively 
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Fig. 4.4(a). Therefore, one would expect a weakly temperature-dependent transmit-
tance below ~180 K that would abruptly decrease above this temperature due to the 
exponentially growing plasma frequency. The intensities of individually-transmitted 
CRA and CRI modes, |£*e|2 and |i?t0|2, respectively, indeed exhibit this expected 
temperature dependence, as shown in Fig. 4.4(b). 
However, the total transmittance of the incident linearly-polarized field is given 
by \Et\2 = (l^el2 + |-£to|2 + 2Re[£'te.E't*0]), which contains an interference term (the 
last term) proportional to cos[(ne — n0)z], where ne and n0 are the real parts of the 
refractive indices of the CRA and CRI modes, respectively [see Figs. 4.2(a), 4.4(c), 
and 4.4(d)], z = 0.8 mm is the thickness of the sample, and Ete and Eto are the 
transmitted electric fields of the CRA and CRI modes, respectively. With realistic 
parameters for the sample studied and the experimental conditions, this interference 
term is negative and almost exactly cancels the other two terms below 160 K, as seen 
in Fig. 4.4(b). Here, an incident linearly-polarized electric field of unit amplitude 
(\Ei\ = 1) is assumed, and so the incident amplitudes of the CRA and CRI electric 
fields are equal to 1/2, i.e., \Eie\ = \Eio\ = 1/2. One can see from Fig. 4(b) that 
below 160 K the argument of the cosine function in the interference term, (ne — n0)z, 
is nearly constant and is close to 7r for our value of z. However, when the temperature 
increases above 160 K, the difference between the refractive indices of the two normal 
waves, ne — no, starts growing exponentially, causing strong oscillations in the total 
transmittance diie to the interference term. These oscillations, however, are strongly 
damped above 200 K due to the exponentially growing absorption coefficient for both 
normal modes, which is proportional to UJ^V/U2, where v is the carrier scattering 
rate. As a result, only one strong peak remains prominent, followed by a few pro-
gressively smaller peaks, explaining the existence of the observed transparency band. 
See the excellent agreement in the side-by-side comparison between the observed and 
calculated temperature dependence of transmittance in Figs. 4.4(e) (experiment) and 
4.4(f) (theory). 
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4.4 Conclusion 
In summary, I have studied a lightly-doped narrow-gap semiconductor with its plasma 
edge in the terahertz frequency range and observed a range of novel, non-intuitive 
effects. Its transmission and reflection properties are dominated by THz plasmonic ex-
citations that are highly tunable with external fields and doping. In a magnetic field, 
these plasmas are characterized by circular birefringence, possessing different, and 
field-dependent, indices of refraction for oppositely-handed circular polarizations. The 
two circularly-polarized eigen-modes in the Faraday geometry, called the cyclotron-
resonance-active (CRA) and cyclotron-resonance-inactive (CRI) modes, respectively, 
co-propagate through the plasma along the magnetic field direction, coherently in-
terfering with each other. Most dramatically, I observed a sudden appearance and 
disappearance of transparency with increasing temperature, which resulted in a trans-
parency window of a narrow temperature region (160-190 K), over a frequency range 
of 0.1-0.8 THz. Through detailed theoretical simulations of THz transmittance spec-
tra based on a cold magneto-plasma, I showed that this novel phenomenon arises 
from a coherent beating of the CRA and CRI modes, combined with an exponen-
tially growing intrinsic carrier density due to increasing temperature in this narrow 
gap semiconductor. These results indicate that semiconductor plasmas are promising 
materials systems for THz photonics applications by providing means for manipulat-
ing THz waves. 
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Chapter 5 
Magnetic Freeze-out in n-InSb 
5.1 Introduction 
In 1956 Keyes and Sladek [41] experimentally observed that the Hall resistivity pxy 
of an r^InSb sample substantially increased with the strength of an applied magnetic 
field at helium temperatures. This effect, a magnetic-field-induced metal-insulator 
transition (MIT), has received much attention, and a number of subsequent studies 
have been carried out by other groups since then. In n-InSb, it is well established 
that so-called "magnetic freeze-out" plays an important role in the MIT although 
the microscopic mechanism of the MIT is still controversial and far from complete 
[42, 43, 44]. 
Magnetic freeze-out is due to a decrease of the free electron concentration with 
increasing magnetic field caused by the conversion of free electrons into bound elec-
trons on donor levels below the conduction band. It is a consequence of the increase in 
the ionization energy of the shallow donor states with increasing magnetic field. The 
ionization energy in narrow-gap semiconductors such as InSb at zero magnetic field 
is very small because of the low values of the electron effective mass (for InSb, m* = 
0.014) and the relatively high dielectric constant of the material («/ = 16.8). For that 
reason, the donor wave functions strongly overlap with the conduction band, so that 
it is difficult to observe bound donor states in InSb in the absence of external fields. 
However, in the presence of a magnetic field, the donor ionization energy increases 
and bound states become observable [45]. 
Freeze-out effects have been studied extensively using transport measurements. 
However, analysis of transport measurements can be complicated by a number of 
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factors, including the screening of impurity potential, conduction on multi-bands, 
and innomogeneoiis-electric field [45]. Optical/THz measurements can avoid these 
difficulties, while distinguishing electrons in free and localized states. However, there 
have been only a few spectroscopic studies because donor level transition energies are 
in the THz/milimeter-wave region, and most of the measurements were done at very 
high magnetic fields where the freeze-out process is almost completed. A 'real-time' 
monitoring of the magnetic freeze-out process in the vicinity of the magnetic field 
BMITJ where the magnetic-field-induced MIT occurs, would be highly informative for 
fully understanding the physics of MIT. 
In this Chapter, high-frequency dynamics of electrons in re-InSb that undergo a 
magnetic-field-induced MIT is investigated using time-domain THz magneto-spectroscopy. 
I describe several new findings that may help better understand the mechanism of 
the MIT. They include: a) THz transmittance spectra of n-InSb in magnetic fields 
clearly show that the Is — 2p~ impurity transition appears as a broad band right at 
the vicinity of the critical magnetic field Burr and narrows rapidly into a sharp line 
with increasing magnetic field; b) At magnetic fields higher than 1.5 T, fine structure 
of the l.s — 2p~ transition was observed due to the central-cell corrections (i.e., chem-
ical shifts); c) The low energy peak in the fine structure is extended into the metallic 
side of the MIT (B < BUrr)', and d) Mobile and bounded electrons co-exist at the 
insulating side of the MIT (B > BMrr)-
5.2 Experimental data and discussion 
The sample studied here was a large (0.8 x 20 x 30 mm3) crystal of Te-doped 7>InSb 
with an electron density of 2.3 x 1014 cm - 3 and a 2 K mobility of 7.7 x 104 cm2/Vs 
(sample # 1). For this particular sample, the Fermi energy at 0 T was 0.9 meV, or 
0.21 THz, and the (angular) plasma frequency CJP = 2TT x 0.28 rad/s. Details about 
the THz system and sample characteristics are described in Chapter 2. 
DC transport measurements were performed on this sample by our collaborators 
at Los Alamos National Laboratories [10]. The sample shows a magnetic-field-induced 
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MIT at 0.7 T. In the THz measurements, the Faraday geometry was utilized where 
both the propagation direction of a linearly-polarized THz wave and the magnetic 
field were perpendicular to the sample surface. I measured the transmitted THz 
waveforms through the sample and an empty hole (as a reference) at each magnetic 
field at a set of fixed temperatures. Then I Fourier-transformed the time-domain 
waveforms into the frequency domain and normalized the power spectra to obtain 
transmittance spectra. To eliminate interference fringes due to multiple reflections 
within the sample, only the transmittance spectra of the first pulse that goes directly 
through the sample are shown in all figures. 
Figure 5.1(a) shows a transmittance contour map taken at a temperature (T) of 
1.6 K for magnetic fields (B) of 0-2 T and frequencies (/.) of 0.12-2.5 THz. Red re-
gions represent low transmission, implying strong absorption or reflection of the THz 
radiation by the sample. The four left panels in Fig. 5.1(b) are individual transmit-
tance spectra taken at B = 0, 0.25, 0.5, 0.75 and 1.5 T. At B = 0, no transmission is 
detected below 0.5 THz, which is the plasma edge. Several low transmission lines and 
bands (red regions) are seen, which extend to high frequencies with magnetic field and 
a flat sharp line is observed at about 0.25 THz. The features (dips, bands and peaks) 
that are seen to have a magnetic field dependence in Fig. 5.1(a) can be simulated 
using traditional Drude theory for a magneto-plasma in semiconductors described in 
Ref. [46] by taking into account both cyclotron resonance active (CRA) and cyclotron 
resonance inactive (CRI) modes. These two modes co-propagate through the plasma 
along the magnetic field direction, coherently interfering with each other, resulting 
in the complicated interference pattern observed. Detailed theoretical analysis was 
already discussed in Chapter 4. Several simulation results are shown in the right 
panels of Fig. 5.1(b), showing excellent agreement with the data. 
The feature which is not predicted by the theory is the horizontal "band" at ~ 
0.25 THz, overlapping with one of the ^-dependent low transmission band from 0.6 to 
1.0 T as shown in the contour in Fig. 5.1(a) [It is also shown by the dip at ~ 0.25 THz 
in the 1.5 T experimental trace in the left panel of Fig. 5.1(b)], because these features 
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Figure 5.1 : (a) Terahertz transmittance contour map of an n-InSb bulk semicon-
ductor measured at 1.6 K by a time-domain THz magneto-spectroscopy system. Red 
regions represent zero or low transmission. Several important features discussed in 
the text are labeled in the contour, (b) Left: Selected traces at B = 0, 0.25, 0.5, 0.75 
and 1.5 T. Right: theoretical simulation using a magnetoplasma model. 
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are due to donor-bound electrons, which are not taken into account in the Drude 
model; It can be seen that the horizontal band appears in the vicinity of .BMIT and 
is initially broad and narrows rapidly into a line at about 0.25 THz. This horizontal 
band overlaps with one of the free electron features (red broad band appearing at 
•BMIT) and does not extend to the metallic side of the MIT. This sharp line is the 
Is — 2p~ donor transition [45, 47, 48]. It becomes observable only in magnetic fields 
due to the magnetic freeze-out effect. 
Below, I will focus my discussion on the horizontal band. First, I notice that the 
band does not extend to the metallic side of the MIT (B < BMIT)- m addition, the low 
transmission band (as labeled in the contour) on top of this horizontal band does not 
extend to low frequencies (< 0.25 THz). I did measurements at a higher temperature 
(40 K), and the transmittance contour map at 40 K is shown in Fig. 5.2(a). A 
majority of the electrons are expected to be free at this temperature, so I can separate 
the contributions between free and bound electrons by comparing Fig. 5.1(a) with 
Fig. 5.2(a). As one can see from Fig. 5.2(a), the Is — 2p~ transition, which is due to 
bounded electrons, completely disappears, and the low transmission band still exists 
and extends to the lowest frequencies that can be detected by the THz system. All 
the other featxires do not show any apparent change. I also performed the same 
measurements on a different n-InSb sample with a higher doping density (6.1 x 
1014 cm -3 , sample # 3), and essentially the same phenomena were observed, as 
shown in Fig. 5.2(b). The appearance of the broad horizontal band is at about 1.5 
T, in agreement with the observed BMn in DC transport measurements [10]. It 
can be concluded that the magnetic-field-induced MIT observed in DC transport 
measurements must be associated with the appearance of this horizontal broad band. 
The effective Bohr radius of donors in n-InSb is very large (a0 = 65 nm) because 
of the low value of the electron effective mass (m* = 0.014m0) and the relatively high 
dielectric constant (KJ = 16.8). In an InSb sample with a doping density of 2.3 x 
1014 cm -3 , the average distance between donor atoms is about 100 nm. Hence, the 
donor wave functions tend to overlap, and the interaction between donor states them-
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selves is expected to lead to a broad impurity band rather than discrete levels [43]. 
In addition, screening of the Coulomb potential of the impurity ion by conduction 
band electrons tends to further reduce the ionization energy [49]. Both the overlap-
ping and screening effects result in a disorder broadened impurity band overlapping 
with the conduction band. This makes the falling of electrons from the conduction 
band into bound states impossible, resulting in a metallic state of the sample. With 
increasing magnetic field, the reduction in the spatial extent of the wave functions by 
the magnetic field is expected to decrease the overlap between adjacent wave func-
tions of donor atoms. The screening effect is also reduced due to a decrease of the 
electron density that results from an increase of the ionization energy. At sufficiently 
high fields, the broadened donor band falls below the condxiction band. Electrons 
return to the donor states because they are energetically favorable compared to the 
conduction-band states. This is so-called magnetic freeze-out [43]. A magnetic-field-
induced MIT is expected to occur at the value for which the donor band separates 
from the conduction band. 
The observation of a broad Is — 2p~ transition band near the critical field BMIT is 
conclusive evidence that electrons freezeout from the conduction band into impurity 
levels at the critical magnetic field. At a sufficiently high magnetic field, the Is state is 
firstly populated and isolated from the broad impurity band. The transition from the 
Is state to the unseparated impurity band results in the broad band observed at 0.7 
T in Fig. 5.1(a). With the further increase of the magnetic field, the impurity band 
shrinks into more and more discrete impurity levels (for example, 2p, 3s etc), due 
to the increase of the ionization energy. Electrons continuously freeze out from the 
conduction band into impurity levels with increasing magnetic field, resulting in an 
insulating state of the sample as observed in the transport measurements. However, 
it is valuable to notice that the free electron feature [the broad low transmission band 
extending to the right corner as shown in Fig. 5.1(a)] still exists in the insulating side. 
The narrowing of the Is — 2p~ transition from a broad band into a sharp line at B 
> -BMIT is the evidence of the formation of discrete impurity levels. The evolution of 
50 
Figure 5.2 : (a) Transmittance contour map at 40 K under magnetic fields from 0-
2 Telsa and frequencies from 0.1-2.5 THz on the sample with doping density of 2.3 
x 1014 cm -3 , (b) Transmittance contour map at 1.6 K under magnetic fields from 
0-2 Telsa and frequencies from 0.1 - 2.5 THz on the sample with a higher doping 
density of 6.1 x 1014 cm"3. 
the Is — 2p~ transition is thus consistent with the freeze-out picture. 
At magnetic fields higher than 1.5 T, fine structure of the Is—2p~ transition due to 
central-cell corrections is clearly resolved [50, 51]. Central-cell corrections arise from 
the variation of the Is energies among different donor species due to differences in 
their core electronic configurations [51]. Magnetic-field-dependent and temperature-
dependent results of the fine structure are shown in Fig. 5.3. I performed double-
Lorentzian fitting (red traces on Fig. 5.3) on the fine structure, and results are shown 
in Fig. 5.4. Figure 5.3(a) shows transmittance traces taken at magnetic fields from 
1.5 T to 10 T at 1.6 K. One can see two labeled central-cell structure features A and 
B moving to higher frequencies with increasing magnetic field as shown in Fig. 5.4(a). 
The small features at about 0.56 THz and 0.75 THz at high magnetic fields (> 5 T) are 
attributed to water absorption lines, which are enhanced at strong magnetic fields. 
The assignments of the two central-cell structure peaks can be found in Ref. [50]. 
Feature A can be assigned to Te donors, while there are multiple possibilities for the 
origin of feature B [50], including a) an impurity introduced during sample growth 
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(for example, Si, C or S); b) Te may occupy both In and Sb sites; Te is a group VI 
element, while In is III and Sb is V; bounding to the impurities at In sites causes a 
lower energy of the Is — 2p~ transition than bounding at Sb sites; and c) interstitial 
sites. Strictly speaking, b) and c) are not central-cell corrections. In Fig. 5.1(a), 
feature B is the weak red band at about 0.2 THz and feature A is the strong red band 
above feature B. Feature A appears as a broad band at the critical magnetic field and 
sharpens with increasing magnetic field. Surprisingly, feature B exists even when the 
magnetic field is lower than the critical magnetic field, while feature A shows up only 
when the magnetic field is larger than the critical magnetic field BMYr. Essentially the 
same phenomenon is,also observed in Fig. 5.2(b) for a sample with a higher doping 
density (sample # 3) . The emergence of feature A at different critical magnetic 
fields for different doping densities indicates that feature A is probably associated 
with the main dopant Te. Impurities accounting for feature B are minors and their 
wave functions do not overlap, resulting in a consistently existing band in Fig. 5.1(a) 
and Fig. 5.2(b). However, the wave functions of Te donor states tend to overlap and 
interact with each other, resulting in a broad impurity band which overlaps with the 
conduction band. The Is — 2p~ transition for Te donors is thus not expected at zero 
and low magnetic field (< the critical magnetic field 5MIT)-
The magnetic field dependence of the central-cell structure also shows several 
very interesting features. First, features A and B move to high frequencies [as 
shown in Fig. 5.4(a)], and keep narrowing with increasing magnetic field [as shown 
in Fig. 5.4(c)]. Second, the low energy peak B rapidly grows and finally becomes as 
strong as the high energy peak A [as shown in Fig. 5.4(b)]; Third, the peak separation 
between feature A and feature B becomes smaller with increasing magnetic field and 
stops decreasing at high magnetic fields [as shown in Fig. 5.4(a)]. Figure 5.3(b) shows 
the temperature dependence of the central-cell structures at 4 T. Features A and B 
seem to merge into one peak with increasing temperature as shown in Fig. 5.4(d), and 
this peak eventually disappears at about 22 K, due to thermal ionization of donor 
bounded electrons. This observation indicates that A and B might originate from the 
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Figure 5.3 : (a) Transmittance traces from 1.5 T to 10 T at 1.6 K measured by 
time-domain THz spectroscopy on a Te-doped n-InSb sample. A and B are labels for 
the central-cell structures. Traces are vertically offset for clarity, (b) Temperature 
dependence of the 4 T transmittance trace in the left panel from 1.6 K to 22 K. Traces 
are vertically offset for clarity. 
same impurity Te. Except for substituting the Sb sites, Te may be present at either 
In sites or interstitial sites. Thus, the increase of B peak amplitude with increasing 
magnetic field in Fig. 5.3(a) and Fig. 5.4(b) may be due to the transfer of Te impu-
rity from Sb sites to In sites or interstitial sites. To my knowledge, this is the first 
time that the evolution of the central-cell structures is studied through the critical 
magnetic field in n-InSb. 
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Figure 5.4 : (a) Peak positions of A and B in Fig. 5.3(a) vs. the magnetic field. It 
shows that peaks A and B move to high frequencies, the separation between them be-
comes smaller with increasing magnetic field, and it stops decreasing at high magnetic 
fields, (b) Peak amplitudes of A and B in Fig. 5.3(a) vs. the magnetic field, showing 
that the low energy peak B grows and finally becomes as strong as the high energy 
peak A with increasing magnetic field, (c) Peak widths of A and B in Fig. 5.3(a) 
vs. the magnetic field, showing that both A and B keep narrowing with increasing 
magnetic field, (d) Peak positions of A and B in Fig. 5.3(b) vs. temperature, showing 
that A and B merge into one peak with increasing temperature. 
5.3 Conclusions 
I summarize the new observations in this study and their importance on the un-
derstanding of the MIT. My observations include: a) the Is — 2p~ impurity level 
transition appears as a broad band right at the critical magnetic field BMIT and nar-
rows rapidly into a sharp line with increasing magnetic field; b) At magnetic fields 
higher than 1.5 T, the fine structure of the Is — 2p~ transition was observed due to 
54 
the central-cell corrections (i.e., chemical shifts); c) The low energy peak in the fine 
structure is extended into the metallic side of the MIT (B < -BMIT), while the high 
energy peak does not; and d) Mobile and bounded electrons co-exist at the insulating 
side of the MIT. The observations of an impurity-shifted cyclotron resonance (ICR) 
on the metallic side of the MIT have been attributed to a universal metallic impu-
rity band [52] or isolated single donors which do not contribute to the conduction 
[42]. My observation of the low energy feature B extending to the metallic side of the 
MIT points to the right candidates/species responsible for the ICR. The simultaneous 
measurement of the contributions from both mobile and bounded electron enable us 
to determine their concentration ratio and evaluate the real mechanism of the MIT. 
The Is — 2p~ impurity transition band appearing at different critical magnetic fields 
for different doping densities confirms that the electron freeze-out effect is playing a 
major role in the MIT. 
THz magneto-spectroscopy on n-InSb at low temperatures was employed to pro-
vide insight on the nature of the magnetic-field-induced MIT that is know to occur 
in this system. Several new observations are observed and shown to be important to 
the understanding of the MIT. THz broadband spectroscopy provides a spectroscopic 
tool to probe the physics behind the DC phenomena. 
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Chapter 6 
Conclusion 
I successfully developed a time-domain THz magneto-spectroscopy system, which en-
abled me to investigate magnetic excitations in the far-infrared region (0.1- 2.5 THz) 
in various semiconductors, including a GaAs/AlGaAs two-dimension electron gas 
(2DEG) and Te-doped InSb semiconductors. In the 2DEG, I demonstrated theoreti-
cally and experimentally the saturation effect and showed how it was overcome using 
time-domain THz coherent phase-sensitive detection. In the theoretical simulation, 
I systemically increase sample mobility, and show that, in the high mobility limit, 
the calculated power transmittance peak is broader than the calculated real conduc-
tivity peak by an amount dependent on the carrier density. However, the linewidth 
determined from real conductivity decreases linearly with increasing sample mobility, 
representing the true CR linewidth. In the experiment, I observed time-domain CR 
oscillations. The CR oscillations persist for more than 50 picoseconds and 20 periods 
and can be viewed as the free induction decay of a coherent superposition between 
the lowest unfilled Landau level and the highest filled Landau level induced by the 
incident THz pulse. The CR frequency fc and dephasing time r were simultaneously 
determined by fitting these oscillations using an exponentially-decaying sinusoidal 
equation. The CR linewidth was thereafter determined by the inverse of the dephas-
ing time. In addition, the magnetic field dependence of the extracted dephasing time 
showed some oscillatory behavior periodic in B, instead of 1/5. The temperature 
dependence of these CR oscillations was also studied, showing distinct temperature-
dependent regions where different scattering mechanisms dominate. 
In the InSb bulk semiconductors, I have fo\ind that even at high temperatures, 
where the magneto-plasma is largely classical, the transmission spectra reveal a num-
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ber of interesting features that apparently have not been studied before. In particular, 
I observed a sharp transparency window in a narrow temperature region of 160-190 
K over a frequency range of 0.1-0.8 THz, in which the spectrum was expected to 
be completely featureless. I showed that this novel phenomenon arose from a co-
herent beating of electron cyclotron-resonance-active (left circularly polarized) and 
cyclotron-resonance-inactive (right circularly polarized) THz waves co-propagating in 
a magneto-plasma, combined with the exponentially growing intrinsic carrier density 
due to the increasing temperature. In addition, in a magnetic-field-dependent con-
tour map at 40 K, the observed features could be successfully simulated through a 
magneto-plasma theory that takes into account the contributions from both cyclotron-
resonance-active and inactive THz waves. At a lower temperature of 1.6 K, I observed 
several new phenomena that might help better understand the mechanism of the B-
induced MIT in InSb. They include: a) the Is — 2p~ impurity level transition appears 
as a broad band right at the critical magnetic field 5MIT and narrows rapidly into a 
sharp line with increasing magnetic field; b) At magnetic fields higher than 1.5 T, the 
fine structure of the Is—2p~~ transition was observed due to the central-cell corrections 
(i.e., chemical shifts); c) The low energy peak in the fine structure is extended into 
the metallic side of the MIT (B < BMYT), while the high energy peak does not; and 
d) Mobile and bounded electrons co-exist at the insulating side of the MIT. These 
observations may provide insight on the nature of the magnetic-field-induced MIT 
that is know to occur in this system. 
All of these results shown in this thesis result from the coherent nature of the 
time-domain THz technique. They were not observed using traditional non-coherent 
sources like FTIR before. The high SNR of the THz technique also play an important 
role. Coherent time-domain THz magneto-spectroscopy is a powerful tool for studying 
magnetic excitations in semiconductors. 
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