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Abstract
We study restricted Monte Carlo integration for anisotropic Hölder–Nikolskii classes. The results show
that with clog2n random bits we have the same optimal order for the nth minimal Monte Carlo integration
error as with arbitrary random numbers.We also study the computation of integration on anisotropic Sobolev
classes in the quantum setting and present the optimal bound of nth minimal query error. The results show
that the error bound of quantum algorithms is much smaller than that of deterministic and randomized
algorithms.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and results
Many applications, for instance, in ﬁnance and in physics, require the calculation of high-
dimensional integrals. The Monte Carlo method is frequently used to approximate them. Usually
randomized algorithms in numerical analysis and continuous mathematics tend to use random
numbers from [0, 1], or amore general source of randomness, cf. [11,24,29,30].While in computer
science and in discrete mathematics one tends to use random bits as a source of randomness,
cf. [21]. Thus it is interesting to discuss the use of random bits for continuous problems and
compare them with more general randomness, cf. [5,31]. Recently, motivated by the work of
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Bakhvalov [1–4], Heinrich et al. [17] proved that using (2+d) log2 n random bits one can achieve
the same optimal convergence rate of the integration problem for Sobolev classes Wrp([0, 1]d)
(1p∞) as with arbitrary random numbers. They also pointed out that the analogous result
holds for classical Hölder classes. In [9] Gao et al. proved that for the anisotropic Sobolev classes
W rp([0, 1]d) (1p∞) the restricted Monte Carlo method with (2 + d(r) ) log2 n random bits
is as well as general Monte Carlo methods in the sense of optimal convergence rate, where (r)
is the harmonic average of the numbers rj , j = 1, . . . , d. In this paper, we continue to study
this problem. We prove that, with (2 + d(r) ) log2 n random bits again, one can obtain the optimal
convergence rate for the integration inHölder–Nikolskii classesH r∞([0, 1]d). Ourmethod is based
on a discretization technique that has been developed in Heinrich [15], with similar technique we
also derive the optimal convergence rate of nth minimal query error for quantum integration in the
classes W rp([0, 1]d) (up to logarithmic factors for 1p2) which extend the works of Heinrich
on classical Sobolev classes.
We begin with the description of the problem. For nonempty set D, we denote by F(D,R) the
set of all functions from D to R. Let F ⊆ F(D,R) be a closed bounded subset of a Banach space.
Let S be a continuous mapping from F to R, that is, the solution operator mapping an input f of
our problem to the exact solution S(f ). We want to approximate S by the S˜ taken from the set of
algorithms An which is deﬁned as follows
An =
{
S˜ : S˜ = (f (a1), . . . , f (an)), f ∈ F, ∈ F(Rn,R)
}
.
Now we consider Monte Carlo method. Let (,, P ) be a probability space. A generalized
Monte Carlo method in An is a couple ((,, P ), (Qn())∈) where Qn ∈ An has the form
Qn (f ) = 
(
f (a1 ), . . . , f (a

n )
)
with ai ∈ D, ∈ F(Rn,R) for any  ∈  and the mapping
(f,) → Qn (f )
is (B(F ) × ,B(R)) measurable. Here B(F ) stands for the -algebra of Borel subset of F, and
so does B(R). Denote
e(S,Qn, f,) = |S(f ) − Qn()(f )|.
The error of a method Qn on F is deﬁned as
e(S,Qn, F ) = sup
f∈F
(
E
(
e(S,Qn, f, ·)2
)) 12
,
where E is the expectation with respect to P. Denote the set of all Monte Carlo methods in An by
Mn. Then the randomized nth minimal error on F is deﬁned by
erann (S, F ) = inf
{
e(S,Qn, F ) : Qn ∈ Mn
}
.
In this paper we consider the case of restricted Monte Carlo methods or coin tossing algorithms,
where only random bits are allowed. For a formal description of this model of computation see
[24,25].
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Form ∈ N, letPm be the uniformdistribution onm = {0, 1}m.Wedenote the class of restricted
randomized algorithms with n function evaluations and m random bits for the approximation of
S by
Mn,m =
{
Qn,m : Qn,m(f ) = (f (a1 ), . . . , f (an )), f ∈ F
}
,
where ai ∈ D, ∈ F(Rn,R) for any  ∈ m. Let Em denote the expectation with respect to
Pm. Correspondingly, the randomized (n,m)th minimal error on F is deﬁned by
ecoinn,m (S, F ) = inf
{
e(S,Qn,m, F ) : Qn,m ∈ Mn,m
}
.
Then we seek to approximate S(f ) for f ∈ F by means of quantum computations. To this end,
we recall the model of quantum computation which is established in [12]. For general background
on quantum computing we refer to the surveys and monographs [22,27,28].
Let H1 be the two-dimensional complex Hilbert space C2 and Hm be m-fold tensor product of
H1. Denote
Z[0, N) := {0, . . . , N − 1}
for N ∈ N. Let Cm = {|i〉 : i ∈ Z[0, 2m−1)} be the canonical basis of Hm. Let U(Hm) stand for
the set of unitary operators on Hm.
A quantum query on F is given by a tuple
Q = (m,m′,m′′, Z, , ),
where for m, m′, m′′ ∈ N, m′ + m′′m and Z is the nonempty subset of Z[0, 2m′) and
 : Z → ,
 : R → Z[0, 2m′′)
are arbitrary mappings. Such a tuple Q deﬁnes a query mapping Qf for each f ∈ F by
Qf |i〉 |x〉 |y〉 :=
{ |i〉 |x ⊕ (f ((i)))〉 |y〉 if i ∈ Z,
|i〉 |x〉 |y〉 otherwise,
where |i〉 |x〉 |y〉 ∈ Cm := Cm′ ⊗ Cm′′ ⊗ Cm−m′−m′′ and ⊕ means addition modulo 2m′′ . The
total number needed for Q is m(Q) := m. Let the tuple A = (Q, (Uj )nj=0) denote a quantum
algorithm on F with no measurement, where Q is a quantum query on F, n ∈ N0 = N⋃{0} and
Uj ∈ U(Hm), with m = m(Q). For each f ∈ F , we deﬁne Af ∈ U(Hm) by
Af = UnQfUn−1 · · ·U1QfU0.
The number of queries are denoted by nq(A) := n.
A quantum algorithm A : F → R with k measurements is deﬁned by for k ∈ N
A = ((Al)k−1l=0 , (bl)k−1l=0 ,),
where Al (l ∈ Z[0, k)) are quantum algorithms on F with no measurements, b0 ∈ Z[0, 2m0) is a
ﬁxed basis state with which A starts. For 1 lk − 1, apply the quantum operations to bl−1 and
get a random state l−1. The resulting state l−1 is memorized and transformed into a new basis
state bl ,
bl :
l−1∏
i=0
Z[0, 2mi ) → Z[0, 2ml ),
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where we denote ml := m(Al) and  is a function
 :
k−1∏
i=0
Z[0, 2ml ) → R.
Let nq := ∑k−1l=0 nq(Al) denote the number of queries used byA and (Af (x, y))x,y∈Cm the matrix
of the transformation Af in the canonical basis Cm, Af (x, y) = 〈x|Af |y〉. The output of A at
input f ∈ F will be a probability measure A(f ) on R deﬁned as follows:
pA,f (x0, . . . , xk−1)
= |A0,f (x0, b0)|2|A1,f (x1, b1(x0))|2 · · · |Ak−1,f (xk−1, bk−1(x0, . . . , xk−2))|2.
Deﬁne A(f ) by
A(f )(C) =
∑
(x0,...,xk−1)∈C
pA,f (x0, . . . , xk−1), ∀C ⊂ R.
The error of A is deﬁned as follows: Let 0	 < 1, f ∈ F , let 
 be any random variable with
distribution A(f ), and let
e(S,A, f, 	) = inf
{
0 : P {|S(f ) − 
| > }	
}
,
e(S,A, F, 	) = sup
f∈F
e(S,A, f, 	),
and
e(S,A, F ) = e(S,A, F, 1/4).
The nth minimal query error is deﬁned by
e
q
n(S, F ) = inf
{
e(s, A, F ) : nq(A)n, n ∈ N
}
.
Let D = [0, 1]d be the d-dimensional unit cube and let C(D) denote the space of continuous
functions on D, equipped with the supremum norm. Let F be a bounded subset of C(D), we
consider the solution operator of integration problem S = Id on F which is deﬁned by
Id(f ) =
∫
D
f (t) dt.
To recall the known results and present new results,we introduce some classes of smooth functions.
For 1p∞, let Lp(D) be the space of real-valued pth power Lebesgue-integrable functions,
endowed with the usual norm. Let k = (k1, . . . , kd) ∈ Nd be a multi-index vector, |k| =
k1 + · · · + kd . We introduce the differential operator k = |k|/k1x1 . . . kd xd . Let r ∈ N. The
classical Sobolev class Wrp(D) is deﬁned by
Wrp(D) :=
{
f ∈ Lp(D) :
∑
|k| r
‖kf ‖Lp(Id )1
}
, 1p∞.
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We assume that rp > d, therefore Wrp(D) can be imbedded into C(D), so that function values
are well deﬁned. Let r ∈ N, 0 < 1, the Hölder class is deﬁned by
Hr (D) :=
{
f ∈ Wr∞(D) : |kf (x) − kf (y)| |x − y|, for all |k| = r
}
.
Then we introduce anisotropic Sobolev classes and Hölder–Nikolskii class which are the gener-
alizations of above function classes. Let i,j be the Kronecker notation, ej = (i,j )di=1. For a real
number x, let [x] be the largest integer not exceeding x. Let r ∈ Rd+, the anisotropic Sobolev class
W rp(D) is deﬁned as follows:
W rp(D) :=
⎧⎨
⎩f ∈ Lp(D) : ‖f ‖Lp(D) +
d∑
j=1
|f |
W
rj
p (D)
1
⎫⎬
⎭ ,
where
|f |
W
rj
p (D)
:=
⎧⎪⎨
⎪⎩
‖rj ej f ‖Lp(D) rj ∈ N,
sup
hj>0
([rj ]ej f , hj ,D)p
h
rj−[rj ]
j
rj ∈ R+\N,
and (f, hj ,D)p is the pth modulus of continuity of f at the jth coordinate, which is deﬁned as
(f, hj ,D)p = sup
0<j hj
‖f (· + j ej ) − f (·)‖Lp(D).
Let
(r) = d∑d
j=1
1
rj
be the harmonic average of the numbers rj , j = 1, . . . , d and assume that (r)p > d, so that
the class W rp(D) can be imbedded into C(D), cf. [22]. For r ∈ Rd+, the Hölder–Nikolskii class
H r∞(D) is deﬁned by
H r∞(D) :=
{
f ∈ L∞(D) : sup
hj>0
aj (f, hj ,D)p
h
rj
j
1, aj = [rj ] + 1, j = 1, . . . , d
}
,
where
aj (f, hj ,D)∞ = sup
0j hj
‖ajj (f, ·)‖L∞(D)
is the modulus of smoothness of f at the jth coordinate in L∞(D), ajj is the usual aj th forward
partial difference of step length j with respect to xj .
It is known that anisotropic classes are the appropriate setting for describing and analyzing
functions with different smoothness properties with respect to different directions and they play
an important role in numerical analysis, differential and integral equations and mathematical
physics, cf. [7,18,20,23,33] and the references therein.
Let log denote log2. Let c, ci , i = 1, 2, . . ., be positive constants depending solely on the
parameters r, p and d. Furthermore we often use the same symbol c for possibly different positive
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constants. In studying the convergence rates, it is convenient to use the notation> and . For
two nonnegative sequences an and bn, the notation an>bn means that there are some constant c
and some n0 ∈ N such that anc bn for all nn0. The asymptotic notation an  bn means that
an>bn and bn>an.
Now we recall some known results about the optimal restricted Monte Carlo integration error
on some classes of functions.
In [17] Heinrich et al. obtained:
Theorem A. Let r ∈ N, 1p∞ and rp > d . Then
ecoinn,(2+d) log n(Id,W
r
p(D))  n−
r
d
− 12 +( 1p − 12 )+ ,
where x+ = max{x, 0}.
In [9] Gao et al. proved:
Theorem B. Let r ∈ Nd , 1p∞ and (r)p > d , then
ecoin
n,(2+ d(r) ) log n
(Id,W
r
p(D))  n−
(r)
d
− 12 +( 1p − 12 )+ .
Then we survey some results about the optimal quantum integration error on some classes of
functions. It is known from Novak [26] that
Theorem C. Let r ∈ N, 0 < 1. Then
e
q
n(Id,H
r
 (D))  n−
r+
d
−1.
It is known from Heinrich [13] that
Theorem D. Let r ∈ N, 1p < ∞ and rp > d, then
n−
r
d
−1>eqn(Id,Wrp(D))>n−
r
d
−1(n),
where
(n) =
⎧⎨
⎩
1 if 2 < p∞,
(log log n)3/2 log log log n if p = 2,
(log n)2/p−1 if 1p < 2.
It is known from Hu andYe [19] that
Theorem E. Let r ∈ Rd+ and F be one of the classes W r∞(D) or H r∞(D), then
e
q
n(Id, F )  n−
(r)
d
−1.
In this paper, we have the following results.
Theorem 1. Let r ∈ Rd+ and F be one of the classes W r∞(D) or H r∞(D), then
ecoin
n,(2+ d(r) ) log n
(Id, F )  n−
(r)
d
− 12 .
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Theorem 2. Let r ∈ Nd , 1p < ∞ and (r)p > d , then
n−
(r)
d
−1>eqn(Id,W rp(D))>n−
(r)
d
−1 · (n),
where the function (n) is deﬁned as in Theorem D.
Corollary. Let r ∈ Rd+, 1p < ∞ and (r)p > d , then
n−
(r)
d
−1>eqn(Id,W rp(D)).
2. Some preliminary results
Our presentation is essentially based on the discretization technique developed for the study of
classical Sobolev classes in [13,17]. However, because of the anisotropy and the weaker smooth-
ness which arise from the study of our classes, a series of arguments in the subsequence analysis
have to be modiﬁed, replaced and generalized. Therefore we need the following known results
about interpolation and approximation.
Lemma 1 (Novak [24]). LetV be an n-dimensional linear subspace ofC(D) and letL : V → R
be a linear functional. Then there exist a1, . . . , an ∈ D and c1, . . . , cn ∈ R with
L(f ) =
n∑
i=1
cif (ai)
for all f ∈ V , moreover ‖L‖ = ∑ni=1 |ci |.
Lemma 2 (Dahmen et al. [6]). Let Q be a rectangle with side length vector  = (1, . . . , d).
For r ∈ Nd , let Pr = span{∏dj=1 xkjj : k ∈ Nd0 , kj < rj , j = 1, . . . , d} and Lrp(Q) = {f ∈
Lp(Q) : rj ej f ∈ Lp(Q), j = 1, . . . , d}.
(i) For each f ∈ Lrp(Q), there exists a polynomial g ∈ Pr such that
‖f − g‖L∞(Q)c
d∑
j=1

rj− dp
j ‖rj ej f ‖Lp(Q),
where c is independent of  and f.
(ii) For each f ∈ C(Q) there exists a polynomial g ∈ Pr with
‖f − g‖L∞(Q)cr(f, ,Q)∞,
where r(f, ,Q)∞ := ∑dj=1 rj (f, j ,Q)∞.
We also need the following auxiliary results in the discretization processes. These results may
be viewed as known, see [12,15].
Lemma 3 (Heinrich et al. [17]). Given a mapping  : F → F˜ such that for each algorithm
Q˜n,m from F˜ to R, there is a algorithm Qn,m from F to R satisfying
Q˜n,m((f )) = Qn,m(f ),
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for all f ∈ F . Then for any mapping S˜ : F˜ → R and S := S˜ ◦ , the inequality holds
ecoinn,m(S, F )ecoinn,m (S˜, F˜ ).
Lemma 4 (Heinrich et al. [17]). Let l ∈ Z[0, k), Sl : F → R be mappings. Deﬁne S : F → R
by S(f ) = ∑k−1l=0 Sl(f ). Therefore for nl ∈ N0, n = ∑k−1l=0 nl , the following inequality holds
ecoinn,m (S, F )
k−1∑
l=0
ecoinnl,m(Sl, F ).
Lemma 5 (Heinrich [13], Heinrich et al. [17]). Let S, T : F → R be any mappings, n ∈ N0
and let en denote ecoinn,m or e
q
n . Then the following hold:
(i) en(T , F )c ·
(
en(S, F ) + supf∈F |T (f ) − S(f )|
)
.
(ii) Suppose S(f ) = S(f ) for all  ∈ R and f ∈ F , then
en(S, F) = ||en(S, F ).
Lemma 6 (Heinrich [13]). Let F ⊆ F(D,R) and F˜ ⊆ F(D˜,R) be nonempty sets, let  : F →
F˜ be of the following form: For , m∗ ∈ N there are mappings
j : D˜ → D,
 :R → Z[0, 2m∗),
 : D˜ × Z[0, 2m∗) → R (2.1)
such that for f ∈ F and s ∈ D˜
((f ))(s) = (s,  ◦ f ◦ 0(s), . . . ,  ◦ f ◦ −1(s)). (2.2)
Given a mapping  : F → F˜ as in (2.2), and an algorithm A˜ from F˜ to R, there is a quantum
algorithm A from F to R with
nq(A) = 2nq(A˜)
and for all f ∈ F
A(f ) = A˜((f )).
Consequently, if S˜ : F˜ → R is any mapping and S = S˜ ◦ , then for each n ∈ N0
e
q
2n(S, F )e
q
n(S˜, F˜ ). (2.3)
Lemma 7 (Heinrich [13]). Let D and F ⊆ F(D,R) be nonempty sets, k ∈ N0 and Sl : F →
R (l = 0, . . . , k) be mappings. Deﬁne S : F → R by S(f ) = ∑kl=0 Sl(f ) (f ∈ F). Let
n0, . . . , nk ∈ N0.
(i) Assume 	0, . . . , 	k0 and put n = ∑kl=0 nl . Then
e
q
n
(
S, F,
k∑
l=0
	l
)

k∑
l=0
e
q
nl (Sl, F, 	l ).
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(ii) Assume v0, . . . , vk ∈ N satisfy∑kl=0 e−vl/81/4. Put n = ∑kl=0 vlnl . Then
e
q
n(S, F )
k∑
l=0
e
q
nl (Sl, F ).
Now we introduce the problem of computing the mean of a ﬁnite sequence. Let LNp denote the
space of all functions f : Z[0, N) → R, equipped with the norm
‖f ‖LNp =
(
1
N
N−1∑
i=0
|f (i)|p
)1/p
if 1p < ∞, and
‖f ‖LN∞ = max
{
|f (i)| : i ∈ Z[0, N)
}
,
and let B(LNp ) be the unit ball of LNp . Now the solution operator SN : B(LNp ) → R is deﬁned by
SNf = 1
N
N−1∑
i=0
f (i).
For the need of the next section, we summarize some results of the optimal error for SN on
B(LNp ) by restricted Monte Carlo and quantum algorithms as follows:
Theorem F (Heinrich et al. [17]). Let 2p∞ and  > 1. Then, for n < N ,
ecoinn,2log2 N(SN, B(L
N
p ))  n−
1
2 .
Theorem G (Grover [17], Heinrich [13], Heinrich and Novak [16]). Let 1p < ∞. There is
constant c1 such that for all n, N ∈ N with 2 < nc1N ,
e
q
n(SN, B(L
N
p ))  n−1, 2 < p < ∞,
cn−1eqn(SN, B(LN2 ))cn−1 log3/2 n log log n,
cp(n,N)eqn(SN, B(LNp ))cmax(log(n/
√
N), 1)2/p−1p(n,N), 1p < 2,
where p(n,N) = min(n−2(1−1/p), n−2/pN2/p−1).
3. The proof of results
Below, for convenience, let g(r) = (r)/d . For m ∈ Rd , l ∈ Z set
ml := (ml1, . . . , mld).
For a,b ∈ Rd , we deﬁne
a ◦ b := (a1b1, . . . , adbd).
Proof of Theorem 1. Since the optimal rate of convergence for Monte Carlo methods is known
for these classes, cf. [8], it sufﬁces to prove the upper bound. By the inclusionW r∞(D) ⊂ H r∞(D),
P. Ye, X. Hu / Journal of Approximation Theory 150 (2008) 24–47 33
cf. [23], we only need to consider the classes H r∞(D). Let l0 be sufﬁciently large positive integer
such that l
g(r)
rj
0 > 2 and
mj(r) = [l
g(r)
rj
0 ], j = 1, . . . , d.
Deﬁne the real number P0 as
P0 =
d∑
j=1
logmj(r).
After some simple calculations, we can yield
m
rj
j  2P0g(r), j = 1, . . . , d. (3.1)
We split the cube D into 2P0l congruent rectangles Tli
D =
2P0 l−1⋃
i=0
Tli
with side length vector ( 1
m1(r)
, . . . , 1
md(r)
). Denote the point in Tli with the minimal coordinates
by sli . Let Eli : C(D) → C(D) be the extension operator deﬁned by
(Elif )(s) = f (sli + m−l ◦ s), (3.2)
for f ∈ C(D) and s ∈ D. Set a = ([r1] + 1, . . . , [rd ] + 1), it is known from Lemma 1 that there
exists a quadrature rule on C(D)
Jf =
−1∑
j=0
bjf (tj )
with bj ∈ R and tj ∈ D, which is exact for all f ∈ Pa, namely, for all f ∈ Pa
Jf = Idf. (3.3)
According to part (ii) of Lemma 2 and (3.3), we have
|Idf − Jf|  inf
g∈Pa
|Id(f − g) − J (f − g)|
 inf
g∈Pa
max (‖Id‖, ‖J‖)‖f − g‖L∞(D)
 ca(f, e,D)∞, (3.4)
where e = (1, 1, . . . , 1). Now for l ∈ N, by scaling J to the sub-rectanglesTli weyield a composed
quadrature
Jlf = 2−lP0
2P0 l−1∑
i=0
J (Elif ). (3.5)
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Therefore we have for f ∈ H r∞(D)
|Idf − Jlf | =
∣∣∣∣∣∣Idf − 2−P0l
2P0 l−1∑
i=0
J (Elif )
∣∣∣∣∣∣
= 2−P0l
∣∣∣∣∣∣
2P0 l−1∑
i=0
(Id(Elif ) − J (Elif ))
∣∣∣∣∣∣
 2−P0l
2P0 l−1∑
i=0
|Id(Elif ) − J (Elif )|
 c2−P0l
2P0 l−1∑
i=0
a(Elif, e,D)∞. (3.6)
Notice that
aj (Elif, 1,D)∞ = aj (f,m−1j , Tli)∞
 aj (f,m−1j ,D)∞
 |m−lj |rj
 c2−P0g(r)l . (3.7)
Then
a(Elif, e,D)∞c2−P0g(r)l
and hence
|Idf − Jlf |c2−P0g(r)l . (3.8)
Similar to [17], we ﬁrst approximate Idf by the quadrature Jkf for some k, giving the desired
precision, but having a number of nodes much larger than n. This Jk will be split into the sum
of a single quadrature Jk0 , with number of nodes of the order n, and a difference of quadratures
J ′l (l = k0, . . . , k − 1). We compute Jk0(f ) deterministically and reduce the computation of J ′l f
to that of the mean of uniformly bounded sequences for proper Nl . Then we continue our error
estimate by applying Theorem F. The details are as follows:
J ′f := (J1 − J0)f
= 2−P0
2P0−1∑
i=0
−1∑
j=0
bjf (s1i + m−l ◦ tj ) −
−1∑
j=0
bjf (tj )
=
′−1∑
j=0
b′j f (t′j ), (3.9)
where
′(2P0 + 1). (3.10)
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For l ∈ N0, set
J ′lif = J ′(Elif ) =
′−1∑
j=0
b′j f (sli + m−l ◦ t′j ), (3.11)
J ′l = 2−P0l
2P0 l−1∑
i=0
J ′li . (3.12)
From (3.2) and (3.5), we have that
Jl+1f = 2−P0l
2P0 l−1∑
i=0
J1(Elif )
and hence
Jl+1f − Jlf = 2−P0l
2P0 l−1∑
i=0
(J1(Elif ) − J0(Elif ))
= 2−P0l
2P0 l−1∑
i=0
J ′lif = J ′l f. (3.13)
By (3.8) and (3.7), we have
|Id(Elif ) − J1(Elif )|  c2−P0
2P0−1∑
i0=0
a(E1i0Elif, e, I
d)∞
= c2−P0
2P0−1∑
i=0
2P0−1∑
i0=0
d∑
j=1
aj (Eli f,m
−1
j , T1,i0)
 c2−P0g(r)(l+1). (3.14)
Setting Nl = 2P0l , we deﬁne a mapping l : H r∞(D) → LNl∞ as
lf = (J ′lif )Nl−1i=0 . (3.15)
Combining (3.8), (3.7) and (3.14), we have
max
0 iNl−1
|J ′lif | = max0 iNl−1 |J
′(Elif )| = max
0 iNl−1
|J1(Elif ) − J0(Elif )|
 max
0 iNl−1
(|(Id − J1)(Elif )| + |(Id − J0)(Elif )|)
 c2−P0g(r)(l+1) + ca(Elif, e,D)∞
 c2−P0g(r)(l+1) + c2−P0g(r)l
 c2−P0g(r)l . (3.16)
From (3.16), we conclude that
l (H
r∞(D)) ↪→ c2−P0g(r)lB(LNl∞).
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By (3.12) and (3.15), we have
J ′l f = SNl ((J ′lif )Nl−1i=0 ) = SNl (lf ). (3.17)
We deﬁne for n ∈ N sufﬁciently large
k0 =
⌊
1
P0
log2
(n

)⌋
(3.18)
and
k =
⌈(
1 + 1
2g(r)
)
k0
⌉
(3.19)
so that we have k0, k ∈ N and k0 < k. According to (3.13)
Jk = Jk0 +
k−1∑
l=k0
J ′l . (3.20)
By our choice of k0 and k, we obtain
2P0k0  n (3.21)
and
2−g(r)kP0  n−g(r)− 12 . (3.22)
Let 0 <  < P0g(r). We set for l = k0, . . . , k − 1
nl = 2P0k0−(l−k0). (3.23)
Using (3.21), (3.23), we obtain
2P0k0 + ′
k−1∑
l=k0
nl
n

+ (2P0 + 1)
k−1∑
l=k0
(2P0k0−(l−k0) + 1).
Observe the right part of the above inequality, we get
2P0k0
k−1−k0∑
l=0
2−l + (k − k0)  2
P0k0
1 − 2− +
k0
2g(r)
+ 1
 2
P0k0
1 − 2− + 2 · 2
P0k0

(n

)( 1
1 − 2− + 2
)
.
Hence, with n˜ = 2P0k0 + ′∑k−1l=k0 nl ,
n˜c1n, (3.24)
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for some constant c11. Take into account
log2 Nk−1 = P0(k − 1)
 P0
(
1 + 1
2g(r)
)⌊
P−10 log2
n

⌋

⌈(
1 + 1
2g(r)
)
log2 n
⌉
.
For convenience, set
m =
⌈(
2 + 1
g(r)
)
log2 n
⌉
.
From part (i) of Lemma 5 and (3.8)
ecoinn˜,m (Id,H
r∞(D))c2−P0g(r)k + ecoinn˜,m (Jk,H r∞(D)). (3.25)
Notice that ecoin
2P0k0 ,m(Jk0 , H
r∞(D)) = 0, by (3.20) and Lemma 4
ecoinn˜,m (Jk,H
r∞(D))
k−1∑
l=k0
ecoin′nl,m(J
′
l , H
r∞(D)). (3.26)
Specialize Lemma 3 to the operators l , SNl , J ′l and apply part (ii) of Lemma 5, we have
ecoin′n,m(J
′
l , H
r∞(D))c2−P0g(r)lecoinn,m (SNl , B(LNl∞)).
By (3.21), (3.22) and Theorem F, we continue our error estimate
ecoinc1n,m(Id,H
r∞(D))  c2−g(r)P0k +
k−1∑
l=k0
c2−g(r)P0lecoinnl,m(SNl , B(L
Nl∞))
= c2−g(r)P0k +
k−1∑
l=k0
c2−g(r)P0ln−
1
2
l
 cn−g(r)− 12 . (3.27)
Finally we use the monotonicity of the number ecoinn,m with respect to n and m. We get
ecoin
n,(2+ 1
g(r) ) log2 n
(Id,H
r∞(D))  ecoinc1n/c1,(2+ 1g(r) ) log2n/c1
(Id,H
r∞(D))
 c2n/c1−g(r)− 12
 c3n−g(r)−
1
2 .
Therefore the proof of Theorem 1 is completed. 
Proof of Theorem 2. We prove the upper bound ﬁrstly. As in the proof of Theorem 1, we subdi-
vide D into 2P0l rectangles Tli and deﬁne the mapping Eli , by Lemma 1 we can ﬁnd a quadrature
formula
Jf =
−1∑
j=0
ajf (tj )
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which is exact on Pr. Then we deﬁne Jlf , J ′l f, and J ′lif in the same way as before. By part (i)
of Lemma 2 and (3.1) that for f ∈ W rp(D)
|Idf − Jlf |c2−P0g(r)l . (3.28)
It is proved in [9] that
2−P0l
2P0 l−1∑
i=0
|J ′lif |pc2−pg(r)P0l . (3.29)
Now we apply a discretization technique as in [13]. We approximate Idf by Jkf with the desired
error bound. We split Jk into Jk0 and J ′l (l = k0, . . . , k − 1). The computation of J ′l f reduces
to that of the mean of sequences with bounded LNlp norms for proper Nl . This enables us to use
Theorem G and approximate the mean by quantum algorithms.
For k0 l < k put Nl = 2P0l . To apply Lemma 6 we shall deﬁne the mapping l : W rp(D) →
L
Nl
p (D). Since g(r) > 1/p, by the imbedding theorem cf. [23]
‖f ‖C(D)c‖f ‖W rp(D). (3.30)
Then we ﬁx an m∗ ∈ N with
2−m∗/2k−12−g(r)kP0 (3.31)
and
2m
∗/2−1c, (3.32)
where the constant c comes from the inequality (3.30). Therefore for f ∈ W rp(D)
‖f ‖C(D)2m∗/2−1. (3.33)
Let the mappings lj (i) : Z[0, Nl) → D (j = 1, . . . , ′ − 1) be
lj (i) = sli + m−l ◦ t′j . (3.34)
Deﬁne  : R → Z[0, 2m∗) by
(z) :=
⎧⎨
⎩
0 if z < −2m∗/2−1,
2m∗/2(z + 2m∗/2−1) if − 2m∗/2−1z < 2m∗/2−1,
2m∗ − 1 if z2m∗/2−1,
(3.35)
and  : Z[0, 2m∗) → R by
(y) = 2−m∗/2y − 2m∗/2−1. (3.36)
It is obvious that for −2m∗/2−1z2m∗/2−1,
((z))z((z)) + 2−m∗/2. (3.37)
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The mapping  : Z[0, 2m∗)′ → R is deﬁned by
(y0, . . . , y′−1) =
′−1∑
j=0
a′j (yj ), (3.38)
where a′j , j ∈ Z[0, ′) are the coefﬁcients of J ′f .
Since the needed tools are already provided, we give the expression of the compound mapping
l for f ∈ W rp(D), i.e.,
l (f )(i) = (( ◦ f ◦ lj (i))
′−1
j=0 ). (3.39)
Let x = sli + m−l ◦ t′j . By (3.38) and (3.39) we have
|J ′li f − l (f )(i)|
′−1∑
j=0
|a′j ||f (x) − ((f (x)))|.
By (3.31), (3.33) and (3.37),
|J ′li f − l (f )(i)|2−m
∗/2
′−1∑
j=0
|a′j |ck−12−g(r)kP0 . (3.40)
By (3.12)
|J ′l f − SNll (f )|ck−12−g(r)kP0 . (3.41)
Using (3.29), (3.40) and l < k, we have
‖l (f )‖
L
Nl
p
 ‖(J ′li f )Nl−1i=0 ‖LNlp + ‖l (f ) − (J
′
li
f )
Nl−1
i=0 ‖LNlp
 c2−g(r)P0l . (3.42)
We conclude that
l (W
r
p(D)) ⊆ c2−g(r)P0lB(LNlp ). (3.43)
Choose  to satisfy the following condition
0 <  < min
(
g(r)P0,
p
2
P0
(
g(r) −
(
2
p
− 1
)))
(3.44)
and let
nl = 2P0k0−(l−k0), (3.45)
vl = 8(2 ln(l − k0 + 1) + ln 8), (3.46)
for l = k0, . . . , k − 1. A straightforward computation leads to
k−1∑
l=k0
e−vl/8 < 1/4. (3.47)
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Set
n˜ = n + 2′
k−1∑
l=k0
vlnl. (3.48)
By the deﬁnitions of nl , vl , k0 and k,
n˜n + 2(2P0 + 1)2P0k0
k−k0−1∑
l=0
8(2 ln(l + 1) + ln 8)2−lc2P0k0cn. (3.49)
Using Lemma 5 (i) and (3.28), we have
e
q
n˜
(Id ,W
r
p(D))c2−g(r)P0k + eqn˜(Jk,W rp(D)). (3.50)
Since 2P0k0n,
e
q
n(Jk0 ,W
r
p(D), 0) = 0. (3.51)
According to Lemma 7, (3.51), (3.47), (3.48), (3.20)
e
q
n˜
(Jk,W
r
p(D))  e
q
n(Jk0 ,W
r
p(D), 0) + eqn˜−n(Jk − Jk0 ,W rp(D))

k−1∑
l=k0
e
q
2′nl (J
′
l ,W
r
p(D)). (3.52)
From (3.41), Lemma 5, (3.43), and Lemma 6, we have
e
q
2′nl (J
′
l ,W
r
p(D))  ck−12−g(r)P0k + eq2′nl (SNl ◦ l ,W rp(D))
 ck−12−g(r)P0k + c2−g(r)P0leqnl (SNl , B(LNlp )). (3.53)
Combining (3.50)–(3.53), we conclude
e
q
n˜
(Id ,W
r
p(D))c2−g(r)P0k + c
k−1∑
l=k0
2−g(r)P0leqnl (SNl , B(LNlp )). (3.54)
According to (3.54), Theorem G, and the deﬁnition of nl and k, we prove the upper bound for the
case 2 < p < ∞
e
q
n˜
(Id ,W
r
p(D))  c2−g(r)P0k +
k−1∑
l=k0
c2−g(r)P0l · n−1l
 c2−(g(r)+1)P0k0 + c2−(g(r)+1)P0k0
k−k0−1∑
l=0
2−(g(r)P0−)l
 c2−(g(r)+1)P0k0
 cn−g(r)−1. (3.55)
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Next we consider the case 1p < 2. Note that by (3.44)
2
p
 < P0
(
g(r) −
(
2
p
− 1
))
.
From (3.54) and Theorem G
e
q
n˜
(Id ,W
r
p(D))  c2−g(r)P0k +
k−1∑
l=k0
c2−g(r)P0ln−2/pl N
2/p−1
l max(log(nl/
√
Nl), 1)2/p−1)
 c2−g(r)P0k + c
k−1∑
l=k0
2−P0g(r)l−(l−l0)+(2/p−1)P0l (k0 + 1)
2
p
−1
 c2−g(r)P0k + c2−(g(r)+1)P0k(k0 + 1)
2
p
−1
×
k−k0−1∑
l=0
2−(g(r)P0+(
2
p
−1)P0+ 2p )(l−l0)
 c2−(g(r)+1)P0k0(k0 + 1)
2
p
−1
 cn−g(r)−1(log n)
2
p
−1
. (3.56)
Finally we consider the case p = 2. From (3.54) and Theorem G
e
q
n˜
(Id ,W
r
2 (D))  c2−g(r)P0k +
k−1∑
l=k0
c2−g(r)P0ln−1l p(nl, Nl)
3/2 log p(nl, Nl)
 c2−(g(r)+1)P0k0 + c2−(g(r)+1)P0k0
×
k−k0−1∑
l=0
2−(g(r)P0−)l(log log n)3/2 log log log n
 c2−(g(r)+1)P0k0(log log n)3/2 log log log n
 cn−g(r)−10(n). (3.57)
Thus by (3.49) we complete the proof of the upper bounds.
Now we prove the lower bound, our method is the combination of the method of Heinrich
in [13] and the skill of treating anisotropy. We only need to prove the theorem for the class
W rp(D), 2 < p < ∞. Let  be a C∞ function on Rd with
supp ⊂ D, 1 = Id > 0,
and denote ‖‖W rp(D) = 2. Let n ∈ N, k = [P−10 (log(n/c1) + 1] where c1 is the constant from
Theorem G and put N = 2P0k . It follows that
n  N. (3.58)
Set
i (t) = (ml ◦ (t − si )),
we have
Idi = 2−PokId = 12−P0k = 1N−1 (3.59)
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and
‖i‖W rp(D)c2(g(r)−1/p)P0k‖‖W rp(D) = c2(g(r)−1/p)P0k2.
Thus take account of the disjointness of supports of i we have∥∥∥∥∥
N−1∑
i=0
aii
∥∥∥∥∥
p
W rp(D)
=
N−1∑
i=0
|ai |p‖i‖pW rp(D)c
p
2 2
pP0g(r)k‖(ai)N−1i=0 ‖pLNp . (3.60)
Fix any m∗ ∈ N with
m∗/2 − 1P0k/p. (3.61)
Let  and  be deﬁned as in (3.35) and (3.36). For f ∈ B(LNp ) we have
|f (i)|N1/p = 2P0k/p2m∗/2−1.
Hence, by (3.37)
((f (i)))f (i)((f (i))) + 2−m∗/2. (3.62)
Deﬁne  : B(LNp ) → W rp(D) by (f ) =
∑N−1
i=0  ◦  ◦ f (i)i . By (3.60) and (3.62), for
f ∈ B(LNp ),
‖(f )‖W rp(D)  c22P0g(r)k‖ ◦  ◦ f ‖LNp
 c22P0g(r)k(‖f ‖LNp + ‖f −  ◦  ◦ f ‖LNp )
 c22P0g(r)k(1 + 2−m∗/2). (3.63)
Furthermore by (3.59)
Id ◦ (f ) = 1SN( ◦  ◦ f ). (3.64)
Deﬁne  : D → Z[0, N) by
(s) = min{i : s ∈ Tki}
with the Tki as in the beginning of the proof, and  : D × Z[0, 2m∗) → R by
(s, z) = (z)(s)(s),
then (f )(s) = (s,  ◦ f ◦ (s)). So  is of the form (2.2) and
(B(LNp )) ⊂ c22P0g(r)k(1 + 2−m
∗/2)W rp(D).
Therefore
e
q
2n(Id ◦ , B(LNp ))  eqn(Id, c22P0g(r)k(1 + 2−m
∗/2)W rp(D))
= c2P0g(r)k(1 + 2−m∗/2)eqn(Id,W rp(D)). (3.65)
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Using (3.62) we infer
sup
f∈B(LNp )
|SNf − SN( ◦  ◦ f )|2−m∗/2,
hence together with (3.64) and (3.58)
cn−1  eq2n(SN, B(LNp ))
 −11 e
q
2n(Id ◦ , B(LNp )) + 2−m
∗/2
 c2P0g(r)k(1 + 2−m∗/2)eqn(Id,W rp(D)) + 2−m
∗/2
 cng(r)eqn(Id,W rp(D)) + 2−m
∗/2. (3.66)
Since m∗ can be made arbitrarily large, the proof of the lower bound is completed. 
Proof of Corollary. We only need to consider the case that r /∈ Nd . Suppose rj ∈ R+\N. Note
that
|i |
W
[rj ]
p (D)
 m[rj ]kj 2−P0k/p||W [rj ]p (D).
By the deﬁnition of modulus of continuity
([rj ]eji , hj ,D)pcm
[rj ]k
j 2
−P0k/p([rj ]ej,mkjhj ,D)p.
Thus we still have
‖i‖W rp(D)c2(g(r)−1/p)P0k‖‖W rp(D).
Thus take account of the disjointness of supports of i . We have

(
[rj ]ej
(
N−1∑
i=0
aii
)
, hj ,D
)
p
c
(
N−1∑
i=0
|ai |p([rj ]eji , hj ,D)pp
)1/p
.
Note that
([rj ]eji , hj ,D)ph
rj−[rj ]
j |i |W rp(D)ch
rj−[rj ]
j 22
(g(r)−1/p)P0k.
Therefore it is not difﬁcult to prove that∥∥∥∥∥
N−1∑
i=0
aii
∥∥∥∥∥
W rp(D)
c22P0g(r)k‖(ai)N−1i=1 ‖LNp .
Now by the same argument as in the proof of Theorem 2 we can yield the desired results. 
4. Some remarks about Theorem 2
In this section we make some remarks about the results and the proof of Theorem 2. First
we make some remarks about the results. It is known from the results of [8,32,33] that the
optimal error bound of deterministic algorithms for the classes W rp(D), (1p∞) is n−
(r)
d
while that of randomized algorithms is n−
(r)
d
− 12 +( 1p − 12 )+
. As the classical Sobolev class cf. [15],
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the quantum algorithms give speed up over classical algorithms. The most interesting case for the
quantum algorithms is that of moderate smoothness (r) and large dimension d, as a consequence
of imbedding condition p should be appropriately large, which occur in a number of important
applied problems. In that case the deterministic exponent (r)
d
is negligible, so the n−1 speed-up
essentially constitute the entire convergence rate.
Next we make some remarks about the proof. A referee pointed out that with the help of
Proposition 5 in [14] the proof of Theorem 2 can be simpliﬁed by using a more elegant reduction
technique. Now we present the key parts of this technique. We formulate our problem as a tuple
(F,R, S,), where  is a set of linear functionals, supplying information (f ) about f through
which the algorithm can access the input f. For a given problem P = (F,R, S,) we will reduce
the estimate of its nth minimal quantum query error to that of another problem P˜ = (F˜ ,R, S˜, ˜).
Let us specify the assumptions.
LetR : F → F˜ be amapping such that there exist a  ∈ N, mappings j : ˜ → , j ∈ Z[0, )
and  : ˜× R → R with
(R(f ))(˜) = (˜, f (0(˜)), . . . , f (−1(˜))) (4.1)
for all f ∈ F and ˜ ∈ ˜. Furthermore assume that for all f ∈ F
S(f ) = S˜ ◦ R(f ). (4.2)
The following Proposition that is used for our reductions is a direct consequence of Proposition
5 in [14].
Proposition. Assume that S, S˜, R are as above (4.1), (4.2), that F is a nonzero multiple of unit
ball of a Banach space X and  be a linearly independent subset of the algebraic dual of X.
Suppose supf∈F |f ()| < ∞ for each  ∈  and S is uniformly continuous on F. Then for all
n ∈ N0,
e
q
2n(S, F )e
q
n(S˜, F˜ ).
To apply Proposition to our integration problem, we deﬁne  = {i : i ∈ Z[0, N)}, where
i (f ) = f (i) for f ∈ B(LNp ), and ˜ = {˜s : s ∈ D}, where ˜s(f ) = f (s) for f ∈ Wrp(D).
We ﬁrst prove the lower bound.Wewant to reduce the problem (B(LNp ),R, SN , ) to (W rp(D),
R, Id , ˜), here 2 < p < ∞. Let i , i = 1, . . . , N − 1, be deﬁned as before, we deﬁne the
reduction mapping as
(f ) =
N−1∑
i=0
f (i)i . (4.3)
Deﬁne  : ˜ →  as
(˜s) = (s),
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where (s) is deﬁned as before. Therefore we have
(f )(˜s) = (f )(s) = f ((s))(s)(s). (4.4)
Note that
Id ◦ (f ) = 1SN(f ). (4.5)
It is known from (3.60) that
(B(LNp ) ⊂ c2P0g(r)k)W rp(D). (4.6)
Thus by (4.5), Proposition and (4.6)
cn−1  eq2n(SN, B(LNp ))
 −11 e
q
2n(Id ◦ , B(LNp ))
 c2P0g(r)keqn(Id,W rp(D))
 cng(r)eqn(Id,W rp(D)). (4.7)
Thus we get the required results.
Then we turn to the upper bound. We want to reduce the problem (W rp(D),R, J ′l , ˜) to the
problem (B(LNp ),R, SN ,). To this end, we deﬁne the reduction mapping as
lf = (J ′lif )Nl−1i=0 , (4.8)
where J ′lif is deﬁned as before. Note that (3.34) induces the mappings lj :  → ˜ (j =
1, . . . , ′ − 1)
lj (i ) = ˜sli +m−l◦t′j . (4.9)
Thus we have
lf (i ) = lf (i) =
′−1∑
j=0
a′j f (lj (i)). (4.10)
It is easy to see that
J ′l f = SNl ((J ′lif )Nl−1i=0 ) = SNl (lf ). (4.11)
Furthermore it is proven in [9] that
l (W
r
p(D)) ⊂ c2−P0g(r)lB(LNlp ). (4.12)
By (4.11), Proposition and (4.12)
e
q
2′nl (J
′
l ,W
r
p(D)) = eq2′nl (SNl ◦ l ,W rp(D))
 c2−g(r)P0leqnl (SNl , B(LNlp )). (4.13)
The rest part of the proof is the same as that given in Section 3.
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