Stability of the pseudospectral Chebychev collocation solution of the two-dimensional acoustic wave problem with absorbing boundary conditions is investigated. The continuous one-dimensional problem with one absorbing boundary and one Dirichlet boundary has previously been shown to be far from normal. Consequently, the spectrum of that problem says little about the stability behavior of the solution. Our analysis proves that the discrete formulation with Dirichlet boundaries at all boundaries is near normal and hence the formulation with absorbing boundaries at all boundaries, either for one-dimensional or two-dimensional wave propagation, is not far from normal. The near-normality follows from the near-normality of the second-order derivative pseudospectral differential operator. Further, the nearness to normality is independent of the boundary discretization. Stability limits on the timestep are, however, dependent on the boundary operator, with an explicit Euler method having the most restrictive condition. The Crank-Nicolson implementation has a stability limit the same as the Dirichlet formulation. Furthermore, in this case the restriction scales by l/v/-2 in moving from one dimension to two dimensions, exactly as in the central finite difference approximation. Numerical results confirm the predicted values on allowable timesteps obtained from a spectral analysis, for both Chebychev-and modified-Chebychevimplementations. We conclude that the spectrum of the evolution operator is informative for predicting the behavior of the numerical solution.
I. Introduction
The numerical simulation of wave propagation phenomena requires a technique to eliminate spurious reflections from the numerical boundaries of the domain. Typically, in finite difference codes, this is achieved by the imposition of artificial boundary conditions which have been designed to absorb incident waves at the boundary, see, e.g., [3, 5, 6] . But for pseudospectral solutions the outgoing waves are usually absorbed by the application of damping layers around the physical domain [7, 8] . This approach is very expensive in terms of both memory and computation requirements. Recently, however, Renaut and Frrhlich investigated the use of first-order one-way wave equations, dependent on the speed of the wave in the medium, as absorbing boundary conditions in conjunction with the pseudospectral Chebychev solution of the two-dimensional (2D) wave equation [12] . There the effectiveness of the method, in particular when a stretching transformation [8] is applied to the spatial domain, is demonstrated.
This success might be considered surprising in light of a study by Driscoll and Trefethen of the one-dimensional (1D) wave operator with one absorbing boundary and one Dirichlet boundary [4] . In that paper Driscoll and Trefethen demonstrated that the matrix operator describing the 1D system is highly nonnormal, and hence that spectral analysis of the system would have limited value. Here the discrete pseudospectral operator describing both the 1D and 2D formulation of the wave propagation problem is investigated. Our results show, contrary to the continuous formulation, that a spectral analysis is of use in determining stability limitations of the discrete formulation when all boundaries are implemented as absorbing boundary conditions.
In the next section the numerical methods used for the solution of the acoustic wave-propagation problem are presented. For the purpose of the stability analysis, the numerical method is reformulated as a system of first-order recurrence relations in time, wn+~=Aw n, where A describes all the operations of spatial differentiation. The normality of the operator A for several discretizations of the one-way wave equations (OWWE) is considered and limits on the time-steps suitable for stable solutions determined. These limits are confirmed numerically. Thus the limited nonnormality of A is insignificant and a spectral analysis does provide reliable estimates for stability. This conclusion is reached for all the boundary implementations considered, and for solutions on a spatial domain both with and without a stretching operation applied.
The spectral analysis is also performed for the solution of the wave propagation problem with Dirichlet(D) boundary conditions. It is proved that the stability in this case can be determined depending on the eigenvalues of the second-order pseudospectral derivative operator and that nearnormality follows from the near-normality of this operator. Also the bounds on stable timesteps for two-dimensional and one-dimensional operators k2D and kiD, respectively, satisfy klD=V~k2D. This is precisely the result obtained using second-order central differences to the second-order derivative operator applied with Dirichlet boundary conditions. For both backward Euler (BE) and CrankNicolson (CN) discretizations of the OWWE absorbing boundaries, it is seen that the restrictions on timestep are no worse than those imposed by the Dirichlet boundary conditions. In fact with BE larger timesteps can be taken. On the contrary, however, forward Euler (FE) imposes more severe restrictions on the timestep.
Formulation

Pseudospectral method
Acoustic wave propagation on an unbounded domain is simulated by the solution of the wave equation
on the artificially bounded domain g2={(x, y): -1 <x < 1, -1 < y < 1}, together with one-way wave equations applied as absorbing boundary conditions on 3(2:
The pseudospectral-Chebychev solution of (2.1) with (2.2), as described fully in [12] , replaces (2.1) and, as example, (2.2a) by The general form of (2.4) allows for forward Euler, 0-0, Crank-Nicolson, 0--5 and backward Euler 0=1.
In [12] the stability of the numerical method described by Eqs. (2.3) and (2.4) for timesteps of O(1/N 2) was justified by a heuristic argument based on the eigenvalues of the Chebychev operator Dxx. Further, it was argued that the forward Euler method would require a more restrictive timestep than Crank-Nicolson because of the bounded stability domain of the forward Euler method. Here these statements are made precise by analyzing the amplification operator of the time recurrence relation. For this it is convenient to first look at the equivalent I D problem.
Stability of 1D wave propagation with Dirichlet boundary conditions
The one-dimensional problem, obvious from (2.1) and (2.2) is solved using (2.3) and (2.4) (a) and (b) . To analyze the stability of the method a new variable v n is introduced so that (2.3) becomes un+l=2u n --V n q-(cZAtZ)(Dxxu")i.
(2.5) Suppose zero boundary conditions, then (2.5) is equivalent to the system w "+l-Aw", (2.6) where w"=(u", v n)x and the operator A is given by which is equivalent to (2.8) using the fact that the eigenvalues of/) are real and negative [16] . [] The next corollary then immediately follows from the results in [16] , Theorem 1.
Corollary 1. In the limit as N tends to infinity the spectral radius of A satisfies p(A)<<, 1 if and only if
2 (4725) 1/4 ~ 9.105
Note that this assumes the Chebychev-extrema are used to generate the collocation grid. Similar results hold for methods based on the use of collocation at either Chebychev or Legendre zeros.
Whether or not Corollary 1 can be usefully applied to determine a stable timestep for integration in (2.5) is a provocative question and cannot be answered without consideration of the normality or nonnormality of the matrix A. It was indicated in the Introduction that the absorbing boundary problem as studied by Driscoll and Trefethen [4] is highly nonnormal and that therefore a spectral analysis would be potentially uninformative. How does this conclusion relate to the discrete formulation described here?
Stability
In the previous section the eigenvalue stability of Eq. (2.6) was discussed. The extent of the separation between the requirements of eigenvalue stability and Lax-stability has, however, been made very evident in recent years [14] . Lax-stability, which addresses the convergence of the numerical solution to its exact counterpart at fixed time t as both grid and timestep are reduced, requires power-boundedness of the family of operators defining the system. In other words, if (2.6) is made more precise by making the dependence of A on the grid and the timestep explicit, w "+l-AN,kw n, (2.9) Lax-stability is defined by
Here T is some time, C is a constant such that C=C(T), and k depends on N. This contrasts with the requirement of eigenvalue-stability IIA"N, klI<~C for all n and fixed N and k, (2.11)
which is power-boundedness as n---~cc of the operator AN, k for a fixed grid and timestep. Unless the operators {AN, k} are normal, condition (2.11) is necessary but not sufficient for Lax-stability. Therefore before it can be asserted that Theorem 1 provides any information about the stability of the system (2.6) the degree of nonnormality of A has to be determined. Equivalently, stability can be examined via a study of the pseudo-eigenvalues of the operators {AN, k} [11, 15] .
Definitions. Given AcC N×N and e>0 the e-pseudo-spectrum of A is the set A~(A):={zCC: z is an eigenvalue ofA +E, with EcC N×N and LIEII2~}.
A number 2~EA~(A) is called an e-pseudoeigenvalue of A. Equivalently
A~(A)={zCC: I[(zI -A)-I[[ ~>~-1)
where (zI-A) -1 is the resolvent.
Let A denote the open disk in the complex plane
Izl<l},
and, given a point zEC and a set X c_ C, denote the distance function by
Then the connection between power-boundedness of matrix operators and pseudo-eigenvalues is made clear in the version of the Kreiss-Matrix theorem presented in [10, 11] . In other words, ignoring the factor in front of C in (2.14), (2.13) is a necessary and sufficient condition for the power-boundedness of the operators {A~}. This translates therefore to the condition that for stability it is the eigenvalues of A~ + E which should lie in A, and not just those of Av. Now when zEA(A) I I(zI -A) -1 [I can be thought of as infinite and for z q~ A(A) and A normal
Therefore when A is normal the e-pseudospectra are closed nested e-balls around the spectra of A. The extent to which the e-pseudospectra are larger than these e-balls provides an indication of the nonnormality of A; and equivalently an indication of the sensitivity of eigenvalues of A with respect to perturbations of A. Now it has been demonstrated that the matrix/) occurring in (2.7) is very close to normal [14] . In particular, its eigenvalues are quite well conditioned, and important differences between Lax-stability and eigenvalue stability do not arise. Does this conclusion also apply for matrix A? Investigation of the sensitivity of the eigenvalues of A and the norm of the resolvent of A demonstrates this is indeed still true.
A measure of the sensitivity of an eigenvalue 2i of a matrix, to perturbations in the matrix, is given by its condition number: This result is now reinforced by analysis of the norm of the resolvent of A.
Lemma 4. For system (2.6) with system matrix (2.7) Proof. The method of proof follows that in [9] . First observe that for 2 q~ A(B) (A -2I) has the block LU decomposition 
Thus the near-normality of A follows immediately from (2.15).
Absorbin9 boundary conditions for the 1D case
The system matrix A in (2.6) is modified when the absorbing boundary conditions (2.2) (a) and (b) are introduced. Specifically, the equations (a) u~+'=2u~-v~+k2(Dxxun)i , l <~i <<.N-1,
are solved, for which the system to be solved is The spectrum and normality of this matrix have been examined numerically. Results are reported in Section 3 and demonstrate that the perturbation of the system matrix caused by the introduction of the absorbing boundary condition does not degrade its normality and consequently its spectrum adequately explains the stability properties. Note that the system to be solved in the case when one boundary is Dirichlet and one an absorbing boundary condition is now also easily obtained. This is then the discrete formulation of the continuous case analyzed in [4] . Its spectrum and normality is also examined numerically.
Absorbing boundary conditions for the 2D case
The pseudospectral formulation of the complete 2D system described by (2.1) and (2.2) is obtained from Eq. (2.3) with the generalization of (2.4) to all four boundaries. These equations do not describe the comers uniquely. Therefore the comers are updated by averaging. This produces, e.g., at the x = 0, y = 0 comer
U t --lC(Ux AI-Uy) = O,
which is implemented in the obvious way by the 0-method. A more natural choice replaces the factor 12 by @2 in this equation, see [3] . Numerical tests indicate, however, that the former choice has better stability properties when the explicit 0-method is chosen. With backward Euler and Crank-Nicolson no difference can be observed. The system matrix for the 2D formulation has again been evaluated numerically.
First, however, consider the Dirichlet case. For zero boundary conditions the operator A occurring in (2.6), now denoted by Am, has a similar form except that the matrix/) is replaced by the matrix /~ which gives the sum of the x-and y-second derivatives of u at a given point. As in the finite difference (FD) case/~ is a block matrix but unlike the FD case all blocks are nonzero. Specifically, 
The transformed operator
It was shown in [12] that the use of a transformation introduced by Kosloff and Tal Ezer [8] allows the use of timesteps of O(N -1 ) rather than O(N-2). Therefore, the final class of matrices considered in this paper are those obtained as a result of this transformation. Specifically, the collocation points are transformed using sin-l(~zi)
and zi = -cos(in~N), 0 <<,i<~N. Here ~ is a parameter of the sketching function, which we have taken here as cos(n/N) to give maximum resolution of waves on the grid. Differentiation is accomplished via the chain rule so that the first-order and second-order derivatives/)1 and/)2 are given by
Ol =ADx and /)2=AXOxx +BDx.
Matrices A and B are diagonal with entries
The system matrices in each case take the same form as in the previous sections except that the one-dimensional and two-dimensional operators are the appropriate transformed operators D1 and/)2.
Further, Theorems 1 and 4 remain the same except that the spectral radius of £3 is replaced by that of the transformed/5.
Numerical verification of stability
From Theorem 1 the maximum value of cAt for the system (2.6) can be estimated, but for (2.19) the maximum value has to be found numerically. A numerical search was employed to find the maximum value of k for which the spectral radius of the matrix A occurring in the system (2.19) is bounded by 1. These predicted values of k are reported in Table 1 for the 1D case and Table 2 for the 2D case. In the latter the search was carried out only for small N, because of both memory and computational cost. These results predict that the timestep is most restricted when the forward Euler implementation of the 0-method is used, confirming the results in [12] . For small N the ratio klD/k2o is graphed in Figs. 1 and 2 , for scaled and unsealed matrices, respectively. The value klD----V/-2k2D for the Dirichlet case is confirmed. Further, for Crank-Nicolson the same ratio is seen. The reduction in timestep from 1D to 2D is greater for both backward Euler and forward Euler methods. From these ratios k2D can be predicted for larger N using kiD. In Table 3 the k2D are compared with the observed maxima given in [12] for the Crank-Nicolson scheme. The values are in good agreement given that the numerical search for klD was carded out only to a relative error 10 -3 and that the observed results are to two significant figures. This close agreement supports the hypothesis that the system matrices are close to normal. Table 4 reports observed and predicted timesteps for both backward Euler and forward Euler methods. Table 6 Commutator and condition of normalized eigenvectors of 1D system matrix with Dirichlet at one boundary and an absorbing boundary at the other, N = 31 of/3 were reported in [12] . These quantities measure, to a limited extent, see [2] , the nonnormality of/3. In this case they suggest that/3 is very near-normal and further that for the transformation described in Section 2.6/3 is closer to normal. Theorems 2 and 5, however, do not say anything about the nonnormality of A in relation to the nonnormality of/3 when absorbing boundary conditions are incorporated. In Tables 5 and 6 values for C(A) and x(VA) at stability limits kiD for both scaled and tmscaled methods and N=31 are given. It can be seen that the Dirichlet case gives the least nonnormality as expected. But also in no case can the scaled system matrices be considered to be severely nonnormal. Comparing Table 6 with the unscaled results shown in Table 5 , it is apparent that the use of one Dirichlet boundary condition in conjunction with one absorbing boundary condition causes greater nonnormality. The normality is also investigated by finding the spectral radius of the system matrices subject to a random perturbation. In particular, in Figs. 3-7 the spectral radii of the system matrices subject to are for the 1D N=31 and for the 2D N=23 cases, respectively. Significant differences between the methods are not seen, but it is observed that the spectra of the 2D matrices are less sensitive to perturbation, as expected. It can be concluded that in all cases the scaled matrices are nearly normal and that the predicted bounds kiD and k2D should be good estimates in these cases. Moreover, without scaling of the matrices the backward Euler discretization leads to a system matrix closer to normal than with Euler or Crank-Nicolson discretizations. Finally, in Fig. 8 , the ratios, kSD/Nk~ s, are plotted. These confirm the larger klD for the transformed matrices. Note also that to estimate k2D from kiD because of the near-normality of the amplification operators the relationship kiD = rk2D can be used. Here r = x/~ for both Dirichlet and Crank-Nicolson and approximately 1.42, 1.51, 1.36, 1.56 for BE, scaled and unsealed and FE scaled and unsealed, respectively.
