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BAB III 
METODOLOGI PENELITIAN 
 
A. Lokasi Penelitian 
 Pada penelitian ini lokasi yang akan digunakan sebagai bahan 
penelitian adalah Provinsi Jawa Timur yang terdiri atas 29 kabupaten dan 9 
kota. 
B. Jenis Penelitian 
 Pada penelitian ini digunakan pendekatan deskriptif kuantitatif yang 
akan berfokus pada data numerikal, yang bersifat memberikan gambaran 
secara umum tentang bahasan yang diteliti dalam bentuk angka yang 
kemudian dianalisa, diklasifikasikan, dan diinterpretasikan dalam bentuk 
uraian.  
C. Populasi dan teknik pengambilan sampel 
Pada penelitian ini akan menggunakan populasi Kabupaten dan kota 
Provinsi Jawa Timur yang berjumlah 38 Kabupaten dan Kota, dengan kurun 
waktu 5 tahun yatu tahun 2012 - 2016. Pengambilan sampel yang akan 
dilakukan melalui kajian pustaka sesuai dengan objek penelitian yang 
didapatkan dapatkan dari Badan Pusat Statistik (BPS), penelitian-penelitian 
terdahulu, serta instansi-instansi lainnya. 
 
 
   
 
 
24 
 
D. Devinisi operasional variabel 
Dalam penelitian ini digunakan 3 (tiga) variabel yang terbagi menjadi variabel 
dependen (terikat) dan variabel independent (Bebas) seperti yang akan dijelaskan berikut 
ini :  
a. Variabel terikat (Dependen variabel) 
Variabel terikat merupakan veriabel yang dapat berubah jika terdapat 
perubahan pada variabel bebas atau dapat dikatakan bahwa variabel ini dipengaruhi 
oleh veriabel bebas. Dimana penyerapan tenaga kerja adalah merupakan jumlah 
tertentu dari tenaga kerja yang digunakan dalam suatu unit usaha tertentu atau 
dengan kata lain penyerapan tenaga kerja adalah jumlah tenaga kerja yang bekerja 
dalam suatu unit usaha. Pada penelitian ini variabel terikat yang digunakan adalah 
penyerapan tenaga kerja tahun 2012-2016 di Kabupaten dan Kota Provinsi Jawa 
Timur. 
b. Variabel bebas (Independen Variabe) 
Variabel bebas merupakan faktor yang mempengaruhi variabel terikat. Pada 
penelitian ini digunakan variabel bebas adalah Upah Minimum dan Pertumbuhan 
Ekonomi pada Kabupaten dan Kota di Provinsi Jawa Timur. 
1) Upah Minimum (X1)  
Upah Minimum adalah suatu standar minimum yang digunakan para 
pengusaha untuk memberikan gaji atau upah kepada pegawainya di dalam 
perusahaan tersebut dengan satuan rupiah.  
2) Pertumbuhan Ekonomi (X2) 
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Pertumbuhan ekonomi merupakan perubahan relatif pada nilai riil 
PDRB, pertumbuhan ekonomi dapat diketahui dari PDRB harga konstan 
2010 dan dinyatakan dalam satuan persen  
Pengukuran pertumbuhan ekonomi secara konvensional biasanya 
dengan menghitung peningkatan presentase dari Produk Domestik Bruto 
(PDB). PDB mengukur pengeluaran total dari suatu perekonomian terhadap 
berbagai barang dan jasa yang baru diproduksi pada suatu saat atau tahun 
serta pendapatan total yang diterima dari adanya seluruh produksi barang 
dan jasa tersebut atau secara lebih rinci, PDB adalah diproduksi di suatu 
negara dalam kurun waktu tertentu (Mankiw, 2003).. 
E. Jenis dan sumber data  
Pada penelitian ini akan digunakan data yang bersumber dari  data sekunder yang 
akan diperoleh dari berbagai sumber, jurnal, Badan Pusat Statistik dan Instansi terkait. Data 
yang akan kami gunakan merupakan penggabungan dari data Time Series tahun 2012-2016 
(5 tahun), dan Cross Section dari 38 Kabupaten dan Kota pada Provinsi Jawa Timur atau 
dengan kata lain penelitian ini akan menggunakan data Panel dengan jumlah total observasi 
sebesar 190. 
F. Teknik pengumpulan data 
Penelitian ini menggunakan teknik dokumentasi dengan mengumpulkan data yang 
tersedia. Data yang digunakan didapatkan dari publikasi Badan Pusat Statistik, dan instansi 
yang terkait. 
G. Teknik analisis data 
 
 
26 
 
Analisis yang digunakan dalam penelitian ini adalah estimasi data panel. Data panel 
yaitu model ekonometri yang menyatukan antara deret waktu (time series) dan data kerat 
lintang (cross section), sehingga dalam data panel jumlah observasi merupakan hasil kali 
observasi deret waktu (T>1) dengan observasi kerat lintang (N>1). Dalam melakukan alisis 
data panel dapat dibedakan menjadi dua yaitu balance panel data dan unbalance panel data. 
Balance panel data terjadi jika panjangnya waktu untuk setiap unit cross section sama. 
Sedangkan unbalance panel data terjadi jika panjangnya waktu tidak sama untuk setiap unit 
cross section. 
Untuk mengetahui pengaruh variabel bebas (upah minimum dan pertumbuhan 
ekonomi) terhadap variabel terikat (penyerapan tenaga kerja). Kabupaten dan Kota di Jawa 
Timur , peneliti menggunakan metode analisis regresi berganda panel data. Perumusan 
model penelitian ini merujuk pada penelitian Dimas, (2009) yang menganalisis tentang 
faktor-faktor penyerapan tenaga kerja di Jakarta dan tinjauan teori. Secara umum model 
linier untuk memodelkan data panel adalah sebagai berikut: 
𝑌 = 𝛽0 𝑋1
𝛽1𝑋2
𝛽2𝑢𝑒 
Berikut model persamaan estimasi dalam penelitian ini: 
 logY = β0+β1logx1+β2 logX2+ eit 
Keterangan :  
Y  = Penyerapan Tenaga Kerja (Jiwa)  
β0  = Konstanta  
β1, β2  = Koefisien Regresi  
X1  = Upah Minimum (Rupiah) 
X2  = Pertumbuhan Ekonomi (%) 
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eit  = Error term 
Guna mencapai tujuan penelitian, analisa data dalam penelitian ini akan dilakukan 
melalui model ekonometrika dengan bantuan program Eviews 9, adapun tahap-tahap 
analisis adalah sebagai berikut: 
1. Statistik Deskriptif 
Statistik deskriptif adalah statistik yang berfungsi untuk mendeskriptifkan 
atau memberi gambaran terhadap obyek yang diteliti melalui data sampel atau 
populasi sebagaimana adanya tanpa melakukan analisis dan membuat kesimpulan 
yang berlaku untuk umum (Sugiyono, 2012) 
2. Pemilihan Metode Estimasi Data Panel  
a) Metode Estimasi Data Panel 
Menurut Gujarati & Porter, (2012:238-250) untuk mengestimasi 
parameter dengan data panel, terdapat beberapa teknik yang ditawarkan, 
yaitu: 
1) Metode Pooled Least Square  
Pendekatan paling sederhana dalam pengolahan data panel 
adalah metode kuadrat terkecil biasa yang diterapkan dalam data 
berbentuk pool. Metode ini mengabaikannadanya perbedaan dimensi 
individu maupun  waktu (intersep dan slope dianggap sama/konstan). 
Secara umum model linier untuk memodelkan data panel adalah 
sebagai berikut: 
𝑌𝑖𝑡 = 𝛼 + 𝛽𝑋𝑖𝑡 + 𝜀𝑖𝑡 
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Adapun persamaan model Ordinary Least Square (OLS) dalam 
penelitian ini sebagai berikut: 
𝑌𝑖𝑡 = 𝛽1 + 𝛽2𝑋1𝑖𝑡 + 𝛽3𝑋2𝑖𝑡 + 𝑣𝑖𝑡 
Keterangan: 
Yit   : Tenaga kerja 
β1, β2 : Koefisien Regresi 
X1   : Upah 
X2   : Pertumbuhan Ekonomi 
i       : Kabupaten dan Kota 
t       : Tahun 
2) Fixed Effect  
Model ini mengasumsikan bahwa perbedaan antar individu dapat 
diakomodasi dari perbedaan intercept. Untuk mengestimasi data panel 
model fixed effect menggunakan variabel dummy. Model estimasi ini 
sering juga disebut dengan teknik Last Square Dummy Variabel 
(LSDV). Model fixed effect secara matematis dinyatakan sebagai 
berikut: 
𝑌 = 𝛼1 + 𝛼2𝐷2𝑖 + 𝛼3𝐷3𝑖 + 𝛽2𝑋1𝑖𝑡 + 𝛽3𝑋2𝑖𝑡 + 𝑢𝑖𝑡 
Dimana D2i adalah 1 dummy untuk Kabupaten dan Kota 2, 0 jika 
bukan; D3i adalah dummy untuk Kabupaten dan Kota 3, 0 jika bukan; 
dan seterusnya. 
3) Random Effect 
Dalam model efek acak (random effect model), parameter-
parameter yang berbeda antar daerah maupun antar waktu 
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dimasukkan ke dalam error. Setiap individu memiliki keragaman 
konstantaa dan berlaku bagi pengamatan di dalam individu tersebut.  
Adapun pemodelan random effect sebagai berikut: 
𝑌 =  𝛽1 + 𝛽2𝑋1𝑖𝑡 + 𝛽3𝑋2𝑖𝑡 + 𝜔𝑖𝑡 
Dimana: 
𝜔𝑖𝑡 = 𝜀𝑖𝑡 + 𝑢𝑖𝑡 
𝜔𝑖𝑡 adalah error term gabungan terdiri atas dua komponen: 𝜀𝑖𝑡 
yaitu komponen error yang cross section atau spesifik-individual, 
dan 𝑢𝑖𝑡 yaitu komponen error gabungan time-series dan cross-
section. 
b) Pemilihan Metode  
1) Uji Chow  
Pengujian yang dilakukan untuk memilih apakah model 
akan dianalisis menggunakan common effect atau fixed effect dapat 
dilakukan dengan Uji Chow. Hipotesis yang digunakan adalah 
sebagai berikut  
Ho : Common Effect  
Ha : Fixed Effect  
Dasar penolakan terhadap hipotesis nol (Ho) adalah apabila 
nilai probabilitas F < alpha (0,05).  
2)  Uji Hausman  
Pengujian untuk memilih apakah model akan dianalisis 
menggunakan random effect atau fixed effect dapattdilakukan 
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dengan uji hausman. Hipotesis yang digunakan dalam hausman test 
adalah sebagai berikut :  
Ho: Random Effect 
Ha: Fixed effect  
Dasar penolakan terhadap hipotesis nol (Ha) adalah apabila 
nilai probabilitas F < alpha (0,05).  
3) Uji Langrange Multiple (LM) 
Pengujian untuk memilih apakah model akan dianalisis 
menggunakan metode random effect atau common effect. Uji Langrange 
Multiple (LM) didasarkan pada distribusi Chi-Squares dengan derajat 
kebebasan (df) sebesar jumlah variabel independen. Pengambilan 
keputusannya adalah jika nilai LM hitung > nilai kritis Chi- Squares maka 
Ho ditolak dan Ha diterima dengan hipotesis :  
Ho : Common Effect  
Ha : Random Effect  
Jika LM statistik lebih besar dari chi-square table maka Ho ditolak 
sehingga model yang lebih tepat digunakan adalah random effect.  
3. Pengujian Hipotesis 
Dalam pengujian hipotesis, akan dilakukan beberapa uji antara lain uji 
koefisien regresi secara individual (uji-t), uji koefisien regresi secara keseluruhan 
(uji-F), uji koefisien determinasi (R²).  
a. Uji t (Uji Koefisien Regresi Secara Individual)  
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 Koefisien regresi digunakan untuk mengetahui pengaruh variabel 
independen secara parsial terhadap variabel dependen. Uji t dapat dilakukan 
dengan membandingkan nilai probability dengan taraf signifikansinya. 
Apabila nilai Prob. < α maka koefisien variabel tersebut signifikan 
mempengaruhi variabel terikat dan sebaliknya. Pengujian terhadap hasil 
regresi dilakukan dengan menggunakan uji t pada derajat keyakinan 95% 
atau α = 5% dengan ketentuan sebagai berikut: 
Jika nilai probability t-statistik < 0,05 maka H0 ditolak  
Jika nilai probability t-statistik > 0,05 maka Ha ditolak 
𝒕 =
𝜷𝒊 + 𝜷𝒊∗
𝑺𝒆 (𝜷𝒊)
 
Dimana : 
βi  = Parameter yang di estimasi 
βi*  = Nilai hipotesis dari βi (H0: βi = βi*) 
Se (βi)  = Simpangan baku dari variabel independen ke i 
Dalam mengkaji pengaruh variabel secara individu dapat digunakan 
hipotesis sebagai berikut :  
H0: βi = 0,      diduga variabel independen bukan penjelas yang signifikan 
terhadap variable dependen.  
Ha: βi ≠ 0, diduga variabel independen merupakan penjelas yang signifikan 
terhadap variable dependen.  
Ketika tingkat signifikansi 0,05 (5%), pengujian yang akan dilakukan 
adalah sebagai berikut : 
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1. H0 diterima Ha ditolak, apabila nilai t probabilitas ≥ nilai (α=5%). 
Pada kondisi ini menunjukan variabel independen tidak signifikan 
tidak berpengaruh terhadap variabel dependen. 
2. H0 ditolak Ha diterima, apabila nilai t probabilitas ≤ nilai (α=5%). 
Pada kondisi ini menunjukan variabel independen signifikan 
berpengaruh terhadap variabel dependen. 
b. Uji F 
Menurut Suharyadi and Purwanto, (2016) untuk mengetahui 
pengaruh yang timbul dari variabel independen terhadap variabel terikat 
(dependen) secara keseluruhan dapat digunakan gunakan uji F (simultan), 
yang akan menggunakan hipotesis berikut ini :   
H0 : β1 ; β2 = 0 
Terdapat variabel bebas (independen) yang tidak dapat 
mempengaruhi variabel terikat (dependen).   
H1: β1 ; β2 ≠ 0 
Semua komponen yang terdapat pada variabel bebas (Independen) 
dapat mempengaruhi variabel terikat (dependen). Rumus yang dapat 
digunakan dalam perhitungan F hitung adalah : 
𝐹 =
𝑅2(𝑘 − 2)
1 − 𝑅2(𝑛 − 𝑘 + 1)
 
Keterangan : 
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R2 = Koefisien1determinasi  
n    =    Jumlah sampel 
k    = Jumlah variabel pada model.    
 Dasar pengambil keputusan uji F menggunakan  α = 5% adalah sebagai 
berikut:  
1. Ketikan F probabilitas ≤ α, berarti H0 ditolak dan Ha diterima, yang 
berarti terdapat pengaruh antar variabel bebas dan terikat. 
2. Ketikan F probabilitas ≥ α, berarti H0 diterima dan Ha ditolak, yang 
berarti tidak ada pengaruh antar variabel bebas dan terikat. 
c. Koefisien Determinasi (Goodness of Fit) 
Menurut Suharyadi and Purwanto, (2016) Koefisien determinasi 
(R2) merupakan ukuran yang memberikan informasi tentang garis regresi 
sampel sesuai dengan data yang ada. Pada intinya goodness of fit digunakan 
untuk mengukur seberapa jauh kemampuan model dalam menerangkan 
variasi- variasi yang dimiliki variabel terikat. Koefisien determinasi bernilai 
antara 0 (nol) sampai dengan 1 (satu). Berikut ini adalah rumus yang dapat 
dipergunakan dalam R2 : 
𝑅2 =
∑(?̅?1 − ?̅?)
2
∑(𝑌1 − ?̅?)2
 
Nilai R2 sempurnah adalah 1 (satu), jika seluruh variasi dependen 
yang terdapat dalam model dapat dijelaskan oleh variabel independen 
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secara keseluhan. Ketika 0 < R2 < 1 dapat diambil kesimpulan sebagai 
berikut : 
1. R2 yang bernilai kecil atau mendekati nol, menggambarkan variabel 
independen dalam menjelaskan variasi variabel dependen sangat 
lemah. 
2. R2 yang bernilai mendekati satu, menggambarkan variabel 
independen dapat menjelaskan hampir semua yang digunakan untuk 
memprediksi variasi variabel dependen. 
