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Abstract
In [15], Jean Taylor has proved a regularity theorem away from
boundary for Almgren almost minimal sets of dimensional two in R3.
It is quite important for understanding the soap films and the solutions
of Plateau’s problem away from boundary. In this paper, we will give
a regularity result on the boundary for two dimensional sliding almost
minimal sets in R3. It will be of use for understanding their boundary
behavior.
1 Introduction
In [4, 5], Guy David proposed to consider the Plateau Problem with sliding
boundary conditions. That is, given a closed set B ⊂ Rn, and an initial
closed set E0 ⊃ B, we aim to find a competitor E such that Hd(E \ B)
attains the infimum among all the competitors of E0, where d is an integer
between 0 and n. The sliding conditions seem very natural to Plateau’s
problem (or soap films). One of the advantages is that it may be easier to
prove some regularity at the boundary. In fact, paper [6] paves the way to
show the regularity.
In the recent papers [11, 14], the authors have proposed a direct ap-
proach to the Plateau problem with sliding boundary conditions. Eventually
they proved an existence result. Which is that when B is a closed set with
Hd(B) = 0, then there exists (at least) a sliding minimizer for the Plateau
problem with sliding boundary conditions.
The aim of the present paper is to study the regularity of the sliding
minimizer. In [15], Jean Taylor proved that any 2-dimensional reduced al-
most minimal set in R3 is locally C1-diffeomorphic to a minimal cone. Here
we hope to prove a similar regularity result at boundary for sliding almost
minimal set. That is, at the boundary it is locally C1-diffeomophic to a slid-
ing minimal cone. But unfortunately we do not prove the C1-diffeomophic
equivalence at this time. In this paper, we show that if E ⊂ R3 is a reduced
2-dimensional set with a sliding boundary condition given by a smooth 2-
dimensional surface, then E is locally biHölder equivalent to a sliding mini-
mal cone.
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In [3] and [2], Guy David has given a new, more detailed, proof of a good
part of Jean Taylor’s regularity theorem for Almgren almost minimal sets of
dimensional 2 in R3, and generalized it to Rn. At the same time, he proved a
theorem of almost monotonicity of density for almost minimal sets away from
the boundary. In fact, his proof of Hölder regularity relies on the theorem of
almost monotonicity of density and a Reifenberg parameterization. In [6], he
established a very similar result as in [3], a theorem of almost monotonicity
of density at the boundary for sliding almost minimal sets. This allow us
to prove the Hölder regularity of these sets on the boundary in some case.
At the end of the paper, we will discuss how to use regularity result blow to
prove some existence results.
Let us begin with some notation and definitions. A gauge function is a
nondecreasing function h : [0,∞] → [0,∞] with limt→0 h(t) = 0. Let δ > 0
and an open set U ⊂ Rn be given. A δ-deformation in U is a family of maps
{ϕt}0≤t≤1 from U into itself such that
ϕ1 is Lipschitz and ϕ0 = idU ,
the function
[0, 1]× U → U, (t, x) 7→ ϕt(x)
is continuous, Ŵ is relatively compact in U and diam(Ŵ ) < δ, where
Ŵ =
⋃
t∈[0,1]
(Wt ∪ ϕt(Wt)) , Wt = {x ∈ U ;ϕt(x) 6= x}. (1.1)
We say that a relatively closed d-dimensional set E ⊂ U is (U, h)-almost-
minimal if it satisfies
Hd(E ∩W1) ≤ Hd(ϕ(E ∩W1)) + h(δ)δd,
for any δ-deformation {ϕt}0≤t≤1. In [15], Jean Taylor proved that if U is an
open set in R3, E is a reduced (U, h)-almost-minimal set and h(r) ≤ crα,
then for any x ∈ U , there is a small neighborhood of x contained in U and in
this neighborhood, E is C1 diffeomorphic to a 2-dimensional minimal cone,
while 2-dimensional minimal cones are planes, cones of type Y and cones of
type T.
In this paper, we concentrate on boundary regularity, and always consider
the following sliding boundary conditions. Let Ω ⊂ Rn be a closed domain
in Rn. Let L1 be a closed sets (it will be consider as the sliding boundary).
Definition 1.1. Let U be an open set. For δ > 0, we say that a one param-
eter family {ϕt}0≤t≤1 of maps from U into itself is a δ-sliding-deformation
in U , if it satisfies the following properties: ϕ0 = idU , ϕ1 is Lipschitz,
(t, x) 7→ ϕt(x) is continuous on [0, 1] × U , ϕt(x) ∈ L1 for any x ∈ L1 and
any t ∈ [0, 1], Ŵ is relatively compact in U and diam(Ŵ ) < δ.
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Let E ⊂ Ω be closed in Ω; we say that a closed subset F ⊂ Ω is a
competitor of E in U , if F = ϕ1(E) for some sliding deformation {ϕt}0≤t≤1
in U .
Definition 1.2. Let E ⊂ Ω be closed in U . We say that E is (U, h)-sliding-
almost-minimal, if for each δ > 0 and each δ-sliding-deformation {ϕt}0≤t≤1,
we have
Hd(E ∩W1) ≤ Hd(ϕ1(E ∩W1)) + h(δ)δd, (1.2)
where W1 = {x ∈ U ;ϕ1(x) 6= x}.
We say that E is an A+-sliding-almost-minimal set in U if under the
same circumstances,
Hd(E ∩W1) ≤ (1 + h(δ))Hd(ϕ1(E ∩W1)).
In the definition of (U, h)-sliding-almost-minimal set, we can replace in-
equality (1.2) by the inequality
Hd(E \ ϕ1(E)) ≤ Hd(ϕ1(E) \ E) + h(δ)δd,
at least if that L1 is not too bed, see [6].
When Ω, L1 and gauge function h are clear, and U = Rn. For simplicity,
we may say that an (U, h)-sliding-almost-minimal set E is sliding almost
minimal (in Ω with sliding boundary L1). It quite easy to see that for any
(U, h)-sliding-almost-minimal set E, E \ L1 is (U \ L1, h)-almost-minimal.
We say that E is (sliding) minimal in U if it is (sliding) almost minimal
with gauge function h = 0, that is,
Hd(E ∩W1) ≤ Hd(ϕ1(E ∩W1))
or
Hd(E \ ϕ1(E)) ≤ Hd(ϕ1(E) \ E)
for any (sliding) deformation {ϕt}0≤t≤1 in U .
We say that a d-dimensional set E is reduced if E = E∗, where
E∗ = {x ∈ E | Hd(E ∩B(x, r)) > 0 for every r > 0}.
We can prove that
Hd(E \ E∗) = 0
and that E∗ is also (sliding) almost minimal when E is (sliding) almost
minimal, see for instance [3, 6]. In this paper, we always assume that a
sliding almost minimal set is reduced.
For any set E, any point x ∈ E and any radius r > 0, we set
θE(x, r) =
Hd(E ∩B(x, r))
ωdrd
,
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where ωd denote the Hausdorff measure of d-dimensional unity ball. If the
limit
lim
r→0
θE(x, r)
exists, we will denote it by θE(x), and call it the density of E at the point
x. When E is given, and there is no danger of confusion, we may drop the
subscript E and denote it by θ(x). A property of almost monotonicity of
density for sliding almost minimal set will be often used. That is, Proposition
5.27 in [3] and Theorem 28.7 in [6]. We now put them together, it can be
stated rough as follows:
θE(x, r)e
λA(r) is a nondecreasing function of r, (1.3)
when r small, where E is a sliding almost minimal set with gauge function h,
and A(r) =
∫ r
0 h(2t)
dt
t . Let’s refer to [6] and [3] for more detailed statement.
We get that from (1.3) that when E is a sliding almost minimal set, for any
x ∈ E, the density θE(x) exists.
A blow-up limit of a set E at x ∈ E is any closed set in Rn that can be
obtained as the limit of a sequence {r−1k (E − x)} with limk→∞ rk = 0.
A set E in Rn is called a cone centered at origin 0 if for any x ∈ E and
any t ≥ 0, tx ∈ E. In general, a cone is a translation of a cone centered at
origin.
Suppose that E is a sliding almost minimal set, and x ∈ E. If x is not
contained in the sliding boundary, then any blow-up limit of E at x is a
minimal cone in Rn, see [3]; if x is in the sliding boundary, then any blow-up
limit of E at x is a sliding minimal cone, see [6]. We also refer to [3] and [6]
for the basic properties of blow-up limits.
The main theorem of the paper is following:
Theorem 6.1. Let Σ ⊂ R3 be a connected closed set such that the boundary
∂Σ is a two-dimensional C1 submanifold. Suppose that x is a point in ∂Σ, U
is a neighborhood of x, E ⊂ Σ is an (U, h)-sliding-almost-minimal set with
sliding boundary ∂Σ and E ⊃ ∂Σ. Then for each small τ > 0, we can find a
radius ρ > 0, a sliding minimal cone Z in Ω with sliding boundary L1 and a
biHölder map φ : B(x, 3ρ/2) ∩ Ω→ B(x, 2ρ) ∩ Σ such that
φ(z) ∈ ∂Σ for z ∈ L1, ‖φ− id‖∞ ≤ 3τ,
C |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ C−1 |z − y| 11+τ ,
B(x, ρ) ∩ Σ ⊂ φ
(
B
(
x,
3ρ
2
)
∩ Ω
)
⊂ B(x, 2ρ) ∩ Σ,
E ∩B(x, ρ) ⊂ φ
(
Z ∩B
(
x,
3ρ
2
))
⊂ E ∩B(x, 2ρ).
where Ω is a half space and L1 is the boundary of Ω.
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The list of 2-dimensional sliding minimal cones which contain L1 is not
complicated, which is following: L1, cones L1 ∪Z, where Z is a cone of type
P+ or Y+. See Section 3 for precise definitions and see Theorem 3.11 for a
precise statement.
It seems to be a reasonable condition for soap film that E ⊃ ∂Σ. In soap
film experiments, if we dip a shape of wire into some soapy water, when we
pull it out we shall obtain a surface created by the soap film. The wire is
considered as the sliding boundary, and the surface is consider as a sliding
almost minimal set. Actually, this surface seems to contain the wire. Thus
the assumption E ⊃ ∂Σ seems natural to the author.
It would be also very interesting to consider the regularity at the bound-
ary of sliding almost minimal sets which do not necessarily contain the
boundary. But unfortunately, without the assumption E ⊃ ∂Σ, we do not
have a satisfactory result. Because in this case, the blow-up limits of E at a
point x ∈ E ∩ ∂Σ could be cones of type T+ or cones of type V. See Section
3 for a precise definitions of these cones. When a blow-up limit is a cone of
type V, we will meet trouble (Figure 1 is an example of potential soap film
for which regularity seems difficult to prove).
Figure 1: blow-up limit at 0 is a cone of type V
2 One dimensional sliding minimal sets in a half
plane
In this section we discuss one dimensional sliding minimal sets in a half plane.
We discuss the one dimensional case, because it is very easy, and the list of
one dimensional sliding cones will be used to classify the two dimensional
sliding minimal cones in a half space. For simplicity, we assume that
Ω = {(x, y) ∈ R2 | y ≥ 0},
L1 = {(x, 0) ∈ R2 | x ∈ R}.
(2.1)
For any t ∈ R, and any α ∈ (0, pi2 ), we set
Pt = {(t, y) | y ≥ 0}
and
Vα,t = {(x, y) : y = |x tanα+ t|}.
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It is very easy to see that the set Pt and Pt ∪ L1 are sliding minimal. It is
also not hard to see that Vα,t is minimal if and only if 0 < α ≤ pi6 .
Lemma 2.1. Let Ω and L1 be as in (2.1). Suppose that E is a minimal
cone in Ω with sliding boundary L1 centered at 0. Then E is one of L1, P0,
P0 ∪ L1 and Vα,0 for some α ∈ (0, pi6 ).
Proof. LetK = E∩∂B(0, 1). We note thatK is a finite set because otherwise
H1(E ∩ B(0, 1)) = ∞. Write K = {a1, · · · , an}, and denote by li the ray
form 0 through the point ai. Suppose ai, aj ∈ Ω \ L1, i 6= j. Similarly to
(10.3) in Lemma 10.2 in [3], we can get that
Angle(li, lj) ≥ 2pi
3
.
Therefore, there are at most four point in K.
Case 1, if there is only one point in K, i.e. K = {a1}. It is easy to see
that a1 6= (1, 0) and a1 6= (−1, 0). If a1 = (0, 1), it is very easy to see that E
is minimal. If a1 6= (0, 1), we put a1 = (x, y), then
E′ = {(x, ty) | 0 ≤ t ≤ 1} ∪ {(tx, ty) | t ≥ 1}
is a competitor of E, and H1(E′) < H1(E). Then E could not be minimal.
In this case, E = P0 is a ray which is perpendicular to L1.
Case 2, there are two points in K, i.e. K = {a1, a2}. If a1 = (−1, 0) and
a2 = (1, 0), then E = L1. If a1 = (−1, 0) and a2 6= (1, 0), then
E′′ = (E \B(0, 1)) ∪ [a1, a2]
is a competitor of E and H1(E′′) < H1(E). Then E could not be minimal. If
a2 = (1, 0) and a1 6= (−1, 0), for the same reason as before, E is not minimal.
If a1, a2 6∈ {(−1, 0), (1, 0)}, we put a1 = (cosα1, sinα1), a2 = (cosα2, sinα2)
and a˜2 = (cosα2,− sinα2) with 0 < α2 < α1 < pi, then
H1([a1, 0] ∩ [0, a2]) ≥ H1([a1, a˜2]),
and with equality if and only if α1 + α2 = pi. It means that when a2 6=
(− cosα1, sinα1), E could not be minimal. We now suppose that a2 =
(− cosα1, sinα1). Then E = Vα1,0, and 0 < α1 ≤ pi6 because E is minimal.
Case 3, there are three point in K. Write K = {a1, a2, a3}, a1 = (x1, y1),
a2 = (x2, y2) and a3 = (x3, y3), x1 < x2 < x3. If x1 6= −1 and x3 6= 1, then
Angle(l1, l2) ≥ 2pi
3
and Angle(l2, l3) ≥ 2pi
3
; (2.2)
that is impossible. If x1 = −1 and x3 6= 1, then
Angle(l2, l3) ≥ 2pi
3
,
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thus −1 < x2 < −
√
3
2 . We can see that
E′′′ = (E \B(0, 1)) ∪ [0, a1] ∪ [(x2, 0), a2] ∪ [0, a3]
is a competitor of E, and H1(E′′′) < H1(E), thus E could not be minimal.
Similarly, we can see that we cannot have x1 6= 1 and x3 = −1. We now
suppose that x1 = −1 and x3 = 1, i.e. a1 = (−1, 0) and a3 = (1, 0). If
x2 6= 0, then
E′′′′ = L1 ∪ {(x2, ty2) | 0 ≤ t ≤ 1} ∪ {(tx2, ty2) | t ≥ 1}
is a competitor of E, and H1(E′′′′) < H1(E), E is not minimal, impossible!
If x2 = 0, then a2 = (0, 1). That is, E = P0 ∪ L1.
Case 4, there are four point in K. If there are at least three point in
∂B(0, 1) ∩ Ω \ L1, similarly to (2.2), that is impossible. Thus there at most
two point in ∂B(0, 1)∩Ω\L1, so there are exactly two point in ∂B(0, 1)∩Ω\L1
and exactly two point in ∂B(0, 1) ∩ Ω ∩ L1. We put K = {a1, a2, a3, a4},
a1 = (−1, 0), a2 = (x2, y2), a3 = (x3, y3), a4 = (1, 0), a˜2 = (x2, 0) and
a˜3 = (x3, 0). Then
H1([a2, 0] ∩ [0, a3]) > H1([a2, a˜2]) +H1([a3, a˜3]),
which means that E could not be minimal.
Proposition 2.2. Let Ω and L1 be as in (2.1). Suppose that E is a sliding
minimal set in Ω with sliding boundary L1, and E ⊃ L1. Then either E = L1
or E = Pt ∪ L1 for some t ∈ R.
Proof. For r > 0, we put Er = 1rE, Ar = Ω∩B(0, r) and Sr = Ω∩ ∂B(0, r).
We claim that there exists a sequence {rn}, such that rn →∞ and there
are at most three point in E ∩ Srn .
Since E is sliding minimal, we have that θE(0, r) is nondecreasing and
bounded, see [6, Theorem 28.4]. Thus for any ε > 0, we can find rε > 0
such that θE(0, r) ≥ θE(0,∞) − ε for r ≥ rε, where we denote θE(0,∞) =
lim
r→∞ θE(0, r). We can easily see that θEr(0, t) = θE(0, rt). If we take r > 2rε,
then
θEr(0, t) = θE(0, rt) ≥ θE(0,∞)− ε = θEr(0,∞)− ε, ∀t ≥
1
2
.
We now let τ with 0 < τ < 12 and ε be as in Proposition 30.3 in [6]. We
take t0 > 2 and apply Proposition 30.3 in [6], and get that there is a minimal
7
cone T centered at 0 such that
dist(y, T ) ≤ τt0, for y ∈ Er ∩B(0, t0 − τ) \B
(
0,
1
2
+ τ
)
,
dist(z, Er) ≤ τt0, for z ∈ T ∩B(0, t0 − τ) \B
(
0,
1
2
+ τ
)
,∣∣H1(Er ∩B(y, u))−H1(T ∩B(y, u))∣∣ ≤ τt0 (2.3)
for any B(y, u) ⊂ B(0, t0 − τ) \B
(
0,
1
2
+ τ
)
, and∣∣H1(Er ∩B(0, t))−H1(T ∩B(0, t))∣∣ ≤ τt, ∀1
2
+ τ ≤ t ≤ t0 − τ. (2.4)
If we putN(t) = # (∂B(0, t) ∩ E), then by Lemma 8.10 in [3] or Theorem
3.2.22 in [10],
1
s
∫ s
0
N(t)dt ≤ 1
s
H1(E ∩B(0, s)).
Combining this with (2.4), we can get that, for
(
1
2 + τ
)
r ≤ s ≤ (t0 − τ)r,
1
s
∫ s
0
N(t)dt ≤ 1
s
H1(T ∩B(0, s)) + τ ≤ 3 + τ.
But t0 can be chosen arbitrarily large, thus we can find a sequence {sn}∞n=1
such that sn → ∞ and N(sn) < 4. Since L1 ⊂ E, we have that N(s) ≥ 2
for any s > 0, thus 2 ≤ N(sn) ≤ 3.
If N(s) = 2 for some s > 0, by minimality of E, we can get that
E ∩B(0, s) = L ∩B(0, s).
If N(s) = 3 for some s > 0, we suppose that
E ∩ ∂B(0, s) = {(−s, 0), Xs, (s, 0)}, X = (xs, ys).
If the points Xs and 0 are not in the same component of E ∩ B(0, s), then
by minimality of E, we can see that Xs is the only point in the component
of E ∩B(0, s) which contains the point Xs, and
E ∩B(0, s) = L ∩B(0, s).
If the points Xs and 0 are in the same component of E ∩B(0, s), then there
is a path in E ∩B(0, s) from Xs to 0, we denote it by γ : [0, 1]→ E ∩B(0, s)
with γ(0) = Xs and γ(1) = 0. Let
v0 = inf{v ∈ [0, 1] | γ(v) ∈ L1}.
Then
E′ = [Xs, γ(v0)] ∪ (E \B(0, s)) ∪ (L1 ∩B(0, s))
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and
E′′ = [(xs, ys), (xs, 0)] ∪ (E \B(0, s)) ∪ (L1 ∩B(0, s))
are competitors of E, and
H1(E′′ ∩B(0, s)) ≤ H1(E′ ∩B(0, s)) ≤ H1(E ∩B(0, s)).
By minimality of E, we get that E′′ = E′ = E. We put γ(v0) = (ts, 0), then
E ∩B(0, s) = (Pts ∪ L1) ∩B(0, s).
If there exists a sequence {nk}∞k=1 such that N(snk) = 2, then
E ∩B(0, snk) = L1 ∩B(0, snk)
for any k ≥ 1; thus we get that E = L1.
If there exist an integer n0 ≥ 1 such that N(sn) = 3 for n ≥ n0, then
E ∩B(0, sn) = (Ptsn ∪ L1) ∩B(0, sn),
and tsn = tsn0 for any n ≥ n0. By putting t = tsn0 , we get that E =
Pt ∪ L1.
3 Two dimensional minimal cone with sliding bound-
ary
In this section we consider a simple case in R3: our domain Ω is a half space,
and the boundary L1 is the plane which is the boundary of Ω. In the domain
Ω, we will see what does a sliding minimal cone look like. For simplicity, we
assume that
Ω = {x = (x1, x2, x3) ∈ R3 | x3 ≥ 0},
L1 = {x = (x1, x2, x3) ∈ R3 | x3 = 0}.
(3.1)
Let us refer to paper [3] for the definition of cones of type Y and T. We
say that a cone Z ⊂ Ω is of type P+, if Z is a closed half plane which is
perpendicular to L1 and through 0, i.e. the intersection of Ω with a plane
which is through 0 and meets L1 perpendicularly; similarly we say that a
cone Z ⊂ Ω is of type Y+ if it is a intersection of Ω with a cone in R3 of
type Ywhich is perpendicular to L1. Recall that a cone Z in R3 of type Y
is the union of there half planes bounded by a line `, called the spine of Z.
Here we say that a cone of type Y is perpendicular to L1, if the spine of the
cone is perpendicular to L1. We will check that cones of type P+ or Y+ are
sliding minimal.
Let Z be a cone of type T, we say that Z is perpendicular to L1 if the
center of Z locates at the origin and Z ∩ Ωc is a cone of type Y+ in the
domain Ωc.
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We say that a cone Z ⊂ Ω is of type T+ if it is the intersection of Ω
with a cone of type T which is perpendicular to L1. In this paper, we do not
discuss whether or not a cone of type T+ is sliding minimal.
A cone Z ⊂ Ω is called of type V is it can be written as Z = R(R×Vα,0)
where R is a rotation which maps L1 into L1, Vα,0 is cone in a half plane
defined as in Section 2 and 0 < α < pi2 .
Lemma 3.1. Let Ω, L1 be as in (3.1). If Z is a cone of type P+ or Y+,
then Z is a sliding minimal cone. If Z = Z ′∪L1 and Z ′ is a sliding minimal
cone of type P+ or Y+, then Z is also a sliding minimal cone.
Proof. Suppose that Z is of type P+ or Y+, which is not sliding minimal.
Then there is a competitor of Z, say E, such that
H2(E \ Z) < H2(Z \ E).
Let σ : R3 → R3 be the reflection with respect to the plane L1. That is, for
any (x1, x2, x3) ∈ R3, σ(x1, x2, x3) = (x1, x2,−x3). Then E˜ = E ∪ σ(E) is a
competitor of Z˜ = Z ∪ σ(Z), and
H2(E˜ \ Z˜) < H2(Z˜ \ E˜).
But we know that Z˜ is a plane or a cone of type Y, which is minimal in R3,
that gives a contradiction.
Now suppose that Z = Z ′ ∪ L1, where Z ′ is cone of type P+ or Y+. Let
E be any competitor of Z. Suppose that E coincide with Z out of the ball
B(0, r/2). Let pi : R3 → R be the function defined by pi(x1, x2, x3) = x3. By
using Lemma 8.10 in [3] or Theorem 3.2.22 in [10], we get that∫
E∩B(0,r)
apJmpi(z)dH2(z) =
∫
y∈R
∫
z∈pi−1(y)
1B(0,r)∩E(z)dH1(z)dH1(y),
where apJmpi(x) is the approximate Jacobian, see [10]. We can check that
apJmpi(z) ≤ 1 for any z ∈ E. Thus
H2(E ∩B(0, r) \ L1) ≥
∫ r
0
∫
z∈pi−1(y)
1E∩B(0,r)(z)dH1(z)dH1(y).
For any 0 < y < r, pi−1(y) is a plane, and Z ∩ pi−1(y) is a line or a Y
in this plane, so it is minimal in the plane. But E ∩ pi−1(y) coincide with
Z∩pi−1(y) out of the ball B(0, 1), and it is not hard to check that E∩pi−1(y)
is connected. Thus∫
z∈pi−1(y)
1E∩B(0,r)(z)dH1(z) = H1(E ∩B(0, 1) ∩ pi−1(y))
≥ H1(Z ∩B(0, 1) ∩ pi−1(y))
=
∫
z∈pi−1(y)
1Z∩B(0,r)(z)dH1(z),
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hence
H2(E ∩B(0, r) \ L1) ≥
∫ r
0
∫
z∈pi−1(y)
1Z∩B(0,r)(z)dH1(z)dH1(y).
Since Z = Z ′ ∩ L1, and Z ′ is a cone of type P+ or Y+, we have that
H1(Z ∩B(0, r) \ L1) =
∫ r
0
∫
z∈pi−1(y)
1Z∩B(0,r)(z)dH1(z)dH1(y).
We get that
H2(E ∩B(0, r) \ L1) ≥ H1(Z ∩B(0, r) \ L1),
thus
H2(E \ Z) ≤ H2(Z \ E),
and Z is minimal.
Let Q be any convex polyheddron, x be a point in the interior of Q. If
F ⊂ Q is a compact set with x 6∈ F , then we can find a Lipschitz map
ΠQ,x : R3 → R3 (3.2)
such that
ΠQ,x|Qc = idQc , ΠQ,x(E) ⊂ ∂Q. (3.3)
Indeed, we take a very small ball B(x, r) such that B(x, r) ∩ F = ∅, and
consider the map ϕ : R3 \B(x, r)→ R3 defined by
ϕ(y) =
{
y, y ∈ Qc;
{ty + (1− t)x | t ≥ 0} ∩ ∂Q, x ∈ Q \B(x, r).
ϕ is Lipschitz on R3 \B(x, r). By the Kirszbraun’s theorem [10, 2.10.43], we
can find a Lipschitz map ΠQ,x : R3 → R3 such that
ΠQ,x|R3\B(x,r) = ϕ.
Lemma 3.2. Let Ω, L1 be as in (3.1). If Z ′ is a cone of type T+, then the
cone Z = L1 ∪ Z ′ is not minimal.
Here we do not want to talk about whether or not a cone of type T+
is minimal, it is not so obvious. Recall that a cone of type T has six faces,
that meet by sets of three and with 120◦ angles along four edges (half lines
emanating from the center).
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Proof. We put O = (0, 0, 0), A1 = (2
√
2
3 , 0, 0), A2 = (−
√
2
3 ,
√
6
3 , 0), A3 =
(−
√
2
3 ,−
√
6
3 , 0), B1 = (
2
√
2
3 , 0,
1
3), B2 = (−
√
2
3 ,
√
6
3 ,
1
3), B3 = (−
√
2
3 ,−
√
6
3 ,
1
3).
We denote by C the triangular prism A1A2A3B1B2B3, by Γ the union of
eight edges of C. Without loss of generality, we assume that
Z =
⋃
t≥0
tΓ.
We denote by F0, F1, F2 and F3 the faces A1A2A3, A3A1B1B3, A1A2B2B1
and A2A3B3B2 of the prism C respectively. Consider Z˜ = (Z \ C) ∪ F0 ∪
F1 ∪ F2 ∪ F3. We will show that Z˜ is a competitor of Z.
We take x0 = (0, 0, 14), then x0 is in the interior of the triangular prism.
We take a Lipschitz map ΠC,x0 as in (3.2). Then Z˜ = ΠC,x0(Z) is a com-
petitor of Z.
Since Z∩C consists of faces (triangles)A1A2A3, OA1B1, OA2B2, OA3B3,
OB1B2, OB2B3 and OB3B1. By a simple calculation, we can get that
H2(Z ∩ C) = 4
√
2 +
√
3
3
.
Similarly, Z ∩ C consists of faces F0, F1, F2 and F3, thus
H2(Z˜ ∩ C) = 2
√
6 +
√
3
3
.
Therefore
H2(Z˜ \ Z) < H2(Z \ Z˜),
and Z is not minimal.
Definition 3.3 ([13, Definition 2.1]). Let B0 be a closed subset of Rn. Let
δ, c, α > 0 be given. We say that a nonempty bounded subset S ⊂ Rn \ B0
is d-dimensional (M, crα, δ)-minimal relative to B0 if
Hd(S) <∞, S = supp(HdxS) \B0,
and
Hd(S ∩W ) ≤ (1 + crα)Hd(ϕ(S ∩W ))
whenever ϕ : Rn → Rn is Lipschitz with diam(W ∪ ϕ(W )) = r < δ and
dist(W ∪ ϕ(W ), B0) > 0, where W = {z ∈ Rn | ϕ(z) 6= z}.
When B0 = L1, h(r) = crα, E ⊂ Ω is a reduced bounded (U, h)-
A+-sliding-almost-minimal set, then it is very easy to see that E is also
(M, crα, δ)-minimal relative to B0. With help of this property, we can use a
result of Morgan [13, Regularity Theorem 3.8], which is stated as follows.
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Theorem 3.4. Fix δ, c, α > 0. Let B0 be a closed subset of Rn. Let S be a
one-dimensional (M, crα, δ)-minimal set with respect to B0. Then S consists
of C1,α/2 curves that can only meet in three at isolated points of Rn \B0 and
with 120◦ angles .
Let E be a sliding minimal cone in Ω. Set K = ∂B(0, 1)∩E, S = K \L1.
We want to show that S is (M, crα, δ)-minimal with respect to B0 = L1 for
some α, c, δ > 0.
Proposition 3.5. Let Ω, L1 be as in (3.1), B0 = L1. Let E be a reduced
sliding minimal cone in Ω, K = ∂B(0, 1) ∩ E. If K \ L1 6= ∅, then K is
A+-sliding-almost-minimal for some gauge function h such that h(r) = cr
for r < 1100 .
Proof. Let {ϕt}0≤t≤1 be a deformation with diam(Ŵ ) = r < 1100 , where Ŵ
as in (1.1). If Ŵ ∩K = ∅, we have nothing to prove. We now suppose that
Ŵ ∩K 6= ∅; we can find a point x0 ∈ S, such that Ŵ ⊂ B(x0, r).
We consider the Lipschitz function φ : R→ [0, 1] defined by
φ(t) =

0, t ≤ 14
4(t− 14), 14 < t ≤ 12
1, 12 < t ≤ 2
−4(t− 2) + 1, 2 < t ≤ 94
0, t > 94 .
We consider pi : Rn → Rn defined by
pi(x) = (1− φ(|x|))x+ φ(|x|) x|x| ;
when |x| ≤ 14 or |x| ≥ 94 , pi(x) = x; when 12 ≤ |x| ≤ 2, pi(x) = x|x| . Also pi is
a Lipschitz map with
Lip
(
pi|B(x0,r)
) ≤ 1
1− r . (3.4)
We put ϕ˜ = pi ◦ ϕ1; then
ϕ˜(∂B(0, 1) ∩ Ω) ⊂ ∂B(0, 1) ∩ Ω.
For ε > 0 small, we consider the Lipschitz map ψε defined by
ψε(x) =
(
1− φ˜ε(|x|)
)
x+ φ˜ε(|x|) |x| ϕ˜
(
x
|x|
)
,
where φ˜ε : R→ [0, 1] given by
φ˜ε(t) =

1, t ≤ 1
−1ε (t− 1) + 1, 1 < t ≤ 1 + ε
0, t ≥ 1 + ε.
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It is clear that ψε(x) = x for |x| ≥ 1 + ε, ψε(x) = |x| ϕ˜
(
x
|x|
)
for |x| ≤ 1.
We consider the map pi : R3 → R3 given by
pi(x) =

x, 0 ≤ |x| ≤ 1
x
|x| , 1 < |x| ≤ 2
(2 |x| − 3) x|x| , 2 < x ≤ 3
x, |x| ≥ 3,
it is Lipschitz, thus the map ψ˜ε := pi ◦ ψε is also Lipschitz. It is easy to see
that E˜ := ψ˜ε(E) is a competitor of E, because that {ϕ′t}0≤t≤1 defined by
ϕ′t = (1− t)id + tψ˜ε is a deformation. We will compare E˜ with E. Since E
is a cone, pi(x) lie in the line through 0 and x, pi is the radial projection into
the sphere ∂B(0, 1) on the annulus 1 ≤ |x| ≤ 2, and ψ˜ε is identity out of the
ball B(0, 1 + ε), we can get that E˜ and E coincide out of the ball B(0, 1).
Since E is minimal, we have that
H2(E ∩B(0, 1)) ≤ H2(E˜ ∩B(0, 1)). (3.5)
Recall that Ŵ ⊂ B(x0, r); if we put
R = diam((W1 ∩K) ∪ ϕ˜(W1 ∩K)), (3.6)
where W1 = {x | ϕ1(x) 6= x}, then R ≤ r, thus on the sphere ∂B(0, 1), we
can see that E˜ and E coincide out of B(x0, R), thus we can easily get that
H2(E˜ ∩ ∂B(0, 1)) = H2(E˜ ∩ ∂B(0, 1) ∩B(x0, R)) ≤ 4piR2. (3.7)
Applying Theorem 3.2.22 in [10], we have
H2(E ∩B(0, 1)) = H2(E ∩B(0, 1)) +H2(E ∩ ∂B(0, 1))
=
∫ 1
0
H1(E ∩ ∂B(0, t))dt
=
(∫ 1
0
tdt
)
H1(E ∩ ∂B(0, 1))
=
1
2
H1(E ∩ ∂B(0, 1)).
(3.8)
By the construction of E˜, we know that E˜ coincide with a cone in the ball
B(0, 1), thus the same reason as above, we have
H2(E˜ ∩B(0, 1)) = 1
2
H1(ϕ˜(E ∩B(0, 1))) +H2(E˜ ∩ ∂B(0, 1)).
We combine this with (3.5), (3.7) and (3.8), and get that
H1(K) ≤ H1(ϕ˜(K)) + 8piR2.
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By our construction of ϕ˜, we have that for any x ∈ ∂B(0, 1), if ϕ1(x) = x,
i.e., x 6∈W1, then ϕ˜(x) = x, thus K \W1 = ϕ˜(K \W1). We get that
H1(K ∩W1) = H1(K)−H1(K \W1)
≤ H1(ϕ˜(K))−H1(K \W1) + 8piR2
≤ H1(ϕ˜(K ∩W1)) + 8piR2.
(3.9)
Since R = diam((W1 ∩K) ∪ ϕ˜(W1 ∩K)), we can show that
H1(K ∩W1) +H1(ϕ˜(K ∩W1)) ≥ R,
combine this with (3.9), and get that
H1(K ∩W1) ≤ 1 + 8piR
1− 8piRH
1(ϕ˜(K ∩W1)) ≤ (1 + 100R)H1(ϕ˜(K ∩W1)),
and by (3.6) and (3.4),
H1(K ∩W1) ≤ 1 + 100R
1− r H
1(ϕ1(K ∩W1)) ≤ (1 + 200r)H1(ϕ1(K ∩W1)),
the result immediately follows.
Proposition 3.6. Let Ω, L1 be as in (3.1). Let E ⊂ Ω be a minimal cone,
and set K = E∩∂B(0, 1). Then K consists of arcs Ci of great circles. These
arcs can only meet at their extremities. For each extremity, if it is not in
L1, then it is a common extremity of exactly three arcs which meet with 120◦
angles.
A point in K \ L1 is called to be a Y -point if it is a common extremity
of exactly three curves which meet with 120◦ angles.
Proof. Applying Theorem 3.4 and Proposition 3.5, we can get K consists of
C1,1/2 curves, these curves only meet at their extremities. For each extremity,
if it is not in L1, then it is a common extremity of exactly three curves which
meet with 120◦. For any point x in the interior of such a curves Cj , by the
same proof as in [3, Proposition 14.1], we can get that there is a neighborhood
Ux such that Ux∩Cj is an arc of great circles. From this, we can immediately
deduce the result.
Lemma 3.7. Let Ω, L1, E,K be as in the proposition above. For any x ∈ L1,
we denote by Ωx the half plane through 0 which is perpendicular to L1 and
the straight line joining x and 0. Then, for any point x ∈ K ∩L1, any blow-
up limit of K at x is a sliding minimal cone in Ωx with sliding boundary
Lx = Ωx ∩ L1.
The proof of this Lemma is almost the same as in the first part of the
proof of Theorem 8.23 in [3].
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Proof. Without loss of generality, we assume that x = (1, 0, 0). Then Ωx =
{(0, x2, x3) | x2 ∈ R, x3 ≥ 0}, Lx = {(0, x2, 0) | x2 ∈ R}. Let rk > 0, rk → 0.
Suppose that
1
rk
(K − x)→ Z
and
1
rk
(E − x)→ F.
It is quite easy to see that Z ⊂ Ωx and Z ⊂ F . Theorem 24.13 in [6] says
that F is a sliding minimal cone in Ω with sliding boundary L1. We denote
by D the line though the points 0 and x. As in [3], page 140, we can get
that
F = D × F ] where F ] = F ∩ Ωx.
Similarly, we can get F ] is a sliding minimal cone in Ωx with sliding boundary
Lx. Let us check that Z = F ]. It suffices to show that F ] ⊂ Z, since we
already know that Z ⊂ F ]. We take any z ∈ F ], then there exists a sequence
zk ∈ E such that
zk − x
rk
→ z. (3.10)
Since z ∈ Ωx, and Ωx is perpendicular to the line D which pass through the
points 0 and x, we get that the angles between the line D and the segments
which join the pints x and zk tend to pi2 , i.e.
θk = Angle(zk − x,D)→ pi
2
.
If z = 0, by (3.10), we get that
|zk| − 1
rk
→ 0. (3.11)
If z 6= 0, we will show that
|zk| − 1
|zk − x| → 0. (3.12)
We put γk = Angle(zk, x). Then γk → 0. Since z 6= 0, we have that
|zk − x| 6= 0 and γk 6= 0 for k large. We consider the triangle formed by the
vertices 0, x and zk. We get that |zk − x| ≥ |zk| sin γk. Thus∣∣∣∣cos γk − 1|zk − x|
∣∣∣∣ ≤ 1− cos γk|zk| sin γk → 0.
Since
〈x, zk − x〉 = |x||zk − x| cos θk = |zk − x| cos θk
and
〈x, zk − x〉 = 〈x, zk〉 − |x|2 = |zk| cos γk − 1,
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we get that
|zk| cos γk = 1 + |zk − x| cos θk.
Hence |zk| − 1
|zk − x| =
cos θk
cos γk
+
1− cos γk
|zk − x| cos γk → 0.
In the case z 6= 0, we get, from (3.10) and (3.12), that
|zk| − 1
rk
→ 0. (3.13)
Thus, from (3.11) and (3.13), we get that
1
rk
(
zk
|zk| − x
)
=
1− |zk|
rk
· zk|zk| +
zk − x
rk
→ z.
But we know that zk|zk| ∈ K, thus z ∈ Z.
Lemma 3.8. Let Ω, L1, E be as in the proposition above, S = K \ L1. For
any x ∈ S ∩ L1, there is a radius r > 0 such that there is no Y -point in
S ∩ B(x, r). Moreover, if a blow-up limit of K at x is a cone Vβ,0 for some
β ∈ (0, pi6 ], then K ∩B(x, r) is a union of two arcs of great circles meeting at
x; in the other cases, S∩B(x, r) is an arc of great circle which perpendicular
to L1.
Proof. We will prove that there ais only finite number of Y points in S. We
denote S+ = {(x1, x2, x3) ∈ S2 | x3 > 0}. Let A be a connected component
of S+ \ S, A be the closure of A
If A ∩ L1 = ∅, then A is a convex. Indeed, we get, from Proposition 3.6,
that each Y -point in S must connect three arcs, these three arcs meet with
120◦. Thus at each corner of ∂A, the interior angle of ∂A at this point must
have be 120◦, and A must be convex.
Now, if A ∩ L1 6= ∅, A is also convex. For the same reason, if the vertex
of a corner of ∂A is contained in S+, then the interior angle of ∂A at this
point must have be 120◦. If the vertex of a corner of ∂A is contained in L1,
then the the interior angle of ∂A at this point is no more than 180◦. Thus
A must be convex.
The number corners in ∂A must be finite. Indeed, there are at most
four corners which touch the boundary L1, because A is convex. If there
are infintely many corners in ∂A, then we can very easily to find 8 corners,
saying at points B1, B2, . . . , B8, such that these 8 points are contained in S,
and the geodesic connecting Bi and Bi+1 is contained in ∂A, i = 1, 2, . . . , 7.
We now consider the convex spherical polygon B1B2 · · ·B8. By using the
Gauss-Bonnet theorem, for example see [1, Theorem V.2.7], we get that
α1 + α2 +
pi
3
× 6 + Area(A) = 2pi, (3.14)
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where α1 and α2 are the exterior angle of the corners of ∂A at point B1
and B8 respectivly. But that is impossible, the equation (3.14) gives an
absurdity.
If A are contained in S+, we assume that ∂A has n cornes, then Gauss-
Bonnet theorem says that
npi
3
+ Area(A) = 2pi,
thus n < 6, and Area ≥ pi3 . Since the totall area of Ω∩∂B(0, 1) is pi, there are
at most 6 such connected components. Thus there is only a finite number of
Y -point in S; otherwise, it should be infintely many connected component
of S+ \ S such that its corners does not touch L1.
Since there is only a finite number of Y -point in S, we get that for
any x ∈ S ∩ L1, there is a radius rx > 0 such that there is no Y -point in
S ∩B(x, rx).
SinceK is sliding almost minimal, any blow-up limit ofK at x is a sliding
minimal cone, denote by Z, and
θK(x) = H1(Z ∩B(0, 1)).
If Z is a cone like Vβ,0 for some β ∈ (0, pi6 ], thenK∩B(0, rx) must be two arcs,
each of these two arcs is a part of a great cicle, and these two arcs meet at x
with angle pi− 2β. If Z is a half line perpendicular to L1, then K ∩B(0, rx)
is an arc which is a part of a great cicle, perpendicular to L1 and through
x. If Z is the union of a line in L1 and a half line which is perpendicular to
L1, then K is the union of B(0, rx) ∩ {(x1, x2, 0) | x21 + x22 = 1} and an arc
which is a part of a great cicle, perpendicular to L1 and through x.
Lemma 3.9. Let Ω, L1 be as in (3.1). Let E ⊂ Ω be a sliding minimal cone,
K = E ∩ ∂B(0, 1), S = K \ L1. Suppose that for each x ∈ S ∩ L1, there
is a radius r > 0 such that B(x, r) ∩ S is an arc of a great circle which is
perpendicular to L1. Then there are only there possible kinds of S, that is,
S = Z ∩ ∂B(0, 1), where Z is a sliding minimal cone of type of one of P+,
Y+ and T+. And hence, E = Z or E = Z ′ ∪ L1 where Z ′ is a cone of type
P+ or Y+.
Proof. We put S+ = Ω ∩ ∂B(0, 1) \ L1. Let A be a connected component
of S+ \K, A be the closure of A. By Proposition 3.6 and Lemma 3.8, the
boundary of A is a spherical polygon whose sides are geodesics of the unit
sphere. Using the Gauss-Bonnet theorem, see [1, Theorem V.2.7], we get
that
α1 + α2 + · · ·+ αn + Area(A) = 2pi, (3.15)
where α1, α2, · · · , αn are the exterior angle of the corners of ∂A. From
Lemma 3.8 and Proposition 3.6, we can see that, if a corner touch L1, then,
in the situation of this lemma, the corresponding exterior angle must be pi2 ;
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if a corner do not touch L1, the corresponding exterior angle must be always
pi
3 . It is quite clear that there are at least two corners on ∂A, and it cannot
happen that there only one corner touching L1.
We now consider the equation (3.15). If n = 2, then the two corners
must touch L1, thus α1 = α2 = pi2 , and Aera(A) = pi. A is a quarter of unity
sphere.
Let us split n = 3 into two cases. If there is no corner touching L1, then
α1 = α2 = α3 =
pi
3 , and A is an equilateral polar triangle with Area(A) = pi.
If it has corner on ∂A, then there are at least two, thus α1 = α2 = pi2 , α3 =
pi
3 ,
and A is a isosceles polar triangle with Area(A) = 2pi3 . More precisely, the
base of A is an arc contained in L1 ∩ ∂B(0, 1) with length 2pi3 , the vertex
opposite to the base is the point (0, 0, 1).
Similarly, for n = 4, we can get two kinds of spherical quadrilaterals, one
is spherical quadrilaterals with equal angles 2pi3 and with area
2pi
3 , another
one is spherical quadrilaterals with one side contained in L1 ∩ ∂B(0, 1) and
with area pi3 .
We can easily see that n can not be larger than 5; otherwise, we can
deduce from (3.15) that Area(A) ≤ 0, which is impossible. For the same
reason, when n = 5, there is only one kind of spherical pentagons. That is,
a spherical with all of corners are contained in S+ and with area pi3 .
Since each connected component of S+ ∩ ∂B(0, 1) \K has at least area
pi
3 , and the total area of Ω ∩ ∂B(0, 1) is 2pi, there are at most six connected
component. If there is no Y point on S+, E ∩ S+ must be a half circle
which is contained in Ω∩ ∂B(0, 1) and perpendicular to L1. Thus E = Z or
E = L1 ∪ Z, where Z is a cone of type P+, hence S = Z ∩ ∂B(0, 1).
If there is only one Y point on S+, then each connect component of
S+∩∂B(0, 1)\K must be a polar triangle with base contained in L1∩∂B(0, 1).
By our discussion for n = 3, we get that each such connected component is an
isosceles polar triangle with area 2pi3 . Thus this Y point must be (0, 0, 1), and
E = Z or E = L1∪Z, where Z is a cone of type Y+, hence S = Z∩∂B(0, 1).
If there are two Y points on S+, then there are at least two polar triangles
with base contained in L1 ∩ ∂B(0, 1), and the vertices opposite to the bases
must be the point (0, 0, 1), that is impossible.
If there are three Y points on S+, then these three points must be the
vertices of a polar triangle which is contained in S+, and this triangle is an
equilateral polar triangle with area pi. Each side of this triangle is a side of
spherical quadrilateral, and the opposite side ot this spherical quadrilateral
is contained in L1 ∩ ∂B(0, 1). In this case E = Z or E = L1 ∪ Z, where Z
is a cone of type T+, thus S = Z ∩ ∂B(0, 1).
Since each polar triangle contained in S+ has area pi, there only one
such triangle. If there are four Y point in S+, then these four point in
E ∩ S+ must form a spherical quadrilateral, and S+ \ K consists of five
region, that is, five connect component, each of them is a spherical quadri-
lateral, one of them is contained in S+, and each of the rest quadrilateral
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must has one side contained in L1. Without loss of generality, we sup-
pose that (1, 0, 0) ∈ S, then those four Y points are (
√
6
3 , 0,
√
3
3 ), (0,
√
6
3 ,
√
3
3 ),
(−
√
6
3 , 0,
√
3
3 ) and (0,−
√
6
3 ,
√
3
3 ), we denote them by B
′
1, B′2, B′3 and B′4 respec-
tively. In this case, we will show that is impossible. We put B1 = (
√
6
3 , 0, 0),
B2 = (0,
√
6
3 , 0), B3 = (−
√
6
3 , 0, 0) and B4 = (0,−
√
6
3 , 0), and denote by C
the cube B1B2B3B4B′1B′2B′3B′4, by Γ the union of the edges of cube C. We
denote by F0 the face B′1B′2B′3B′4 of the cube C, denote by F1 and F2 the
rectangle B1B3B′3B′1 and B2B4B′4B′2 respectively.
We denote by O and O′ the points (0, 0, 0) and (0, 0,
√
3−√2
3 ) respec-
tively, and denote by Q1, Q1, Q3 and Q4 the polyhedrons B1B2OB′1B′2O′,
B2B3OB
′
2B
′
3O
′, B3B4OB′3B′4O′ and B4B1OB′4B′1O′ respectively. We now
take points x1, x2, x3 and x4 in the interior of pyramids OB1B2B′2B′1,
OB2B3B
′
3B
′
2, OB3B4B′4B′3 and OB4B1B′1B′4 respectively.
Let maps ΠQ1,x1 , ΠQ2,x2 , ΠQ3,x3 and ΠQ4,x4 be as in (3.2). We take
ψ = ΠQ4,x4 ◦ ΠQ3,x3 ◦ ΠQ2,x2 ◦ ΠQ1,x1 . Then ψ is a Lipschitz map. We now
consider the competitor E˜ = ψ(E) of E.
We denote B5 = B1. By a simple calculation, we can get that
H2(E \ E˜)−H2(E˜ \ E) =
4∑
i=1
|OB′iB′i+1| −
(
4∑
i=1
O′B′iB
′
i+1 +
4∑
i=1
|OO′B′i|
)
=
2
√
2 + 4
√
3− 4
3
> 0,
that is contradict to minimality of E.
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It could not happen that there are at least six Y point in S+, because
otherwise, there will be at least six spherical quadrilaterals which touch L1,
but we know that such a quadrilateral has area pi3 , and total area of S
+ is
2pi, that is impossible. If there are five Y point in S+, similar to above case,
these five point form a spherical pentagon. By the same techniques used for
the above case, we can prove that this is impossible.
Lemma 3.10. Let Ω, L1 be as in (3.1). Let E ⊂ Ω be a sliding minimal
cone, K = E ∩ ∂B(0, 1). If there exists a point x0 ∈ K ∩ L1 such that a
blow-up limit of K at x0 is a sliding minimal cone Vα,0 for some α ∈ (0, pi6 ],
then E is a cone of type V.
Proof. By Lemma 3.8, there exists a radius r > 0 such that S ∩ B(x0, r) is
a union of two arcs. That is, E ∩B(x0, r) = Z ∩B(x0, r) where Z is a cone
of type V. Without loss of generality, we assume x0 = (1, 0, 0).
We denote S+ = Ω ∩ ∂B(0, 1) \ L1. Let A be a connected component of
S+\K which contains a corner with interior angle α. Using the Gauss-Bonnet
Theorem, see [1, Theorem V.2.7], we get that
α1 + α2 + · · ·+ αn + Area(A) = 2pi, (3.16)
where α1, α2, · · · , αn are the exterior angle of the corners of ∂A. We know
that there are two corners which touch the boundary L1, assume that α1 =
pi − α and α2 are the corresponding exterior angles. It is quite easy to see
that A is contained in a spherical lune enclosed by two great circles with
angle α, thus Area(A) ≤ 2α.
If α2 = pi2 , then Area(A) < 2α,
(pi − α) + pi
2
+
pi
3
× (n− 2) + Area(A) = 2pi,
thus
pi
2
− α < n− 2
3
pi <
pi
2
+ α.
Since α ∈ (0, pi6 ], we get that 3 < n < 4, that is impposible.
If α2 6= pi2 , then α2 ≥ 5pi6 , thus
2pi = (pi − α) + α2 + (n− 2)pi
3
+ Area(A) > (pi − α) + 5pi
6
+
(n− 2)pi
3
.
Since α ≤ pi6 , we get that 2 ≤ n < 3, hence n = 2. In this case, A must
be a spherical lune enclosed by two great circles with angle α, and E =
R× Vα,0.
Theorem 3.11. Let Ω, L1 be as in (3.1). Let E ⊂ Ω be a sliding minimal
cone. If L1 ⊂ E and E \ L1 6= ∅. Then E = Z ∪ L1, Z is a cone of type P+
or Y+.
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Proof. The result immediately follows from Lemma 3.8, Lemma 3.9 and
Lemma 3.10. Indeed, by putting K = E ∩ ∂B(0, 1) and S = K \L1, Lemma
3.7 says that any blow-up limit of K at a point x ∈ K ∩ L1 is a one dimen-
sional sliding minimal cone. By Lemma 2.1, there exist only there possible
cases for such a minimal cone. That is, a half line P0 perpendicular to L1,
or P0 union the line which pass though x perpendicular the segment [0, x]
and is contained in L1, or a cone Vα,0. If it is a cone Vα,0, then by Lemma
3.10, E = R×Vα,0, which is impossible. For any x ∈ S ∩L1, by Lemma 3.8,
there exists a radius r > 0 such that S ∩ B(x, r) is an arc of a great cicle
which is perpendicular to L1, and by Lemma 3.9, E = Z ∪ L1, where Z is a
cone of type of one of P+, Y+ and T+, but for the last case, it is impossible,
because we know that Z ∪ L1 is not minimal when Z is of type T+. We get
that E = Z ∪ L1, where Z is a cone of type P+ or Y+.
Remark 3.12. We claim that the list of sliding minimal cones is the follow-
ing: cones of type P+, cones of type Y+, the plane L1, cones like R(R×Vα,0)
with 0 < α ≤ pi6 , cones L1 ∪ Z where Z are cones of type P+ or Y+, and
cones type T+.
We did not prove that a cone of type T+ is sliding minimal. Indeed it
can probably be proved by using calibration, but this may take us too much
time, we do not want to do it here. It is also not too hard to check that
a cone like R × Vα,0 is sliding minimal if and only if 0 < α ≤ pi6 . One of
possible ways to do this is to sue almost the same technique as in Lemma
3.1, but again we omit it. In fact, we do not need know whether or not a
cone of type T+ or like R×Vα,0 is minimal in this paper. For the rest in the
list, we know from Lemma 3.8, Lemma 3.9 and Lemma 3.10 that they are
sliding minimal.
4 Reifenberg’s theorem
We want to use a result, Theorem 2.2 in [7]. But here we are in the half
space, the theorem can not be used directly, it should be adapted a little bit.
Let n and d be two integers with 2 ≤ d < n. We take
Ωn = {(x1, x2, · · · , xn) ∈ Rn | xn ≥ 0},
L1 = {(x1, x2, · · · , xn) ∈ Rn | xn = 0}.
(4.1)
We let σ be the reflection with respect to L1. That is, the function Rn → Rn
defined by
σ(x1, · · · , xn−1, xn) = (x1, · · · , xn−1,−xn).
Let TG be a class of sets defined as in [7, p.6], which consists of 3 kinds
of cones (centered at any point in Rn) of dimension d in Rn. In particular,
if n = 3, d = 2, TG consists of planes, cones which are the union of three
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half planes bounded by a line while the angle between any two half planes
is larger than a constant τ0 > 0 (they look like cones of type Y), and cones
which are union of several faces that meet only by sets of three and with
angles between two adjacent faces and angles between the spines larger than
a constant τ0 > 0 (cones of type T and cones look like of type T are such
cones; cone Z ∪ σ(Z) is also a such cone, where Z is a cone of type Y+ or
T+. Of course, far more than these cones).
For any x ∈ Rn, r > 0, we will consider dx,r a variant of the Hausdorff
distance on closed sets, which is defined by
dx,r(E,F ) =
1
r
max
{
sup
z∈E∩B(x,r)
dist(z, F ), sup
z∈F∩B(x,r)
dist(z, E)
}
.
If E and F are two cones centered at x, then dx,r(E,F ) = dx,1(E,F ) for any
r > 0.
Theorem 4.1. Let E ⊂ Rn be a compact set that contains origin with
σ(E) = E, and suppose that for each x ∈ E∩B(0, 2) and each ball B(x, r) ⊂
B(0, 2), we can find Z(x, r) ∈ TG that contains x, such that
dx,r(E,Z(x, r)) ≤ ε.
Suppose, additionally, that Z(σ(x), r) = σ(Z(x, r)). If ε > 0 is small enough,
depending only on n, d and τ0, then there exist a cone Z ∈ TG centered at
origin and a mapping f : B(0, 3/2)→ B(0, 2) with the following properties:
σ(Z) = Z, f ◦ σ = σ ◦ f, ‖f − id‖∞ ≤ α,
(1 + α)−1 |x− y|1+α ≤ |f(x)− f(y)| ≤ (1 + α) |x− y| 11+α ,
B(0, 1) ⊂ f
(
B
(
0,
3
2
))
⊂ B(0, 2),
E ∩B(0, 1) ⊂ f
(
Z ∩B
(
0,
3
2
))
⊂ E ∩B(0, 2),
(4.2)
where α only depends on only n, d, τ0 and ε, and τ0 is defined as in [7, (2.7)
and (2,8)].
Proof. The proof is essential the same as in [7], we only need do a little
change. Here we use same notation as in [7]. We firstly remark that σ(Ei) =
Ei, i = 1, 2 or 3, where Ei are defined as in [7, p.11, p.12].
Next, we modify a little the construction of a good covering of E at scale
2−n, that is in Section 5 in [7, Covering and partition of unity]. The first
step is just same the as the original construction; if the condition (4.36) in [7]
holds, we cover E3 ∩B(0, 199/100) = {0} with the ball Bi0 = B(0, 2−n−20),
and set I3 = {i0}; if the condition (4.35) in [7] holds, we take I3 = ∅ and
choose no ball. In the second step, for the construction of a covering of
E′2 = E2 ∩B(0, 198/100) \
7
4
Bi0 ,
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we modify a little the original construction to adapt to our case. We put
E′′2 = E′2 ∩ Ωn, then E′2 = E′′2 ∩ σ(E′′2 ). Select a maximal subset X ′′2 of E′′2 ,
with the property that different points of X ′′2 have distances at least 2−n−40.
We put X2 = X ′′2 ∪σ(X ′′2 ), and for accounting reasons, we suppose that X ′′2 =
{xi}i∈I′′2 , I ′′2 ∩ I3 = ∅, and that X ′2 = σ(X ′′2 ) = {xi}i∈I′2 , I ′2 ∩ (I ′′2 ∪ I3) = ∅.
Let I2 = I ′2 ∪ I ′′2 , X2 = X ′2 ∪X ′′2 . We put ri = 2−n−40 and Bi = B(xi, ri) for
i ∈ I2. We can see that the balls Bi, i ∈ I2, cover E′2. In the third step, we
put
V2 =
15
8
Bi0 ∪
⋃
i∈I2
7
4
Bi and E′ = E1 ∩B
(
0,
197
100
)
\ V2.
Similarly to the above step, put E′′1 = E′1 ∩Ωn, and select a maximal subset
X ′′1 of E′′1 , with the property that different points of X ′′1 have distances at
least 2−n−60, and then suppose that X ′′1 = {xi}i∈I′′1 with I1 ∩ (I2 ∪ I3) = ∅,
and that X ′1 = σ(X ′′1 ) = {xi}i∈I′1 with I ′1∩(I ′′1 ∪I2∪I3). Set I1 = I ′1∪I ′′1 , and
Bi = B(xi, 2
−n−60) for i ∈ I1. It is very easy to see that the balls Bi, i ∈ I1,
cover E′1. For the fourth and last step of the construction of the covering,
we put
V1 =
31
16
Bi0 ∪
⋃
i∈I2
15
8
Bi ∪
⋃
i∈I1
7
4
Bi and E′0 = R3 \ V1.
We put E′′0 = E′0 ∩ Ωn, and pick a maximal subset X ′′0 of E′′0 , such that
different points of X ′′0 have distance at least 2−n−80, and then suppose that
X ′′0 = {xi}i∈I′′0 with I ′′0 ∩ (I1 ∪ I2 ∪ I3) = ∅, and that X ′0 = {xi}i∈I′0 with
I ′0 ∩ (I ′′0 ∪ I1 ∪ I2 ∪ I3) = ∅. Set I0 = I ′0 ∪ I ′′0 , and Bi = B(xi, 2−n−80) for
i ∈ I0, then the balls Bi, i ∈ I0, cover E′0.
For the selection of a partition of unity in equation (5.10) in [7], we choose
the θ˜i as the translation and dilation of a same model θ, where θ is a smooth
function such that θ(x) = 1 in B(0, 2), θ(x) = 0 out of B(0, 3), 0 ≤ θ(x) ≤ 1
everywhere, and σ ◦ θ = θ ◦ σ. The rest of proof will be the same as in [7].
We now verify that σ ◦ f∗ = f∗ ◦ σ. It is clear that σ ◦ f∗0 = f∗0 ◦ σ,
σ ◦ f0 = f0 ◦ σ, σ ◦ ψ∗i0 = ψ∗i0 ◦ σ, and σ ◦ ψi0 = ψi0 ◦ σ. By our construction
of X0, X1 and X2, we can see that
g∗n(x) =
∑
i∈In
θi(x)ψ
∗
i (x)
= θi0(x)ψ
∗
i0(x) +
∑
i∈I′0∪I′1∪I′2
(
θi(x)ψ
∗
i (x) + θi(σ(x))ψ
∗
i (σ(x))
)
,
thus σ ◦ g∗n = g∗n ◦ σ. By induction on n, we can get that σ ◦ f∗n = f∗n ◦ σ for
all n ≥ 0. f∗ is the limit of the sequence f∗n, thus σ ◦ f∗ = f∗ ◦ σ.
Finally, by the same proof as above, we can prove that σ ◦ f = f ◦σ.
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Corollary 4.2. For each small τ > 0, we can find ε > 0, that depends only
on n, τ and τ0 such that if E ⊂ Ω is a closed set, 0 ∈ E and r > 0 are such
that for y ∈ E ∩ B(0, 3r) and 0 < t ≤ 3r, we can find Z(y, t), which is a
minimal cone in R3 when 0 < t < dist(y, L1) and a sliding minimal cone in
Ω with boundary L1 when dist(y, L1) ≤ t ≤ 3r, such that
dy,t(E,Z(y, t)) ≤ ε,
and in addition Z(0, 3r) is sliding minimal cone centered at 0, then there is a
sliding minimal cone centered at origin and a mapping f : B(0, 3r/2)∩Ω→
B(0, 2r) ∩ Ω with the following properties:
f(x) ∈ L1 for x ∈ L1 and ‖f − id‖∞ ≤ τ, and
(1 + τ)−1 |x− y|1+τ ≤ |f(x)− f(y)| ≤ (1 + τ) |x− y| 11+τ ,
B(0, r) ∩ Ω ⊂ f
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ f
(
Z ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(4.3)
5 Regularity of sliding almost minimal sets I
In this section, we restrict ourselves to the half space Ω, and prove some
boundary regularity for sliding almost minimal sets.
Lemma 5.1. Let Ω and L1 be as in (3.1), U an open set. Suppose that E ⊂
Ω is (U, h)-sliding-almost-minimal. For each τ > 0, we can find ε(τ) > 0
such that if x ∈ E ∩ L1 and r > 0 are such that
B(x, r) ⊂ U, h(2r) ≤ ε(τ),
∫ 2r
0
h(t)
t
dt ≤ ε(τ), θ(x, r) ≤ θ(x) + ε(τ), (5.1)
then for every ρ ∈ (0, 9r/10] there is a sliding minimal cone Zρx centered at
x, such that
dx,ρ(E,Z
ρ
x) ≤ τ (5.2)
and for any ball B(y, t) ⊂ B(x, ρ),∣∣H2(E ∩B(y, t))−H2(Zρx ∩B(y, t))∣∣ ≤ τρ2 (5.3)
Moreover, if L1 ⊂ E, then we can suppose that L1 ⊂ Zρx.
This lemma is directly following from Proposition 30.19 in [6]. If L1 ⊂ E,
by the original proof in [6, Proposition 30.19], we can go further and assert
that L1 ⊂ Zρ, the proof will be same, we do not even need to do any extra
effort.
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If E is a sliding almost minimal set, then for any x ∈ E∩L1, any blow-up
limit of E at x is a sliding minimal cone, see [6, Theorem 24.13]. Moreover,
the density of any blow-up limit at origin is aways the value θE(x), see
Proposition 7.31 [3] and Corollary 29.53 in [6]. By Remark 3.12,
θE(x) ∈
{
1
2
,
3
4
, 1, dT+ ,
3
2
,
7
4
}
,
where we denote by dT+ the density of cones of type T+ at origin. In fact,
dT+ = 3 arccos(−1/3)/pi − 3/4 ≈ 1.07452.
If θE(x) = 12 , then θZρx(x) =
1
2 , thus Z
ρ
x is a sliding minimal cone of type
P+ in Ω with sliding boundary L1.
Similarly, if θE(x) = 34 , then θZρx(x) =
3
4 , thus Z
ρ
x is a sliding minimal
cone of type Y+ in Ω with sliding boundary L1.
If L1 ⊂ E, then the blow-up limit is sliding minimal cone containing L1.
We know, by Theorem 3.11, that there are only three kinds of minimal cone
which contain L1. That is, L1 or Z∪L1, here Z is a minimal cone of type P+
or Y+. Thus, in the case L1 ⊂ E, there are three possible values for θE(x),
that is 1, 32 and
7
4 . In particular, if L1 ⊂ E and θE(x) = 1, then Zρx = L1.
Lemma 5.2. Let E ⊂ Ω be a sliding almost minimal set, L1 ⊂ E. If a
blow-up limit of E at x ∈ L1 is the plane L1, then there exists r > 0 such
that E ∩B(x, r) = L1 ∩B(x, r).
Proof. Without loss of generality, we assume x = 0. L1 is a blow-up limit
of E at 0. By corollary 29.53 in [6], we get that θE(0) = 1. Let τ > 0 be a
small enough number, let ε(τ) be as in Lemma 5.1. We take 0 < τ2 ≤ ε(τ)2 ,
and let ε(τ2) be as in Lemma 5.1. We take r > 0 such that
(1 + ε(τ2)) exp
(
λ
∫ r
3
0
h(2t)
t
dt
)
<
3
2
and
θE(0, r) ≤ 1 + ε(τ2),
where λ is taken as in Proposition 5.24 in [3].
By lemma 5.1, for any 0 < ρ ≤ 9r10 ,
d0,ρ(E,L1) ≤ τ2, (5.4)
and for all ball B(y, t) ⊂ B(0, ρ),∣∣H2(E ∩B(y, t))−H2(L1 ∩B(y, t))∣∣ ≤ τ2ρ2. (5.5)
Thus, in particular, for any y ∈ B(0, r3) ∩ E,
θE
(
y,
r
3
)
=
(
pi
(r
3
)2)−1H2 (E ∩B (y, r
3
))
≤ 1 + 4τ2
pi
.
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For any y ∈ B(0, r3) ∩ L1, by Theorem 28.7 in [6], we get that
1 ≤ θE(y) ≤ θE
(
y,
r
3
)
exp
(
λ
∫ r
3
0
h(2t)
t
dt
)
<
3
2
,
thus
θE(y) = 1.
Therefore, for y ∈ B (0, r3) ∩ L1,
θE
(
y,
r
3
)
≤ 1 + 4τ2
pi
≤ θE(y) + ε(τ).
By lemma 5.1, for any 0 < ρ ≤ 3r10 ,
dy,ρ(E,L1) ≤ τ. (5.6)
We shall deduce, from equation (5.6), that for any 0 < ρ < r3 ,
E ∩B(0, ρ) = L1 ∩B(0, ρ).
Once we have proved this, the desire result follows. We assume, for the sake
of a contradiction, that
E ∩B(0, ρ) \ L1 6= ∅.
Let z ∈ E ∩ B(0, ρ) \ L1, and let y be the projection of z on L1, then
0 < |z − y| < ρ. We choose ρ′ such that
|z − y| < ρ′ < min
{
ρ,
|z − y|
τ
}
.
From equation (5.6), we can get that
|z − y| ≤ ρ′dy,ρ′(E,L1) ≤ τρ′ < |z − y| ,
absurd.
Lemma 5.3. Let Ω, L1 and U be as in Lemma 5.1, let E ⊂ Ω be a (U, h)-
sliding-almost-minimal set with L1 ⊂ E. Let F = E \ L1. Then H2(F ∩
L1) = 0, and F is also (U, h)-sliding-almost-minimal.
Proof. We put G = F ∩ L1. Let 0 < ε < 1/100. We assume, for the sake
of contradiction, that H2(G) > 0. Since G is a subset of L1, it is rectifiable,
thus for H2-a.e. x ∈ G, θG(x) = 1. Without loss of generality, we suppose
that θG(0) = 1, then there exists a radius r1 > 0 such that for all 0 < r ≤ r1,
θG(0, r) ≥ 1− ε. (5.7)
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Since E is sliding almost minimal, by Theorem 28.7 (almost monotonicity
of density property) in [6], we can find a radius r2 > 0 such that for all
0 < r ≤ r2,
1− ε ≤ θE(0, r)
θE(0)
≤ 1 + ε. (5.8)
Since E is sliding almost minimal and L1 ⊂ E, by Lemma 5.1, there exists
r > 0 such that for any 0 < ρ ≤ r, there exists a sliding minimal cone
Zρ0 ⊃ L1 such that
d0,ρ(E,Z
ρ
0 ) ≤ ε (5.9)
and for any ball B(y, t) ⊂ B(0, ρ),∣∣H2(E ∩B(y, t))−H2(Zρ0 ∩B(y, t))∣∣ ≤ ερ2 (5.10)
We take 0 < ρ ≤ min{r, r1, r2}, and consider a collection of balls
V =
{
B(x, s)
∣∣∣∣ x ∈ G ∩B(0, ρ), s ≤ ερ,B(x, s) ⊂ B(0, ρ)θG(x, s) ≥ 1− ε, θE(x, s) ≥ (1− ε)θE(x)
}
,
it is a Vitali covering for G∩B(0, ρ). By a Vitali’s covering theorem for the
Hausdorff measure, see for example, there exists a finite or countably infinite
disjoint subcollection {Bi}i∈I ⊂ V such that
H2
(
G ∩B(0, ρ) \
⋃
i∈I
Bi
)
= 0. (5.11)
We now consider two balls B′1 = B(y1, t1) and B′1 = B(y2, t2), where y1 =
(0, 0, 1+ε2 ρ), y2 = (0, 0,−1+ε2 ρ) and t1 = t2 = 1−ε2 ρ. We can see that B′1 ⊂
B(0, ρ) and B′2 ⊂ B(0, ρ), thus by equation (5.10), we can get that
H2(E ∩B′1) ≥ H2(Zρ0 ∩B′1)− ερ2 (5.12)
and
H2(E ∩B′2) ≥ H2(Zρ0 ∩B′2)− ερ2. (5.13)
It is very easy to see that {B′1, B′2}∪{Bi}i∈I is a family of disjoint balls and
B′1 ∪B′2 ∪
⋃
i∈I
Bi ⊂ B(0, ρ). (5.14)
For i ∈ I, we denote Bi = B(xi, si), then xi ∈ G and θE(xi) ≥ 32 ; otherwise,
θE(xi) = 1, any blow-up limit of E at xi must be L1, and by Lemma 5.2,
there is a small ball B(xi, r′) such that E ∩ B(xi, r′) = L1 ∩ B(xi, r′), that
is impossible.
By our choice of V, we have that
θE(xi, si) ≥ (1− ε)θE(xi) ≥ 3
2
(1− ε),
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thus
H2(E ∩Bi) ≥ 3
2
(1− ε)pis2i ≥
3
2
(1− ε)H2(G ∩Bi), (5.15)
and combine with equations (5.11) and (5.7), to obtain∑
i∈I
H2(E ∩Bi) ≥ 3
2
(1− ε)
∑
i∈I
H2(G ∩Bi)
≥ 3
2
(1− ε)H2(G ∩B(0, ρ))
≥ 3pi
2
(1− ε)2ρ2.
(5.16)
Since 0 ∈ G, we have that θE(0) ≥ 32 , thus θE(0) = 32 or θE(0) = 74 .
If θE(0) = 32 , the sliding minimal Z
ρ
0 which we chose in (5.9) can be
written Zρ0 = L1 ∩ Zρ, where Zρ is a sliding minimal cone of type P+. In
this case, Zρ0 ∩B′i, i = 1, 2, are two disks with radius 1−ε2 ρ, thus
H2(Zρ0 ∩B′i) = pi
(
1− ε
2
ρ
)2
,
combine this equation with equations (5.12), (5.13), (5.14) and (5.16), we
can get that
H2(E ∩B(0, ρ)) ≥
2∑
i=1
H2(E ∩B′i) +
∑
i∈I
H2(E ∩Bi)
≥ 2pi
(
1− ε
2
ρ
)2
+
3
2
pi(1− ε)2ρ2 − 2ερ2
> (2− 5ε)piρ2,
(5.17)
but from equation (5.8), we can get that
H2(E ∩B(0, ρ)) ≤ 3
2
(1 + ε)piρ2, (5.18)
which contradict with equation (5.17), because 0 < ε < 1100 .
If θE(0) = 74 , a very similar calculation as above case, we can get that
H2(Zρ0 ) = 3×
pi
2
(
1− ε
2
ρ
)2
,
and
H2(E ∩B(0, ρ)) ≥ 3
4
(1− ε)2piρ2 + 3
2
(1− ε)2piρ2 − 2ερ2 >
(
9
4
− 11
2
ε
)
piρ2,
but from equation (5.8), we obtain that
H2(E ∩B(0, ρ)) ≤ 7
4
(1 + ε)piρ2,
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we also get a contradiction. We proved that H2(F ∩ L1) = 0. We will go to
prove that F is also sliding almost minimal.
Let {ϕt}0≤t≤1 be any δ-sliding-deformation. Since E is (U, h)-sliding-
almost-minimal, applying Proposition 20.9 in [6], we get that
H2(E \ ϕ1(E)) ≤ H2(ϕ1(E) \ E) + h(δ)δ2. (5.19)
Since ϕ1(E) ⊃ L1, we can get that
H2(E \ϕ1(E)) = H2((E \L1)\ϕ1(E)) = H2 ((E \ L1) \ ϕ(E \ L1)) . (5.20)
We know that F = E \ L1 and H2(F ∩ L1) = 0, thus
H2(F \ ϕ1(F )) = H2(E \ ϕ1(E)). (5.21)
Similarly, we can get that
H2(ϕ1(E) \ E) = H2(ϕ(E \ L1) \ E) ≤ H2(ϕ(E \ L1) \ (E \ L1)), (5.22)
thus
H2(ϕ1(E) \ E) ≤ H2(ϕ1(F ) \ F ). (5.23)
From inequalities (5.19), (5.21) and (5.23), we obtain that
H2(F \ ϕ1(F )) ≤ H2(ϕ1(F ) \ F ) + h(δ)δ2.
Applying Proposition 20.9 in [6], we get that F is (U, h)-sliding-almost-
minimal.
If Ω, L1, U , E and F are as in lemma 5.3, and we suppose that 0 ∈ F ,
then θF (0) can only take two values 12 and
3
4 . Indeed, since L1 ⊂ E, any
blow-up limit Z of E at 0 is a sliding minimal cone which contains the
boundary L1, thus Z = L1 or Z = L1 ∪ Z ′, Z ′ is a sliding minimal cone of
type P+ or Y+, hence the density θE(0) can only take three values, 1, 32 and
7
4 . But if θE(0) = 1, then by Lemma 5.2, we can see that 0 6∈ F . Therefore,
θE(0) =
3
2 or
7
4 . We see that
θE(0, r) = θF (0, r) + 1, (5.24)
thus
θE(x) = θF (x) + 1,
and θF (0) = 12 or
3
4 .
Lemma 5.4. Let Ω and L1 be as in (3.1), ΠL1 : R3 → L1 be the orthogonal
projection onto L1. Suppose that U is an open set, E ⊂ Ω is (U, h)-sliding-
almost-minimal, 0 ∈ E∩L1∩U and θE(0) = 12 or 34 . If ε > 0 is small enough,
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B(0, 2r) ⊂ U , and for any x ∈ F ∩L1∩B(0, r), and any 0 < ρ ≤ 3r/5, there
exists a sliding minimal cone Zρx of type P+ or Y+ centered at x, such that
dx,ρ(E,Z
ρ
x) ≤ ε,
then for any z ∈ E ∩B(0, r/5), we can find a point a ∈ E ∩ L1 ∩B(0, 3r/5)
such that
|ΠL1(z)− a| ≤ 8ε |z − a| . (5.25)
Proof. For any z ∈ E ∩ B(0, r/5), we put z′ = ΠL1(z). We take a point
a ∈ E ∩ L1 such that
|z′ − a| ≤ (1 + ε)dist(z′, E ∩ L1).
If z′ ∈ E ∩ L1, a = z′ ∈ B(0, r/5), then nothing needs to be done. If
z′ 6∈ E ∩ L1, we claim that a is a point which we desire.
It is quite easy to see that a ∈ B(0, 3r/5); otherwise
2r
5
≤ |z′ − a| ≤ (1 + ε)dist(z′, E ∩ L1) ≤ (1 + ε)|z′ − 0| ≤ (1 + ε)r
5
;
this gives a contradiction.
We put ρ = 2|a − z|. Since da,ρ(E,Zρa) ≤ ε, and Zρa is perpendicular to
L1, we can find z′′ ∈ Zρa ∩ L1 such that |z′ − z′′| ≤ ερ.
We claim that |z′′− a| ≤ 3ερ; once we have proved our claim, we can get
that
|ΠL1(z)− a| ≤ |z′ − z′′|+ |z′′ − a| ≤ 4ερ = 8ε|x− z|
We assume, for the sake of a contradiction, that |z′′ − a| > 3ερ, then
|a− z′| ≥ |a− z′′| − |z′ − z′′| > 2ερ.
If B(z′′, 3ερ/2) ∩ E ∩ L1 6= ∅, we take x ∈ B(z′′, 3ερ/2) ∩ E ∩ L1, then
|z′ − x| ≤ |z′ − z′′|+ |z′′ − x| ≤ 5
2
ερ,
and
|z − x′| ≥ dist(z′, E ∩ L1) ≥ 1
1 + ε
|z′ − a| ≥ 2ερ
1 + ε
,
thus
2ερ
1 + ε
≤ 5
2
ερ;
this is a contradiction.
If B(z′′, 3ερ/2)∩E ∩L1 = ∅, we can construct a projection to show that
E is not almost minimal.
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Lemma 5.5. Let Ω, L1 be as in (3.1), U an open set with 0 ∈ U . Suppose
that E ⊂ Ω is (U, h)-sliding-almost-minimal. If θE(0) = 12 , then for each
small τ > 0, we can find a radius r > 0, a sliding minimal cone Z of type
P+ and a biHölder map φ : B(0, 3r/2) ∩ Ω→ B(0, 2r) ∩ Ω such that
φ(x) ∈ L1 for x ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ (1 + τ) |z − y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.26)
Proof. We can assume that U is an open ball B(0, R) for some R > 0. For
any τ ∈ (0, 1], we let ε(τ) be as in Lemma 5.1, we suppose that τ is so small,
that
(1 + ε(τ))e(λ+α)ε(τ) <
3
2
,
where λ is taken as in Proposition 5.24 in [3], and α is taken as in Theorem
28.7 in [6]. Let τ2 > 0 and ε(τ2) be as in Lemma 5.1 and such that 100τ2 ≤ τ
and (
1
2
+ ε(τ2)
)
eαε(τ) <
3
4
.
We take 0 < τ1 ≤ min{τ2, ε(τ2)}/100, and let τ1, ε(τ1) be also as in Lemma
5.1. We always suppose that ε(τ1) < ε(τ2) < ε(τ).
By Theorem 28.7 in [6], we can find r0 ∈ (0, R) such that
h(2r0) ≤ ε(τ1), A(r0) ≤ ε(τ1), θE(0, r0) ≤ 1
2
+ ε(τ1),
where
A(r) =
∫ 2r
0
h(t)
t
dt.
By using Lemma 5.1, for any r ∈ (0, 9r0/10], there exists a minimal cone Zr
of type P+ center at 0 such that
d0,r(E,Z
r) ≤ τ1 (5.27)
and for any ball B(y, t) ⊂ B(0, r),∣∣H2(Zr ∩B(y, t))−H2(E ∩B(y, t))∣∣ ≤ τ1r2. (5.28)
First, we consider any point x ∈ E ∩ L1 ∩ B(0, r0/2). By (5.28), if we
take r = 9r0/10, we will get that
H2(E ∩B(x, t)) ≤ H2
(
Z9r0/10 ∩B(x, t)
)
+ τ1
(
9r0
10
)2
≤ pi
2
t2 + τ1
(
9r0
10
)2
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from this inequality, by taking t = r0/3, we can get that
θE
(
x,
r0
3
)
<
1
2
+ 30τ1 <
1
2
+ ε(τ2). (5.29)
By using Theorem 28.7 in [6], we get that
θE(x) ≤ θE
(
x,
r0
3
)
eαA(r0/3) <
3
4
,
thus
θE(x) =
1
2
. (5.30)
By Lemma 5.1, we can find minimal sliding cone Zρx for any 0 < ρ ≤
3r0/10 such that
dx,ρ(E,Z
ρ
x) ≤ τ2 (5.31)
and for any ball B(y, t) ⊂ B(x, ρ),∣∣H2(E ∩B(y, t))−H2(Zρx ∩B(y, t))∣∣ ≤ τ2ρ2. (5.32)
We now consider any point z ∈ E ∩ B(0, r0/10) \ L1. From Lemma 5.4,
we get that
|ΠL1(z)− x| ≤ 8τ2 |z − x| ,
thus
dist(z, L1) = |z −ΠL1(z)| ≥ |z − x| − |ΠL1(z)− x| ≥ (1− 8τ2) |z − x| .
(5.33)
We take r1 = 12dist(z, L1), and ρ = |z − x| + r1, then ρ < 3r010 . We take
Zρx as in (5.31), then B(z, r1) ⊂ B(x, ρ), thus
H2(E ∩B(z, r1)) ≤ H2(Zρx ∩B(z, r)) + τ2ρ2 ≤ pir21 + τ2ρ2,
hence
θE(z, r1) =
H2(E ∩B(z, r1))
pir21
≤ 1 + τ2ρ
2
pir21
< 1 + 10τ2 < 1 + ε(τ), (5.34)
but we know that
θE(z) ≥ 1,
hence by using a monotonicity property, Proposition 5.24 in [3], we have that
θE(z) ≤ θE(z, r1) exp(λA(r1)) < 3
2
,
thus
θE(z) = 1. (5.35)
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For any r ∈ (0, 910r1], we can apply Lemma 16.11 in [3], there exists a
plane Z(z, r) through z such that
dz,r(E,Z(z, r)) ≤ τ. (5.36)
For any r ∈ ( 910r1, 15r0], we put ρr = |z − x| + r, then ρr ≤ 310r0, and
B(z, r) ⊂ B(x, ρr). We take Zρrx as in (5.31), then
dz,r(E,Z
ρr
x ) ≤
ρr
r
dx,ρr(E,Z(x, ρr)) ≤
ρr
r
τ2 ≤ 5τ2. (5.37)
We do not know whether or not the sliding minimal cone Zρrx passes through
the point z, but we can do a translation of Zρrx such that it is centered at
ΠL1(z), we denote it by Z(z, r), i.e. Z(z, r) = Z
ρr
x − (x − ΠL1(z)). Then
Z(z, r) is a sliding minimal cone contains z, and
dz,r(E,Z(z, r)) ≤ |x−ΠL1(z)|
r
+ dz,r(E,Z
ρr
x ) < 20τ2 < τ. (5.38)
It follows from (5.36) and (5.38) that, for any z ∈ E ∩ B(0, r0/10) \ L1, for
any r ∈ (0, r0/5], there exist a cone Z(z, r) such that
dz,r(E,Z(z, r)) ≤ τ, (5.39)
where Z(z, r) is a plane when r is small, Z(x, r) is a half plane when r is
large.
From the inequalities (5.32) and (5.39), we get that, for any x ∈ E ∩
B(0, r0/10) and any r ∈ (0, r0/5], we can find a cone Z(x, r) though x such
that
dx,r(E,Z(x, r)) ≤ τ.
where Z(x, r) is a minimal cone when 0 < r < dist(x, L1), and Z(x, r) is a
sliding minimal cone of type P+ when dist(x, L1) ≤ r ≤ r0/5.
By Corollary 4.2, we can find a biHölder map φ : B(0, 3r0/20) ∩ Ω →
B(0, r0/5) ∩ Ω and a sliding minimal cone Z0 of type P+ such that (5.26)
holds with r = r0/10.
Lemma 5.6. Let Ω, L1 be as in (3.1), U an open set with 0 ∈ U . Suppose
that E ⊂ Ω is (U, h)-sliding-almost-minimal. If θE(0) = 32 , then for each
small τ > 0, we can find a radius r > 0, a biHölder map φ : B(0, 3r/2)∩Ω→
B(0, 2r) ∩ Ω and a sliding minimal cone Z of type P+ such that
φ(x) ∈ L1 for x ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ (1 + τ) |z − y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
(Z ∪ L1) ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.40)
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Proof. We put F = E \ L1, then F is also (U, δ, h)-sliding-almost-minimal.
By lemma 5.5, for each small τ > 0, we can find r > 0, a biHölder map
φ : B(0, 3r/2) ∩ Ω→ B(0, 2r) ∩ Ω and a sliding minimal cone Z of type P+
such that
φ(x) ∈ L1 for x ∈ L1 and ‖f − id‖∞ ≤ τ, and
(1 + τ)−1 |x− y|1+τ ≤ |φ(x)− φ(y)| ≤ (1 + τ) |x− y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
F ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ F ∩B(0, 2r).
(5.41)
Thus
E ∩B(0, r) ⊂ φ
(
(Z ∪ L1) ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
Remark 5.7. Suppose that Ω, L1 and U are as in Lemma 5.5, and that E ⊂
Ω is a (U, h)-sliding-almost-minimal set with θE(0) = 12 or
3
2 . If τ ∈ (0, 1) is
small enough, we can find ε′(τ) > 0 such that when the radius r > 0 is such
that
B(0, 10r) ⊂ U, h(20r) ≤ ε′(τ),
∫ 20r
0
h(t)
t
dt ≤ ε′(τ), θE(0, 10r) ≤ θE(0)+ε′(τ)
then for any x ∈ E ∩ B(0, r) and any 0 < t ≤ 2r, we can find a cone or
sliding minimal cone Z(x, t) that depends on t such that
dx,t(E,Z(x, t)) ≤ τ,
where Z(x, t) is a minimal cone when 0 < t < dist(x, L1), and Z(x, t) is a
sliding minimal cone when dist(x, L1) ≤ t ≤ 2r.
Indeed, when we look at the proof of Lemma 5.5, we let τ ∈ (0, 1) be
such that (
1
2
+ ε(τ)
)
e(λ+α)ε(τ) <
3
4
.
Then we take
τ1 = min
{
τ
104
,
1
100
ε
( τ
100
)}
,
and let ε(τ1) be as in Lemma 5.1. Finally, ε′(τ) = ε(τ1) will be what we
desire.
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Lemma 5.8. Let Ω, L1 be as in (3.1), U an open set with 0 ∈ U . Suppose
that F ⊂ Ω is an (U, h)-sliding-almost-minimal set. If θF (0) = 34 , then
for each small τ > 0, we can find a radius r > 0, a biHölder map φ :
B(0, 3r/2) ∩ Ω → B(0, 2r) ∩ Ω and a sliding minimal cone of type Y+ such
that
φ(x) ∈ L1 for x ∈ L1, ‖φ− id‖∞ ≤ τ,
(1 + τ)−1 |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ (1 + τ) |z − y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.42)
Proof. As in Lemma 5.5, we can assume U is an open ball B(0, R) for some
R > 0. Let τ > 0 be a positive number, and let ε(τ) be as in Lemma 5.1;
we suppose τ small enough so that
(1 + ε(τ))e(λ+α)ε(τ) <
3
2
,
where λ is taken as in Proposition 5.24 in [3], and α is taken as in Theorem
28.7 in [6]. Let τ2 > 0 and ε(τ2) be as in Lemma 5.1 so that 100τ2 ≤ τ and(
1
2
+ ε(τ2)
)
eαε(τ) <
3
4
,
(
3
2
+ ε(τ2)
)
eλε(τ) < dT ,
where dT is the constant which is considered in Lemma 14.12 in [3]. We
take 0 < τ1 ≤ min{τ2, ε(τ2)}/100. Let τ1 and ε(τ1) be as in Lemma 5.1. We
suppose that ε(τ1) < ε(τ2) < ε(τ).
As in the proof of Lemma 5.1, we put F = E \ L1, then F is also (U, δ, h)-
sliding-almost-minimal.
By Theorem 28.7 in [6], there exist 0 < r0 < R such that
h(2r0) ≤ ε(τ1), A(r0) < ε(τ1)
and
θF (0, r0) ≤ 3
4
+ ε(τ1),
where
A(r) =
∫ 2r
0
h(t)
t
dt.
By using Lemma 5.1, for any ρ ∈ (0, 9r0/10] there exists a minimal cone Zρ
of type Y+ center at 0 such that
d0,ρ(F,Z
ρ) ≤ τ1,∣∣H2(Zρ ∩B(y, t))−H2(E ∩B(y, t))∣∣ ≤ τ1ρ2,
for any ball B(y, t) ⊂ B(0, ρ).
(5.43)
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First, for any x ∈ F ∩L1∩B(0, r0/2)\{0}, we take ρ = 2 |x| and t = |x|,
then by (5.43), we have
H2(F ∩B(x, t)) ≤ H2 (Zρ ∩B(x, t)) + τ1ρ2
≤ pi
2
t2 + τ1ρ
2
from this inequality, we can get that
θF (x, |x|) = H
2(E ∩B(x, |x|))
pi |x|2 ≤
1
2
+ 4τ1 <
1
2
+ ε(τ2) (5.44)
Applying Theorem 28.7 in [6], we get that
θF (x) ≤ θF (x, |x|)eαA(|x|) < 3
4
,
thus
θF (x) =
1
2
.
Taking r1 = |x|, we get from (5.44) that
θF (x, r1) ≤ θF (x) + ε(τ2).
By Lemma 5.1, for any 0 < ρ ≤ 9r1/10, there exists a sliding minimal cone
Zρx centered at x of type P+ such that
dx,r(F,Z
ρ
x) ≤ τ2, (5.45)
and for any ball B(y, t) ⊂ B(x, r),∣∣H2(F ∩B(y, t))−H2(Zρx ∩B(y, t))∣∣ ≤ τ2ρ2. (5.46)
For 9r1/10 ≤ ρ ≤ 3r0/10, we have that
dx,ρ(F,Z
r1+ρ) ≤ r1 + ρ
ρ
d0,r1+ρ(F,Z
r1+ρ) ≤ 19
9
τ1.
Since d0,r1+ρ(F,Zr1+ρ) ≤ τ1, there exists a point x′ ∈ Zr1+ρ ∩ L1 such that
|x− x′| ≤ (r1 + ρ)τ1. We take Z(x, ρ) = Zr1+ρ +x−x′, that is a translation
of Zr1+ρ; it is a siliding minimal through the point x, and
dx,ρ(F,Z(x, ρ)) ≤ |x− x
′|
ρ
+ dx,ρ(F,Z
r1+ρ) < 5τ1 < τ2. (5.47)
It follows from (5.45) and (5.47) that, for any x ∈ F ∩ L1 ∩ B(0, r0/2),
and any 0 < ρ < 3r0/10, there exists a sliding minimal cone Z(x, ρ) centered
at x, either of type P+ or of type Y+, such that
dx,ρ(F,Z(x, ρ)) ≤ τ2. (5.48)
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Next, We consider z ∈ (F \ L1) ∩ B(0, r0/10). If dist(z, L1) < 13 |z|, we
take a point a ∈ F ∩ L1 ∩B(0, r05 ) such that
|ΠL1(z)− a| ≤ 8τ2 |z − a| .
We take r2 = 12dist(x, L1) and ρ = |z − a|+ r2, then
|z − a| ≤ |z −ΠL1(z)|+ |ΠL1(z)− a| ≤ 2r2 + 8τ2 |z − a| ,
thus
|z − a| ≤ 2
1− 8τ2 r2,
and
ρ ≤
(
1 +
2
1− 8τ2
)
r2 ≤ 75
23
r2.
Since 2r2 = dist(z, L1) ≤ 13 |z|, we have that
|ΠL1(z)| ≥ 2
√
2 |z −ΠL1(z)| ≥ 4
√
2r2,
thus
|a| ≥ |ΠL1(z)| − |ΠL1(z)− a| ≥ 4
√
2r2 − 16τ2
1− 8τ2 r2 > 4r2.
Hence
ρ ≤ 9
10
|a| .
Consider the sliding minimal cone Zρa as in (5.45); it is a minimal cone
centered at point a of type P+. Since B(z, r2) ⊂ B(a, ρ), we deduce from
(5.46) that
H2 (F ∩B(z, r2)) ≤ H2 (Zρa ∩B(z, r2)) + τ2ρ2
≤ pir22 + τ2ρ2,
thus
θF (z, r2) ≤ 1 +
(
73
23
)2 τ2
pi
≤ 1 + 4τ2 ≤ 1 + ε(τ). (5.49)
Applying Proposition 5.24 in [3], we can get that
θF (z) ≤ θF (z, r2)eλA(r2) < 3
2
,
thus
θF (z) = 1.
By Lemma 16.11 in [3], for any ρ ∈ (0, 9r2/10], there exist a plane Z(z, ρ)
through z such that
dz,ρ(F,Z(z, ρ)) ≤ τ. (5.50)
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For ρ ∈ (9r2/10, r0/10], we put rρ = |z − a|+ ρ, then
rρ ≤ r0
5
+
r0
10
≤ 3r0
10
.
Consider the sliding minimal cone Z(a, rρ) as in (5.48), we can get that
dz,ρ(F,Z(a, rρ) ≤ rρ
ρ
da,r(F,Z(a, rρ)) ≤
(
1 +
|z − a|
ρ
)
τ2 ≤ 7
2
τ2.
We now take
Z(z, ρ) = Z(a, rρ) + ΠL1(z)− a.
It is a sliding minimal cone centered at ΠL1(z), thus through the point z,
which satisfy that
dz,ρ(F,Z(z, ρ)) ≤ |ΠL1(z)− a|
ρ
+ dz,ρ(F,Z(a, rρ)) < 4τ2. (5.51)
It follows from (5.50) and (5.51) that, in the case z ∈ B(0, r0/10) ∩ F \ L1
and dist(z) < |z| /3, for 0 < ρ ≤ r010 , we can find a cone Z(z, ρ) such that
dz,ρ(F,Z(z, ρ)) ≤ τ, (5.52)
where Z(z, ρ) is a minimal cone when ρ is small, and Z(z, ρ) is a sliding
minimal cone when ρ is large.
We now consider the case when z ∈ (F\L1)∩B(0, r0/10) with dist(z, L1) ≥
1
3 |z|. We take r3 = dist(z, L1), and put ρ3 = |z| + r3, then ρ3 ≤ 4r3 < 4r010 .
We take Zρ3 a minimal cone as in (5.43), then we can get that
H2(F ∩B(z, r3)) ≤ H2(Zρ3 ∩B(z, r3)) + τ1ρ23 ≤
3
2
pir23 + τ1ρ
2
3,
thus
θF (z, r3) ≤ 3
2
+
16
pi
τ1 <
3
2
+ ε(τ2). (5.53)
Applying Proposition 5.24 in [3], we get that
θF (z) ≤ θF (z, r3)eλA(r3) < dT ,
thus θF (z) = 1 or θF (z) = 32 .
Case 1. If θ(z) = 32 , then for any 0 < ρ ≤ 910r3, by using Lemma 16.11
in [3], there exists a minimal cone Z(z, ρ) centered at z of type Y such that
dx,ρ(E,Z(x, ρ)) ≤ τ2 (5.54)
and for any ball B(y, t) ⊂ B(x, ρ)∣∣H2(E ∩B(y, t))−H2(Z(x, ρ) ∩B(y, t))∣∣ ≤ τ2r23. (5.55)
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For any ρ ∈ ( 910r3, 4r05 ], we put rρ = |z| + ρ, then rρ ≤ 9r010 , and |z| ≤
3dist(z, L1) = 6r3, thus rρ < 8rρ. Let Zrρ be the sliding minimal cone which
is considered in (5.43), then we can get that
dz,ρ(F,Z
rρ) ≤ rρ
ρ
d0,rρ(F,Z
rρ) ≤ rρ
ρ
τ1.
We take a point z′ ∈ Zrρ such that |z − z′| ≤ rρτ1, and take Z(z, ρ) =
Zrρ + ΠL1(z)−ΠL1(z′), which through point z, we obtain that
dz,ρ(F,Z(z, ρ)) ≤ |ΠL1(z)−ΠL1(z
′)|
ρ
+dz,ρ(F,Z
rρ) ≤ 2rρ
ρ
τ1 ≤ 16τ1. (5.56)
It follows from (5.54) and (5.56) that, when z ∈ B(0, r0/10) ∩ F \ L1 and
dist(z, L1) ≥ |z| /3 with θF (z) = 32 , for any ρ ∈ (0, 4r0/5], we can find a cone
Z(z, ρ) such that
dz,ρ(F,Z(z, ρ)) ≤ τ2, (5.57)
where Z(z, ρ) is a minimal cone when ρ small, and Z(z, ρ) is a sliding minimal
cone with boundary L1 when ρ large.
Case 2. If θF (z) = 1. We set
EY = {0} ∪
{
x ∈ F
∣∣∣∣ θ(x) = 32
}
,
and denote `Y (z) = dist(z, EY ). Using the same argument as in Lemma
16.25 in [3, in page 205], we get that for ρ ∈ (0, `Y (z)/3], there is a plane
Z(z, ρ) through x such that
dz,ρ(F,Z(z, ρ)) ≤ τ. (5.58)
For ρ ∈ (`Y (z)/3, r0/10], we take a point x ∈ EY such that
|z − x| ≤ 11
10
`Y (z),
and consider the cone Z(x, rρ) as in (5.57), where rρ = |z − x|+ ρ. We can
get that
dz,ρ(F,Z(x, rρ)) ≤ rρ
ρ
dx,rρ(F,Z(x, rρ)) ≤
rρ
ρ
τ2.
By a similar argument as before, we can find a cone Z(z, ρ) which is a
translation of Z(x, rρ) such that
dz,ρ(F,Z(z, ρ)) ≤ 2rρ
ρ
τ2 < 10τ2. (5.59)
It follows that, when z ∈ B(0, r0/10) ∩ F \ L1 and dist(z, L1) ≥ |z| /3 with
θF (z) = 1, for any ρ ∈ (0, r0/10], we can find a cone Z(z, ρ) such that
dz,ρ(F,Z(z, ρ)) ≤ τ, (5.60)
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where Z(z, ρ) is a minimal cone when ρ is small, and Z(z, ρ) is a sliding
minimal cone when ρ is large.
From inequalyties (5.48), (5.52), (5.57) and (5.60), we can say that for
any z ∈ B(0, r0/10), and for any ρ ∈ (0, r0/10], there is a cone Z(z, ρ) such
that
dz,ρ(F,Z(z, ρ)) ≤ τ,
where Z(z, ρ) is a minimal cone when ρ < dist(z, L1), and Z(z, ρ) is a sliding
minimal cone when ρ ≥ dist(z, L1).
By Corollary 4.2, we can get our desired result.
Lemma 5.9. Let Ω, L1 be as in (3.1), U an open set with 0 ∈ U . Suppose
that E ⊂ Ω is an (U, h)-sliding-almost-minimal set. If θE(0) = 74 , then
for each small τ > 0, we can find a radius r > 0, a biHölder map φ :
B(0, 3r/2)∩Ω→ B(0, 2r)∩Ω and a sliding minimal cone Z of type Y+ such
that
φ(x) ∈ L1 for x ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ (1 + τ) |z − y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
(Z ∪ L1) ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.61)
Proof. We put F = E \ L1, then F is also (U, δ, h)-sliding-almost-minimal.
By lemma 5.8, for each small τ > 0, we can find r > 0, a biHölder map
φ : B(0, 3r/2) ∩ Ω→ B(0, 2r) ∩ Ω and a sliding minimal cone Z of type Y+
such that
φ(x) ∈ L1 for x ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |x− y|1+τ ≤ |φ(x)− φ(y)| ≤ (1 + τ) |x− y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
F ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ F ∩B(0, 2r).
(5.62)
Thus
E ∩B(0, r) ⊂ φ
(
(Z ∪ L1) ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
Remark 5.10. Suppose that Ω, L1 and U are as in Lemma 5.8, and that
E ⊂ Ω is a (U, h)-sliding-almost-minimal set with θE(0) = 34 or 74 . If τ ∈
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(0, 1) is small enough, we can find ε′(τ) > 0 such that when r > 0 is such
that
B(0, 10r) ⊂ U, h(20r) ≤ ε′(τ),
∫ 20r
0
h(t)
t
dt ≤ ε′(τ), θE(0, 10r) ≤ θE(0)+ε′(τ),
then for any x ∈ E ∩ B(0, r) and any 0 < t ≤ 2r, we can find a minimal
cone or sliding minimal cone Z(x, t) such that
dx,t(E,Z(x, t)) ≤ τ,
where Z(x, t) is a minimal cone when 0 < t < dist(x, L1), and Z(x, t) is a
sliding minimal cone when dist(x, L1) ≤ t ≤ 2r.
Indeed, we can take τ ∈ (0, 1) be such that(
1
2
+ ε(τ)
)
eαε(τ) <
3
4
and
(
3
2
+ ε(τ)eλε(τ)
)
< dT ,
then we take
τ1 = min
{
τ
104
,
1
100
ε
( τ
100
)}
,
and let ε(τ1) be as in Lemma 5.1. We can check from the proof of Lemma
5.8 that ε′(τ) = ε(τ1) is the number what we desire.
Proposition 5.11. Let Ω, L1 be as in (3.1), U an open set. Let E ⊂
Ω be an (U, h)-sliding-almost-minimal set, and x ∈ L1 ∩ U be a point. If
θE(x) ∈ {1/2, 3/4, 3/2, 7/4}, then for each small τ > 0, we can find a radius
r > 0, a sliding minimal cone Z centered at x and a biHölder map φ :
B(x, 3r/2) ∩ Ω→ B(x, 2r) ∩ Ω such that
φ(z) ∈ L1 for z ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |z − y|1+τ ≤ |φ(z)− φ(y)| ≤ (1 + τ) |z − y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.63)
In addition, if θE(x) = 12 , Z is a cone of type P+; if θE(x) =
3
4 , Z is a cone
of type Y+; if θE(x) = 32 , Z = Z
′ ∪ L1 where Z ′ is a cone of type P+; if
θE(x) =
7
4 , Z = Z
′ ∪ L1 where Z ′ is a cone of type Y+.
The proof immediately follows from Lemma 5.5, Lemma 5.6, Lemma 5.8
and Lemma 5.9.
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Corollary 5.12. Let Ω, L1 be as in (3.1), U an open set. Let E ⊂ Ω be an
(U, h)-sliding-almost-minimal set with E ⊃ L1. Then for each small τ > 0
and each x ∈ L1 ∩ U , we can find a radius r > 0, a sliding minimal cone Z
and a biHölder map φ : B(x, 3r/2)→ B(x, 2r) such that
φ(x) ∈ L1 for x ∈ L1, ‖f − id‖∞ ≤ τ,
(1 + τ)−1 |x− y|1+τ ≤ |φ(x)− φ(y)| ≤ (1 + τ) |x− y| 11+τ ,
B(0, r) ∩ Ω ⊂ φ
(
B
(
0,
3r
2
)
∩ Ω
)
⊂ B(0, 2r) ∩ Ω,
E ∩B(0, r) ⊂ φ
(
Z ∩B
(
0,
3r
2
))
⊂ E ∩B(0, 2r).
(5.64)
Proof. Since E ⊃ L1, any blow-up limit F of E at x contains L1, so it is a
sliding minimal cone contains L1. By Theorem 3.11, we can get that F = L1
or F = Z ∪ L1, where Z is a cone of type P+ or Y+. If F = L1, by Lemma
5.2, then there exists a ball B(x, r) such that E ∩ B(x, r) = L1 ∩ B(x, r),
thus (5.64) hold automatically. If F 6= L1, then F = Z ∪ L1 where Z is
a sliding minimal cone of type P+ or Y+; we get that θE(x) = 32 or
7
4 , by
Proposition 5.11, we obtain the conclusion.
6 Regularity of sliding almost minimal sets II
In the previous section, we get some regularity for sliding almost minimal
sets with whose boundary is a plane. In this section we will give a similar
result, but with where the boundary is a C1 manifold.
Let Σ ⊂ R3 be a connected closed set such that the boundary ∂Σ is a
2-dimensional C1 manifold. For any x ∈ ∂Σ, the tangent cone of Σ at x is a
half space, and the boundary of the half space is the tangent plane of ∂Σ at
x.
Theorem 6.1. Let Σ be as above, x ∈ ∂Σ, U be a neighborhood of x. Suppose
that E ⊂ Σ is an (U, h)-sliding-almost-minimal set with sliding boundary ∂Σ
and that E ⊃ ∂Σ. Then for each small τ > 0, we can find a radius ρ > 0, a
sliding minimal cone Z in Ω with sliding boundary L1 and a biHölder map
φ : B(x, 3ρ/2) ∩ Ω→ B(x, 2ρ) ∩ Σ such that
φ(x) ∈ ∂Σ for x ∈ L1, ‖φ− id‖∞ ≤ 3τ,
C |x− y|1+τ ≤ |φ(x)− φ(y)| ≤ C−1 |x− y| 11+τ ,
B(x, ρ) ∩ Σ ⊂ φ
(
B
(
x,
3ρ
2
)
∩ Ω
)
⊂ B(x, 2ρ) ∩ Σ,
E ∩B(x, ρ) ⊂ φ
(
Z ∩B
(
x,
3ρ
2
))
⊂ E ∩B(x, 2ρ),
(6.1)
where Ω is the tangent cone of Σ at x and L1 is the boundary of Ω.
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The strategy of the proof will be the same as for Corollary 5.12. We do
not want repeat the whole section above, because most of the statements
and proofs still work. We only give a sketch.
Firstly, Lemma 5.1 is still true when we replace Ω and L1 by Σ and ∂Σ
respectively. That is, it can be stated as follows:
Lemma 6.2. Let Σ and ∂Σ be as in Theorem 6.1. Suppose that E ⊂ Σ is
(U, h)-sliding-almost-minimal. If for each τ > 0, we can find ε1(τ) > 0 such
that if x ∈ E ∩ ∂Σ and r > 0 are such that
B(x, r) ⊂ U, h(2r) ≤ ε1(τ),
∫ 2r
0
h(t)dt
t
≤ ε1(τ), θE(x, r) ≤ θE(x) + ε1(τ),
then for every ρ ∈ (0, 9r/10] there is a sliding minimal cone Zρx such that
dx,ρ(E,Z
ρ
x) ≤ τ,
and for any ball B(y, t) ⊂ B(x, ρ),
|H2(E ∩B(y, t))−H2(Zρx ∩B(y, t))| ≤ τρ2,
where Zρx is a sliding minimal cone in Σx with sliding boundary Tx, where
we denote by Σx and Tx the tangent cone of Σ at x and tangent plane of ∂Σ
at x respectively. If E ⊃ ∂Σ, then we can suppose that Zρx ⊃ Tx.
For each x ∈ U ∩ ∂Σ ∩ E, we see that any blow-up limit Z of E at x
is a sliding minimal cone in Σx with sliding boundary Tx, see [6, Theorem
24.13]. If E ⊃ ∂Σ, we have that Z ⊃ Tx, thus Z = Tx or Z = Tx ∪Z ′, where
Z ′ is a sliding minimal cone in Σx with sliding boundary Tx of type P+ or
Y+. Hence, we get that θE(x) = 1, 32 or
7
4 .
Similar to Lemma 5.2, we can get that if E ⊃ ∂Σ is sliding almost
minimal and a blow-up limit of E at x ∈ ∂Σ is the tangent plane Tx of ∂Σ at
that point, then there exists r > 0 such that E∩B(x, r) = ∂Σ∩B(x, r). Once
we get that, we can show a similar result to Lemma 5.3. That is, if E ⊂ Σ is
(U, h)-sliding-almost-minimal and E ⊃ ∂Σ, then, by putting F = E \ Σ, we
shall have H2(F ∩ ∂Σ ∩ U) = 0 and F is also (U, h)-sliding-almost-minimal.
Thus, θF (x) can only take two values. That is, 12 and
3
4 .
Finally, if E ⊂ Σ is sliding almost minimal, x ∈ E ∩ ∂Σ, we can get
that if θE(x) = 12 or
3
4 , then the sliding minimal cone Z
ρ
x which is taken in
Lemma 6.2 is of type P+ or Y+; if E ⊃ ∂Σ and θE(x) = 1, then Zρx = Tx; if
θE(x) =
3
2 or
7
4 , then Z
ρ
x = Tx ∪ Z, Z is of type P+ or Y+.
We also need a lemma like Lemma 5.4.
Lemma 6.3. Let Σ and ∂Σ be as in Lemma 6.2, U be an open set. Let
E ⊂ Σ be a (U, h)-sliding-almost-minimal set. Let ε ∈ (0, 1/100) be a small
number. Suppose that x ∈ U ∩ ∂Σ ∩ E, θE(x) = 12 or 34 . If B(x, 2r0) ⊂ U ,
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and for any y ∈ E ∩ ∂Σ∩B(x, r0) and any 0 < ρ ≤ r0, there exists a sliding
minimal cone Zρy in Ωy (the tangent cone of Σ at y) with sliding boundary
∂Ωy such that
dy,r(E,Z
ρ
y ) ≤ ε,
then there exists a radius r > 0 such that for any z ∈ E ∩ B(x, r), we can
find a point a ∈ E ∩B(x, 2r) ∩ ∂Σ satisfying
dist(z, ∂Σ) ≥ (1− 10ε)|z − a|.
Now, we state a similar result as Lemma 5.5 and Lemma 5.8, or rather,
a similar result as Remark 5.7 and Remark 5.10. The proof can be adapted
from the proof of Lemma 5.5 and Lemma 5.8.
Lemma 6.4. Let Σ and ∂Σ be as in Lemma 6.2. Let E ⊂ Σ be a (U, h)-
sliding-almost-minimal set such that θE(x) ∈ {12 , 32 , 34 , 74}, x ∈ E ∩ ∂Σ ∩ U .
If τ ∈ (0, 1) is a small enough number, then we can find ε2(τ) > 0 such that
when
B(x, 10r) ⊂ U, h(20r) ≤ ε2(τ),
∫ 20r
0
h(t)dt
t
≤ ε2(τ), θE(x, 10r) ≤ θE(x)+ε2(τ),
for some r > 0, we have that for any y ∈ E ∩ B(x, r), and any 0 < t ≤ 2r,
there exists a cone or a sliding minimal cone Z(y, t) satisfying
dy,t(E,Z(y, t)) ≤ τ,
where Z(y, t) is a cone when 0 < t < dist(x, ∂Σ), Z(y, t) is a sliding minimal
cone centered at a point in B(x, r) ∩ ∂Σ when dist(y, ∂Σ) ≤ t ≤ 2r.
Proof of Theorem 6.1. Without loss of generality, we assume x = 0. Let Ω
be the tangent cone of Σ at 0, L1 be the tangent plane of ∂Σ at 0. Then Ω
is a half space, and L1 is its boundary. Let τ > 0 and r > 0 be as in Lemma
6.4. Since ∂Σ is a 2-dimensional C1 manifold, for any ε ∈ (0, τ), we can find
a radius 0 < R < r2 and a C
1 diffeomorphism f : Ω∩B(0, R)→ Σ such that
f(0) = 0, Df(0) = id, f(L1 ∩B(0, R)) ⊂ ∂Σ and
‖Df(x)− id‖ ≤ ε.
We put
F = f−1(Σ ∩B(0, R)).
For any x ∈ F and 0 < t ≤ 2r, by Lemma 6.4, we can find a minimal
cone or a sliding minimal cone Z(f(x), t) such that
df(x),t(E,Z(f(x), t)) ≤ τ,
then
dx,(1−ε)t
(
f−1(E ∩B(0, R)), Z ′(x, t)) ≤ (1 + ε)τ,
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where we assume that Z(f(x), t) is centered at a, and denote
Z ′(x, t) = Df−1(x) (Z(f(x), t)− a) + f−1(a).
We note from Lemma 6.4 that if Z(f(x), t) is a sliding minimal cone, then
it is centered at a point in ∂Σ. Thus a ∈ B(0, R) ∩ ∂Σ, and Z(f(x), t) is a
sliding minimal cone in Σa with sliding boundary Ta.
Since ‖Df(x)−id‖ ≤ ε, we have ‖Df−1(x)−id‖ ≤ 2ε. We take Z ′′(x, t) =
Z(f(x), t)− a+ f−1(a), then
dx,(1−ε)t(Z ′(x, t)), Z ′′(x, t)) ≤ 2ε,
thus
dx,(1−ε)t(F,Z ′′(x, t)) ≤ (1 + ε)τ + 2ε.
Z ′′(x, t) is a minimal cone or a sliding minimal.
Let Ta : R3 → R3 be the translation which send point z to z−a+f−1(a).
Then Z ′′(x, t) = Ta(Z(f(x), t)). If Z(f(x), t) is a sliding minimal cone, then
Z ′′(x, t) is a slding minimal cone in Ta(Σa) with sliding boundary Ta(Ta).
We put y = f−1(a), then it is quite easy to see that Df(y) maps Ω and L1
to Ta(Σa) and Ta(Ta) respectively. Since ‖Df(y) − id‖ ≤ ε, we can find a
rotation Ry centered at point y, which will rotate Ta(Σa) and Ta(Ta) to Ω
and L1 respectively, such that
d0,1(Ry(Z ′′(x, t)), Z ′′(x, t)) ≤ 2ε,
then R(Z ′′(x, t)) is a sliding minimal cone in Ω with sliding boundary L1.
We take Z(x, t) = R(Z ′′(x, t)) when Z ′′(x, t) is a slding minimal cone,
and take Z(x, t) = Z ′′(x, t) when Z ′′(x, t) is a minimal cone, then
dx,(1−ε)t(F,Z(x, t)) ≤ (1 + ε)τ + 5ε < 7τ.
By Corollary 4.2, we can find a radius r′ ∈ (0, R/2), a sliding minimal
cone Z in Ω with sliding boundary L1, and a biHölder map ϕ : B(0, 3r′/2)∩
Ω→ B(0, 2r′) ∩ Ω such that
ϕ(x) ∈ L1 for x ∈ L1 and ‖ϕ− id‖∞ ≤ τ, and
(1 + τ)−1 |x− y|1+τ ≤ |ϕ(x)− ϕ(y)| ≤ (1 + τ) |x− y| 11+τ ,
B(0, r′) ∩ Ω ⊂ ϕ
(
B
(
0,
3r′
2
)
∩ Ω
)
⊂ B(0, 2r′) ∩ Ω,
F ∩B(0, r′) ⊂ ϕ
(
Z ∩B
(
0,
3r′
2
))
⊂ F ∩B(0, 2r′).
We now take φ = f ◦ ϕ. Then φ : B(0, 3r′/2) ∩ Ω → Σ is a biHölder map,
and we can easily check that (6.1) hold if we take ρ = r′/2.
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7 Existence of two dimensional singular minimizers
Let Σ ⊂ R3 be a connected closed set such that the boundary ∂Σ is a 2-
dimensional connected compact C1 manifold. Let G be any abelian group,
L be a subgroup of the Čech homology group Hˇ1(∂Σ;G). We say a compact
set E ⊃ ∂Σ spans L if L is contained in the kernel of the homomorphism
induced by the inclusion map ∂Σ→ E. We set
C = {E ⊂ Σ | E spans L}.
From paper [9], we see that there exist a set E0 ∈ C , we call it a Čech
minimizer, such that
H2(E0 \ ∂Σ) = inf
E∈C
H2(E \ ∂Σ). (7.1)
Let’s check that E0 is also sliding minimal with boundary ∂Σ. Let {ϕt}0≤t≤1
be any sliding-deformation in Σ. We put F = ϕ1(E0), denote by i : ∂Σ→ E0
and j : ∂Σ→ F the inclusion maps. We consider the map
ψ : ∂Σ× [0, 1]→ F,ψ(x, t) = ϕt(x).
It is continuous, and ψ(x, 0) = j(x), ψ(x, 1) = ϕ|∂Σ(x), thus the maps j :
∂Σ → F and ϕ|∂Σ : ∂Σ → F are homotopy equivalent. Then j∗ = (ϕ|∂Σ)∗,
where for any map between two topology spaces f : X → Y , we denote by f∗
the homomorphism Hˇ1(X;G)→ Hˇ1(Y ;G) induced by the map f . However,
we know that ϕ1|B = ϕ1|E0 ◦ i, thus
j∗ = (ϕ1|B)∗ = (ϕ1|E0)∗ ◦ i∗.
But we know that i∗(L) = 0, thus j∗(L) = 0, and F ∈ C , so
H2(F \ ∂Σ) ≥ H2(E0 \ ∂Σ),
E0 is sliding minimal.
We now consider an analogous topic, that replace Čech homology by
singular homology. Since ∂Σ is a two dimensional C1 manifold, the singular
homology groups and Čech homology groups coincide, that is, H1(∂Σ;G) =
Hˇ1(∂Σ;G). We say that a compact subsets E ⊃ ∂Σ spans L in singular
homology, if L is contained in the kernel of the homomorphism H1(∂Σ;G)→
H1(E;G) induced by the inclusion map ∂Σ → E. We consider another
collection of compact sets
S = {E | E spans L in singular homology}.
It is quite easy to see that S ⊂ C , that is because there is a canoni-
cal homomorphism from singular homology group to Čech homology group
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H1(E;G)→ Hˇ1(E;G), and the following diagram commutes:
H1(∂Σ;G) // H1(E;G)

Hˇ1(∂Σ;G) // Hˇ1(E;G).
If E spans L in singular homology, then from the above commutative dia-
gram, we can get that E spans L in Čech homology, thus S ⊂ C . Our goal
is to find a singular minimizer, that is, we want to find a set E ∈ S , we call
it a singular minimizer, such that
H2(E \ ∂Σ) = inf
F∈S
H2(F \ ∂Σ).
Proposition 7.1. Let Σ, G, L be as above. Then there exists a singular
minimizer.
Proof. Let E0 be a Čech minimizer. We know, from above discussion, that
E0 is sliding minimal. Thus for any x ∈ E0, there is a neighborhood of x
where E0 is biHölder equivalent to minimal cone and by a biHölder mapping
that preserves ∂Σ. By a same argument as in [5, Section 6], we conclude
that E0 is Hölder neighborhood retract. Let’s check that E0 is a singular
minimizer, It is sufficient to show that E0 spans L in singular homology.
Indeed, the canonical homomorphism H1(E0;G)→ Hˇ1(E0;G) is an isomor-
phism since E0 is neighborhood retract, see for example [8,12]. Now E0 is a
Čech minimizer, E0 spans L in Čech homology, thus E0 spans L in singular
homology, and we get the conclusion.
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