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Multivariate calibration model aims to predict the expensive measures obtained by using the 
measures of a cheap and easy. There are several problems that often occur in the model calibration, 
among others, and multikolinear. To overcome these problems we used partial least squares method 
(PLS). The study was conducted to apply the PLS method on the data gingerol. Based on research 
conducted with the two components of the model obtained with the diversity of variable Y at 83.8032% 
and the diversity of variable X equal to 100%, and obtained for R2 = 83.8% and RMSE = 0.100891 
calibration data group and R2 = 84.2 % and RMSEP = 0.199939 for the validation data.
 






Model multivariate calibration bertujuan untuk menduga ukuran-ukuran yang mahal 
diperoleh dengan menggunakan ukuran-ukuran yang murah dan mudah. Ada beberapa masalah yang 
sering terjadi pada pemodelan kalibrasi, diantaranya )( pn <  dan multikolinear. Untuk mengatasi 
permasalahan tersebut maka digunakan metode partial least squares (PLS). Penelitian dilakukan 
untuk menerapkan metode PLS pada data gingerol. Berdasarkan penelitian yang dilakukan diperoleh 
model dengan 2 komponen dengan keragaman peubah Y sebesar  83,8032% dan keragaman peubah X 
sebesar 100% serta diperoleh untuk R2 = 83,8% dan RMSE = 0,100891 kelompok data kalibrasi dan 
R2 = 84,2%  dan RMSEP = 0,199939 untuk kelompok data validasi. 
 

















Model multivariate calibration merupakan bagian dari chemometric. Di mana chemometric 
merupakan disiplin kimia yang menggabungkan metode matematika dan statistika dengan kimia. 
Multivariate calibration bertujuan untuk menemukan model yang dapat digunakan untuk menduga 
ukuran-ukuran yang mahal diperoleh dengan menggunakan ukuran-ukuran yang murah dan mudah 
diperoleh secara tepat dan akurat. Secara umum multivariate calibration menggunakan formula 
matematika untuk menduga informasi pada Y, yaitu ukuran yang mahal, yang tidak diketahui 
berdasarkan informasi pada X, yaitu ukuran yang murah, yang tersedia. Formula matematika yang 
disebut model pada prinsipnya dibagi menjadi dua komponen, yaitu komponen struktur dan komponen 
sisaan. Komponen struktur adalah komponen yang menggambarkan variasi sistematik, sedangkan 
komponen sisaan adalah komponen yang menggambarkan perbedaan antara data dan komponen 
struktur (Martens dan Naes, 1989). Terdapat beberapa masalah dalam model multivariate calibration, 
diantaranya banyaknya pengamatan lebih kecil daripada banyaknya peubah dan 
multikolinear. Salah satu metode yang dapat digunakan untuk mengatasi kedua masalah di atas adalah 
metode partial least squares. 
)( pn <
 
Partial Least Squares (PLS) merupakan perpaduan antara Analisis Komponen Utama (AKU) 
dan regresi linear ganda (Abdi, 2003). PLS membentuk peubah bebas yang baru yang disebut faktor, 
peubah laten, atau komponen, di mana masing-masing komponen yang terbentuk merupakan 
kombinasi linear dari peubah-peubah bebas. Metode PLS mempunyai persamaan dengan Principal 
Component Regression (PCR). Persamaannya adalah keduanya menggunakan komponen sebagai 
peubah bebas. Adapun perbedaannya adalah komponen pada PCR hanya ditentukan dari peubah 
bebas, sedangkan komponen untuk PLS ditentukan oleh peubah bebas dan peubah respon. Tujuan 
utama dari PLS adalah membentuk komponen yang dapat menangkap informasi dari peubah bebas 
untuk menduga peubah respon (Hoskuldsson dalam Garthwaite, 1994). 
 
Jika , maka metode metode kuadrat terkecil tidak dapat digunakan (Naes, Isaksson, 
dkk., 2002). Hal ini dikarenakan matriks  singular. Sebaliknya, PLS dapat digunakan untuk 




FQTY +′=          (1) 
EPTX +′=          (2) 
dengan  adalah matriks komponen, P  dan  adalah matriks loading X dan Y,  dan  adalah 
vektor error (Boulesteix dan Strimmer, 2006). 
T Q E F
 
Metode PLS dapat dipandang sebagai metode yang membentuk matriks komponen T sebagai 
transformasi linear dari . X
XWT =          (3) 


















Komponen-komponen kemudian digunakan untuk pendugaan, dengan menggantikan X  sehingga 
diperoleh penduga kuadrat terkecil: 
YTT)T(Q 1' ′′= −ˆ .        (4) 
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−=          (6) 
di mana jx  adalah rata-rata nilai ijx , y  adalah rata-rata nilai  y. Sedangkan jxS  dan yS  adalah 


















∑ .        (8) 
 
Algoritma PLS  
  
Algoritma PLS tediri dari sebagai berikut. Pertama, transformasi peubah X  dan Y  menjadi 































. Kedelapan, menentukan skor , dengan persamaan *Y *T*
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, )ˆ(PRESS        (9) 
Dengan  adalah nilai peubah respon pada pengamatan ke-i, dan  adalah nilai dugaan  tanpa 
pengamatan ke-i. 
iy iiy −,ˆ iy
 
Model dengan nilai PRESS terkecil mengindikasikan kecilnya galat pendugaan dalam model 
sehingga suatu model dikatakan lebih baik jika nilai PRESS yang dihasilkan relatif lebih kecil. 
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Prosedur PRESS ditempuh melalui cara menyisihkan satu pengamatan, menduga modelnya dari 
amatan yang ada lalu menduga pengamatan yang disisihkan sebelumnya serta menghitung kuadrat selisih 
antara pengamatan dan dugaan. Prosedur ini dilakukan untuk setiap pengamatan. 
 
Langkah terakhir di dalam proses pembentukan model adalah validasi model regresi yang terpilih. 
Terdapat beberapa metode validasi, diantaranya membagi data menjadi dua bagian. Data bagian pertama, 
dinamakan model building set, digunakan untuk membangun model. Yang kedua, dinamakan validation or 
prediction set, digunakan untuk menguji model (Neter, dkk., 1990). 
 
Salah satu ukuran yang dapat digunakan untuk validasi model adalah dengan menghitung root 









2)ˆ(1         (10) 
dengan  adalah nilai peubah respon dalam kasus validasi ke-i,  adalah nilai dugaan dalam kasus 
validasi ke-i, dan n  adalah banyaknya pengamatan dalam kasus validasi. Model dikatakan valid jika 
memiliki nilai RMSEP yang kecil. 
iY iYˆ
 
Pendugaan model kalibrasi dengan menggunakan metode PLS telah banyak dilakukan. Di 
antaranya aplikasi PLS dalam penentuan Chlorogenic Acid pada sampel tanaman (Shao dan Zhuang, 
2004), dan aplikasi PLS yang didasarkan pada resolusi spektra Near Infrared (NIR) yang berbeda 
(Chung, Choi, Choo, dan Lee, 2004). Untuk penelitian kali ini, data yang akan digunakan adalah data 
gingerol pada rimpang jahe. 
 
Jahe merupakan salah satu dari beberapa tanaman yang digunakan  secara tradisional sebagai 
obat rematik, demam, radang, dan lain-lain. Rimpang jahe mengandung dua bagian utama, yaitu 
volatil (minyak esensial) yang memberikan aroma dan gingerol yang merupakan pembawa rasa pedas. 
Kandungan gingerol yang cukup tinggi pada rimpang jahe, menyebabkan jahe memiliki peranan yang 
sangat penting. Peranan penting yang dimaksud adalah peranan dalam dunia pengobatan baik 
pengobatan tradisional atau skala industri dengan memanfaatkan kemajuan teknologi. 
 
Data gingerol ini sebelumnya telah digunakan pada beberapa penelitian. Diantaranya 
digunakan untuk penerapan metode neural network dan principal component (Atok dan Notodiputro, 
2004), untuk penerapan PCR (Arnita, 2005), dan untuk penerapan Transformasi Wavelet Diskrit 
(TWD) dengan menggunakan mother wavelet Haar dan PCR (Sunaryo, 2005). Pada data gingerol, 
hasil yang diperoleh dengan menggunakan TWD-RKU lebih baik daripada yang diperoleh tanpa 
ditransformasi wavelet. Hal ini ditinjau dari kriteria Root Mean Squared Error Prediction (RMSEP). 
RMSEP untuk TWD-RKU adalah 0,1072, sedangkan RMSEP untuk RKU adalah 0,1430. 
 
Data gingerol merupakan salah satu contoh data yang mempunyai pengamatan lebih kecil 
daripada banyaknya peubah dan multikolinear. Karena tidak tertutup kemungkinan akan 
ditemukan data sejenis ini, maka perlu metode-metode untuk mengatasinya sehingga tujuan dari 
penelitian ini adalah menerapkan metode PLS untuk mengatasi masalah 
)( pn <






Data yang digunakan dalam penelitian ini merupakan data sekunder yang diperoleh dari 
peneliti terdahulu (Sunaryo, 2005). Data ini berupa data pengamatan senyawa aktif gingerol pada 
rimpang jahe. Alat yang digunakan untuk memperoleh kandungan senyawa aktif gingerol adalah 
HPLC dan FTIR. Hasil pengukuran bilangan gelombang dengan FTIR berupa data spektra % 
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transmitan. Setiap bentuk spektrum % transmitan dari FTIR akan mencerminkan gugus fungsi yang 
terdapat pada senyawa (dalam hal ini gingerol) dari suatu sampel rimpang jahe. Dengan menggunakan 
FTIR dihasilkan data spektra % transmitan sebanyak 1866 titik pada bilangan gelombang 4000-200 
cm-1 yang mencerminkan kadar gingerol. % transmitan sebanyak 1866 titik ini digunakan sebagai 
peubah bebas (X), sedangkan kadar senyawa aktif hasil pengukuran dari HPLC sebagai peubah respon. 
 
Dari penelitian sebelumnya, diketahui bahwa rimpang jahe mengalami masa simpan yang 
berbeda-beda pada tiap sampel (Sunaryo, 2005; Arnita, 2005). Lama masa simpan ini ternyata 
berpengaruh terhadap kadar gingerol yang dihasilkan. Oleh karena itu peubah dummy akan diikutkan 
dalam pendugaan model yang mencerminkan kelompok lama masa simpan. 
 
Lama masa simpan dikategorikan menjadi dua, yaitu masa simpan lama (kode 1) dan masa 
simpan sebentar (kode 0). Yang dimaksud dengan masa simpan lama adalah masa simpan yang lebih 
dari 3 bulan dan masa simpan sebentar adalah masa simpan yang kurang dari 3 bulan. 
 
 
Tabel 1 Dua Puluh Sampel Rimpang Jahe 
 
No Sampel Kadar Gingerol Masa Simpan Kode 
1 Suharsono1 0,63 10 bulan 1 
2 Suharsono2 0,53 10 bulan 1 
3 Dukuh1 0,72 10 bulan 1 
4 Dukuh2 0,78 10 bulan 1 
5 Suparno1 0,58 10 bulan 1 
6 Suparno2 0,53 10 bulan 1 
7 Karyo1 0,52 10 bulan 1 
8 Karyo2 0,54 10 bulan 1 
9 Haryono1 0,79 10 bulan 1 
10 Haryono2 0,78 10 bulan 1 
11 Mulyono1 0,63 10 bulan 1 
12 Mulyono2 0,63 10 bulan 1 
13 Sugandi1 0,78 10 bulan 1 
14 Sugandi2 0,79 10 bulan 1 
15 Majalengka1 1,26 < 3 bulan 0 
16 Majalengka2 1,6 < 3 bulan 0 
17 Balitro1 1,18 < 3 bulan 0 
18 Balitro2 1,14 < 3 bulan 0 
19 Bogor1 1,24 < 3 bulan 0 
20 Bogor2 1,07 < 3 bulan 0 
 
 
Penelitian ini dilakukan dengan langkah-langkah sebagai berikut. Pertama, membagi data 
menjadi dua bagian. Lima pengamatan yang dipilih secara acak digunakan untuk validasi model. Lima 
belas pengamatan digunakan untuk membentuk model multivariate calibration. Kedua, membentuk 
model multivariate calibration dengan menggunakan metode PLS. Peubah dummy diikutkan. Ketiga, 
menentukan banyaknya komponen pada metode PLS dengan menggunakan akar rataan PRESS. 
Keempat, menghitung RMSE dan 2R  untuk kelompok data kalibrasi dan kelompok data validasi. 
 
 
HASIL DAN PEMBAHASAN 
 
 
Dari dua puluh pengamatan, akan digunakan lima belas pengamatan untuk pengembangan 
model kalibrasi dan lima pengamatan untuk validasi model. Peubah bebas yang akan digunakan adalah 
1867, karena peubah dummy, yaitu lama masa simpan rimpang jahe diikutsertakan. Karena pn < , 
maka koefisien-koefisien dugaan yang dihasilkan untuk masing-masing parameter akan beragam. 





Gambar 1 Spektra % Transmitan 1866 Titik 
 
 
Hasil metode PLS beserta nilai keragaman % transmitan ( X ) dan hasil pengukuran 
konsentrasi senyawa aktif gingerol rimpang jahe menggunakan HPLC ( Y ) dapat dilihat pada Tabel 2. 
Berdasarkan tabel tersebut, terlihat bahwa kenaikan tertinggi (80,1459 %) untuk nilai keragaman 
peubah Y diperoleh untuk 2 komponen. Sedangkan untuk peubah X , persentase keragamannya telah 
mencapai 100%  untuk 2 komponen.   
 
 
Tabel 2 Banyaknya Komponen Hasil Metode PLS 
 
X  Y  Banyaknya 
Komponen %keragaman %kumulatif %keragaman %kumulatif 
ARP 
1 99,9472 99,9472 3,6574 3,6574 1491,05 
2 0,0528 100,0000 80,1459 83,8032 419,46 
3 0,0000 100,0000 0,9051 84,7083 4587,61 
4 0,0000 100,0000 4,6441 89,3525 6064,04 
5 0,0000 100,0000 1,9416 91,2940 5903,39 
6 0,0000 100,0000 0,7553 92,0493 5151,60 
7 0,0000 100,0000 1,5210 93,5703 5545,45 
8 0,0000 100,0000 1,5600 95,1303 5607,66 
9 0,0000 100,0000 3,3492 98,4795 6383,45 
10 0,0000 100,0000 0,7651 99,2446 7949,03 
11 0,0000 100,0000 0,3866 99,6312 8799,50 
12 0,0000 100,0000 0,2667 99,8979 8799,50 
13 0,0000 100,0000 0,1018 99,9997 8799,50 
14 0,0000 100,0000 0,0003 100,0000 8799,50 
15 0,0000 100,0000 0,0000 100,0000 8799,50 
 
 
Nilai akar rataan PRESS (ARP) yang dihasilkan adalah sangat tinggi. Untuk nilai ARP yang 
tertinggi adalah 8799,50 yang diperoleh untuk 11, 12, 13, 14, dan 15 komponen. Sedangkan nilai ARP 
terkecil adalah 419,46 yang diperoleh untuk 2 komponen. Jika didasarkan pada nilai ARP terkecil, 
maka yang digunakan adalah sebanyak 2 komponen. Dengan 2 komponen, model telah dapat 
menjelaskan sekitar 83,8032 % dari keragaman peubah Y dan 100 % dari keragaman peubah X. 
 
 

















Gambar 2 Plot Y  dengan Y  untuk Kelompok Data ˆ
  Kalibrasi  dengan Metode PLS 
 
 
Berdasarkan komponen yang telah diperoleh, maka akan dicari nilai-nilai dugaan untuk 
peubah Y. Nilai dugaan peubah Y diperoleh dengan mengalikan koefisien-koefisien dugaan dengan 
nilai-nilai peubah X. Nilai-nilai dugaan peubah Y untuk kelompok data kalibrasi dan kelompok data 
validasi dapat dilihat pada Tabel 3. Plot untuk Plot Y  dengan Y  untuk kelompok data kalibrasi dan 
kelompok data validasi dapat dilihat pada Gambar 2 dan 3. 
ˆ
 
Tabel 3 Nilai Y  dan Y  untuk Gingerol Rimpang Jahe dengan Metode PLS ˆ
 
Kelompok Data Kalibrasi Kelompok Data Validasi 
Kadar Gingerol dari 
HPLC (%) 
Dugaan (%) Kadar Gingerol dari 
HPLC (%) 
Dugaan (%) 
0,63 0,62998 0,72 0,67301 
0,53 0,67301 0,52 0,67300 
0,78 0,67300 0,63 0,67300 
0,58 0,67300 1,60 1,18750 
0,53 0,67300 1,14 1,18750 
0,54 0,67300   
0,79 0,67300   
0,78 0,67300   
0,63 0,67300   
0,78 0,67300   
0,79 0,67300   
1,26 1,18750   
1,18 1,18750   
1,24 1,18750   
1,07 1,18750   
 
 
Berdasarkan nilai-nilai dugaan tersebut diperoleh untuk kelompok data kalibrasi, 
 dan RMSE = 0,100891. Sedangkan untuk kelompok data validasi diperoleh 



















Gambar 3 Plot Y  dengan Y  untuk Kelompok Data ˆ






Dari penelitian yang dilakukan maka diperoleh kesimpulan sebagai berikut. Pertama, 
penerapan metode PLS pada data gingerol diperoleh model dengan 2 komponen dengan keragaman 
peubah Y sebesar  83,8032 % dan keragaman peubah X sebesar 100%. Kedua, dengan 2 komponen 
diperoleh untuk  dan RMSE = 0,100891 kelompok data kalibrasi dan  
dan RMSEP = 0,199939 untuk kelompok data validasi. 
%8,832 =R %2,842 =R
 
Jika dilihat dari kriteria R2 dan RMSE, baik untuk data kalibrasi maupun data validasi, maka 
model dengan 2 komponen bisa dikatakan baik. Tetapi jika dibandingkan dengan penelitian yang 
dilakukan oleh Sunaryo, maka R2 dan RMSE dengan metode TWD-PCR masih lebih baik. Sunaryo 
melakukan penelitiannya dengan mentransformasi data gingerol menggunakan wavelet. Hal ini 
dilakukan dengan pertimbangan adanya noise sehingga untuk penelitian selanjutnya bisa dilakukan 
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