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Abstract-we consider the self-adjoint second order scalar difference equation 
A(r,Azc,) + P~G+I = 0, 
and the matrix system 
A(&xAX,) + P,-&+I = 0, 
where {rn}r, {Pi}:, ({%I?, {pn>F) are sequences of real numbers (d x d Hermitian matrices) 
with r, > 0, (R,, > 0). We obtain some new oscillation criteria through change of variable techniques 
combined with consideration of (1) and (2) as perturbations of the cases p, = 0 (Pn = 0). 
(1) 
(2) 
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1. INTRODUCTION 
We are mainly concerned with the oscillation of solutions of the following self-adjoint second 
order difference equations 
A(rnA4 + pnx,+r = 0, n L 0, (1.1) 
A(&zAX,) + p,X,+r = 0, n 2 0, (1.2) 
where A is the forward difference operator, Azc, = r,+r - 2, and r = {rn}T=s and p = {pn},“_, 
are sequences of real numbers with r, > 0, n 2 0, R = {Rn}rco and P = {Pn}rzo denote 
sequences of d x d Hermitian matrices with R, > 0, n 2 0. We remark that Hermitian matrix 
inequalities A > 0 (A 2 0) are referred to in the sense of positive (nonnegative) definiteness. 
A solution X of (1.2) is called prepared if 
X:(&AX4 = (&AXn)*Xn, n > 0. 
As in [l], it may be easily shown that X is prepared, if and only if, X;+,R,X, is Hermitian for 
n > 0. We shall, moreover, restrict attention to prepared solutions of (1.2) for which the 2d x d 
augmented matrix 
(<I$ 
has full rank in order to avoid inconvenience in applying the Sturm Theory. 
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A real solution z = {z~}~=, of (1.1) (prepared solution X = {X~}~=, of (1.2)) is called 
nonoscillatory if there exists N 2 0 such that 2,x,+1 > 0 (resp., X:+,&X, > 0, or equivalently, 
R,X,+rX;l is Hermitian and > 0 [l, Lemma 1.1,1.2]) for all n 2 N and is oscillatory otherwise. 
It is well known that either all solutions of (1.1) (prepared solutions of (1.2)) are oscillatory or 
none are [1,2]. 
The oscillation and nonoscillation of solutions of (1.1) end (1.2) have been extensively studied 
by many authors [l-9]. For (1.1) to be oscillatory, one of the authors [4] has recently obtained 
a necessary and sufficient condition purely in terms of the coefficients r and p. However, since 
this condition involves individual values of r and p, it seems not easy to verify in many cases. 
Therefore, it still seems worthwhile to establish better sufficient conditions for oscillation in terms 
of the smallness of p in (1.1) (resp., P in (1.2)). I n many previous results, such conditions are 
usually imposed on r and p (resp., R and P) separately, i.e., a growth condition on r (resp., R) 
and a smallness condition on p (resp., P), often one of which affects the other (see [1,3,5,6]). 
This is mainly because of a significant difficulty in dealing with discrete equations: we cannot 
make a change of independent variable to eliminate r in (1.1) as is easily done in the theory of 
differential equations. 
In this paper, instead of the growth of r, as n --+ co, we will consider the series C” l/r,, 
which either converges or diverges. We will give general oscillation results in the case where 
C” l/rn diverges, and reduce the convergence case to the divergence case by means of change 
of variables. In other words, we will remove all growth conditions on r, and some illustrative 
examples will show that our overall oscillation criteria will significantly improve the previous 
results in [1,3,5,6]. 
Weighted averaging and discrete Riccati techniques will be used. Furthermore, one of our basic 
ideas is to view (l.l), (1.2) as perturbations of the nonoscillatory equations 
A(rnALd = 0, (1.3) 
A(R,AZ,) = 0, (1.4) 
respectively. Our results can, therefore, be extended to more general equations 
NT&4 + (fn + P&,+I = 0 and (1.5) 
A(RnAXn) + (K + P,z)X,+i = 0 (1.6) 
under the assumptions that equations 
are nonoscillatory. 
2. SCALAR CASE 
Suppose that (1.7) is nonoscillatory and t = {&},“,a is the principal solution of (1.7) (see, for 
example, [3,9]). Without loss of generality, we assume 
It is well known that [3,9] 
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To eliminate f in (1.5), viewing (1.5) as a perturbation of (1.7 ), we let 
xn = EnYn. (2.2) 
Then we are lead to the following equation in terms of y, 
with the property (2.1). Obviously, the oscillation of (2.3) is equivalent to the oscillation of (1.5). 
For equation (l.l), i.e., fn = 0, if 
F-$X, (2.4) 
then the principal solution of (1.3) is & E 1 and so equation (2.3) is (1.1) itself. In the case 
where 
(2.5) 
the principal solution of (1.3) is 
(2.6) 
and (1.1) can be reduced by the transformation (2.2) to equation (2.3) with (2.1) holding, where 
& is defined by (2.6). Note that (2.3) and (1.1) are of the same form and therefore in what 
follows, we need only consider the equation (1.1) for which (2.4) holds. 
Set 
rnfk 
21, = - 7 
2, 
whenever x, # 0. Then u, satisfies the following Riccati equation 
Au,+&- +pn = 0, 
12 n 
(2.7) 
as long as u, is well defined. 
The following result can be found in many references, for example, [3]. 
LEMMA 2.1. If (1.1) is nonoscillatory, then there exists a sequence u = { u,}rzN with u, > -r, 
for n 2 N for some N 2 0, satisfying (2.7). Conversely, if there exists a sequence u, > -r, such 
that 
Au,+-& fpn IO, (2.8) 
72 n 
holds for n 2 N 2 0, then (1.1) is nonoscillatory. 
We are now in a position to establish a general result using a weighted averaging technique. 
To this end, we will denote by 3 the set of all sequences b satisfying b, > 0, n = 0, 1,2, . . . , and 
Fb,=+m, 
n=O 
and denote the partial sum of b E 3 by 
72-l 
B, = c bk. 
k=O 
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THEOREM 2.2. Suppose that (2.4) holds. If (1.1) is nonoscillatory and there exists a sequence 
b E 7 and a positive constant it4 such that 
then the following statements are equivalent: 
G) 
(ii) 
(iii) 
n-1 k-l 
dFwBil 1 bk c pj = c (finite). 
k=O j=O 
n-l k-l 
hrrizf B,l c bk Cpj > --CO. 
k=O i=o 
For any nonoscilkkory solution x of (l.l), x,x,+1 > 0, n 2 N for some N 2 0, the 
sequence un = rnAxn/x, > -r, (n > N) satisfies 
co 
c * k=N uk +rk 
PROOF. Obviously, (i) + (ii). 
(ii) ===+ (iii): From (2.7) we have 
n-1 n-1 
%I 
4 
-UN+ c - 
kzN uk + rk 
+ c Pk = 0, 
k=N 
(2.12) 
(2.13) 
and 
n-1 n-1 k-l 
Bil c bk(-Uk) = Bcl c bk c & + Bil ng bk ‘2 pj - BL1(Bn - BN)UN. (2.14) 
k=N k=N j=Nj 3 k=N j=N 
Suppose to the contrary that 
n.*=m. ?l 12 
Then it follows from (2.11), (2.14) and (2.15) that 
(2.15) 
n-1 
,‘iim_B;’ c bk(-Uk) = Co, 
k=N 
(2.16) 
and for all large n, say, for n 2 Nr > N, 
n-1 
c bk(-Uk) > ; g bk E & =: ;$. 
k=N k=N j=N 3 3 
(2.17) 
Since for all large n, (i.e., say for n 2 Nl), 
7X-l 
b-u,) < bnrn 5 44 I c bk(-uk), 
k=N 
we have for n 2 Nr 
2 bk(-uk) [ 5 bk(-Uk) + bn(-4 > 
k=N k=N 1 
i 2 [gbk(-Uk)12. (2.18) 
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Let J = {k E [N, n - 11; U& 5 0). Then (2.16) implies that J # 0 for all large n (say, for n 2 Nr). 
From (2.9) and the Schwarz inequality we have 
F’rom (2.18) and (2.19) for n 2 Nr, we obtain 
A&, 
a 
n’=B,,-B~=B,-B~ 
8M 
=- 
sd%+1 
Since S,, + 00 as n + 00, we have 
co 
c a, 5 8MSit < 00. 
n=Nl 
On the other hand, since Bn+l - B, = an(Bn - BN) 
B n+l - BN = (1 + an)& - BN), 
= (I + a,)(1 + a,-I)(&-1 - BN) = e-0 
= (BN~ - BN) fi (I+ ak), 
k=Nl 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
since a, 2 0, (2.21) implies that a, +Oasn+ooandCOOaz<oo.Thus,weget 
00 
l-b 1 + ak) < 00. 
k=Nl 
(2.23) 
Combining (2.22) and (2.23) produces the boundedness of B,, a contradiction. This shows that 
(2.12) holds. 
(iii) ~ (i): We will show that 
n-l 
,b& Bil c bk(--uk) = 0. 
k=N 
It suffices to show that 
n-l 
& := B,’ c b&c( + 0, asn+oo. 
k=N 
If c” bklukl < 00, then (2.25) is obvious, so we may suppose 
(2.24) 
(2.25) 
2 bk,Uk, = 00. (2.26) 
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By the Schwarz inequality and (2.9), we have 
n-1 n-1 
5 Bc2 c bk c bkYk(Uk + Tk), 
k=N k=N 
6B.‘{~bk~k~Uk~+~~~k}. 
k=N k=N 
and hence, 
n-1 n-1 n-1 
b, 5 c bk’-Yklukl + M c Tk c bklUkl 
k=N k=N k=N 
-1 
1 . 
(2.27) 
(2.28) 
By (2.26) and (2.28), 
By Stol’z theorem (a discrete version of 1’Hospital’s rule) and (2.27), we obtain 
= lim bin = 0. 
71-00 
Therefore, (2.25) and hence, (2.24) are valid. 
Letting n + co in (2.14) and using (2.24) and (2.12), we have (2.10), and the proof is complete. 
The following corollary is immediate. 
COROLLARY 2.3. Suppose that there exists a sequence b E 3 such that (2.9) holds. Then (1.1) 
is oscillatory if either 
n-1 k-l n-1 k-l 
-oo<l$-ri-rifB;‘~bk~pj <li~_s~pB~‘~bk~pj 
k=O j=O k=O j=O 
n-1 k-l 
,‘laB~‘~bk~pj ~00. 
k=O j=O 
(2.2% 
(2.29)2 
The next result is an analogue of Theorem 2.1 in [5]. 
THEOREM 2.4. If(l.l) is nonoscillatory and (2.9) holds for some b E 3 with 0 5 b 5 1, then for 
any CY 2 0 the following are equivalent. 
n-1 
(i) limsup BilPa c bk 
7X-M k=O 
n-1 k-l 
(ii) lim_i;f BnlmQ c bk c pj > --oo. 
k=O j=o 
(iii) For any solution x with x,x,+1 > 0 for n 1 N 2 0, the sequence u, = r,Ax,/x, satisfies 
n-1 k-l 
lim sup B;lPa 
n-cc 
c bk c & < 00. 
k=N j=NJ 3 
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PROOF. Obviously, (i) * (ii). The proof of the fact that (ii) 
steps in the proof of Theorem 2.2. 
To prove (iii) & (i), it suffices to show that 
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I (iii) follows the corresponding 
(2.30) 
k=N 
for some Ml > 0 and all n > N. Let bin = ?A:/(% + r,). From (iii), there is M2 > 0 such that 
7X-l k-l 
c bk c rj 5 M2B;+? 
k=N j=N 
(2.31) 
For any large n, since b E 3 and bk I 1, there exists an m > n such that 
2B, 5 B, 5 3B,. (2.32) 
Since 
n-1 k-l n-1 k-l m-1 k-l 
xbkxyj= ~bk&j+~bk~7j~ 
k=N j=N k=N j=N k=n j=N 
n-l 
L (Bm - Bn) c rj, 
j=N 
from (2.31) and (2.32), we have 
n-1 
Bia Cyj I: M2 B BmBm 
1+a 
<MS, 
j=N m 
(2.33) 
for some Ms > 0. Without loss of generality, we assume 1” bk juk( = co. Then, we have 
[~bk,uk,]2 = [gbk(,l, +rk))‘“12, 
<Bn [~7*bk,~k,+M~Tk], 
k=N k=N 
-%a& [gbkbk,+M], 
n-1 n-1 
5 2% c ?‘k c bkb‘kl, 
k=N k=N 
and hence, 
n-1 n-1 
B;l-a c bklUk[ < 2B,* c yk 5 2Mz., 
k=N k=N 
which gives (2.30) with MI = 2Ms. The proof of Theorem 2.4 is complete. 
THEOREM 2.5. Let (2.9) and (2.11) hold for some b E 3. 
(i) If (1.1) is nonoscillatory, then there exists a sequence u, u, > -r, for n > N for some 
N 2 0, such that 
n-1 
U n=c-~Pk+~--$-+ (2.34) 
k=O 
where c is the constant in (2.10). 
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(ii) If there exists a sequence 21, 21 n > -T,, for n 2 N 2 0 and a constant c such that either 
’ 
Or (2.35) 
’ 
(2.36) 
then (1.1) is nonoscillatory 
PROOF. (i) By Theorem 2.2, the limit c in (2.10) exists and 
n-1 k-l n-1 k-l N-l k-l N-l 
,lFmBzml c bk c Pj = &&%’ ~bk~pj- CbkCPj-(Bn-BN) Cp.i 
k=N j=N k=O j=O k=O j=O j=O 1 
N-l 
= c- C Pj. 
j=l 
Letting n + 00 in (2.14), using (2.12) and (2.24) and then replacing N by n, we obtain (2.34). 
(ii) Let yn be the sum in (2.35). Then 
Ayn = -p,, - & YZ < -p, - - 
71 n Yn+m’ 
since either un 2 yn 2 0 or u, 5 yn < 0. Consequently, (1.1) is nonoscillatory by Lemma 2.1. 
The condition (2.9) implies (2.4) and seems to be quite strong. But since we have only required 
that the sequence T satisfies (2.4), (2.9) is basically a requirement for the sequence b E F. 
Furthermore, under condition (2.4) such sequences satisfying (2.9) exist, say, b, = l/r, or b, = 
max {1,1/r,}. A particular choice of b enables us to obtain the following result. 
COROLLARY 2.6. Let (1.1) be nonoscillatory. Let 8, be defined by (2.1), where <,, = 1 if (2.4) 
holds and &, is defined by (2.6) if (2.5) holds. Then the following are equivalent. 
6) 
(ii) 
(iii) 
c t$+l pj = c (a a finite number) (2.37) 
(2.38) 
For any nonoscillatory s&Son 2, xnxn+r > 0 for n > N 2 0, the sequence u, := 
T,&&+IAx~/x, > -T&&+I (n L N) sat&h 
,$ uk + $k<k+l < O”’ 
(2.39) 
PROOF. This is a consequence of Theorem 2.2 if we choose b, = l/(rn&$&+r). 
Similar to Corollary 2.3, several sufficient conditions for oscillation can be drawn from Corol- 
lary 2.6. For instance, we have 
COROLLARY 2.7. If C” l/r, = 00 and 
2 Pn = 00, 
n=O 
(2.40) 
or & := cE,(l/Tk) < 00 and 
then (1.1) is oscillatory. 
(2.41) 
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EXAMPLE 1. Consider A(rPAz,) + n-8~,+i = 0. By Corollary 2.7, if (T < 1 and p < 1, then 
the equation is oscillatory. If u > 1, then cn = c,” km0 = O(nl-u) and <z+in-fl = 0(n2-2u-~). 
Hence the equation is oscillatory provided p I 3 - 20. Applying Corollary 2.2 in [5] to this 
equation with 0 = 1, and for any value (Y 2 0, we can only get the region p < 3 for oscillation. 
It is also difficult to use Theorem 3 in [4] or Theorem 5.2 in [lo] to get the same conditions for 
oscillation. 
3. MATRIX CASE 
We first recall some basic facts in matrix theory, which we will use in this section. 
Let A, B, C, etc., be d x d matrices. If A is Hermitian, i.e., A* = A, the eigenvalues of A are 
denoted by 
Xi(A) L AZ(A) 1 --. 1 Xd(A), 
and the trace of A satisfies 
d 
tr A = x&(A). 
i=l 
If A* = A, B* = B, A 2 0, B 2 0, then 
tr AB 2 f: &(A)&_i+l(B) 
i=l 
2 Ad(B) f:&(A) = &j(B) tr A. 
i=l 
We also have (for Hermitian A and B) 
Xl(A + B) I Xl(A) + b(B). 
If A* = A > 0, then 
1 
Ad@-‘) = x~(A)’ 
The spectral norm of any matrix A is defined by 
(3.1) 
(3.2) 
(3.3) 
(Al = [&(A*A)]“~. 
In what follows, the norm of a matrix will refer to the spectral norm. For any Hermitian matrix A, 
we have as a consequence 
(XI(A))~ 5 IAl = AI 5 tr (A2). (3.4) 
We shall now consider the matrix differential equations 
WLA-G) + (4 + pn)Xn+l = 0, v-4 
A(&dZn) + 4A+l= 0, (14 
and we shall suppose that (1.8) is nonoscillatory with Z = { Zn},“,e the principal solution of (1.8). 
Without loss of generality, we may assume det Z, # 0 for n > 0. It is known that 
n-l 
I 
-1 
lim C (Zz+rRkZk)-l = 0, 
n-C0 
k=O 
(3.5) 
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or equivalently, 
n-1 
lim Xd 
n-03 c (Z;+&Zk)-l 
= 00. 
k=o 
(3.6) 
If we let 
X, = Z,Y,, (3.7) 
then the d x d matrix sequence Y satisfies 
A(Z;t+1 &Z,AY,) + Z;+lP,Z,+lY,+l = 0. (3.8) 
In other words, we can always reduce (1.6) to an equivalent equation (3.8) (with regard to 
oscillation) where the “mass” sequence Zz+,R,Z, satisfies (3.5) or (3.6). 
For the equation 
A(%AX,) + P,X,+l = 0, 
we may assume 
n-1 -1 
lim 
( ) 
c Ril = 0, 7L-+oo 
k=O 
in which case, Z, = I (d x d identity matrix) is the principal solution of 
A(R,AZ,) = 0. 
Otherwise, i.e., if 
(1.2) 
(3.9) 
(1.4) 
liminf Ad 
Tl-m 
(3.10) 
then we can find the principal solution Z, of (1.4) and hence the change of variables (3.7) leads 
to (3.8) where (3.5) is valid. 
Suppose that (1.2) is nonoscillatory and X is a prepared solution with 
RnX,+lX;l > 0 for n 2 N 10. We define the Riccati difference operator by 
U, = (RnAXn)X;‘, n 2 N. (3.11) 
It is well known [l] that U,, is Hermitian and satisfies the Riccati difference equation 
Av,+v,(u,+R,)-‘u,+P,=O, n > N. (3.12) 
LEMMA 3.1 [ 1, THEOREM 2. l] . Equation (1.2) is nonoscillatory if and only if there exists a 
sequence U of d x d Hermitian matrices with U,, > -R, for n 2 N for some N > 0 satisfying 
(3.12). 
The following result is a generalization of Theorem 2.2 to the matrix case. 
THEOREM 3.2. Suppose that (3.9) holds and (1.2) is nonoscillatory. If there exists a sequence 
b E 3 and a constant M > 0 such that 
b,trR, 5 M, (3.13) 
then the following are equivalent 
(i) &T& $- nel bkT$I Pj = c (a constant matrix). 
n k=l 
k-l 
(ii) lirmrizf $ ncl bk c trPj > -co. 
n k=l j=l 
(iii) For any nonoscillatory 
U, = (RnAX,)X,l > 
(3.14) 
(3.15) 
prepared solution X,, Xz+,R,X, > 0, n > N > 0, the sequence 
-R,, n 2 N, and satisfies 
2 tr [uk(uk f f?kplUk] < CO. (3.16) 
k=N 
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PROOF. Obviously, (i) --r’ (ii). 
(ii) + (iii): It is known that U,, is Hermitian and U, > -R, for n 2 N (see [I]). Then we 
let 
and then from (1.2), we have 
IV, = U,z(U, + R,)-‘Un, 
n-l n-1 
&-UN+ cwk+ x%=0, 
k=N k=N 
(3.17) 
and hence, 
n k=N n k=N j=N j=N 
(3.18) 
Suppose to the contrary that 
00 
c trwk =oO. (3.19) 
k=N 
Then from (3.15), (3.18) and(3.19), it follows that 
n-1 
;i$ $ c bk tr (-uk) = O7 
n k=N 
and, for all large n, say, n > N, 
n-1 
c bktr (-uk) > i 2 bk 5 tr wj =: f S*. 
k=N k=N j=N 
Since for all large n, say, n 2 Ni, 
n-1 
b,tr(-Un) 5 b,trh <M 5 c bktr(-uk), 
k=N 
we have 
2 bktr(-Uk) [z bk tr (-uk) + bn tr (-un) 
k=N k=N 1 
5 2 [gbktr(-uk)]‘, 
By the properties of traces and (3.1), 
trwk = tr [u;(uk + Rk)-I] > tr(u/f)& [(uk + &)-‘] 
= tr (W 
h(uk + Rk)’ 
Since 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
tr(u,2)=f:(h(Uk))2> f 
i=l 
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we get from (3.23) that 
(tr Uk)” I d(tr Wk) Xr(Uk + Rk). (3.24) 
Let J, = {k E [N, n - 11, tr uk I 0). Then (3.19) implies that J, # 0 for all large n. Since for 
n 2 N, CL:& bk tr (-uk) > 0, by (3.22), we obtain 
5 ~b~tr(uk+Rk)~dtrWk 
Jr% J, 
5 d~b~tr&~ trwk 
-7, J, 
n-1 n-1 
IMd~bk~ trwk 
k=N k=N 
= Md(& - BN) 
n-1 
bn 
bn c trwk 
k=N 
< Md(B, - BN)AS~ < MdAS, 
- 
b, - a, ’ 
(3.25) 
where 
b, AB, 
a,=-_=_. 
B, B, 
(3.26) 
From (3.25) and (3.22), 
(3.27) 
BY (3.17), S, --+ooasn+co,so 
00 
c a < aMd n_-<co. 
n=N SN 
(3.28) 
Following the steps in the proof of Theorem 2.2 after obtaining (2.21), we can similarly show that 
{B,} is bounded above. This contradiction gives (3.16). 
(ii) & (i): Let 
n-1 
ha = c bklukl. 
k=N 
We will show that 
ilmg = 0. 
It 
If c” bklukl < 00, then (3.29) is obvious. We now assume 
lim pn = 5 bkju,j = 00. 
n-we 
k=N 
(3.29) 
(3.30) 
Since by (3.4) 
tr (u,“) = f: (h(uk))’ 2 Iukj2 2 (h(uk))2, 
i=l 
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it follows from (3.23) and (3.2) that 
IUk[2 I tr(Ui) I (trWk)Xl(Uk + Rk), 
5 trWk(Xl(Uk) + AI(R 
Using (3.13), we obtain 
5 Bn c bk(trWk)(h(Uk) + AI(R 
k=N 
I B, 
n-1 
(trWk)bkh(Uk) + M c b-h%’ 1 , 
Lk=N 
rn--l 
k=N J 
n-1 1 
5 B, 1 C(trWk)bklUki +M c trwkl , 
Lk=N k=N J 
and hence, 
+ 2 trwk] 
k=N 
By Stolz’s criterion, from (3.16) and the assumption (3.30), we get 
n-l 
k=N 
(3.31) 
(3.32) 
(3.33) 
From (3.32) and (3.33), (3.29) follows immediately. Since (3.16) implies that c” wk converges, 
letting TX --+ co in (3.18), we then obtain (3.14). I 
As an immediate consequence, we have the following oscillation criterion. 
COROLLARY 3.3. Suppose that (3.9) holds and there exists a b E 3 such that (3.13) and (3.15) 
hold. If the limit in (3.14) does not exist (finite), that is, there exists an i, 1 5 i I d, such that 
either 
(3.34) 
then (1.2) is oscillatory. 
, (3.35) 
REMARK. Suppose that (3.9) holds, and (3.13), (3.15) are valid for some b E 3. Some easy-to- 
verify criteria of oscillation can be obtained from Corollary 3.3. We list some as follows 
n-l k-l 
(i) Set c, = B,‘zbkx Pj. If 
k=O j=O 
limsupJ(C,)ijI = 03, 
TL’CO 
(3.36) 
for some 1 5 j, j 5 d, then (1.2) is oscillatory. 
(ii) If one of the elements of C,, oscillates (does not have a finite limit) as n 4 00, then (1.2) 
is oscillatory. 
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(iii) If 
n-1 k-l 
limsupB,‘~bk~trpj=m, 
71.-C% k=O j=o 
(3.37) 
then (1.2) is oscillatory. 
THEOREM 3.4. Suppose that (3.9) holds and there exists a b E F such that (3.13) and (3.15) 
hold. Then (1.2) is nonoscillatory if and only if there exists a sequence 
u = {un};& of Hermitian matrices with U,, > -R, for n 2 N for some N 2 0 satisfying 
n-1 
(i,=c-xPk+FUfi(Uk+Rk)-%k, 
k=O k=n 
n 2 N, (3.38) 
where C is defined in (3.14). 
In view of Theorem 3.2, the proof of Theorem 3.4 is similar to that of Theorem 2.8 in [l] and 
hence is omitted. I 
Under the assumption (3.9)) many choices of b E 3 satisfying (3.13) are available. For instance, 
suppose that there exists K 2 1 such that 
h(h) 5 KM&), for n 2 0. (3.39) 
Since (3.9) implies that 
lim &j 
71’00 
(3.40) 
in this case, we can choose b, = &(R;l). Hence, 
and 
n-1 
c bk < Ad asn-+oo. 
k=O 
The following examples show how to choose appropriate sequences b in the case where (3.39) 
is not valid. 
EXAMPLE 2. In (1.2), let 
Taking b, = i, we conclude from (3.36) or (3.37) that (1.2) is oscillatory if ,B 5 1. 
EXAMPLE 3. Let R, = where qn = CT=“=, kT2 is the principal 
solution of (1.4). Let P, = n-0 in (1.2). Then, we have in (3.8), 
Since qn # 0, qn = O(i) and n2q,q,+l = O(1) as n -+ 00, we may let b, = l/n and ascertain 
the oscillation of (1.2) if p 5 1 by (3.36). 
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