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Abstract
Balanced sampling plans excluding contiguous units (or BSEC) were ﬁrst introduced by Hedayat,
Rao and Stufken in 1988. In this paper, we discuss these designs having cyclic automorphisms. We
use Langford sequence to construct all admissible cyclic BSEC (or CBSEC) of block size 3. As
consequent we obtain that the existence spectrum of a CBSEC(v, 3, ) are either v ∈ {1, 3}, or v9
and (v − 3) ≡ 0 (mod 6) but v /≡ 2 (mod 4) when  ≡ 2 (mod 4).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Balanced sampling plans excluding contiguous units (BSEC) were ﬁrst introduced in
1988 by Hedayat et al. [4]. These designs can be used for survey sampling for estimating
a population mean when the units are arranged in a one-dimensional ordering and the
contiguous units in this ordering provide similar information. It was shown in [4] that such
designs lead to a considerable reduction in the variance of the Horvitz-Thompson estimator
(see, [6]) of the population total, as compared with simple random sampling. Hedayat et al.
[4,5] have suggested some biased estimators of the corresponding variance, but little work
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has been done in this area. The properties and constructions of these objects have been
discussed in several papers [4,5,7,9].
In this paper we are mainly interested in investigating the constructions and the existence
of BSECs having cyclic automorphisms, because of their good algebraic structure and their
very clear advantage over non-cyclic BSECs in the identiﬁcation of the supports. We need
to introduce some notions and notations.
Let X = {x0, x1, . . . , xv−1}. If X is cyclically ordered, then xi and xi+1 are said to be
contiguous points for all i such that 0 iv − 2, as are xv−1 and x0. Here is the formal
deﬁnition of BSEC.
Deﬁnition 1.1. A BSEC(v, k, ) is a pair (X,B), where X is a set of v points (units) in
cyclic ordering and B is a collection of k-subsets of X called blocks, such that any two
contiguous points do not appear in any block while any two non-contiguous points appear
in exactly  blocks.
BSEC of block size three were discussed in [2,3]. Colbourn and Ling [2] gave a complete
solution for the existence of a BSEC(v, 3, ).
Theorem 1.2 (Colbourn and Ling [2]). A BSEC(v, 3, ) exists if and only if either v ∈
{1, 3}, or v9 and (v − 3) ≡ 0 (mod 6).
Let Zv = {0, 1, . . . , v − 1} denote the cyclic additive group of order v and (X,B) be
BSEC(v, k, ). If Zv is an automorphism group of the BSEC(v, k, ), then we call (X,B)
a cyclic and denote it by CBSEC(v, k, ).
In [10], Wei proved that the necessary conditions for the existence of a CBSEC(v, 3, )
with  = 1, 2 are sufﬁcient. We quote the result as follows.
Theorem 1.3 (Wei [10]). Let v9. A CBSEC(v, 3, 1) exists if and only if v ≡ 3 (mod 6),
and a CBSEC(v, 3, 2) exists if and only if v ≡ 0, 3 or 9 (mod 12).
In this paper, we use Langford sequence to construct a CBSEC(v, 3, ) for all admissible
parameters v and .
2. Constructions of CBSEC
First we give the necessary conditions for the existence of a CBSEC(v, 3, ). In [1], it is
proved that there does not exist a CBSEC(v, 3, ) when v ≡ 2 (mod 4) and  ≡ 2 (mod 4).
Combining with Theorem 1.2, we have the following lemma.
Lemma 2.1. If a CBSEC(v, 3, ) exists, then either v ∈ {1, 3}, or v9 and (v − 3) ≡
0 (mod 6) but v /≡ 2 (mod 4) when  ≡ 2 (mod 4), which produces six cases:
(1) v ≡ 3 (mod 6) and v9 when  ≡ 1, 5 (mod 6);
(2) odd integer v9 when  ≡ 3 (mod 6);
(3) v ≡ 0 (mod 3) and v9 when  ≡ 4, 8 (mod 12);
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(4) any v9 when  ≡ 0 (mod 12);
(5) v ≡ 0, 3, 9 (mod 12)and v9 when  ≡ 2, 10 (mod 12);
(6) v /≡ 2 (mod 4) and v9 when  ≡ 6 (mod 12).
The union of aCBSEC(v, 3, 1) and aCBSEC(v, 3, 2) produces aCBSEC(v, 3, 1+2).
By Lemma 2.1, it sufﬁces to establish the existence of a CBSEC(v, 3, ) for = 1, 2, 3, 4,
6, 12. Since Theorem 1.3 completely solves the cases =1, 2, in the remainder of this paper
we will deal with the cases  = 3, 4, 6, 12.
Suppose thatB ⊆ Zv . LetB={bi−bj (mod v): bi, bj ∈ B, bi = bj }. Let [a, b] denote
the set of all integers n such that anb, and [a, b] denote the multiset containing each
element of [a, b] exactly  times. The following lemma is from [4].
Lemma 2.2. Suppose there exist k-subsets B1, B2, . . . , Bt of Zv such that the multiset
union
⋃t
i=1Bi = [2, v − 2], then there exists a CBSEC(v, k, ).
The subsets B1, . . . , Bt in Lemma 2.2 will be called base blocks of the CBSEC(v, k, ).
The above lemma enables us to use Langford sequence to construct CBESC(v, 3, ). Lang-
ford sequence is useful in constructing cyclic Steiner triple systems. The following deﬁnition
is from [8].
Deﬁnition 2.3. A sequence S = {d, d + 1, . . . , d + m − 1} of m consecutive integers is
called a perfect Langford sequence if the set {1, 2, . . . , 2m} can be partitioned into pairs
{(ai, bi) : 1 im} such that {bi − ai : 1 im} = S. The sequence S is called a hooked
Langford sequence if the set {1, 2, . . . , 2m − 1, 2m + 1} can be partitioned into pairs
{(ai, bi) : 1 im} such that {bi − ai : 1 im} = S.
Simpson gave the necessary and sufﬁcient conditions for the existence of perfect and
hooked Langford sequences in [8] as follows.
Theorem 2.4. Let S = {d, d + 1, . . . , d + m − 1}. Then
(1) S is a perfect Langford sequence if and only if m ≡ 0, 1 (mod 4) for d odd,
m ≡ 0, 3 (mod 4) for d even, and m2d − 1.
(2) S is a hooked Langford sequence if and only if m ≡ 2, 3 (mod 4) for d odd,
m ≡ 1, 2 (mod 4) for d even, and m(m + 1 − 2d) + 20.
Lemma 2.5. Let d be odd if m ≡ 0, 1 (mod 4), or even if m ≡ 0, 3 (mod 4) such that
m2d −1. Then [d, d +3m−1] can be partitioned into triples {ai, bi, ci}, 1 im, such
that ai + bi = ci .
Proof. By Theorem 2.4, the Langford sequence {d, d + 1, . . . , d + m − 1} is perfect and
hence the set {1, 2, . . . , 2m} can be partitioned into pairs {b′i , c′i}, such that
⋃m
i=1{c′i −b′i}={d, d+1, . . . , d+m−1}. Letai=c′i−b′i ,bi=b′i+d+m−1 and ci=c′i+d+m−1 for 1 im.
It is easy to see that [d, d + 3m − 1] can be partitioned into triples {ai, bi, ci}, 1 im,
such that ai + bi = ci . 
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Lemma 2.6. Let d be odd if m ≡ 2, 3 (mod 4), or even if m ≡ 1, 2 (mod 4) such that
m(m − 2d + 1) + 20. Then [d, d + 3m]\{d + 3m − 1} can be partitioned into triples
{ai, bi, ci}, 1 im, such that ai + bi = ci .
Proof. By Theorem 2.4, the Langford sequence {d, d + 1, . . . , d + m − 1} is hooked and
hence the set {1, 2, . . . , 2m − 1, 2m + 1} can be partitioned into pairs {b′i , c′i}, such that⋃m
i=1{c′i − b′i} = {d, d + 1, . . . , d + m − 1}. Let ai = c′i − b′i , bi = b′i + d + m − 1 and
ci = c′i + d + m − 1 for 1 im. It is easy to see that [d, d + 3m]\{d + 3m − 1} can be
partitioned into triples {ai, bi, ci}, 1 im, such that ai + bi = ci . 
Lemma 2.7. Let v be an integer such that v ≡ 1, 5 (mod 6) and 9v47. Then the
multiset 3[2, (v − 1)/2] can be partitioned into triples {ai, bi, ci}, 1 i(v − 3)/2, such
that either ai + bi = ci or ai + bi + ci = v.
Proof. For a given v, the multiset 3[2, (v − 1)/2] can be partitioned into triples as follows:
v = 11: {2, 3, 5}, {2, 3, 5}, {2, 4, 5}, {3, 4, 4}.
v = 13: {2, 3, 5}, {2, 4, 6}, {2, 4, 6}, {3, 4, 6}, {3, 5, 5}.
v = 17: {2, 2, 4}, {2, 7, 8}, {3, 4, 7}, {3, 5, 8}, {3, 5, 8},{4, 6, 7}, {5, 6, 6}.
v = 19: {2, 4, 6}, {2, 5, 7}, {2, 7, 9}, {3, 5, 8}, {3, 5, 8},{3, 6, 9}, {4, 7, 8}, {4, 6, 9}.
v = 23: {2, 3, 5}, {2, 4, 6}, {2, 8, 10}, {3, 5, 8}, {3, 8, 11},{4, 9, 10}, {4, 9, 10}, {5, 7, 11}, {6, 6, 11}, {7, 7, 9}.
v = 25:
{2, 4, 6}, {2, 6, 8}, {2, 11, 12}, {3, 3, 6}, {3, 9, 12},
{4, 5, 9}, {4, 10, 11}, {5, 7, 12}, {5, 9, 11}, {7, 8, 10},
{7, 8, 10}.
v = 29:
{2, 6, 8}, {2, 6, 8}, {2, 9, 11}, {3, 10, 13}, {3, 10, 13},
{3, 9, 12}, {4, 6, 10}, {4, 11, 14}, {4, 8, 12}, {5, 7, 12},
{5, 9, 14}, {5, 11, 13}, {7, 7, 14}.
v = 31:
{2, 4, 6}, {2, 14, 15}, {2, 9, 11}, {3, 11, 14}, {3, 10, 13},
{3, 9, 12}, {4, 4, 8}, {5, 7, 12}, {5, 7, 12}, {5, 10, 15},
{6, 8, 14}, {6, 9, 15}, {7, 11, 13}, {8, 10, 13}.
v = 35:
{2, 4, 6}, {2, 7, 9}, {2, 11, 13}, {3, 9, 12}, {3, 11, 14},
{3, 14, 17}, {4, 6, 10}, {4, 8, 12}, {5, 10, 15}, {5, 13, 17},
{5, 14, 16}, {6, 13, 16}, {7, 8, 15}, {7, 12, 16}, {8, 10, 17},
{9, 11, 15}.
v = 37:
{2, 3, 5}, {2, 3, 5}, {2, 4, 6}, {3, 7, 10}, {4, 11, 15},
{4, 13, 17}, {5, 11, 16}, {6, 12, 18}, {6, 12, 18}, {7, 9, 16},
{7, 13, 17}, {8, 10, 18}, {8, 14, 15}, {8, 12, 17}, {9, 13, 15},
{9, 14, 14}, {10, 11, 16}.
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v = 41:
{2, 12, 14}, {2, 13, 15}, {2, 17, 19}, {3, 5, 8}, {3, 16, 19},
{3, 17, 20}, {4, 10, 14}, {4, 10, 14}, {4, 15, 19}, {5, 12, 17},
{5, 11, 16}, {6, 7, 13}, {6, 9, 15}, {6, 12, 18}, {7, 9, 16},
{7, 11, 18}, {8, 13, 20}, {8, 10, 18}, {9, 11, 20}.
v = 43:
{2, 8, 10}, {2, 10, 12}, {2, 18, 20}, {3, 11, 14}, {3, 16, 19},
{3, 17, 20}, {4, 6, 10}, {4, 11, 15}, {4, 16, 20}, {5, 12, 17},
{5, 13, 18}, {5, 14, 19}, {6, 11, 17}, {6, 12, 18}, {7, 8, 15},
{7, 9, 16}, {7, 14, 21}, {8, 13, 21}, {9, 13, 21}, {9, 15, 19}.
v = 47:
{2, 3, 5}, {2, 8, 10}, {2, 17, 19}, {3, 16, 19}, {3, 17, 20},
{4, 15, 19}, {4, 16, 20}, {4, 17, 21}, {5, 11, 16}, {5, 13, 18},
{6, 6, 12}, {6, 15, 21}, {7, 11, 18}, {7, 14, 21}, {7, 15, 22},
{8, 12, 20}, {8, 14, 22}, {9, 9, 18}, {9, 14, 23}, {10, 12, 22},
{10, 13, 23}, {11, 13, 23}. 
Lemma 2.8. Let Dv = [2, (v − 1)/2] for a positive integer v ≡ 1, 5 (mod 6) and v9.
Then the multiset 3Dv can be partitioned into triples {ai, bi, ci}, 1 i(v − 3)/2, such
that either ai + bi = ci or ai + bi + ci = v.
Proof. When 9v47, the conclusion follows by Lemma 2.7. Next consider v > 47. Let
v = 24s + a where a = 1, 5, 7, 11, 13, 17, 19, 23. Then s2. We divide the problem into
8 cases as follows.
Case 1: v=24s+1. By Lemma 2.5 when (d,m)= (2, 4s−1), the set Dv\{12s−1, 12s}
can be partitioned into triples {ai, bi, ci}, 1 i4s−1, such that ai +bi =ci . By Lemma 2.6
when (d,m)= (3, 4s−2), the set Dv\{2, 12s−4, 12s−2, 12s−1, 12s} can be partitioned
into triples {ai, bi, ci}, 4s i8s −3, such that ai +bi =ci . By Lemma 2.5 when (d,m)=
(4, 4s−1), the set Dv\{2, 3} can be partitioned into triples {ai, bi, ci}, 8s−2 i12s−4,
such that ai + bi = ci . Let T = {12s − 1, 12s, 2, 12s − 4, 12s − 2, 12s − 1, 12s, 2, 3}.
Hence (3Dv)\T can be partitioned into triples ti , 1 i12s−4, such that if ti ={xi, yi, zi}
(1 i12s − 4) then xi + yi = zi . It is easy to see that T can be partitioned into triples
t12s−3 = {12s − 4, 3, 12s − 1}, t12s−2 = {12s − 2, 2, 12s} and t12s−1 = {12s − 1, 12s, 2}
such that if ti ={xi, yi, zi} (12s−3 i12s−1) then either xi +yi =zi or xi +yi +zi =v.
Therefore, the multiset 3Dv can be partitioned into triples ti , 1 i12s − 1, such that if
ti = {xi, yi, zi} then either xi + yi = zi or xi + yi + zi = v. This completes the proof of this
case.
The other cases can be proved in a similar way. We will use s to denote the triples
{ai, bi, ci} satisfying that either ai + bi = ci or ai + bi + ci = v. We will only list the
elements of T.
Case 2: v = 24s + 7. By Lemma 2.5 when (d,m) = (2, 4s) and (4, 4s), Dv\{12s +
2, 12s + 3} and Dv\{2, 3} can be partitioned into s, respectively. By Lemma 2.6 when
(d,m)= (3, 4s −1), Dv\{2, 12s −1, 12s +1, 12s +2, 12s +3} can be partitioned into s.
In this case T ={12s+2, 12s+3, 2, 3, 2, 12s−1, 12s+1, 12s+2, 12s+3}, which can be
partitioned into triples: {3, 12s − 1, 12s + 2}, {2, 12s + 1, 12s + 3}, {2, 12s + 2, 12s + 3}.
So, 3Dv can be partitioned into s.
Case 3: v=24s+13. By Lemma 2.6when (d,m)=(2, 4s+1),Dv\{12s+4, 12s+6} can
be partitioned intos. By Lemma 2.5when (d,m)=(3, 4s+1) and (4, 4s),Dv\{2, 12s+6}
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and Dv\{2, 3, 12s + 4, 12s + 5, 12s + 6} can be partitioned into s, respectively. In this
case T = {12s + 4, 12s + 6, 2, 12s + 6, 2, 3, 12s + 4, 12s + 5, 12s + 6}, which can be
partitioned into triples: {2, 12s + 4, 12s + 6}, {2, 12s + 5, 12s + 6}, {3, 12s + 4, 12s + 6}.
So, 3Dv can be partitioned into s.
Case 4: v = 24s + 19. By Lemma 2.6 when (d,m) = (2, 4s + 2), (3, 4s + 2) and
(4, 4s+1),Dv\{12s+7, 12s+9},Dv\{2, 12s+8} andDv\{2, 3, 12s+6, 12s+8, 12s+9}
can be partitioned into s, respectively. In this case T = {12s + 7, 12s + 9, 2, 12s +
8, 2, 3, 12s + 6, 12s + 8, 12s + 9}, which can be partitioned into triples: {2, 12s + 6,
12s + 8}, {2, 12s + 8, 12s + 9}, {3, 12s + 7, 12s + 9}. So, 3Dv can be partitioned
into s.
Case 5: v=24s +5. By Lemma 2.5 when (d,m)= (2, 4s) and (4, 4s −1), Dv\{12s +2}
and Dv\{2, 3, 12s + 1, 12s + 2} can be partitioned into s, respectively. By Lemma 2.6
when (d,m) = (3, 4s − 1), Dv\{2, 12s − 1, 12s + 1, 12s + 2} can be partitioned into s.
In this case T = {12s + 2, 2, 12s − 1, 12s + 1, 12s + 2, 2, 3, 12s + 1, 12s + 2}, which can
be partitioned into triples: {3, 12s − 1, 12s + 2}, {2, 12s + 1, 12s + 2} (twice). So, 3Dv can
be partitioned into s.
Case 6: v=24s+11. By Lemma 2.6 when (d,m)=(2, 4s+1) (twice), 2(Dv\{12s+4})
can be partitioned intos. ByLemma 2.5when (d,m)=(4, 4s),Dv\{2, 3, 12s+4, 12s+5}
can be partitioned into s. In this case T ={12s+4, 12s+4, 2, 3, 12s+4, 12s+5}, which
can be partitioned into triples: {3, 12s + 4, 12s + 4}, {2, 12s + 4, 12s + 5}. So, 3Dv can be
partitioned into s.
Case 7: v = 24s + 17. By Lemma 2.6 when (d,m) = (2, 4s + 2) and (4, 4s + 1),
Dv\{12s + 7} and Dv\{2, 3, 12s + 6, 12s + 8} can be partitioned into s, respectively. By
Lemma 2.5 when (d,m)= (3, 4s+1),Dv\{2, 12s+6, 12s+7, 12s+8} can be partitioned
into s. In this case T = {12s + 7, 2, 12s + 6, 12s + 7, 12s + 8, 2, 3, 12s + 6, 12s + 8},
which can be partitioned into triples: {3, 12s + 7, 12s + 7}, {2, 12s + 6, 12s + 8} (twice).
So, 3Dv can be partitioned into s.
Case 8: v=24s+23. By Lemma 2.6when (d,m)=(4, 4s+2) (twice), 2(Dv\{2, 3, 12s+
9, 12s + 11}) can be partitioned into s. By Lemma 2.5 when (d,m) = (3, 4s + 1),
Dv\{2, 12s + 6, . . . , 12s + 11} can be partitioned into s. In this case T = 2{2, 3, 12s +
9, 12s + 11} ∪ {2, 12s + 6, . . . , 12s + 11}, which can be partitioned into triples: {3, 12s +
9, 12s + 11} (twice), {2, 12s + 6, 12s + 8}, {2, 12s + 7, 12s + 9}, {2, 12s + 10, 12s + 11}.
So, 3Dv can be partitioned into s.
This completes the proof. 
Lemma 2.9. Let v be a positive integer such that v ≡ 6 (mod 12) and v9. Then the
multiset 2[2, v − 2] can be partitioned into triples ti , 1 i2(v − 3)/3, such that if ti =
{ai, bi, ci} then ai + bi = ci .
Proof. Let v = 12s + 6 and Dv = [2, v − 2].
We consider the case s3. By Lemma 2.5 when (d,m) = (5, 4s) and (2, 4s − 1),
Dv\{2, 3, 4} andDv\{12s−1, . . . , 12s+4} can be partitioned into triples ti , 1 i(2(v−
3)/3) − 3, such that if ti = {ai, bi, ci} then ai + bi = ci . Note that T = {2, 3, 4, 12s −
1, . . . , 12s + 4} can be partitioned into triples: {2, 12s + 1, 12s + 3}, {4, 12s, 12s + 4},
{3, 12s − 1, 12s + 2}. The conclusion then follows when s3.
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Next we deal with the case s = 1, 2. For v = 18, 30, the multiset 2[2, v − 2] can be
partitioned into triples as follows:
v = 18: {2, 7, 9}, {3, 13, 16}, {2, 12, 14}, {3, 8, 11}, {4, 9, 13},{4, 10, 14}, {5, 10, 15}, {5, 11, 16}, {7, 8, 15}, {6, 6, 12}.
v = 30:
{2, 5, 7}, {2, 21, 23}, {3, 20, 23}, {3, 21, 24}, {4, 12, 16},
{4, 20, 24}, {5, 8, 13}, {6, 13, 19}, {6, 16, 22}, {7, 15, 22},
{8, 17, 25}, {9, 18, 27}, {9, 19, 28}, {10, 17, 27}, {10, 18, 28},
{11, 14, 25}, {11, 15, 26}, {12, 14, 26}. 
Lemma 2.10. Let v be a positive integer such that v ≡ 4, 8 (mod 12) and v9. Then the
multiset 3[2, v−2] can be partitioned into triples ti , 1 iv−3, such that if ti ={ai, bi, ci}
then ai + bi = ci .
Proof. Let Dv = [2, v − 2] and v = 12s + 4, or 12s + 8. We ﬁrst consider s3. We divide
the problem into two cases:
Case 1: v=12s+8. By Lemma 2.6 when (d,m)=(2, 4s+1) and (5, 4s−1),Dv\{12s+
4, 12s + 6} and Dv\{2, 3, 4, 12s + 1, 12s + 3, . . . , 12s + 6} can be partitioned into triples
ti , 1 i8s, such that if ti = {ai, bi, ci} then ai + bi = ci . By Lemma 2.5 when (d,m) =
(3, 4s+1),Dv\{2, 12s+6} can be partitioned into triples ti , 8s+1 i12s+1, such that if
ti ={ai, bi, ci} then ai +bi = ci . Note that T ={12s +4, 12s +6, 2, 12s +6, 2, 3, 4, 12s +
1, 12s + 3, . . . , 12s + 6} can be partitioned into triples: {2, 12s + 4, 12s + 6} (twice),
{4, 12s + 1, 12s + 5}, {3, 12s + 3, 12s + 6}. So, this completes the proof of this case.
Case 2: v = 12s + 4. By Lemma 2.5 when (d,m) = (3, 4s) (twice) and (2, 4s − 1),
2(Dv\{2}) and Dv\{12s −1, . . . , 12s +2} can be partitioned into triples ti , 1 i12s −1,
such that if ti ={ai, bi, ci} then ai +bi = ci . Note that T ={2, 2, 12s −1, . . . , 12s +2} can
be partitioned into triples: {2, 12s − 1, 12s + 1}, {2, 12s, 12s + 2}. Hence, this completes
the proof of this case.
Next we deal with the case s = 1, 2. For v = 16, 20, 28, 32, the multiset 3[2, v − 2] can
be partitioned into triples as follows:
v = 16:
{2, 10, 12}, {2, 10, 12}, {2, 11, 13}, {3, 4, 7}, {3, 7, 10},
{3, 8, 11}, {4, 9, 13}, {4, 7, 11}, {5, 8, 13}, {5, 9, 14},
{5, 9, 14}, {6, 6, 12}, {6, 8, 14}.
v = 20:
{2, 11, 13}, {2, 14, 16}, {2, 16, 18}, {3, 9, 12}, {3, 11, 14},
{3, 15, 18}, {4, 8, 12}, {4, 13, 17}, {4, 13, 17}, {5, 6, 11},
{5, 7, 12}, {5, 9, 14}, {6, 9, 15}, {6, 10, 16}, {7, 8, 15},
{7, 10, 17}, {8, 10, 18}.
v = 28:
{2, 6, 8}, {2, 19, 21}, {2, 20, 22}, {3, 7, 10}, {3, 19, 22},
{3, 20, 23}, {4, 11, 15}, {4, 14, 18}, {4, 17, 21}, {5, 12, 17},
{5, 19, 24}, {5, 20, 25}, {6, 10, 16}, {6, 17, 23}, {7, 16, 23},
{7, 18, 25}, {8, 13, 21}, {8, 16, 24}, {9, 9, 18}, {9, 13, 22},
{10, 14, 24}, {11, 15, 26}, {11, 15, 26}, {12, 14, 26}, {12, 13, 25}.
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v = 32:
{2, 19, 21}, {2, 23, 25}, {2, 26, 28}, {3, 23, 26}, {3, 24, 27},
{3, 25, 28}, {4, 13, 17}, {4, 15, 19}, {4, 25, 29}, {5, 12, 17},
{5, 16, 21}, {5, 19, 24}, {6, 10, 16}, {6, 14, 20}, {6, 23, 29},
{7, 9, 16}, {7, 20, 27}, {7, 21, 28}, {8, 10, 18}, {8, 14, 22},
{8, 22, 30}, {9, 11, 20}, {9, 13, 22}, {10, 17, 27}, {11, 13, 24},
{11, 18, 29}, {12, 14, 26}, {12, 18, 30}, {15, 15, 30}. 
Lemma 2.11. Let v be a positive integer such that v ≡ 2, 10 (mod 12) and v > 10. Then
the multiset 6[2, v − 2] can be partitioned into triples ti , 1 i2(v − 3), such that if
ti = {ai, bi, ci} then ai + bi = ci .
Proof. Let Dv =[2, v−2] and v=12s +2, or 12s +10. We ﬁrst consider s3. We divide
the problem into two cases:
Case 1: v=12s+2. By Lemma 2.5 when (d,m)=(4, 4s−1) (three times), 3(Dv\{2, 3})
can be partitioned into triples ti , 1 i12s−3, such that if ti ={ai, bi, ci} then ai +bi =ci .
By Lemma 2.6 when (d,m)= (3, 4s −2) (twice) and (2, 4s −3), 2(Dv\{2, 12s −4, 12s −
2, 12s − 1, 12s}) ∪ (Dv\{12s − 8, 12s − 6, . . . , 12s}) can be partitioned into triples ti ,
12s −2 i24s −10, such that if ti ={ai, bi, ci} then ai +bi = ci . Note that T =3{2, 3}∪
2{2, 12s − 4, 12s − 2, 12s − 1, 12s} ∪ {12s − 8, 12s − 6, . . . , 12s} can be partitioned into
triples: {2, 12s − 2, 12s} (three times), {3, 12s − 4, 12s − 1} (twice), {3, 12s − 8, 12s − 5},
{2, 12s − 6, 12s − 4}, {2, 12s − 3, 12s − 1}. The conclusion then follows in this case.
Case 2: v = 12s + 10. By Lemma 2.6 when (d,m) = (2, 4s + 2), (2, 4s + 1) and
(4, 4s + 1) (twice), (4Dv)\T1 can be partitioned into triples ti , 1 i16s + 5, such that if
ti ={ai, bi, ci} then ai +bi =ci where T1={12s+7}∪{12s+4, 12s+6, 12s+7, 12s+8}∪
(2{2, 3, 12s +6, 12s +8}). Similarly, by Lemma 2.5 when (d,m)= (5, 4s +1) and (3, 4s),
(2Dv)\T2 can be partitioned into triples ti , 16s+6 i24s+6, such that if ti ={ai, bi, ci}
then ai + bi = ci where T2 = {2, 3, 4, 12s + 8} ∪ {2, 12s + 3, . . . , 12s + 8}. Note that
T = T1 ∪ T2 can be partitioned into triples: {4, 12s + 3, 12s + 7}, {3, 12s + 4, 12s + 7}
(twice), {3, 12s + 5, 12s + 8}, {2, 12s + 6, 12s + 8} (four times). Hence, the conclusion
follows in this case.
Next we deal with the case s = 1, 2. For v = 14, 22, 26, 34, the multiset 6[2, v − 2] can
be partitioned into triples as follows:
v = 14:
{2, 10, 12}, {2, 9, 11}, {2, 9, 11}, {2, 6, 8}, {2, 7, 9},
{2, 7, 9}, {3, 9, 12}, {3, 8, 11}, {3, 8, 11}, {3, 7, 10},
{3, 7, 10}, {3, 5, 8}, {4, 8, 12}, {4, 8, 12}, {4, 7, 11},
{4, 6, 10}, {4, 6, 10}, {4, 5, 9}, {5, 7, 12}, {5, 6, 11},
{5, 5, 10}, {6, 6, 12}.
v = 22:
{2, 6, 8}, {2, 9, 11}, {2, 12, 14}, {2, 13, 15}, {2, 15, 17},
{2, 17, 19}, {3, 8, 11}, {3, 10, 13}, {3, 12, 15}, {3, 14, 17},
{3, 16, 19}, {3, 17, 20}, {4, 8, 12}, {4, 10, 14}, {4, 11, 15},
{4, 13, 17}, {4, 15, 19}, {4, 16, 20}, {5, 6, 11}, {5, 11, 16},
{5, 12, 17}, {5, 13, 18}, {5, 14, 19}, {5, 15, 20}, {6, 10, 16},
{6, 12, 18}, {6, 13, 19}, {6, 14, 20}, {7, 7, 14}, {7, 9, 16},
{7, 11, 18}, {7, 13, 20}, {7, 12, 19}, {8, 8, 16}, {8, 10, 18},
{9, 9, 18}, {9, 9, 18}, {10, 10, 20}.
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v = 26:
{2, 14, 16}, {2, 16, 18}, {2, 18, 20}, {2, 20, 22}, {2, 21, 23},
{2, 22, 24}, {3, 10, 13}, {3, 13, 16}, {3, 17, 20}, {3, 18, 21},
{3, 19, 22}, {3, 20, 23}, {4, 8, 12}, {4, 12, 16}, {4, 14, 18},
{4, 16, 20}, {4, 18, 22}, {4, 20, 24}, {5, 6, 11}, {5, 10, 15},
{5, 12, 17}, {5, 14, 19}, {5, 17, 22}, {5, 19, 24}, {6, 9, 15},
{6, 9, 15}, {6, 11, 17}, {6, 13, 19}, {6, 16, 22}, {7, 8, 15},
{7, 8, 15}, {7, 10, 17}, {7, 12, 19}, {7, 14, 21}, {7, 17, 24},
{8, 11, 19}, {8, 13, 21}, {8, 15, 23}, {9, 9, 18}, {9, 12, 21},
{9, 14, 23}, {10, 11, 21}, {10, 13, 23}, {10, 14, 24}, {11, 13, 24},
{11, 12, 23}.
v = 34:
{2, 16, 18}, {2, 18, 20}, {2, 21, 23}, {2, 25, 27}, {2, 28, 30},
{2, 30, 32}, {3, 9, 12}, {3, 17, 20}, {3, 20, 23}, {3, 24, 27},
{3, 27, 30}, {3, 29, 32}, {4, 6, 10}, {4, 15, 19}, {4, 19, 23},
{4, 23, 27}, {4, 26, 30}, {4, 28, 32}, {5, 12, 17}, {5, 14, 19},
{5, 17, 22}, {5, 21, 26}, {5, 24, 29}, {5, 27, 32}, {6, 13, 19},
{6, 16, 22}, {6, 20, 26}, {6, 23, 29}, {6, 26, 32}, {7, 15, 22},
{7, 18, 25}, {7, 19, 26}, {7, 22, 29}, {7, 25, 32}, {8, 10, 18},
{8, 14, 22}, {8, 16, 24}, {8, 18, 26}, {8, 21, 29}, {8, 23, 31},
{9, 12, 21}, {9, 15, 24}, {9, 16, 25}, {9, 20, 29}, {9, 22, 31},
{10, 7, 17}, {10, 11, 21}, {10, 14, 24}, {10, 21, 31}, {11, 13, 24},
{11, 14, 25}, {11, 17, 28}, {11, 17, 28}, {11, 20, 31}, {12, 13, 25},
{12, 16, 28}, {12, 19, 31}, {13, 14, 27}, {13, 15, 28}, {13, 18, 31},
{14, 16, 30}, {15, 15, 30}. 
Theorem 2.12. (1) There exists a CBSEC(v, 3, 3) for any integer v ≡ 1, 5 (mod 6) and
v9.
(2) There exists a CBSEC(v, 3, 4) for any integer v ≡ 6 (mod 12) and v9.
(3) There exists a CBSEC(v, 3, 6) for any integer v ≡ 4, 8 (mod 12) and v9.
(4) There exists a CBSEC(v, 3, 12) for any integer v ≡ 2, 10 (mod 12) and v9.
Proof. (1) By Lemma 2.8, the multiset 3[2, (v − 1)/2] can be partitioned into triples
{ai, bi, ci}, 1 i(v − 3)/2, such that either ai + bi = ci or ai + bi + ci = v. Let
Bi = {0, ai, ci}, 1 i(v − 3)/2.
Then, it is readily checked that
⋃(v−3)/2
i=1 Bi = 3[2, v − 2]mod v. By Lemma 2.2, there
exists a CBSEC(v, 3, 3).
(2) By Lemma 2.9, the multiset 2[2, v−2] can be partitioned into triples ti , 1 i2(v−
3)/3, such that if ti = {ai, bi, ci} then ai + bi = ci . Let
Bi = {0, ai, ci} if ti = {ai, bi, ci}, 1 i2(v − 3)/3.
Then, it is readily checked that
⋃2(v−3)/3
i=1 Bi = 4[2, v − 2]mod v. By Lemma 2.2, there
exists a CBSEC(v, 3, 4).
By Lemmas 2.10 and 2.11, similar arguments as in (2) give the results of (3) and (4),
respectively. For the case of v=10, aCBSEC(10, 3, 12) can be found at: http://www.facstaff.
bucknell.edu/jwright/Research/One-Dim_Designs/circular/. 
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3. Conclusions
First we give the necessary and sufﬁcient conditions for the existence of a CBSEC
(v, 3, ) for  = 3, 4, 6 and 12.
Theorem 3.1. (1) A CBSEC(v, 3, 3) exists if and only if v is odd and v9.
(2) A CBSEC(v, 3, 4) exists if and only if v ≡ 0 (mod 3) and v9.
(3) A CBSEC(v, 3, 6) exists if and only if v /≡ 2 (mod 4) and 9.
(4) A CBSEC(v, 3, 12) exists if and only if any integer v9.
Proof. (1) The necessity is obvious by Lemma 2.1. The sufﬁciency is proved as follows.
When v ≡ 1, 5 (mod 6) the conclusion follows by (1) of Theorem 2.12. When v ≡
3 (mod 6), there exists a CBSEC(v, 3, 1) by Theorem 1.3, and hence a CBSEC(v, 3, 3)
exists by repeating each base block of the CBSEC(v, 3, 1) three times.
By Theorems 1.3 and 2.12, the other cases (2)–(4) can be obtained by a similar argument
as in (1). 
Combining Theorems 1.3 and 3.1, we get the following main result of this paper.
Theorem 3.2. The necessary and sufﬁcient conditions for the existence of aCBSEC(v, 3, )
are either v ∈ {1, 3} or v9 and (v − 3) ≡ 0 (mod 6) but v /≡ 2 (mod 4) when  ≡
2 (mod 4).
Remarks. Lemmas 2.8–2.11 are used to construct CBSEC(v, 3, )s for  = 3, 4, 6, 12.
We should mention that a set of generators for all CBSEC’s with block size 3 and
9v100 can be found at: http://www.facstaff.bucknell.edu/jwright/Research/One-Dim_
Designs/circular/.
For completeness, we preserve the small examples in Lemmas 2.8–2.11 because these
lemmas might be useful in some other context.
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