I. INTRODUCTION
Line Spectrum Pairs (LSP) introduced in [1] has been regarded as a critical method to represent Linear Predictive Coding (LPC) parameters. It follows from lectures that LSP is now widely used in speech coding systems and other speech processing fields [7] . In LSP computation, a linear predictive analysis filter A(z) is decomposed into a pair of symmetric and antisymmetric real characteristic polynomials. These two polynomials are called the LSP polynomials. If these two LSP polynomials are belonged to minimum phase system [2] , then it can be shown that the roots of these polynomials, namely the LSPs, are interlaced on the unit circle.
Many methods have been proposed to compute the LSP frequencies. Soong and Juang [2] adopted a Discrete Cosine Transform (DCT) to evaluate the cosine functions on a fine grid using the bisection method. In addition, they considered it a better approach to solve LSP through closed-form formulas when a 4-degree polynomial is further reduced from those cosine functions. However, the above method needs large evaluations of trigonometric functions. Therefore, Kabal and Ramachandran [3] presented an efficient method for LPC to LSP conversion. In [3] , the LSP frequencies are found by a zero crossing search followed by successive bisections and interpolation. Unfortunately, the number of bisections cannot be decreased without compromising search for the zero crossing. Since the variability of speech signals do not allow a larger size of grid, the performance will be degraded significantly when the size of grid is too small. Recently, authors proposed a fast LSP computation algorithm based on modified complex-free Ferrari formula [8] . Although this algorithm avoids all complex number operations and obtains reliable performance within limited computation time, it still needs modulus computation to get the LSP parameters.
Based on the above considerations, this paper proposed a new fast LSP computation algorithm using Tschirnhaus transform. The proposed algorithm can derive accurate LSP frequencies without using fine grid, trigonometric functions, and complex number operations from the LSP polynomials. In comparison with other methods, including original/modified Ferrari's formula [5, 8] , Soong and Juang method [2] , and full search method [7] , the proposed algorithm can determine precise LSPs with the lowest computational complexity.
The rest of this paper is organized as follows. A brief introduction to LSP is reviewed in Section 2. Then a detail description of the Tschirnhaus transform is given in Section 3. Section 4 provides a guideline for computing 10-order LSP frequencies. Section 5 show various experimental results of the proposed algorithm compared to the other methods. Finally, conclusions are made in the last section.
II. LINE SPECTRUM PAIR FREQUENCIES
Let p be the order of a given LPC, the minimum phase LPC polynomial is expressed by [3] as follows: 
One can observe that the polynomial A(z) can be easily reconstructed via P(z) and Q(z) by
It can be shown that polynomials P(z) and Q(z) have trivial zeros at 1 ± = z [4] . Canceling the trivial zeros yields symmetric polynomials R P (z) and R Q (z) as follows. 
Then the LSP frequencies can be found by locating the roots of R P (z) and R Q (z), That is, values of ω within 0<ω<π
. In order to find the LSP frequencies, we only have to consider the following two functions of ω: The functions R P0 (ω) or R Q0 (ω) depend on the order p and must be found for each order of interest. For the commonly used value of p=10, the cosine calculation is relatively expensive to deploy resolution. It can be proved straightforwardly that all of t 1 , t 2 , and t 3 are real because of the roots of 4-degree LSP polynomial, i.e., x 1 , x 2 , x 3 , x 4 , are also real. Therefore, the Tschirnhaus transform will not involve any complex number operations during LSP root finding procedures.
IV. THE GUIDELINE TO SOLVE 10-ORDER LSP
To evaluate E P0 (x) and E Q0 (x) polynomials given in (15) and (16) via Tschirnhaus transform, one has to derive a quartic equation from the 1st derivative of E P0 (x) and E Q0 (x) polynomials. They are 
Then the extremes of E P0 (x) and E Q0 (x) can be found by applying Tschirnhaus transform to equations (21) and (22), respectively. Figure 1 
After determining initial values, the accurate LSPs, namely roots of LSP polynomials, can be obtained by using Newton's method. Newton's method is defined as:
where f(x n ) is E P0 (x) or E Q0 (x), f′(x n ) is the first derivative of f(x n ), x n is present of value, or initial value, x n+1 is by Newton's method calculation after obtain new value, n is the recursion number of Newton's method. Newton method of convergence criterion is defined to terminate the iterative procedure. The ε value of size can be determine the accuracy of root, that is Figure 1 . Illustration of finding initial values of a given E P0 (x) polynomial.
V. SIMULATION RESULTS
The proposed algorithm was tested using Aurora database (1000 speech files spoken by 50 males and 50 females) [6] and the simulation program was implemented by VC++ on an Intel Pentium 1.7GHz CPU. These test speech files were sampled at 8 kHz and the LPC vectors were calculated as in [2] with 30 ms Hamming window, autocorrelation method, and 15 Hz bandwidth expansion. It results in 88000 sets of 10-order LPC coefficients. The performances of the proposed LSP computation algorithm are compared to other four methods, including the original/modified Ferrari's formula [8] , Soong and Juang method [2] , and the full search method. These comparison results are shown in Table III where α is the scale of accuracy. It is obvious that the proposed algorithm can determine precise LSP frequencies with the lowest computational time.
When the scale of accuracy α is 10 -3 , one can see that the proposed algorithm is about 1.4/3.2 times faster than the modified/original Ferrari's formula. The proposed algorithm is also 8.2 and 105 times as faster as the Soong and Juang method [2] and and full search method [7] , respectively. Furthermore, when the scale of accuracy α is upgraded to 10 -5 , the proposed algorithm is about 1.3/2.7 faster than the modified/original Ferrari's formula, and is about 8.7 times faster than the Soong and Juang method [2] . It is surely faster than the full search by 114000 times. VI. CONCLUSIONS This paper proposed a novel fast LSP computation algorithm from the 10-order LPC coefficients. The proposed algorithm utilizes the Tschirnhaus transform and Newton's method to estimate successfully and rapidly the accurate LSP frequencies. In addition, the proposed algorithm does not involve any complex number operations and results in considerable computational saving. In comparison with some previous methods, the proposed algorithm can determine the precise LSP frequencies with the lowest computational complexity. This new fast LSP computation algorithm will be implemented on a system on chip (SOC) in the near future.
