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ON THE h-PRINCIPLE FOR HORIZONTAL IMMERSIONS IN CERTAIN CORANK 2
FAT DISTRIBUTIONS
ARITRA BHOWMICK AND MAHUYA DATTA
Abstract. In this article we consider a class of fat corank 2 distribution on a manifold, which includes the
holomorphic contact structures. We prove the h-principle for regular horizontal immersion Σ→ (M,D) for such
a distribution D on M if dimM ≥ 4 dimΣ + 6. In particular, we show that D-horizontal maps always exist
provided dimM ≥ max{4 dimΣ + 6, 5 dimΣ− 1}.
1. Introduction
A distribution (or a polarization) on a manifoldM is a sub-bundle D of the tangent bundle TM . On one end
there are tangent distributions coming from foliations on manifolds which are called holonomic or integrable
distributions, while at the polar opposite we have the bracket-generating distributions. One way to study a
distribution D is to study maps f : N → M from a manifold N into M which are D-horizontal, i.e, whose
derivatives map the tangent spaces TxN into Df(x) for all x ∈ N . A celebrated theorem by Chow ([Cho39])
states that given a bracket-generating distribution D on M , any two point of the manifold can be joined by a
C∞-path horizontal to D. This is the starting point of the study of subriemannian geometry ([Mon02]).
Among the bracket-generating distributions, the contact structures are well-understood ([Gei08]). These
are corank 1 distributions on odd-dimensional manifolds, which are maximally non-integrable. In other words,
contact structures are given locally by a 1-form α such that, α ∧ (dα)n is non-vanishing, where the dimension
of the manifold is 2n + 1. Given ξ ⊂ TM a contact structure, the ξ-horizontal immersions u : Σ → M are
called Legendrian when the dimension of Σ is the maximum, that is n. Locally, it is easy to show that there are
plenty of n-dimensional (Legendrian) submanifolds. Globally, the existence of Legendrian maps is completely
understood in terms of h-principle ([Gro86, Duc84, Mur]). Beyond the corank 1 situation, we have the Engel
structures, which are certain rank 2 distribution on a 4-dimensional manifold. In recent years, the question of
existence and classification of horizontal loops in a given Engel structure has been solved ([Ada10, CdP18]).
The simplest invariant for distribution germs is given by a pair of integers (n, r) where n = dimM and
r = rank D. The germs of contact and Engel structures are generic in their respective classes. They also admit
local frames generating finite dimensional lie algebra structures. The only other distributions that have the
same properties are the class of even contact structures and the 1-dimensional distributions. All these lie in
the range r(n − r) < n ([Mon93]). But in the range r(n − r) > n, the study of a generic distribution becomes
difficult due to the presence of function moduli.
The notion of contact structures can be verbatim extended to holomorphic manifolds. These are complex
corank 1-subbundles of the tangent bundle TM of a complex manifold M with dimCM = 2n+ 1, given locally
by holomorphic 1-forms α satisfying α ∧ (dα)n 6= 0. The h-principle for holomorphic Legendrian maps from an
open Riemann surface to certain holomorphic contact manifolds has been studied in [FL18b, FL18a]. If one
forgets the complex structure of a given holomorphic contact distribution, one gets a corank 2-distribution on a
manifold of real dimension 4n+2, which enjoys the fatness property ([Mon02]). A distribution is fat if, for every
(nonzero) annihilating 1-form α of a given distribution D, the restriction of the 2-form dα to the distribution is
nondegenerate. Hence every contact structure is a fat distribution; in fact in corank 1 case the two concepts are
equivalent. Fat distributions, by themselves, are of prime interest and have been well-studied ([Ge93, Ray68]).
It should be noted that fatness is a non-generic property of distribution if corank is greater than 1.
Horizontal maps for a given polarization can be seen as solutions to a first order partial differential equations
associated with a differential operator D defined on smooth maps and taking values in bundle valued 1-forms.
Locally they can be seen as the common zero-set of p many independent local 1-forms, where p is the corank
of D. Using the topological sheaf technique and the Nash-Gromov implicit function theorem, Gromov proves
in [Gro86] that sheaf of certain “regular” horizontal maps (Defn 3.2) are microflexible, which readily gives the
h-principle for maps from open manifolds.
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In the present article, we revisit Gromov’s h-principle theorem for over-regular horizontal immersions and
then focus on horizontal maps into certain corank 2 fat distributions, which are referred to in this article as
degree 2 fat distributions (Defn 4.1). This class includes the real distributions arising from holomorphic contact
structures. Using the techniques introduced by Gromov, we prove the following h-principle type result for such
a distribution D ⊂ TM .
Theorem 1.1. D-horizontal regular immersions Σ → (M,D) satisfies the C0-dense h-principle, provided
dimM ≥ 4 dimΣ + 6.
By solving the algebraic problem we obtain the following result.
Corollary 1.1. Let D be a corank 2 distribution on a manifold M . If D is of degree 2 then there exists a
regular horizontal immersion Σ→ (M,D) provided rank D ≥ max{4 dimΣ + 4, 5 dimΣ− 3}.
As a simple application of the above we obtain Theorem 6.2, which is a partial improvement upon the results
of [Dat11].
The article is organized as follows. In section 2, we recall briefly the sheaf techniques and analytic techniques
of h-principle from [Gro86] and then in section 3 we revisit h-principle of regular horizontal maps following
Gromov. In section 4 we focus on the corank 2 fat distributions including contact holomorphic distributions
and in section 5, we prove the main theorem. Lastly, in section 6 we prove the corollary and discuss some
consequences in a symplectic set up.
2. General Consideration for h-principle
In this section we recall some general theorems about sheaf theoretic technique and inversion of differential
operator to prove h-principles. All the details can be found in [Gro86].
Suppose we have a smooth fibration p : X → V and X(r) → V is the r-jet bundle associated with sections of
X . Any differential condition on sections of this fibration defines a subset in the jet space X(r). Hence, in the
language of h-principle, a differential relation is by definition a subset R ⊂ X(r), for some r ≥ 0. A section of
X is said to be a solution of the differential relation if its r-jet prolongation jrf maps V into X
r. Let Sol(R)
denote the space of smooth solutions of R and let Γ(R) denote the space of sections of the jet bundle X(r)
having images in R. The r-jet map then takes Sol(R) into Γ(R); in fact, this is an injective map, so that Sol(R)
may be viewed as a subset of Γ(R). We say that R satisfies the parametric h-principle if jr : Sol(R)→ Γ(R)
is a weak homotopy equivalence; in other words, h-principle means that the solution space of R is completely
classified by Γ(R). In particular, if every section of R can be homotoped to a solution of R then we say that
R satisfies the ordinary h-principle.
Gromov developed a number of general techniques to address the question of h-principle. Here we briefly recall
the main results in Sheaf technique and analytic techniques, the combination of which gives global h-principle
for many interesting classes of maps which appear as solutions to differential equations.
2.1. Sheaf Technique in h-principle. We begin with some terminology of topological sheaves Φ on a manifold
V .
Definition 2.1. A topological sheaf Φ is called flexible (resp. microflexible) if for every pair of compact sets
A ⊂ B ⊂ V , the restriction map ρB,A : Φ(B) → Φ(A) is a Serre fibration (resp. microfibration). Recall that
ρB,A is a microfibration if every homotopy lifting problem (F, F˜0), where F : P × I → Φ(A) and F˜0 : P → Φ(B)
are (quasi)continuous maps, admits a partial lift F˜ : P × [0, ε]→ Φ(B) for some ε > 0.
We now quote a general theorem of sheaves.
Theorem 2.1 (Sheaf Homomorphism Theorem). Suppose that Φ and Ψ are two topological sheaves. Then
every local weak homotopy equivalence α : Φ → Ψ between flexible sheaves Φ,Ψ, is in fact a weak homotopy
equivalence.
Now suppose Φ is the sheaf of solutions of R, and Ψ is the sheaf of sections of R. Then we have the obvious
sheaf morphism given by the r-jet map, J : Φ → Ψ. In this case, we always have that Ψ is a flexible sheaf.
Hence, if we have that Φ is flexible and J is a local weak homotopy equivalence, then the relation R satisfies
the parametric h-principle. But in general, Φ fails to be flexibile, though the solution sheaf for many relations
do satisfy the micro-flexibility property as we shall see later in this section.
Consider V = V0×R with the projection pi : V → V0. We have a pseudogroup Diff(V, pi) ⊂ Diff(V ) consisting
of diffeomorphisms which commutes with the projection pi, i.e, which are fiber preserving.
Theorem 2.2 (Flexibility Theorem). Given a microflexible and Diff(V, pi)-invariant sheaf Φ over V , the re-
striction sheaf Φ|OpV0 is a flexible sheaf.
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As a direct corollary we have,
Theorem 2.3. If V is an open manifold, any Diff(V )-invariant, microflexible sheaf Φ over V is in fact a
flexible sheaf.
2.2. Analytic technique in h-principle. Suppose X → V is a fibration and G→ V is a vector bundle. Let
us consider a C∞-differential operatorD : Γ(X)→ Γ(G) of order r, given by the C∞-bundle map, ∆ : X(r) → G
satisfying
∆ ◦ jrf = D(f)
Assume that D is infinitesimally invertible over a the set of sections S ⊂ Γ(X), that is for x ∈ S, the lineariza-
tion of D at x admits an inverse, which is again a linear partial differential operator. Further suppose that S
consist of all C∞-solution of a d-th order open relation S ⊂ X(d), for some d ≥ r. The infinitesimal inversion is
then said to have defect d and any such solution is called S-regular.
If D is infinitesimally invertible on S then it is locally invertible. This means the following. Suppose x0 ∈ S
and D(x0) = g0. Then there exists a neighborhood V0 of the zero section in Γ(G) and an operator D−1x0 : V0 → S
such that for all g ∈ V0 we have D(D−1x0 (g)) = g0 + g. We shall call D
−1
x0
a local inverse of D at x0.
Fix some g ∈ Γ(G). Consider the relation Rα(D, g), whose fibers over a point v ∈ V are jets represented by
infinitesimal solutions of D(x) = g of order α, at the point v.
Definition 2.2. A germ x0 ∈ S at the point v is called an infinitesimal solution of D(x) = g of order α if we
have that, jα
D(x0)−g
(v) = 0.
Next denote by Rα as the relation, which consists of jets represented by germs of C∞ sections x ∈ Γ(X) at
v ∈ V , which satisfies the relation S and has jα
D(x)−g(v) = 0. Then for every α ≥ d − r, the relation Rα has
the same C∞-solutions : those C∞-section x satisfying D(x) = g and taking value in S. Denote the sheaf of
solutions of any such Rα by Φ and we have the sheaf of sections Ψα = Γ(Rα).
Theorem 2.4. Suppose D is of order r, admits an order s inversion, with defect d. Then for α ≥ max{d +
s, 2r + 2s} the map J : Φ→ Ψα is a local weak homotopy equivalence. Also, Φ is a microflexible sheaf.
Hence, it follows from the discussion in section 2.2 that the space of S-regular solutions of D abides by the
h-principle near a submanifold V0 in V of positive codimension.
Now suppose D is infinitesimally invertible at x0, with order of inversion s.
Definition 2.3. An inversion D−1 is called k-consistent along a closed subset V0 ⊂ V if for any x0 ∈ Γ(X)
with D(x0) = g0, and any g satisfying j
k+s−1
g |V0 = 0, we have
jk−1x |V0 = j
k−1
x0
|V0 ,
where x = D−1(x0, g)
Modifying the proof of existence of inversion, we can get a k-consistent inversion along any codimension one
submanifold V0 ⊂ V , without boundary, provided we have higher order infinitesimal solution. Assume that D
is of order r, admits an order s inversion, with defect d. Then we have the theorem,
Theorem 2.5. [Gro86, pg. 144] Suppose D is infinitesimally invertible at x0 ∈ S = Γ(S) and g0 = D(x0).
V0 ⊂ V be a codimension 1 submanifold, without boundary. Suppose, g ∈ Γ(G) satisfies, jlg|V0 = j
l
g0
|V0 for some
l ≥ 2r + 3s+max{d, 2r + s}
Then there exists S-regular map x such that D(x) = g on Op V0 and
j2r+s−1x |V0 = j
2r+s−1
x0
|V0 .
Remark 2.1. The statement holds true for any V0 ⊂ V provided there is a function φ on V which vanished
exactly on V0 and dφ does not vanish on points of V0. We can conclude, by taking V0 to be a point, that the
relation Rα is locally integrable. Recall that, a relation R ⊂ X(r) is said to be locally integrable if for any given
jet σ ∈ R|v over a point v ∈ V , there is a holonomic section f over Op(v), such that jrf (v) = σ.
3. Regular Horizontal Maps
Suppose we are given some arbitrary corank p polarization D on M . We have the canonical quotient map,
λ : TM → TM/D and the TM/D-valued 2-form, Ω : Λ2D → TM/D defined as,
Ω(X,Y ) = −λ([X,Y ])
for local sections X ∧ Y ∈ ΓΛ2D. This 2-form is called the curvature form of the distribution D.
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Definition 3.1. An immersion f : Σ → M is called D-horizontal if Im df |σ ⊂ Df(σ) for each σ ∈ Σ. We shall
refer to such maps simply as horizontal maps when D is clearly understood from the context.
Using the local triviality of the bundle TM/D =
loc.
〈e1, . . . , ep〉, we can write λ =
loc.
∑
λiei, where λ
is are local
1-forms on M . Then observe that, D =
loc.
∩pi=1 kerλ
i and the curvature form may be written as, Ω =
loc.
ωiei,
where ωi = dλ
i|D.
For simplicity, let us suppose that D is cotrivializable and we have D = ∩pi=1 kerαi for some global 1-forms
αi. Consider the first order differential operator,
Dhor : C
∞
imm(Σ,M)→ Ω
1(Σ,Rp)
f 7→
(
f∗α1, . . . , f
∗αp
)
Then we see that the D-horizontal immersions are exactly the solutions of Dhor(f) = 0. We have that Dhor is
nonlinear; the linearization of Dhor at f ∈ C∞imm(Σ,M) is given as,
δfDhor : Γf
∗TM → Ω1(Σ,Rp)
∂ 7→
(
d(αi ◦ ∂) + f
∗ι∂dαi
)p
i=1
Restricting this map to the bundle f∗D we get,
Lf : Γf
∗D → Ω1(Σ,Rp)
∂ 7→
(
f∗ι∂dαi
)p
i=1
Observe that Lf is C
∞(Σ) linear and hence is induced by a bundle map. We will use the same notation Lf
interchangeably for the bundle map as well as the operator.
Definition 3.2. An immersion f : Σ→M is called
(
dαi
)
-regular if Lf is a surjective bundle map.
In general, a subspace V ⊂ TxM is called (dαi)-regular if the map,
Dx → hom(V,R
p)
∂ 7→
(
ι∂dαi|V
)p
i=1
is surjective. One may observe that,
Lemma 3.1. For V ⊂ Dx, the regularity of V is independent of the choice of the annihilating forms {αi} of D.
Thus for a general, not necessarily cotrivializable D, we can define a subspace V ⊂ Dx to be Ω-regular if V
is (dαi)-regular for some local defining forms αi, where Ω is the curvature 2-form of D. Similarly, an injective
map F : TΣ→ D ⊂ TM is called Ω-regular if ImFσ is Ω-regular for each σ ∈ Σ.
Definition 3.3. A D-horizontal immersions f : Σ→M is Ω-regular if df is Ω-regular, i.e, if Im dfσ is Ω-regular
for each σ ∈ Σ.
Remark 3.1. For a general D, we make a choice of connection ∇ on the bundle TM/D. Then the restricted
linearization map Lf is given by,
Lf : Γf
∗D → Γhom(TΣ, f∗TM/D)
∂ 7→ f∗ι∂
(
d∇λ
)
An immersion f : Σ → M is Ω-regular if the map Lf is surjective. Note that in general this depends on the
choice of ∇ and for D-horizontal f , we have Lf (∂) = f
∗ι∂Ω.
Now observe that, given a regular map f : Σ → M , the linearization dfDhor admits a right inverse at f .
Thus the operator Dhor is infinitesimally invertible on the set of regular immersions. The inverse map is given
by a bundle map, and hence is considered as an order 0 partial differential operator. Since regularity is an open
condition, we can apply the general theory of section 2.
Consider the relation Rα ⊂ Jα+1(Σ,M) consisting of infinitesimal solutions of Dhor(f) = 0 of order α, which
are also regular. The relations Rα have the same solution space for α ≥ 0; denote the sheaf of C∞-solutions of
Rα by Φ, which are exactly the regular, D-horizontal C
∞-immersions. We also have the sheaf Ψα = ΓRα of
sections. Appealing to Theorem 2.2 we have,
Theorem 3.1. Φ is a microflexible sheaf. The jet map J : Φ→ Ψα is a weak homotopy equivalence for α ≥ 3.
Remark 3.2. Note that the operator Dhor is of order r = 1, the inverse is of order s = 0 and has defect d = 1.
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Now suppose Dhor(f) = 0, i.e, f : Σ→M is given to be D-horizontal. Assuming D =
loc.
∩pi=1 kerλ
i we have,
f∗λi = 0⇒ f∗dλi = 0, which is equivalent to the global condition,
f∗Ω = 0
This is the isotropic condition.
Definition 3.4. Define the relation R ⊂ J1(Σ,M) consisting of jets (x, y, F : TxΣ→ TyM) satisfying,
• F is injective, ImF ⊂ Dy
• V = ImF is Ω-regular, i.e the map
Dy → hom(V, TM/D|y)
∂ 7→ ι∂Ω|V
is surjective.
• V is Ω-isotropic, i.e, Ω|V = 0.
We say, R is the relation of formal, regular, isotropic D-horizontal immersions.
Remark 3.3. An easy dimension calculation shows that for a regular, isotropic subspace V ⊂ D to exist
through every point of the manifold one must have, rkD ≥ (p + 1) dimV ([Gro96]). On the other hand if the
dimension condition is satisfied then generic Ω = (ωi)i=1,...,p admits regular isotropic subspaces through each
point.
One readily observes that R ⊂ R0 and it has the same solution sheaf Φ. We have the following.
Theorem 3.2. For any α ≥ 1, the jet projection map p = pα+11 : J
α+1(Σ,M) → J1(Σ,M) factors as,
p : Rα →R. Furthermore, for each σ ∈ Σ, the map p : Rα|σ → R|σ is surjective.
Remark 3.4. The proof of Theorem 3.2 is as follows. Firstly, one has to write down the equations coming
from the infinitesimal solution condition, in jet components. One ends up with a triangular system of affine
equations. The solvability of this system at each step is asserted by the regularity condition. The isotropic
condition is a quadratic equation, which arises automatically while considering the consistency of the equations
involved in R1.
Going through the details of the proof of Theorem 3.2, we see that one can get the surjectivity consistently
(and parametrically) over contractible neighborhoods in M . As a consequence we get,
Corollary 3.1. For α ≥ 1, the map Ψα → Ψ is a surjective sheaf map, where Ψ is the sheaf of sections of the
relation R.
Observing that the relation R is Diff (M)-invariant we obtain the following result.
Theorem 3.3. If M is open, then regular horizontal immersions Σ → (M,D) satisfies the parametric h-
principle. In particular, every section of R is homotopic to a regular horizontal immersion.
In order to get (global) h-principle for regular D-horizontal maps Σ → M , for a general manifold Σ, we
require certain extensibility condition on the formal solution.
Gromov’s overregularity condition: Suppose F : TΣ → TM represents a section of R which extends locally
to a bundle monomorphism F˜ : TΣ × R → TM such that the image of F˜σ is a regular isotropic subspace of
Df(σ) for all σ ∈ Σ. Gromov refers to such an F as an over-regular formal horizontal map and concludes the
following.
Theorem 3.4. [Gro96][Approximation Theorem] Every overregular homomorphism F : TΣ→ (TM,D) admits
a fine C0-approximation by a smooth regular horizontal immersions. Moreover, over-regular immersions satisfy
the C0-dense h-principle.
If D is a contact distribution then every horizontal immersion is regular. Moreover, overregularity condition
is not required for getting the h-principle for Legendrian immersions. In the next section we shall introduce
certain class of corank 2 fat distributions which includes the holomorphic contact distribution (viewed as a real
distribution). We shall see that under appropriate dimension condition, regular, horizontal immersions for such
distributions satisfy the C0-dense h-principle.
Remark 3.5. In [Gro96, pg 251], Gromov argues that a for a generic curvature tensor Ω, associated to
the distribution D ⊂ TM , one has germs of Ω-regular horizontal k-submanifolds through every point of M ,
provided the inequality rkD − k ≥ k corkD holds. Then for the overregular extension to exist, one needs
rkD − (k + 1) ≥ (k + 1) corkD. Note that since we are asking for the extension to be regular as well, we have
a large gap in the required dimension. Gromov conjectures ([Gro96, pg 259]) that one may get the h-principle
for Ω-regular horizontal immersions provided, dimM − (k + 1) ≥ (k + 1) corkD. In the present article, we
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obtain the h-principle for the regular horizontal immersions of k-manifolds, provided dimM ≥ 4k + 6. This
inequality implies Gromov’s conjectural one. Although one should note that the distribution considered here is
not generic, which justifies the large gap in dimension.
4. Fat Distribution of Corank 2
In this section we recall the definition of fatness of a distribution and and then introduce a special class of
corank 2 fat distribution.
4.1. Fat Distribution. There are many equivalent ways to describe a fat distribution ([Mon02]).
Strong Bracket Generation: A distribution D ⊂ TM is called fat (or strongly bracket generating) at
x ∈M if for every nonzero v ∈ Dx we have,
TxM = Dx + [V,D]x
where V is some (local) section of D with Vx = v and [V,D]x is the subspace of all vectors obtained by
first taking Lie brackets [V,X ] for local sections X ∈ ΓD and then evaluating at x, i.e,
[V,D]x =
{
[V,X ]x
∣∣X ∈ ΓD}
The distribution is fat if it is fat at every point x ∈M . In other words, D is fat if every nonzero vector
in D bracket generates the tangent space in one step.
Nondegeneracy of the Dual Curvature Form: Given a distribution D on M , consider the curvature
tensor Ω : Λ2D → TM/D. Dualizing we get the dual curvature form, ω : D⊥ → Λ2D∗, where we have
identified (TM/D)∗ with the annihilator bundle D⊥ ⊂ T ∗M of D. We say D is fat at the point x ∈M
if for every nonzero α ∈ D⊥x we have that ω(α) is a nondegenerate 2-form on D. The distribution D is
fat if it is fat at every point x ∈M .
Regularity of 1-dimensinal Subspaces: Given a distribution D, we say it is fat at x ∈M if for every
1-dimensional subspace V ⊂ Dx is (dαi)-regular, where αi is some local defining forms for D around x.
By Lemma 3.1, it is clear that the definition is independent of the choice of αi. Furthermore, D is fat
if it is fat at every x ∈M . Note that in [Gro96], Gromov defines this as 1-fatness.
Remark 4.1. An important consequence of fatness is that for any non-vanishing α which annihilates D, we
have that dα|D is a nondegenerate 2-form.
Though fatness is an open condition on the distribution germs, it is a nongeneric property, in general. In
fact one has the following,
Theorem 4.1. ([Mon02, Ray68]) Suppose D is a corank rank k distribution on M with dimM = n. If D is fat
then the following numerical constraints hold,
• k is divisible by 2; and if k < n− 1 then k is divisible by 4
• k ≥ (n− k) + 1
• The sphere Sk−1 admits n− k-many linearly independent vector fields
Conversely, given any pair (k, n) satisfying the above, there is fat distribution germ of type (k, n).
When corkD = 1, we see that a fat distribution must be of type (2n, 2n+ 1). In fact we have that corank 1
fat distributions are exactly the contact ones (and hence are generic). On the other hand, for p = corkD ≥ 2,
we must have that a fat distribution is of the type (4n, 4n+ p). We will now focus on p = 2.
4.2. Corank 2 Fat Distribution. Given a corank 2 distribution D, let us assumeD =
loc.
kerα1∩kerα2. Further
assume that ωi = dαi|D is nondegenerate. Then we can define a (local) autormorphism A : D → D given by,
ω1(u,Av) = ω2(u, v), ∀u, v ∈ D
Explicitly we have, A = −I−1ω1 ◦ Iω2 , where Iωi : D → D
∗ is the induced autormorphism Iωi(v) = ιvωi. One can
deduce ([Dat11]) that a subspace V ⊂ Dx is (dα1, dα2)-regular if and only if V ∩AV = 0. Note that A depends
on the choice of local defining forms, but the regularity is independent of it (see Lemma 3.1). We then have a
characterization for corank 2 fat distribution,
Proposition 4.1. If Ax has no real eigenvalue, then D is fat at x ∈M . Conversely, if D is given to be fat at
x ∈ M , then for some (and hence every) local defining form, the induced automorphism Ax : Dx → Dx has no
real eigenvalue.
Proof. Observe that a 1-dimension subspace V ⊂ Dx, given as V = 〈v〉 for some 0 6= v ∈ Dx, is regular if and
only V ∩ AV = 0; this is equivalent to saying that v is not an eigenvector of A. The proof then follows, since
D is fat at x ∈M if and only if every 1-dimensional subspace of Dx is regular. 
Now given a corank 2 fat distribution D on M , we would like to assign an integer to each point x ∈M .
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Definition 4.1. Let D be a given corank 2 fat distribution on M . Then we can associate a number d to
each point x ∈ M , denoted deg(x,D), defined as the degree of the minimal polynomial of the automorphism
Ax : Dx → Dx; where A is the relating automorphism as above, for some local defining forms about the point
x.
We need to check that this notion of degree is indeed well-defined. Suppose,
D =
loc.
kerα1 ∩ kerα2 = kerβ1 ∩ kerβ2
for local 1-forms αi, βi around x ∈M . Then we can write,
β1 = pα1 + qα2, β2 = rα1 + sα2
for some local p, q, r, s ∈ C∞(M), such that,
(
p q
r s
)
is nonsingular. Now we have that,
dβ1|D = pdα1|D + qdα2|D, dβ2|D = rdα1|D + sdα2|D
As observed earlier, both pairs dαi|D and dβi|D are nondegenerate. Hence we get two (local) automorphisms
A,B : D → D defined by,
dα1(u,Av) = dα2(u, v), ∀u, v ∈ D and dβ1(u,Bv) = dβ2(u, v), ∀u, v ∈ D
From Proposition 4.1 we know that, both Ax and Bx have no real eigenvalue. We prove,
Theorem 4.2. The minimal polynomials of Ax and Bx have the same degree.
The proof follows from a series of lemmas.
Lemma 4.1. We have, (pI + qA)B = rI + sA; or rearranging, A(qB − sI) = rI − pB.
Proof. For any u, v ∈ D we get,
dβ1(u,Bv) = dβ2(u, v)
⇒pdα1(u,Bv) + qdα2(u,Bv) = rdα1(u, v) + sdα2(u, v)
⇒pdα1(u,Bv) + qdα1(u,ABv) = rdα1(u, v) + sdα2(u,Av)
⇒dα1(u, pBv + qABv − rv − sAv) = 0
which gives , pB + qAB − rI − sA = 0, i.e, (pI + qA)B = rI + sA. 
Since A,B have no real eigenvalue, we get det(pI + qA) 6= 0 and det(qB − sI) 6= 0 at all points. Hence we
can write,
B = (pI + qA)−1(rI + sA), A = (rI − pB)(qB − sI)−1
Let us denote by µA(x) (resp. µB(x)) the minimal polynomial of Ax : Dx → Dx (resp. of Bx : Dx → Dx).
Lemma 4.2. For each x ∈M , Bx can be expressed as a polynomial in Ax; similarly Ax can be expressed as a
polynomial in Bx.
Proof. Consider the algebraAx ⊂ End(Dx) generated byAx and let Tx = p(x)Ix+q(x)Ax have the characteristic
polynomial,
T nx + an−1T
n−1
x + . . .+ a0Ix = 0
Since Tx is invertible, we must have a0 6= 0. Multiplying by
1
a0
T−1x we get,
T−1x =
1
a0
(
T n−1x + an−1T
n−2
x + . . .+ a1Ix
)
∈ Ax
i.e, T−1x is a polynomial in Ax. Thus we get that Bx =
(
p(x)Ix + q(x)Ax
)−1(
r(x)Ix + s(x)Ax
)
is a polynomial
in Ax. The arguments for Ax are similar. 
We now prove Theorem 4.2, i.e, we show that deg µA(x) = deg µB(x) for x ∈M .
Proof. Say, k = degµA(x). Suppose v 6= 0 is a cyclic vector corresponding to both µA(x) and µB(x). This is
possible since such vectors for respective matrices form open dense subsets ([Cla]). Now we have,
v,Axv, . . . , A
k−1
x v
are linearly independent vectors. Also clearly,
Bixv ∈ 〈v,Axv, . . . , A
k−1
x v〉
since Bix is a polynomial in Ax. Also we have,
v,Bxv, . . . , B
k′−1
x v
are linearly independent, where k′ = deg µB(x). Hence we must have, deg µB(x) ≤ k = deg µA(x). Similarly
we get, deg µA(x) ≤ deg µB(x). Thus, degµA(x) = degµB(x), for x ∈M . 
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Clearly deg(x,D) is nonzero for each x ∈ M , since A cannot have any real eigenvalue; in fact deg(x,D) is
always even. We have,
Lemma 4.3. Given a corank 2 fat distribution D on M , the map x 7→ deg(x,D) is lower semi-continuous.
Proof. Without loss of generality, we assume that D = kerα1 ∩ kerα2. Suppose d = deg(x,D). Consider the
map,
φ : D → ΛdD
v 7→ v ∧ Av ∧ . . . ∧Adv
where A : D → D is the relating automorphism associated to α1, α2. We have that φ is continuous. Also, there
exists v0 ∈ Dx such that φ(v0) 6= 0. Hence, φ must be nonzero on some neighborhood U of x. Then for y ∈ U
we have that deg(y,D) ≥ d. This proves the lower semi-continuity. 
Definition 4.2. A corank 2 fat distribution D onM is said to have degree d, if d = deg(x,D) for every x ∈M .
In this article, we will be focusing on degree 2 fat distributions of corank 2. A prominent example of this
class of distribution is given by holomorphic contact structures.
4.3. Holomorphic Contact Distribution.
Definition 4.3. A holomorphic 1-form α on a complex manifold M with dimCM = 2n+ 1, is called contact
if it satisfies α ∧ dαn 6= 0.
Let us consider M = C2n+1 with the holomorphic coordinates (z, x1, . . . , xn, y1, . . . , yn). Then the standard
holomorphic contact form is given as, α = dz −
∑n
j=1 yjdxj . Now let us identify, C
2n+1 = R4n+2 and consider
z = z1 + iz2, xj = xj1 + ixj2, yj = yj1 + iyj2. Then we can write α = α1 + iα2, where
α1 = dz1 −
n∑
j=1
(
yj1dxj1 − yj2dxj2
)
, α2 = dz2 −
n∑
j=1
(
yj2dxj1 + yj1dxj2
)
This pair of 1-forms gives a corank 2 real distribution D = kerα1 ∩ kerα2, which is canonically isomorphic to
(kerα)R, where for any complex vector bundle E, the bundle ER denotes the underlying real vector bundle,
obtained via forgetting the complex structure. We can explicitly find out a frame {Xj1, Xj2, Yj1, Yj2} for D
given as,
Xj1 = ∂xj1 + yj1∂z1 + yj2∂z2 , Xj2 = ∂xj2 − yj2∂z1 + yj1∂z2 and Yj1 = ∂yj1 , Yj2 = ∂yj2
Note that from the contact condition, it follows that dαi|D is nondegenerate for i = 1, 2. We can thus consider
the automorphism A : D → D defined via, dα1(u,Av) = dα2(u, v), ∀u, v ∈ D. We readily find out,
AXj1 = −Xj2, AXj2 = Xj1, AYj1 = −Yj2, AYj2 = Yj1
In particular we observe, A2 = −Id.
For a general holomorphic contact form α on a complex manifold (M,J) we may use the canonical isomor-
phism TM ∼= (TM (1,0))R given by, X 7→ X+iJX , to get a smooth distribution D ⊂ TM isomorphic to (kerα)R.
Here TM (1,0) denotes the holomorphic tangent bundle. Now we have the corank 2 bundle D = kerα1 ∩ kerα2,
where α = α1 + iα2. Again from α ∧ dαn 6= 0 we see that dαj |D is nondegenerate for j = 1, 2. We have the
automorphism A : D → D given by dα1(u,Av) = dα2(u, v) for all u, v ∈ D. From the holomorphic Darboux
theorem, we have the local description of α as above and hence we get A2 = −Id. More generally, we may
consider holomorphic contact structure ξhol ⊂ TM (1,0), which is only locally given as kernel of holomorphic
contact forms. We can still have the associated smooth distribution D ⊂ TM , along with locally defined auto-
morphisms A, satisfying A2 = −Id.
In particular, we see that the real distribution corresponding to a given holomorphic contact distribution is
corank 2 fat and of degree 2.
Remark 4.2. It is not known to us whether every germ of degree 2 fat distribution is isomorphic to the
distribution germ of the holomorphic contact distribution (of which there is only one, by the holomorphic
Darboux theorem). From [Ge93], one gets that a general fat distribution germ has function moduli.
One possible way to classify the distribution germs is via the “nilpotentization” ([Tan70, Mon02]), which
associates a nilpotent, 2-step Lie algebra to the germ. In particular, for the holomorphic contact distribution, the
nilpotent algebra in question is the complex Heisenberg algebra of appropriate dimension. From the classification
result in [CFS05], we get that for D of type (4, 6), the nilpotentization of any fat distribution is isomorphic to
the complex Heisenberg algebra of (complex) dimension 3. Note that, in this dimension the degree is always
constant and equals 2; whereas in higher dimension, there are corank 2 fat distribution with degree ≥ 4.
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4.4. Linear Algebraic Considerations. Here we suppose that D is a vector space, along with two nonde-
generate 2-forms ω1, ω2. We have the automorphism A : D → D given as,
ω1(u,Av) = ω2(u, v), ∀u, v ∈ D
Further assume that,
• A has no real eigenvalue
• The minimal polynomial of A has degree 2
Thus we may write,
A2 = λA+ µI
so that the polynomial X2 − λX − µ = 0 has no real roots.
Remark 4.3. Note that we need to have that dimD is divisible by 4 (see [Mon02, pg. 71]).
We denote for any subspace V ⊂ D,
V ⊥i =
{
w ∈ D
∣∣ωi(v, w) = 0, ∀v ∈ V }, i = 1, 2
It is easy to note that for any V ⊂ D,
V ⊥2 =
(
AV
)⊥1
, V ⊥1 = A
(
V ⊥2
)
Lemma 4.4. If V is ωi-isotropic for both i = 1, 2, i.e, if V ⊂ V
⊥1 ∩ V ⊥2 , then V +AV ⊂ V ⊥1 ∩ V ⊥2
Proof. First observe that,
A(V +AV ) = AV +A2V = AV + (λA+ µI)V ⊂ AV + λAV + µV ⊂ AV + V
Since A is an isomorphism, we must have A(V +AV ) = V +AV .
Next we show that AV is ωi-isotropic for i = 1, 2. We have for any u, v ∈ V ,
ω1(Au,Av) = ω2(Au, v) = −ω2(v,Au) = −ω1(v,A
2u) = −ω1(v, λAu + µu)
= −λω1(v,Au)− µω1(v, u) = −λω2(v, u)− 0 = 0
ω2(Au,Av) = ω1(Au,A
2v) = ω1(Au, λAv + µv)
= λω1(Au,Av) + µω1(Au, v) = 0 + µω2(u, v) = 0
Thus we get,
AV ⊂
(
AV
)⊥1 ∩ (AV )⊥2 = (AV +A2V )⊥1 = (V +AV )⊥1 = V ⊥1 ∩ V ⊥2
Hence we have, V +AV ⊂ V ⊥1 ∩ V ⊥2 . 
Definition 4.4. We say V ⊂ D is regular if V ∩ AV = 0, i.e, if V +AV is a direct sum.
We can now show,
Proposition 4.2. Suppose V ⊂ D is ωi-isotropic for both i = 1, 2 and is regular. If 4 dimV < dimD, then
we have that V ⊥1 ∩ V ⊥2 \ (V + AV ) 6= ∅. Furthermore for every 0 6= τ ∈ V ⊥1 ∩ V ⊥2 \ (V + AV ), the sum
V0 = V + 〈τ〉 is,
• regular
• ωi-isotropic for i = 1, 2.
Proof. Firstly, V ⊥1 ∩ V ⊥2 = (V +AV )⊥1 and hence,
dimV ⊥1 ∩ V ⊥2 = dim(V +AV )⊥1 = dimD − dim(V +AV ) = dimD − 2 dimV
Since V is both ωi-isotropic, we have in particular, V + AV ⊂ V ⊥1 ∩ V ⊥2 by Lemma 4.4. Thus we see that
V ⊥1 ∩ V ⊥2 \ (V +AV ) 6= ∅, since dimD > 4 dimV .
Next, pick arbitrary 0 6= τ ∈ V ⊥1 ∩ V ⊥2 \ (V + AV ). Clearly, V0 = V + 〈τ〉 is a direct sum. Since τ ∈ V ⊥i
and V is ωi-isotropic, V0 is ωi-isotropic.
Lastly, in order to prove that V0 is regular, we need to show that V0 +AV0 is a direct sum. By the choice of
τ and from the regularity of V , we have that V +AV + 〈τ〉 is a direct sum. If possible, let Aτ ∈ V +AV + 〈τ〉.
Then we may write, Aτ = v1 +Av2 + bτ for v1, v2 ∈ V and b ∈ R. Since A2 = λA+ µI, we have,
A2τ = Av1 +A
2v2 + bAτ
⇒ (λA+ µI)τ = Av1 + (λA + µI)v2 + b(v1 +Av2 + bτ)
⇒ λ(v1 +Av2 + bτ) + µτ = Av1 + λAv2 + µv2 + bv1 + bAv2 + b
2τ
⇒ (λv1 − µv2 − bv1) +A(λv2 − v1 − λv2 − bv2) + (λb + µ− b
2)τ = 0
Since V + AV + 〈τ〉 is a direct sum, we must have b2 − λb − µ = 0. This implies that b is a real root of
X2−λX−µ = 0, which is a contradiction. Hence we must have that Aτ 6∈ V +AV + 〈τ〉. Thus we get V0+AV0
is a direct sum, i.e, V0 is regular. 
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Remark 4.4. Since dimD must be divisible by 4, we see that the inequality 4 dimV < dimD is equivalent to
4 dimV + 4 ≤ dimD.
4.5. Regular Horizontal Immersion in Degree 2 Fat Distribution. Given some degree 2 fat distribution
D ⊂ TM of corank 2, we wish to understand the regularity of a D-horizontal immersion Σ → (M,D). Given
D =
loc
kerα1 ∩ kerα2, recall that the regularity of a subspace V ⊂ Dx is understood as the surjectivity of the
map,
Dx → hom(V,R
2)
∂ 7→
(
ι∂dα1|V , ι∂dα2|V
)
We then have,
Proposition 4.3 ([Dat11]). V is Ω-regular if and only if V +AV is a direct sum, i.e, if and only if V ∩AV = 0.
Here A : Dx → Dx is the automorphism defined by, dα1(u,Av) = dα2(u, v) for all u, v ∈ Dx
Next following Gromov [Gro96] we define,
Definition 4.5. A D-horizontal immersion f : Σ → M is called overregular, if for each σ ∈ Σ, there is a
Ω-regular, Ω-isotropic subspace S ⊂ Tf(σ)M such that dfσ(TσΣ) ( S.
Remark 4.5. Note that overregularity does not ask for a continuous field of subspaces S.
Now, suppose that F : TΣ → TM is a formal, regular, isotropic D-horizontal map, with f = bsF as the
base map Σ → M . Then for each σ ∈ Σ, the subspace V = Im df |σ ⊂ Df(σ) is isotropic with respect to both
ωi = dαi|D and also V ∩ AV = 0 from regularity. Then from Proposition 4.2 we get,
Proposition 4.4. If 4 dimΣ+ 4 ≤ rkD, then every formal regular, isotropic, horizontal immersion is overreg-
ular.
Remark 4.6. By the “Approximation theorem” presented in [Gro96, pg 258], we get the C0-dense h-principle
for regular, D-horizontal maps Σ → M , for degree 2 fat distribution D and 4 dimΣ + 4 ≤ rkD. Since only an
indication of the proof is given in [Gro96], we include a complete proof of the theorem in the next section.
5. h-principle for Regular Horizontal Immersions
Suppose D is a degree 2 fat distribution on M and Σ is some manifold. In order to have over-regular maps
we must have 4 dimΣ + 4 ≤ rkD or equivalently, 4 dimΣ + 6 ≤ dimM . We now state the main result of this
article.
Theorem 5.1. For 4 dimΣ + 6 ≤ dimM , regular, D-horizontal immersions Σ→M satisfy the h-principle.
Before proceeding with the proof, we first fix notations. Denote by Ω : Λ2D → TM/D the curvature tensor.
Fix the relation R ⊂ J1(Σ,M) consisting of regular, isotropic, D-horizontal formal maps. We denote by Φ
the sheaf of solution of R and Ψ denotes the sheaf of sections. The h-principle follows if we can show that,
j1 : Φ→ Ψ induces surjection pi0(j
1).
Choosing a cover of M : We first fix a locally finite cover {Ui}i∈Λ for M , such that we may write,
D|U = kerα1 ∩ kerα2
where the automorphism A : D|U → D|U is given by dα1(u,Av) = dα2(u, v) for u, v ∈ D|U . Clearly, Ax
has degree of the minimal polynomial 2 for each x ∈ U .
Now suppose F ∈ Ψ is given and denote f = bsF .
Choosing a Triangulation of Σ: Consider the covering {f−1(Ui)}i∈Λ of Σ and fix a locally finite,
“good” cover O, subordinate to it. That is, we ask for every (non-empty) finite intersections of open sets
in O to be contractible. We also have that each Oi ∈ O satisfies, Oi ⊂ f−1(Uσ(i)), for some σ(i) ∈ Λ.
Next we fix a triangulation {∆α} on Σ such that, each simplex ∆α satisfies,
∆α ⊂ Oα ⊂ f
−1
(
Uσ(α)
)
for some Oα ∈ O
Also, for any ∆ = ∆α we denote,
U∆ =
⋂
∆⊂∆β
Uσ(β)
Similarly define,
O∆ =
⋂
∆⊂∆β
Oβ
Then from the good cover assumption, we have that O∆ is always contractible.
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Remark 5.1. During the course of the proof, we will always assume that Op∆ ⊂ O∆ and Op ∂∆ ⊂ O∆, for
any cell ∆. We also assert that any homotopy performed on Op∆, at any given stage, will always be C0-small,
so that the image ∆ under base map, is always contained in U∆. This will give us that the image of any simplex
∆β containing ∆ is still contained in the open set Uσ(β), even after performing some homotopy on Op∆.
We now prove a few preparatory lemmas.
Lemma 5.1. Given F ∈ Ψ and for any O ∈ O such that f(O) ⊂ U ⊂M , where U as above, we have that F |O
admits a (formal) regular, D-horizontal, isotropic extension
F˜ : T (O × R)→ (TU,D|U )
Proof. Let us consider D = kerα1 ∩ kerα2 over the neighborhood U ⊂ M . Since F is given to be (partially)
isotropic, we have that V = ImF |TxΣ ⊂ Df(x) is ωi-isotropic for both i = 1, 2, where ωi = dαi|D. Also, V is
regular. Consider,
X =
(
ImF
)⊥1 ∩ ( ImF )⊥2 , Y = ImF + A( ImF )
As F is isotropic, we have Y ⊂ X . Since U is contractible, X and Y are trivial bundles. We may choose an
arbitrary non-zero section τ of X , which avoids Y . Then from Proposition 4.4, we have that ImF + 〈τ〉 is a
direct sum of bundles and each fiber is regular, isotropic. We extend F on U ×R to F˜ , by mapping the vertical
direction T(u,t)R to 〈τ〉 and F˜ is F on the horizontal direction. By construction, F˜ is D-horizontal, regular and
isotropic. 
Flexibility of Extension: Given O ⊂ Σ and U ⊂ M we have that the relation R˜ = R˜(O,U) ⊂ J1(O ×
R, U) given by (formal) D-horizontal, regular, isotropic maps
(
T (O×R), ξ˜)→ (TU,D|U ) is microflexible.
Hence in particular the sheaf of solutions Φ˜ is microflexible. Also the pseudogroup Diff(O, pi) of fiber
preserving diffeotopies of O × R → O, acts on Φ˜ and sharply moves O × {0}. Hence an application of
Theorem 2.2 gives, Φ˜|O is flexible. Also observe that we can take U to be arbitrary. Hence any homotopy
obtained using the flexibility will always be contained in U . This will ensure the C0-smallness in the
course of the proof.
Lemma 5.2. Suppose for some compact set A ⊂ Σ with A ⊂ O for some O ∈ O, we are given that F : OpA→
R is holonomic. F˜ ∈ Ψ˜|A be some arbitrary formal lift obtained from Lemma 5.1. Then we have a C0-small
homotopy, F˜t ∈ Ψ˜|A, connecting F˜ to j1f˜ , where f˜ : O˜p(A) → M is a regular solution of D˜. Furthermore,
F˜t|OpA×0 is constant and equals F˜ for all t ∈ [0, 1].
Proof. Suppose, F = j1f for f : OpA→M is a regular solution. Using Theorem 3.2, we first get a lift Fˆ ∈ Ψα|A,
for α sufficiently large. Let us write,
Fˆ (p, 0) =
(
(p, 0), f(p), Pi : Sym
i
(
T(p,0)Σ
)
→ Tf(p)M
)
We define a map fˆ : O˜p(A)→M as follows. For (p, t0) = (p1, . . . , pk, t0) ∈ O˜p(A) ⊂ Σ× R, define,
fˆ(p, t0) = f(p) +
α+1∑
i=1
∑
I=(j1,...,jk,jk+1)
j1+...+jk+1=α
jk+1 6=0
1
CI
(x1 − p1)
j1 . . . (xk − pk)
jk (t− t0)
jk+1Pi(∂I |(p,t0))
where ∂I is the symmetric multi-vector, ∂I = ∂
j1
x1
⊙ · · · ⊙ ∂jkxk ⊙ ∂
jk+1
t . Then we have that j
α+1
fˆ
(p, 0) = Fˆ (p, 0).
Furthermore, since f is regular on Op(A)× 0 and since A is a compact set, we have that fˆ is regular on some
U satisfying, A ⊂ U ⊂ U¯ ⊂ O˜p(A). From Theorem 2.5, we can get 2-consistent inversion D˜−1
fˆ
, on U , along the
set V0 = OpA× 0 ⊂ O˜p(A). We get a regular map f¯ : U →M such that, D˜(f¯) = 0. Furthermore,
j1
f¯
|V0 = j
1
fˆ
|V0
In particular, j1
f¯1
(p, 0) = F˜ (p, 0) for p ∈ V0. Hence we have that j1f on OpA is extended to j
1
f¯1
on O˜pA, keeping
the jet values fixed on OpA.
Now consider the linear homotopy joining F˜ and j1
f¯
inside J1(Σ,M). Since the homotopy is constant on
points of V0, we may push the homotopy (by shrinking O˜pA if necessary) to a path in R˜. This can be done by
a (local) absolute neighborhood retract for the relation R˜. Since the relations under considerations are defined
via algebraic equations in the jet space, they are indeed absolute neighborhood retracts. Thus we have the
required homotopy Ft ∈ Ψ˜|A joining F˜ to j1f¯ , while F˜t|V0 = F˜ |V0 is fixed. Also the homotopy is C
0-small by
construction. 
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Lemma 5.3. Fix some 0-simplex v ∈ Σ. Given F ∈ Ψ, we can get a C0-small homotopy Ft ∈ Ψ and open sets,
v ⊂ V1 ⊂ V¯1 ⊂ V2 ⊂ V¯2 ⊂ Ov
such that,
• F0 = F
• F1 is holonomic on V1
• Ft is constant and equals F on Σ \ V2
• Ft(v) = F (v) for all t
Proof. First using Lemma 5.1, we get some arbitrary lift F˜ ∈ Ψ˜|v. Then using Lemma 5.2 for A = {v}, we
get a C0-small homotopy G˜t ∈ Ψ˜|v joining F˜ to a holonomic section G˜1, such that G˜t|v = F˜ |v is fixed. Set,
F vt = ev(G˜t). Then F
v
0 |v = F |v and F
v
1 is holonomic on Op(v). Also, F
v
t ∈ Ψ|v is a C
0-small homotopy.
We now need to extend this to all over Σ. Fix open sets v ⊂ V1 ⊂ V¯1 ⊂ V2 ⊂ V¯2 ⊂ Ov. Next get a cutoff
function ρ : Σ→ [0, 1], which is identically 1 on V¯1 and supp ρ ⊂ V2. Define,
Ft(σ) =
{
F v
ρ(σ)t(σ), if σ ∈ V¯2
F (σ), if σ ∈ W \ V2
It is easy to see that Ft is the required homotopy. 
Lemma 5.4. Suppose ∆ ⊂ Σ is some i+1-cell, for i ≥ 0. We are given F ∈ Ψ such that F |Op ∂∆ is holonomic,
where Op ∂∆ ⊂ O∆. Then there exists a C
0-small homotopy Ft ∈ Ψ and open sets,
∆ ⊂ V1 ⊂ V¯1 ⊂ V2 ⊂ V¯2 ⊂ O∆
and open set
∂∆ ⊂W1 ⊂ W¯1 ⊂ V1 ∩Op ∂∆ ⊂ O∆
such that,
• F0 = F
• F1 is holonomic on V1
• Ft is constant and equals F on W1 ∪
(
Σ \ V2
)
Remark 5.2. Observe that we are allowing ∆ to be a top-dimensional simplex as well.
Proof. First using Lemma 5.1, we obtain some arbitrary lift F˜ ∈ Ψ˜|∆. Since we are given that F |Op ∂∆ is
holonomic, using Lemma 5.2 for A = ∂∆, we obtain a C0-small homotopy
G˜∂∆t ∈ Ψ˜|∂∆
joining F˜ |Op∂∆ to a holonomic section G˜∂∆1 ∈ Ψ˜|∂∆. Let us denote,
G˜∂∆1 = j
1
f˜∂∆
for some regular solution f˜∂∆ : O˜p∂∆ → M . Furthermore, under the evaluation map ev : Ψ˜|∂∆ → Ψ|∂∆ we
have that ev(Gt) = F |Op ∂∆ is constant.
Now we use the flexibility of the sheaf Ψ˜|∆ as follows. Consider the diagram,
0 Ψ˜|∆
I Ψ˜|∂∆
F˜
G∂∆t
We then have a lift G˜∆t : [0, 1]→ Ψ˜|∆, which is fixed on O˜p∂∆. In particular we have,
G˜∆1 |O˜p∂∆ = G˜
∂∆
1 = j
1
f˜∂∆
We can arrange the homotopy G˜∆1 to be C
0-small.
Now we consider the map of fibration as follows.
η−1
(
f˜∂∆
)
Φ˜|∆ Φ˜|∂∆ f˜∂∆
χ−1
(
G˜∆1 |O˜p∂∆
)
Ψ˜|∆ Ψ˜|∂∆ j1f˜∂∆ = G˜
∆
1 |O˜p∂∆
J
η
J J
χ
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Here η is a fibration by Theorem 3.1 and Theorem 2.2. Now we know that the rightmost and the middle J = j1
are weak homotopy equivalences. Hence by the 5-lemma argument, we have,
J : η−1(f˜)→ χ−1
(
j1
f˜∂∆
)
is a weak homotopy equivalence. Now,
G˜∆1 ∈ χ
−1(j1
f˜∂∆
)
Hence we have a path
H˜t ∈ χ
−1(j1
f˜∂∆
)
joining G˜∆1 to some holonomic section H˜1 = j
1
fˆ∆
, where fˆ∆ : O˜p∆ → M is a regular solution. In particular,
this homotopy is fixed on O˜p∂∆ and is C0-small. We have the concatenated homotopy,
F˜t : F˜ ∼G˜∆t G˜
∆
1 ∼H˜t j
1
fˆ∆
Set F∆t = ev(F˜t). Then, F
∆
0 = F |∆ and F
∆
1 is holonomic on Op∆. Furthermore, as observed, F
∆
t is fixed
on Op ∂∆. Also observe that both homotopies above is C0-small and hence so is Ft Also Ft is overregular by
construction.
Lastly, we need to extend F∆t to all of Σ, keeping it F outside Op∆. Fix open sets, ∆ ⊂ V1 ⊂ V¯1 ⊂ V2 ⊂
V¯2 ⊂ Op∆ and ∂∆ ⊂ W1 ⊂ W¯1 ⊂ V1 ∩ Op ∂∆. Next get a bump function ρ : Σ → [0, 1] which is identically 1
on V¯1 and supp ρ ⊂ V2. Define,
Ft(σ) =
{
F∆
ρ(σ)t(σ), if σ ∈ V¯2
F (σ), if σ ∈ W \ V2
It is easy to see that Ft is the required homotopy. 
We may now prove,
Theorem 5.2. Given F ∈ Ψ as above, we have a C0-small homotopy Ft ∈ Ψ such that F1 is holonomic on Σ.
Proof. The proof is done by a cell-wise induction.
Step 0 : : For each 0-simplex v ∈ Σ, using Lemma 5.3, we get a homotopy F vt ∈ Ψ, which is holonomic
on Op(v) and is identically F on Σ \ Op(v). But then all these homotopies patch together nicely and
we have a homotopy F 0t ∈ Ψ such that F
0
0 = F and F
0
1 is holonomic on OpΣ
(0), the 0-skeleton. Clearly
the homotopy is C0-small. Furthermore, F 0t = F on Σ \ OpΣ
(0).
Step 1 : : For each 1-simplex ∆, using Lemma 5.4, we get a homotopy F∆t ∈ Ψ|∆ such that F
∆
1 is
holonomic on Op(∆). Also, F∆t = F
0
1 on Op ∂∆ ∪
(
Σ \ Op∆
)
. Hence all these homotopies patch
together nicely and we get, F 1t ∈ Ψ such that F
1
0 = F
0
1 and F
1
1 is holonomic on OpΣ
(0), the 1-skeleton.
Clearly the homotopy is C0-small. Furthermore, F 1t = F
1
1 on Σ \ OpΣ
(1)
Step i+ 1 : : Suppose we have F i1 ∈ Ψ which is holonomic on OpΣ
(i). For each i + 1-simplex ∆, using
Lemma 5.4, we get a homotopy F∆t ∈ Ψ such that F
∆
1 is holonomic on Op∆. Also, F
∆
t = F
i
1 on
Op ∂∆∪
(
Σ \Op∆
)
. Hence all these homotopies patch together nicely and we get, F i+1t ∈ Ψ such that
F i+1t = F
i
1 and F
i+1
1 is holonomic on OpΣ
(i+1), the i+ 1-skeleton. Clearly the homotopy is C0-small.
Furthermore, F i+1t = F
i
1 on Σ \ OpΣ
(i+1).
The induction stops once we have performed step N where N = dimΣ. We end up with sequence of C0-small
homotopies. Concatenating all of them we have,
Ft : F ∼F 0t F
0
1 ∼F 1t F
1
1 ∼ · · · ∼FN−1t
FN−11 ∼FNt F
N
1
Clearly Ft ∈ Ψ is a C0-small homotopy joining F to a holonomic F1 = FN1 ∈ Ψ. This proves the theorem. 
Thus we have proved the C0-dense h-principle for regular, D-horizontal immersions of Σ in holomorphic
contact distribution, provided we have 4 dimΣ + 6 ≤ dimM .
Remark 5.3. Carefully going through the proof and introducing parameter spaces as necessary, one may also
prove that pik(j
1) is surjective for all k ≥ 0.
6. Application : Existence of Regular, D-horizontal Immersions
Assume that D is a corank 2 distribution on a manifoldM and degree D is 2. Suppose that Σ is an arbitrary
manifold such that 4 dimΣ+6 ≤ dimM . Let f : Σ→M be a smooth immersion. In order to apply Theorem 5.1,
we need to get a formal, regular, isotropic map F : TΣ → TM , covering the base map f . In other words, we
need to find a section of the subbundle F ⊂ hom(TΣ, f∗TM), where the fibers are given as,
Fx =
{
F : TxΣ→ Tf(x)M
∣∣∣ F is injective, ImF ⊂ Df(x) is regular, isotropic}
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Suppose D = R4n has two nondegenerate 2-forms ω1, ω2, such that the automorphism A : D → D, defined
as ω1(u,Av) = ω2(u, v), has no real eigenvalue and has the degree of the minimal polynomial 2. Let k = dimΣ.
Then we may identify the fibers with the space,
R(k) =
{
(v1, . . . , vk)
∣∣{vi} are independent vectors in D, the span 〈v1, . . . , vk〉 is regular, isotropic} ⊂ Vk(D)
where Vk(D) denotes the Stiefel manifold. In other words, F is an R(k)-bundle over Σ. Observe that the
projection map p : Vk+1(D)→ Vk(D) given by p(v1, . . . , vk+1) = (v1, . . . , vk) maps, R(k + 1) onto R(k).
Proposition 6.1. The space R(k) is 4n− 4k + 2-connected.
Proof. Let (v1, . . . , vk) ∈ R(k). Then V = 〈v1, . . . , vk〉 is ωi-isotropic and regular. By Proposition 4.2, for any
τ ∈ V ⊥1 ∩ V ⊥2 \ (V +AV ), the tuple (v1, . . . , vk, τ) ∈ R(k + 1). Now from regularity we have,
codimV ⊥1 ∩ V ⊥2 = 2dimV ⇒ dim V ⊥1 ∩ V ⊥2 = dimD − 2 dimV = 4n− 2k
Also, dimV + AV = 2k. Hence the fiber, say, F (k) of p : R(k + 1) → R(k) is 4n − 4k − 2-connected. Now
consider the fibration long exact sequence,
. . .→ pii(F (k))→ pii(R(k + 1))→ pii(R(k))→ pii−1(F (k))→ . . .
Since pii(F (k)) = 0 for i ≤ 4n− 4k + 2, we get isomorphism pii(R(k + 1)) ∼= pii(R(k)) for i ≤ 4n− 4k + 2. This
holds true for any k ≥ 1. In particular we have,
pii(R(k)) ∼= pii(R(k − 1)), for i ≤ 4n− 4(k − 1)− 2 = 4n− 4k + 2
Now, observe that any vector 0 6= v1 ∈ D is regular, since A has no real eigenvalue. Also, it is clearly
isotropic. Thus R(1) = D \ 0 and hence R(1) is (4n − 2)-connected. Inductively, assume that R(k − 1) is
4n− 4(k − 1) + 2 = 4n− 4k + 6-connected. But then from the above we have,
pii(R(k)) ∼= pii(R(k − 1)) ∼= 0 for i ≤ 4n− 4k + 2 < 4n− 4k + 6
Hence one gets that R(k) is (4n− 4k + 2)-connected. 
Thus we see that Fx is 4n− 4k + 2-connected. We then deduce,
Theorem 6.1. If dimM ≥ max{4 dimΣ+ 6, 5 dimΣ− 1} then any f : Σ→M can be homotoped to a regular,
D-horizontal map, which is arbitrarily C0-close to f .
Proof. Observe that,
dimM = 4n+ 2 ≥ 5 dimΣ− 1 = 5k − 1⇔ 4n− 4k + 2 ≥ k − 1
Hence for dimM ≥ 5 dimΣ − 1 the fibers of F are (dimΣ − 1)-connected and all the obstruction for the
existence of a section vanishes. We thus get a formal, regular, isotropic, D-horizontal map F , covering the given
f . Furthermore if dimM ≥ 4 dimΣ + 6, then from Theorem 5.1, this formal map F can be homotoped to a
regular, D-horizontal map. Clearly, the homotopy can be made arbitrarily C0-close to f . 
In particular, one may take f : Σ→M to be a constant map. Then as a corollary we have,
Corollary 6.1. If dimM ≥ max{4 dimΣ+ 6, 5 dimΣ− 1}, then Σ can be immersed in M such that the image
is D-horizontal and is contained in some arbitrarily small neighborhood of a point.
6.1. h-principle for Exact Bi-Isotropic Maps. Let N be a manifold with a pair of exact symplectic forms
(dβ1, dβ2) on it.
Definition 6.1. An immersion f : Σ→ (N, dβ1, dβ2) is said to be an exact bi-isotropic map if f∗βi is an exact
1-form, for both i = 1, 2.
Let M = N × R2 and pi :M → N be the projection map. Then on M we have the 1-forms,
αi = dzi − pi
∗βi, i = 1, 2
where z1, z2 are the coordinates on R
2. α1, α2 are already independent at each point of M and so we have
corank 2 distribution D = kerα1 ∩ kerα2. Note that dpi maps D onto TN .
Now observe that we can identify C∞(Σ,M) with C∞(Σ, N)×C∞(Σ)×C∞(Σ) for any manifold Σ. Suppose
h = (f, φ1, φ2) : Σ→M is a C∞-map. Then
h∗αi = d
(
zi ◦ h
)
−
(
pi ◦ h
)∗
βi = dφi − f
∗βi, i = 1, 2
From this we have,
h∗αi = 0⇔ f
∗βi = dφi ⇔ f is istropic w.r.t dβi
Hence h is D-horizontal if and only if f = pi ◦ h is an exact bi-isotropic map. Using Theorem 5.1 we can get an
h-principle result for the regular exact bi-isotropic immersions in certain cases. This partially improves some of
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the results obtained in [Dat11].
For immersions f : Σ → N , we have the notion of (dβ1, dβ2)-regularity as follows. A subspace V ⊂ TxN is
called (dβ1, dβ2)-regular if the map,
TxN → hom(V,R
2)
∂ →
(
ι∂dβ1|V , ι∂dβ2|V
)
is surjective. Then, an immersion f : Σ → N is called (dβ1, dβ2)-regular if V = Im dfσ is (dβ1, dβ2)-regular for
each σ ∈ Σ. In particular we define,
Definition 6.2. A monomorphism F : TΣ→ TM is said to be formal regular, bi-isotropic if for each σ ∈ Σ,
• the subspace V = ImFσ is (dβ1, dβ2)-regular subspace
• F ∗dβi = 0, that is, V is dβi-isotropic, for i = 1, 2
We have,
Proposition 6.2. Every formal regular, bi-isotropic map lifts to a formal, regular D-horizontal map. Con-
versely, any formal, regular D-horizontal map projects to a formal regular, bi-isotropic map.
Proof. Suppose (F, f) : TΣ→ TN is a given formal, regular, exact bi-isotropic map. Set, h = (f, 0, 0) : Σ→M .
Then we can get a canonical lift H : TΣ → D ⊂ TM covering h, by using the fact that dpi : Dh(σ) → Tf(σ)N
is an isomorphism. Therefore, H is injective. We claim that H is regular and dαi-isotropic. The isotropy
condition follows trivially, since
H∗dαi = H
∗pi∗dβi = (dpi ◦H)
∗dβi = F
∗dαi = 0, i = 1, 2
To get the regularity, let us consider V = ImH |σ ⊂ Dh(σ) and W = ImF |σ ⊂ Tf(σ)N , for some σ ∈ Σ. Since
dpi|h(σ) : V →W is an isomorphism, we have a commutative diagram,
Dh(σ) hom(V,R
2)
Tf(σ)N hom(W,R
2)
φ
dpi|h(σ)
ψ
(
dpi|h(σ)
)
∗
where both the vertical maps are isomorphisms. The maps φ, ψ are given as,
φ(v) =
(
ιvdαi|V
)
i=1,2
ψ(u) =
(
ιudβi|W
)
i=1,2
Regularity of F is equivalent to the surjectivity of ψ and hence implies the surjectivity of φ. Thus, the lift H
is formal, regular, isotropic D-horizontal map.
A similar argument proves the converse statement as well. 
Since dβi is symplectic for i = 1, 2, we can define an automorphism A : TN → TN by, dβ1(u,Av) = dβ2(u, v)
for u, v ∈ TN . We now restrict to pairs (dβ1, dβ2) for which A has no real eigenvalue and the degree of the
minimal polynomial of A is 2 (at every point). Clearly, this gives rise to the automorphism A˜ : D → D satisfying,
dα1(u, A˜v) = dα2(u, v) for u, v ∈ D; which enjoys similar properties. Thus, D is a fat distribution of degree 2.
Remark 6.1. As a concrete example, one may consider the forms β1 =
∑2n
i=1 xidyi and β2 =
∑n
i=1
(
x2i−1dy2i−
x2idy2i−1
)
on R4n with the coordinates (xi, yi; i = 1, . . . , 2n). Then the forms ωi = dβi are exact symplectic
forms and furthermore the autormorphism A in this case satisfies, A2 = −I.
We then have,
Theorem 6.2. Suppose (N, dβ1, dβ2) is as above. Then the regular, exact bi-isotropic immersions Σ → N
satisfies the C0-dense h-principle, provided 4 dimΣ + 4 ≤ dimN .
Proof. Suppose F0 : TΣ → TM is a given formal, regular, exact bi-isotropic map, with f0 = bsF0. Consider
the lift, F˜0 : TΣ → TM with bs F˜0 = (f0, 0, 0); which is formal, regular, isotropic D-horizontal map by
Proposition 6.2. Now, 4 dimΣ + 4 ≤ dimN ⇔ 4 dimΣ + 6 ≤ dimM . Hence by Theorem 5.1, we have a
homotopy F˜t of formal, regular, D-horizontal maps, F˜1 = df˜1; where f˜t = bs F˜t. Furthermore f˜t is arbitrarily
C0-close to f˜0. Now consider the projected map, Ft = dpi◦F˜t, which covers ft = pi◦ft. Again by Proposition 6.2,
Ft is formal, regular, exact bi-isotropic. Furthermore, F1 = df1. Hence we have the required homotopy, proving
the h-principle. Clearly, ft is C
0-close to f0 for all t. 
An obstruction-theoretic argument as in Theorem 6.1 gives us the following result,
Corollary 6.2. Suppose (N, dβ1, dβ2) is as above. If dimN ≥ max{4 dimΣ+4, 5 dimΣ−3}, then any f : Σ→
N can be homotoped to a regular exact bi-isotropic immersion, keeping the homotopy arbitrarily C0-small.
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