Introduction
This paper addresses the problem of experimentally identifying finite dimensional nonlinear dynamical models for underwater vehicles. A brief background is provided first, followed by a theoretical background of the standard least-squares method and the scalar adaptive identifier, in Sections 2 and 3, respectively. In Section 4 the experimental setup is described. Experimental evaluation of the least-squares identification technique and the adaptive identification technique are then presented in Sections 5.1 and 5.2, respectively. This is followed by a discussion of the results in Section 5.3. To the best of our knowledge this paper reports the first experimental evaluation of a provably stable, on-line adaptive identification technique for this class of dynamical plants, and is the first direct experimental comparison of an adaptive identification technique with a conventional off-line least-squares identification technique.
Exact analysis of a rigid-body underwater vehicle's dynamics includes both the finite-dimensional dynamic of the vehicle body itself and the infinite-dimensional dynamics of the fluid surrounding the vehicle. The former is a finite-dimensional dynamical system repre-sented by an ordinary differential equation (ODE), but the latter is a continuous (infinite dimensional) dynamical system represented by the incompressible NavierStokes equation, a partial differential equation (PDE). Except for a few idealized cases of little practical utility (e.g. symmetric bodies in inviscid fluid) for which the PDE fluid component has a closed form solution, the numerical solution of the full vehicle (ODE) and fluid (PDE) dynamical system remains a formidable computational obstacle, and an area of active research [14] .
The overwhelming computational complexity of PDE dynamical models has motivated the widespread use (by naval architects and others) of finite dimensional approximate models for marine vehicles, sometimes termed "lumped parameter models". The expedient of experimentally determining approximate finitedimensional models for complex fluid phenomenon is widely employed in naval architecture.
The most commonly accepted finite-dimensional dynamics models for submarine vehicles trace their lineage to studies performed at the U.S. Navy's David Taylor Model Basin beginning in the 1950's [10, 8] with subsequent revisions reported in [5, 6] . These second order nonlinear ODE dynamical models (known as "the DTRC standard submarine equations of motion") and subsequent enhancements have been adopted for use in the design of control systems for underwater robotic vehicles, in either linearized form, e.g. [11] , or in full nonlinear form, e.g. [12] .
Most reported finite dimensional plant models for holonomic (fully actuated) underwater vehicles take the following general form
where x w (t) ∈ IR 6×1 is a vector of the vehicle position and orientation in world inertial coordinates; v(t) ∈ IR 6x1 andv(t) ∈ IR 6x1 are, respectively, vectors of the vehicle velocity and acceleration in vehicle body coordinates; τ (t) ∈ IR 6x1 is a vector of control forces from thrusters and control surfaces in body coordinates; M (x w (t), v(t)) is a mass matrix representing
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Linear Velocity Linear Position Moment Angular Velocity Angular Position 1: X Translation (Surge) Note that the velocity in inertial (world) coordinateṡ x w (t), is related to the velocity in body coordinates by a linear transformation of the form v w (t) = T (x w (t))v(t) [8] . The plant (1) can also be rewritten aṡ
At present, there is no consensus within the research community on the exact analytical form of the terms comprising M (x w (t), v(t)), d(x w (t), v(t)), and b(x w (t)), nor for the force vector τ (t). The few studies that have reported specific instances of (1), e.g. [12] , have based their component terms on the DTRC standard submarine equations of motion [8, 6] . Although not theoretically justified, in this report we adopt the common practice of further approximating the 6 degree of freedom (DOF) equations by neglecting off diagonal entries and coupling terms, tether dynamics, as well as assuming a constant added mass [15, 3] . The resulting decoupled 1-DOF dynamical equations take the form
or, rewritten, 
or written in vector form aṡ
where
is the vector of lumped plant parameters and
is a nonlinear vector of state and the control input τ (t) i . The lumped parameters are defined in Table 1 . Several methods of determining the parameters of dynamical equations of motion for underwater vehicles have been presented in the literature. These include the method of least-squares [9, 4, 3] and the use of extended Kalman filters (EKF) [4, 1] . A method based on numerical minimization of the error between the trajectories of the vehicle and several models during free decay, in a single degree of freedom, was presented in [15] . This paper will present two identification methods and compare the results from free running experimental trials. The first is an offline least-squares scalar identification method and the second is an online identification method utilizing a stable scalar adaptive identifier.
Offline/Least-Squares Parameter Identification
Parameters for plants of the form (6) can be identified experimentally using the standard least-squares technique. This method requires values for v(t) i ,v(t) i , and τ (t) i for each degree-of-freedom i.
, where t 1 , t 2 , · · · , t n represent the sample times, then from (6) we havė
If F has rank = 4, then the least-squares solution for the unknown parameter vector Φ i is given by the standard moore-penrose pseudo-inverse
This method is computationally simple but requires that the velocity and acceleration of the vehicle are instrumented in addition to the applied force. Instrumentation of acceleration is not standard on most underwater vehicles. Further, calculation of acceleration via direct numerical differentiation, an acausal operation only possible in post processing, is easily corrupted by sensor noise.
Online/Adaptive Parameter Identification
This section presents a stable adaptive technique for parameter identification as an alternative to the off-line least-squares technique. This approach can be implemented on-line, and does not require instrumentation of acceleration.
This general identification technique recognized in the literature as an adaptive parameter estimator [16, 17] . This approach to plant parameter identification employs (a) the actual plant, (6), with full state access to the plant state, v(t), (b) an "identification" plant, (9) , with state vectorv(t), and (c) a parameter update law, (12) . The goal of this approach is to ensure that all signals remain bounded and that, under sufficient conditions of persistent excitation, the plant parameter estimates converge to the true plant parameter values.
Given the scalar plant (6) the adaptive estimator iṡ
is an estimate of the unknown parameter vector Φ, and a m < 0 is a scalar gain. The error coordinates are defined as
Consider the Lyapunov function candidate of the form (11) where
The time derivative of the Lyapunov function candidate can be designed to have a negative semi-definite time-derivative by choosing the parameter update law
Thus the time derivative of (11) becomeṡ
We conclude the following 1. From (11) and 13, we conclude that ∆v(t) and ∆Φ(t) are bounded.
2. Given that ∆Φ(t) is bounded and Φ is a constant, thenΦ(t) is bounded as well.
3. Given that (6) is bounded-input bounded-state stable and that the input τ (t) is bounded, then v(t) andv(t) are bounded.
4. In consequence,v(t),v(t), and ∆v(t) are bounded.
5. From (13) and that ∆v(t) and ∆Φ(t) are bounded, we can then conclude that ∆v(t) ∈ L 2 , and given that ∆v(t) is bounded, we can conclude lim t→∞ ∆v(t) = 0.
6. Given that lim t→∞ ∆v(t) = 0, andF (t) is bounded, then from (12) we conclude lim t→∞ ∆Φ(t) = 0.
In summary, all signals remain bounded, the identifier state error, ∆v(t), converges asymptotically to zero, and the time-derivative of the parameter error, ∆Φ(t), converges asymptotically to zero. Although the parameter estimation error remains bounded, absent additional arguments we cannot conclude that the parameter error converges asymptotically to zero. It is well known, however, that the parameter error for this general type of system will converge to zero given a sufficiently rich input signal τ (t) [16, 17, 18] . Asymptotic convergence of the parameter estimation error to zero is illustrated in the next section with a numerical simulation of the full system.
Performance of Adaptive Identifier on a Simulated Analytical Plant
How does this scalar adaptive identifier perform on an "ideal" simulated analytical plant? Consider the scalar single degree of freedom analytical plant model of the formv
(t)|v(t)]
T , subject to a propulsion thrust profile of τ (t) = 100 sin (2 * P i * 0.25 * t).
This model represents a vehicle that is experiencing both inertial forces and quadratic drag forces, and is undergoing a 1/4 Hz sin wave propulsion thrust profile of peak magnitude 100 N. The velocity error feedback gain was set as a m = -1, and the adaptation gains were set to γ 1 = 5×10 −4 and γ 2 = 5×10 2 . A fourth order Runge-Kutta ODE integrator was used to conduct this simulation and identification. The performance of the adaptive identifier on the analytical plant is shown in Figure 1 . As predicted by theory, ∆v(t), ∆Φ(t), and Φ(t) are bounded and ∆v(t) goes to zero. In addition we see that in fact, not only does ∆Φ(t) go to zero, (9) and (12), on an "ideal" simulated plant, (14) . The plots show: Identifier velocity error ∆v(t) versus time (top graph); Parameter error ∆α 1 (t) and ∆β 1 (t) versus time (middle graphs); and Lyapunov function W (t) versus time (bottom graph).
but the estimated parameters converge to the actual simulated plant values, Φ.
The adaptive identifier offers two advantages in comparison to conventional off-line least-squares techniques. First, it does not require acceleration instrumentation. Second, the adaptive identifier can be implemented on-line and suffers from no rank deficiency singularity problems.
Experimental Setup
The Johns Hopkins University (JHU) Remotely Operated Vehicle (ROV), Figure 5 , is a tethered, remotely operated underwater robot. The JHU ROV is powered by an isolated 10kW DC power supply. The mass of the vehicle is 140 kg and it's dimensions are 1.5m long × 1m wide × 0.6m high. The position and heading of the vehicle are actively controlled and the vehicle is passively stable in roll and pitch. Actuation is provided by five DC brushless, electric thrusters. A complete description of the JHU ROV is reported in [19] . The ROV is equipped for full 6-DOF position measurement. For this set of experiments, XYZ position was measured using a 300 kHz Sonic High Accuracy Ranging and Positioning System (SHARPS) time-offlight acoustic hardwired transponder system. Depth was instrumented via a Foxboro/ICT analog pressure transducer, sampled at 20 Hz. A KVH Azimuth Digital Gyro Compass (ADGC) measured the vehicle's roll and pitch. Heading was measured using a prototype Litton LN200 IMU. The vehicle's entire sensor suite is listed in Table 4 .
For these experiments, the vehicle was actuated by two longitudinal thrusters and one vertical thruster. There were no thrusters arranged to provide pure lateral movement. Free running experiments were conducted in the x 1 , x 3 ,and x 4 degrees of freedom. Multiple trials in each degree of freedom were conducted with sinusoidal thrust profiles of varying magnitude and frequency. A static thrust model was used for these experiments to model the thrust produced by each thruster -i.e. the thrust produced is assumed to be proportional to the current commanded. Current was controlled using current mode amplifiers. The authors are aware of more advanced thruster models [13, 2] that are more precise, however they require a dynamical thruster characterization not available at the time of the experiments.
The experiments reported in this paper were conducted using the JHU ROV at the United States Naval Academy's Hydrodynamics Laboratory, in Annapolis, MD. The work was done in collaboration with Dr. Dan Stilwell, of the United States Naval Academy, who deployed his IMU on the vehicle during these experiments to examine IMU calibration.
Experimental Results
This section reports a comparative experimental evaluation of the following two techniques for determin- 
Least-Squares Identified Parameters
We employed the conventional least-square parameter identification outlined in Section 2, to experimentally determine plant parameter values for the JHU ROV. First, dynamic experiments were conducted in the x 1 , x 3 , and x 4 degrees of freedom . For each experiment, estimates for the plant parameters were determined using the least-squares method. Next numerical simulations were run on the identified parameters. The simulation was run using the actual logged force profile from the experiment. The output of the simulation was a velocity, v modeli , which was compared to the actual logged experimental plant velocity, v p i . The error, for each degree of freedom i, was calculated as Figure 2 . The parameters that performed best (i.e. had the lowest "error") of all the experiments in numerical simulations are listed in Table 4 .
Adaptively Identified Parameters
We employed the stable adaptive scalar identification method outlined in Section 3 to experimentally determine plant parameters for the JHU ROV. Using the same experimental data as used in the least-squares method in Section 5.1, the scalar adaptive identifier was run on each experimental data set using a fourth order Runge-Kutta ODE integrator. The output of this process is an estimated plant velocity,v(t) i , as well as estimates for the unknown plant parameters, Φ(t). A plot of the output of the adaptive identifier for one experimental trial in the x 1 degree of freedom can be seen in Figure 3 . Next a simulation was run using the adaptively identified parameters. The output was a velocity, v model i . The logged plant velocity, The best identified parameters were those with the lowest "error", and are listed in Table 5 . Figure 4 shows the velocity error (v i − v p i ), and the error between the estimated plant parameters and the true plant parameters. These plots correspond to the same adaptive identification seen in Figure 3 . In this case, the parameters identified by the least-squares method were considered to be the "true" plant parameters.
Note that while care was taken to be methodical and precise in examining the data and using the adaptive identifier, choosing of the velocity error feedback gain, a m , and the adaptation gains γ i remains a trial and error process. At present there is no reported analytical technique for "optimally" tuning these gains.
Discussion of Results
This section first discusses the physical interpretation of the results and, second, articulates a comparison Figure 3 : Output of Adaptive Identifier. Plot shows identifier velocityv(t) and the plant parameter estimates α 1 (t), β 1 (t), µ 1 (t) and ν 1 (t).
of the least-squares and adaptive identification techniques.
Physical Interpretation of Parameters
Do the identified plant parameters seem reasonable? An examination of the parameters obtained by the two (very different) identification techniques reveals that the two methods result in nearly identical plant parameter values. Moreover, the identified parameter values are consistent with our physical understanding of the vehicle's design. The JHU ROV, Figure 5 , has a total dry mass of 140 kg. In the x 1 (surge) direction, in which the vehicle presents a minimal cross-section, it exhibits an added mass of about 150 kg. As expected, in the x 3 (heave) direction, in which the vehicle presents a large flat 1.7 m 2 cross section, the vehicle exhibits an added mass about ten to twenty times larger than in the x 1 (surge) direction.
The identified parameters indicate that drag is highest in the x 3 degree of freedom. This is physically consistent with the ROV's layout, as seen in Figure 5 . Once again this is due to the fact that the vehicle is more or less a flat plate moving in the x 3 degree of freedom, while the vehicle's layout is more open in the other degree of freedom.
The buoyancy term represents a combination of the actual buoyant force and any possible thruster zerocalibration offset error. Only in the x 3 degree of freedom did we identify significant amount of negative buoyancy force. This is consistent with our ballasting of the vehicle, the ROV was deliberately trimmed to be slightly negatively buoyant. The values listed for the buoyancy term in the x 1 and x 4 degrees of freedom are much smaller in magnitude than the value for the x 3 degree of freedom. We surmise that these small fictitious "buoyancy" forces are the result of a small zero-offset in the thruster calibration.
Comparison of Least-Squares and Adaptive Identification Techniques
How does the performance of the two identification (adaptive versus least-squares) methods compare?
Comparing the "error" of each method in predicting Tables 4  and 5 , it is clear that the plant models identified by the adaptive method do a better job predicting the ROV dynamical motion. The "error", e i , is the mean absolute difference between the identified model simulated response and the actual logged experimental response. Note that the models identified by each method do not necessarily contain the same lumped parameters.
How does the performance of the two identification methods compare when they are both used to identify plant models consisting of the same lumped parameters? Table 6 directly compares the dynamic response of plant models consisting of the same lumped parameters (with parameters identified by the adaptive and least-squares approaches, respectively) to the actual observed experimental dynamic response. Again, the "error", e i , is the mean absolute difference between the identified model simulated response and the actual logged experimental response. The data shows the adaptively identified parameters to yield a plant model whose behavior corresponds more exactly to the experimental data than do the least-squares identified parameters. Although there is no theoretical algorithmic justification for the adaptive method's apparently superior performance, we surmise that the difference is principally due to their respective instrumentation requirements. In our experiments, vehicle position was measured directly with a 300 KHZ long-baseline track- Figure 5 : Physical Layout of the JHU ROV ing system at 10 Hz to an accuracy of several millimeters. The vehicle velocity and acceleration signals were obtained by direct differentiation of the position signals. This is theoretically objectionable but in practice a necessity. Given that the least-squares method requires both velocity and acceleration signals, while the adaptive technique only requires velocity signals, we surmise that the apparently poorer performance of the least-squares approach is a consequence of numerical differentiation "noise."
In short, both methods perform well. The leastsquares method has the disadvantage of requiring an acceleration signal, while the adaptive technique has the disadvantage of possessing several gains that, in practice, must be empirically tuned for good performance.
Conclusion
This paper has presented to the best of our knowledge, the first experimental evaluation of a provably stable, on-line adaptive identification technique for an underwater robotic vehicle and a direct comparison to a conventional, off-line, least-squares identification technique. Decoupled, single degree of freedom dynamical plant models identified by both techniques were presented and evaluated. The adaptive method was shown to produce superior dynamical plant models to the least-squares technique. The effect of different thrust profiles on model parameter identification was also investigated, confirming that both the least-squares and the adaptive identification techniques performed better when used on thrust profiles of higher magnitude. When plant models of the form (5) are properly identified, they exhibit both steady-state and dynamic response that closely agrees with the experimentally observed response over a wide range of operating conditions. 
