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*********************
ASYMPTOTIQUES SEMI-CLASSIQUES DE L’AMPLITUDE DE DIFFUSION
POUR DES PERTURBATIONS CAPTIVES
*********************
Soutenue le : 25 Juin 2002
Après avis de :
MM. N. BURQ, Professeur, Université Paris XI Rapporteurs
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V. PETKOV, Professeur, Université Bordeaux I
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progression.
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Introduction
Le cadre général de cette thèse est celui de l’analyse semiclassique. Nous nous
intéressons à l’opérateur de Schrödinger semiclassique pour des perturbations du La-
placien qui sont régulières et décroissantes à l’infini. Plus précisément, nous étudions
le comportement asymptotique de l’amplitude de diffusion associée à l’opérateur de
Schrödinger, quand la constante de Planck h tend vers 0. Le travail que nous al-
lons exposer repose sur les articles [43], [41], [42] et [44]. Avant d’aborder les résul-
tats principaux de cette thèse, nous allons rappeler quelques travaux fondamentaux
concernant le problème que nous étudions.
Considérons un opérateur de Schrödinger semiclassique P (h) = −12h2∆ + V (x)
sur  n et notons σP (x, ξ) = 12 |ξ|2 + V (x) son symbole. Nous examinons le cas où
V (x) est un potentiel appartenant à C∞( n , ) et le paramètre h ∈]0, 1] est destiné
à tendre vers 0. Si le potentiel V est borné, l’opérateur P (h) est auto-adjoint sur
L2( n) avec domaine D(P (h)) = H2( n). Nous nous intéressons à la théorie de la
diffusion pour la paire (P (h), P0(h)) où P0(h) = −h2∆ est le Laplacien libre sur
 n . Pour des potentiels de courte portée (c’est-à-dire |V (x)| ≤ C(1+ |x|)−ρ pour un
certain ρ > 1), nous savons (cf. par exemple, Agmon [1] ou Reed-Simon [50] pour des
hypothèses minimales), que les opérateurs d’ondes associés à la paire (P (h), P0(h))
sont complets, de sorte que l’opérateur de diffusion S(h) : L2( n) → L2( n) est
bien défini. De plus, cet opérateur se diagonalise : pour tout λ > 0, il existe un
opérateur unitaire S(λ, h) sur L2(Sn−1) tel que
(FhS(h)F−1h f)(
√
2λω) = (S(λ, h)f(
√
2λ ·))(ω),
pour tout f ∈ L2( n), où Fh est la transformation de Fourier semiclassique. La
matrice de diffusion T (λ, h) est définie par la relation S(λ, h) = Id − 2iπT (λ, h) et
il est connu [1] que T (λ, h) est un opérateur compact sur L2(Sn−1).
De plus, l’opérateur T (λ, h) a un noyau T (θ, ω, λ, h), (θ, ω) ∈ Sn−1 × Sn−1 et
ce noyau est de classe C∞ en dehors de la diagonale {θ = ω}. L’amplitude de dif-
fusion est définie par f(θ, ω, λ, h) = c(λ, h)T (θ, ω, λ, h), où c(λ, h) est une constante
explicite. C’est l’étude de cette fonction qui nous occupera dans cette thèse et plus
particulièrement, le comportement de f(θ, ω, λ, h) quand h tend vers 0.
La question qui se pose naturellement lorsqu’on fait tendre le paramètre semi-




Les premières réponses à cette question ont été apportées en dimension 1 d’es-
pace. Dans ce cas, la matrice de diffusion est une matrice carré d’ordre deux et il
n’y a pas d’ambigüıté possible sur la nature de la convergence recherchée. Il existe
une littérature abondante sur le comportement des coefficients de cette matrice. Ci-
tons par exemple les travaux de Jeffreys [31] et Fedoryuk [12], qui ont traité le cas
de la réflexion au dessus d’une barrière (V (x) − λ < 0 pour tout x) et celui de la
transmission à travers une barrière de potentiel (la fonction (V (x)−λ) a un nombre
fini de zéros simples). Dans chacun de ces cas, les auteurs ont exhibé une limite
pour les coefficients de la matrice de diffusion avec une estimation de la vitesse de
convergence de l’ordre de h. Cependant, aucun de ces articles n’aborde le cas où
(V (x) − λ) possède un zéro double. Cette configuration est plus problématique et il
a fallu attendre la fin des années 90 et le développement des méthodes WKB exactes,
pour que ce problème soit traité.
Dans [48], Ramond a examiné le cas où le potentiel V possède un unique maxi-
mum V0 = V (0) sur  . Sous l’hypothèse que ce maximum est non dégénéré (V ′′(0) <
0), Ramond décrit complètement le comportement de la matrice de diffusion quand
h tend vers 0, même pour une énergie λ égale à V0. Cette approche s’est avérée fruc-
tueuse dans des situations proches. Par exemple, Fujiié et Ramond [13] ont mené
une étude similaire dans le cas où V possède deux maxima globaux non dégénérés.
Ces techniques leur permettent aussi d’étudier d’autres quantités telles que la phase
de diffusion [15] et fournissent des renseignements sur le nombre de résonances [13].
Enfin, Fujiié et Ramond utilisent cette approche pour examiner le cas d’un potentiel
radial en dimension 3 et donnent une asymptotique des amplitudes partielles dans
ce cas [14].
En dimension supérieure (n > 1), les premiers résultats sont dûs à Vainberg
[63], [64]. Ils concernent le cas d’un potentiel à support compact pour des niveaux
d’énergie λ > 0 tels que V (x) < λ sur  n . Même dans ce cas , apparemment simple,
Vainberg est contraint de faire une hypothèse supplémentaire sur V (x) de nature
géométrique. Considérons le système Hamiltonien associé au symbole σP :{
q̇ = ∇ξσP (q, p) = p,
ṗ = −∇xσP (q, p) = −∇xV (q).
(0.1)
Vainberg suppose que λ est non-captif : c’est-à-dire que toutes les solutions d’énergie
λ du système (0.1) s’échappent pour t→ +∞ et t→ −∞. Sous ces hypothèses, θ, ω
et λ étant fixés, Vainberg démontre que l’amplitude de diffusion f(θ, ω, λ, h) possède
un développement asymptotique quand h tend vers 0. De plus, les coefficients de
ce développement s’expriment en fonction de quantités classiques parmi lesquelles
nous trouvons l’action associée aux trajectoires de notre Hamiltonien et les indices
de Maslov des trajectoires classiques.
L’approche de Vainberg est la suivante. Tout d’abord, il donne un développement
asymptotique des solutions sortantes de −h2∆ψ + (V (x) − λ)ψ = 0, qui repose sur
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l’hypothèse de non-capture et la décroissance de l’énergie locale de ces solutions.
Comme le potentiel est à support compact, l’amplitude de diffusion s’exprime de
manière simple en fonction de ces solutions sortantes, ce qui lui permet d’obtenir un
développement asymptotique de f(θ, ω, λ, h).
Ce résultat étant acquis, de nombreux auteurs se sont employés à affaiblir les
hypothèses de Vainberg. Leurs efforts ont été concentrés dans deux directions : d’une
part l’étude de potentiels dont le support n’est pas compact, d’autre part l’affaiblis-
sement de l’hypothèse de non-capture faite sur l’énergie λ.
Comme cela a été mentionné au début de cette introduction il suffit de supposer
que le potentiel V (x) est de courte portée pour disposer d’une théorie de la diffusion
complète. Il est donc naturel de vouloir étendre les résultats de Vainberg à cette
classe de potentiels. Dans cette optique, la première difficulté consistait à prouver
l’existence d’un noyau régulier pour la matrice de diffusion dans le cas courte por-
tée. Ce sont Isozaki et Kitada [29], qui ont démontré que ce noyau est une fonction
C∞ en dehors de la diagonale. De plus, par une méthode WKB, ils démontrent
dans cet article une formule de représentation pour l’amplitude de diffusion. Grâce
à cette formule, la matrice de diffusion s’exprime à l’aide de la résolvante de P (h) et
d’opérateurs Intégraux de Fourier construits pour approcher les opérateurs d’ondes.
L’article de Isozaki et Kitada permet donc d’écarter simultanément deux difficul-
tés. D’une part, nous avons désormais l’existence et la régularité de l’amplitude de
diffusion pour des potentiels de courte portée. D’autre part, nous disposons d’une
expression concrète pour examiner le comportement asymptotique de f .
En s’appuyant sur cette formule, Robert et Tamura [53] ont pu analyser l’ampli-
tude de diffusion pour des potentiels de courte portée. En supposant que le niveau
d’énergie λ est non-captif, ils obtiennent l’asymptotique de l’amplitude de diffusion
quand h→ 0 et généralisent ainsi les travaux de Vainberg.
Le point de la démonstration de [53], où l’hypothèse de non-capture apparâıt
de manière cruciale, est l’obtention d’une estimation de la résolvante sur l’axe réel.
Plus précisément, en notant L2α = {f ; 〈x〉αf ∈ L2}, d’après le principe d’absorption
limite [1], [27], nous savons que la limite R(λ ± i0) = lim
µ→0+
R(λ ± iµ) existe dans
l’espace des opérateurs bornés L(L2α, L2−α), pour α > 12 . Sous l’hypothèse que λ est
un niveau d’énergie non-captif, Robert et Tamura [52] ont démontré l’estimation
suivante de la résolvante :





Grâce à cette estimation, ils peuvent effectuer des localisations dans l’espace des
phases (modulo O(h∞)) et réduisent ainsi leur problème à l’étude du propagateur
eih
−1tP (h) quand h → 0 (le temps t restant borné). La fin de la démonstration se
réduit à une application de la méthode de la phase stationnaire.
L’estimation (0.2) a joué un rôle important dans l’analyse des perturbations non-
captives. Citons par exemple les travaux de Robert et Tamura sur la section efficace
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de diffusion [52], ceux de Gérard, Martinez sur la fonction spectrale [20] et ceux de
Gérard, Martinez et Robert sur la phase de diffusion [17]. Notons par ailleurs, que
cette estimation a été redémontrée récemment par Burq [8] dans un cadre légèrement
différent. Nous renvoyons aussi à [38] pour des résultats dans le cas longue portée et
à [60] pour le cas de perturbations à support compact.
Remarquons dès maintenant, que si λ est un niveau d’énergie captif, l’estima-
tion (0.2) n’est plus vraie, ce qui constitue un obstacle majeur à une généralisation
immédiate du travail de Robert et Tamura.
Presque simultanément, Yajima [66] a progressé dans l’analyse du cas captif.
Pour des potentiels se comportant comme |x|−n−12 à l’infini, il est parvenu à traiter
le cas où certaines trajectoires du flot Hamiltonien peuvent rester bornées quand
t → ±∞. Plus précisément, étant donné ω ∈ Sn−1, il suppose seulement que les
particules qui s’échappent en t = −∞ avec une vitesse asymptotique colinéaire à
ω, s’échappent aussi en t = +∞. Sous ces hypothèses, Yajima obtient la limite
de l’amplitude de diffusion quand h → 0, avec une estimation du reste en norme
L2(dθ, L1(dλ)). Par conséquent, Yajima ne parvient à s’affranchir de l’hypothèse
de non-capture qu’au prix d’une double intégration par rapport à l’énergie et par
rapport à la direction sortante θ, ce qui nécessite une décroissance plus forte du
potentiel V (x) = O(|x|−n−12 ) quand |x| → ∞.
Comme le suggère le résultat de Yajima, l’hypothèse de non-capture n’est pas
absolument nécessaire pour aborder notre problème. L’hypothèse de non-capture
dans une direction, formulée par Yajima, fournit un cadre d’étude plus large qui
sera intéressant si nous sommes capables d’estimer la résolvante sur l’axe réel. En
effet, contrairement à l’hypothèse de non-capture forte de Robert et Tamura, cette
hypothèse n’assure pas une estimation de la résolvante similaire à (0.2). Cependant
de récents progrès réalisés dans l’estimation de la résolvante pour des géométries
captives permettent d’aborder le problème.
En effet, nous savons depuis les travaux de Tang et Zworski [59, 60] que le
comportement de la résolvante sur l’axe réel est relié à la vitesse de convergence
(quand h→ 0) des résonances vers l’axe réel. Nous verrons au Chapitre 2, comment
de telles considérations combinées avec un théorème de localisation des résonances
de Burq [7], nous permettent d’obtenir une estimation intégrale de la résolvante sur
l’axe réel de la forme suivante :∫ b
a
‖R(λ± i0)‖L2α ,L2−αdλ = O(h
−ñ), ñ ∈ , α > 1
2
, 0 < a < b < +∞. (0.3)
Notons qu’une telle estimation a été obtenue pour la première fois par Stefanov [57]
dans le cas où P (h) = h2P , P désignant une perturbation à support compact du
Laplacien.
En nous appuyant sur la méthode de Robert et Tamura, cette estimation valable
en toute généralité, nous permettra d’établir une asymptotique de l’amplitude de
diffusion avec estimation du reste en norme L1(dλ), ω et θ étant fixés. De cette
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manière, nous généralisons les travaux de Yajima de plusieurs points de vue. D’une
part, nous obtenons une asymptotique sous une hypothèse de décroissance du po-
tentiel plus faible que celle de [66]. D’autre part, nous n’avons pas besoin d’intégrer
par rapport à la variable θ, ce qui constitue aussi une amélioration de [66].
L’étude se complique, si nous recherchons des asymptotiques de f à énergie λ
fixée. En effet, si λ est un niveau d’énergie captif, il peut exister des résonances
très proches de l’axe réel. Rappelons que les résonances peuvent être vues comme
les pôles du prolongement méromorphe de l’amplitude de diffusion à des énergies
complexes. Dans [24], Helffer et Sjöstrand ont montré que dans le cas d’un “puits
dans une ı̂le”, il existe des résonances convergeant exponentiellement vite vers l’axe
réel. Dans ce cadre, il résulte des travaux de Gérard, Martinez et Robert [20], [17],
que la résolvante peut se comporter en O(eC/h). Dans ces conditions, la méthode mise
en place par Robert et Tamura, ne fonctionne plus systématiquement, puisqu’elle
nécessite une estimation de la résolvante en O(h−M ) pour un certain M ∈ . Dans
la fin du troisième chapitre, nous supposons que le niveau d’énergie λ est faiblement
captif : c’est-à-dire qu’il existe M ∈  tel que P (h) n’a pas de résonance dans une
bande de taille hM autour de l’énergie λ. Nous démontrerons alors que pour tout
niveau d’énergie faiblement captif, il existe M ∈  tel que nous avons l’estimation
suivante :
‖R(λ± i0)‖L2α ,L2−α = O(h




A partir de cette estimation, nous généraliserons l’asymptotique de Robert et Ta-
mura au cas d’une énergie faiblement captive, pour une direction entrante fixée ω
qui vérifie les hypothèses d’échappement adéquates. Nous voyons, en particulier,
que des énergies faiblement captives se traitent de la même manière que les énergies
non-captives, pourvu que nous regardions l’amplitude de diffusion dans des direc-
tions (ω, θ) telles que les trajectoires classiques partant de l’infini avec une vitesse ω
s’échappent en t = +∞.
Ceci nous amène à considérer un nouveau type de problème pour lequel il n’y
a pas de direction privilégiée . Considérons le cas où V et Ṽ sont deux potentiels
de courte portée. A quelle condition les amplitudes de diffusion f et f̃ qui leur sont
associées, ont elles le même comportement dans la limite semiclassique ?
Plus précisément, pour un niveau d’énergie λ fixé, nous considérons l’ouvert
W = {x; V (x) < λ} et nous supposons que cet ouvert n’est pas l’espace tout
entier. Nous notons Wext sa composante connexe non-bornée, Wint = W \Wext et
nous supposons que W ext ⊂⊂  n \W int. Nous supposons que le potentiel Ṽ vérifie
Ṽ = V sur Wext. Que pouvons nous dire sur la différence f − f̃ quand h→ 0 ?
Cette question est motivée par l’étude du cas non-captif. En effet, si nous analy-
sons l’asymptotique de Vainberg-Robert-Tamura, nous constatons que les quantités
qui entrent en jeu relèvent de la mécanique classique associée à l’Hamiltonien σP .
Plus précisément, le comportement asymptotique de f est déterminé par les tra-
jectoires du flot classique qui partent du temps t = −∞ avec une vitesse initiale
colinéaire à ω et s’échappent au temps t = +∞ dans la direction θ. Dans le cadre
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que nous venons de fixer, de telles trajectoires ne rencontrent pas la région Wint où
V et Ṽ diffèrent, ce qui laisse penser que les comportements respectifs de f et f̃
peuvent différer d’un terme en O(h∞).
Ce problème a dèja été abordé et les premiers résultats sont dûs à S. Nakamura
pour des potentiels vérifiant |V (x)| ≤ C|x|−n+12 quand |x| → +∞. Nakamura aborde
successivement le cas d’une énergie faiblement captive (cf. [45]) et le cas où il existe
des résonances exponentiellement proches de λ (cf. [46]). Dans ce dernier cas, nous
dirons que λ est fortement captif.
Dans [45], Nakamura se place dans le cas faiblement captif, en supposant que les
résolvantes R(λ ± i0) et R̃(λ ± i0) associées à V et Ṽ satisfont une estimation du
type (0.4). Dans ce cas et sous certaines hypothèses, il démontre pour un ensemble
générique d’énergies λ, qu’il existe C, d > 0 tels que :
|f(θ, ω, λ, h) − f̃(θ, ω, λ, h)| ≤ Ce−d/h (0.5)
uniformément par rapport à h ∈]0, 1] et (ω, θ) ∈ Sn−1 × Sn−1. Dans le Chapitre 3,
nous étendons ce résultat au cas d’un potentiel qui décrôıt comme |x|−ρ à l’infini,
avec ρ > 1. En utilisant l’estimation (0.4) et des techniques d’analyse microlocale
semiclassique, nous montrons que si λ est un niveau d’énergie faiblement captif pour
V et Ṽ , alors
|f(θ, ω, λ, h) − f̃(θ, ω, λ, h)| = O(h∞) (0.6)
uniformément par rapport à h ∈]0, 1] et (ω, θ) ∈ Sn−1 × Sn−1 \ {θ = ω}. Cette
estimation, valable pour toutes les énergies λ > 0 et pour une classe plus large
de potentiels, constitue bien une amélioration du résultat de Nakamura, même si
l’estimation de l’erreur est moins bonne.
Le cas fortement captif est plus compliqué et nous n’abordons pas de manière
directe le problème de la modification d’un potentiel quelconque. Cependant, nous
pouvons tirer des enseignements des travaux concernant ce sujet. Il apparâıt en
particulier, que la présence de résonances très près de l’axe réel, peut modifier le
comportement semiclassique de l’amplitude de diffusion de sorte que les estimations
(0.5) et (0.6) ne sont plus nécessairement valables.
Dans [46], Nakamura donne des résultats dans un cadre général que nous ne
détaillerons pas dans cette introduction. Nous signalons seulement qu’il se place
dans un cas où il existe des résonances λi(h) telles que |λi(h) − λ| ≤ Ce−d/h. Sous
certaines hypothèses, il montre que pour µ ∈  proche de λi(h) nous avons :∣∣∣∣f(θ, ω, µ, h) − f̃(θ, ω, µ, h) − Ξiµ− λi
∣∣∣∣ ≤ Ce−d/h (0.7)
avec |Ξi| ≤ Ce−(d−ε)/h, d > 0, ε > 0. En particulier, cela peut mettre en défaut
l’estimation (0.5).
Si ce résultat suggère que l’estimation (0.5) n’est pas vraie dans le cas fortement
captif, a priori, il n’empèche pas l’estimation (0.6) d’être valable. Il a fallu attendre
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les travaux de Lahmar-Benbernou [34] et Lahmar-Benbernou-Martinez [35] pour
que soient mis en évidence des effets d’ordre hk, de la présence de résonances. Dans
[35], les auteurs considèrent la situation très particulière d’un “puits dans une ı̂le”
pour lequel le fond du puits se trouve exactement au niveau d’énergie λ considéré.
Dans ce cas, Helffer et Sjöstrand [24], ont montré l’existence de résonances (dites
résonances de forme) convergeant vers l’axe réel à une vitesse d’ordre hke−d/h. En
utilisant les résultats de [34], Lahmar-Benbernou et Martinez montrent par ailleurs
que les résidus associés à de telles résonances sont d’ordre hle−d/h, la constante d
apparaissant dans l’exponentiel étant la même. De cette égalité (que Nakamura avait
pressentie dans [46] sans la démontrer), les auteurs déduisent qu’il existe α = 0 tel
que
f(θ, ω,Re ρj, h) − f̃(θ, ω,Re ρj , h) = αhl−k + O(hl−k+1),
où ρj(h) est une résonance s’approchant exponentiellement vite de l’axe réel. En
particulier, l’estimation (0.6) n’est pas valable.
Ce résultat est remarquable à plusieurs titres. Tout d’abord, il montre que pour
certaines énergies captives, la présence de résonances près de l’axe réel, peut se
lire sur le comportement asymptotique de l’amplitude de diffusion. D’autre part,
cela montre dans ce cas très particulier, qu’à des puissances de h près, il peut y
avoir une compensation exacte entre le résidu et le pôle de la matrice de diffusion.
Neanmoins, le résultat de [35] concerne des potentiels très particuliers pour lesquels
nous connaissons la forme exacte des résonances. Il ne fournit pas d’hypothèses
générales sous les quelles ce phénomène a lieu.
Très récemment, Stefanov [58] a montré que ce phénomène de compensation se
produisait dans un cadre bien plus général. Dans cet article, Stefanov considère le
cas où le potentiel V est à support compact et suppose que z0(h) est une résonance
simple et isolée de P (h). Sous ces conditions, pour (ω, θ) ∈ Sn−1 ×Sn−1 et z proche
de z0(h), nous pouvons écrire l’amplitude de diffusion f(θ, ω, z, h) près de z0(h) sous
la forme
f(θ, ω, z, h) =
f res(θ, ω, h)
z − z0(h) + f
hol(θ, ω, z, h), (0.8)
où fhol(θ, ω, z, h) est holomorphe près de z0(h). De plus, sous des hypothèses généri-
ques, Stefanov, montre que
|f res(θ, ω, h)| ≤ Ch−n−12 |Imz0(h)|,
|fhol(θ, ω, z, h)| ≤ Ch−n−12 ,
(0.9)
pour z proche de z0(h). En particulier, cela prouve que la croissance du résidu est
contrôlée par la vitesse de convergence des résonances vers l’axe réel. Cette estima-
tion repose sur deux résultats. Tout d’abord, pour des potentiels V ∈ C∞0 , Stefanov
dispose d’une formule de représentation simple pour l’amplitude de diffusion (cf.
[47], [58]) qui fait intervenir la résolvante tronquée pour des fonctions de troncatures
supportées dans des couronnes. Par ailleurs, Burq a démontré dans [7](cf. aussi [65]
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et [9]), une estimation de la résolvante du type
‖1R1<|x|<R2R(λ± i0)1R1<|x|<R2‖ = O(h−1),∀R2 > R1 >> 1. (0.10)
Le point clef de son approche réside alors dans le fait que cette estimation peut être
utilisée directement dans la formule de représentation de f . Remarquons au passage
que cette estimation démontrée dans le cas captif, est le pendant de l’estimation
(0.2) dont nous disposons dans le cas non-captif.
L’estimation (0.10) est valable dans un cadre bien plus large que celui de poten-
tiels à supports compacts. En particulier, elle est vraie si V (x) est de longue portée.
Par ailleurs, pour des potentiels de longue portée, Gérard et Martinez [19] ont dé-
montré que la représentation d’Isozaki-Kitada pouvait se prolonger à des valeurs
complexes de l’énergie λ telles que |Imλ| < ε|Reλ| et ils ont donné une construction
explicite de ce prolongement. Cette construction et l’estimation de Burq sont deux
des ingrédients que nous utilisons au Chapitre 4 pour montrer que les estimations
(0.9) sont valables pour des potentiels de courte portée.
Nous concluons cette introduction en résumant très brièvement chacun des cha-
pitres de cette thèse.
Chapitre 1 : Nous commençons par des rappels d’analyse microlocale semi-
classique (Opérateurs pseudodifférentiels, Front d’onde, Théorème d’Egorov,...). Les
résultats de ce Chapitre sont essentiellement connus, mais les énoncés et les démons-
trations que l’on trouve dans la littérature ne correspondent pas toujours exactement
au cadre de notre analyse. Pour cette raison, nous démontrons les résultats généraux
que nous utiliserons par la suite.
Dans un second temps, nous effectuons quelques rappels sur la théorie de la
diffusion de l’opérateur de Schrödinger pour des perturbations de courte portée. En
particulier, nous rappelons la formule de représentation de Isozaki et Kitada [29]
qui sera la base de tout notre travail. Nous rappelons aussi les estimations de la
résolvante obtenues par Robert et Tamura [53] dans le cas non-captif. Enfin, nous
rappelons la définition de la notion de résonance que nous utilisons ainsi que deux
résultats généraux sur la localisation et le nombre de résonances.
La dernière partie de ce chapitre est consacrée à une étude approfondie du flot
Hamiltonien associé à notre opérateur. En particulier, nous exhibons des régions de
l’espace où le comportement des trajectoires classiques sera connu (régions entrantes
et sortantes). Enfin nous introduisons une nouvelle hypothèse d’échappement plus
faible que l’hypothèse de non-capture et nous obtenons certains résultats nouveaux
concernant cette hypothèse. Ces résultats seront utilisés de manière cruciale dans
les Chapitres 2 et 3.
Chapitre 2 : Dans ce chapitre, nous étudions l’amplitude de diffusion en norme
L1([λ0−ε, λ0+ε], dλ), λ0 étant un niveau d’énergie quelconque. Le théorème principal
donne la limite de l’amplitude de diffusion quand h → 0 dans la norme précédente,
sous l’hypothèse d’échappement précédente.
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Nous commençons par démontrer une version du principe du maximum semiclas-
sique qui tient compte de la dépendance par rapport à λ. En nous appuyant sur ce
résultat et en nous inspirant des travaux de Stefanov [57], nous démontrons ensuite
que la résolvante vérifie l’estimation (0.3).
Par ailleurs, en reprenant la méthode de Robert et Tamura [53], l’estimation
précédente nous permet de démontrer des estimations microlocales de la résolvante
dans une version intégrale. Ces estimations permettent ensuite d’effectuer une loca-
lisation spatiale dans la formule de représentation de l’amplitude de diffusion : les
fonctions intervenant dans cette formule étant désormais à support compact.
Ceci nous permet ensuite d’exprimer directement l’amplitude de diffusion en
fonction du propagateur eith
−1P (h), pour des temps t appartenant à un intervalle
compact. Cette localisation en temps fini repose sur l’étude de la dynamique classique
du Chapitre 1. La fin de la démonstration du théorème consiste en une application
de la méthode de la phase stationnaire, en suivant scrupuleusement les arguments
de Robert et Tamura.
Chapitre 3 : Dans cette partie, nous obtenons des résultats à énergie fixée (par
opposition aux résultats du chapitre précédent qui sont obtenus dans une version
moyennée). Après une première partie consacrée à des exemples, nous démontrons
que la localisation spatiale réalisée par Robert et Tamura dans le cas non-captif
est valable aussi dans le cas captif. La démonstration utilise de manière centrale
l’estimation (0.10). Il est important de noter que ce résultat est valable pour toutes
les énergies (aussi bien faiblement captives que fortement captives).
Dans toute la fin du chapitre, nous nous restreignons au cas où l’énergie λ est
faiblement captive.
Nous commençons par regarder le problème de la modification du potentiel. Nous
considérons deux potentiels V et Ṽ dont les valeurs diffèrent uniquement derrière
une barrière de potentiel. En utilisant la notion de front d’onde semiclassique du
Chapitre 1, nous démontrons que les amplitudes f et f̃ différent d’un terme d’ordre
O(h∞).
Dans la dernière partie de ce chapitre, nous reprenons la méthode de Robert et
Tamura et nous donnons une asymptotique de l’amplitude de diffusion sous notre
hypothèse d’échappement.
Chapitre 4 : Ce dernier chapitre est consacré à l’étude du résidu de la matrice
de diffusion dans le cas fortement captif. Plus précisément, nous supposons que la
matrice de diffusion a un pôle z0(h) simple et isolé très près de l’axe réel. En suivant
des idées de Stefanov, nous traitons le cas d’un potentiel de courte portée. Nous
montrons que le résidu associé au pôle z0(h) est contrôlé de manière linéaire par
|Imz0(h)| et que les estimations (0.9) sont valables pour des potentiels de cette
classe. De cette manière, nous montrons que le phénomène de compensation exhibé
par Lahmar-Benbernou [35] pour des potentiels de courte portée très particuliers, se
généralise à une classe beaucoup plus large de potentiels.
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Notre approche repose sur le prolongement méromorphe de l’amplitude de dif-
fusion établi par Gérard et Martinez dans le cas longue portée. En particulier, nous
démontrons des estimation exponentielles de f pour des énergies complexes.
Nous concluons l’étude en utilisant à nouveau le principe du maximum semiclas-
sique et l’estimation (0.10). Cette application du principe du maximum semiclassique




1.1 Analyse microlocale semiclassique
1.1.1 Opérateurs pseudo-différentiels semiclassique : définitions et
propriétés générales
Nous commençons par quelques rappels sur la transformation de Fourier semi-






En fait, F(h)f s’exprime facilement à l’aide de la transformée de Fourier usuelle,
puisque nous avons F(h)f(ξ) = h−nf̂(h−1ξ). Nous en déduisons immédiatement
que F(h) est un isomorphisme de S( n) sur S( n) et que F(h) : L2( n , dx) →






Avec cette transformée de Fourier semiclassique, nous définissons des opérateurs
pseudo-différentiels semiclassique. La démarche est la même qu’en l’absence du pa-
ramètre h : il s’agit de multiplier par des symboles après être passé en Fourier. Nous
allons donc commencer par introduire des classes de symboles. Nous considérons des
fonctions a(x, ξ, h) de trois variables x ∈  n , ξ ∈  n et h ∈]0, 1].
Définition 1.1 Soient m et u dans  , k ∈  et Ω un ouvert de  n× n . Nous dirons
que a(x, ξ, h) appartient à la classe de symbole Am,uk (Ω) si la condition suivante est
satisfaite : ∀(α, β) ∈ n × n , ∃Cα,β > 0 tel que
∀(x, ξ) ∈ Ω, |∂αx ∂βξ a(x, ξ, h)| ≤ Cα,βhk〈x〉m−|α|〈ξ〉u−|β|
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Soient a ∈ Am,uk ( n ×  n) et ϕ ∈ S( n), alors a(x, hDx, h)ϕ est définie par






Nous noterons Am,u+∞(Ω) =
⋂
k∈





Am,uk . De plus, dans le cas
où Ω =  n ×  n , Nous noterons Am,uk à la place de Am,uk ( n ×  n)
Proposition 1.1 Soient a ∈ Am1,u1k1 ( n ×  n) et b ∈ A
m2,u2
k2
( n ×  n), alors
a(x, hDx, h) ◦ b(x, hDx, h) = c(x, hDx, h),
avec c ∈ Am1+m2,u1+u2k1+k2 ( n ×  n). De plus c(x, ξ, h) admet le développement asymp-
totique suivant





Dαξ a(x, ξ, h)∂
α
x b(x, ξ, h) +RN (a, b)(x, ξ, h)
avec RN (a, b) ∈ Am1+m2−N,u1+u2−Nk1+k2+N ( n ×  n)
Pour k et l dans , nous considérons l’espace de Sobolev à poids
H lk( 
n) = {f ∈ L2( n), ∀ |α| ∈ {0, . . . , l}, 〈x〉kDαxf ∈ L2( n)}
= {f ∈ L2( n), 〈x〉kf ∈ H l( n)},
où pour α = (α1, . . . , αn) ∈ n , nous notons |α| = |α1| + . . . + |αn|. Pour α
et β dans n , nous dirons que α ≤ β si αj ≤ βj , ∀j = 1, . . . , n. Ici, H l( n)
est l’espace de Sobolev habituel et nous munissons H lk( 
n) de la norme ‖f‖lk =∑
|α|≤l
‖〈x〉k(hDx)αf‖L2 qui dépend du paramètre semiclassique h. Remarquons, dès




‖(hDx)α〈x〉kf‖. De la sorte nous utiliserons indifféremment l’une ou
l’autre de ces deux normes. Il est clair queH lk( 
n) muni de cette norme est un espace
de Banach et nous avons la proposition suivante.
Proposition 1.2 Soient k, l ∈  et a ∈ Am,ur ( n ×  n) avec m ≤ k, u ≤ l, alors
a(x, hDx, h) est continu comme opérateur de H lk( 
n) dans H l−uk−m( 
n) et
‖a(x, hDx, h)‖Hlk ,Hl−uk−m = O(h
r).
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Démonstration. Commençons par remarquer que le cas m = u = 0 est une consé-
quence immédiate du théorème classique pour la classe de Hörmander S1,00 , [25].
Donnons nous maintenant m,u, l et k dans  tels que m ≤ k, u ≤ l et considérons
l’opérateur pseudo-différentiel
〈x〉k−m〈hDx〉l−ua(x, hDx, h)〈x〉−k〈hDx〉−l.
D’après la Proposition 1.1, c’est un opérateur pseudo-différentiel c(x, hDx, h) avec
c ∈ A0,0r . Nous en déduisons qu’il est continu de L2( n) dans L2( n) et que nous
avons ‖c(x, hDx, h)‖L2,L2 = O(hr). Or,













≤ ‖c(x, hDx, h)‖L2,L2 = O(hr).
d’où le résultat annoncé.
1.1.2 Lemme d’Egorov dans des espaces de Sobolev à poids
Nous allons étudier l’action du propagateur e−ith−1P (h) associé à l’opérateur auto-
adjoint P (h) = −12h2∆+V (x) avec domaineH2( n). Plus précisément, nous sommes
intéressé par l’action de e−ith−1P (h) sur des espaces de Sobolev à poids. Notons ‖.‖
la norme L2, alors nous avons la proposition suivante.
Proposition 1.3 Supposons que le potentiel V satisfait (V)ρ avec ρ > 1. Soient
l, k ∈  et f ∈ H l+kk ( n). Alors ∀t ∈  , e−ith
−1P (h)f ∈ H lk( n) et




où C est une constante indépendante de h ∈]0, 1].
Démonstration. Nous procédons par récurrence sur k ∈ .
1) Commençons par démontrer le résultat quand k = 0. Nous effectuons un
raisonnement par récurrence sur l ∈ .
• Si l = 0, le résultat découle du fait que e−ith−1P (h) est une isométrie de L2( n).
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• Supposons maintenant que la propriété est vraie jusqu’au rang l ≥ 0 et soit
α ∈ n tel que |α| = l + 1. Sans perdre de généralité, nous pouvons supposer que
α1 = 0, de sorte que (hDx)α = (hDx)α′(hDx1) avec |α′| = l. Écrivons
(hDx)αe−ith
−1P (h)f = (hDx)α
′
e−ith
−1P (h)(hDx1)f + (hDx)
α′ [hDx1 , e
−ith−1P (h)]f.
Par récurrence, nous savons que








‖ (hDx)βf ‖ .
Il reste donc à estimer ‖g‖ avec g = (hDx)α′ [hDx1 , e−ith
−1P (h)]f . Un calcul direct
montre que
[hDx1 , e










































Par ailleurs, le potentiel V satisfaisant l’hypothèse (V)ρ avec ρ > 1, les fonctions
((hDx)β
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Comme 22l+1 ≤ 22l+2, ceci fournit l’estimation souhaitée et achève la démonstration
du cas k = 0.
2) Avant de démontrer le passage du rang k ≥ 0 au rang k + 1 dans le cas
quelconque, nous allons prouver le résultat dans un cas particulier. Ceci ne sera pas
utilisé par la suite mais pourra faciliter la compréhension du cas général.
• Cas k = 1 et l = 0. Nous devons estimer
〈x〉e−ith−1P (h)f = e−ith−1P (h)〈x〉f + [〈x〉, e−ith−1P (h)]f = g1 + g2
Comme 〈x〉f ∈ L2 alors ‖g1‖ = ‖〈x〉f‖ et il nous reste à estimer g2. Pour cela, nous
écrivons







−1P (h)[∆, 〈x〉]ei(s−t)h−1P (h)fds.








Les fonctions ∆(〈x〉) et ∇x(〈x〉) étant bornées, nous obtenons






En appliquant le cas k = 0 au second terme du membre de droite de cette inégalité,
nous trouvons













et la démonstration est complète dans le cas k = 1, l = 0.
• Nous donnons maintenant la démonstration dans le cas général. Supposons que
la propriété est vraie au rang k et soit f une fonction de H l+k+1k+1 , avec l dans . Soit
α ∈ n tel que |α| ≤ l, nous avons
〈x〉k+1(hDx)αe−ith−1P (h)f = (hDx)α〈x〉k+1e−ith−1P (h)f
+ [〈x〉k+1, (hDx)α]e−ith−1P (h)f
= (hDx)αe−ith
−1P (h)〈x〉k+1f + (hDx)α[〈x〉k+1, e−ith−1P (h)]f




Un calcul immédiat nous fournit l’égalité suivante
















−1P (h)[∆, 〈x〉k+1]ei(s−t)h−1P (h)fds,
(1.4)
car [P (h), 〈x〉k+1] = [−h2∆ + V (x), 〈x〉k+1] = −h2[∆, 〈x〉k+1]. En combinant les
équations (1.2), (1.3) et (1.4), nous obtenons













−1P (h)[∆, 〈x〉k+1]ei(s−t)h−1P (h)fds
= I + II + III.
(1.5)
Commençons par estimer le terme I. Par hypothèse, 〈x〉k+1f ∈ H l+k+10 et nous
pouvons appliquer le cas k = 0 pour obtenir











Passons maintenant à l’étude du terme II. Pour tout |β| = 0, nous savons que
|(hDx)β(〈x〉k+1)| ≤ C〈x〉k+1−|β| ≤ C〈x〉k
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En appliquant l’hypothèse de récurrence, nous obtenons




Pour achever la démonstration, il suffit donc d’estimer le terme III. Calculons le
commutateur [∂2xj , 〈x〉k+1] = ∂2xj(〈x〉k+1) + 2∂xj (〈x〉k+1)∂xj . Nous déduisons du cas
k = 0 que
















Notons J1 le premier terme du membre de droite de cette inégalité et J2 le second.
Pour γ ∈ n , nous avons











Nous pouvons donc appliquer l’hypothèse de récurrence pour obtenir
J1 ≤ Ch〈s〉22l〈s− t〉22l+3(k−1)
∑
|β|≤l+k−1
‖ 〈x〉k−1(hDx)βf ‖ . (1.8)






















et il suit immédiatement que




















‖ 〈x〉k(hDx)βf ‖ .
Enfin, en réunissant cette estimation et les équations (1.6), (1.7), nous obtenons




et la proposition est démontrée.
Nous sommes maintenant en mesure de prouver un lemme d’Egorov dans des es-
paces à poids. Il existe de nombreux travaux sur le Lemme d’Egorov. Dans le cadre
classique, nous renvoyons aux livres [22], [61] et [62]. Dans le cadre semiclassique, D.
Robert [51] démontre un Lemme d’Egorov, mais son résultat ne donne pas d’estima-
tion dans les espaces à poids que nous considérons. Enfin, signalons que Bouzouina
et Robert [5] ont étudié la propagation d’observables quantiques en temps longs.
Notons Φt le flot associé au champ de vecteur Hamiltonien






où σP (x, ξ) = 12 |ξ|2 + V (x).
Lemme 1.1 Soient w ∈ C∞0 ( n ×  n) et p ∈ Am,uk ( n ×  n), (m,u) ∈   ×  .
Supposons que pour t ≥ 0, p(x, ξ) s’annule sur Φt(supp(ω)). Alors nous avons l’es-
timation suivante
∀α ∈ , ‖ p(x, hDx)e−ith−1P (h)ω(x, hDx) ‖−α,α= O(h∞),
où ‖ A ‖α,β désigne la norme d’opérateur borné A : L2α → L2β.
Démonstration. D’après la Proposition 1.1, la démonstration se réduit au cas
α = 0. En effet,
‖p(x, hDx)e−ith−1P (h)ω(x, hDx)‖−α,α = ‖p̃(x, hDx)e−ith−1P (h)ω̃(x, hDx)‖0,0
24
1.1 Analyse microlocale semiclassique
avec
p̃(x, hDx) = 〈x〉αp(x, hDx) ∈ Am+αu
et
ω̃(x, hDx) = ω(x, hDx)〈x〉α = ω̃N (x, hDx) + hNρN (x, hDx),
où ω̃N ∈ C∞0 ( n × n) avec supp ω̃N ⊂ supp ω et ρN ∈ A−N,−N0 . Pour N ∈  assez
grand, les Propositions 1.3 et 1.2 nous fournissent l’estimation suivante
‖p̃(x, hDx)e−ith−1P (h)ρN (x, hDx)‖0,0 = O(1).
Par la suite, nous supposerons donc α = 0. D’après le calcul développé dans le
Chapitre 11 de [11], nous savons que
e−ith
−1P (h)ω(x, hDx)eith
−1P (h) = ωN (x, hDx) + hNRN,t





−1P (h)rN (x, hDx)e−i(t−τ)h
−1P (h)dτ,
où rN ∈ A−N,−N0 . Par suite, nous avons
‖p(x, hDx)e−ith−1P (h)ω(x, hDx)‖0,0
= ‖p(x, hDx)e−ith−1P (h)ω(x, hDx)e−ith−1P (h)‖0,0
≤ ‖p(x, hDx)ωN (x, hDx)‖0,0 + hN‖p(x, hDx)RN,t‖0,0.
Comme supp(p) ∩ supp(ωN ) = ∅, alors
‖p(x, hDx)ωN (x, hDx)‖0,0 = O(h∞)
et il reste à montrer que ‖p(x, hDx)RN,t‖0,0 = O(1). Partons de l’inégalité suivante,
‖p(x, hDx)ei(t−τ)h−1P (h)rN (x, hDx)‖0,0 ≤ ‖p(x, hDx)‖Hmu ,L2×
× ‖ei(t−τ)h−1P (h)‖Hm+uu ,Hmu ‖rN (x, hDx)‖L2,Hm+uu .
De la Proposition 1.3, nous déduisons ‖ei(t−τ)h−1P (h)‖Hm+uu ,Hmu ≤ C〈t−τ〉
m. De plus,
p ∈ Am,uk et rN ∈ A−N,−N0 , donc ‖p(x, hDx)‖Hmu ,L2 = O(1) et ‖rN (x, hDx)‖L2,Hm+uu =
O(hk). En réunissant les trois dernières estimations, nous obtenons
‖p(x, hDx)ei(t−τ)h−1P (h)rN (x, hDx)e−i(t−τ)h−1P (h)‖0,0 ≤ C〈t− τ〉m




1.1.3 Front d’onde semiclassique
Le but de cette section est de rappeler brièvement la notion de front d’onde semi-
classique utilisée dans la démonstration du Théorème 3.2. Il existe plusieurs notions
de front d’onde semiclassique (cf. par exemple [30], [16], [39]). Nous commençons
par rappeler la définition que nous utilisons.
Définition 1.2 Notons D′sc( n) l’ensemble des distributions u(x, h) de D′( n) telles
que pour tout χ ∈ C∞0 ( n), il existe N ∈  tel que
|Fh(χu)(ξ, h)| ≤ CNh−N 〈ξ〉N ,
où Fh(u) est la transformée de Fourier semiclassique de u définie par la formule
(1.1).
Pour a ∈ Am,uk = Am,uk ( n), notons Oph(a) l’opérateur a(x, hDx, h) et Lm,uk =
Oph(A
m,u
k ). Nous dirons qu’un voisinage Γ de ξ0 ∈  n \ {0} est conique si ∀ξ ∈
Γ, ∀λ > 0, λξ ∈ Γ.
Définition 1.3 Soient P = p(x, hDx, h) dans Lm,uk , m,u ∈  , k ∈  et soit (x0, ξ0)
dans T ∗( n). Nous dirons que P est elliptique en (x0, ξ0) s’il existe un voisinage V0
de x0, un voisinage conique Γ0 de ξ0 et une constante c > 0 tels que
∀(x, ξ) ∈ V0 × Γ0, ∀h ∈]0, 1], |p(x, ξ, h)| ≥ C h−k〈ξ〉m.
Nous posons Carsc(P ) = {(x0, ξ0) ∈ T ∗( n);P est elliptique en (x0, ξ0)}.
Définition 1.4 Soient u ∈ D′sc( n) et (x0, ξ0) ∈ T ∗( n). Nous dirons que (x0, ξ0)
n’appartient pas à WF sc(u) s’il existe un voisinage V0 de x0 et un voisinage conique
Γ0 de ξ0 tels que pour tout ρ ∈ C∞0 (V0) et pour tout N ∈ , il existe CN > 0 tel que
∀ξ ∈ Γ0, ∀h ∈]0, 1], |Fh(ρu)(ξ, h)| ≤ CNhN 〈ξ〉−N . (1.10)
Comme pour le front d’onde classique, nous avons les propositions suivantes.
Proposition 1.4 i) Soit u(x, h) ∈ D′sc( n) et supposons que WF sc(u) = ∅.
Alors quels que soient k,m ∈  ; u ∈ hkHmloc( n), c’est-à-dire
∀χ ∈ C∞0 ( n), ∃C > 0, ∀0 < h ≤ 1, ‖χu(., h)‖Hm( n) ≤ Chk.
ii) Soient u(x, h) ∈ D′sc( n) et χ ∈ C∞0 ( n), alors
WF sc(χu) ⊂ T ∗(supp(χ)) ∩WF sc(u).
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Démonstration. Commençons par la démonstration de i). Soit (x0, ξ0) ∈ T ∗( n),
alors (x0, ξ0) /∈WF sc(u) et il existe χ ∈ C∞0 ( n) vérifiant χ(x0) = 1 et un voisinage
conique Uξ0 de ξ0, tels que
∀N ∈ ,∀ξ ∈ Uξ0 , |Fh(χu)(ξ, h)| ≤ CNhN 〈ξ〉−N ,
où C est une constante positive. De plus, supp(χ) × Sn−1 étant compact, nous en
déduisons facilement qu’il existe C > 0 tel que
∀N ∈ , ∀ξ = 0, |Fh(χu)(ξ, h)| ≤ CNhN 〈ξ〉−N . (1.11)
D’autre part,
‖χu(., h)‖Hm = ‖〈Dx〉m(χu)‖L2 = ‖Fh(〈Dx〉m(χu))‖L2
= ‖〈h−1ξ〉mFh(χu)‖L2
De l’équation (1.11), nous déduisons
|〈h−1ξ〉mFh(χu)(ξ)| ≤ CNhN−m〈ξ〉m−N ,
donc pour N ∈  assez grand, ‖χu(., h)‖Hm ≤ CNhm−N , ce qui achève de démontrer
i).
Démontrons maintenant ii). Soit (x0, ξ0) ∈ T ∗(supp χ)c ∪WF sc(u)c. Nous sup-
posons d’abord que (x0, ξ0) ∈ T ∗(supp χ)c, c’est à dire x0 /∈ supp χ. Nous pou-
vons donc trouver un voisinage V0 de x0 tel que V0 ∩ supp χ = ∅. Par suite,
quel que soit ρ ∈ C∞0 (V0), nous avons Fh(ρχu)(ξ) = 0 et nous en déduisons que
(x0, ξ0) /∈ WF sc(χu). Supposons maintenant que (x0, ξ0) ∈ WF sc(u)c, de sorte qu’il
existe un voisinage V0 de x0 et un voisinage conique Γ0 de ξ0 tels que pour tout
ρ ∈ C∞0 (V0) et pour tout N ∈ , l’estimation (1.10) est satisfaite. Or, si ρ ∈ C∞0 (V0),
alors ρχ ∈ C∞0 (V0) donc
∀N ∈ , ∃CN > 0, ∀ξ ∈ Γ0, |Fh(ρχu)(ξ, h)| ≤ CNhN 〈ξ〉−N .
Nous en déduisons que (x0, ξ0) /∈WF sc(χu), ce qui achève la démonstration.
Proposition 1.5 Soit u(x, h) ∈ D′sc( n) et supposons qu’il existe un compact K
indépendant de h tel que supp u(., h) ⊂ K. Alors
WF sc(u) ⊂ T ∗(K).
De plus, si P ∈ Lm,uk nous avons
WF sc(Pu) ⊂WF sc(u) ⊂WF sc(Pu) ∪ Carsc(P ). (1.12)
Démonstration. L’inclusion WF sc(u) ⊂ T ∗(K) est une conséquence immédiate du
ii) de la Proposition 1.4.
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Les inclusions (1.12) se montrent comme dans le cas du front d’onde classique.
Nous donnons ici une démonstration dans le cas où P est un opérateur différentiel
P (x, hDx) =
∑
|α|≤m
aα(x)(hDx)α, inspirée de [3].
Soit (x0, ξ0) /∈ WF sc(u), alors il existe un voisinage V0 de x0 et un voisinage
conique Γ0 de ξ0 tels que pour tout ρ ∈ C∞0 (V0), l’estimation (1.10) est satisfaite.
Soient χ ∈ C∞0 (V0) et ρ ∈ C∞0 (V0) telle que ρ = 1 sur supp χ, alors



















où ρα ∈ C∞0 ( n) avec supp ρα ⊂ supp ρ. nous avons donc
∀N, ∀α, |Fh(ραu)(ξ)| ≤ CNhN 〈ξ〉−N ,
ce qui achève de démontrer que WF sc(Pu) ⊂WF sc(u).
Prenons maintenant (x0, ξ0) ∈ (WF sc(Pu))c∩(Carsc(P ))c. Soient V0 un voisinage
de x0 et Γ0 un voisinage conique de ξ0 tels que pour tout ρ ∈ C∞0 (V0), (1.10) est
satisfaite pour Pu. Soit ϕ ∈ C∞0 (V0), alors
Fh(ϕu)(ξ) = (2πh)−n〈u, ϕeih−1〈x,ξ〉〉.




En notant p(x, ξ) le symbole de P , nous avons
e−ih
−1〈x,ξ〉Q(x, hDx)(ψeih
−1〈x,ξ〉) = p(x, ξ)ψ + hQm−1ψ + . . .+ hm−1Q0ψ,
avecQjψ = Qj(ξ,Dx)ψ =
∑
|α|=j
ξαAj(x,Dx)ψ où Aj(x, η) est un polynôme homogène
en η de degré m− j. Comme P est elliptique en (x0, ξ0), alors p(x, ξ) = 0,∀(x, ξ) ∈
V0 × Γ0 et pour N ∈ ∗ , nous pouvons poser
ψN (x, ξ) =
1
p(x, ξ)
(ϕ(x) + a1(x, ξ) + . . .+ aN (x, ξ)) ,
avec a0 = ϕ et ∀1 ≤ k ≤ N, ak +hQm−1(h)(ak−1p )+ . . .+hkQm−k(h)(a0p ) = 0. Dans




−1〈x,ξ〉) = ϕ(x) + rN (x, ξ, h),
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avec rN ∈ A−N,−NN . Nous en déduisons
Fh(ϕu)(ξ) = (2πh)−n〈Pu,ψNeih−1〈x,ξ〉〉 − 〈u, rNeih−1〈x,ξ〉〉
= Fh(ψNPu)(ξ) − 〈u, rNeih−1〈x,ξ〉〉.
Comme rN ∈ A−N,−NN et u ∈ D′sc, alors il existe k ≥ 0 tel que
|〈u, rNeih−1〈x,ξ〉〉| = O(hN−k〈ξ〉−N+k). (1.13)
De plus, supp ψN ⊂ U0, donc pour ξ ∈ Γ0,
|Fh(ψNPu)(ξ)| = O(hN 〈ξ〉−N ). (1.14)
En réunissant les équations (1.13) et (1.14), N pouvant être pris aussi grand que
nous le souhaitons, nous obtenons le résultat annoncé.
1.1.4 Composition d’opérateurs Intégraux de Fourier et d’opéra-
teurs pseudo-différentiels
Dans cette partie, nous prenons ϕ(x, ξ), (x, ξ) ∈  n ×  n une phase réelle telle
que
|∂αx ∂βξ (ϕ(x, ξ) − 〈x, ξ〉)| ≤ Cα,β〈x〉1−ν−|α| (1.15)
pour un certain ν > 0. Donnons nous aussi des symboles a(x, ξ) ∈ Ap,+∞0 =⋂
l∈
Ap,l0 , p ∈   et ω(x, ξ) ∈ Aq,+∞0 , q ∈  . L’opérateur Ih(ϕ, a) est défini sur S( n)
par
Ih(ϕ, a)(u)(x) = (2πh)−n
∫ ∫
eih
−1(ϕ(x,ξ)−〈y,ξ〉)a(x, ξ)u(y)dydξ, u ∈ S( n). (1.16)
L’hypothèse (1.15) entrâıne que Ih(ϕ, a) est un opérateur continu de S( n) dans
lui même. Le lemme suivant donne un développement asymptotique de l’opérateur
ω(x, hDx)Ih(ϕ, a). Ce résultat est essentiellement connu et pour le confort du lecteur,
nous rappelons ici la démonstration donnée par J. M. Bouclet dans un cadre un peu
plus général (cf. [4], Proposition A.2).
Lemme 1.2 Sous les hypothèses précédentes, ω(x, hDx)Ih(ϕ, a) est un opérateur
Intégral de Fourier Ih(ϕ,ωa) avec la même phase ϕ(x, ξ) et un symbole ωa(x, ξ) =
e−ih−1ϕ(x,ξ)ω(x, hDx)(eih
−1ϕ(x,ξ)a(x, ξ)). De plus, ωa(x, ξ) admet un développement
asymptotique
ω  a(x, ξ) =
∑
0≤j<N
hj(ω  a)j(x, ξ) + hNrN (x, ξ, h)
qui satisfait les propriétés suivantes.
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x ϕ(x, ξ) . . . ∂
αk
x ϕ(x, ξ),
où |β| ≤ 2j, |αl| ≥ 2, ∀l.
ii) Il existe une fonction f :  →  satisfaisant lim
N→+∞
f(N) = +∞ telle que le
reste rN (x, ξ, h) appartient à A
−f(N),+∞
0 uniformément par rapport à h.
Démonstration. D’après le théorème de Fubini, ω(x, hDx)Ih(ϕ, a) est un opérateur
Intégral de Fourier Ih(ϕ,ω  a) avec phase ϕ(x, ξ) et symbole
ω  a(x, ξ) = e−ih−1ϕ(x,ξ)ω(x, hDx)(eih−1ϕ(x,ξ)a(x, ξ)).
Notre but est d’établir un développement asymptotique de ω  a(x, ξ) et d’estimer
le reste. Posons φ(x, y, ξ) = ϕ(y, ξ) − ϕ(x, ξ) + 〈x − y,∇xϕ(x, ξ)〉 et effectuons le
changement de variable η → η + ∇xϕ(x, ξ), le symbole ω  a(x, ξ) s’exprime de la
manière suivante









−1φ(x,y,ξ)ω(x, η + ∇xϕ(x, ξ))a(y, ξ)dydξ.
(1.17)
Nous utilisons la formule de Taylor pour écrire





∂βη ω(x,∇xϕ(x, ξ))ηβ +
∑
|β|=N
rN (h, β, x, ξ, η),




(1− t)N−1∂βη ω(x,∇xϕ(x, ξ)+ tη)dt. A l’aide de cette
formule et de (1.17), nous obtenons ω  a(x, ξ) = (ω N a)(x, ξ) + rN (x, ξ, h) avec























× ∂βηω(x,∇xϕ(x, ξ) + tη)a(y, ξ)dtdydη
(1.18)
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Première étape : En partant de ηβeih
−1(〈x−y,η〉) = (ih∂y)β(eih
−1〈x−y,η〉) et en









































C(β21, . . . , β2j)h−jeih
−1φ(x,y,ξ)∂β21y φ . . . ∂
β2j
y φ








C(β21, . . . , β2j)h−j(∂β21y ϕ . . . ∂
β2j
y ϕ)(x, ξ).
Cette équation combinée avec (1.19) conduit à









C(β21, . . . , β2j)×










C(β21, . . . , β2j)×
× ω(x,∇xϕ)∂β21x ϕ . . . ∂β2jx ϕ∂xa(x, ξ)
ce qui achève la démonstration de i).
Seconde étape : Nous allons maintenant démontrer ii). Nous devrions établir des
estimations de ∂αx ∂
β
ξ rN , mais par soucis de concision, nous étudierons seulement rN .
En intégrant par parties, nous pouvons facilement montrer que

















Soit χ0 ∈ C∞0 ( n) tel que χ0 = 1 dans B(0, 1), χ0 = 0 hors de B(0, 2). Nous utilisons
la partition de l’unité
1 = (1 − χ0(x− y)) + χ0(x− y)(1 − χ0(x− y√
h
)) + χ0(x− y)χ0(x− y√
h
)
= χ1(x, y) + χ2(x, y) + χ3(x, y).
A l’aide de cette identité, nous écrivons la formule précédente sous la forme :


















× ∂βη ω(x,∇xϕ(x, ξ) + tη)〈η〉−2M (1 − h2∆y)M [∂β1y (eih
−1φ(x,y,ξ))∂β2y a(y, ξ)]dydηdt.
Commençons par traiter le terme associé à χ1. Comme 0 /∈ supp(1 − χ0) nous
pouvons écrire χ1(x, y)eih
−1〈x−y,η〉 = χ1(x, y)|x − y|−2rh2r∆rη(eih
−1〈x−y,η〉),∀r et in-
tégrer par parties pour obtenir













× χ1(x, y)eih−1〈x−y,η〉∆rη[∂βηω(x,∇xϕ(x, ξ) + tη)〈η〉−2M ]×
× ∂α2+β2y (eih
−1φ(x,y,ξ))∂α1+β1y a(y, ξ)dydηdt.
De plus, nous montrons sans difficulté que
∀L ∈ , |∂α2+β2y (eih
−1φ(x,y,ξ))∂α1β1y a(y, ξ)| ≤ CL〈y〉−2M−N+2〈ξ〉−L
et par construction ∆rη[∂
β
η ω(x,∇xϕ(x, ξ) + tη)〈η〉−2M ] ≤ C〈η〉−2M . De ces estima-
tions, nous déduisons que













et si nous utilisons la majoration 〈x− y〉−r ≤ C〈x〉−r〈y〉|r|, nous obtenons
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et le premier terme satisfait l’estimation souhaitée.
Occupons nous maintenant du terme associé à χ2 et remarquons que chaque
(x, y) ∈ suppχ2 satisfait 2 ≥ |x− y| ≥
√
h. En travaillant comme dans le cas de rN,1
nous aboutissons













× χ2(x, y)eih−1〈x−y,η〉∆rη[∂βηω(x,∇xϕ(x, ξ) + tη) × 〈η〉−2M ]×
× [∂α2+β2y (eih
−1φ(x,y,ξ))∂α1+β1y a(y, ξ)]dydηdt
et avec les estimations utilisées dans le cas de rN,1 nous obtenons














Une fois de plus, nous écrivons 〈y〉−M ≤ C〈x− y〉〈x〉−M et nous utilisons le fait que√
h ≤ |x− y| ≤ 2 sur supp(χ2) pour trouver
χ2(x, y)|x− y|−2r〈y〉−2M−N+2 ≤ h−r〈x〉−M 〈y〉−M−N+2
et









Comme la dernière intégrale est finie pour M et N assez grands, le terme rN,2
satisfait les bonnes estimations et il reste à traiter le terme rN,3.
La démonstration est basée sur l’estimation suivante (cf. [4]),
|∂β1y (eih
−1φ(x,y,ξ))| ≤ Ch− |β1|2 〈x〉−|β1|, ∀(x, y) ∈ supp(χ3).
Notons N∗ = N + 2M et supposons |β1| + |β2| = N , |α1| + |α2| = 2M ainsi que
|γ1| = |α1| + |β1| ≥ 34N∗, nous avons
|∂α1+β1y (eih








2 〈x〉− |γ1|2 〈x− y〉 |γ1|2 〈y〉− |γ1|2 〈y〉−N∗+|γ1|.
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De plus, 〈x− y〉 étant borné sur supp(χ3), nous obtenons
|∂α1+β1y (eih







Dans le cas où |γ2| = |α2| + |β2| ≥ 34N∗, nous établissons de la même manière
|∂α1+β1y (eih







Enfin, si |γ1| ≤ 3N∗4 et |γ2| ≤ 3N
∗
4 alors |γ1| ≥ N
∗
4 et nous obtenons directement
|∂α1+β1y (eih







Ainsi nous pouvons conclure que (1.20) est satisfaite pour chaque αi, βj . Avec cette
estimation, il est évident que















ce qui achève la démonstration.
1.2 Rappels de théorie de la diffusion pour l’opérateur
de Schrödinger
Dans cette partie, nous rappelons quelques résultats de la théorie de la diffusion
pour l’opérateur de Schrödinger. Nous nous attarderons sur les différentes formules
de représentation de la matrice de diffusion et nous essaierons de mettre en évidence
la différence entre le cas d’un potentiel de courte portée avec ρ > n+12 et le cas de
courte portée avec seulement ρ > 1.
1.2.1 Résultats généraux
Considérons l’opérateur de Schrödinger semiclassique P (h) = −12h2∆ + V , sur
 n , n ≥ 2, 0 < h ≤ 1. Nous supposons qu’il existe ρ > 1 tel que V (x) satisfait la
condition suivante :
Hypothèse (V)ρ : V est une fonction C∞ à valeurs réelles telle que
∀α ∈ n , ∀x ∈  n , |∂αxV (x)| ≤ Cα〈x〉−ρ−|α|.
L’opérateur P (h) avec domaine D(P (h)) = H2( n) est auto-adjoint sur L2( n).
Pour tout intervalle compact I ⊂  ∗+ , les opérateurs d’ondes sont





1.2 Rappels de théorie de la diffusion pour l’opérateur de Schrödinger
où EP0 est le projecteur spectral associé à P0(h). D’après [1], nous savons que ces
opérateurs existent et qu’ils sont complets. Nous pouvons donc définir l’opérateur
de diffusion S(I, h) = W+(I, h)∗W−(I, h). Cet opérateur se diagonalise à l’aide de
la transformée de Fourier en un opérateur unitaire
S(λ, h) : L2(Sn−1) −→ L2(Sn−1),
appelé matrice de diffusion. Nous introduisons ensuite l’opérateur T (λ, h) défini par
S(λ, h) = Id − 2iπT (λ, h). Il est connu (cf. [1], [32] et [33]) que T (λ, h) est un
opérateur compact. Si ρ > n+12 , c’est même un opérateur de Hilbert-Schmidt et
nous notons T (θ, ω, λ, h) son noyau. De plus, d’après [29], sous l’hypothèse ρ > 1,
T (λ, h) est un opérateur intégral et son noyau T (θ, ω, λ, h) est C∞ par rapport à la
variable (θ, ω) ∈ Sn−1×Sn−1 \{θ = ω}. Avec ces notations, l’amplitude de diffusion
est donnée par
f(θ, ω, λ, h) = c(λ, h)T (θ, ω, λ, h),
avec
c(λ, h) = −2π(2λ)−n−14 (2πh)n−12 e−i (n−3)π4 .
Nous verrons plus loin que le comportement de l’amplitude de diffusion est intime-
ment lié au comportement de la résolvante de l’opérateur P (h). Nous ne menons pas
une étude détaillée dans cette partie, nous nous contentons de rappeler la définition
et le principe d’absorption limite.
Comme P (h) est auto-adjoint, alors R(z) = (P (h) − z)−1 est bien définie pour
z ∈  \  . De plus h ∈]0, 1] étant fixé, nous savons (cf. [1]) que
R(λ± i0) = lim
ε→0,ε>0
R(λ± iε)
existe dans l’espace des opérateurs bornés L(L2α,H2−α) à condition que α > 12 .
1.2.2 Représentation de la matrice de diffusion.
Notons ψ0(x, λ, ω, h) la fonction propre généralisée de P0(h) = −h2∆ :
ψ0(x, λ, ω, h) = exp(ih−1
√
2λ〈x, ω〉).
Si le potentiel V satisfait (V )ρ avec ρ > n+12 , alors la fonction V (x)ψ0(x, λ, ω, h)
appartient à L2α( n), quel que soit α < ρ − n2 (notons au passage que ρ − n2 > 12).
Par suite, la fonction propre généralisée ψ+(x, λ, ω, h) de P (h) est donnée par
ψ+ = ψ0 −R(λ+ i0)V ψ0 (1.21)
et le noyau T (θ, ω, λ, h) a l’expression suivante









D’autre part, l’amplitude de diffusion f(θ, ω, λ, h), est définie par l’asymptotique
suivante
ψ+(rθ, λ, ω, h) = ψ0(rθ, λ, ω, h) + f(θ, ω, λ, h)r−
n−1
2 eih
−1√2λr + O(r−n−12 ),
lorsque r → +∞ et nous vérifions aisément que f(θ, ω, λ, h) définie de cette manière,
satisfait f(θ, ω, λ, h) = c(λ, h)T (θ, ω, λ, h), comme cela est annoncé dans la partie
précédente.
Dans le cas général ρ > 1, nous ne pouvons pas définir T (θ, ω, λ, h) comme
précédemment. Remarquons, par exemple que R(λ + i0)V ψ0 est bien définie si et
seulement si V ψ0 appartient à L2α pour un certain α >
1
2 . Dans notre cas, cela revient
à supposer (V)ρ avec ρ > n+12 . Ainsi la première étape dans l’étude de l’amplitude
de diffusion, est l’obtention d’une formule de représentation pour T (θ, ω, λ, h) dans
le cas 1 < ρ ≤ n+12 . Une telle formule a été obtenue dans [29] et a été utilisée dans
[53] pour prouver un développement asymptotique de l’amplitude de diffusion dans
le cas non-captif, avec ρ > 1. Nous allons maintenant rappeler cette représentation
et nous commençons par quelques notations.
Nous utilisons les classes de symboles Am,uk définies précédemment. En parti-
culier, nous rappelons que a ∈ Am,−∞k (Ω) si et seulement si ∀L > 1,∀(α, β) ∈
n × n , ∃C > 0, ∀(x, ξ) ∈ Ω,
|∂αx ∂βξ a(x, ξ, h)| ≤ Chk〈x〉m−|α|〈ξ〉−L.
Nous utilisons aussi les régions entrantes et sortantes de l’espace des phases définies
par
Γ±(R, d, σ) = {(x, ξ) ∈  n ×  n : |x| > R, d−1 < |ξ| < d,± cos(x, ξ) > ±σ}
pour R > 1, d > 1 et σ ∈] − 1, 1[, où cos(x, ξ) = 〈x,ξ〉|x||ξ|. Pour α > 12 , nous définissons
F0(λ, h) : L2α( n) −→ L2(Sn−1), par




−1√2λ〈x,ω〉f(x)dx, λ > 0.
Soit f ∈ L2γ( n), γ > 12 , supposons que f a un support compact [c, d] par rapport
à l’énergie, c’est à dire F0(λ, h)f = 0 si λ /∈ [c, d]. L’idée de Isozaki et Kitada est
d’approcher l’opérateur e−ih−1tP (h)W±(h)f, ±t > 0, par Ih(a±,Φ±)eih−1tP0(h)f , où
les Ih(a±,Φ±) sont des opérateurs Intégraux de Fourier avec symboles a± et phases
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la phase Φ±a doit être solution de l’équation eikonale
1
2
|∇xΦ±a(x, ξ)|2 + V (x) = 12 |ξ|
2
et les symboles a± satisfont les équations de transport
(−1
2
h2∆ + V (x) − 1
2
|ξ|2)(a±eih−1Φ±a) ∼ 0. (1.24)









2 < 1 et notons τ
±
j = −σ∓j pour j = 0, 1, 2, de sorte que nous avons aussi
−1 < τ−2 < τ−1 < τ−0 < τ+0 < τ+1 < τ+2 < 0.
D’après la Proposition 2.4 de [28], nous pouvons trouver une fonction C∞ à
valeurs réelles, Φ±a ayant les propriétés suivantes :
(ϕ1) Φ±a(x, ξ) est solution de l’équation eikonale 12 |∇xΦ±a(x, ξ)|2 + V (x) = 12 |ξ|2
dans Γ±(R0, d0, τ±0 ).
(ϕ2) Φ±a(x, ξ) − 〈x, ξ〉 appartient à Aε,00 pour tout ε > 0.
(ϕ3) Pour tout (x, ξ) ∈  n ×  n , | ∂2Φ±a∂xj ∂ξk (x, ξ) − δjk| < ε(R0), δjk étant le symbole
de Kronecker et ε(R0) pouvant être choisi aussi petit que voulu en prenant R0
assez grand.
Cette phase étant construite, nous cherchons a± sous la forme




En remplaçant a± par cette expression dans (1.24) et en identifiant suivant les puis-
sances de h, nous obtenons les équations de transport suivantes{
〈∇xΦ±a,∇xa±0〉 + 12∆xΦ±aa±0 = 0
〈∇xΦ±a,∇xa±j〉 + 12∆xΦ±aa±j = i2∆xa±j−1, j ≥ 1
(1.25)
avec les conditions à l’infini
a±0 → 1 et a±j → 0, j ≥ 1 quand |x| → 0. (1.26)
Ces équations se résolvent par la méthode des caractéristiques (cf. [28], [29], [53] ) et
nous obtenons des symboles a±j vérifiant les propriétés suivantes (s0) a±j appartient
à A−j,−∞0 . (s1) supp(a±j) ⊂ Γ±(3R0, d1, τ±1 ). (s2) a±j est solution de l’équation
(1.25) avec (1.26) dans Γ±(4R0, d2, τ±2 ). (s3) a±j satisfait l’équation (1.25) dans
Γ±(4R0, d1, τ±2 ). Fixons maintenant un entier N assez grand (à choisir par la suite)
et posons
a±(x, ξ, h) =
N∑
j=0
a±j(x, ξ)hj ∈ A0,−∞0 .
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Alors, l’opérateur J±a(h) = Ih(a±,Φ±a) est bien défini et l’opérateur K±a, donné
par K±a = P (h)J±a − J±aP0(h), est aussi un opérateur Intégral de Fourier. En fait,




h2∆ + V (x) − 1
2
|ξ|2)(eih−1Φ±aa±). (1.27)
Par construction, le symbole k±a vérifie les propriétés suivantes :
(k0) k±a ∈ A−1,−∞1 .
(k1) supp(k±a) ⊂ Γ±(3R0, d1, τ±1 ).
(k2) k±a ∈ A−(N+2),−∞N+2 (Γ±(4R0, d1, τ±2 )).
De manière identique, nous définissons l’opérateur J±b = Ih(b±,Φ±) associé
à la région Γ±(5R0, d3, σ±1 ). Nous définissons d’abord des fonctions phases Φ±b ∈
C∞( 2n) vérifiant (ϕ1) dans Γ±(R0, d0, σ±0 ), (ϕ2) et (ϕ3). Ensuite, nous définissons
un symbole




satisfaisant (s0), (s1) pour la région Γ±(5R0, d3, σ±1 ), (s2) pour Γ±(6R0, d4, σ
±
2 ) et
(s3) pour Γ±(6R0, d3, σ±2 ). En reprenant les mêmes arguments que ci-dessus, nous




h2∆ + V (x) − 1
2
|ξ|2)(eih−1Φ±bb±). (1.28)
Ainsi, le symbole k±b satisfait les hypothèses (k0), (k1) pour Γ±(5R0, d3, σ±1 ) et (k2)
pour Γ±(6R0, d3, σ±2 ). Maintenant que cette construction est achevée, nous pouvons
donner la formule de Isozaki et Kitada.





2 [, nous avons
T (λ, h) = T1(λ, h) − T2(λ, h),
avec
T1(λ, h) = F0(λ, h)(J∗+a(h) + J∗−a(h))(K+b(h) +K−b(h))F∗0 (λ, h) (1.29)
et
T2(λ, h) = F0(λ, h)(K∗+a(h)+K∗−a(h))R(λ+ i0)(K+b(h)+K−b(h))F∗0 (λ, h). (1.30)
Remarque 1.1 Cette construction est valable quels que soient les symboles a± et
b± construits suivant le processus précédent. En particulier nous sommes libres du
choix de l’entier N à partir duquel nous tronquons les séries définissant a± et b±.
Dans la suite, nous pourrons donc choisir N aussi grand que nous le voulons.
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T+±1(λ, h) = F0(λ, h)J∗+a(h)K±b(h)F∗0 (λ, h),
T−±1(λ, h) = F0(λ, h)J∗−a(h)K±b(h)F∗0 (λ, h).
Notons T±±1(θ, ω, λ, h) le noyau de T
±
±1(λ, h). Il est facile de démontrer que













2λθ). De manière générale, nous avons
|∇xψ±a±b (x, θ, ω)| ≥
√










Plaçons nous maintenant dans le cas où θ = ω. Comme Φ±b et Φ±a vérifient (ϕ2),









2λθ)| < |θ − ω|
2




2λθ)). Par suite, dans l’intégrale (1.31),








|∇xψ±a±b (x, θ, ω)|
(hDx)(eih
−1ψ±a±b (x,θ,ω)).
En intégrant par parties autant de fois que nécessaire, nous obtenons
T±1(θ, ω, λ, h) = O(h∞),
cette estimation étant uniforme par rapport à λ ∈ K, pour tout compact K de  ∗+ .








T+±2(λ, h) = F0(λ, h)K∗+a(h)R(λ + i0)K±b(h)F∗0 (λ, h),
T−±2(λ, h) = F0(λ, h)K∗−a(h)R(λ + i0)K±b(h)F∗0 (λ, h).
Notons T±±2(θ, ω, λ, h), le noyau de T
±
±2(λ, h), alors nous avons
















Nous achevons cette section par une courte comparaison entre cette formule et la
formule (1.22) valable dans le cas d’un potentiel V ∈ C∞0 ( n). Si θ = ω et si V a un
support compact, nous pouvons intégrer par parties dans (1.22) autant de fois que
nécessaire, pour obtenir





Les formules (1.32) et (1.33) sont très similaires, k±b et k+a jouant le rôle de V et
Φ± jouant le rôle de la phase plane 〈x, ξ〉. Une des différences principales, est que
dans le second cas, R(λ + i0) agit sur une fonction à support compact V eih
−1〈.,ω〉.
Par conséquent, sous une hypothèse d’échappement de certaines trajectoires, il est








pour T > 0 assez grand. Ainsi, nous pouvons remplacer la résolvante par un terme
contenant uniquement le propagateur e−ih−1tP (h) qui est plus facile à examiner. Ceci
ne peut pas être fait immédiatement dans la formule (1.32) même dans le cas non
captif. La raison est que pour tout T > 0, il peut exister des particules classiques
partant d’un point (x, ξ) ∈ supp(k±b) au temps t = 0 qui passent au dessus de
supp(k+a) au temps t = T . C’est pourquoi, dans la formule (1.32), nous voudrions
localiser dans des régions bornées. Plus précisément, nous cherchons des fonctions
g±b et g±a à supports compacts, telles que
T±2,±(θ, ω, λ, h) = c0(λ, h)
2〈R(λ+ i0)g±beih−1Φ±b , g±aeih−1Φ±a〉 + O(h∞).
1.2.3 Estimations microlocales de la résolvante dans le cas non-
captif
Dans cette partie, nous rappelons des résultats établis par Robert et Tamura
dans [52] et [53]. Soit P̂ (h) = −h2∆ + V̂ (x) une perturbation de courte portée du
Laplacien (i.e. V̂ ∈ C∞( n) satisfait (V )ρ avec ρ > 1) et soit λ > 0 un niveau
d’énergie non captif pour le potentiel V̂ . Alors, nous avons les lemmes suivants.
Lemme 1.3 Soit a(x, ξ) un polynôme de degré p ≤ 2 et soit α > 12 . Alors, nous
avons l’estimation de la résolvante suivante :
‖a(x, hDx)R̂(λ± i0)‖α,−α = O(h−1).
Démonstration. Nous rappelons la démonstration donnée dans [6]. Comme λ est
non-captif pour V , il est bien connu (cf. [52], [18]), que
∀α > 1
2
, ‖R̂(λ± i0)‖α,−α = O(h−1), (1.34)
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et nous devons estimer ‖〈x〉−αA(x, hDx)R̂(λ + i0)〈x〉−α‖L2,L2 . Pour cela, introdui-
sons l’opérateur elliptique P̂ (h) + i et écrivons
〈x〉−αA(x, hDx)R̂(λ+ i0)〈x〉−α
= 〈x〉−αA(x, hDx)(P̂ (h) + i)−1〈x〉α×
× 〈x〉−α(P̂ (h) + i)R̂(λ+ i0)〈x〉−α
= 〈x〉−αA(x, hDx)(P̂ (h) + i)−1〈x〉α×
×
[
〈x〉−2α + (i+ λ)〈x〉−αR̂(λ+ i0)〈x〉−α
]
.
Nous en déduisons l’estimation suivante





1 + λ2‖〈x〉−αR̂(λ+ i0)〈x〉−α‖0,0
)
≤ ‖〈x〉−αa(x, hDx)(P (h) + i)−1〈x〉α‖0,0(1 +Ch−1).
De plus, en utilisant l’ellipticité de P̂ (h) + i et le calcul fonctionnel développé dans
[11] nous obtenons ‖〈x〉−αa(x, hDx)(P (h) + i)−1〈x〉α‖0,0 = O(1) ce qui achève la
démonstration.
Lemme 1.4 Soit ω± ∈ A0,−∞0 tel que supp(ω±) ⊂ Γ±(R, d, σ±). Alors pour tout
α > 1, nous avons les assertions suivantes :
i)
‖ R̂(λ± i0)ω±(x, hDx) ‖−α+δ,−α= O(h−1), ∀δ > 1.
ii) Si σ+ > σ−, alors
‖ ω∓(x, hDx)R̂(λ± i0)ω±(x, hDx) ‖−α,α= O(h∞).
iii) Si ω ∈ A0,m0 , m ∈   et supp(ω) ⊂ {|x| < R̃}, 0 < R̃ < R, alors
‖ ω(x, hDx)R̂(λ± i0)ω±(x, hDx) ‖−α,α= O(h∞).
Démonstration. Ce lemme est le même que celui utilisé par Robert et Tamura
dans [53], à l’exception de iii) où nous donnons une estimation pour ω ∈ A0,m0 , ∀m,
au lieu de ω ∈ A0,−∞0 , mais la démonstration fonctionne avec les mêmes arguments.
Il suffit d’utiliser l’effet régularisant et pondérant de ω±(x, hDx) afin de neutraliser
ω(x, hDx). Nous laissons les détails au lecteur.
Le lemme suivant est central dans l’analyse menée dans [53]. Remarquons que
l’entier N qui apparâıt dans l’énoncé est celui que nous avons fixé au moment où
nous avons défini les symboles a± et b±. Cet entier pourra être choisi arbitrairement
grand par la suite (cf. Remarque 1.1).
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Lemme 1.5 (Robert-Tamura [53], Lemma 2.1) Sous les mêmes hypothèses que
dans le Lemme précédent et pour α > n2 , les assertions suivantes sont vraies :
i) ‖ K∗±a(h)R̂(λ+ i0)K+b(h) ‖−α,α= O(h
N
2 ),
ii) ‖ K∗−a(h)R̂(λ+ i0)K−b(h) ‖−α,α= O(h
N
2 ),
iii) ‖ K∗+a(h)R̂(λ+ i0)(1 − χb)K−b(h) ‖−α,α= O(h
N
2 ),
iv) ‖ ((1 − χa)K+a)∗(h)R̂(λ+ i0)χbK−b(h) ‖−α,α= O(h
N
2 ).
Démonstration. La démonstration est une conséquence du Lemme 1.4. En effet,
les opérateurs Intégraux de Fourier, K±b et K+a, localisent dans des régions en-
trantes et sortantes modulo des termes d’erreurs d’ordre O(h∞). Plus précisément,
ces régions sont telles que si ces opérateurs étaient des pseudo-différentiels, nous
pourrions appliquer directement le Lemme précédent. Nous nous ramemons à ce
cas en utilisant les résultats de composition entre opérateurs Fourier Intégraux et
pseudo-différentiels décris au Lemme 1.2.
1.2.4 Résonances
Nous terminons cette section consacrée à des résultats généraux sur l’opérateur
de Schrödinger par quelques rappels sur la notion de résonance. Si le support du
potentiel V est compact, la manière la plus rapide pour introduire la notion de
résonance est de les voir comme les pôles de la matrice de diffusion. Cette vision
a été introduite par Lax et Phillips [37] qui démontrent en dimension impaire, que
le matrice de diffusion possède de un prolongement analytique qui est holomorphe
dans le demi-plan supérieur et méromorphe dans le demi-plan inférieur.
Un autre moyen de définir les résonances est l’emploi de distorsions analytiques.
Cette méthode initiée par Aguilar et Combes [2] puis Hunziker [26], consiste à
construire un opérateur non autoadjoint à partir de P (h) dont les valeurs propres
seront les résonances de P (h). L’avantage évident de cette méthode par rapport à
la première est qu’elle est constructive, puisque les résonances seront exactement
les valeurs propres d’un opérateur étroitement relié à P (h). Cette méthode a été
généralisée par Hunziker [26] puis par Sjöstrand-Zworski [56] pour des potentiels à
supports compacts et enfin par Sjöstrand [54, 55] pour des potentiels de courte por-
tée. C’est cette dernière formulation que nous allons rappeler brièvement à présent.
Pour plus de détails nous renvoyons par exemple à [56], [54], [55].
Tout d’abord, nous avons besoin de faire une hypothèse d’holomorphie à l’infini
sur le potentiel V :
Hypothèse (Hol)∞ : Nous supposons qu’il existe µ0 ∈ [0, π[ et R > 0 tels que le
potentiel V a un prolongement analytique au domaine
DR,µ0 = {x ∈  n , |x| > R, |Imx| ≤ tan(µ0)|Rex|}
42
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et
∃β > 0,∃C > 0, ∀x ∈ DR,µ0 , |V (x)| ≤ C|x|−β.
Nous allons maintenant construire l’opérateur dilaté. Pour µ0 > 0 suffisamment
petit, ε0 > 0 et 0 < µ < µ0, il existe fµ :  + →  qui est injective pour chaque µ et
satisfait les propriétés suivantes :
i) fµ(t) = t pour 0 ≤ t ≤ 7R0,
ii) 0 ≤ arg fµ(t) ≤ µ et ∂tfµ(t) = 0,∀t ≥ 0
iii) arg(fµ(t)) ≤ arg(∂tfµ(t)) ≤ arg(fµ(t)) + ε0
iv) arg fµ(t) = eiµt, pour t ≥ 8R0
Notons maintenant κµ l’application définie par
κµ :  n  x = tω −→ fµ(t)ω, t = |x|
et définissons Γµ = κµ( n) et Uµ : L2( n) → L2(Γµ) par Uµϕ(x) = Jµ(x)ϕ(κµ(x)),
où Jµ(x) est le Jacobien associé à la transformation κµ. Nous définissons alors l’opé-
rateur modifié par
Pµ(h) = UµP (h)U−1µ . (1.35)
Ceci définit un opérateur non-borné et non-autoadjoint sur L2(Γµ) dont le domaine
est Dµ = H2(Γµ). De plus, en utilisant la théorie de Fredholm analytique, il est
possible de démontrer que le spectre de l’opérateur Pµ(h) est constitué de la droite
e−2iµ[0,+∞[ et de valeurs propres isolées λ vérifiant −2µ < arg λ ≤ 0.
Définition 1.5 Nous dirons que λ ∈  vérifiant −2µ < arg(λ) ≤ 0 est une réso-
nance de P (h) si λ appartient au spectre de Pµ.
Avec cette définition, Sjöstrand et Zworski [56], démontrent le résultat suivant.
Lemme 1.6 La résolvante (P (h)− z)−1 : L2comp( n) −→ H2loc( n), définie à priori
pour Imz > 0, peut être prolongé méromorphiquement à travers ]0,+∞[ au complé-
mentaire dans  \  − de l’ensemble des résonances.
Par ailleurs, ce résultat peut être étendu au cas de potentiels de courte portée (cf.
[55]). Nous en déduisons que près de l’axe réel, les résonances de P (h) cöıncident avec
les pôles de la résolvante tronquée χR(z)χ, quelle que soit la fonction de troncature
χ ∈ C∞0 ( n).
Signalons aussi qu’il existe une définition microlocale des résonances dûe à Helffer
et Sjöstrand [24]. Cette théorie a été récemment simplifiée par Lahmar-Benbernou
et Martinez [36], [38]. Pour l’équivalence entre toutes ces définitions, nous renvoyons
au travail de Helffer et Martinez [23]. Dans toute la suite, nous noterons Res(P (h))
l’ensemble des résonances de P (h).
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La Définition 1.5 permet d’obtenir des résultats fondamentaux sur la réparti-
tion et la localisation des résonances. Commençons par rappeler une majoration du
nombre de résonances dans une boite de taille 1, autour de l’axe réel. Le résultat
suivant est une conséquence de la formule de trace de Sjöstrand (cf. [54] et [55]).
Théorème 1.1 Quels que soient 0 < Em < EM < +∞, il existe des constantes
ε0, ñ, h0 > 0 et C(Em, EM , ε0) > 0 telles que pour tout 0 < h < h0,
Card (Res(P (h)) ∩ ([Em, EM ] + i[0, ε0])) ≤ C(Em, EM , ε0)h−ñ (1.36)
Le résultat suivant concerne la vitesse de convergence des résonances vers l’axe réel.
Pour des niveaux d’énergie non-captifs, nous savons (cf. [38] pour des hypothèses
minimales) qu’il existe une bande de taille h log 1h libre de résonances. Dans le cas
captif, la situation est différente. Nous savons par exemple (cf. [24]) que pour le cas
d’un puits dans une ı̂le, il existe des résonances convergeant exponentiellement vite
vers l’axe réel. Récemment, N. Burq a montré qu’une telle vitesse de convergence
était maximale. C’est l’objet du théorème suivant.
Théorème 1.2 (Burq, [7]) Quels que soient 0 < Em < EM < +∞, il existe des
constantes C, d, h0 > 0 telles que pour tout 0 < h < h0, l’opérateur P (h) n’a pas de
résonance dans l’ensemble{
z ∈  ; dist(z, [Em, EM ]) ≤ Ce−d/h
}
.
Remarque 1.2 Ce résultat a été généralisé récemment par Vodev [65] et Cardoso-
Vodev [9] au cas d’un opérateur de Laplace-Beltrami sur une variété Riemannienne.
1.3 Étude des trajectoires classiques
Dans cette partie, nous nous consacrons à l’étude du système Hamiltonien associé
au symbole de l’opérateur P (h) = −h2∆ + V (x). Plus précisément, le symbole de
cet opérateur est σP (x, ξ) = 12 |ξ|2 + V (x) et le système Hamiltonien associé s’écrit{
q̇ = ∇ξσP (q, p) = p,
ṗ = −∇xσP (q, p) = −∇xV (q).
(1.37)
Dans un premier temps, nous effectuons quelques rappels de mécanique classique
et nous introduisons des notions que nous utiliserons dans les parties 2 et 3. Nous
étudions ensuite le flot Hamiltonien plus en détails. Par exemple, nous montrons
que pour des conditions initiales appartenant à certaines régions de l’espace des
phases, les trajectoires classiques s’échappent quand t→ ±∞. Ceci n’est pas acquis
d’avance et le comportement en temps grand des trajectoires classiques conditionne
l’étude de l’amplitude de diffusion dans la limite semiclassique. Ainsi l’hypothèse la
plus couramment utilisée est l’hypothèse de non-capture des trajectoires classiques
formulée par Robert et Tamura [53], que nous énonçons maintenant.
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Définition 1.6 (NC) Nous dirons qu’une énergie λ > 0 est non-captive pour le
symbole σP si pour tout R > 0 assez grand, il existe T = T (R) tel que |q(t, x, ξ)| > R
pour |t| > T quand |x| < R et σP (x, ξ) = λ.
1.3.1 Rappels de mécanique classique
Nous commençons par rappeler quelques résultats de mécanique classique et pour
plus de détails, nous renvoyons aux livres [10] et [49]. Soit (p(t), q(t)) une solution
du système (1.37) et supposons que |q(t)| → +∞ quand |t| → ±∞. Alors, il existe
(r±, v±) ∈  n ×  n \ 0 tel que
lim
t→±∞ |q(t) − v±t− r±| + |p(t) − v±| = 0.
Réciproquement, étant données une vitesse asymptotique ξ et une position asymp-
totique x en t = −∞, il existe une unique solution de (1.37) ayant pour asymptote
la trajectoire libre (ξ, ξt+ x). Plus précisément, nous déduisons du Théorème 2.6.2
de [10], la proposition suivante.
Proposition 1.7 Supposons que l’hypothèse (V)ρ est satisfaite pour un certain
ρ > 1, alors pour tout (x, ξ) ∈  n × ( n \ {0}), il existe une unique solution
(pinf (., x, ξ), qinf (., x, ξ)) du système (1.37) telle que

lim
t→−∞ |pinf (t, x, ξ) − ξ| = 0,
lim




n × ( n \ {0}) −→ C( , n ×  n)
(x, ξ) −→ (pinf (., x, ξ), qinf (., x, ξ))
est continue.
Dans ce chapitre et les deux suivants, nous considérons ω ∈ Sn−1 fixé et nous notons
Λω le plan orthogonal à ω passant par 0. Comme ω est fixé, nous pouvons supposer
que ω = (0, . . . , 0, 1) et nous pouvons écrire les coordonnées dans Λω sous la forme
z = (z1, . . . , zn−1). Nous utiliserons aussi la notation ẑ = (z, 0) pour z ∈ Λω. Avec
ces notations, nous pouvons poser
(q∞(t, z, λ, ω), p∞(t, z, λ, ω)) = (qinf (t, ẑ,
√
2λω), pinf (t, ẑ,
√
2λω)).
Ainsi définie, (q∞, p∞) est l’unique solution de (1.37) telle que

lim




t→−∞ |q∞(t, z, λ, ω) −
√
2λωt− z| = 0, (1.39)
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A l’aide de ces solutions, nous allons pouvoir formuler une hypothèse d’échappement
pour le flot Hamiltonien. Dans la section suivante, nous formulons cette hypothèse
et nous en tirons des conséquences géométriques nécessaires à la formulation de nos
principaux résultats.
1.3.2 Étude du flot Hamiltonien




(x, ξ) ∈  n ×  n ; 1
2
|ξ|2 + V (x) ∈ [λ− ε, λ+ ε]
}
.




(x, ξ) ∈ Σλ,ε; ξ|ξ| ∈W
}
.
Lemme 1.7 Considérons d > 1, σ ≥ 0 et supposons que [λ0 − ε, λ0 + ε] ⊂]d−22 , d
2
2 [.
Alors il existe R0 > 0 tel que
∀R > R0, ∀t > 0, Φt (Σλ0,ε ∩ Γ+(R, d, σ)) ⊂ Γ+(R, d, σ).
Démonstration. En notant Φt(x, ξ) = (q(t), p(t)) et en suivant le Lemme 1 de [6],
nous obtenons {
(|q|2)′ = 2〈q, ∂ξσP (q, p)〉,
〈q, ∂ξσP (q, p)〉′ = {σP , 〈x, ∂ξσP 〉}(q, p),
(1.40)
où {., .} désigne le crochet de Poisson usuel ; c’est à dire {u, v}(x, ξ) = ∂ξu∂xv −
∂xu∂ξv. Par définition de σP , nous en déduisons
〈q, ∂ξσP (q, p)〉′ = 2λ+ ({σP , 〈x, ∂ξσP 〉}(q, p) − 2σP (q, p)).
Posons µ = ελ, un calcul élémentaire donne
{σP , 〈x, ∂ξσP 〉}(x, ξ) − 2σP (x, ξ)) = −〈x,∇xV (x)〉 − V (x)
de sorte qu’il existe R0 > 0 tel que
∀|x| > R > R0, ∀ξ ∈  n , |{σP , 〈x, ∂ξσP 〉}(x, ξ) − 2σP (x, ξ))| < 2µ.
Donnons nous (x, ξ) ∈ Γ+(R, d, σ) et R > R0 tels que σP (x, ξ) = λ et notons
[Tm, TM ] le plus grand intervalle contenant 0 tel que pour t ∈ [Tm, TM ] nous ayons
|{σP , 〈x, ∂ξσP 〉}(q(t, x, ξ), p(t, x, ξ)) − 2σP (q(t, x, ξ), p(t, x, ξ)))| < 2µ.
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Pour |x| > R, il est clair que TM > 0 et nous avons
∀t ∈ [0, TM ], 〈q, ∂ξσP (q, p)〉′ ≥ 2(λ− µ).
Par suite,
∀t ∈ [0, TM ], 〈q, ∂ξσP (q, p)〉 ≥ 〈x, ξ〉 + 2(λ− µ)t (1.41)
et en intégrant une fois de plus, nous obtenons
∀t ∈ [0, TM ], |q(t)|2 ≥ |x|2 + 2〈x, ξ〉t+ 2(λ− µ)t2 ≥ |x|2 + 2σ|ξ||x|t + 2(λ− µ)t2
≥ |x|2 + 2(λ− µ)t2
Nous déduisons de la dernière inégalité que TM = +∞ et donc
∀t > 0, |q(t, x, ξ)|2 ≥ |x|2 + 2(λ− µ)t2. (1.42)
En particulier, il vient ∀t > 0, |q(t, x, ξ)| > R et nous tirons directement de (1.41),
l’inégalité suivante
∀t > 0, 〈q(t), p(t)〉 ≥ σ|x||ξ| + 2(λ− µ) ≥ σ|x| |ξ|,
ce qui conduit à cos(q(t), p(t)) > σ, pour t > 0. Enfin, l’égalité
∀t > 0, 1
2







combinée avec |V (x)| ≤ C < x >−1 et |q(t)| ≥ R > R0, R0 assez grand, donne
∀t > 0, |p(t)| ∈]d−1, d[,
ce qui achève de démontrer que Φt(x, ξ) ∈ Γ+(R, d, σ).
Remarque 1.3 De la démonstration précédente (en particulier de (1.42)), nous
déduisons que pour σ ≥ 0, d−22 > λ0 > d
2
2 > 0, R0 assez grand et ε > 0 assez petit,
nous avons
∀(x, ξ) ∈ Γ+(R, d, σ) ∩ Σλ0,ε, limt→+∞ |q(t, x, ξ)| = +∞ (1.43)
En travaillant un peu plus, les arguments développés dans la démonstration précé-
dente, nous permettent aussi de démontrer le corollaire suivant.
Corollaire 1.1 Soient λ0 ∈]d−22 , d
2






il existe R1 > 0 tel que pour t > 0 et (x, ξ) ∈ Γ+(R1, d,−σ) ∩ σ−1P ([λ0 − ε, λ0 + ε]),
nous avons
|q(t, x, ξ)|2 ≥ |x|2 − σ|x||ξ|t+ 2(λ0 − 2ε)t2.
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Démonstration. Par hypothèse, ε < λ0 1−σ
2
1+2σ2 , de sorte qu’on peut fixer µ > 0 tel
que
µ < min(ε, λ0(1 − σ2) − ε(1 + 2σ2)). (1.44)
Comme dans le lemme précédent, nous choisissons R0 de sorte que
∀|x| > R0, ∀ξ ∈  n , |{σP , 〈x, ∂ξσP 〉}(x, ξ) − 2σP (x, ξ))| < 2µ.
Nous prenons ensuiteR > R0 et nous posons R1 = NR, où N est choisi suffisamment
grand pour que les deux conditions suivantes soient satisfaites{
µ(1 − 1N2 ) < λ0(1 − σ2 − 1N2 ) − ε(1 + 2σ2 − 1N2 ),
|x| ≥ NR0 =⇒ |V (x)| ≤ ε.
(1.45)
Pour (x, ξ) ∈ Γ+(R1, d,−σ)∩Σλ,ε, notons ]Tm, TM [ le plus grand intervalle contenant
0 tel que
|{σP , 〈x, ∂ξσP 〉}(q(t, x, ξ), p(t, x, ξ)) − 2σP (q(t, x, ξ), p(t, x, ξ)))| < 2µ.
De la même manière que dans le Lemme 1.7, nous avons
∀t ∈ [0, TM ], |q(t, x, ξ)|2 ≥ |x|2 + 2〈x, ξ〉t + 2(λ− µ)t2
≥ |x|2 − 2σ|x||ξ|t + 2(λ− µ)t2,
dont nous déduisons |q(t, x, ξ)| > R, ∀t ∈ [0, TM [. En effet, supposons par l’absurde
qu’il existe t ∈ [0, TM [ tel que |q(t, x, ξ)| = R. Alors t est solution de l’équation du
second degré suivante
2(λ− µ)t2 − 2σ|x||ξ|t + |x|2 −R2 = 0
dont le discriminant ∆ vaut





















) + λ0(σ2 − 1 + 1
N2





En utilisant l’équation (1.45), il est évident que ∆ < 0 ce qui achève de montrer
que |q(t, x, ξ)| > R, ∀t ∈ [0, TM [. Supposons par l’absurde que TM < +∞, alors
|q(TM )| ≥ R > R0 et ceci mène à l’existence de δ > 0 tel que
∀t ∈ [0, TM+δ[, |{σP , 〈x, ∂ξσP 〉}(q(t, x, ξ), p(t, x, ξ))−2σP (q(t, x, ξ), p(t, x, ξ)))| < 2ε
ce qui contredit la définition de TM .
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1.3.3 Une nouvelle hypothèse d’échappement
Étant donnés λ0 > 0 et ω ∈ Sn−1, nous allons remplacer la condition (NC) par
la condition plus faible suivante.
Hypothèse (Hω,λ0) Quel que soit z ∈ Λω, limt→+∞ |q∞(t, z, λ0, ω)| = +∞.
Autrement dit, nous demandons que toutes les particules d’énergie λ0 partant de
t = −∞ avec une vitesse colinéaire à ω s’échappent en t = +∞. Avant d’aller, plus
loin nous allons démontrer que l’ensemble des couples (λ0, ω) satisfaisant (Hω,λ0)
est ouvert dans  ∗+ × Sn−1.
Proposition 1.8 Supposons que l’hypothèse (Hω,λ0) est satisfaite, alors il existe
ε > 0 et un voisinage W de ω dans Sn−1 tels que
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W,∀z ∈ Λω′ , lim
t→+∞ |q∞(t, z, λ, ω
′)| = +∞.
Démonstration. C’est une conséquence immédiate des deux lemmes suivants.
Lemme 1.8 Supposons que (Hω,λ0) est vérifiée, alors pour tout R > 0, il existe
ε > 0 et W voisinage de ω dans Sn−1 tels que
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W,∀z ∈ BΛω(0, R), lim
t→+∞ |q∞(t, z, λ, ω
′)| = +∞,
où BΛω(0, R) désigne la boule de rayon R dans l’hyperplan Λω.
Démonstration. Fixons R > 0. Par définition de Γ+ et en utilisant la Remarque
1.3, nous pouvons choisir R0 > 0, 0 < d
2
2 < λ0, σ > 0 et ε0 > 0 assez petit, tels que
∀(x, ξ) ∈ Γ+(R0, d, σ) ∩ Σλ0,ε0, limt→+∞ |q(t, x, ξ)| = +∞. (1.46)
Par suite, il suffit de trouver 0 < ε < ε0, T > 0 et un voisinage W de ω dans Sn−1
tels que
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W,∀z ∈ BΛω(0, R), (q∞, p∞)(T, z, λ, ω′) ∈ Γ+(R0, d, σ).
D’après (Hω,λ0), nous savons que pour tout z ∈ BΛω(0, R), il existe T (z) > 0 tel que
(q∞, p∞)(T (z), z, λ0, ω) ∈ Γ+(R0, d, σ). Pour tout z ∈ BΛω(0, R), nous déduisons de
la Proposition 1.7, qu’il existe 0 < ε(z) < λ0, r(z) > 0 et W (z) voisinage de ω dans
la sphère tels que
∀z′ ∈ BΛω(z, r(z)), ∀λ ∈ [λ0 − ε(z),λ0 + ε(z)], ∀ω′ ∈W (z),
(q∞, p∞)(T (z), z′, λ, ω′) ∈ Γ+(R0, d, σ).
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Par ailleurs, quand z décrit BΛω(0, R), les boules BΛω(z, r(z)) forment évidemment
un recouvrement de BΛω(0, R) qui est compacte. Nous pouvons donc en extraire un





En posant T0 = max{T (zi), i = 1, . . . , N}, ε = min{ε(zi), i = 1, . . . , N} et W =⋂
i=1,...,N
W (zi), nous déduisons de la Proposition 1.7 que
∀z ∈ BΛω(0, R), ∀λ ∈ [λ0− ε, λ0 + ε], ∀ω′ ∈W, (q∞, p∞)(T0, z, λ, ω′) ∈ Γ+(R0, d, σ).
En utilisant (1.46), nous obtenons donc le résultat anoncé.
Il est clair que le Lemme 1.8 permet de démontrer la Proposition 1.8 pour des po-
sitions asymptotiques z appartenant à n’importe quel compact. Il faut donc contrôler
ce qui se passe à l’infini. C’est ce que nous faisons dans le lemme suivant.
Lemme 1.9 Il existe R > 0, ε > 0 et W voisinage de ω dans Sn−1 tels que
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W,∀z ∈ Λω ∩ {|z| ≥ R}, lim
t→+∞ |q∞(t, z, λ, ω
′)| = +∞.
Démonstration. La démonstration se décompose en deux étapes. Dans la première
étape, nous établissons le résultat dans le cas où le potentiel considéré est à support
compact. La seconde étape consiste à étendre ce résultat par densité.
Première étape. Supposons que V ∈ C∞0 ( n). Donnons nous ε ∈]0, λ0[ et R0 > 0
tel que suppV ⊂ B(0, R0). Nous pouvons aussi choisir un voisinage W de ω dans
Sn−1 tel que




Prenons R = 2R0 et posons
T = sup
{
t ∈  | ∀ω′ ∈W, ∀|z| ≥ R, ∀λ ∈ [λ0 − ε, λ0 + ε], |q∞(t, z, λ, ω′)| > R0
}
.
Par définition de q∞, nous savons que T > −∞ et notre but est de démontrer que
T = +∞. De plus, comme suppV ⊂ B(0, R0), nous avons
∀ω′ ∈W, ∀|z| ≥ R, ∀λ ∈ [λ0 − ε, λ0 + ε], ∀t < T, q∞(t, z, λ, ω′) =
√
2λω′t+ z.
Supposons par l’absurde que T < +∞, alors il existe (z, λ, ω′) ∈ Λω × [λ0 − ε, λ0 +
ε] ×W tel que |q∞(T, z, λ, ω′)| = R0. Par ailleurs, pour tout t < T , nous avons
|q∞(t, z, λ, ω′)|2 −R20 = 2λt2 + 4
√
2λ〈ω′, z〉t+ |z|2 −R20,
de sorte que t = T est solution de l’équation
2λt2 + 4
√
2λ〈ω′, z〉t+ |z|2 −R20 = 0.
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Or, le discriminant de cette équation vaut
∆ = 32λ〈ω′, z〉2 − 8λ(|z|2 −R20).
Par hypothèse, nous avons R20 ≤ |z|2/2, donc
∆ ≤ 4λ|z|2(8〈ω′, z|z| 〉 − 1).
En utilisant l’équation (1.47), nous en déduisons que ∆ < 0, ce qui est absurde.
Finalement, pour tout ε ∈]0, λ0[, nous avons montré que si V ∈ C∞0 ( n) et suppV ⊂
B(0, R), alors il existe W voisinage de ω dans la sphère tel que
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W, ∀|z| ≥ 2R, ∀t ∈  , q∞(t, z, λ, ω′) =
√
2λω′t+ z.
Seconde étape. Nous supposons maintenant que le potentiel V satisfait (V)ρ, pour
un certain ρ > 1. Alors pour tout 1 < ρ′ < ρ, nous pouvons construire Ṽ ∈ C∞0 ( n)
et W̃ ∈ C∞( n) tels que{
V = Ṽ + W̃ , supp Ṽ ⊂ B(0, R)
∀α ∈ n , ∀x ∈  n , |∂αW̃ (x)| ≤ C Rρ′−ρ〈x〉−ρ′−|α|.
Pour λ > 0, ω ∈ Sn−1 et z ∈ Λω, notons (p̃∞, q̃∞)(., z, λ, ω) la solution de{
˙̃q∞ = p̃∞,










2λωt− z| = 0.
D’après les résultats de la première étape, nous savons que pour ε ∈]0, λ0[ fixé, il
existe W voisinage de ω dans Sn−1 tel que (p̃∞, q̃∞) vérifie
∀λ ∈ [λ0 − ε, λ0 + ε], ∀ω′ ∈W, ∀|z| ≥ 2R, ∀t ∈  , q̃∞(t, z, λ, ω′) =
√
2λω′t+ z.
En particulier, la particule q̃∞ s’échappe en t = +∞. Nous allons donc montrer
que la particule q∞ qui nous intéresse, reste relativement proche de q̃∞, ce qui nous
permettra de conclure. Pour cela, considérons
T = sup{t ∈  ; |q∞(t, z, λ, ω′) − q̃∞(t, z, λ, ω′)| < 1 + 12 q̃∞(t, z, λ, ω
′)},
où ω′ ∈ W , λ ∈ [λ0 − ε, λ0 + ε] et z ∈ Λω tel que |z| ≥ 4R sont fixés préalablement.
Par définition, T > −∞ et pour tout t < T , nous avons
|(q∞ − q̃∞)(t)| ≤
∫ t
−∞

















|∇xV (q∞(σ)) −∇xṼ (q∞(σ))|dσds
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Remarquons que pour σ < T , quitte à réduire l’ouvert W , nous avons |q̃∞(σ)| ≥ 2R.
Par suite, nous obtenons ∇xṼ (q̃∞(σ)) = 0 et
|q∞(σ)| ≥ |q̃∞(σ)| − |q∞(σ) − q̃∞(σ)| ≥ 12 |q̃∞(σ)| − 1 ≥ R,


















Nous avons déjà vu que pour σ < T , |q∞(σ)| ≥ 12 |q̃∞(σ)| ≥
√
2λ
2 |σ|. Nous en dédui-
sons















〈σ〉−ρ′−1dσds ≤ C〈t〉 pour tout
t ∈  . Par suite, il vient





Comme ρ′ < ρ, en prenant R assez grand, nous obtenons
∀t < T, |q∞(t) − q̃∞(t)| ≤ 12 |q̃∞(t)|,
ce qui contredit la définition de T et achève la démonstration.
Considérons (q∞, p∞) définie précédemment, prenons λ0 > 0 et supposons que
(Hω,λ0) est satisfaite. D’après la Proposition 1.8, nous savons que si λ est proche
de λ0, nous avons encore lim
t→+∞ |q∞(t, z, λ, ω)| = +∞. Par conséquent, il existe
ξ∞(z, λ) ∈ Sn−1 et r∞(z, λ) ∈  n tels que

lim
t→+∞ |p∞(t, z, λ, ω) −
√
2λξ∞(z, λ)| = 0,
lim
t→+∞ |q∞(t, z, λ, ω) −
√
2λξ∞(z, λ)t− r∞(z, λ)| = 0.
(1.48)
De plus, il est facile de montrer que Λω  z → ξ∞(z, λ) ∈ Sn−1 est C∞ ( cf. [49] ),
de sorte que nous pouvons définir
σ̂(z, λ) = |det(ξ∞, ∂z1ξ∞, . . . , ∂znξ∞)|. (1.49)
Définition 1.7 Nous dirons que θ ∈ Sn−1 est régulier pour (λ, ω), si θ = ω et
∀z ∈ Λω, ξ∞(z, λ) = θ =⇒ σ̂(z, λ) = 0.
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Remarque 1.4 Si θ est régulier pour (λ, ω), alors il existe un ensemble fini {z1, . . . , zl}
inclus dans Λω tel que ξ∞(z, λ) = θ =⇒ z ∈ {z1, . . . , zl}.
En effet, d’après le théorème des fonctions implicites, l’ensemble Ξλ,θ = {z ∈ Λω :
ξ∞(z, λ) = θ} est discret de sorte qu’il suffit donc de montrer que Ξλ,θ est borné.
Supposons par l’absurde que ce n’est pas le cas, nous avons vu dans la démonstration
du Lemme 1.9, qu’il existe une constante C > 0 telle que pour |z| assez grand nous
avons
∀t ∈  , q∞(t, z, λ) ≥ C(t+ |z|)
et par un calcul similaire à ceux effectués dans la démonstration du Lemme 1.9 nous
obtenons l’inégalité lim
t→+∞ |p∞(t, z, λ) − ω| ≤ C < z >
−1. Comme θ = ω, alors pour
|z| assez grand, ceci conduit à ξ∞(z, λ) = θ, ce qui est absurde.
Nous allons maintenant montrer que pour λ proche de λ0, le nombre l ne dépend
pas de λ et qu’il existe des fonctions régulières z1(λ), . . . , zl(λ) telles que ξ∞(z, λ) =
θ =⇒ z ∈ {z1(λ), . . . , zl(λ)}. Plus précisément, nous avons la proposition suivante.
Proposition 1.9 Soient λ0 > 0 et (ω, θ) ∈ Sn−1 × Sn−1 fixés. Supposons que
(Hω,λ0) est vérifiée et que θ est régulier pour (λ0, ω). Alors il existe ε > 0, un voi-
sinage ouvert U de θ et des fonctions zj ∈ C∞(]λ0 − ε, λ0 + ε[×U , Λω), j = 1, . . . , l
tels que
1) ∀λ ∈]λ0 − ε, λ0 + ε[, ∀θ′ ∈ U, θ′ est régulier pour (λ, ω).
2) ∀j ∈ {1, . . . , d}, ∀λ ∈]λ0 − ε, λ0 + ε[, zj(λ, .) est un difféomorphisme de U sur
son image Uj(λ) et Ui(λ) ∩ Uj(λ) = ∅, pour i = j.
3) ∀θ′ ∈ U, ∀λ ∈]λ0 − ε, λ0 + ε[, ∀z ∈ Λω,
ξ∞(z, λ) = θ′ ⇐⇒ ∃j ∈ {1, . . . , l}, z ∈ Uj(λ), et z = zj(λ, θ′)
.
Démonstration. D’après la Remarque 1.4, il existe z01 , . . . , z
0
l appartenant à Λω
tels que ξ∞(z0j , λ0) = θ. Considérons
Φ :   × Λω −→   × Sn−1,
(λ, z) −→ (λ, ξ∞(z, λ)),
et supposons que θ est régulier pour (λ0, ω). Par définition, l’application D(λ0,z0j )Φ
est inversible quel que soit j ∈ {1, . . . , l}. Nous pouvons donc appliquer le théorème
d’inversion locale pour trouver ε > 0, un voisinage ouvert U de θ dans Sn−1 et des
ouverts disjoints Ũj contenant (λ0, z0j ) tels que :
∀j ∈ {1, . . . , l}, Φ|Ũj est un difféomorphisme de Ũj sur ]λ0 − ε, λ0 + ε[×U.
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Notons πx :   × Λω −→ Λω, la projection canonique et posons Uj = πx(Ũj). Pour
ε > 0 et U assez petits, nous pouvons supposer que




Dans le cas contraire, nous pourrions trouver des suites (λk)k∈ , (θk)k∈ et (yk)k∈
telles que
λk ∈   et lim
k→+∞
λk = λ0,






Uj , ξ∞(yk, λk) = θk.
Comme dans la Remarque 1.4, nous concluons que (yk)k∈ est borné. Par conséquent,
quitte à extraire une sous-suite, nous pouvons supposer que (yk) converge vers y /∈
l⋃
j=1
Uj . Ceci implique immédiatement que ξ∞(y, λ) = θ avec y /∈ {z0j , j = 1, . . . , l},
ce qui est absurde. Nous avons donc montré 3).
Définissons maintenant zj = πx ◦ Φ−1|Ũj . Ces fonctions sont clairement de classe
C∞ et pour λ appartenant à ]λ0 − ε, λ0 + ε[, zj(λ, .) est un difféomorphisme de U
sur son image. Pour ε > 0 et U assez petits, nous pouvons supposer en outre que
∀(λ, µ) ∈]λ0 − ε, λ0 + ε[2, ∀(i, j) ∈ {1, . . . , l}2 avec i = j, zi(λ,U) ∩ zj(µ,U) = ∅
ce qui démontre 2).
Soient λ ∈]λ0 − ε, λ0 + ε[ et θ′ ∈ U . Considérons z ∈ Λω tel que ξ∞(z, λ) = θ′.
Pour ε et U assez petits, z est proche d’un des points z0j et comme σ̂(λ0, z
0
j ) = 0,
par continuité nous obtenons σ̂(λ, z) = 0, de sorte que θ′ est régulier pour (λ, ω).
Avant d’aller plus loin, nous avons besoin de reformuler l’hypothèse (Hω,λ0) à
l’aide du lemme suivant.
Lemme 1.10 La condition (Hω,λ0) est satisfaite si et seulement s’il existe R > 0,
ε > 0 et un voisinage W de ω dans Sn−1 tels que
∀(x, ξ) ∈ Σλ,ε(W ) ∩ {|x| > R}, lim
t→±∞ |q(t, x, ξ)| = +∞. (1.50)
Démonstration. Commençons par supposer (1.50) et fixons un niveau d’énergie
λ ∈ [λ0 − ε, λ0 + ε]. Soit V un ouvert de Sn−1 tel que ω ∈ V   W et soient ω′ ∈ V
et z ∈  n . Par définition, il existe T0 > 0 tel que
∀t ≤ −T0, p∞(t, z, λ, ω′) ∈W.
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Il suit, en prenant T0 assez grand et en appliquant (1.50) que
lim
s→+∞ |q(s, q∞(t, z, λ, ω
′), p∞(t, z, λ, ω′))| = +∞.
Nous savons, par ailleurs que
q(s, q∞(t, z, λ, ω′), p∞(t, z, λ, ω′)) = q∞(t+ s, z, λ, ω′),
de sorte que
lim
t→+∞ |q∞(t, z, λ, ω
′)| = +∞.
Réciproquement, supposons que (Hω,λ0) est satisfaite et qu’il existe une suite (xn, ωn)
telle que
lim
n→+∞ |xn| = +∞, limn→+∞ |ωn| = ω et ∀n ∈ , q(., xn, ωn) est borné sur  
+ .
D’après le Corollaire 1.1, nous pouvons supposer qu’il existe σ > 0 tel que (xn, ωn) ∈
Γ−(R, d,−σ) et nous affirmons qu’il suffit d’établir l’assertion suivante
∀ε > 0,∃R > 0,∀(x0, ξ0) ∈ Γ−(R, d,−σ),∀t < 0, |p(t, x0, ξ0) − ξ0| < ε. (1.51)
En effet, si (1.51) est vérifiée, alors pour n assez grand et t < 0, nous avons
|p(t, xn, ωn) − ω| < 2ε. En choisissant ε assez petit, nous pouvons supposer que
lim
t→−∞ p(t, xn, ωn) = ω
′ ∈W.
Nous en déduisons que (q, p)(., xn, ωn) = (q∞, p∞)(., z, ω′), avec ω′ ∈ W et d’après
(1.50), nous obtenons lim
t→+∞ |q(t, xn, ωn)| = +∞, ce qui est absurde. Pour établir
(1.51), nous observons d’abord que






< q(s) >−1−ρ ds.
D’après la démonstration du Lemme 1.7, nous avons q(s) ≥ x20 + λs2, donc
|p(t) − ξ0| ≤ C
∫ −∞
0
(1 + x20 + λs
2)−
1+ρ
2 ds ≤ C< x0 >−ρ ≤ ε
pour |x0| > R assez grand et la démonstration du Lemme 1.10 est achevée.
Lemme 1.11 Supposons que (Hω,λ0) est satisfaite et donnons nous λ0 ∈]d−1, d[.
Alors, il existe R0 > 0 assez grand, ε > 0 assez petit et W voisinage de ω dans
Sn−1, tels que pour tout R > 0 il existe T0(R) > 0 vérifiant
∀t > T0(R), Φt ({5R0 < |x| < 6R0} ∩ Σλ0,ε(W )) ⊂ Γ+(R, d, 0).
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Démonstration. De l’hypothèse (Hω,λ0), nous déduisons l’existence de R0 > 0,
ε > 0 et d’un voisinage W de ω dans Sn−1 tels que
∀(x, ξ) ∈ {(x, ξ) ∈  n ×  n ; |x| > R0} ∩ Σλ0,ε(W ), limt→±∞ |q(t, x, ξ)| = +∞.
Il suit, en notant C(R0) = {x ∈  n : 5R0 < |x| < 6R0} que pour tous R1 > 0 et
pour tout (x, ξ) ∈ T ∗C(R0) ∩ Σλ0,ε(W )
∃T (x, ξ) > 0 tel que ∀t > T (x, ξ), Φt(x, ξ) ∈ Γ+(R1, d, 0).
D’après la dépendance continue des solutions d’une équation différentielle par rap-
port à un paramètre sur tout intervalle de temps compact, nous pouvons dire que
∀R1 > 0, ∀(x, ξ) ∈ T ∗C(R0) ∩ Σλ0,ε(W ), ∃r(x, ξ) > 0, ∃T (x, ξ) > 0
tels que ∀(y, η) ∈ BR2n((x, ξ), r(x, ξ)), ΦT (x,ξ)(y, η)) ∈ Γ+(R1, d, 0).
En faisant appel au Lemme 1.7, nous pouvons choisir R1 > 0 tel que
∀t > 0, ∀(x, ξ) ∈ Γ+(R1, d, 0), Φt(x, ξ) ∈ Γ+(R1, d, 0).
Nous en déduisons que pour tout (x, ξ) ∈ T ∗C(R0) ∩ Σλ0,ε(W ), il existe r(x, ξ) > 0
et T (x, ξ) > 0 tels que
∀(y, η) ∈ B((x, ξ), r(x, ξ)), ∀t > T (x, ξ), Φt(y, η)) ∈ Γ+(R1, d, 0).
Les boules B((x, ξ), r(x, ξ)) recouvrent le compact T ∗C(R0)∩Σλ0,ε(W ), de sorte que
nous pouvons extraire un recouvrement fini




Nous posons T0 = max
j=1,...,q
(T (xj)), de sorte que pour R1 > R nous avons
∀(x, ξ) ∈ T ∗C(R0) ∩ Σλ0,ε(W ), ∀t > T0, Φt(x, ξ) ∈ Γ+(R1, d, 0) ⊂ Γ+(R, d, 0)
ce qui achève la démonstration.
56
Chapitre 2
Asymptotique de l’amplitude de
diffusion en norme L1 d’énergie
Dans ce chapitre, nous allons établir une asymptotique de l’amplitude de diffu-
sion dans une version intégrale. Pour ω et θ fixés dans Sn−1 et pour λ satisfaisant
l’hypothèse (NC) , Robert and Tamura ont obtenu pour f une asymptotique







où σ̂, zj, Sj et µj seront définis plus tard. D’autre part, Yajima [66] a obtenu un
résultat similaire sans l’hypothèse de non-capture, mais dans une forme moyennée.
Plus précisément, sous des hypothèses spécifiées dans [66] (en particulier il suppose











où ε > 0 est choisi assez petit et U est un voisinage bien choisi de θ0 dans Sn−1.
Notre but est de généraliser les résultats de Robert et Tamura pour des pertur-
bations captives et d’obtenir une asymptotique
∫ λ0+ε
λ0−ε







où l’on intègre seulement par rapport à λ tandis que ω et θ sont fixés.
Théorème 2.1 Soient ω ∈ Sn−1 et λ0 ∈]d−22 , d
2
2 [. Supposons que les hypothèses
suivantes sont vérifiées.
1) Il existe ρ > 1 tel que (V)ρ est satisfaite.
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2) Le potentiel V satisfait (Hol)∞.
3) L’hypothèse (Hω,λ0) est satisfaite.
4) θ est régulier pour (λ0, ω).
Alors, il existe ε > 0 tel que
∫ λ0+ε
λ0−ε



















et µj ∈  est l’indice de Maslov de la trajectoire
(
q∞(t, zj(λ), λ, ω), p∞(t, zj(λ), λ, ω)
)
sur la variété Lagrangienne
{(x, ξ) ∈  n ×  n : x = q∞(t, z, λ, ω), ξ = p∞(t, z, λ, ω), z ∈ Λω, t ∈  }.
Remarque 2.1 Si le potentiel V est à support compact, les hypothèses 1) et 2) sont
trivialement satisfaites.
Exemple. Il existe des potentiels satisfaisant nos hypothèses et qui ne satisfont
pas l’hypothèse (NC) . Nous détaillons au Chapitre 3, un exemple de potentiel
satisfaisant ces hypothèses et dont les résonances convergent vers l’axe réel à une
vitesse de l’ordre O(h−M ). Une autre classe d’exemples est donnée par le cas d’un
puits dans une ı̂le. Plus précisément, introduisons Wλ = {x ∈  n ;V (x) < λ}, alors
Wλ a une unique composante connexe non-bornée que nous noterons Wext. Nous
supposons que le flot est non-captif au dessus de Wext, c’est à dire que
∀(x, ξ) ∈Wext ×  n , lim
t→±∞ |q(t, x, ξ)| = +∞.
Si la composante connexe bornée de Wλ est non-vide, alors il existe des trajectoires
classiques bornées de sorte que (NC) n’est pas vérifiée.
2.1 Estimation intégrale de la résolvante
Dans cette partie, nous proposons de démontrer une estimation polynômiale de
la résolvante en norme L1(dλ). Dans tout ce qui suit, ε > 0 sera suffisamment petit
pour que [λ0 − ε, λ0 + ε] ⊂]d−22 , d
2
2 [. Le résultat principal est le théorème suivant.
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Théorème 2.2 Soient λ0 > 0 une énergie quelconque et α > 12 . Alors il existe
ε > 0, ñ ∈   et h0 > 0 tels que
∀ 0 < h < h0,
∫ λ0+ε
λ0−ε
‖ R(λ± i0) ‖α,−α dλ = O(h−ñ). (2.2)
D’après le travail de V. Bruneau et V. Petkov [6], nous savons qu’il suffit de
démontrer une estimation semblable pour la résolvante tronquée χR(λ± i0)χ, pour
des fonctions χ ∈ C∞0 ( n) bien choisies. En effet, nous avons la proposition suivante
(cf. [6]).
Proposition 2.1 Soit d > 0. Il existe ρ > 0 tel que pour tout χ ∈ C∞0 (Rn) vérifiant
χ = 1 sur B(0, ρ) et pour h ∈]0, 1] assez petit, nous avons
∀α > 1
2
, ‖ R(z) ‖α,−α≤ Ch−2 (1+ ‖ χR(z)χ ‖) ,
uniformément par rapport à z ∈ B± = {z ∈  : (Rez,±Imz) ∈]d−1, d[×]0, 1]}.
L’étude de la dépendance de la résolvante tronquée par rapport à h, est étroite-
ment liée à l’étude des résonances de l’opérateur P (h) près de l’axe réel. D’après le
Théorème 1.2, il existe une bande de taille e−C/h autour de l’axe réel dans laquelle
il n’y a pas de résonance. A priori, cette localisation des résonances permet juste
d’obtenir une estimation de la résolvante en O(eC/h). Cependant une intégration par
rapport à λ permet d’établir une estimation en O(h−ñ). Ce résultat est l’objet de la
proposition suivante.
Proposition 2.2 Supposons que les hypothèses (V)ρ et (Hol)∞ sont satisfaites.
Alors, il existe ñ ≥ n et ε > 0 tels que pour h ∈]0, 1] assez petit et χ ∈ C∞0 ( n) nous
avons ∫ λ0+ε
λ0−ε
‖ χR(λ± i0)χ ‖ dλ = O(h−ñ). (2.3)
Démonstration du Théorème 2.2. C’est une conséquence immédiate des Pro-
positions 2.1 et 2.2.
Il nous reste à démontrer la Proposition (2.2). La démonstration repose sur le
principe du maximum semiclassique de Tang et Zworski [59] et sur les outils utilisés
par Stefanov [57], dans le cas où P (h) = h2P , où P est une perturbation à support
compact du Laplacien. Avant de démontrer cette proposition, nous introduisons
quelques notations. Pour λ > 0 et h ∈]0, 1], posons
d(λ, h) = min(h, dist(λ,Res(P (h)))) et d(h) = inf
[λ0−ε,λ0+ε]
d(., h),
où ε > 0 sera fixé plus tard. Nous déduisons du Théorème 1.2, qu’il existe des
constantes C, d, h0 > 0 telles que






[, d(λ, h) ≥ Ce−d/h. (2.4)
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De plus, pour h > 0 assez petit, h ≥ Ce−Ch−1, de sorte qu’il existe h0 > 0 tel que
∀ 0 < h < h0, d(h) ≥ Ce−d/h. (2.5)
Fixons δ > 0 et donnons nous n∗ ∈ ∗ tel que n∗ ≥ n (nous préciserons la valeur de
n∗ plus tard). Posons S(λ, h) = h3n∗+3δd(λ, h) ainsi que ω(λ, h) = d(λ, h)hδ . Nous
déduisons directement des définitions et de l’estimation (2.4) qu’il existe d′ > 0 tel
que
e−d
′/h ≤ S(λ, h) ≤ h3n∗+3δ+1 et e−d′/h ≤ ω(λ, h) ≤ hδ+1 (2.6)
Avec ces définitions, nous avons le lemme suivant, qui sera central pour démontrer
la Proposition 2.2.
Lemme 2.1 Considérons une famille de fonctions (F (., h))h∈]0,1] telle que pour tout
λ ∈ [λ0 − ε, λ0 + ε], F(.,h) est holomorphe sur
Ω(λ, h) = [λ− 5ω(λ, h), λ + 5ω(λ, h)] + i[−S(λ, h)h−2n∗−δ, S(λ, h)].
Supposons, de plus, qu’il existe A > 0 tel que F vérifie les estimations suivantes.
|F (z, h)| ≤ A exp(Ah−n∗log 1h ) dans Ω(λ, h), (2.7)
|F (z, h)| ≤ C|Im(z)| dans Ω(λ, h) ∩ {Im(z) > 0}. (2.8)
Alors, il existe une constante C > 0, indépendante de λ ∈ [λ0 − ε, λ0 + ε], telle que




Ω̃(λ, h) = [λ− ω(λ, h), λ + ω(λ, h)] + i[−S(λ, h), S(λ, h)].
Démonstration. C’est une répétition de la démonstration de [59] avec un contrôle
par rapport à λ. Posons α = α(λ, h) = S(λ, h)h−2n∗−δ et









où ω = ω(λ, h). Un calcul immédiat fournit les égalités suivantes que nous utiliserons
par la suite.
S(λ, h) = h3n
∗+2δω(λ, h) et α(λ, h) = hn
∗+δω(λ, h). (2.10)
La fonction f(., λ, h) est analytique sur Ω(λ, h) et, comme dans [59], il est clair que
pour h ∈]0, 1] assez petit, nous avons
|f(z, λ, h)| ≤ e sur Ω(λ, h), (2.11)
60
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et
|f(z, λ, h)| ≥ 1
2
pour z ∈ [λ− ω(λ, h), λ + ω(λ, h)] + i[−α(λ, h), S(λ, h)]. (2.12)
De plus, il existe une constante C > 0, indépendante de λ ∈ [λ0 − ε, λ0 + ε], telle que
∀z ∈ Ω(λ, h) ∩ {|Re(z) − λ| ≥ 4ω(λ, h)}, |f(z, λ, h)| ≤ Ce−h−2n
∗−δ
. (2.13)
Démontrons maintenant cette estimation. Soit z = u+ iv ∈ Ω(λ, h)∩{|Re(z)−λ| ≥
4ω(λ, h)}, alors


























α2 ≤ e, de sorte qu’en utilisant (2.10), nous obtenons




ce qui achève de démontrer (2.13). Nous définissons maintenant
G(z, λ, h) = e−izσf(z, λ, h)F (z, h),
où







Nous voyons facilement qu’il existe C > 0 tel que
∀h << 1, ∀λ ∈ [λ0 − ε, λ0 + ε], |σ(λ, h)S(λ, h)| ≤ C. (2.14)
En effet,























≤ log(Ah3n∗+3δ+1) +Ah−n∗− δ2 ≤ Ch−n∗−δ,
qui nous fournit directement (2.14). A présent, nous allons démontrer qu’il existe
une constante C > 0, indépendante de λ et h, telle que |G(z, λ, h)| ≤ CS(λ,h) , ∀z ∈
Ω(λ, h). Comme G(., λ, h) est holomorphe dans Ω(λ, h), nous pouvons appliquer le
principe du maximum, de sorte qu’il suffit d’obtenir cette estimation sur la frontière
de Ω(λ, h). Jusqu’à la fin de la démonstration, C désignera une constante strictement
positive dont la valeur pourra changer d’une ligne à l’autre.
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1) Sur la partie du bord [λ − 5ω(λ, h), λ + 5ω(λ, h)] − iS(λ, h)h−2n∗−δ, d’après
(2.7), (2.11) et la définition de σ, nous avons



















































2) Sur la partie du bord [λ− 5ω(λ, h), λ+ 5ω(λ, h)]+ iS(λ, h), nous déduisons de
(2.8), (2.11) et (2.14) l’inégalité






3) Sur les segments λ±5ω(λ, h)+i[−S(λ, h)h−2n∗−δ, S(λ, h)], les estimations (2.7)
et (2.13) donnent


















où la dernière inégalité est obtenue grâce à l’estimation (2.6).
Finalement, |G(z, λ, h)| ≤ CS(λ,h) sur ∂Ω(λ, h), de sorte que cette estimation est
vérifiée aussi sur Ω(λ, h) et sur Ω̃(λ, h) ⊂ Ω(λ, h). D’autre part, pour z ∈ Ω̃(λ, h),
d’après (2.12) et (2.14), nous avons
|G(z, λ, h)| ≥ 1
2





|F (z, λ, h)|e−σS(λ,h) ≥ 1
2
|F (z, λ, h)|e−C ≥ C
′
2
|F (z, λ, h)|.
Pour z ∈ Ω̃(λ, h), nous avons donc l’encadrement suivant
C ′
2
|F (z, λ, h)| ≤ |G(z, λ, h)| ≤ C
S(λ, h)
.
Nous en déduisons la majoration de |F (z, λ, h)| annoncée.
Démonstration de la Proposition 2.2. Nous appliquons le lemme précédent
à la famille de fonctions F (z, h) = ‖Rχ(z, h)‖ ≡ ‖χR(z, h)χ‖0,0 avec n∗ = n + 1.
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Par construction, F (., h) est holomorphe dans chaque Ω(λ, h), λ ∈ [λ0 − ε, λ0 + ε].
De plus, il est connu que Rχ(z, h) satisfait ‖Rχ(z, h)‖ ≤ 1|Im(z)| dans le demi-plan
supérieur. Par suite, il suffit de vérifier (2.7). Le potentiel V satisfaisant l’hypothèse
(V)ρ, nous pouvons appliquer le lemme suivant.
Lemme 2.2 (Tang-Zworski [59]). Soit U un voisinage compact de λ0 dans {z ∈
 ;Re(z) > 0} et soit g(h) << 1. Alors, il existe C > 0 et h0 > 0 tels que pour
h < h0 nous avons
‖ Rχ(z, h) ‖≤ CeCh
−n log 1











Par suite, en appliquant le lemme précédent, pour h > 0 assez petit, nous obtenons
∀z ∈ Ω(λ, h), ‖ Rχ(z, h) ‖≤ CeCh
−n log 2
d(h) .
Rappelons qu’il existe C, d > 0 tels que d(h) ≥ Ce−d/h. Cette inégalité et l’estimation
‖ Rχ(z, h) ‖≤ CeCh
−n log 2
d(h) donnent




Par conséquent, nous sommes en mesure d’appliquer le Lemme 2.1 à chaque λ ∈
[λ0 − ε, λ0 + ε], pour obtenir
‖ Rχ(z, h) ‖≤ C
S(λ, h)
, ∀z ∈ Ω̃(λ, h).
En particulier, pour λ ∈ [λ0 − ε, λ0 + ε] et β ∈ [−S(λ, h), S(λ, h)], nous avons
‖ Rχ(λ + iβ, h) ‖≤ CS(λ,h) . En faisant tendre β vers zéro par valeurs positives puis
négatives, l’inégalité précédente devient
∀λ ∈ [λ0 − ε, λ0 + ε], ‖ Rχ(λ± i0, h) ‖≤ C
S(λ, h)
. (2.16)
En intégrant cette estimation, nous obtenons∫ λ0+ε
λ0−ε






















CHAPITRE 2. ASYMPTOTIQUE EN NORME L1...
où K = Res(P (h))
⋂(
[λ0 − 2ε, λ0 + 2ε] + i[−ε2, ε2]
)
. En effet, par définition de













où L = Res(P (h)) \K. Par ailleurs, pour ξ ∈ L et λ ∈ [λ0 − ε, λ0 + ε], nous avons





















































≤ 2 + 2log(3ε
β
) ≤ 3 log(3ε
β
).
D’autre part, pour ξ ∈ K nous avons |Im(ξ)| ≥ Ae−Ah−1. Par suite,∫ λ0+ε
λ0−ε
1






donc, en utilisant l’égalité n∗ = n+ 1, nous obtenons∫ λ0+ε
λ0−ε







et la démonstration est complète.
2.2 Localisation spatiale
Dans cette partie, nous commençons par démontrer une version intégrale du




Lemme 2.3 Supposons que les hypothèses (V)ρ et (Hol)∞ sont satisfaites. Soit
ω± ∈ A0,+∞0 tel que supp(ω±) ⊂ Γ±(R, d, σ±). Alors pour α > 1 et ε > 0 assez petit,
les assertions suivantes sont vérifiées.
i) ∫ λ0+ε
λ0−ε
‖ R(λ± i0)ω±(x, hDx) ‖−α+δ,−α dλ = O(h−1), ∀δ > 1.
ii) Si σ+ > σ−, alors∫ λ0+ε
λ0−ε
‖ ω∓(x, hDx)R(λ± i0)ω±(x, hDx) ‖−α,α dλ = O(h∞).
iii) Si ω ∈ A0,−∞0 et supp(ω) ⊂ {|x| < 910R}, alors∫ λ0+ε
λ0−ε
‖ ω(x, hDx)R(λ± i0)ω±(x, hDx) ‖−α,α dλ = O(h∞).
Démonstration. Nous traitons seulement le cas de ω+, puisque l’analyse de ω−
est parfaitement identique. Nous utilisons la construction de Robert et Tamura [53]
pour approcher R(λ+ i0)ω+(x, hDx). Notons
U(t, h) = e−ih
−1tP (h)ω+(x, hDx).
Alors, il existe ωN ∈ A−N,+∞0 , UN (t, h) ∈ L(L2−α+δ, L2−α) etRN (t, h) ∈ L(L2−α+δ, L2α)
tels que
U(t, h) = UN (t, h) + hNe−ih




−1(t−s)P (h)RN (s, h)ds,
avec
∀δ > 1, ‖ UN (t, h) ‖−α+δ,−α= O(< t >−δ), (2.17)
∀δ > 1, ‖ RN (t, h) ‖−α+δ,α= O(hN < t >−δ), (2.18)
ωN ∈ A−N,+∞0 . (2.19)
Nous en déduisons

















Q2 = hNR(λ+ i0)ωN (x, hDx),





−1s(λ+iµ)R(λ+ i0)RN (s, h)ds.
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Démonstration de i). En partant de l’équation (2.20), nous obtenons
∫ λ0+ε
λ0−ε






Comme δ > 1, nous déduisons de (2.17) que nous pouvons passer à la limite dans
‖Q1‖−α+δ,−α quand µ→ 0 et nous obtenons∫ λ0+ε
λ0−ε











< t >−δ dtdλ ≤ 2C ′εh−1.
Il vient alors, ∫ λ0+ε
λ0−ε
‖ Q1(λ, h) ‖−α+δ,−α dλ = O(h−1).
De plus, ωN ∈ A−N,+∞0 , de sorte que pourN ≥ 2α−δ nous avons ‖ ωN (x, hDx)) ‖−α+δ,α≤
C. En prenant N ≥ max(2α − δ, ñ − 1), nous obtenons grâce au Théorème 2.2 :
∫ λ0+ε
λ0−ε
‖ Q2 ‖−α+δ,−α dλ ≤ hN
∫ λ0+ε
λ0−ε




‖ R(λ+ i0) ‖α,−α dλ ≤ ChN−ñ ≤ Ch−1,
ce qui conduit à l’estimation
∫ λ0+ε
λ0−ε
‖ Q2(λ, h) ‖−α+δ,−α dλ = O(h−1).
Enfin, nous pouvons aussi passer à la limite quand µ → 0 dans l’expression de Q3
et nous avons les estimations suivantes∫ λ0+ε
λ0−ε










hN < s >−δ ds
∫ λ0+ε
λ0−ε
‖ R(λ+ i0) ‖α,−α dλ ≤ ChN−ñ−1.
En supposant par ailleurs N ≥ ñ, nous obtenons
∫ λ0+ε
λ0−ε
‖ Q3(λ, h) ‖−α+δ,−α dλ = O(h−1),
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ce qui achève la démonstration de i).
Démonstration de ii). Commençons par estimer
∫ λ0+ε
λ0−ε



















‖ R(λ− i0)ω∗−(x, hDx) ‖−α,−α−δ‖ ωN (x, hDx) ‖−α,α+δ dλ.
En supposant N ≥ 2α+ δ, nous obtenons ‖ ωN (x, hDx) ‖−α,α+δ= O(1) et
∫ λ0+ε
λ0−ε




‖ R(λ− i0)ω∗−(x, hDx) ‖−α,−α−δ dλ.
(2.21)









dont nous déduisons ω∗− = ω̃−l + ω−l, avec supp(ω̃−l) ⊂ supp(ω−) et ω−l ∈ A−l,+∞l ,
l ∈ . Par suite, nous obtenons
‖ R(λ− i0)ω∗−(x, hDx) ‖−α,−α−δ≤‖ R(λ− i0)ω̃−l(x, hDx) ‖−α,−α−δ
+ ‖ R(λ− i0)ω−l(x, hDx) ‖−α,−α−δ .
D’après i), pour tout l assez grand, nous avons
∫ λ0+ε
λ0−ε
‖ R(λ− i0)ω̃−l(x, hDx) ‖−α,−α−δ dλ ≤ Ch−1. (2.22)
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‖ R(λ− i0) ‖α+δ,−α−δ dλ ‖ ω−l(x, hDx) ‖−α,α+δ
≤ Ch−ñ ‖ ω−l(x, hDx) ‖−α,α+δ .
Pour l ≥ 2α + δ nous avons ‖ ω−l(x, hDx) ‖−α,α+δ≤ Chl, de sorte qu’en prenant
l ≥ ñ− 1, nous obtenons l’estimation suivante
∫ λ0+ε
λ0−ε
‖ R(λ− i0)ω−l(x, hDx) ‖−α,−α−δ dλ = O(h−1). (2.23)
Des équations (2.22) et (2.23), nous déduisons
∫ λ0+ε
λ0−ε
‖ R(λ− i0)ω∗−(x, hDx) ‖−α,−α−δ dλ = O(h−1). (2.24)
Il nous suffit alors de combiner les estimations (2.24) et (2.21), pour aboutir à
∫ λ0+ε
λ0−ε
‖ ω−(x, hDx)Q2(λ, h) ‖−α,−α−δ dλ = O(hN−1). (2.25)
Nous allons maintenant étudier ‖ ω−(x, hDx)Q3 ‖−α,α. Nous avons
∫ λ0+ε
λ0−ε


















−1 ‖ RN (t, h) ‖−α,α+δ dt.
D’après (2.18) et (2.24), nous avons
∫ λ0+ε
λ0−ε
‖ ω−(x, hDx)Q3 ‖−α,α dλ ≤ h−1Ch−1
∫ ∞
0
hN < t >−δ dt,
et pour δ > 1, il vient
∫ λ0+ε
λ0−ε
‖ ω−(x, hDx)Q3 ‖−α,α dλ = O(hN−2). (2.26)
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2.2 Localisation spatiale
Enfin, il nous reste à estimer ‖ ω−(x, hDx)Q1(λ, h) ‖−α,α. Partons de
∫ λ0+ε
λ0−ε























‖ ω−(x, hDx)UN (t, h) ‖−α,α dt.
D’après la démonstration du Lemme 2.1 [53], nous savons que
∫ +∞
0
‖ ω−(x, hDx)UN (t, h) ‖−α,α dt = O(h∞)
ce qui donne ∫ λ0+ε
λ0−ε
‖ ω−(x, hDx)Q1 ‖−α,α dλ = O(h∞). (2.27)
Finalement, en regroupant les estimations (2.25), (2.26) et (2.27), nous établissons
∫ λ0+ε
λ0−ε
‖ ω−(x, hDx)R(λ+ i0)ω+(x, hDx) ‖−α,α dλ = O(hN−2).
Comme N peut être choisi arbitrairement grand (cf. Remarque 1.1), la démonstra-
tion de ii) est complète. La preuve de iii) est identique, et nous la laissons au lecteur.
Nous revenons maintenant à l’étude de l’amplitude de diffusion. D’après les ré-
sultats rappelés au Chapitre 1 (cf. Proposition 1.6), l’amplitude de diffusion s’écrit
f(θ, ω, λ, h) = c(λ, h)T2(θ, ω, λ, h) + O(h∞),
oú T2(θ, ω, λ, h) est le noyau de l’opérateur
T2(λ, h) = F0(λ, h)(K∗+a(h) +K∗−a(h))R(λ+ i0, h)(K+b(h) +K−b(h))F∗0 (λ, h).
Plus précisément, nous avons vu au Chapitre 1 que






−2)(θ, ω, (λ, h)
où les T±±2 sont définis par la formule (1.32). Prenons χ(., R) ∈ C∞0 ( n) telle que
0 ≤ χ ≤ 1, χ = 1 pour |x| ≤ R et χ = 0 pour |x| ≥ R+ 1, et posons
χa(x) = χ(x, 20R0), χb(x) = χ(x, 10R0),
69
CHAPITRE 2. ASYMPTOTIQUE EN NORME L1...
où R0 a été introduit dans la construction de Isozaki-Kitada du Chapitre 1 et sera
fixé par la suite. De la même manière que le Lemme 1.4 entrâıne le Lemme 1.5, le
Lemme 2.3 nous permet de démontrer le Lemme suivant. Notons préalablement que
dans l’énoncé ci-dessous, l’entier N est celui qui a été fixé lors de la construction des
symboles a± et b±. D’aprés la Remarque 1.1, nous pourrons prendre N aussi grand
que nécessaire.
Lemme 2.4 Supposons que les hypothèses (V)ρ et (Hol)∞ sont satisfaites. Alors,






















‖ ((1 − χa)K+a)∗(h)R(λ+ i0)χbK−b(h) ‖−α,α dλ = O(h
N
2 ).
Nous déduisons immédiatement des point i) et ii) du Lemme 2.4 que
∫ λ0+ε
λ0−ε





|T+−2(θ, ω, λ, h)|dλ = O(h
N
3 )
et nous en déduisons que
∫ λ0+ε
λ0−ε
|T2(θ, ω, λ, h) − T−−2(θ, ω, λ, h)|dλ = O(h
N
3 ), (2.28)
Notons Φ+a(x) = Φ+a(x,
√
2λθ) et Φ−b(x) = Φ−b(x,
√
2λω). De l’estimation (2.28),

















2.3 Localisation en temps courts
En utilisant les formules (1.27) et (1.28), nous obtenons
∫ λ0+ε
λ0−ε
|f(θ, ω, λ, h) − c1(λ, h)G0(θ, ω, λ, h)|dλ = O(hN3 ) (2.29)
avec
G0(θ, ω, λ, h) = 〈R(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉 (2.30)






















2.3 Localisation en temps courts
Nous commençons par rappeler la formule suivante :








Noter but est de montrer que le terme de reste eih
−1TλR(λ + i0)e−ih−1TP (h) est de
l’ordre O(h∞). Pour cela, nous allons prouver que pour T > 0 assez grand, nous
avons∫ λ0+ε
λ0−ε
〈R(λ+ i0)e−ih−1TP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉dλ = O(hN ). (2.35)
La démonstration est basée sur une application judicieuse du Lemme d’Egorov dans
des espaces à poids. C’est la raison pour laquelle nous avons eu besoin d’étudier le
flot Hamiltonien au Chapitre 1.
2.3.1 Première localisation
Nous allons démontrer maintenant, l’approximation de la résolvante que nous
venons d’évoquer. Le résultat exact est énoncé dans la proposition suivante.
Proposition 2.3 Il existe ε > 0 et T0 > 0 tels que ∀T > T0, nous avons∫ λ0+ε
λ0−ε




−1tλF (t, θ, ω, h)dt
∣∣∣∣ dλ = O(hN ),
où F (t, θ, ω, h) = 〈e−ith−1P (h)g−beih−1Φ−b , g+aeih−1Φ+a〉.
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(x, ξ) ∈  n ×  n , x ∈ C(R0), 12 |ξ|
2 ∈ [λ0 − 2ε, λ0 + 2ε], ξ|ξ| ∈W
}
où C(R0) = {x ∈  n ; 5R0 < |x| < 6R0} (cf. Lemme 1.11). Donnons nous un
symbole ω ∈ C∞0 ( n ×  n) tel que ω = 1 sur U et ω = 0 dans le complémentaire
d’un voisinage V de U . En posant ωb = χbω, nous obtenons
〈R(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉 = 〈R(λ+ i0)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
+ 〈R(λ+ i0)(1 − ωb)(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I(λ, h) + J(λ, h).
Or, nous avons
(1 − ωb)(x, hDx)g−beih−1Φ−b =
∑
|α|≤M
h|α|(1 − ωb)(α)(x,∇xΦ−b)gα(x) +RM (x),
avec supp(gα) ⊂ supp(g−b) et |RM (x)| ≤ hM < x >−M . D’autre part, Φ−b vérifiant
(ϕ2), nous pouvons supposer sans perte de généralité que
|x| ≥ R0 =⇒ ∀λ ∈ [λ0 − ε, λ0 + ε], ∇xΦ−b|∇xΦ−b|(x,
√
2λω) ∈W.
Dans ces conditions, il est facile de démontrer que ∀x ∈ C(R0), (x,∇xΦ−b) ∈ U . De
plus, nous savons que supp(g−b) ⊂ C(R0) et par conséquent,
∀α ∈ n , (1 − ω)(α)(x,∇xΦ−b(x))gα(x) = 0.
Par définition, nous savons que pour M assez grand, ‖ RM ‖L2α= O(hM ) uniformé-













‖R(λ+ i0)‖α,−αdλ ≤ ChM−ñ.
Comme nous pouvons prendre M aussi grand que souhaité, nous en déduisons∫ λ0+ε
λ0−ε
|J(λ, h)|dλ = O(h∞).





−1tλ〈e−ih−1tP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉dt
+ 〈e−ih−1TλR(λ+ i0)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I1(λ, T, h) + I2(λ, T, h).
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De l’estimation |(1 − ωb)(x, hDx)(g−beih−1Φ−b)| ≤ CMhM < x >−M , quel que soit
M , nous déduisons




−1tλ〈e−ih−1tP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉dt+O(h∞),
où O(h∞) est indépendant de λ appartenant à tout compact. Il en découle que∫ λ0+ε
λ0−ε




−1tλ〈e−ih−1tP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉dt
∣∣∣∣ dλ = O(h∞)
et la démonstration se réduit à établir
∫ λ0+ε
λ0−ε
|I2(λ, T, h)|dλ = O(hN ).
Pour cela, nous prenons β ∈ C∞( n) tel que
β(x, ξ) =
{
1 sur Γ+(R, d, 0),
0 sur Γ+(R, d,−σ)c
et nous décomposons I2 de la manière suivante
I2(λ, T, h) =
〈e−ih−1TλR(λ+ i0)β(x, hDx)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
+ 〈e−ih−1TλR(λ+ i0)(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I+2(λ, T, h) + I−2(λ, T, h).
En prenant R ≥ 20R0 + 1, nous déduisons du Lemme 2.3 que∫ λ0+ε
λ0−ε
‖ χaR(λ+ i0)β(x, hDx) ‖−α,α dλ = O(h∞).
De plus, en appliquant le Lemme 1.3, nous obtenons
‖ e−ih−1TP (h)ωb(x, hDx)(g−beih−1Φ−b) ‖L2α= O(1)
uniformément par rapport à λ. Il vient alors,∫ λ0+ε
λ0−ε
|I+2(λ, T, h)| dλ ≤
∫ λ0+ε
λ0−ε
‖ χaR(λ+ i0)β(x, hDx) ‖−α,α dλ×
× sup
λ∈[λ0−ε,λ0+ε]
‖e−ih−1TP (h)ωb(x, hDx)(g−beih−1Φ−b)‖L2α × ‖g+aeih
−1Φ+a‖L2α
≤ CNhN , ∀N.
Par suite, la démonstration sera complète si nous parvenons à estimer I−2(λ, T, h)
convenablement. D’après le Théorème 2.2, nous avons l’estimation suivante∫ λ0+ε
λ0−ε
‖ R(λ+ i0)‖α,−αdλ = O(h−ñ).
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× ‖(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)‖−α,α‖g−b‖L2−αdλ




≤ Ch−ñ‖(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)‖−α,α.
Il nous suffit donc, de démontrer que
‖ (1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx) ‖−α,α= O(h∞). (2.36)
D’après la construction de ω et en appliquant le Lemme 1.11, nous savons qu’il existe
T0 > 0 tel que
∀T > T0, ∀(x, ξ) ∈ supp(ωb), ΦT (x, ξ) ∈ Γ+(R, d, 0).
Par conséquent,
∀T > T0, ∀(x, ξ) ∈ supp(ωb), (1 − β)(ΦT (x, ξ)) = 0.
Pour T > T0, nous pouvons donc appliquer le Lemme 1.1 avec p = 1 − β et ω = ωb
pour obtenir directement (2.36).
Comme conséquence immédiate de la proposition précédente et de la formule
(2.34), nous avons l’approximation suivante
∫ λ0+ε
λ0−ε




−1tλF (t, θ, ω, h)dt
∣∣∣∣ dλ = O(h∞)
avec
F (t, θ, ω, h) = 〈eih−1tP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉.
2.3.2 Seconde localisation
Dans cette partie, nous suivons exactement la même construction que celle de
[53], en faisant attention aux dépendances possible par rapport à λ. Nous introdui-
sons
Zj(λ) = {z ∈ Λω; |z − zj(λ)| < ε} , 1 ≤ j ≤ l,
pour ε > 0 assez petit et nous posons
Yj = {y ∈ supp(g−b); y = q∞(s, zj(λ), λ, ω), s < 0, λ ∈ [λ0 − ε, λ0 + ε]} ,
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où zj(λ) = zj(λ, θ) est donné par la Proposition 1.9. Pour R0 assez grand, nous
pouvons trouver S1 > S0 >> 1 tels que Yj ⊂ Π−j avec
Π−j = {y : y = q∞(s, z, λ, ω), −S1 < s < −S0, λ ∈ [λ0 − ε, λ0 + ε], z ∈ Zj(λ)} .
Posons
Σ− = {x ∈  n : cos(x, ω) < σ−1 }
et
Σ+ = {x ∈  n : |x| ≥ R1 et cos(x, θ) > τ+1 }
avec R1 > 0. Pour R1 assez grand, indépendant de R0 et pour y ∈ Σ−, x ∈ Σ+ nous
avons
lim
t→−∞ |q(t, y,∇xΦ−b(y))| = +∞ et limt→+∞ |q(t, x,∇xΦ+a(x))| = +∞. (2.37)
D’après la théorie de Hamilton-Jacobi (cf. [40], Proposition 3.8) nous savons que{
p(t, y,∇xΦ−b(y)) = ∇xΦ−b(q(t, y,∇xΦ−b(y)))
p(t, x,∇xΦ+a(x)) = ∇xΦ+a(q(t, x,∇xΦ+a(x)))
(2.38)










Il suit, en réunissant les équations (2.37), (2.38) et (2.39) que
lim
t→−∞ p(t, y,∇xΦ−b(y)) =
√
2λω et lim
t→+∞ p(t, x,∇xΦ+a(x)) =
√
2λθ.
Pour λ ∈ [λ0 − ε, λ0 + ε], posons
Eλ =
{













{q∞(s, zj(λ), λ, ω), λ ∈ [λ0 − ε, λ0 + ε], s ≤ S′0} pour un certain



















{q∞(s, zj(λ), λ, ω),−S0 ≤ s ≤ S′0} est un ensemble compact et
F ⊂ E ∩ supp(g−b) ⊂ E ∩ {|x| ≥ 5R0},





q∞(s, zj(λ), λ, ω), s < −S0, λ ∈ [λ0 − ε, λ0 + ε]
}
.





q∞(s, zj(λ), λ, ω),−S1 < s < −S0, λ ∈ [λ0 − ε, λ0 + ε]
}
.
D’autre part, nous pouvons construire des fonctions π−j ∈ C∞0 (Π−j), telles que
0 ≤ π−j ≤ 1 et π−j = 1 sur Yj . D’après la discussion précédente, il est clair que pour
















2λθ)), x ∈ supp(g+a), t ∈ [0, T0], λ ∈ [λ0 − ε, λ0 + ε]
}
sont disjoints. En effet, nous avons clairement l’identité




Par suite, le Lemme 1.1, donne l’estimation
∫ λ0+ε
λ0−ε






−1tλF−j(t, θ, ω, h)dt
∣∣∣∣∣∣ dλ = O(h∞)
avec
F−j(t, θ, ω, h) = 〈eih−1tP (h)π−jg−beih−1Φ−b , g+aeih−1Φ+a〉.
De manière analogue, nous définissons
Xj = {x ∈ supp(g+a); x = q(t, y,∇xΦ−b(y)), y ∈ Yj, t > 0, λ ∈ [λ0 − ε, λ0 + ε]}
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et il existe T0 > T1 >> 1 tels que Xj ⊂ Π+j avec
Π+j = {x; x = q(t, y,∇xΦ−b(y)), y ∈ Π−j , T1 < t < T0, λ ∈ [λ0 − ε, λ0 + ε]}.
Nous pouvons aussi construire des fonctions π+j ∈ C∞0 (Π+j), telles que 0 ≤ π+j ≤ 1
et π+j = 1 sur Xj . En répétant les arguments précédents, nous obtenons
∫ λ0+ε
λ0−ε






−1tλFj(t, θ, ω, h)dt
∣∣∣∣∣∣ dλ = O(h∞) (2.40)
avec
Fj(t, θ, ω, h) = 〈eih−1tP (h)π−jg−beih−1Φ−b , π+jg+aeih−1Φ+a〉. (2.41)
2.4 Méthode de la phase stationnaire
2.4.1 Approximation du groupe unitaire eih
−1tP(h)
Pour notre analyse, nous avons besoin d’une approximation de
ψj(t, x, h) = eih
−1tP (h)π−jg−beih
−1Φ−b , x ∈ Π+j , T1 < t < T0.
Pour le confort du lecteur, nous rappelons maintenant des résultats démontrés dans
[53]. Le lemme suivant est une conséquence du fait que θ est régulier par rapport à
(λ, ω).
Lemme 2.5 Le point x = q(t, y,∇xΦ−b(y)) ∈ Π+j, avec y ∈ Π−j, est non-focal,
c’est à dire
D(t, y) = det(
∂
∂y
q(t, y,∇xΦ−b(y))) = 0, T1 < t < T0.
D’après (2.32), nous pouvons écrire g−b sous la forme
g−b(x, λ, h) = ihg0b(x, λ) + h2gb(x, λ, h),
où supp(gb) ⊂ supp(χb) et





Parallèlement, (2.33) conduit à
g+a(x, λ, h) = ihg0a(x, λ) + h2ga(x, λ, h)
avec supp(ga) ⊂ supp(χa) et






CHAPITRE 2. ASYMPTOTIQUE EN NORME L1...
Du Lemme 2.5 nous déduisons la représentation suivante de ψj(t, x, λ, h), T1 < t <
T0, x ∈ Π+j , qui est uniforme par rapport à λ ∈ [λ0 − ε, λ0 + ε] (cf. [40], sect.12) :
ψj(t, x, λ, h) = eih
−1Sj(t,y,λ)−iµj π2 |D(t, y)|− 12 ihπ−j(y)g0b(y, λ) +O(h), (2.44)
pour x = q(t, y,∇xΦ−b(y)), y ∈ Π−j . Ici Sj est l’action le long de la trajectoire
joignant les points x et y, c’est à dire












et µj ∈  est l’indice de Maslov de cette trajectoire sur la variété Lagrangienne{
(x, ξ) ∈  n ×  n ; x = q∞(t, z, λ, ω), ξ = p∞(t, z, λ, ω), z ∈ Λω, t ∈  
}
.
Remarquons que µj est localement constant, de sorte que pour ε > 0 assez petit,
µj est indépendant de λ ∈ [λ0 − ε, λ0 + ε]. Nous insérons maintenant (2.44) dans
(2.41) et après un changement de variable x = q(t, y,∇xΦ−b) → y dans (2.40), nous
obtenons
Fj(t, θ, ω, λ, h) = h2
∫
eih
−1φj(t,y)−iµj π2Mj(t, y)|D(t, y)| 12 dy +O(h3), (2.46)
où




Mj(t, y, λ) = π−j(y)g0b(y, λ)π+j(q(t, y,∇xΦ−b)g0a(q(t, y,∇xΦ−b), λ).
Ainsi la démonstration du Théorème 2.1 se réduit à l’étude du comportement asymp-
totique de l’intégrale
Lj(t, θ, ω, λ, h) = h2
∫
eih
−1φj(t,y)−iµj π2Mj(t, y)|D(t, y)|
1
2dy.
2.4.2 Fin de la démonstration du Théorème 2.1
Nous allons étudier le comportement asymptotique de l’intégrale




−1tλLj(t, θ, ω, λ, h)dt, 1 ≤ j ≤ l.
Comme la direction θ est régulière pour (λ0, ω), alors pour tout λ ∈ [λ0 − ε, λ0 + ε]
nous pouvons effectuer le changement de variables suivant
(z, s) ∈ Zj×] − S1,−S0[−→ y = q∞(s, z, λ, ω) ∈ Π−j .
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−1tλ−iµj π2 Ij(t, s, θ, ω, λ, h)dsdt,
avec
Ij(t, s, θ, ω, λ, h) =
∫
eih





Φj(t, s, z, λ) = Sj(t, q∞(s, z, λ, ω), λ) − Φ+a(q∞(t+ s, z, λ, ω),
√
2λθ),
fj(t, s, z, λ) = π−j(q∞(s, z, λ, ω))g0b(q∞(s, z, λ, ω), λ)×
× π+j(q∞(t+ s, z, λ, ω))g0a(q∞(t+ s, z, λ, ω), λ).
Nous appliquons maintenant, la méthode de la phase stationnaire à l’intégrale Ij.
Comme dans [53], pour (t, s, λ) fixé, zj(λ) est le seul point stationnaire pour la
phase Φj(t, s, λ, z). Nous nous nous référons au Théorème 7.7.6 de [25] pour un
énoncé précis de la méthode de la phase stationnaire dépendant d’un paramètre.
Nous appliquons ce théorème à chaque (zj(λ0), λ0) et nous utilisons le lemme suivant,
dont la démonstration est donnée dans [53].
Lemme 2.6 Quel que soit j = 1, . . . , N , nous avons
1) sgn(∂
2Φj
∂z2 )(zj(λ)) = n− 1,
2) |det(∂2Φj∂z2 )(zj(λ))| = (2λ)
n−2
2 σ̂j(zj(λ), λ)D∞(t+ s, zj(λ))E0(t, s),
où E0(t, s) = exp
(∫ ∞
t+s






















∣∣∣Nj(θ, ω, λ, h) − c2(λ, h)eih−1Sj−iµj π2 σ̂j(zj(λ), λ)− 12 ∣∣∣ dλ = O(h)
et







Cette égalité combinée avec (2.35) et (2.40), achève la démonstration du Théorème
2.1.
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Chapitre 3
Asymptotique de l’amplitude de
diffusion à énergie fixée
3.1 Énoncé des principaux résultats
Dans ce chapitre, nous allons étudier le comportement asymptotique quand h→
0, de l’amplitude de diffusion f(θ, ω, λ, h). Le cadre est toujours celui d’un opérateur
de Schrödinger associé à un potentiel de courte portée, mais nous nous intéressons
ici au cas où l’énergie λ > 0 est fixée (par opposition au chapitre précédent où l’on
intégrait par rapport à λ). Nous nous intéressons à trois problèmes différents que
nous énonçons brièvement de la manière suivante.
Problème (I). Pouvons nous donner une estimation de |f(θ, ω, λ, h)| en fonction
de h ∈]0, 1], les paramètres θ, ω et λ étant fixés ?
Problème (II). Que se passe-t-il si nous modifions le potentiel V ? De quelle
manière le comportement semiclassique de l’amplitude f(θ, ω, λ, h) change-t-il quand
nous modifions le potentiel V , dans une région convenable ?
Problème (III). L’amplitude de diffusion f(θ, ω, λ, h) a-t-elle un développe-
ment asymptotique quand h tend vers 0 ?
Le problème (III) a été traité par Vainberg [63], [64], pour des potentiels V ∈
C∞0 ( n) et des énergies λ > sup
x∈ n
V (x), ce qui implique en particulier que λ est non-
captif. Comme nous l’avons déjà évoqué, Robert et Tamura, dans [53], ont étendu
ce résultat au cas où le potentiel V n’a pas nécessairement un support compact. Le
cadre de leur résultat est celui d’un potentiel de courte portée, d’une énergie λ > 0
non-captive ( mais pas nécessairement λ > sup(V )) et de directions θ, ω fixées de
sorte que θ = ω. Sous ces hypothèses, leur travail apporte évidemment une réponse
au problème (I). L’amplitude f(θ, ω, λ, h) ayant une limite quand h tend vers 0,
elle est nécessairement bornée pour h au voisinage de 0. De plus, les coefficients
intervenant dans la formulation de cette limite, ne font intervenir les valeurs du
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potentiel V (x) sur {x : V (x) ≤ λ}. Il suit que si nous modifions le potentiel V dans
une région contenue dans {x : V (x) > λ}, l’amplitude de diffusion reste inchangée
modulo O(h∞), ce qui donne une réponse au problème (II).
Dans le cas captif, les choses se compliquent et il n’y a pas de résultat répondant
à ces questions dans un cadre aussi général. Commençons par mentionner deux
résultats en rapport avec problème (II). S. Nakamura a étudié dans [45] le cas de
deux potentiels de courte portée V et Ṽ , satisfaisant (V)ρ avec ρ > n+12 , tels que
V = Ṽ sur la composante connexe non bornée de {x : V (x) < λ+ ε}. En supposant
de plus, que l’énergie λ est faiblement captive pour chacun des potentiels, c’est à
dire ‖(P (h) − (λ+ i0))−1‖α,−α = O(h−M ) pour M ∈   et α > 12 , il a montré que
f(θ, ω, λ, h) − f̃(θ, ω, λ, h) = O(e−d/h),
pour un certain d > 0.
Par ailleurs, A. Lahmar-Benbernou et A. Martinez ont examiné dans [35], le cas
d’un“puits dans une ı̂le”, où l’existence de résonances convergeant exponentiellement
vite vers l’axe réel rend impossible tout estimation polynômiale de la résolvante.
Dans ce cas, que nous détaillerons plus tard, leur potentiel modifié est non-captif
pour λ et il est identiquement égal à V sur la composante connexe non-bornée de
{x : V (x) < λ+ ε}. Sous ces conditions, ils montrent que
f̃(θ, ω, λj , h) − f(θ, ω, λj , h) = αhk
pour certains α = 0, k ∈ ∗ et λj convergeant vers λ.
Concernant le problème (III), l’une des principales difficultés est l’obtention d’une
estimation de la résolvante et en particulier, le fait que pour certain niveaux d’énergie
captifs, la résolvante ‖R(λ± i0)‖α,−α peut se comporter comme eC/h quand h tend
vers 0. Par ailleurs, une des principales différences entre le cas courte-portée et le
cas où V a un support compact, se manifeste dans la forme prise par f(θ, ω, λ, h). Si
V appartient à C∞0 , nous avons une formule de représentation qui ne fait intervenir
que la résolvante tronquée. Plus précisément, nous avons
f(θ, ω, λ, h) = cnh−nλ
n−2




où χj, j = 1, 2, 3 appartient à C∞0 ( n), vérifie χj+1 = 1 sur suppχj et χ1 = 1 sur
une boule centrée en zéro aussi grande que nous le voulons (cf. [47]). Dans le cas
courte portée, cette formule n’est plus valable et de la même manière qu’au Chapitre
2, nous utilisons la formule de représentation de Isozaki et Kitada (cf. Chapitre 1,
Section 1.2.2 pour plus de détails). En particulier, dans cette formule, la résolvante
s’applique seulement à des fonctions L2α. L’approche dans [53] est basée sur une
localisation, à l’intérieur de la formule de représentation, conduisant à une formule
approchée ne mettant en jeu que la résolvante tronquée.
f(θ, ω, λ, h) = cnh−nλ
n−2
2 〈R(λ+ i0)g−beih−1Φ−(.,ω), g+aeih−1Φ+(.,θ)〉 + O(h∞) (3.2)
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Dans le cas non-captif, cette localisation s’effectue, en utilisant l’estimation suivante
‖R(λ± i0)‖α,−α = O(h−1), α > 12 . (3.3)
Dans le cas général, cette estimation n’est pas nécessairement vraie et la méthode
ne fonctionne plus aussi simplement. Dans un travail récent, Burq [7] (cf. aussi [65]
et[9]) a donné une estimation polynômiale de la résolvante tronquée,
‖χ1(x)R(λ+ i0)χ2(x)‖L2 = O(h−1), (3.4)
où supp χi ⊂ {x : R1 < |x| < R2}, i = 1, 2 et 0 < R1 < R2 sont suffisamment
grands. En utilisant cette majoration, nous démontrons dans ce chapitre, que pour
des perturbations de courte portée quelconques, l’amplitude de diffusion peut s’écrire
sous la forme (3.2). Cette formule de représentation est l’étape principale dans notre
analyse des deux problèmes que nous étudions. Combinée à l’estimation (3.4) elle
nous permet d’aborder le problème (I) et en particulier, de montrer que dans le
cas général, l’amplitude de diffusion est bornée par un O(h−n−12 ) en dehors de la
diagonale {θ = ω}. Concernant, le problème (II), cette localisation nous permet
d’étendre les résultats de Nakamura au cas où nous supposons uniquement ρ > 1.
Elle nous permettra aussi d’étendre l’asymptotique de Robert et Tamura, aux cas
de potentiels faiblement captifs et d’aborder ainsi le problème (III). Enfin, notons
que cette formule sera le point clef des résultats démontrés au Chapitre 4.
Pour ω et θ fixés dans Sn−1 \ {θ = ω} et pour λ > 0 satisfaisant la condition de
non-capture, Robert et Tamura ont obtenu pour f une asymptotique






−1Sj−iµj π2 +O(h), (3.5)
où σ̂, zj , Sj et µj seront précisés par la suite. En particulier, il est évident que
dans le cas non-captif, l’amplitude de diffusion est bornée par O(1) en dehors de
la diagonale. Ceci n’est pas nécessairement vrai dans le cas captif, où f(θ, ω, λ, h)
pourrait exploser à cause de résonances convergeant exponentiellement vite vers
l’axe réel. Comme nous l’avons déjà dit, une des conséquences de l’hypothèse de
non-capture est l’estimation (3.3) qui est directement reliée au fait que pour des
perturbations non-captives, il n’y a pas de résonance dans une zone de la forme{




, ∀N, 0 < h < hN .
Dans le cas captif, la résolvante n’est pas nécessairement analytique dans la région
ci-dessus. De plus, dans de nombreux cas, il y des résonances (c’est à dire des pôles
de l’amplitude de diffusion ) dans des bandes de taille e−d/h. Dans le cas d’un pôle
simple de la résolvante et pour des potentiels a support compact, Stefanov [58], a
donné une estimation du résidu de l’amplitude de diffusion. Nous décrirons en détails
ce résultat au Chapitre 4, mais nous pouvons déjà mentionner que cette estimation
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fournit une borne en O(h−n−12 ) pour l’amplitude de diffusion quelle que soit la nature
de l’énergie. La démonstration de cette estimation dans le cas où V ∈ C∞0 ( n), est
basée sur l’estimation (3.4) appliquée à la formule (3.1) étendue au plan complexe.
En effet la formule (3.1) met en jeu uniquement la résolvante tronquée, avec des
fonctions de troncature supportées dans des couronnes éloignées de l’origine, de
sorte qu’il est possible d’utiliser (3.4). Dans le cas où V n’a pas nécessairement un
support compact, la formule (3.1) n’est plus valable, mais en invoquant la formule
de représentation (3.2), nous sommes capables d’établir une majoration similaire sur
l’axe réel.
Théorème 3.1 Fixons un compact K ⊂  ∗+ et supposons que le potentiel V satisfait
(V)ρ, pour un certain ρ > 1 ainsi que (Hol∞). Dans ces conditions, nous avons :
∀(ω, θ) ∈ Sn−1 × Sn−1 \ {θ = ω}, ∃C > 0, ∀λ ∈ K, |f(θ, ω, λ, h)| ≤ Ch−n−12 . (3.6)
Pour des énergies captives particulières, il est possible d’exhiber des phénomènes
nouveaux. Par exemple, Lahmar-Benbernou et Martinez [35], ont montré dans un
cas particulier, comment l’existence de résonances convergeant exponentiellement
vite vers l’axe réel conduit à un comportement différent de l’amplitude de diffusion.
Plus précisément, il considèrent le cas où le potentiel V (x) est un “puits dans un
ı̂le”, c’est à dire qu’il existe λ0 > 0, un ouvert connexe borné Ö ⊂  n et x0 ∈ Ö tels
que
i) V (x0) = λ0 et V ′′(x0) > 0,
ii) V > λ0 sur Ö \ {x0} et V < λ0 sur  n \ Ö,





Fig. 3.1: Un “puits dans une ı̂le” transformé en un potentiel non-captif.
La condition iii) signifie juste que toute particule d’énergie λ partant d’un point
x ∈  n \ Ö s’échappe en t = ±∞. Partant de V , ils construisent un potentiel non-
captif Ṽ égal à V sur  n \ Ö (cf. Fig 1) et ils prouvent que pour des directions
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θ, ω ∈ Sn−1 convenables, il existe α ∈  \ {0} tel que :





où ρj = ρj(h) est une résonance convergeant vers λ0 et f̃ est l’amplitude de diffusion
associée à Ṽ .
Dans la seconde partie de ce chapitre, nous donnons un cadre général dans lequel
un tel phénomène ne peut pas se produire. En effet, nous allons montrer que si nous
modifions le potentiel V dans une région convenable (essentiellement de la même
manière que Lahmar-Benbernou et Martinez), alors l’amplitude de diffusion est in-
changée modulo des termes d’ordre O(h∞). Ceci est vrai même pour des potentiels
captifs V , pourvu qu’il existe une zone de taille hM autour de l’axe réel qui soit libre
de résonances. Plus précisément, introduisons l’ouvert
Wλ = {x ∈  n ;V (x) < λ}.
Comme lim
|x|→+∞
V (x) = 0, cet ensemble a une unique composante connexe non-
bornée, notée Wext. Notons Wint = Wλ \Wext et soit F un ensemble compact tel
que Wint ⊂ F ⊂  n \Wext. Nous supposons que Ṽ ∈ C∞( n) est un potentiel de
classe C∞ tel que V = Ṽ sur  n \F . Remarquons qu’à priori, rien ne nous assure que
l’ensemble F est non vide. Il se trouve juste, que dans le cas où F = ∅, le résultat que
nous allons énoncer est trivial, puisque V = Ṽ . Nous noterons P̃ (h) = −h2∆+ Ṽ (x)
l’opérateur de Schrödinger associé et f̃(θ, ω, λ, h) l’amplitude de diffusion associée
à P̃ (h). Le théorème suivant compare f̃(θ, ω, λ, h) avec f(θ, ω, λ, h) dans le cas où
nous supposons seulement ρ > 1.
Théorème 3.2 Supposons que les conditions suivantes sont réalisées :
i) (V)ρ avec ρ > 1.
ii) (Hol∞).
iii) Il existe ε > 0, C > 0 et M > 0 tels que
(
Res(P̃ (h)) ∪Res(P (h))
)
∩ ([λ− ε, λ+ ε] + i[0, ChM ]) = ∅.
Alors, pour tout (θ, ω) ∈ Sn−1 × Sn−1 \ {θ = ω} nous avons
f̃(θ, ω, λ, h) = f(θ, ω, λ, h) + O(h∞).
Remarque 3.1 D’après le travail de Lahmar-Benbernou et Martinez [35], il est
évident que l’hypothèse iii) est nécessaire. Si nous faisons uniquement une hypothèse
sur les résonances de P̃ (h) (et non sur Res(P (h)) et Res(P̃ (h)) simultanément), le
résultat du Théorème 3.2 n’est plus vrai.
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Les deux théorèmes précédent ne donnent pas la limite de f(θ, ω, λ, h) lorsque h
tend vers 0. Dans la dernière partie de ce chapitre, nous démontrerons que l’ampli-
tude de diffusion pour certain potentiels captifs, a une limite similaire à celle donnée
par (3.5). Ceci est énoncé dans le théorème suivant.
Théorème 3.3 Soient ω ∈ Sn−1 et λ > 0. Supposons que les hypothèses suivantes
sont vérifiées :
1) (V )ρ avec ρ > 1.
2) (Hol)∞.
3) L’hypothèse (Hω,λ) est satisfaite, c’est-à-dire :
∀z ∈ Λω, lim
t→+∞ |q∞(t, z, λ, ω)| = +∞.
4) θ est régulier pour ω.
5) Il existe ε > 0, C > 0 et M > 0 tels que
Res(P (h)) ∩ ([λ− ε, λ+ ε] + i[0, ChM ]) = ∅.
Alors, nous avons l’asymptotique suivante



















et µj ∈  est l’indice de Maslov de la trajectoire
(




{(x, ξ) ∈  n ×  n : x = q∞(t, z, ω), ξ = p∞(t, z, ω), z ∈ Λω, t ∈  }.
3.2 Un exemple de potentiel faiblement captif
Nous donnons maintenant des exemples de potentiels faiblement captifs. Notre
principal outil pour exhiber de tels potentiels est un résultat de C. Gérard et J.
Sjöstrand [21]. Soit P = p(x, hDx) un opérateur différentiel à coefficients analytiques
hors d’un compact fixe et λ > 0 une énergie fixée. Nous notons Φt = etHp le flot











3.2 Un exemple de potentiel faiblement captif
et pour ε0 > 0 assez petit nous posons
Kε0(λ) =
{
(x, ξ) ∈ p−1([λ− ε0, λ+ ε0]); Φt(x, ξ) est borné sur  
}
.
Pour |µ− λ| ≤ ε0, nous notons aussi K(µ) = Kε0(λ) ∩ p−1({µ}). Les hypothèses de
[21] sont les suivantes
(H0) Dans un voisinage ouvert Ω de K dans T ∗( n), il existe une sous variété Σ,
fermée symplectique de classe C1 qui contient K(λ) et telle que le champ
Hamiltonien Hp est tangent à Σ en tout point. De plus, nous supposons qu’il
existe deux sous-fibrés vectoriels N+, et N−, de T ∗( n) de classe C0 tels que :
(H1) TΣσ = N+, ⊕N−,, où TΣσ désigne orthogonal de TΣ pour la forme sym-
plectique σ.
(H2) Pour  ∈ K(λ), N±, est invariant par les applications DΦt pour t ∈  .
(H3) Si nous choisissons des normes sur N+, et N−,, dépendant continûment de
, il existe C0 > 1 et T0 > 0 tels que ‖DΦ∓T0(v±)‖ ≤ C−10 ‖v±‖, ∀v± ∈ N±,.
Le résultat de Gérard et Sjöstrand est alors le suivant :
Théorème 3.4 Supposons que le symbole p satisfait les hypothèses (Hi), i = 0, . . . 3,
alors il existe ε > 0 et d0 > 0 tels que P n’a pas de résonance dans [λ− ε, λ + ε] +
i[0, d0h], pour 0 < h < ε.
Nous allons appliquer ce résultat à l’opérateur de Schrödinger. Nous considérons
le cas où p(x, ξ) = ξ2 + V (x), c’est-à-dire P (h) = −h2∆ + V (x). Fixons un entier
d ∈ {1, . . . , n − 1} et notons x = (x1, . . . , xn) = (x′, x′′) avec x′ = (x1, . . . , xd) et
x′′ = (xd+1, . . . , xn). De même, nous noterons ξ = (ξ′, ξ′′) ∈  n . Donnons nous aussi
une fonction décroissante ρ ∈ C∞0 ( + , ) telle que ρ(t) = 1 si t ∈ [0, 1] et ρ(t) = 0
pour t ∈ [2,+∞[. Nous posons










Contrôle des résonances. Le champ Hamiltonien Hp s’écrit





−x′ (ρ(|x|2) + ρ′(|x|2)(2 + |x′|2 − |x′′|2))
x′′
(
ρ(|x|2) − ρ′(|x|2)(2 + |x′|2 − |x′′|2))

 (3.8)
Donnons nous une énergie 2 < λ < 2 + 12 sup V . Sous ces conditions, nous allons
montrer que pour 0 < ε0 < min(λ− 2, 2 + d− λ), nous avons
Kε0(λ) ⊂ {x′′ = ξ′′ = 0} ∩ p−1([λ− ε0, λ+ ε0]).
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Pour (x, ξ) ∈  n , nous notons
(X(t),Ξ(t))(x, ξ) = (X ′(t),X ′′(t),Ξ′(t),Ξ′′(t))(x, ξ) = Φt(x, ξ),
de sorte que nous avons
Ẋ ′ = 2Ξ′, Ẋ ′′ = 2Ξ′′, Ξ̇′ = −∇x′V (X), Ξ̇′′ = −∇x′′V (X).
Soit (x, ξ) ∈ T ∗( n) tel que (x′′, ξ′′) = (0, 0). Nous allons montrer que (X(t),Ξ(t))
n’est pas borné sur  . Dans toute la suite, nous supposerons que |x|2 < 2, le flot
étant trivial à l’extérieur de cette boule.
Premier cas : x′′ = 0. Dans ces conditions, il existe j ∈ {d + 1, . . . , n} tel que
xj = 0. De plus Xj est solution de
Ẋj = Ξj, Ξ̇j = 2Xj(ρ(|X|) − ρ′(|X|)(2 + |X ′|2 − |X ′′|2).
Nous traitons le cas où Xj(0) = xj > 0 et Ξj(0) = ξj ≥ 0. Comme |x|2 < 2, alors




ρ(|x|) − ρ′(|x|)(2 + |x′|2 − |x′′|2)) > 0.
Par suite il existe t0 > 0 tel que Xj(t0) > 0 et Ξj(t0) > 0. Un simple argument de
connexité montre que Ξ̇j(t) > 0, ∀t ≥ t0 et il s’en suit que
∀t ≥ t0, Xj(t) ≥ Ξj(t0)(t− t0) +Xj(t0).
En particulier, lim
t→+∞ |X(t)| = +∞. De la même manière, nous montrons que si
±xjξj ≥ 0, alors lim
t→±∞ |X(t)| = +∞.
Second cas : x′′ = 0 et ξ′′ = 0. Il existe j ∈ {d + 1, . . . , n} tel que ξj = 0.
Supposons par exemple, que ξj > 0. Comme Ẋj = Ξj, alors il existe t0 > 0 tel que
Xj(t0) > 0 et Ξj(t0) > 0 et nous concluons comme dans le cas précédent. Si ξj < 0,
nous argumentons de la même manière pour des temps t < 0.
En conclusion, nous avons établi que K(λ) ⊂ Σ := {(x, ξ) ∈ T ∗( n); (x′′, ξ′′) =
(0, 0)}. Nous allons maintenant montrer successivement que Σ vérifie les hypothèses
(Hj), j = 0, . . . , 3.
Pour  ∈ Σ, nous avons TΣ = Σ et la formule (3.8) montre clairement que
Hp() est tangent à Σ. Nous en déduisons que l’hypothèse (H0) est vérifiée. La forme
symplectique σ sur T ∗( n) est donnée par σ((x, ξ), (y, η)) = 〈x, η〉−〈y, ξ〉, où 〈, 〉 est
le produit scalaire standard sur  n . Un calcul élémentaire montre que pour tout  ∈
Σ, TΣσ = {(x, ξ) ∈ T ∗( n); (x′, ξ′) = (0, 0)}. Notons (ex,1, . . . , ex,n, eξ,1, . . . , eξ,n)
la base canonique de  2n , nous décomposons TΣσ de la manière suivante
TΣσ = N+, ⊕N−, avec N±, = V ect{f±,d+1, . . . , f±,n} où f±,j = ex,j ± eξ,j.
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x′cos t+ ξ′sin t
x′′ch t+ ξ′′sh t
−x′sin t+ ξ′cos t
x′′sh t+ ξ′′ch t

 (3.9)




cos t Id 0 sin t Id 0
0 ch t In−d 0 sh t In−d
−sin t Id 0 cos t Id 0
0 sh t In−d 0 ch t In−d

 .
En particulier, pour j ∈ {d+1, . . . , n}, nous avons D(x,ξ)Φtf±,j = (ch t± sh t)f±,j =
e±tf±,j, donc N±, est invariant par DΦt pour  ∈ K0 et |t| assez petit. Notons
T = sup{t > 0; DΦt(N±,) ⊂ N±,} et supposons par l’absurde que T < +∞.
Donnons nous  ∈ K0 et X ∈ N+,, alors pour tout t > 0 nous avons
DΦT+t(X) = DΦT ()Φt ◦DΦT (X) = D′Φt(Y ),
avec ′ = ΦT () ∈ K0 et Y = DΦT (X) ∈ N+,. Nous en déduisons que pour t > 0
assez petit, DΦT+t(X) ∈ K0, ce qui est absurde. Par conséquent, les hypothèses
(H1) et (H2) sont vérifiées.
De plus, pour tout v± ∈ N±,, nous savons que ‖D(x,ξ)Φtv±‖ = e±t‖v±‖. Donc
la propriété (H3) est vérifiée pour tout C0 > 1 et T0 = ln C0.
Trajectoires captées. Nous allons maintenant exhiber des trajectoires captées
pour le potentiel V et l’énergie λ, ainsi que des familles de trajectoires qui mettent
un temps arbitrairement long à échapper.
Prenons pour position initiale x = (x′, x′′) ∈  d ×  n−d tel que |x| < 1 <
λ. Nous demandons aussi que x′′ ≤ 0, c’est à dire xj ≤ 0, ∀j ∈ {d + 1, . . . , n}.
Donnons nous une vitesse initiale ξ = (ξ′, ξ′′) ∈  d ×  n−d telle que ξ′′ = −x′′ et
|ξ′|2 + |x′|2 = λ. L’énergie de la particule partant de (x, ξ) au temps t = 0 est donc
p(x, ξ) = |ξ|2 +V (x) = |ξ′|2 + |ξ′′|2 + |x′|2 −|x′′|2 = |ξ′|2 + |x′|2 = λ. De plus, d’après




x′cos t+ ξ′sin t
x′′(ch t − sh t)
−x′sin t+ ξ′cos t





x′cos t+ ξ′sin t
x′′e−t




Si en plus, nous choisissons x′′ = 0, la formule précédente montre l’existence de tra-
jectoires d’énergie λ qui sont bornées. Réciproquement, s’il existe j ∈ {d+ 1, . . . , n}
tel que xj < 0, alors la particule s’échappe pour des temps négatifs ( lim
t→−∞ |X(t)| =
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+∞) et reste bornée pour des temps positifs (la composante sur  d oscille et la com-
posante sur  n−d tend vers 0 quand t → +∞). A présent, nous considérons le cas
où p(x, ξ) = λ avec x′′ < 0 et ξ′′ = −ax′′ avec a > 1. Alors X ′′(t) = x′′(ch t− a sh t)
et





La composante X ′′ de la particule s’annule donc pour t = ta = 12 ln
a+1
a−1 et a cet
instant, nous avons Ξ′′(ta) = −2x′′
√
a2 − 1. La particule n’est donc pas captée, mais





a− 1 = +∞.
Trajectoires non-captées. Nous avons besoin de préciser un peu la forme de la
fonction de troncature ρ. En plus des hypothèses précédentes, nous supposons qu’il
existe δ > 0 tel que ρ(1 + δ) = 1− δ, ρ(2− δ) = δ et ∀t ∈ ]1 + δ, 2 − δ[ , ρ(t) = 2− t.
Ces hypothèses ne sont pas nécessaires mais elles facilitent grandement les calculs.
Pour 2 < λ < 2 + 12 supV , nous définissons les ensembles
Σλ =
{
(x, ξ) ∈ p−1({λ}) : |x| ≥ 2d et ξ′′ = 0} ,
E±λ =
{
(x, ξ) ∈ p−1([λ− ε0, λ+ ε0]); Φt(x, ξ) est borné sur  ±
}
et nous allons montrer que Σλ ∩ Eλ = ∅, où Eλ = E+λ ∪ E−λ . Pour cela, donnons nous
(x, ξ) = (x′, x′′, ξ′, ξ′′) ∈ Eλ.
Premier cas : x′′ = 0. Nous traitons le cas où il existe j ∈ {d+ 1, . . . , n} tel que
xj > 0. Nous avons Ξ̇j = −∂xjV (X) avec
−∂xjV (x) = xj
(
ρ(|x|2) − ρ′(|x|2)(2 + |x′|2 − |x′′|2)) > 0
pour xj > 0. Il est facile d’en déduire que Xj(t) > xj et Ξj(t) > 0 pour tout t ∈  .
Comme Ξ̇j(0) > 0, il existe t0 > 0 tel que Ξj(t0) > 0 et Ξj(−t0) < 0. Il suit que
Xj(t) > xj + Ξj(t0)t, ∀t > t0 et Xj(t) < xj − Ξj(−t0)t, ∀t < −t0
donc lim
t→±∞ |X(t)| = +∞.
Second cas : x′′ = 0. Alors (X ′′(t),Ξ′′(t)) = 0, ∀t ∈   et il faut montrer que
X ′(t) n’est pas borné sur  . Comme |x| ≥ 2d, alors x′′ = 0 et quitte à changer le
sens du temps, nous pouvons nous ramener au cas où il existe j ∈ {1, . . . , d} tel que
xj < −2 et ξj > 0. En utilisant le fait que V (x) = 0 pour xj < −2, nous montrons
que Ξj(t) = ξj, ∀t ≤ 0 et Xj(t) = xj + ξjt, ∀t ≤ 0, donc lim
t→−∞ |Xj(t)| = +∞.
Il reste à prouver que la particule s’échappe aussi en t = +∞. Pour cela, il suffit
de montrer qu’il existe t0 > 0 tel queXj(t0) < 0 et Ξj(t0) < 0. Nous prenons 2 < λ <
min (2 + d, (1 − ε)(3 + δ)) et nous supposons par l’absurde que ∀j ∈ {1, . . . , d}, ∀t ≥
0, Ξj(t) ≥ 0. Alors ∀j ∈ {1, . . . , d}, lim
t→+∞Ξj(t) = 0. Comme V (X(t)) ≤ λ, alors
pour t ≥ T assez grand nous obtenons
√
1 + δ < |X ′(t)| < √2 − δ.
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Nous pouvons donc, utiliser la forme explicite de ρ dans [1 + δ, 2 − δ] pour écrire
Ξ̇j(t) = −∂xjV (X(t)) = 2Xj(t)
(
ρ′(|X ′(t)|2)(2 + |X ′(t)|2) + 2ρ(|X ′(t)|2))
= 2Xj(t)
(−2 − |X ′(t)|2 + 2(2 − |X ′(t)|2)) = −2Xj(t) (3|X ′(t)|2 − 2x) .
Comme Xj(t) < 0 et |X ′(t)|2 > 1 + δ, ∀t ≥ T , alors Ξ̇j(t) > −2Xj(t)(1 + 3δ).
De plus,
√







d , ∀t ≥ T . Nous en tirons Ξ̇j(t) > 2
√
1+δ
d (3 + δ) pour tout t ≥ T , ce
qui est absurde.
Finalement, nous avons démontré que le potentiel V que nous avons construit
satisfait (V)ρ, (Hol)∞ et que pour tout λ > 2 suffisamment petit, il existe des
trajectoires d’énergie λ qui sont captées. Par ailleurs, pour λ > 2 proche de 2, les
derniers calculs ont montré que V satisfaisait l’hypothèse (Hω,λ) pour tout ω ∈
Sn−1 ∩ {ξ′′ = 0}.
direction non−captive
direction captive
Fig. 3.2: Un potentiel captif vérifiant les hypothèses de Gérard et Sjöstrand.
3.3 Localisation spatiale
Les résultats de cette section, sont établis sans hypothèse sur la distribution des
résonances de l’opérateur P (h). Notre principal outil est le résultat suivant dû à
Burq.
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Théorème 3.5 (Burq [7], Théorème 4) Supposons que les hypothèses (V)ρ et
(Hol)∞ sont satisfaites et fixons un compact K ⊂  ∗+ . Alors, il existe R1 > 0 tel
que pour tout R2 > R1, il existe C > 0 et h0 > 0 tels que
∀λ ∈ K, ∀0 < h ≤ h0, ‖ 1R1≤|x|≤R2R(λ± i0)1R1≤|x|≤R2 ‖≤ Ch−1. (3.10)
Remarque 3.2 Ce résultat a été généralisé récemment par Vodev [65] et Cardoso-
Vodev [9] au cas d’un opérateur de Laplace-Beltrami sur une variété Riemannienne.
En particulier, l’estimation (3.10) est valable sans l’hypothèse d’analyticité (Hol)∞.
Dans [9], les auteurs montrent aussi que (3.10) reste vraie si l’on remplace les fonc-
tions de troncature 1R1≤|x|≤R2 par 〈x〉−α1|x|>R1 avec α > 12 .
Donnons nous maintenant une fonction de troncature χ(., R,R′) ∈ C∞0 ( n) telle
que 0 ≤ χ ≤ 1, χ = 1 pour |x| ≤ R et χ = 0 pour |x| ≥ R′. Notons χ(x,R) =
χ(x,R,R+ 1), alors Bruneau et Petkov [6] ont démontré le lemme suivant.
Lemme 3.1 Sous l’hypothèse (V )ρ, ρ > 1, il existe ρ0 > 0 tel que pour tout R ≥ ρ0,
le niveau d’énergie λ est non-captif pour l’opérateur modifié
P̂ (h) = −1
2
h2∆ + (1 − χ(x,R))V (x).
Posons χa(x) = χ(x, 20R0) et χb(x) = χ(x, 10R0). En utilisant le Lemme 3.1 et le
Théorème 3.5, nous sommes en mesure de démontrer la proposition suivante, qui est
une version captive du Lemme 1.5.
Proposition 3.1 Supposons que V est un potentiel vérifiant (V)ρ, ρ > 1 et (Hol)∞.
Alors pour α > n2 nous avons les estimation suivantes :
i) ‖ K∗±a(h)R(λ+ i0)K+b(h) ‖−α,α= O(h
N
2 ),
ii) ‖ K∗−a(h)R(λ+ i0)K−b(h) ‖−α,α= O(h
N
2 ),
iii) ‖ K∗+a(h)R(λ+ i0)(1 − χb)K−b(h) ‖−α,α= O(h
N
2 ),
iv) ‖ ((1 − χa)K+a)∗(h)R(λ+ i0)χbK−b(h) ‖−α,α= O(h
N
2 ).
Comme pécédemment, N est donné par la construction des symboles a±, b± et peut
être choisi arbitrairement grand.
Démonstration. Commençons par remarquer que si l’énergie λ était non-captive,
cette proposition serait exactement le Lemme 1.5. Nous allons d’ailleurs utiliser
abondamment ce Lemme dans la démonstration.
PrenonsR0 >> ρ0, où ρ0 est donné par le Lemme 3.1. Soient χ1(x) = χ(x,R0, 2R0),




4 R0). En utilisant le fait que P̂ (h)(1−
χ1) = P (h)(1 − χ1), nous obtenons facilement l’identité suivante.
R(z)(1 − χ2) = (1 − χ1)R̂(z)(1 − χ2) +R(z)[P0(h), χ1]R̂(z)(1 − χ2),
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où R̂(z) = (P̂ (h)−z)−1, ∀z ∈  \  . Par suite, en invoquant le principe d’absorption
limite, nous obtenons
R(λ+ i0)(1 − χ2) = (1 − χ1)R̂(λ+ i0)(1 − χ2)
+R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)(1 − χ2).
(3.11)
De manière identique, nous avons
R(λ− i0)(1−χ3) = (1−χ2)R̂(λ− i0)(1−χ3)+R(λ− i0)[P0(h), χ2]R̂(λ− i0)(1−χ3)
et par adjonction, nous obtenons
(1 − χ3)R(λ+ i0) = (1 − χ3)R̂(λ+ i0)(1 − χ2)
+ (1 − χ3)R̂(λ+ i0)[P0(h), χ2]∗R(λ+ i0).
(3.12)
En multipliant (3.11) par (1−χ3) et en utilisant (3.12) dans le membre de droite de
l’équation obtenue, nous trouvons
(1 − χ3)R(λ+ i0)(1 − χ2) = (1 − χ3)R̂(λ+ i0)(1 − χ2)[P0(h), χ1]R̂(λ+ i0)(1 − χ2)
+ (1 − χ3)R̂(λ+ i0)[P0(h), χ2]∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)(1 − χ2)
+ (1 − χ3)(1 − χ1)R̂(λ+ i0)(1 − χ2).
Rappelons que χ2 = 1 sur supp(χ1) et χ3 = 1 sur supp(χ1), de sorte que l’équation
ci-dessus se simplifie pour donner
(1 − χ3)R(λ+ i0)(1 − χ2) = (1 − χ3)R̂(λ+ i0)(1 − χ2)
+ (1 − χ3)R̂(λ+ i0)[P0(h), χ2]∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)(1 − χ2)
(3.13)
que nous utiliserons fréquemment par la suite .
Démonstration de i). Rappelons d’abord, que supp(k+a) ⊂ Γ+(3R0, d1, τ±1 ) et
supp(χ3) ⊂ {|x| ≥ 114 R0}, de sorte que (1−χ3)K±a = K±a. De même, (1−χ2)K±b =
K±b et nous pouvons multiplier (3.13) par K∗±a et K+b pour obtenir




∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)K+b.
D’après le Lemme 3.1, λ est non-captif pour le potentiel V̂ et nous pouvons appliquer
le i) du Lemme 1.5 pour obtenir
‖K∗±aR̂(λ+ i0)K+b‖−α,α = O(h
N
2 ).
Par suite, il suffit d’estimer le second terme du membre de droite de l’équation
précédente. Prenons ψ1 et ψ2 dans C∞0 ( n) tels que ψ1 = 1 sur {x : R0 < |x| < 2R0},
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ψ1 = 0 sur  n \ {x : R02 < |x| < 3R0}, ψ2 = 1 sur {x : 2R0 < |x| < 52R0} et ψ2 = 0
sur  n \ {x : R0 < |x| < 3R0}. Il est clair que
[P0(h), χj ] = ψj[P0(h), χj ], ∀j = 1, 2,
de sorte que nous devons estimer
K∗±aR̂(λ+ i0)[P0(h), χ2]
∗ψ2R(λ+ i0)ψ1[P0(h), χ1]R̂(λ+ i0)K+b.
D’après le Théorème 3.5, nous savons que ‖ψ2R(λ+i0)ψ1‖ = O(h−1) et par construc-
tion de χ1 et χ2, nous pouvons appliquer les résultats du Lemme 1.5 pour obtenir
‖[P0(h), χ1]R̂(λ+ i0)K+b‖−α,α = O(h∞)
‖[P0(h), χ2]R̂(λ− i0)K±a‖α,α = O(h−1).
(3.14)
En utilisant ces estimations, nous obtenons
‖K∗±aR(λ+ i0)K+b‖−α,α ≤ ‖K∗±aR̂(λ+ i0)[P0(h), χ2]∗‖α,α‖ψ2R(λ+ i0)ψ1‖α,α
× ‖[P0(h), χ1]R̂(λ+ i0)K+b‖−α,α +O(h
N
2 )
≤ C‖[P0(h), χ2]R̂(λ− i0)K±a‖α,α‖ψ2R(λ+ i0)ψ1‖α,α
× ‖[P0(h), χ1]R̂(λ+ i0)K+b‖−α,α +O(h
N
2 )
≤ Ch−1 × Ch−1 × Ch∞ + ChN2 ≤ ChN2 .
Démonstration de ii). Par passage à l’adjoint, il s’agit de montrer que
‖ K∗−b(h)R(λ − i0)K−a(h) ‖−α,α= O(h
N
2 ).
La démonstration est identique à la preuve de i) et nous la laissons au lecteur.
Démonstration de iii). Notre but est d’estimer l’opérateur
K∗+a(h)R(λ+ i0)(1 − χb)K−b(h)
et comme dans le cas précédent, nous utilisons l’identité (3.13) ainsi que le fait que
(1 − χ3)K+a = K+a et (1 − χ2)K−b = K−b pour écrire
K∗+aR(λ+ i0)(1 − χb)K−b = K∗+aR̂(λ+ i0)(1 − χb)K−b
+K∗+aR̂(λ+ i0)[P0(h), χ2]
∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b.
Comme précédemment, λ étant non-captif pour V̂ , nous déduisons du ii) du Lemme
1.5 que
‖K∗+aR̂(λ+ i0)(1 − χb)K−b‖−α,α = O(h
N
2 )
et il nous reste à estimer
K∗+aR̂(λ+ i0)[P0(h), χ2]
∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b.
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Nous utilisons, à présent, les fonctions ψ1 et ψ2 définies précédemment, de sorte que
la démonstration se réduit à l’analyse de
I(h) = ‖K∗+aR̂(λ+ i0)[P0(h), χ2]∗ψ2R(λ+ i0)ψ1×
× [P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b‖−α,α
≤ ‖K∗+aR̂(λ+ i0)[P0(h), χ2]∗‖α,α‖ψ2R(λ+ i0)ψ1‖α,α×
× ‖[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b‖−α,α.
Nous avons déjà vu que
‖ψ2R(λ+ i0)ψ1‖ = O(h−1) et ‖K∗+aR̂(λ+ i0)[P0(h), χ2]∗‖−α,α = O(h−1).
Par conséquent
I(h) ≤ Ch−2‖[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b‖−α,α
et il suffit de contrôler ‖[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b‖−α,α. Donnons nous σ−3 ∈
]0, σ−2 [ et introduisons une fonction ω ∈ A0,+∞0 ( 2n) telle que w(x, ξ) = 1 pour
(x, ξ) ∈ Γ−(10R0, d3, σ−3 ) et supp(ω) ⊂ Γ−(10R0, d3, σ−2 ). A l’aide de cette fonction,
nous pouvons écrire
[P0(h), χ1]R̂(λ+ i0)(1 − χb)K−b = [P0(h), χ1]R̂(λ+ i0)ω(x, hDx)K̃−b
+ [P0(h), χ1]R̂(λ+ i0)(1 − ω(x, hDx))K̃−b,
où K̃−b = (1 − χb)K−b est l’opérateur Intégral de Fourier ayant Φ−b pour phase et
k̃−b(x, ξ) = (1 − χb(x))k−b(x, ξ) pour symbole. D’après la définition de k−b, il est
évident que supp(k̃−b) ⊂ Γ−(10R0, d3, σ−1 ) et
h−(N+2)k̃−b ∈ A−(N+2)∞ (Γ−(10R0, d3, σ−2 )). (3.15)
En s’appuyant sur le fait que l’opérateur ω(x, hDx) localise exactement dans la région
Γ−(10R0, d3, σ−2 ) et en utilisant le Lemme 1.2, nous obtenons
‖[P0(h), χ1]R̂(λ+ i0)ω(x, hDx)K̃−b‖α,−α = O(hN ).
D’autre part, supp(1 − ω) ∩ supp(k−b) ⊂ Γ+(10R0, d3, σ−3 ), de sorte que le Lemme
1.4 donne
‖[P0(h), χ1]R̂(λ+ i0)(1 − ω(x, hDx))K̃−b‖α,−α = O(h∞)
ce qui achève la démonstration de iii).
Démonstration de iv). Elle est similaire à la démonstration de iii) et nous ne
faisons que l’esquisser. Rappelons que nous voulons estimer
((1 − χa)K+a(h))∗R(λ+ i0)χbK−b(h).
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En prenant à nouveau en compte l’identité (3.13), nous pouvons écrire
((1−χa)K+a)∗R(λ+ i0)χbK−b = ((1 − χa)K+a)∗R̂(λ+ i0)χbK−b
+((1 − χa)K+a)∗R̂(λ+ i0)[P0(h), χ2]∗R(λ+ i0)[P0(h), χ1]R̂(λ+ i0)χbK−b.
En utilisant encore une fois le Lemme 1.5, nous obtenons
‖((1 − χa)K+a)∗R̂(λ+ i0)χbK−b‖−α,α = O(h
N
2 )
et il reste à majorer
I(h) = ‖((1−χa)K+a)∗R̂(λ+i0)[P0(h), χ2]∗R(λ+i0)[P0(h), χ1]R̂(λ+i0)χbK−b‖−α,α.
Une nouvelle fois, nous avons recours aux fonctions ψ1 et ψ2, pour écrire
I(h) ≤ ‖((1 − χa)K+a)∗R̂(λ+ i0)[P0(h), χ2]∗‖−α,α‖ψ1R̂(λ+ i0)ψ2‖−α,−α×
× ‖[P0(h), χ1]R̂(λ+ i0)χbK−b‖−α,−α.
(3.16)
Nous savons que ‖ψ1R̂(λ + i0)ψ2‖−α,−α = O(h−1) et d’après Lemme 1.4, nous ob-
tenons (comme dans la démonstration de iii)) que
‖[P0(h), χ1]R̂(λ+ i0)χbK−b‖−α,−α = O(h−1).
Par suite, nous avons l’estimation
I(h) ≤ Ch−2‖((1 − χa)K+a)∗R̂(λ+ i0)[P0(h), χ2]∗‖−α,α. (3.17)
D’autre part,
‖((1−χa)K+a)∗R̂(λ+i0)[P0(h), χ2]∗‖−α,α = ‖[P0(h), χ2]R̂(λ−i0)(1−χa)K+a‖−α,α.
Donnons nous maintenant τ+3 ∈]τ+2 , 0[ et un symbole ω(x, ξ) ∈ A0,−∞0 tel que ω = 1
sur Γ+(4R0, d1, τ+3 ) et supp(ω) ⊂ Γ+(4R0, d1, τ+2 ), alors
‖((1 − χa)K+a)∗R̂(λ+ i0)[P0(h), χ2]∗‖−α,α ≤
‖[P0(h), χ2]R̂(λ− i0)(1 − χa)ω(x, hDx)K+a‖−α,α
+ ‖[P0(h), χ2]R̂(λ− i0)(1 − χa)(1 − ω(x, hDx))K+a‖−α,α
Comme supp((1−χa)(1−ω))∩ supp(k+a) ⊂ Γ−(10R0, d1, τ+3 ), le Lemme 1.4 donne
‖[P0(h), χ2]R̂(λ− i0)(1 − χa)(1 − ω(x, hDx))K+a‖−α,α = O(h∞).
De plus, par construction, k+a ∈ A−N−2,+∞N+2 sur supp(1 − χa)ω, donc
‖[P0(h), χ2]R̂(λ− i0)(1 − χa)ω(x, hDx)K+a‖−α,α = O(hN )
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et nous avons démontré que
‖((1 − χa)K+a)∗R̂(λ+ i0)[P0(h), χ2]∗‖−α,α = O(h
N
2 ).
Cette estimation combinée avec (3.17) montre que I(h) = O(h∞), ce qui achève la
démonstration .
Comme au Chapitre 2 et jusqu’à la fin du Chapitre 3, nous noterons Φ+a(x) =
Φ+a(x,
√
2λθ) et Φ−b(x) = Φ−b(x,
√
2λω). Comme cela a été anoncé à la suite de
la Proposition 1.6, pour θ = ω, une série d’intégrations par parties montre que
T±1(θ, ω, λ, h) = O(h∞). Comme au Chapitre 2, en utilisant le Lemme précédent et
en effectuant un calcul assez simple, nous obtenons donc




G0(θ, ω, λ, h) = 〈R(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉, (3.19)






















Remarquons que g−b et g+a ont un support compact inclus dans des couronnes.
Par suite, modulo des termes d’erreurs d’ordre O(h∞), nous avons établi une for-
mule de représentation de l’amplitude de diffusion, ne faisant appel à la résolvante
tronquée que pour des troncatures supportées dans des couronnes. De plus, en pre-
nant R0 suffisamment grand , nous pouvons supposer que ces couronnes sont aussi
lointaine de l’origine que nous le désirons. Dés lors, il est relativement facile de
démontrer le Théorème 3.1.
Démonstration du Théorème 3.1 En vertue des équations (3.18) et (3.20),
la démonstration consiste à établir que |G0(θ, ω, λ, h)| = O(h). Choisissons R1 >> 1
suffisamment grand pour que (3.10) soit satisfaite pour tout R2 > R1 et supposons
que R0 > R1. Alors g−b = 1{R0<|x|<30R0}g−b, g+a = 1{R0<|x|<30R0}g+a et nous
pouvons écrire
|G0(θ, ω, λ, h)| ≤ ‖g+a‖L2‖g−b1{R0<|x|<30R0}R(λ+ i0)1{R0<|x|<30R0}g−b‖‖g−b‖L2
≤ Ch−1‖g−b‖L2‖g+a‖L2 ,
où la dernière estimation provient évidemment du Théorème 3.5. Nous utilisons
alors, les formules (3.21) et (3.22) pour calculer ‖g−b‖L2 et ‖g+a‖L2 . En utilisant le
fait que ∆χb et ∇χb ont des supports compacts, il est clair que ‖g−b‖L2 = O(h) et
‖g+a‖L2 = O(h). Par suite, nous obtenons |G0(θ, ω, λ, h)| = O(h), ce qui achève la
démonstration.
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3.4 Modification du potentiel
Pour la démonstration du Théorème 3.2 (ainsi que pour celle du Théorème 3.3),
comme dans [53], nous avons besoin d’une estimation de la résolvante sur l’axe réel.
Nous commençons donc par démontrer une estimation polynômiale de la résolvante
sous certaines hypothèses.
3.4.1 Estimation de la résolvante dans le cas captif
Comme dans le Chapitre 2, nous avons besoin d’une estimation de la résolvante
en O(h−M ). La proposition suivante donne un cadre dans lequel une telle estimation
est vérifiée.
Proposition 3.2 Supposons que le potentiel V satisfait (Hol∞) ainsi que l’hypo-
thèse 5) du Théorème 3.3. Dans ces conditions, il existe ñ ∈ ∗ tel que
‖R(λ± i0)‖α,−α = O(h−ñ), α > 12 .
Démonstration. Comme dans le Chapitre 2, nous déduisons de la Proposition
2.1, qu’il suffit de montrer une telle estimation pour la résolvante tronquée. Plus
précisément, nous allons démontrer que
∀χ ∈ C∞0 ( n), ‖Rχ(λ± i0)‖ = O(h−ñ).
Sans surprise, nous allons utiliser le principe du maximum semiclassique à la fonction
F (z, h) = Rχ(z, h). Plus précisément, le Lemme suivant est une version allégée du
Lemme 2.1, qui est suffisant pour notre démonstration.
Lemme 3.2 (Tang-Zworski [59]) Soit F (., h) une famille de fonctions telles que
F(.,h) est holomorphe dans Ω(h) = [λ − 5hq+δ, λ + 5hq+δ ] + i[−hq+ n2 +2δ, hq+ 3n2 +3δ]
pour certains q, δ > 0 et supposons que F satisfait les estimations suivantes
|F (z, h)| ≤ Aexp(Ah−n2 log 1
h
) dans Ω(h), (3.23)
|F (z, h)| ≤ C|Im(z)| dans Ω(h) ∩ {Im(z) > 0}. (3.24)
Alors, il existe une constante C > 0 telle que
∀h << 1, ∀z ∈ Ω̃(h), |F (z, h| ≤ Ch−q− 3n2 −3δ, (3.25)
où Ω̃(h) = [λ− hq+δ, λ+ hq+δ] + i[−hq+ 3n2 +3δ, hq+ 3n2 +3δ].
Prenons δ > 0 et considérons q = M > 0, où M est donné par l’hypothèse 5) du
Théorème 3.3. L’estimation (3.24) est triviallement satisfaite. Pour établir (3.23),
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nous appliquons le Lemme 2.2 avec g(h) = 12h









Pour ξ ∈ Ω(h) et λj ∈ Res(P (h)), d’après l’hypothèse 5) du Théorème 3.3 nous
avons
|ξ − λj | ≥ |λ− λj| − |ξ − λ| ≥ hq − hq+δ > 12h
q = g(h)
ce qui achève la démonstration.
Nous allons maintenant donner des estimations microlocales de la résolvante. Le
lemme suivant est le pendant du Lemme 1.4 dans le cas captif. Remarquons que ce
Lemme ne nécessite pas de faire des hypothèses sur les résonances.
Lemme 3.3 Supposons que les hypothèses (V)ρ, ρ > 1 et (Hol)∞ sont vérifiées.
Alors, il existe R′1 > 0 tel que pour tout R± > R
′
1 et pour tout ω± ∈ A0,−∞0 vérifiant
supp(ω±) ⊂ Γ±(R±, d, σ±) nous avons les estimations suivantes pour α > 1 :
i) Si ρ(x) ∈ C∞( n) et supp(ρ) ⊂ {|x| ≥ R′1} alors
‖ ρ(x)R(λ± i0)ω±(x, hDx) ‖−α+δ,−α= O(h−1), ∀δ > 1.
ii) Si σ+ > σ−, alors
‖ ω−(x, hDx)∗R(λ+ i0)ω+(x, hDx) ‖−α,α= O(h∞).
iii) Si ω ∈ A0m, m ∈   et supp(ω) ⊂ {R̃1 < |x| < R̃2} avec R′1 < R̃1 et R̃2 < R±,
alors
‖ ω(x, hDx)∗R(λ± i0)ω±(x, hDx) ‖−α,α= O(h∞).
Remarque 3.3 Par passage à l’adjoint, nous déduisons immédiatement du ii) que
sous les mêmes hypothèses, nous avons
‖ ω+(x, hDx)∗R(λ− i0)ω−(x, hDx) ‖−α,α= O(h∞).
La démonstration du Lemme 3.3, basée sur l’estimation de la résolvante dans des
couronnes, est très proche de la preuve de la Proposition 3.1 et nous la laissons au
lecteur.
3.4.2 Démonstration du Théorème 3.2
Nous commençons par donner une formule de représentation pour T̃ (λ, h), où de
manière évidente T̃ est défini par S̃(λ, h) = Id− 2iπT̃ (λ, h). D’après la Proposition
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1.6, nous savons qu’il existe des phases Φ̃±a(x, ξ), Φ̃±b(x, ξ) et des symboles ã±, b̃±
tels que
T̃ (λ, h) = T̃1(λ, h) − T̃2(λ, h)
avec






T̃2(λ, h) = F0(λ, h)(K∗+ã(h) +K
∗
−ã(h))R̃(λ+ i0, h)(K+b̃(h) +K−b̃(h))F
∗
0 (λ, h).
Par ailleurs, en prenant R0 assez grand, la démonstration de Isozaki et Kitada [28],
montre clairement que les phases Φ̃±a, Φ̃±b et les symboles ã±, b̃± dépendent seule-
ment des valeurs du potentiel Ṽ en dehors d’un compact choisi aussi grand que
nous le désirons. Comme V = Ṽ dans  n \ F , nous pouvons prendre Φ̃±a = Φ±a,
Φ̃±b = Φ±b ã± = a± et b̃± = b±. D’autre part, un argument identique à celui em-
ployé pour négliger la contribution de T1, montre que le noyau de T̃1(λ, h) satisfait
T̃1(θ, ω, λ, h) = O(h∞) pour tous θ = ω. Enfin, nous pouvons réaliser exactement
la même localisation pour T̃2 que celle que nous avons effectuée pour T2 dans la
Proposition 3.1. De cette manière, nous obtenons




G̃0(θ, ω, λ, h) = 〈R̃(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉, (3.27)
où g−b et g+a sont données par les formules (3.21) et (3.22).
Donnons nous, à présent χ1, χ2 ∈ C∞0 ( n) tels que 1F ≺ χ1 ≺ χ2 ≺ 1 n\Wext ,
c’est à dire χ1(x) = 1 pour x ∈ F , χ2(x) = 1 pour x ∈ supp(χ1) et χ2(x) = 0 pour
x ∈Wext. Avec cette construction, nous avons
P̃ (h)(1 − χ1) = (−h2∆ + Ṽ )(1 − χ1) = (−h2∆ + V )(1 − χ1) = P (h)(1 − χ1)
et en travaillant comme dans la section précédente, nous obtenons
R̃(λ+ i0)(1 − χ2) = (1 − χ1)R(λ+ i0)(1 − χ2)
+ R̃(λ+ i0)[P0(h), χ1]R(λ+ i0)(1 − χ2).
(3.28)
Cette identité combinée avec (3.18) et (3.26) donne
f̃(θ,ω, λ, h) − f(θ, ω, λ, h) =
c1(λ, h)〈R(λ + i0)[P̃ (h), χ1]R̃(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉.
(3.29)
Rappelons que supp(g−b) ⊂ {10R0 < |x| < 10R0 + 1} où R0 peut être choisi aussi
grand qu’il le faut. En particulier, nous pouvons supposer que  n \Wext ⊂ {|x| < R0}
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et prendre ψ1 ∈ C∞0 ({|x| < 5R0}) telle que ψ1 = 1 sur {|x| < 4R0}. De la sorte,
nous obtenons facilement
f̃(θ, ω, λ, h) − f(θ, ω, λ, h) =
c1(λ, h)〈R(λ + i0)ψ1[P0(h), χ1]R̃(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉.
Dans l’égalité ci-dessus, nous avons utilisé le faite que V et χ1 commutent, de sorte
que [P̃ (h), χ1] = [P (h), χ1] = [P0(h), χ1]. Notons Ṽ0 = R̃(λ + i0)g−beih−1Φ−b et
remarquons, que du fait de l’hypothèse iii), Ṽ0 appartient à l’ensemble des distri-
butions D′sc( n) tempérées pour le paramètre h, qui a été défini au Chapitre 1. En
effet, nous pouvons appliquer les résultats de la section précédente à Ṽ (x) et nous
obtenons ‖R̃(λ+ i0)‖α,−α = O(h−M ). La notion de front d’onde semiclassique WF sc
introduite au Chapitre 1, va nous permettre de contrôler Ṽ0. Insistons sur le fait que
si nous n’avions pas fait d’hypothèse sur les résonances de P̃ (h), alors Ṽ0 ne serait
pas nécessairement dans D′sc( n) et nous ne pourrions pas utiliser la notion de front
d’onde semiclassique. Ceci étant dit, nous pouvons reprendre la démonstration. Par
définition, nous avons
(P̃ (h) − λ)Ṽ0 = g−beih−1Φ−b .
En appliquant la Proposition 1.5, nous en déduisons que
WF sc(Ṽ0) ⊂WF sc(g−b) ∪Charsc(P̃ (h) − λ)
et à nouveau, en vertue de la Proposition 1.5, nous obtenons
WF sc(Ṽ0) ⊂ T ∗(supp(g−b)) ∪ Charsc(P̃ (h) − λ).
Par construction, nous savons que supp(g−b) ⊂ {4R0 < |x| < 5R0} et Charsc(P̃ (h)) ⊂
T ∗(Wext ∪ F ). Par suite,
WF sc(Ṽ0) ⊂ T ∗(W ext ∪ F ).
De plus, par construction, [P0(h), χ1]) est un opérateur différentiel dont les coeffi-
cients sont supportés dans  n \ (W ext ∪F ). Or, par hypothèse  n \ (W ext ∪F ) = ∅,
de sorte qu’il existe ψ ∈ C∞( n) telle que [P0(h), χ1] = ψ[P0(h), χ1] et supp(ψ) ∩
(W ext ∪ F ) = ∅. Nous déduisons maintenant du ii) de la Proposition 1.4 que
WF sc([P0(h), χ1]Ṽ0) = ∅
et avec le i) de la Proposition 1.4 nous obtenons
‖[P0(h), χ1]R̃(λ+ i0)g−beih−1Φ−b‖ = O(h∞). (3.30)
D’autre part, en combinant l’hypothèse iii) et la Proposition 3.2 nous obtenons
‖g+aR(λ+ i0)ψ1‖ = O(h−M ). (3.31)
En réunissant les équations (3.29), (3.30) et (3.31) nous parvenons enfin à
f(θ, ω, λ, h) − f̃(θ, ω, λ, h) = O(h∞),
ce qui achève la démonstration.
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3.5 Asymptotique à énergie fixée
3.5.1 Localisation en temps courts
Partons de la formule (3.18) ; nous voudrions remplacer R(λ+i0) par l’expression
suivante.





−1tP (h)dt + eih
−1TλR(λ+ i0)e−ih
−1TP (h). (3.32)
Comme précédemment, notre but est de montrer que pour T > 0 assez grand, nous
avons
〈R(λ+ i0)e−ih−1TP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉 = O(hN ). (3.33)
Comme dans le Chapitre 2 et dans [53], la démonstration repose sur le Lemme d’Ego-
rov et nous avons besoin d’étudier le flot Hamiltonien Φt(x, ξ) = (q(t, x, ξ), p(t, x, ξ))
associé à σP (x, ξ) = 12 |ξ|2+V (x). Cette analyse est essentiellement la même que celle
du Chapitre 2 et nous ne faisons qu’en rappeler les étapes principales. Rappelons
que nous avons défini au Chapitre 1
Σλ,0 = {(x, ξ) ∈  n ×  n ; 12 |ξ|
2 + V (x) = λ}
et pour toute partie W de Sn−1,
Σλ,0(W ) = {(x, ξ) ∈ Σλ,0; ξ|ξ| ∈W}.
Lemme 3.4 Soient d > 1, σ ≥ 0 et λ ∈]d−22 , d
2
2 [. Alors, il existe R0 > 0 tel que
∀R > R0, ∀(x, η) ∈ Γ+(R, d, σ) ∩ Σλ,0, ∀t > 0, Φt(x, η) ∈ Γ+(R, d, 0).
Lemme 3.5 Soit λ ∈]d−22 , d
2
2 [ et supposons que (Hω,λ) est vérifiée. Alors, il existe
R0 > 0 assez grand, ainsi qu’un voisinage W de ω, tels que pour tout R > 0 il existe
T0(R) > 0 satisfaisant
∀(x, ξ) ∈ Σλ,0(W ), 5R0 < |x| < 6R0 =⇒ ∀t > T0(R), Φt(x, ξ) ∈ Γ+(R, d, 0).
Les démonstrations de ces deux lemmes sont identiques respectivement à celle du
Lemme 1.7 et à celle du Lemme 1.10, les problèmes associés au contrôle en λ en
moins. En utilisant les Lemmes 3.5, 1.3 et 1.1, nous sommes en mesure de démontrer
le résultat suivant.
Proposition 3.3 Il existe T0 > 0 tel que ∀T > T0, nous avons




−1tλF (t, θ, ω, h)dt +O(hN )
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avec F (t, θ, ω, h) = 〈e−ith−1P (h)g−beih−1Φ−b , g+aeih−1Φ+a〉.
Démonstration. Introduisons un symbole ω ∈ C∞0 ( n ×  n) tel que ω = 1 sur
U = Σλ,0(W )∩ (C(R0)× n) et ω = 0 dans le complémentaire d’un voisinage ouvert
V de U . En posant ωb = χbω, nous avons
〈R(λ+ i0)g−beih−1Φ−b , g+aeih−1Φ+a〉 = 〈R(λ+ i0)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
+ 〈R(λ+ i0)(1 − ωb)(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I(h) + J(h).
De plus, il est clair que
(1 − ωb)(x, hDx)g−beih−1Φ−b =
∑
|α|≤M
h|α|(1 − ωb)(α)(x,∇xΦ−b)gα(x) + hMRM (x)
avec supp(gα) ⊂ supp(g−b), and |RM (x)| ≤ C < x >−M uniformément par rapport
à h. Par définition de Φ−b et en particulier d’après la propriété (ϕ2) (cf. Chap. 1,
Sect. 1.2.2), nous pouvons supposer que ∀|x| ≥ R0, ∇xΦ−b|∇xΦ−b| ∈ W et nous obtenons
∀x ∈ C(R0), (x,∇xΦ−b) ∈ U . D’autre part, supp(g−b) ⊂ C(R0) et par conséquent
∀α ∈ n , gα(x)(1 − ω)(α)(x,∇xΦ−b) = 0.
de plus, pour M > 0 suffisamment grand, nous avons ‖ RM ‖L2α= O(1). Cette
estimation combinée à la Proposition 3.2 conduit à
|J(h)| = |〈R(λ+ i0)(1 − ωb)(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉|
= hM |〈R(λ+ i0)RM , g+aeih−1Φ+a〉|
≤ hM‖RM‖L2α‖g+a‖L2α‖R(λ+ i0)‖α,−α ≤ ChM−ñ.
Comme nous pouvons prendre M aussi grand que nous le désirons, nous obtenons





−1tλ〈e−ih−1tP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉dt
+ 〈e−ih−1TλR(λ+ i0)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I1(T, h) + I2(T, h).
Compte tenu du fait que |(1 − ωb)(x, hDx)(g−beih−1Φ−b)| ≤ CMhM < x >−M quel





−1tλ〈e−ih−1tP (h)g−beih−1Φ−b , g+aeih−1Φ+a〉dt +O(h∞),
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1 dans Γ+(R, d, 0),
0 dans Γ+(R, d,−σ)c
et décomposons I2 de la manière suivante :
I2(T, h) =
〈e−ih−1TλR(λ+ i0)β(x, hDx)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
+ 〈e−ih−1TλR(λ+ i0)(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)g−beih−1Φ−b , g+aeih−1Φ+a〉
= I+2(T, h) + I−2(T, h).
Nous commençons par contrôler I+2(T, h) sans faire appel à la proposition 3.2.
En choisissant R ≥ 20R0 + 1 > max(ρ0, R1), où ρ0 est donné par le Lemme 3.1, R1
par la Proposition 3.5 et en tenant compte du Lemme 3.3 nous obtenons
‖ χaR(λ+ i0)β(x, hDx) ‖−α,α= O(h∞).
De plus, nous déduisons du Lemme 1.3 que
‖ e−ih−1TP (h)ωb(x, hDx)(g−beih−1Φ−b) ‖L2α= O(1).
Il suit donc,
|I+2(T, h)| ≤‖ χaR(λ+ i0)β(x, hDx) ‖−α,α ×
× ‖e−ih−1TP (h)ωb(x, hDx)(g−beih−1Φ−b)‖L2α × ‖g+aeih
−1Φ+a‖L2α
≤ CNhN , ∀N.
Il reste à estimer I−2(λ, T, h). Rappelons que nous avons l’estimation
‖ R(λ+ i0)‖α,−α = O(h−ñ).
De plus,
|I−2(λ)| ≤ ‖R(λ+ i0)‖α,−α‖g+a‖L2α‖(1 − β)(x, hDx)e−ih
−1TP (h)ωb(x, hDx)‖−α,α×
× ‖g−b‖L2−α
≤ C‖(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)‖−α,α ‖ R(λ+ i0)‖α,−α
≤ Ch−ñ‖(1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx)‖−α,α
et il suffit de montrer que
‖ (1 − β)(x, hDx)e−ih−1TP (h)ωb(x, hDx) ‖−α,α= O(h∞). (3.34)
Par construction de ω et d’après le Lemme 3.5 nous savons qu’il existe T0 > 0 tel
que
∀T > T0, ∀(x, ξ) ∈ supp(ωb), ΦT (x, ξ) ∈ Γ+(R, d, 0).
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Donc
∀T > T0, ∀(x, ξ) ∈ supp(ωb), β(ΦT (x, ξ)) = 1,
et pour tout T > T0, le Lemme 1.1 implique (3.34).
De la même manière qu’au Chapitre 2, nous déduisons des formules (3.32), (3.19)
et de la Proposition 3.3 que G0 s’écrit sous la forme suivante




−1tλF (t, θ, ω, h)dt +O(h∞), (3.35)
où F (t, θ, ω, h) est définie dans la Proposition 3.3.
3.5.2 Seconde localisation
Dans cette partie, nous reprenons exactement la construction de [53]. Nous ne
détaillons donc pas les démonstrations des résultats que nous énonçons. Introduisons
Zj = {z ∈ Λω : |z − zj| < ε}, 1 ≤ j ≤ l,
pour ε > 0 assez petit et posons
Yj = {y ∈ supp(g−b) : y = q∞(s, zj), s < 0}.
Pour R0 assez grand, nous pouvons trouver S1 > S0 >> 1 tels que
Yj ⊂ Π−j = {y : y = q∞(s, z), −S1 < s < −S0, z ∈ Zj}.
Soit π−june fonction appartenant à C∞0 (Π−j) telle que 0 ≤ π−j ≤ 1 et π−j = 1
sur Yj. Dans [53], en utilisant la théorie de Hamilton-Jacobi et le Lemme 1.1, il est
démontré que






−1tλF−j(t, θ, ω, h)dt +O(h∞)
avec
F−j(t, θ, ω, h) = 〈eih−1tP (h)π−jg−beih−1Φ−b , g+aeih−1Φ+a〉.
De la même manière, nous définissons
Xj = {x ∈ supp(g+a) : x = q(t, y,∇xΦ−b(y)), y ∈ Yj, t > 0}
et il existe T0 > T1 >> 1 tels que
Xj ⊂ Π+j = {x : x = q(t, y,∇xΦ−b(y)), y ∈ Π−j, T1 < t < T0}.
Par suite, nous pouvons construire π+j ∈ C∞0 (Π+j), telle que 0 ≤ π+j ≤ 1 et π+j = 1
sur Xj . En répétant les arguments précédents, nous obtenons






−1tλFj(t, θ, ω, h)dt +O(h∞) (3.36)
avec
Fj(t, θ, ω, h) = 〈eih−1tP (h)π−jg−beih−1Φ−b , π+jg+aeih−1Φ+a〉. (3.37)
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3.5.3 Approximation du groupe unitaire et méthode de la phase
stationnaire
Dans cette partie, nous rappelons sans changement, la démonstration donnée
dans [53], en donnant uniquement les étapes majeures. En premier lieu, nous construi-
sons une approximation de
ψj(t, x, h) = eih
−1tP (h)π−jg−beih
−1Φ−b , x ∈ Π+j, T1 < t < T0.
Le lemme suivant est central dans cette construction, ainsi que dans l’application
finale de la méthode de la phase stationnaire
Lemme 3.6 Quel que soit y ∈ Π−j , le point x = q(t, y,∇xΦ−b(y)) ∈ Π+j est non
focal, c’est à dire
D(t, y) = det(
∂
∂y
q(t, y,∇xΦ−b(y))) = 0, T1 < t < T0.
Du Lemme 3.6, nous déduisons la formule de représentation approchée suivante pour
ψj(t, x, h), T1 < t < T0, x ∈ Π+j ( cf. [40], sect. 12) :
ψj(t, x, λ, h) = eih
−1Sj(t,y)−iµj π2 |D(t, y)|− 12 ihπ−j(y)g0b(y) +O(h), (3.38)
pour x = q(t, y,∇xΦ−b(y)), y ∈ Π−j . Ici, Sj est l’action le long des trajectoires
joignant les points x et y, c’est à dire






|p(τ, y,∇xΦ−b)|2 − V (q(τ, y,∇xΦ−b))
)
dτ, (3.39)
µj ∈  est l’indice de Maslov de cette trajectoire et g0a, g0b ∈ C∞0 dépendent de g+a
et g−b. Nous insérons (3.38) dans (3.37) de sorte qu’après le changement de variable
x = q(t, y,∇xΦ−b) → y dans (3.36), nous obtenons



















Mj(t, y) = π−j(y)g0b(y)π+j(q(t, y,∇xΦ−b)g0a(q(t, y,∇xΦ−b)).
Ainsi, la démonstration du Théorème 3.3 se réduit à l’étude du comportement
asymptotique de l’intégrale








−1φj(t,y)−iµj π2Mj(t, y)|D(t, y)|
1
2dydt, 1 ≤ j ≤ l.
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La direction θ étant régulière pour ω, nous pouvons effectuer le changement de
variable
(z, s) ∈ Zj×] − S1,−S0[−→ y = q∞(s, z) ∈ Π−j.
Nous obtenons







Ij(t, s, θ, ω, h)dsdt,
avec




−1Φj(t,s,z)fj(t, s, z)|D∞(t+ s, z)| 12 |D∞(s, z)| 12dz,
Φj(t, s, z) = Sj(t, q∞(s, z)) − Φ+a(q∞(t+ s, z),
√
2λθ),
fj(t, s, z) = π−j(q∞(s, z))g0b(q∞(s, z))π+j(q∞(t+ s, z))g0a(q∞(t+ s, z)).
Nous allons maintenant appliquer la méthode de la phase stationnaire à l’intégrale Ij.
comme dans [53], pour (t, s) fixé, le seul point stationnaire de la phase Φj(t, s, z) est
zj . Nous renvoyons au Théorème 7.7.6 de [25] pour un énoncé et une démonstration
précis de la méthode de la phases stationnaire dépendant d’un paramètre. Nous
appliquons ce théorème à chaque zj et nous utilisons le Lemme suivant.




)(zj) = n− 1,
2) |det(∂2Φj
∂z2
)(zj)| = (2λ)n−22 σ̂(zj)D∞(t+ s, zj)E0(t, s),
où E0(t, s) = exp
(∫ ∞
t+s





Finalement, nous obtenons comme dans [53]












Cette égalité, combinée avec (3.18) et (3.36) complète la démonstration du Théorème
3.3.
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Chapitre 4
Estimation du résidu de
l’amplitude de diffusion
4.1 Introduction
Dans ce chapitre, nous étudions les résidus de l’amplitude de diffusion dans le cas
où il peut y avoir des résonances exponentiellement près de l’axe réel. Au chapitre
précédent, nous avons mentionné les travaux de Lahmar-Benbernou-Martinez [35].
Dans cet article, les auteurs démontrent dans un cadre trés particulier qu’il peut
y avoir compensation entre le résidu de la matrice de diffusion et le pôle qui lui
est associé. Plus récemment, ce phénomène a été étudié par Stefanov [58], dans le
cas de perturbations à support compact du Laplacien. Dans cet article, Stefanov
considère le cas où z0(h) est une résonance simple et isolée de P (h), qui vérifie
|Imz0(h)| ≤ Ch 3n+52 . Dans ces conditions, pour (ω, θ) ∈ Sn−1 × Sn−1 et z proche
de z0(h), nous pouvons écrire l’amplitude de diffusion f(θ, ω, z, h) sous la forme
f(θ, ω, z, h) =
f res(θ, ω, h)
z − z0(h) + f
hol(θ, ω, z, h), (4.1)
où fhol(θ, ω, z, h) est holomorphe près de z0(h). Sous des hypothèses génériques,
Stefanov a montré que
|f res(θ, ω, h)| ≤ Ch−n−12 |Imz0(h)| et |fhol(θ, ω, z, h)| ≤ Ch−
n−1
2 ,
pour z proche de z0(h). Dans ce chapitre, nous allons montrer que ces estimations
restent vraies dans le cas de perturbations de courte portée.
Nous allons maintenant, énoncer nos résultats plus précisément. Nous avons vu
dans les précédents chapitres que l’amplitude de diffusion possédait une formule
explicite donnée par la Proposition 1.6. En partant de cette formule, Gérard et
Martinez [19], ont prolongé l’amplitude de diffusion à un voisinage conique de l’axe
réel pour des perturbations de longue-portée. Comme conséquence immédiate de
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leur construction, nous avons le Théorème suivant (cf. [19] Théorème 1.1) dont nous
rappellerons les étapes de démonstration.
Théorème 4.1 Supposons que les hypothèses (V)ρ, ρ > 1 et (Hol)∞ sont satis-
faites et fixons ω et θ dans Sn−1 avec θ = ω. Alors, pour ε > assez petit et d2














pour tout h ∈]0, 1].
Nous verrons par la suite comment la construction de Gérard et Martinez permet
d’obtenir des estimations en fonction du paramètre h, de l’amplitude de diffusion
dans ce voisinage.
Avant d’énoncer le résultat principal de ce chapitre, nous devons préciser la
notion de résonance simple de P (h). Sous l’hypothèse (Hol)∞, nous avons défini
les résonances de P (h) par complex scaling (cf. Définition 1.5). Par ailleurs, en se
restreignant au voisinage Λd2,ε, les résonances définies de cette manières cöıncident
avec les pôles de l’amplitude de diffusion et les multiplicités de ces pôles sont les
mêmes. Par suite, nous dirons qu’une résonance est simple, si c’est un pôle simple de
l’amplitude de diffusion. Il suit que si z0(h) est une résonance simple, au voisinage
de z0(h), nous pouvons écrire f(θ, ω, λ, h) sous la forme (4.1).
Théorème 4.2 Supposons que le potentiel V satisfait les hypothèses (V)ρ avec ρ >
1 et (Hol)∞. Fixons 0 < E1 < E2 et soit z0(h) une résonance simple de P (h) telle
que 0 < −Imz0(h) < h 3n+52 , E1 ≤ Rez0(h) ≤ E2. Nous supposons aussi que z0(h)
est la seule résonance dans l’ensemble
Ω(h) =
{
z ∈  ; |Rez −Rez0(h)| ≤ h−
3n+4
2 |Imz0(h)|,
0 ≤ −Imz ≤ h−n−2|Imz0(h)|
}
.
Soient (θ, ω) ∈ Sn−1 × Sn−1 avec θ = ω. Alors, il existe C > 0 et h0 > 0 tels que
pour tout 0 < h < h0, nous avons
|f res(θ, ω, h)| ≤ Ch−n−12 |Imz0(h)| et |fhol(θ, ω, z, h)| ≤ Ch−
n−1




z ∈  ; |Rez −Rez0(h)| ≤ 320h
− 3n+4
2 |Imz0(h)|,










Mentionnons deux différences entre ce résultat et le Théorème 1 de [58]. Tout
d’abord, notre théorème porte sur des potentiels de courte portée et constitue en
cela une amélioration du résultat de Stefanov. La second différence concerne les di-
rections ω et θ. Dans [58], ces directions peuvent être égales, tandis que dans la
démonstration de notre théorème ainsi que dans celle du Théorème 4.1, nous avons
besoin de supposer ω = θ. Comme cela est expliqué dans [19], cette hypothèse est
nécessaire pour démontrer que l’amplitude de diffusion se prolonge comme fonction
de la variable λ, les directions θ et ω étant fixées et différentes.
Nous allons maintenant rappeler comment Gérard et Martinez [19] établissent le
Théorème 4.1. Nous montrerons aussi quelles estimations nous pouvons déduire de
la forme explicite de leur prolongement.
4.2 Prolongement méromorphe de l’amplitude de diffu-
sion
Le point de départ de l’analyse de Gérard et Martinez est la formule de Isozaki-
Kitada. Plus précisément, la première étape consiste à prolonger analytiquement, les
symboles construits par Isozaki et Kitada, à un voisinage conique de  2n dans  2n .
Pour R > 0 assez grand, d > 0, ε > 0 et σ ∈]0, 1[, nous considérerons des ouverts de
 2n de la forme suivante :
Γ±(R, d, ε, σ) =
{
(x, ξ) ∈  2n ; |Rex| > R, d−1 < |Re ξ| < d,
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Remarquons que ces ouverts peuvent s’écrire plus simplement à l’aide des ensembles
Γ±(R, d, σ) introduits au Chapitre 1. En effet, nous avons
Γ±(R, d, ε, σ) =
{
(x, ξ) ∈  2n ; (Rex,Re ξ) ∈Γ±(R, d, σ),
|Imx| ≤ ε〈Rex〉, |Im ξ| ≤ ε〈Re ξ〉
}
.
En utilisant les Propositions 2.1 et 3.1 de [19], il est facile de montrer que les phases
Φ±a, Φ±b ainsi que les symboles a± et b± peuvent être construits de sorte que les
propositions suivantes soient vérifiées.
Proposition 4.1 Pour tout ε > 0, il existe R0 > 0 tel que les fonctions phases
Φ±a (respect. Φ±b) ont un prolongement holomorphe à Γ±(R0, d0, ε, τ±0 ) (respect.
Γ±(R0, d0, ε, σ±0 )) et satisfont
(∇xΦ±(x, ξ))2 + V (x) = ξ2,
Φ±(x, ξ) − 〈x, ξ〉 = O
(
(〈x〉 + 〈ξ〉)1−ρ〈ξ〉−1)
uniformément dans Γ±(R0, d0, ε, τ±0 ) (respect. Γ
±(R0, d0, ε, σ±0 )).
Proposition 4.2 Pour R0 > 0 suffisamment grand et ε > 0 assez petit, il existe
α > 0 tel que le symbole a± possède un prolongement C∞ à Γ±(3R0, d1, ε, τ±1 ) qui est
holomorphe dans Γ±(4R0, d2, ε, τ±2 ). De plus, a±(x, ξ, h)est borné uniformément par
rapport à h ∈]0, 1], (x, ξ) ∈ Γ±(3R0, d1, ε, τ±1 ) et nous avons les estimations suivantes
a±(x, ξ, h) = 1 + O(〈x〉−ρ),
k±a(x, ξ, h) = O(e−α〈x〉〈ξ〉/h)
(4.3)
uniformément par rapport à h ∈]0, 1] et (x, ξ) ∈ Γ±(4R0, d2, ε, τ±2 ). De manière
identique, les résultats précédents sont vrais pour le symbole b± et les domaines
Γ±(5R0, d3, ε, σ±1 ), Γ
±(6R0, d4, ε, σ±2 ) respectivement.
Avant toute chose, remarquons que dans la proposition précédente, k±a et k±b sont
définis comme au Chapitre 1 par
k±a(x, ξ, h) = e−ih




k±b(x, ξ, h) = e−ih




pour (x, ξ) appartenant respectivement à Γ±(3R0, d1, ε, τ±1 ) et Γ
±(5R0, d3, ε, σ±1 ).
Nous allons tirer profit de ces deux propositions pour prolonger l’amplitude de dif-
fusion. La démonstration que nous allons donner est essentiellement celle de [19].
Etant donné que nous avons besoin de contrôler les estimations par rapport à h,
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nous reprenons les arguments en détails. D’après la Proposition 1.6, nous pouvons
écrire l’amplitude de diffusion sous la forme
S(λ, h) = c(λ, h) (T1(λ, h) − T2(λ, h)) ,
où T1 et T2 sont définis respectivement par (1.29) et (1.30) avec des phases Φ±a,
Φ±b et des symboles a±, b±, k±a, k±b vérifiant les Propositions 4.1 et 4.2. De plus,
pour λ > 0, leurs noyaux T1(θ, ω, λ, h) et T2(θ, ω, λ, h) s’écrivent sous la forme






−1)(θ, ω, λ, h),






−2)(θ, ω, λ, h),
où T±±1(θ, ω, λ, h) est défini par (1.31) et T
±
±2(θ, ω, λ, h) est défini par (1.32). Pour le




























Après avoir choisi la détermination du logarithme définie sur  \]−∞, 0], la fonction
c0(λ, h) est analytique par rapport à λ dans le demi-plan {Reλ > 0}. Par conséquent,
pour prolonger f(θ, ω, λ, h), il suffit de prolonger T±±1 et T
±
±2. Comme cela peut être
vu dans les formules ci dessus, nous pouvons raisonnablement espérer prolonger T±±1
analytiquement, en utilisant les prolongements analytiques des symboles qui entrent
en jeu. Par contre, pour prolonger T2, il semble essentiel de prolonger d’abord la
résolvante à des énergies complexes. Les symboles k±b et k±a n’étant pas à support
compact, il n’y a pas de prolongement méromorphe immédiat de la fonction k±aR(λ+
i0)k±beih
−1Φ± . Pour cette raison, nous sommes obligés de modifier la résolvante avant
de la prolonger.
Plus précisément, nous allons utiliser les opérateurs dilatés Pµ(h) définis au Cha-
pitre 1 par (1.35). D’après la Définition 1.5, la résolvante (Pµ − λ)−1 a un prolonge-
ment méromorphe à {λ; |Imλ| ≤ tan(µ)|Reλ|} dont les pôles sont exactement les
résonances de P (h). De plus, en utilisant l’estimation (4.3) pour k+a et son homo-
logue pour k±b ainsi que les propriétés de la phase Φ±, il est facile de montrer qu’il






2λω)) = O(e−ε1〈x〉/h) (4.4)
uniformément par rapport à |x| ≥ 6R0, ω ∈ Sn−1, h ∈]0, 1] et |Imλ| ≤ tan(µ)|Reλ|.
De même, si nous notons U−µ l’opérateur associé à la déformation conjuguée fµ,







2λθ)) = O(e−ε2〈x〉/h), (4.5)
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où ε2 est une constante strictement positive. Par ailleurs, nous avons














pour λ > 0, où Rµ(λ, h) = (Pµ(h) − λ)−1 est la résolvante de l’opérateur modifié.
Par définition des résonances, pour µ > 0 fixé, nous savons que Rµ(λ, h) : L2(Γµ) →
L2(Γµ) est analytique dans la région {0 < Imλ < tan(µ)Reλ}, méromorphe dans le
secteur e−i[0,µ]]0,+∞[ et que les pôles de Rµ sont exactement les résonances de P (h).
Par suite, l’expression (4.6) garde un sens pour des énergies λ telles que |Imλ| ≤
tan(µ)|Reλ|. Ceci définit un prolongement méromorphe de T2(θ, ω, λ, h) à {λ ∈
 ; |Imλ| < tan(µ)|Reλ|} dont les pôles sont exactement les résonances de P (h).
L’étape suivante consiste à prolonger T1 (c’est à dire les T±±1) et c’est paradoxa-
lement la partie la plus technique. C’est pour effectuer ce prolongement, que nous
sommes obligés de faire des hypothèses sur θ et ω. A partir de maintenant et jusqu’à
la fin de ce chapitre les directions ω et θ sont fixées dans Sn−1 et nous supposerons
que ω = θ. De plus, dans la construction de Gérard-Martinez, nous pouvons choisir
les paramètres σ±2 suffisamment proches de 1 et δ > 0 assez petit pour que l’inégalité
suivante soit vérifiée.
∀y ∈  n , cos(y, ω) ≥ σ−2 − δ =⇒
〈y, ω − θ〉
|y| ≥ 2α > 0. (4.7)
Nous utiliserons cette propriété à la fin de la démonstration,mais pour le moment,
nous rappelons simplement que pour λ > 0, T±±1(θ, ω, λ, h) est donné par











où r(x, λ) = r±b±a(x, λ) = O(〈x〉1−ρ〈
√
λ〉1−ρ). En suivant la démonstration de [19],
nous décomposons T±±1(θ, ω, λ, h) en la somme de deux termes
T±±1(θ, ω, λ, h) = f1(θ, ω, λ, h) + f2(θ, ω, λ, h),
où f1 est défini par













D’après les Propositions 4.1 et 4.2, il est évident que les fonctions
(r, ρ) → k±b(rx, ρω)a±(rx, ρθ)
sont holomorphes par rapport à r ∈ {|r| ≥ 5R0} ∩ {|Im r| ≤ ε〈Re r〉} et ρ ∈ {d−12 ≤
|ρ| ≤ d2} ∩ {|Imρ| ≤ ε〈Reρ〉}. Par suite, f1 a un prolongement holomorphe à
l’ensemble
Λd2,ε = {λ ∈  ; |Imλ| ≤ ε〈Reλ〉,
d−22
2
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De plus, pour λ ∈ Λd2,ε, nous avons d2√2λ ≥ 1 et nous pouvons écrire f2 = f3 + f4
avec













Après changement de variable, nous obtenons




















Comme dans le cas de f1, étant donné que l’intégration a lieu sur un compact, cette
expression a un prolongement holomorphe au domaine Λd2,ε et il reste à examiner


















Dans ce but, donnons nous σ±3 tels que 0 < σ
−
2 − δ < σ−3 < σ−2 < σ+2 < σ+3 < 1, où
δ est donné par (4.7). Nous introduisons une fonction de troncature χω telle que
suppχω ⊂ {|y| ≥ 7R0d2, cos(y, ω) ∈ [σ−3 , σ+3 ]}
et
χω = 1 on {|y| ≥ 8R0d2, cos(y, ω) ∈ [σ−2 , σ+2 ]}.
Nous définissons aussi














et nous décomposons f4 en f4 = f5 + f6, avec




(1 − χω)(y)eih−1〈ω−θ,y〉u(y, λ, θ, ω, h)dy (4.11)
et





−1〈ω−θ,y〉u(y, λ, θ, ω, h)dy. (4.12)
En utilisant le fait que k±b(x, ξ) = O(e−ε2〈x〉/h) pour cos(Rex,Re ξ) /∈ [σ−2 , σ+2 ], nous
vérifions facilement que pour ε3, ε > 0 assez petits, λ ∈ Λd2,ε et y ∈ supp(1 − χω),
nous avons k±b( y√2λ ,
√
2λω) = O(e−ε3〈y〉/h). De plus, nous déduisons immédiatement
de cette inégalité que f5 se prolonge holomorphiquement à Λd2,ε et que nous avons
l’estimation
∀λ ∈ Λd2,ε, |f5(θ, ω, λ, h)| ≤ Ch−n−1. (4.13)
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Le prolongement de f6 s’effectue à l’aide d’un changement de contour d’intégration
dans la formule (4.12). Soit χ0 une fonction de classe C∞ telle que suppχ0 ⊂ {|y| ≥
9R0d2} et χ0 = 1 sur {|y| ≥ 10R0d2}. Pour ε > 0, le nouveau chemin d’intégration
sera
Lε,χ0 = {(1 + iεχ0(|y|))y, y ∈  n}.
Nous allons démontrer maintenant que nous pouvons effectuer ce changement de che-





g6,η(θ, ω, λ, h)
avec






−1〈ω−θ,y〉χω(y)u(y, λ, θ, ω, h)dy.
Par ailleurs, pour η > 0 fixé, nous avons







−1〈ω−θ,y〉χω(y)u(y, λ, θ, ω, h)dy.
Comme y → e−ηy2 est holomorphe, nous pouvons appliquer la formule de Cauchy,
pour obtenir g6,η(θ, ω, λ, h) = lim
R→+∞
(h6,η,R + k6,η,R)(θ, ω, λ, h) avec






−1〈ω−θ,y〉χω(y)u(y, λ, θ, ω, h)dy
et









× χω(Rωy)u(Rωy, λ, θ, ω, h)dωydρ.
Nous en déduisons








et pourvu que 0 < ε < 1, nous avons lim
R→+∞
k6,η,R(θ, ω, λ, h) = 0. Par suite, nous
obtenons pour λ > 0,






−1〈ω−θ,y〉χω(y)u(y, λ, θ, ω, h)dy
puis en faisant tendre η vers 0,






−1〈ω−θ,y〉u(y, λ, θ, ω, h)dy. (4.14)
A priori, cette formule est valable pour λ > 0, ce qui achève de justifier le changement
de chemin d’intégration. De plus, en utilisant (4.7), il est clair que pour tout y ∈
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suppχω, nous avons 〈y, ω − θ〉 ≥ 2α|y|. Par suite, pour ε > 0 suffisamment petit et
y ∈ Lε,χ0, nous avons Im〈y, ω − θ〉 ≥ α|y| ce qui entrâıne∣∣∣eih−1〈y,ω−θ〉∣∣∣ ≤ e−α|y|/h.
D’autre part, un calcul immédiat montre que
|u(y, λ, θ, ω, h)| ≤ CeCh−1〈y〉1−ρ
uniformément par rapport à y ∈ Lε,χ0 et λ ∈ Λd2,ε. Comme ρ > 0, alors l’application
y → χω(y)eih−1〈ω−θ,y〉u(y, λ, θ, ω, h)
est dominée par une fonction L1 indépendante de λ. Par ailleurs, pour tout y ∈ Lε,χ0,
Λd2,ε  λ → χω(y)eih
−1〈ω−θ,y〉u(y, λ, θ, ω, h)
est une fonction holomorphe, de sorte que les conditions sont réunies pour appliquer
le Théorème d’holomorphie sous le signe intégral. Nous en déduisons que l’intégrale
du second membre de (4.14) définit une fonction holomorphe par rapport à λ ∈ Λd2,ε,
ce qui permet donc de prolonger f6 à Λd2,ε.
De cette manière, nous avons prolongé les noyaux T±±1(θ, ω, λ, h) aux domaines
Λd2,ε, pour ε > 0 assez petit. De plus, nous avons la décomposition suivante
T±±1(θ, ω, λ, h) = (f1 + f3 + f5 + f6)(θ, ω, λ, h) (4.15)
où les fj, j = 1, 3, 5, 6 sont données par (4.8), (4.9), (4.11) et (4.14) respectivement.
Ceci achève de démontrer le Théorème 4.1. Par ailleurs, ces formules permettent
d’obtenir des bornes pour T±±1 valables pour des énergies complexes.
Proposition 4.3 Soient ω et θ des directions fixes de Sn−1 avec θ = ω. Alors, il
existe ε0, h0 > 0 et C > 0 tels que pour tout 0 < ε < ε0 et λ ∈ Λd2,ε, nous avons
∀0 < h < h0, |T±±1(θ, ω, λ, h)| ≤ Ch−neCh
−1
.
Démonstration. Nous venons de démontrer que T±±1 = f1 + f3 + f5 + f6, de sorte
que nous devons estimer chaque fj. Nous commençons par traiter le cas de f1. Pour
λ ∈ Λd2,ε, nous déduisons de l’équation (4.8), que















En utilisant le fait que r±(x, λ) = O(〈x〉1−ρ〈
√
λ〉1−ρ), nous obtenons pour R0 suffi-
samment grand
∀λ ∈ Λd2,ε, |f1(θ, ω, λ, h)| ≤ Ch−neC/h. (4.17)
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Le cas de f3 est similaire puisque le domaine d’intégration est encore borné. Des
arguments identiques montrent que
∀λ ∈ Λd2,ε, |f3(θ, ω, λ, h)| ≤ Ch−neC/h. (4.18)
L’estimation de f5 a été déjà obtenue et nous utilisons la formule (4.14) pour contrô-
ler f6. Par définition de χω, il existe α > 0 tel que∣∣∣χω(y)eih−1〈y,ω−θ〉∣∣∣ ≤ e−α|y|/h.
De plus, pour R0 assez grand, |u(y, λ, θ, ω, h)| ≤ eα2 |y|/h et nous obtenons
∀λ ∈ Λd2,ε, |f6(θ, ω, λ, h)| ≤ Ch−n
∫
e−α|y|/2hdy ≤ Ch−1. (4.19)
En combinant les équations (4.17), (4.18), (4.13) et (4.19) nous obtenons le résultat
annoncé.
4.3 Estimation du résidu
Cette partie est consacrée à la démonstration du Théorème 4.2. Comme dans [58],
la démonstration est basée sur le principe du maximum semiclassique [59, 60]. Avant
de commencer la démonstration proprement dite, nous allons rappeler ce principe.
En guise de préparation à l’application de ce résultat, nous démontrerons aussi une
estimation de la résolvante modifiée.
4.3.1 Préliminaires
Nous avons déjà rappelé une forme modifiée du principe du maximum semi-
classique au Chapitre 2 et nous allons en énoncer une nouvelle à présent. L’énoncé
suivant est une conséquence immédiate du Lemme 1 de Stefanov [57].
Lemme 4.1 Pour 0 < h < 1, soient 0 < a(h) ≤ b(h). Supposons que F (z, h) est
une fonction holomorphe en la variable z définie dans un voisinage de
Ω0(h) = [a(h) − 5ω(h), b(h) + 5ω(h)] + i[−S(h)h−n−ε, 0],
où 0 < S(h) ≤ ω(h)h 3n2 +2ε, ε > 0 et ω(h) → 0 quand h→ 0. Supposons que F (z, h)
satisfait
|F (z, h)| ≤ A exp(Ah−n−1 ln(1/h)) sur Ω0(h), (4.20)
|F (z, h)| ≤ M(h) sur [a(h) − ω(h), b(h) + ω(h)] (4.21)
avec M(h) → +∞ quand h→ 0. Alors, il existe h0 > 0 tel que
|F (z, h)| ≤ 2e3M(h), ∀z ∈ Ω̃0(h) := [a(h) − ω(h), b(h) + ω(h)] + i[−S(h), 0]
pour 0 < h < h0.
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Remarquons que ce résultat n’est pas exactement le Lemme 1 de [57], puisque
dans le résultat ci-dessus, l’hypothèse |F (z, h)| ≤M(h) est faite sur l’axe réel. Néan-
moins, il est très facile de voir que la démonstration donnée dans [57] est encore
valable dans cette configuration. Nous laissons ce travail au lecteur.
Par ailleurs, avant de démontrer le Théorème 4.2, nous avons besoin de contrôler
la norme de la résolvante de l’opérateur modifiée (Pµ(h) − z)−1 près du pôle z0(h).
Ceci est l’objet du lemme suivant.
Lemme 4.2 Sous les hypothèses du Théorème 4.2, nous pouvons trouver µ0 > 0,
h0 > 0 suffisamment petits et C > 0 tels que pour tous 0 < µ < µ0, 0 < h < h0 et
z ∈ 34Ω(h) nous avons
‖z − z0(h)




où 34Ω(h) est le domaine
3
4
Ω(h) = {z ∈  ; |Rez −Rez0(h)| ≤34h
− 3n+4
2 |Imz0(h)|,




Démonstration. La démonstration repose sur les estimations établies par Tang et
Zworski dans la démonstration du Lemme 1 de [59]. Le résultat que nous utilisons
est le suivant :
‖(Pµ(h) − z)−1‖L2(Γµ),L2(Γµ) ≤ CeCh
−n log 1





où g est une fonction quelconque vérifiant 0 < g(h) << 1. Posons maintenant,
Gµ(z, h) =
z − z0(h)
z − z0(h) (Pµ(h) − z)
−1.
Comme z0(h) est une résonance simple et isolée dans Ω(h), alors Gµ(., h) est ho-
lomorphe dans Ω(h). De ce fait, en utilisant le principe du maximum, il suffit de
montrer que l’inégalité (4.22) a lieu sur le bord ∂ 34Ω(h). Dans ce but, nous posons
g(h) = e−d/h << 1 avec d > 0 bien choisi. Plus précisément, d’après le Théorème
1.2, nous pouvons choisir d > 0 de sorte que |Imz0(h)| ≥ e−d/h. Avec ce choix pour
g(h) il est facile de démontrer que toutes les résonances sont à une distance plus
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et il reste à montrer que ceci es vrai pour les autres résonances. Or, z0(h) est la seule
résonance dans Ω(h), de sorte que
∀z ∈ Res(P (h)) \ {z0(h)}, dist(z, 34Ω(h)) ≥ dist(
3
4




et ceci achève de montrer que la distance entre la frontière 34Ω(h) et l’ensemble
des résonances est supérieure à g(h). Par suite, nous pouvons appliquer l’estimation
(4.24) à tout point z du bord ∂ 34Ω(h) pour obtenir
∀z ∈ ∂ 3
4
Ω(h), ‖Gµ(z, h)‖L2(Γµ),L2(Γµ) ≤ CeCh
−n−1
ce qui achève la démonstration.
4.3.2 Démonstration du Théorème 4.2
La démonstration consiste à appliquer le Lemme 4.1 à une fonction convena-
blement choisie. Commençons par fixer 0 < E1 < E2 et ω, θ ∈ Sn−1 tels que
ω = θ. Nous supposons que z0(h) est une résonance simple de P (h), telle que
0 < −Imz0(h) < h 3n+52 , E1 ≤ Rez0(h) ≤ E2. Nous supposons aussi que z0(h)
est la seule résonance dans
Ω(h) = {z ∈  ; |Rez −Rez0(h)| ≤h−
3n+4
2 |Imz0(h)|,
0 ≤ −Imz ≤ h−n−2|Imz0(h)|}.
Posons a(h) = b(h) = Rez0(h), ω(h) = 320h
− 3n+4
2 |Imz0(h)| et S(h) = h−1|Imz0(h)|.
Alors Ω(h) peut s’écrire sous la forme
Ω(h) = [a(h) − 5ω(h), b(h) + 5ω(h)] + i[−S(h)h−n−1, 0].
De plus, 0 < S(h) ≤ ω(h)h 3n2 +2ε avec ε = 12 et en utilisant le fait que 0 <
|Imz0(h)| < h 3n+52 , il est évident que ω(h) → 0 quand h → 0. Pour z dans Ω(h),
nous posons
F (z, h) =
z − z0(h)
z − z0(h)f(θ, ω, z, h).
Comme z0(h) est la seule résonance de P (h) dans le domaine Ω(h) et que le pôle
z0(h) est simple, nous sommes assurés que F (z, h) est une fonction holomorphe en la
variable z dans Ω(h). Comme nous l’avons déjà mentionné, nous voulons appliquer
le Lemme 4.1 à la fonction F (z, h). Nous venons de vérifier que le domaine Ω(h)
satisfait les hypothèses de ce lemme, de sorte qu’il nous reste uniquement à montrer
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Démonstration de l’estimation (4.21) La démonstration repose sur la lo-
calisation spatiale que nous avons réalisée au chapitre précèdent. Commençons par
remarquer que pour λ ∈  ∗+ , nous avons∣∣∣∣λ− z0(h)λ− z0(h)
∣∣∣∣ = 1 et |F (λ, h)| = |f(θ, ω, λ, h)|.
Or, d’après le Théorème 3.1, nous savons que pour tout compact K ⊂  ∗+ ,
|f(θ, ω, λ, h)| = O(h−n−12 ),
uniformément par rapport à λ ∈ K. Par suite |F (λ, h)| = O(h−n−12 ) sur K, ce qui
termine de démontrer (4.21).
Démonstration de l’estimation (4.20) En premier lieu, choisissons h0 > 0
tel que pour tout 0 < h < h0, Ω(h) ⊂ Λd2,ε, où Λd2,ε est défini par (4.2). Jusqu’à la
fin de la démonstration, nous supposerons 0 < h < h0. Pour z ∈ Ω(h) nous avons la
décomposition
F (z, h) =
z − z0(h)
z − z0(h)T1(θ, ω, z, h) +
z − z0(h)
z − z0(h)T2(θ, ω, z, h).
Nous allons majorer successivement chaque terme du membre de droite de cette
équation. Commençons par le terme F2(z, h) =
z−z0(h)
z−z0(h)T2(θ, ω, z, h). En utilisant
(4.4), (4.5) et (4.6), il est clair que
|F2(z, h)| ≤ C ‖z − z0(h)
z − z0(h) (Pµ(h) − z)
−1‖L2(Γµ),L2(Γµ)
pour z ∈ Ω(h). Comme Ω̃(h) ⊂ 34Ω(h), nous déduisons du Lemme 4.2 que
∀z ∈ Ω̃(h), |F2(z, h)| ≤ CeCh−n−1. (4.25)
Occupons nous maintenant du terme F1(z, h) =
z−z0(h)
z−z0(h)T1(θ, ω, z, h). Pour z ∈ Ω(h),
nous avons
∣∣∣ z−z0(h)z−z0(h)
∣∣∣ ≤ 1 et nous pouvons appliquer la Proposition 4.3 pour obtenir
∀z ∈ Ω(h), |F1(z, h)| ≤ |T1(θ, ω, z, h)| ≤ Ch−neC/h ≤ CeCh−n−1
Cette estimation combinée avec (4.25) achève de démontrer (4.20).
Fin de la démonstration du Théorème. Les estimations (4.21) et (4.20)
étant satisfaites pour notre choix de F (., h),le Lemme 4.1 nous donne




z ∈  ; |Rez −Rez0(h)| ≤ 320h
− 3n+4
2 |Imz0(h)|,
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Nous écrivons ensuite,
f(θ, ω, z, h) =
f res(θ, ω, h)
z − z0(h) + f
hol(θ, ω, z, h),
où fhol(θ, ω, z, h) est holomorphe par rapport à z ∈ Ω(h). Ainsi, nous obtenons
immédiatement
f res(θ, ω, h) = 2F (z0(h), h)Imz0(h),
et
fhol(θ, ω, z, h) =
z − z0(h)
z − z0(h)F (z, h) −
f res(θ, ω, h)
z − z0(h) .
En utilisant (4.26), il vient
|f res(θ, ω, h)| ≤ Ch−n−12 |Imz0(h)|, ∀z ∈ Ω̃(h).
De plus un calcul simple fournit l’identité suivante
fhol(θ, ω, z, h) = F (z0(h), h) +
z − z0(h)
z − z0(h) (F (z, h) − F (z0(h), h)) .
Or, z−z0(h)z−z0(h) est borné sur ∂Ω̃(h) indépendemment de h ∈]0, 1]. Nous déduisons alors
de (4.26) et de la formule de Cauchy, que
|fhol(θ, ω, z, h)| ≤ Ch−n−12 , ∀z ∈ Ω̃(h)
et la démonstration du Théorème 4.2 est complète.
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[15] S. Fujiié et T. Ramond. Semiclassical behavior of the scattering phase near a
critical value of the potential. Sūrikaisekikenkyūsho Kōkyūroku, no1212, 2001,
pp. 18–31. Integral representations and twisted cohomology in the theory of
differential equations (Japanese) (Kyoto, 2001).
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pour des problèmes à deux corps à longue portée. Ann. Inst. H. Poincaré Phys.
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Ann. Henri Poincaré, 2, n4, 2001, pp. 675–711.
[48] T. Ramond. Semiclassical study of quantum scattering on the line. Comm.
Math. Phys., 177, n1, 1996, pp. 221–254.
[49] M. Reed et B. Simon. Methods of modern mathematical physics. IV. New




[50] M. Reed et B. Simon. Methods of modern mathematical physics. III. New
York, Academic Press [Harcourt Brace Jovanovich Publishers], 1979. Scattering
theory.
[51] D. Robert. Autour de l’approximation semi-classique. Boston, MA, Birkhäuser
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[56] J. Sjöstrand et M. Zworski. Complex scaling and the distribution of scattering
poles. J. Amer. Math. Soc., 4, n4, 1991, pp. 729–769.
[57] P. Stefanov. Resonance expansions and Rayleigh waves. Math. Res. Lett., 8, n
1-2, 2001, pp. 107–124.
[58] P. Stefanov. Estimates on the residue of the scattering amplitude. Preprint
Purdue University, 2002.
[59] S-H. Tang et M. Zworski. From quasimodes to reasonances. Math. Res. Lett.,
5, n3, 1998, pp. 261–272.
[60] S-H. Tang et M. Zworski. Resonance expansions of scattered waves. Comm.
Pure Appl. Math., 53, n10, 2000, pp. 1305–1334.
[61] M. E. Taylor. Pseudodifferential operators. Princeton, N.J., Princeton Univer-
sity Press, 1981.
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In this thesis, we study the scattering amplitude associated to the semi-classical
Schrödinger operator, for short-range perturbations. In particular, we want to des-
cribe the behavior of the scattering amplitude when the semi-classical parameter
h goes to 0. This problem is closely related with the nature of the trajectories of
the Hamiltonian associated to our operator. In the case where every trajectory with
energy λ t leaves any compact set, we say that λ is non-trapping. For such energies,
Robert and Tamura obtained an asymptotics of the scattering amplitude. The aim
of this thesis, is to study the case of trapping energies.
In the first chapter, we recall some wellkown facts about semi-classical pseudo-
differential calculus , resonances and Isozaki-Kitada’s formula.We give also a detailed
study of the Hamiltonian flow.
In the second chapter we prove an asymptotics of the scattering amplitude in
the L1 norm with respect to λ. This result holds under an escape condition for the
incoming direction, which is less constraining than the non-trapping assumption.
In the third chapter, we obtain some results for fixed energy. For general non-
trapping energy levels, we prove that the scattering amplitude is bounded polyno-
mially with respect to h−1. Under the additional hypothesis that there is no reso-
nances exponentially close to the real axis, we obtain two results. First, we show that
if we modify the potential in a suitable domain, the scattering amplitude is changed
by a term of order O(h∞). Moreover, under the escape assumption introduced in
Chapter 2, we give an asymptotics of the scattering amplitude.
The last chapter is devoted to the study of the residues of the scattering ampli-
tude. Using the results of Chapter 3, we give a bound of the residue depending on
h and the imaginary part of the associated resonance. This result is a generalization
of recent works of Stefanov for compactly supported perturbations.
Résumé : Dans cette thèse, nous étudions l’amplitude de diffusion associée à
l’opérateur de Schrödinger semiclassique pour des potentiels de courte portée. En
particulier, nous cherchons à décrire le comportement de l’amplitude de diffusion
quand le paramètre semiclassique h tend vers 0. Une telle étude est étroitement reliée
avec la nature des trajectoires du système Hamiltonien associé à notre opérateur.
Dans le cas où toutes les trajectoires d’énergie λ fixée s’échappent quand le temps t
tend vers ±∞, on dit que λ est non-captif. Pour de telles énergies, Robert et Tamura
ont obtenu une asymptotique de l’amplitude de diffusion. Le but de cette thèse est
d’étudier le cas d’énergies captives.
Dans le premier chapitre, nous rappelons des résultats connus sur le calcul pseu-
dodifferentiel semiclassique, les résonances et la formule de représentation de Isozaki-
Kitada. Nous y menons aussi une étude détaillée du flot Hamiltonien.
Dans le second chapitre nous donnons une asymptotique de l’amplitude de diffu-
sion en norme L1 d’énergie. Ce résultat est valable sous une hypothèse d’échappement
dans la direction entrante, beaucoup plus faible que l’hypothèse de non-capture.
Dans le troisième chapitre, nous obtenons des résultats à énergie fixée. Pour
des énergies captives quelconques, nous démontrons que l’amplitude de diffusion
est bornée polynômialement par rapport à h−1. Sous l’hypothèse supplémentaire
qu’il n’y a pas de résonances exponentiellement proches de l’axe réel, nous obtenons
deux résultats. Tout d’abord, nous démontrons que si nous modifions le potentiel
dans une région convenable, la perturbation de l’amplitude de diffusion est d’ordre
O(h∞). De plus, sous l’hypothèse d’échappement du Chapitre 2, nous démontrons
une asymptotique de l’amplitude de diffusion.
Le dernier chapitre est consacré à l’étude des résidus de l’amplitude de diffusion
pour des potentiels de courte portée. A l’aide des résultats du Chapitre 3, nous don-
nons une borne du résidu en fonction de h et de la partie imaginaire de la résonance
associée. Ce résultat généralise des travaux récents de Stefanov pour des perturba-
tions à support compact.
Mots-clés : Analyse semiclassique, amplitude de diffusion, équation de Schrödin-
ger, énergies captives, résonances, résolvente.
