Named-entity recognition (NER) is the application of information extraction by artificial intelligence (AI) to locate and classify conceptual entities from natural language into pre-defined categories. In this study, we apply the Long Short-Term Memory network (LSTM) networks to identify the patient entities from the Enterprise Master Patient Index (EMPI). A sample dataset with 300,000 deidentified patient records is used to test the LSTM performance for EMPI entity recognition. The data entries are firstly converted into strings and represented by a Word2Vec model with 200 dimensions. Two LSTM models are developed for the NER recognition problem. The first LSTM model uses a multiclassifier with a softmax function, the second LSTM model uses a two-step classification procedure by binary logistic function. To evaluate the LSTM performance, we use a conventional deep neural network model for comparison, where the Levenshtein distance is used to represent the training data patterns. The classification performance is evaluated by ten-fold cross-validation. The two-step LSTM model has the classification accuracy of 99.82%, which is superior to both the multi-classification LSTM classifier at 61.08% and to the conventional deep neural network at 95.08%. Therefore, we conclude that the new two-step LSTM model provides an accurate and reliable solution to recognize the EMPI patient entities when it is properly configured and trained.
INTRODUCTION
EMPI is the acronym of Enterprise Master Patient Index. It is also known as Master Patient Index or MPI. MPI matching plays an important role in the multi-database and cross-system integration in eletronic health systems. A recent study finds that the most frequent mismatches include missing data and misspelling in record information. And the deaths due to medical errors are the third leading cause of death in the USA, killing 1,000 people per day [1] . A study in South Korea states that a highquality EMPI database system can improve the performance of a health information exchange (HIE) for both general purposes and specific purposes [2] . An ideal solution to overcome this difficulty is to apply named entity recognition (NER) with natural language processing by machine learning. The semantic patterns related to the patients in the EMPI system can be learned and presented by appropriate machine learning models. Therefore, a properly trained machine learning model can classify the patient entities during matching in multi-source electronic health data (EHR) integration.
Many complex EHR system applies an EMPI entity database as the patient index to maintain the data consistency and accuracy. The identity information of patients serves as the IDs in large EHR data repositories to query the patients' information cross databases and systems across the EHRs in various hospitals and healthcare institutes. Therefore, it plays a rule as the coordinator to connect information belongs to a specific patient entity or a group of patient entities in complex health information systems. However, an identical patient entity can be represented by different methods. For example, the patient name "John Smith" and "Smith John" can be the identical person. Or how can the system evaluate the records with the same but with some missing identifiers such as SINs are referring to the same entity? Therefore, the EMPI with the NER recognition function contributes and maintains the data consistency in complex EHR systems.
The EMPI system should detect input errors and minor data inconsistency to reduce data redundancy so that the EHR systems can accurately integrate the health information of identical patients from sources.
RELATED WORK
The named entity recognition (NER) method has been successfully applied to recognize the entities on Twitter supported by the standard natural language processing (NLP) pipeline [3] . This study reports a 52% improvement in the F1 score when the context is properly represented. Note that this study in 2012 does not apply the current NLP methods such as deep learning with word embedding context representation, which makes the model difficult to accommodate complex semantic representation and less tolerant to noise.
The current NLP methods are mainly based on word representation models, where we can use the semi-supervised learning to reduce data sparsity in the labeled data to improve model generalization. A word representation model uses a vector to map the word features. Bengio et al.find that the NER algorithm had the best great improvement for text classification on F1 score when various word representations are combined [4] .
In a complex EHR system with EMPI, we need to perform entity recognition for patient entity matching. NER is crucial for the information retrieval task that seeks to locate and classify named entities in text data into pre-defined categories [5] . In this study, we implement two word representation models to capture both the syntactic and semantic entity patterns from the EMPI connected to multiple EHR database. In the first experiment, we trained an edit-distance pattern matrix to learn the patterns of the correct and empirical typos of the queries by measuring the Levenshtein distance between the correct entries and the typos. Then we use semi-supervised learning to train a conventional deep neural network to perform NER and classification. The second approach is to train a Word2vec embedding for a long-short-term memory neural network to perform NER and classification. By comparing the performance by different classifiers, we are hopeful to discover the best solution for the entity recognition for the EMPI systems.
RATIONALE AND APPROACH

Semantic Representation by Word2vec
To accurate recognize or classify a patient data entity from the EMPI database, we need to recognize the random mismatches and errors created by the users. One method is to present the duplication and error by a matrix containing the edit-distance patterns from empirical data. Then we can train an autoencoder in the semi-supervised learning manner to capture the edit distance patterns represented by the Levenshtein distance (LD) [6] . However, the LD patterns cannot capture semantic patterns that require the information between words.
To capture and learn the semantic patterns, we apply the Word2vec model based on the theory of the language model. Word2vec is a shallow embedding network that use the probabilities to represent the relation of words conditioned on a window of n previous words. It is based on the Markov assumption, where the presence of a word can be computed by the posterior probability of words around it given a specific length of window. The probabilities regarding the presence of certain words can be computed for unigrams and bigrams. Given the centre word c, the surrounding words in a fixed width window are represented by:
where o is the output word index (i.e. the words surrounding the centre word), c is the centre word, v c is the centre vector, and u o is the output vector.
The computed result of P(o|c) can be transferred by the Softmax function to compute the posterior probability of word o given word c:
Note that we use the exponent function to yield a positive value and use ∑ to normalize the given probability in the vocabulary. Our goal is to maximize the probabilities, which is equivalent to minimize its corresponding negative form to satisfy the convexity of running the stochastic gradient descend (SGD) algorithm:
After the Word2vec is trained in the unsupervised learning manner, we can pipeline the pattern vectors to an LSTM network for entity recognition.
Recurrent Neural Networks and LSTM
The Recurrent neural network (RNN) is the stateof-the-art deep learning model for language processing. Based on a standard feedforward MLP (multilayer perceptron) network, an RNN is connected by many recurrent loops to add feedback and memory to the networks over time.
Thus it can learn and generalize across sequences of inputs rather than individual patterns. The recurrent loops hold the memory and allow an RNN to learn and generalize across sequences of inputs rather than individual patterns. 
EXPERIMENTS AND RESULTS
Data Source
An EMPI dataset with 300,000 deidentified patient entity records is acquired from Dapasoft INC., an Ontario government contractor for the maintenance and integration of the Ontario EHR systems. If a new query contains less than or equal to 3 typos or logical errors, it is considered as a minor error, and the system will search for the corresponding row from the database. If a new query has more than three typos or logical errors, it is considered as a major error, and the system should stop searching in the database. The experiment data set has 100,000 rows of correct data, 100,000 rows of data containing minor errors, and 100,000 rows of data containing major errors.
Experiment Setting
The experiments are implemented in MATLAB R2017b with the official Neural Network Toolbox by MATLAB. The Word2vec embedding model for pattern representation has 200 dimensions. With the Neural Network Toolbox, the LSTM network is composed of a sequence input layer whose input size is equal to the dimension of the word embedding (i.e., 200). To train the LSTM models, we use the stochastic gradient descent (SGD) algorithm with the initial learning rate at 0.01 with a learning rate decay of 0.05 for each epoch. To improve the runtime performance of SGD, we add a momentum of 0.8, and an L2 regularization of 0.001 to overcome overfitting. The training minibatch is 128.
Training of Word2vec and LSTM
The data from each row from the EMPI table is converted into a string and concatenated as a single row in the document. The punctuations and stop words are removed before training. The terms are converted to lowercase and tokenized. The patients' records are represented as token vectors. The Word2Vec is set to 200 dimensions and trained for 100 epochs by the stochastic gradient decent (SGD) algorithm.
Semi-supervised Learning by Autoencoder
We also implement an autoencoder deep neural network to learning the EMPI patient entity patterns represented where the errors are represented by Levenshtein distance (LD). The LD represented pattern matrix is used to train an autoencoder deep neural network with two hidden layers respectively with 30 and ten nodes. The positive saturating linear function is used as the encoder transfer function. The L2 regularization weight is 0.01. A softmax function is added at the end of the neural network architecture.
Results
In the first experiment, the rows from the EMPI dataset are simply tokenized, concatenated, and converted to characters represented by ASCII codes. The LSTM trained by the character sequence cannot capture the entity patterns. The average classification accuracy is 33.33% in the cross-validation, which implies the LSTM classifier directly trained by character sequence cannot recognize the patient entities from the EMPI data.
In the second experiment, a Word2Vec is trained by the tokenized document records with 100 epochs which generates a vocabulary with the distance matrix of 33,454 terms. Then the 3-class LSTM classifier is fed by the term probabilities pattern sequence computed by the trained Word2vec model from the training documents. The loss value converges well throughout the training process, which implies the LSTM classifier succeeds in minimizing the prediction errors by the training. In the cross-validation for the 3-class LSTM classifier, the average classification accuracy is 79.25%, which implies the LSTM classifier can effectively recognize the EMPI entities, but the performance is not satisfactory. Then we change the strategy to train a two-step LSTM network composed of two binary LSTM classifier. This method simplifies the problem and is hopeful to render better performance. The average accuracy of the two-step LSTM network in the tenfold cross-validation (30,000 records in the test set) is 99.82%, which implies the two-step LSTM 4 classifier can effectively recognize the EMPI entities with extremely high reliability. The accuracy and F measure of the 3-class LSTM and the twostep model are shown in Table 1 . The result implies that patterns of typos or format errors measured by the LD algorithm are likely to be forgiven by the deep neural networks because the LD algorithm cannot capture the sequence patterns and the relations between words which usually interpreted as semantic meanings. On the other hand, the Word2vec embedding model can capture more details of the text patterns that are later used to train the LSTM networks effectively.
CONCLUSION AND DISCUSSION
The LSTM network can properly recognize the patient data entities in the EMPI database when the word embedding method Word2vec properly represents the patterns. If the LSTM classifier determines the new input does not refer to an available EMPI entity, the system stops further processing to save runtime and improve system efficiency. If the new input entity is considered as an available EMPI entity, the system proceeds to the second binary classifier to determine whether the new input has typos or format errors. If it is classified as correct entities, the system performs an equal search by the hashing that maximizes the searching efficiency. If the new query is predicted with minor errors, the system proceeds to similarity search or range searching.
Given that the first binary LSTM classifier has filtered out most of the wrong queries, the overall EMPI system runtime performance is significantly improved with the two-step LSTM entity recognition model. Therefore, the performance of the humancomputer interaction and the user experience can be significantly enhanced. Therefore, we conclude that the new two-step LSTM model with Word2vec embedding provides a powerful solution to recognize the EMPI entity similarity when it is properly configured and trained.
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