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9.3.　ソフトウエア
（ヨサファット研）
高周波回路設計ソフトHFSS
高周波回路設計ソフト IE3D
高周波回路設計ソフト Ansoft	Designer
空間情報解析ソフト ArcGIS
衛星画像解析	ERDAS,	PCI など
[10]　平成 22年度計算機データベース主要業務
10.1.　概要
2010 年度はこれまで積み重ねた各種環境整備が一段落する一方、故障する機器群への対応、規模拡大
に伴う管理負荷低減のための努力が活動の特徴として挙げられる。しかし、東日本大震災後の状況変化、
特に首都圏の電力供給不足が消費電力を抑えた効率的な運用への移行を促している、と捉えている。
2010 年度の実施体制は以下の通りである。
データベース・計算機委員会：樋口篤志（委員長）、高村民雄、建石隆太郎、斎藤尚子
衛星データ管理室：青木佐恵子、千葉真弓（室長：樋口篤志）
VL支援室：西尾文彦（室長）、樋口篤志（兼任）、斎藤尚子（兼任）、山本宗尚、早崎将光、竹中栄晶
10.2.　2010 年度計算機・データベース主要業務
主要な変更点、改善点、出来事は以下の通りである。括弧内表記は実行母体である。
・共同利用に供するための共用計算機サーバ群の設置（VL）：元々は VLでの静止気象衛星データの grid
化計算処理のために整備したものであるが、汎用 PCサーバを使っていることから、他の目的でも使用
可能であること、データ量が膨大になっているため、外部から全てのデータをダウンロード、解析する
ことが現実的にほぼ不可能であることを鑑み、再整備を行った。
・NOAA/AVHRR 受信機の故障および再設置（DB委員会）：10 月に実施された計画点検停電後、NOAA/
AVHRR 受信処理WS群のうち、根幹をなす受信処理用 HP-UNIX の基盤故障により起動不可能となっ
た。他のWSからの移植、HP社での修理の方向で検討を行ったが、両者とも機器が古すぎることより
不可能であった。そのため、同等の機能を持つシステム導入を検討し、2011 年 03 月末に導入を行った。
執筆現在では AVHRRデータ受信、level １b データの生成迄が自動で行われている。なお、この導入の
結果、導入前はWS４台、PC,	PC-Server	３台の計７台で行った AVHRR 処理が１台に集約され、管理
の観点からも、消費電力削減の観点からも大幅な変更となった。
・一元サーバモニタリングシステム（munin）の導入（VL）: 規模が拡大するにつれ、管理するサーバが
増えることから、比例して故障、それに伴う対応に忙殺される傾向にあった。そこでサーバの運転状況、
負荷状況等必要な情報が web により一括して確認できる方が、管理労力低減に繋がることから、デー
タ公開サーバ、前述の共用計算機、ほか関連する計算機を一元的にモニターするようにした。使用した
ソフトウェアは FOSS の munin	（http://munin-monitoring.org/）	であり、導入している Linux	ディストリ
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ビューションである CentOS で比較的容易に導入できることから採用した。
・画像閲覧サーバ RAID 故障による、画像再生成（VL・DB 委員会）：06 月に生成衛星画像公開サーバ
である quicklooks の RAID 装置が故障し、格納されていた画像データ全てが失われた。生データ等は
LTOテープ等にバックアップは取っていたが、画像データは取っていなかったため、ほぼ全ての画像
を元データから再生成することなり、復旧には数ヶ月を要した。ここでの反省から、
・画像データは原則データ処理を行うサーバでデータ処理に組み込み、かつ画像データは公開サーバ内
にストアする。
・画像閲覧サーバは各データ処理・公開サーバで生成された画像を cron 処理でダウンロードするようにし、
画像データの冗長性を保つようにする。
ように設定を変更した。
・MTSAT-1R から MTSAT-2 への切り替えに伴う処理サーバの変更（VL）：2010 年 07 月にMTSAT-1R
からMTSAT-2 へ切り替えられた。このスケジュールにあわせるために 2010 年度初頭より、サーバの
リプレース、処理体系の見直し（特に現業運用時できる限り手間をかけないような冗長処理化）、これ
まで取得された全てのHRIT データ（既存の処理サーバでは１時間毎の full-dik	scan	のみ準リアルタイ
ムで grid	化していた）の再処理を行い、衛星切り替えとほぼ同じタイミングでサーバの切り替えを実
施した。MTSAT-2 はこれまでのひまわりとことなり中心経度は東経 145°となったことから、grid デー
タは、衛星中心経度を中心としたものと、これまでの grid データと範囲の互換性をもったものの２種
類を準リアルタイムで生成するようにした。
・消費電力削減のためのサーバ群統合、消費電力削減のための改善（VL）：拡張し続けるデータベースに
伴い、消費電力の増加をできる限り押さえる改善努力は常に必要である。まず使用負荷が比較的低く、
収録されているデータの類似性が高いサーバ群を統合した。具体的には TRMMデータ収集サーバと
A-Train 関係データサーバを A-Train サーバに統合、地理情報と客観解析データ等を収集するサーバを
統合した。さらに、リアルタイム処理を行っていないサーバはデータアクセスが一定時間無い場合自動
的に内蔵 HDD の電源を落とし、消費電力を減らす（スピンオフ機能）RAID へ積極的に変更した。こ
の結果数値では表れていないが、単純にサーバ台数を減らすことで減らした台数分の電力削減、スピン
オフ機能 RAID への変更により、平均して単体 RAID 消費電力を半分以下にすることができた。
・東日本大震災後の計画停電、節電対応（VL、DB）：2011 年３月 11 日に発生した東日本大震災、なら
びに福島原発事故に伴う電力供給不足に対応するため、震災後は定常運用サーバ中、リアルタイム処理
を行っていない全てのサーバの運用を停止（通常時の約 40%の稼働率）し、かつできる限り消費電力
を抑えるため、UPS 電源からコンセントから外す、等徹底した消費電力削減に努めた。また、その直
後より関東地方で実施された計画停電に対応し、サーバの停止、電源復旧後の速やかなサーバ復旧を実
施した。
10.3.　データ管理支援室の業務
　職務はこれまでのものをほぼ踏襲している。2010 年度は２名の支援員のうち、１名がセンター支援室
業務、ならびに広報業務支援を行った。複雑な障害対応については障害発生報告を支援員が行い、復旧処
理はデータベース委員会、VLで対応した例が多かった。業務の拡大に伴い、業務の質が大きく変わりつ
つあることから、職務の範囲についての見直しも必要な時期に来ていると思われる。
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表：データ管理支援室、データベース・計算機委員会、VLで対応した障害・通常外事項一
年/月/日 障害，対応事項
2010/04/02-05 avhrr:	RAID増設、それに伴うデータ転送の設定変更、確認
2010/03-05/-- MTSAT-1r	grid-data作成、不良ファイルチェック
2010/05/25 gp01-05再構築、TRMM:電源エラー，電源ユニット交換
2010/05/09-26 MODIS:	DLデータ解凍不完全によりプロセスの停止有．手動作業
2010/05/31 METEOSAT：DL受信不能につき、サーバ（meteosat->goes）変更
2010/06/07 hrptrec:	4mmDAT使用不能
2010/06/21 ceres6tx	稼働不良、そのためanylrec,hrptrec軌道情報更新されず。
2010/06-07/-- quicklooks:	RAID故障よりNOAA画像転送できず。07/01再構築へquicklooksへ
NOAA画像データ復旧
2010/07/01 MTSAST6->MTSAT7へ移行．productsは２種類作成
７月分画像に145の中に140度のもの混入、再処理
2010/07/02 AVHRR軌道情報、avhrr,	geoinfo経由での取得に変更
2010/07/07 goes:	ディスクエラー．ディスク交換
2010/07/08 新規mtsatサーバ外向き公開アナウンス
2010/７/21 NOAA17スキャンモーターの悪化，受信停止．NOAA18号の処理へ変更ceres6tx
ディスク故障により、off-line処理停止．復旧断念
2010/07/28 airs:	ディスクエラー、geoinfoディスクエラー．共にディスク交換
2010/07/29 goes:	サーバ故障．新規再構築
2010/08/09 goes:	ディスクエラー．ディスク交換
2010/08/16 airs:	サーバーダウン，対応処置
2010/08/30 modis:	収録ファイル構成変更（gz->bz2）、APC3000バッテリ交換
2010/09/08 goes:	サーバーディスクエラー．ディスク交換
2010/09/10 meteosat:	構成変更
2010/09/14 C4エアコンフィルター掃除
2010/10/01 geoinfo:	サーバ故障．新規サーバ復旧
2010/10/07-12/22 MTSAT6号バックアップ運用
2010/10/17 西千葉地区計画停電、前後処理
2010/10/18 hrptrec起動できず。AVHRR受信停止。goes,fluxディスクエラー、gpマシン群ネ
ットワークエラー。停電後のアップグレードにより、GMT海岸線が引けなくなる
エラーあり、ダウングレード（mtsat,goes.gp02-07）。
2010/11/05-09 HUBの電源offによりfy受信データの転送行われず。再処理後、半球データの受
信処理。その後受信時間の変更あり（15->01->31）
2010/11/12 airs:	ディスクエラー．対応処置
2010/11/17 a-train:	ディスクエラー．ディスク交換
2010/11/24 reanal:	ディスクエラー．ディスク交換
2010/12/06 modis:	ディスクエラー．ディスク交換
2010/12/08-20 FY受信時刻の変更あり（16,46->01,31）データ処理に抜け生じる。再処理追加
2010/12/13 trmm:	ディスクエラー．ディスク交換
2010/12/29-30 学外ネットワークの停止
2011/01/04 年替りによるFY	HRITdataの格納ミスあり。手動処理
reanal,trmm,flux:	ディスクエラー．ディスク交換
2011/01/13 EUMETSAT（meteosat）のweb	system変更に伴う、アカウント変更
2011/01/24-27 avhrr:	サーバーダウン．対応処置
2011/02/07 NOAA新受信機に向け、PC-tracker基盤米国GIに送付（日本舶用）
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2011/02/10 fy:	プライベートIP変更へ、伴う処置
2011/02/18-20 JAXA（modis）によるDL受信停止あり。
2011/02/25 geoinfo,trmm:	機器入れ替えあり。geoinfoのproftpd停止（03/09稼働）
2011/02/28 METEOSAT　/	100%->16%
2011/03/04-03/07 JAXA（modis-terra）によるDL受信停止あり。
2011/03/05 CEReS単独の電気工事停電
2011/03/11 東北地方太平洋沖地震発生、千葉震度６弱、機器被害なし
2011/03/14-03/23 東京電力による計画停電。機器の停止、起動手順打ち合わせ。節電による部分停
止
2011/03/30 NOAA受信機設置、N15,N16,N18,N19	pass受信開始
10.4.　2010 年度データダウンロード実績
　2010 年度（2010/03/27-2011/03/31）のデータダウンロード実績は以下の通りである。
表：2010 年度データダウンロード実績（数字はシーン数 [ ファイル数 ]）
衛星/センサー名 学内ダウンロード数 学外ダウンロード数 昨年比	学内/学外
NOAA/AVHRR 924,121 68,643 115倍	/	77	%
Terra	Aqua/MODIS 70,337 6,840 11倍	/	3.8	倍
GMS5/SVISSR,	GOES9 70,156 137,308 ７万倍	/	113	%
MTSAT 2,976,326 761,924 70	%	/	167	%
FY2（-C,	-D） 737,102 218,697 40倍	/	141	%
Meteosat,	MSG 216,877 25,648 146	%	/	５千倍
GOES-W,	-E 129,738 16,169 74	%	/	181	%
地理情報等 1,937,018 96,924 1.3千倍	/	2.9倍
TRMM,	A-Train 33,244 - -
総計 7,094,828 1,332,153 153	%	/	153	%
2009 年度と比較して増加しているが、増加は収まりつつある傾向にある。学内のダウンロードが昨年
度より増えている要因の一つに、衛星データ画像を格納している RAID が故障し、全て作り直す際に行っ
たダウンロードも本カウントに含まれるため、実質学内ダウンロードは昨年度並みと見た方が良い。一方
学外は順調に増加しているが、これ以上飛躍的に増加することは現状では難しいと思われる。その理由と
して、千葉大学のネットワーク帯域（１G）が挙げられる。CEReS だけでこの帯域の無視し得ないデータ
通信量を行っており、むしろこれ以上多大なデータダウンロード要求が重なると、通常データ処理業務や
研究活動そのものにも悪い影響が出る可能性がある。今一度、当学メディア基盤センターを通じ、千葉大
学西千葉キャンパス出口の帯域を増やす努力を払う必要がある時期であることを本実績は示しているのか
もしれない。
