Abstract. In this paper we discuss the model of an environment, acting as a first-class entity for MAS Simulation. To illustrate, we use the DIVAs framework's design and implementation details.
Introduction
Often thought to be the next-generation of architectural design paradigms, Multi-Agent Systems (MAS) have yet to adopt a reusable, highly abstracted architecture. Historically, the environment was treated as part of the agent. Unfortunately, considering the environment in this manner restricts both the agent and the environment: the agent is completely embedded in its environment and the environment is merely considered in terms of the agent it supports. In this case, one cannot separate the two entities without crippling or destroying both. Additionally, passive entities, which are neither agent nor environment, are embedded in agent architectures. Linking the passive entities with agents causes limitations in the extensibility of previous MAS. This type of tightly coupled infrastructure benefits neither agent nor environment. Our work offers the idea that by separating the agent from its environmental responsibilities and by imbuing the environment with more responsibilities, both the environment and the agent are more robust and adaptable. Such a clear separation of duties and responsibilities leads to a reduction in unnecessary coupling and a more understandable, extensible, reusable architecture. In this paper, we discuss an environment for Agent-Environment Systems (AES). AESs are subsets of MAS and supersets of agent simulation systems. In these systems, the environment exhibits similar characteristics to agents: it is a living entity that is not solely there to support agents. We illustrate our concepts through the DIVAs environment. DIVAs (or Dynamic Information Visualization of Agent systems) is a social simulation tool in which the environment is a geographical map consisting of a graph whose nodes indicate places and whose edges represent pathways between places (see Figure 1 ).
correspondence author
In section 2.1, we begin by defining Agent-Environment Systems (AES) and propose a general AES architecture. In section 3, we introduce the DIVAs framework and in section 4, we examine our implementation of the environment.
Agent-Environment Systems
In this section, we define Agent Environment Systems and discuss agent and environment characteristics.
Definition
We define an AES as a MAS composed of 1. a set of interacting agents; 2. a distinct environment in which these agents are situated (not embedded); 3. a mechanism for agent to environment interactions.
In an AES, 1 . an agent is a software entity which (a) is driven by a set of tendencies in the form of individual objectives; (b) can communicate with other agents and the environment; (c) possesses resources of its own; a resource is a consumable commodity; (d) has a partial view of this environment; (e) possesses the ability to perform tasks and can offer services; (f) is mobile in an environment.
An agent's behavior tends towards satisfying its objectives, taking into account the resources and abilities available to it, and depending on its perception and the communications it receives [1] .
2. an environment is a software entity which (a) is driven by a set of tendencies in the form of individual objectives; (b) can communicate with other environment entities and agents; (c) possesses resources of its own; a resource is a consumable commodity; (d) has a partial view of the agent population; (e) possesses the ability to perform tasks and can offer services; (f) includes a set of objects; objects are passive entities that are not consumable but can be perceived, modified or destroyed by agents; An environment's behavior tends towards satisfying its objectives, taking into account the resources and abilities available to it, and depending on its perception, the communications and events it receives.
It is important to note that the ordering of these characteristics is intentionally presented to emphasize the commonalities inherent in the agent and environment. However, even though the characteristics are similar at a high level, at the application level these characteristics diverge.
In the following subsection, we compare and contrast the characteristics exhibited by agents and environments using an embodiment of an AES.
Example

Fig. 1. Geographical Simulation Environment
An instance of the AES concept is a geographical based simulation system (see Figure 1 ). Agents represent social entities that move, act, use resources and interact with each other. Every action by every agent produces a change in the state of the environment. When the simulation involves a few hundred thousand agents, it is impractical to model the environment as a single component. Hence, to mitigate the processing overhead, we decompose the environment into smaller, more manageable partitions that we call cells (see Figure 2) . The DIVAs simulation tool models the environment as a graph, G in which nodes represent locations and edges represent paths between locations. Agents move in the environment using the map specified by G (see Figure 3) .
As discussed in the previous section, environment cells and agents have similar characteristics, however, these characteristics are realized differently in an application.
1.
Objectives. Both agents and environments have goals to satisfy. Agent goals are goals in the traditional sense whereas the goal of a environment's cell is to maintain a stable state for the situated agents. For example, a cell's goal might be to recover a path in the shortest period of time following the occurrence of an external event that simulates a natural phenomenon. If a path is unusable following a flood event, the cell makes every effort to recover a near approximation to the original path in the shortest time. 
Communication and Interaction.
Both agents and environments communicate. We distinguish between three types of communication: agent to agent, cell to cell, and agent to cell (see Figure 4 ). For example, the environment has the ability to perform the task of repairing a path. Once repaired, the cell offers notification services communicating the state changes to all affected cells and agents. An agent's tasks entirely are dependent on its goal for a specific application and agent services are likewise application-centric (ie. they vary based on the needs of the application and its specific implementation).
Therefore, it can be concluded that an agent and an environment cell possess many of the same qualities even though they realize those qualities in different manners. As such, an environment can be considered a first class entity. Hence, having developed a basic understanding for AES, in the following section, we discuss the details of the DIVAs architecture.
DIVAs Architecture
As discussed in the previous section, we adhere to the notion that the environment can be treated as a first-class entity. A first class entity has been defined as "a program building block, an independent piece of software which ... provides an abstraction or information hiding mechanism so that a module's implementation can be changed without requiring any change to other module" [2] . We define first class entity environments as environments that have the following characteristics: autonomy, interactivity, reactivity, and proactiveness.
From a software engineering perspective, we believe that environments should follow the design principles of conceptual integrity, separation of concern, information hiding and modularity. In the following section, we describe an architecture that adheres to these principles.
Example
DIVAs is an agent-based simulation tool whose purpose to develop, manage and visualize large-scale, social, artificial worlds.
Because of the large amount of location information exchanged between the agents and the environment, it is necessary to partition the space into a network of cells where each cell is a single environment entity. A cell c i,j is related to cell c i,j+1 if c i,j and c i,j+1 share nodes or paths. Cell information is managed by individual controllers. A cell controller is responsible for informing its local agents about changes in the location graph, hence providing them with a vision of their surroundings. It is also responsible for informing neighboring cells of any changes that may affect them. In addition, because we are interested in visualizing location information at various levels of abstraction, the environment is defined as a hierarchy. The information contained in cells and location graphs is refined as the level of granularity increases. Hence, in order to manage the environment as a whole, each cell has to manage its connections with the cells it is linked to at the same level (i.e., horizontally), as well as at the upper and lower levels (i.e., vertically).
As alluded to in section 2.1, DIVAs' cell structure is very similar to the agent's structure (see Figure 6 ). The cell includes four main components: the Interaction Management Module, the Information Management Module, the Task Management Model, and the Planning and Control Module. These modules are shown in Figure 7 . In the following section, we will elaborate upon these modules by first discussing their purpose followed by a brief description of the implementation as shown in, Figure 8 , the class diagram.
Planning and Control Module (PCM)
Description. This module is the "brains" of the environment. It maintains interfaces to all the other modules and is responsible for the planning, task execution, monitoring and decision making. It is responsible for determining the next course of action (i.e., new cell state). As such, its main responsibility is to satisfy its goal of maintaining a stable state. It should make no decisions that compromise, or are in conflict with, that goal. The PCM is responsible for determining what a "stable state" is. When the environment is initialized, its initial state is set and the Information Management Module is populated. This initialization is an external event (and the first such event) on the environment. From this point on, the PCM has a goal of maintaining that state.
Implementation. The main class of this module is the CellController. The CellController has access to the external information via a facade implemented by the InformationManagementModule. The CellController also holds a reference to the InfluenceModel which is part of the Environment to Agent Communication Module. In this way, it is able to receive influences via a callback mechanism. The callback is handled in the CellController with the envEvent(event) method which is called by the InfluenceModel. When the CellController has any environment events that it wishes to propagate, it calls the InfluenceModel's producePerception() method.
Interaction Management Module
The Interaction Management Module is responsible for handling environmentto-environment and environment-to-agent communications, expressed in KQML, which is delivered by the Message Transport Service (MTS). This module is subdivided into the Environment to Environment Communication Model, the Environment to Agent Communication Model and the Synchronizer.
The Environment to Environment Communication Module (EE-CM).
This module is responsible for the environment-to-environment communications. Since processing for these events occur in a asynchronous manner, there is no need to involve a synchronizing mechanism.
The Environment to Agent Communication Model (EA-CM). This model is responsible for handling the environment-to-agent interactions. It produces influences caused by events within the environment. Internal events are generated as a result of activities being performed by the agents or the environment. External events are triggered by the system user. Once triggered, events cause influences in the environment and these influences will cause a reaction, or a change in state, by the environment. Influences carry content to the interested agent(s).
This module receives EventInfo messages from the agents and forwards them to the PCM. It also receives the EnvInfo message from the PCM and forwards it to the agent to be received as perceptions. It interfaces with the Synchronizer by receiving SyncReaction messages and sending EndOfReaction messages back to the Synchronizer.
Implementation. This model is composed of several classes foremost of which is the InfluenceModel class. It holds references to the Synchronizer Model, as well as an indirect reference to the CellController in the form of a callback method. Since the Controller has an instance of the InfuenceModel, it is able to directly send the EnvInfo message to the InfluenceModel which will then format the perception for the agent and send an EnvInfo message to the agent. The InfluenceModel will also receive EventInfo messages from the agent which it will then pass to the CellController via the callback mechanism using the EnvironmentEvent class. Likewise, the InfluenceModel receives a callback in the form of an InfluenceEvent from the HeartbeatPublisher when a SyncReaction message triggers in the HeartbeatPublisher. In these ways, it is able to send and receive all messaging for events.
Synchronizer. This component implements mechanisms to synchronize the processing of the agents perception of the cell with their actions since communication from the agents occurs in an asynchronous manner while processing must be synchronous. It enables agents' perception of the environment and the environment's reaction to influences generated by agents' actions, to occur at a specified rate and time.
Implementation. This module is implemented following a publish/subscribe pattern using the Java Messaging Service which allows the asynchronous messaging that agent-environment communications require. All an agent needs to do upon entering the cell is register for that cell's events. Several classes make up the Synchronizer Module. HeartbeatPublisher is the class that is responsible for pulsing out events. Events, not content, are transmitted by the synchronizer module. The HeartbeatPublisher is responsible for receiving EndOfAction events from agents and passing those to the InfluenceModel in the form of a SyncReaction message via a callback mechanism. Once the InfluenceModel has finished responding to the agent's action, it sends a EndOfReaction event to the HeartbeatPublisher. The HeartbeatPublisher then fires an SyncPercept event to all agents in the cell.
Information Management Module
Description. The Information Management Module (IMM) manages the minimal data a cell needs to function. It is composed of the following models:
-Agent Model This model contains minimal information about the agents within environment such as id and location. -Linked Cell Model. This model contains information about the neighboring cells to the environment such as cell id and path id of any shared paths. -Graph Model. This model contains information regarding the nodes and edges in the cell. This is done in order to maintain a localized mapping of the graph. It is discussed in detail in section 4.4. -Self Model. This contains information regarding the characteristics of the environment such as the cell's id and its boundaries.
-Object Model. This includes information detailing the Physical Objects and
Resources that are situated in the environment including id, position and description.
Implementation. The CellController instantiates a list of AgentModels, the GraphModel of the cell and a list of LinkedCellModels. It also instantiates the SelfModel and a list of all ObjectModels in the environment.
Task Management Module
Description. This contains information regarding tasks that can be performed by the environment. This serves as a "database" containing the detailed description of each atomic level task, or operation, that the environment is capable of performing.
Implementation. The CellController has an instance of the TaskManagementModule. It provides all the information that the PCM needs to schedule activities. It contains the currentTask as well as an array of possible tasks.
Event Handling
Having discussed the modules that make up the core of the environment framework, we will illustrate the key interactions that environments handle. There are three types of events in DIVAs: Environment↔Environment, Environment↔Agent, and External. Each event type has its own characteristics and, by necessity, must be handled differently by the cell. 
Creating and Managing DIVAs Environment
In this section, we discuss the implementation of the environment in DIVAs (see Figure 2 ).
Cell and Level Specification
The DIVAs Environment allows the user to pre-configure the levels of abstraction that can be viewed in the visual space. The Environment can be configured to view multiple levels of increasing detail. Each level is configured as a grid. The grid is defined by a longitude and a latitude or the number of increments along the x and y axis. The longitude and latitude are further divided into a smaller cell divisions producing the grid displayed to the user.
Each level of abstraction is built on the cells defined in the previous level. For example, if a level is defined to have a longitude of 100 and a latitude of 100 with a cell division of 10. The grid would display as a square with division lines every 10 degrees. The next level then must be defined in terms of the first. Therefore, the next level must have a longitude 10 and a latitude of 10. It can then select it owns subdivision of these dimensions for the new visual space. The relation between the neighboring abstractions is necessary, because when the user selects to view a specific cell at a specific abstract level, the new visual needs to reflect the area chosen.
Creating the Graph
The DIVAs Environment implementation is an embodiment of a Graph Model. The Environment Management System (EMS) provides an interface between external events and the Environment Management Module (EMM). The Environment supplies a User Interface (UI) to seed or initialize the Environment. Once locations have been added through the UI or a configuration element, they can be viewed in the environment on the visual plane.
A user can add additional locations and connections between the locations to the initialize the environment as needs arise. Locations are the vertices of the graph. They indicate places or destinations, within the environment. The relationships that connect nodes together form the arcs in the graph. These connections may represent paths along which agents can travel between locations.
The UI for the environment aids in plotting the locations at longitude and latitude positions. The references between the locations can be established between the nodes through the user interface as well. The DIVAs system uses a 2D graph model to represent the Environment. The complete environment is constructed from grouping the nodes of each of cells into a cell Graph Model. The graph plots the nodes and represents the connections as lines between the nodes, creating the graph. The graph is then plotted onto the environment visualization (see Figure 9) .
The user interface provides a means to list the locations of nodes and their connections. The UI also provides the ability to add new nodes and connections between new nodes and/or existing nodes. The connections can also be manipulate by adding new connections or removing current ones.
Managing the Environment
The process of adding a new node to the Environment involves the UI notifying the Environment Management System that a change has occurred or, specifically, a node had been added. The system, using the Environment Message Transport Service (EMTS), a publish/subscribe messaging service, broadcasts a message to the Environment Management Module, which in this case is the Graph Management Module (GMM) -a 2D management system for the graph model. The Graph Management Module maintains a list of the active cell controllers. When it receives a message that a node is to be added, the Graph Management Module determines if there is already an active cell controller for the location of the node. If there is an active controller the exact position of the node is sent to the cell controller to update it's Graph Model. If there is no active cell controller for the node's location, a new cell controller is created and added to the GMM. The newly created cell controller is then notified of the node addition and updated.
The process of adding new connections to a node through the user interface is similar to that of adding a node. The UI notifies the Environment Management System that a change has occurred affecting the environment. The EMS notifies the Graph Management Module that a request has been made to connect two nodes together. The Graph Management Module acquires the cell controller of the originating node and sends node connection information to the cell controller for processing. The cell controller, using helper classes, determines the segment of the arc that lies within its boundaries. The remaining portion of the line is sent back to the Graph Management Module to be processed by subsequence cell controllers. The process terminates when a cell controller determines that the termination of the line is within its cell boundary. Each cell controller determines the segment of the entire line that resides with in its boundaries and is responsible for the management of only that portion of the line. The removal of nodes and connections uses the same logic to update the cell controllers which are responsible for the management of the node or line segment. Once the information has been updated in each of the cell controllers, the appropriate cell The real power of separating the Environment Management System from the visualization is that different types of EMMs, such as a 3D model, can be plugged into the Environment Management System and be notified of an environment change and act accordingly. The EMMs, can then display a different type of visualization and various levels of abstraction for each type of Environment Model. The Graph Management Model simply groups the number of cell controllers to be displayed and shows them at different levels of detail.
Design
The design diagram for a cell in Figure 8 illustrates the classes needed to implement the functionality of the various modules included in the Environment Module (EM) with the exception of the Env-Env Message Transport Service. The Environment Management System (EMS) acquires the location nodes from a data source and, once the data has been initialized, notifies the Environment Management Module (EMM) to create the Cell Environments Modules. The CellController class implements the Environment Module (EM) in the DIVAs project. The EMM or GraphManagementModel class is responsible for dividing the environment into manageable partitions. In a world environment, this would equate to a division along longitude and latitude demarcations. The demarcation depends on the granularity with which the user wants to visualize the world.
The CellController is coupled with the Information Management Module (IMM) for state maintenance. Thus, the CellController contains references to the following classes: SelfModel, AgentModel, and a concrete ObjectModel representing the Passive Entity Model. It also aggregates the LinkedCellModel, as well as the GraphModel.
The AgentModel monitors the minimal information about agents within the cell, such as its last known location. It also broadcasts to the Synchronizer when the agent leaves the cell. The GraphModel class describes paths available in the environment. The GraphModel consists of nodes and edges connecting the nodes. A LocationNode describes a physical location in the two-dimensional environment denoted by an x and y component. In the broad sense, edges link two nodes together. In the small, however, an edge can span many cells. Therefore, a conceptual physical edge is divided in to path segments that are controlled by the individual CellControllers through which it passes. Thus, the instantiation of the PathSegment class can be one of three different varieties; a source segment, a sink segment or a line segment. A source segment is a PathSegment that has its origin within the cell (this assumes that the edges are directional or at least have an initiator of the line indicating direction such as a line of communication). A sink segment is a PathSegment that has its destination within the cell. A line segment is a PathSegment that either passes completely through the controller, in which case the cell considers the end points to be on the cell boundaries, or the PathSegment begins and ends within the cell. The PathSegment is defined by its origin (x; y; cellid) and its destination (x1; y1; cellid). The cellids are identifiers of the linked cells from which the link entered or exits. If the line segment is completely contained within the cell, then both ids reference the cell's SelfModel. The LinkedCellModel class associates the controller with its neighboring cells. There are, at most, eight neighboring cells and, depending upon location in the cell network, there are as few as three.
The ObjectModel serves the same purpose as the AgentModel but its focus is on monitoring objects (passive entities). The SelfModel class describes the identification of the controller. It contains a unique identifier as well as a parameterized boundary constraining its height and width.
Conclusion
Summary
In this paper, we defined the concept of Agent-Environment Systems (AES), proposed that agents and environments have much in common, and presented a highly flexible and adaptable architecture for AES realized by DIVAs. Through examination of DIVAs, we established the environment as a legitimate, first-class entity whose responsibility is for maintaining a stable state in which agents exist.
Related Work
Some agent systems don't define an environment as a separate entity. The majority of these environments can be referred to as Message transport facilitators, which have responsibilities that center around the communications between agents through a message transport service or a broker infrastructure. Examples of these systems with communicative environments include Jade [3] , Jack [4] , JAFMAS [5] , Retsina [6] , Zeus [7] , IMPACT [8] , SIM AGENT [9] , and Cougaar [10] .
Other tools and methodologies do not consider the environment separately, we disregard them when discussing our classification scheme. These include Gaia [11] , MESSAGE [12] and MaSE [13] , Prometheus [14] , and Tropos [15] .
According to our definition of environment, environments are active software entities. Systems that correspond to that ideal are classified as follows:
-Metric Environments. The tools fall within this category view the environment as a grid-like structure either two-dimensional or three-dimensional and some have a basis in Cellular Automata [16] [17] . Most of the agent-based simulation tools fall in this group. The EthoModelling Framework [18] and AgentSheets [19] , however, treat the environment as a centralized, passive entity lacking representations for situated objects. MMASS's [20] environment is a multi-layered environment that can be either spatial or conceptual representing a hierarchy among agents. Co-Fields [21] supports the coordination of agents in an environment by means of distributed data structures that are spread by agents or the environment. Another proposed environment uses a pheromone infrastructure to indirectly share knowledge [22] .
