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NONCOMMUTATIVE BENNETT AND ROSENTHAL
INEQUALITIES
By Marius Junge1 and Qiang Zeng
University of Illinois at Urbana-Champaign
In this paper we extend the Bernstein, Prohorov and Bennett
inequalities to the noncommutative setting. In addition we provide
an improved version of the noncommutative Rosenthal inequality, es-
sentially due to Nagaev, Pinelis and Pinelis, Utev for commutative
random variables. We also present new best constants in Rosenthal’s
inequality. Applying these results to random Fourier projections, we
recover and elaborate on fundamental results from compressed sens-
ing, due to Candes, Romberg and Tao.
0. Introduction. Rosenthal’s inequality [42] was initially discovered to
construct some new Banach spaces. However, Rosenthal’s inequality gives
a very nice bound for the p-norm of independent random variables and
has found many generalizations and applications. The martingale version of
Rosenthal’s inequality was discovered almost simultaneously by Burkholder
[4]. Since then, the order of the constants in these inequalities has been stud-
ied extensively, in particular by Johnson, Schechtman and Zinn [20]. The
correct order in the martingale version has been established by Hitczenko
[19], based on fundamental work of Kwapien´ and Woyczyn´ski [27]. Nowa-
days, easy proofs of Rosenthal inequalities can be found with the help of
Bernstein, Prohorov and Bennett’s inequalities; see [3, 39] and the refer-
ences therein. Historically, Bernstein’s inequality was first established in
the 1920s, according to the references in [3]. Later on, Prohorov improved
Bernstein’s inequality in [39]. Then, Bennett, who seemed to be unaware
of Prohorov’s work, strengthened Bernstein’s results directly in [3], which
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provided an even more precise bound than Prohorov’s inequality. We will ex-
tend Bennett’s inequalities to the noncommutative setting, and then obtain
the noncommutative Bernstein and Prohorov inequalities as consequences.
Let us recall that the classical Rosenthal inequality says that for indepen-
dent mean 0 random variables, we have(
E
∣∣∣∣∣
n∑
k=1
fk
∣∣∣∣∣
p)1/p
≤ c(p)
((
n∑
k=1
E|fk|2
)1/2
+
(
n∑
k=1
E|fk|p
)1/p)
.(0.1)
According to [20], the order of the best constant here is c(p) = p/(1+ log p).
In this paper we separate the two terms and ask for(
E
∣∣∣∣∣
n∑
k=1
fk
∣∣∣∣∣
p)1/p
≤A(p)
(
n∑
k=1
E|fk|2
)1/2
+B(p)
(
n∑
k=1
E|fk|p
)1/p
.(0.2)
The central limit theorem immediately implies A(p)≥ c√p for every choice
of B(p). Problem (0.2) is by no means new. Nagaev and Pinelis [32] obtained
a very precise bound on the tail behavior of Sn =
∑n
k=1Xk which implies
that (A(p),B(p)) = C(
√
p, p) is possible. Pinelis and Utev showed that in
some sense A(p) =C
√
p and B(p) =Cp are also best. In Section 3, we will
revisit this problem and show that assuming A(p)≤Cpm for some m> 1/2,
we must have
B(p)≥ c p
1 + log p
.
This is exactly consistent with (A(p),B(p)) =C(p/(1+ log p), p/(1+ log p)).
Moreover, we show that the worst case is obtained for independent random
selectors fk = (δk − λ) with expectation λ > 0.
We will prove a vast generalization of (0.2) in the noncommutative setting
for conditionally independent random variables with A(p) = c
√
p and B(p) =
Cp. This improves the corresponding results from [25] of the form A(p) =
B(p) = Cp. Our new results are motivated by applications in compressed
sensing for random selectors with matrix valued coefficients. More precisely,
we have to consider rank-one operators
aj = [x¯j(l)xj(r)]1≤l,r≤n
such that |xk(j)| ≤D. Then the aim is to estimate∥∥∥∥∥1k
n∑
j=1
δjfajf − f
∥∥∥∥∥
B(ℓn2 )
≤ ?(0.3)
for independent selectors δj ∈ {0,1} with Eδj = k/n and a projection f . As
in the foundational paper on compressed sensing by Candes, Romberg and
Tao [6], it is tempting to use moment estimates, or equivalently, estimates
of the Schatten p-norm of these matrices. In fact, the improved Rosenthal
inequality allows us to recover the famous estimates in [6].
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Let us recall that the noncommutative Lp space associated with the trace
on B(ℓ2) is given by
‖x‖p = [tr(|x|p)]1/p =
(∑
j
sj(x)
p
)1/p
,
where the singular number sj(x) = λj(|x|), that is, the eigenvalues of the
positive matrix |x|=√x∗x. Thus a good estimate of (0.3) can certainly be
obtained from an estimate of the form(
E
∥∥∥∥∑
j
δjfajf − kf
∥∥∥∥
p
p
)1/p
≤C√p
∥∥∥∥∑
j
E(δ2j )fajf
2
∥∥∥∥
1/2
p/2
(0.4)
+Cp
(∑
j
‖fajf‖pp
)1/p
.
Let us now describe the more general setup which allows us to prove results
in noncommutative probability which includes all the statements above. In-
deed, we assume thatM is a von Neumann algebra equipped with a normal
faithful tracial state τ :M→ C, that is, τ(1) = 1 and τ(xy) = τ(yx). Then
Lp(M, τ) is the completion of M with respect to ‖x‖p = [τ(|x|p)]1/p. It is
well known (see, e.g., [15, 38]) that ‖ · ‖p is a norm for 1≤ p ≤∞. In par-
ticular, ‖ · ‖∞ = ‖ · ‖. Here and in the following, ‖ · ‖ will always denote the
operator norm. Let N ⊂M be a von Neumann subalgebra. Then there exists
a unique conditional expectation EN :M→N such that EN (1) = 1 and
EN (axb) = aEN (x)b, a, b ∈N and x ∈M.
We say that two subalgebras N ⊂A,B ⊂M are independent over N if
EN (ab) =EN (a)EN (b), a ∈A,b ∈B.
In particular, we say that x, y ∈M are independent if the algebras they
generate, respectively, are independent over C. A sequence of subalgebra
A1, . . . ,An are called successively independent over N if Ak+1 is independent
of the algebraM(k) generated by A1, . . . ,Ak. Our noncommutative Bennett
inequality reads as follows.
Theorem 0.1. Let N ⊂ Aj ⊂M be successively independent over N
and aj ∈Aj be self-adjoint such that:
(i) EN (aj) = 0; (ii) EN (a2j )≤ σ2j ; (iii) ‖aj‖ ≤Mj .
Then for t≥ 0,
τ
(
1[t,∞)
(
n∑
j=1
aj
))
≤ exp
(
−
∑n
j=1 σ
2
j
supj=1,...,nM
2
j
φ
(
t supj=1,...,nMj∑n
j=1 σ
2
j
))
,
where φ(x) = (1 + x) log(1 + x)− x.
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Here we used 1I(a) =
∫
I dEt for the spectral projection given by the spec-
tral decomposition a=
∫
t dEt. We should mention that the key new ingre-
dient in this theorem is the Golden–Thompson inequality, which has already
played a crucial role in Ahlswede and Winter’s paper [1], Gross’s paper [16]
and Oliveira’s paper [33]. The best constants for random matrices proba-
bility inequalities so far are due to Tropp [47] by using Lieb’s theorem [28].
However, it seems Lieb’s theorem does not apply to the fully noncommuta-
tive setting. In our approach we allow general randomness via independence
not necessarily given by classical filtrations. Indeed, all the other works we
mentioned only considered the semicommutative case or the random matrix
case where operators with classical randomness act on a finite-dimensional
Hilbert space. We invite the reader to rewrite the inequality for conditionally
independent copies xj with σ = σj , Mj =M . Note that in the commutative
context,
τ(1[t,∞)(a)) = Prob(a≥ t).
In the future we will simply take this formula as a definition. Then our
Bernstein and Prohorov inequalities for noncommutative random variables
reads as follows.
Corollary 0.2. Under the same hypothesis of Theorem 0.1, we have
Prob
(
n∑
j=1
aj ≥ t
)
≤ exp
(
− t
2
2
∑n
j=1 σ
2
j + (2t/3) supj=1,...,nMj
)
(0.5)
and
Prob
(
n∑
j=1
aj ≥ t
)
(0.6)
≤ exp
(
− t
2 supj=1,...,nMj
arcsinh
(
t supj=1,...,nMj
2
∑n
j=1 σ
2
j
))
.
It is now rather standard to derive Rosenthal’s inequality from Bernstein’s
inequality (0.5).
Corollary 0.3. Let 2≤ p <∞ and aj satisfy the hypothesis of Theo-
rem 0.1. Then∥∥∥∥∥
n∑
j=1
aj
∥∥∥∥∥
p
≤C
((
p
n∑
j=1
σ2j
)1/2
+ p sup
j=1,...,n
Mj
)
.
For unbounded operators and fixed p, we can prove a similar inequality.
Here we have to make a slightly stronger assumption. Let us recall that
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(Aj)
n
j=1 are fully independent over N if for every subset I ⊂ {1, . . . , n} the
algebra M(I) generated by ⋃i∈I Ai is independent from M(Ic) over N .
Theorem 0.4. Let (Ai) be fully independent over N , 1≤ p <∞, xi ∈
Lp(Ai) with EN (xi) = 0. Then∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥
p
≤Cmax
{
√
p
∥∥∥∥∥
(
n∑
j=1
EN (xjx∗j + x
∗
jxj)
)1/2∥∥∥∥∥
p
,
(0.7)
p
(
n∑
j=1
‖xj‖pp
)1/p}
.
If moreover, p≥ 2.5, then∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥
p
≤C ′max
{
√
p
∥∥∥∥∥
(
n∑
j=1
EN (xjx∗j + x
∗
jxj)
)1/2∥∥∥∥∥
p
,
(0.8)
p‖(xj)‖Lp(ℓ∞)
}
.
According to [36] and [21], the norm of (xj) in Lp(ℓ∞) is given by
inf{‖a‖2p‖b‖2p} such that
xj = ayjb with ‖yj‖∞ ≤ 1.
Clearly, the orders
√
p and p in the above theorem are optimal because they
are already optimal in commutative probability. Note that in this version
Theorem 0.4 improves on Corollary 0.3 for p large enough. The passage
from first assertion to the second follows from an argument in [25]. After
we put this paper on arXiv.org and submitted it for publication, S. Dirksen,
being aware of our work, showed us his different proof of (0.7) and (0.9)
with slightly better constants (private communication). Two months later,
J. A. Tropp informed us that he obtained a particular case (i.e., the random
matrix version) of (0.7) with several coauthors independently by using a
different method in a later paper [31]. In fact, Rosenthal inequalities in the
noncommutative setting have been successively explored in [23, 24] and [25].
The martingale situation is completely settled due to the work of [40] which
shows that for noncommutative martingales,∥∥∥∥∑
j
dj
∥∥∥∥
p
≤Cp
(∥∥∥∥
(∑
k
Ek−1(dkd∗k + d
∗
kdk)
)1/2∥∥∥∥
p
+
(∑
k
‖dk‖pp
)1/p)
,
where (dk) is a sequence of martingale differences given by Ek(x) =ENk(x)
and dk = dk(x) = Ek(x)− Ek−1(x) for a filtration (Nk) ⊂M. As observed
in [24], the constant Cp gives the correct order.
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Let us return to the situation in compressed sensing. Here we obtain the
following result.
Corollary 0.5. Let xj ∈N be positive operator, τ a normalized trace
such that:
(i) 1m
∑m
j=1 xj = 1; (ii) ‖xj‖ ≤ r.
Let δj be independent selectors such that Eδj = k/m. Then for p≥ 2.5,(
E
∥∥∥∥∥1k
m∑
j=1
δjxj − 1
∥∥∥∥∥
p
Lp(τ)
)1/p
≤Cmax
{√
pr
k
,
pr
k
}
.(0.9)
Moreover, if tr is a trace on N such that
‖x‖L∞(tr) ≤ ‖x‖Lp(tr)
and r/k = ε2, then, for t2 ≥ 2.5C2e and t≥ 2.5Ceε, we have
Prob
(∥∥∥∥∥1k
m∑
j=1
δjxj − 1
∥∥∥∥∥
L∞(tr)
> tε
)
≤ tr(1)
{
e−t2/(2C2e), if tε≤C,
e−t/(2Ceε), if tε≥C.(0.10)
Here C is an absolute constant.
These results are closely related to the matrix Bernstein inequality from
Tropp’s paper [47] and operator Bernstein inequality from [16]. Their appli-
cation to problem in compressed sensing will be explained in Section 4. Sec-
tion 1 provides the proof of the Bennett’s inequality and its consequences. An
application to large deviation inequalities and how noncommutative Gaus-
sian random variables may violate the classical equalities are discussed in
Section 2. The improved Rosenthal inequality is proved in Section 3.
1. Noncommutative Bennett inequality. Let us first recall some back-
ground. For a self-adjoint operator a ∈M, we have the spectral decompo-
sition a=
∫
t dEt, where Et is the spectral measure of a. For any Borel set
A⊂ R, we define µ(A) = τ(E(A)). Then µ is a scalar-valued spectral mea-
sure for a and µ(R) = 1. By the measurable functional calculus (see, e.g.,
[11], Section IX.8), there exists a ∗-homomorphism π :L∞(µ)→M depend-
ing on a such that for all f ∈L∞(µ), π(f) = f(a) and
τ(f(a)) =
∫
f(t)µ(dt).(1.1)
In particular, for f = 1[t,∞), we have the exponential Chebyshev inequality
τ(1[t,∞)(a)) = Prob(a≥ t)≤ e−tτ(ea).(1.2)
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Our proof of Bennett’s inequality relies on the well-known Golden–
Thompson inequality. For the usual trace on B(H) we may refer to Si-
mon’s book [45]. The fully general case is due to Araki [2]. A transparent
proof for semifinite von Neumann algebras can be found in Ruskai’s paper
([44], Theorem 4).
Lemma 1.1 (Golden–Thompson inequality). Suppose that a, b are self-
adjoint operators, bounded above and that a+ b are essentially self-adjoint
(i.e., the closure of a+ b is self-adjoint). Then
τ(ea+b)≤ τ(ea/2ebea/2).
Furthermore, if τ(ea)<∞ or τ(eb)<∞, then
τ(ea+b)≤ τ(eaeb).(1.3)
Note that if a, b ∈M are self-adjoint, the hypotheses in Lemma 1.1 are
automatically satisfied. Therefore we have (1.3). With the help of (1.2) and
(1.3), we can prove the noncommutative Bennett inequality following the
commutative case given in [3].
Proof of Theorem 0.1. (1.2) implies for λ≥ 0,
Prob
(
n∑
i=1
ai ≥ t
)
≤ e−λtτ(eλ
∑n
i=1 ai).(1.4)
Since (ai) are successively independent, we deduce from (1.3) that
τ(eλ
∑n
i=1 ai)≤ τ(eλ
∑n−1
i=1 aieλan) = τ(EN (eλ
∑n−1
i=1 aieλan))
(1.5)
= τ(EN (eλ
∑n−1
i=1 ai)EN (eλan)).
Expanding, we obtain
EN (eλan) = EN
( ∞∑
k=0
(λan)
k
k!
)
=
∞∑
k=0
λk
k!
EN (akn)
= 1+
∞∑
k=2
λk
k!
EN (a2na
k−2
n )≤ 1 +
∞∑
k=2
λk
k!
Mk−2n σ
2
n
= 1+
σ2n
M2n
(eλMn − 1− λMn)≤ exp
(
σ2n
M2n
(eλMn − 1− λMn)
)
.
Note that the function f(x) := exp(x−2(eλx−1−λx)) is increasing for x > 0.
It follows that
EN (eλan)≤ exp
(
σ2n
C2
(eλC − 1− λC)
)
,
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where C = supi=1,...,nMi. Iterating n− 2 times, we obtain
τ(eλ
∑n
i=1 ai)≤ exp
(∑n
i=1 σ
2
i
C2
(eλC − 1− λC)
)
.
This yields
Prob
(
n∑
i=1
ai ≥ t
)
≤ exp
(
−λt+
∑n
i=1 σ
2
i
C2
(eλC − 1− λC)
)
.(1.6)
By differentiating we find the minimizing value λ=C−1 log(1+tC/(
∑n
i=1 σ
2
i )).
Then (1.6) yields the assertion. 
Proof of Corollary 0.2. Note that φ(x)≥ x2/(2 + 2x/3) and that
φ(x) ≥ (x/2)arcsinh(x/2) for x≥ 0. Then the corollary follows by relaxing
the bound in Bennett’s inequality. 
In the following we use Corollary 0.2 to prove Corollary 0.3. Let a ∈M
be positive. Recall that Prob(a > t) is an analog of the classical distribution
function of a. In particular, we may use it to compute the Lp norm of a.
Indeed, by the same argument as commutative case, for p > 0 and positive
a ∈M, we have
‖a‖pp = p
∫ ∞
0
tp−1Prob(a > t)dt.(1.7)
Recall that the Gamma function is defined as Γ(p) =
∫∞
0 e
−rrp−1 dr, and
the incomplete Gamma function is defined as Γ(α,p) =
∫∞
p e
−ttα−1 dt. We
need an elementary estimate for Γ(α,p). Note that for t≥ p≥ 2(α− 1), we
have
(e−ttα−1)′ =−e−ttα−1
(
1− α− 1
t
)
≤−1
2
e−ttα−1.
This gives the following lemma.
Lemma 1.2. If p≥ 2α− 2, then Γ(α,p)≤ 2e−ppα−1.
Proof of Corollary 0.3. First note that symmetry and Corollary
0.2 imply
Prob
(∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣≥ t
)
≤ 2exp
(
− t
2
2
∑n
i=1 σ
2
i + (2t/3) sup1≤i≤nMi
)
.
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Put S =
∑n
i=1 σ
2
i and R= supi=1,...,nMi. By (1.7), we have∥∥∥∥∥
n∑
i=1
ai
∥∥∥∥∥
p
p
≤ 2p
∫ ∞
0
exp
(
− t
2
2S +2tR/3
)
tp−1 dt
= 2p
∫ 3S/R
0
exp
(
− t
2
2S + 2tR/3
)
tp−1 dt
+2p
∫ ∞
3S/R
exp
(
− t
2
2S +2tR/3
)
tp−1 dt
= 2p(I + II ),
where
I =
∫ 3S/R
0
exp
(
− t
2
2S + 2tR/3
)
tp−1 dt
and
II =
∫ ∞
3S/R
exp
(
− t
2
2S + 2tR/3
)
tp−1 dt.
We first estimate I . Since t≤ 3S/R, we have
I ≤
∫ 3S/R
0
e−t
2/(4S)tp−1 dt= 2p−1Sp/2
∫ 9S/(4R2)
0
e−rrp/2−1 dr.
For 9S/(4R2)≤ p, we have I ≤ 2p−1Sp/2 ∫ p0 e−rrp/2−1 dr≤ 2pSp/2pp/2−1. For
9S/(4R2)> p, we have
I ≤ 2p−1Sp/2
(∫ p
0
e−rrp/2−1 dr+
∫ 9S/(4R2)
p
e−rrp/2−1 dr
)
≤ 2pSp/2pp/2−1 + I2,
where I2 = 2
p−1Sp/2
∫∞
p e
−rrp/2−1 dr, and by Lemma 1.2, I2 ≤ 2pSp/2pp/2−1×
e−p. Hence, we obtain
I ≤ 2p+1Sp/2pp/2−1.
To estimate II , since 2S < 2tR/3, we have
II ≤
∫ ∞
3S/R
e−3t/(4R)tp−1 dt=
(
4
3
R
)p ∫ ∞
9S/(4R2)
e−rrp−1 dr
≤
(
4
3
R
)p
Γ(p)≤
(
4
3
Rp
)p
.
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Combining all the inequalities together, we find ‖∑ni=1 ai‖pp ≤ 2p+2Sp/2pp/2+
2(4R/3)ppp+1. Hence, we obtain∥∥∥∥∥
n∑
i=1
ai
∥∥∥∥∥
p
≤ 4
√
Sp+
4
√
2
3
e1/eRp≤ 4(
√
Sp+Rp).

We remark that the constant in the above inequality is explicit and quite
small, which may be good for numerical purpose.
2. Large deviation principle. Bennett’s inequality is a large deviation
type inequality giving an upper bound for the tail probability. In the com-
mutative setting lower bounds have been analyzed intensively in large devia-
tion theory. Despite the fact that our arguments in the previous section are
almost commutative, lower bounds for noncommutative random variables
are very different. Let us start with Crame´r’s theorem. We consider a se-
quence of fully independent and identically distributed (i.i.d.) τ -measurable
(see, e.g., [15]) noncommutative random variables (ai)i∈I .
Let Λ(λ) = log τ(eλa1). Following [12] we define the Fenchel–Legendre
transform of Λ(λ) for x ∈R
Λ∗(x) = sup
λ∈R
[λx−Λ(λ)].(2.1)
If (ai) is a commutative i.i.d. sequence, then Crame´r’s theorem ([12], Theo-
rem 2.2.3) says that (ai) satisfies the large deviation principle (LDP) with
rate function Λ∗, which implies [12], Corollary 2.2.19,
lim sup
n→∞
1
n
logProb
(
n∑
i=1
ai ≥ nt
)
=− inf
s≥t
Λ∗(s).(2.2)
The upper bound remains valid in the noncommutative setting.
Proposition 2.1. Let (ai)i≥1 be an i.i.d. sequence in (M, τ) such that
τ(ai) = 0 for all i≥ 1. Then for any t > 0,
lim sup
n→∞
1
n
logProb
(
n∑
i=1
ai ≥ nt
)
≤− inf
s≥t
Λ∗(s).
Proof. Thanks to the Golden–Thompson inequality, we can follow the
proof in the commutative case in [12]. Using (1.4) and (1.5), we obtain
Prob
(
n∑
i=1
ai ≥ nt
)
≤ e−λnt
n∏
i=1
τ(eλai) = e−n(λt−Λ(λ)).
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This implies
1
n
logProb
(
n∑
i=1
ai ≥ nt
)
≤−Λ∗(t)≤− inf
s≥t
Λ∗(s).

Remark 2.2. Although we assumed ai’s are in (M, τ), using truncation
and approximation, we can also prove the previous proposition for symmetric
Gaussians. To be more precise, for independent symmetric Gaussian random
variables a and b, let aN = a1{|a|<N} and bN = b1{|b|<N}. Then the monotone
convergence theorem implies that τ(eaN )→ τ(ea), τ(ebN )→ τ(eb). Since the
symmetric Gaussian random variable is in
⋂
p≥1Lp(M, τ), the triangle in-
equality implies τ((aN + bN )
p)→ τ((a+ b)p). By symmetry, we have
τ(eaN+bN )→ τ(ea+b).
In the following we give two examples which violate the LDP for noncom-
mutative random variables.
Example 2.3 (Noncommutative semicircular law [48]). Recall that the
semicircular law centered at a ∈ R and of radius r > 0 is the distribution
γa,r :C[X]→C defined by
γa,r(P ) =
2
πr2
∫ a+r
a−r
P (t)
√
r2− (t− a)2 dt.
Here C[X] is the algebra of complex polynomials in one variable.
Let us recall that copies of semicircular random variables can be con-
structed on the full Fock space; see, for example, [48], Section 2.6. We find
a sequence of the so-called free (thus fully independent) Gaussian random
variables {si}i∈I with the identical distribution γ0,2. By rotation invariance
of the free functor, we deduce from [48], Section 3.4, that
sˆn =
1√
n
n∑
i=1
si ∼ γ0,2,(2.3)
which means that the distribution of sˆn is γ0,2. Since γ0,2 is supported in
[−2,2], for any t > 0,
lim
n→∞
1
n
logProb
(
n∑
i=1
si ≥ nt
)
= lim
n→∞
1
n
logProb(sˆn ≥
√
nt) =−∞.
On the other hand, by the integral representation of the modified Bessel
function I1 ([46], (9.46)), the moment generating function of γ0,2 is given by
M(λ) =
1
2π
∫ 2
−2
eλt
√
4− t2 dt= I1(2λ)
λ
.
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Using the series representation of I1 ([46], (9.28)), we have for λ > 0,
M(λ) =
∞∑
n=0
λ2n
(n+1)!n!
≥
∞∑
n=0
λ2n
2(2n)!
=
eλ + e−λ
4
≥ 1
4
eλ.
We find Λ(λ) = logM(λ)≥ λ− log 4. Since τ(a1) = 0, by [12], Lemma 2.2.5,
for x≥ 0,
Λ∗(x) = sup
λ≥0
[λx−Λ(λ)].
Therefore,
Λ∗(1) = sup
λ≥0
[λ−Λ(λ)]≤ log 4<∞,
which shows that the sequence (si) violates the LDP lower bound in (2.2).
We have proved the following result.
Proposition 2.4. The semicircular sequence (sn)n∈N does not satisfy
LDP (2.2).
The counterexample works in free probability because s1 is bounded. In
order to motivate the next example, we first clarify the relationship between
the logarithmic moment generating function Λ and the rate function I of
the LDP.
Remark 2.5. Suppose that an i.i.d. sequence (an) satisfies the LDP
with rate function I(x) and that Λ(λ) is well defined. Then the Fenchel–
Legendre transform of I(x) coincides with Λ(λ), that is,
I∗(λ) = Λ(λ).
Indeed, by Ho¨lder’s inequality Λ(λ) is convex, and by Fatou’s lemma for
τ -measurable operators ([15], Theorem 3.5), Λ(λ) is lower semicontinuous.
Then Crame´r’s theorem and the duality lemma ([12], Lemma 4.5.8) yield
the assertion. In particular, if (an) satisfies the LDP with rate function
I(x) and Λ(λ) exists, then I(x) = x2/2 implies Λ(λ) = I∗(λ) = λ2/2; that
is, the sequence (an) follows standard normal distribution. This means in
classical probability the distribution of an i.i.d. sequence can be recovered
from the rate function given by the LDP. The next proposition will show
that this is no longer the case in the noncommutative setting. Therefore,
a literal translation of the LDP is not to be expected in noncommutative
probability.
Proposition 2.6 (Gaussian family). Let θ ∈ (0,1). There exists an i.i.d.
sequence (ξn)n≥1 of noncommutative Gaussian random variables with loga-
rithmic moment generating function Λθ(λ) such that:
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(i) (ξn) satisfies the LDP with rate function Iθ(x) = x
2/2;
(ii) |Λθ(λ)− λ22 − log(1− θ)| ≤ θ1−θe2λ−λ
2/2.
In particular, I∗θ (λ) = λ
2/2 6= Λθ(λ). Therefore, the law of (ξn) cannot be
recovered from the LDP rate function.
Before going to the proof, we remark that the failure of recovering the law
Λθ(·) from rate function Iθ(·) is because Crame´r’s theorem is no longer true
in the noncommutative setting. Indeed, since Λ0(λ) = λ
2/2 is the logarithmic
moment generating function of standard normal distribution and Λ∗0(x) =
x2/2, if Crame´r’s theorem were true, we would have Λ∗θ(x) = Iθ(x) = x
2/2 =
Λ∗0(x). But Λθ(λ) 6=Λ0(λ) as stated above, this contradicts the injectivity of
Fenchel–Legendre transform.
Proof of Proposition 2.6. For θ ∈ (0,1), given a noncommutative
standard Gaussian random variable g0 (with probability density function
e−x2/2/
√
2π) and a noncommutative semicircular random variable g1 ∼ γ0,2,
there exists a noncommutative random variable gθ such that
τ(gkθ ) = (1− θ)τ(gk0 ) + θτ(gk1 ).
This implies by approximation (see [22])
τ(f(gθ)) = (1− θ)τ(f(g0)) + θτ(f(g1))
for all measurable function f . In particular, for any Borel set A⊂R,
τ(1A(gθ)) = (1− θ)τ(1A(g0)) + θτ(1A(g1))(2.4)
and for all λ ∈R,
τ(eλgθ) = (1− θ)τ(eλg0) + θτ(eλg1).(2.5)
Moreover, for every real Hilbert space H there exists an algebra Nθ(H),
together with a map u :H →Nθ(H) and a family of trace preserving auto-
morphisms αo :Nθ(H)→Nθ(H) indexed by the contractions o of H such
that
αo(u(h)) = u(o(h)).
We apply this for H = ℓ2(N) and define ξi = u(ei) where ξ1 has the same
distribution as gθ. Using the permutations, we see that ξi = α(i1)(ξ1), and
hence these variables are identical distributed. Using the conditional ex-
pectations onto Nθ(ℓ2(I)), I ⊂ N, we see that (ξi) is a fully independent
sequence. Using a real unitary which maps e1 to
1√
n
∑n
i=1 ei, we deduce that
ξ1 and
1√
n
∑n
i=1 ξi have the same distribution, that is,
1√
n
n∑
i=1
ξi
D
= ξ1
D
= gθ;(2.6)
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see [10, 17, 18] for more details. Following [12], Section 2.2, we define Sn =
1
n
∑n
k=1 ξk and µn(A) = τ(1A(Sn)). By the invariance property (2.6), we have
µn(A) = τ(1√nA(
√
nSn)) = τ(1√nA(gθ)). Using (2.4), we find
µn(A) = τ(1√nA(gθ)) = (1− θ)τ(1√nA(g0)) + θτ(1√nA(g1)).(2.7)
We aim to establish an LDP for (µn). Let A be a Borel set and Iθ(x) = x
2/2.
Note that the support of the distribution of g1 is [−2,2]. We consider the
following two cases:
(1) 0 ∈ cl(int(A)), the closure of interior of A. If there exists an interval
(−δ, δ)⊂ cl(int(A)), then limn→∞ τ(1√nA(g1)) = 1. If no such interval exists,
0 is a boundary point of cl(int(A)), then limn→∞ τ(1√nA(g1)) = 1/2. In any
case, we have
lim
n→∞
1
n
logµn(A) = 0 =− inf
x∈int(A)
Iθ(x) =− inf
x∈cl(A)
Iθ(x).
(2) 0 /∈ cl(int(A)). In this case, int(√nA∩ [−2,2]) will eventually be empty
for n large enough. Then we have limn→∞ τ(1√nA(g1)) = 0. First we assume
int(A) 6=∅ and without loss of generality, we assume int(A)⊂R+. Let x=
inf{intA} and (x,T ) be an interval contained in A. Then we have∫ √nT
√
nx
e−t
2/2 dt≤
∫
√
nA
e−t
2/2 dt≤
∫ ∞
√
nx
e−t
2/2 dt.
Since τ(1√nA(g0)) =
1√
2π
∫
√
nA e
−t2/2 dt, straightforward computation shows
that
−x
2
2
≤ lim inf
n→∞
1
n
log τ(1√nA(g0))≤ lim sup
n→∞
1
n
log τ(1√nA(g0))≤−
x2
2
.
This fact together with (2.7) yields
− inf
x∈int(A)
Iθ(x)≤ lim
n→∞
1
n
logµn(A)≤− inf
x∈cl(A)
Iθ(x).(2.8)
Note that if int(A) =∅, (2.8) is trivial.
According to [12], (1.2.4), we have shown that (µn) or (ξn) satisfies the
LDP with rate function Iθ(x) = x
2/2. On the other hand, if we put Λθ(λ) =
log τ(eλgθ ) and let ν denote the probability measure of g1, then (2.5) implies
Λθ(λ) = log
(
(1− θ)eλ2/2 + θ
∫ 2
−2
eλtν(dt)
)
= log
(
(1− θ)eλ2/2
(
1 +
θe−λ2/2
1− θ
∫ 2
−2
eλtν(dt)
))
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≤ log
(
(1− θ)eλ2/2
(
1 +
θe−λ2/2e2λ
1− θ
∫ 2
−2
ν(dt)
))
≤ log(1− θ) + λ
2
2
+ log
(
1 +
θ
1− θe
2λ−λ2/2
)
and similarly,
Λθ(λ)≥ log(1− θ) + λ
2
2
+ log
(
1 +
θ
1− θe
−2λ−λ2/2
)
.
Combining these two inequalities, we obtain∣∣∣∣Λθ(λ)− λ22 − log(1− θ)
∣∣∣∣≤ log
(
1 +
θ
1− θ e
2λ−λ2/2
)
(2.9)
≤ θ
1− θe
2λ−λ2/2,
which implies limλ→∞Λθ(λ)−λ2/2 = log(1−θ). In particular, Λθ(λ) 6= λ2/2.
Since I∗θ (λ) = λ
2/2 6=Λθ(λ), we have proved that the law Λθ(·) of (ξn) cannot
be recovered from the LDP rate function Iθ(·). 
3. Improved noncommutative Rosenthal’s inequality. We prove the im-
proved noncommutative Rosenthal inequality and show that the coefficients
cannot be improved in this section. In order to prove Theorem 0.4, we will
follow and refine the standard iteration procedure given in [25], used before
by Lust-Piquard [29] and Pisier, Gilles and Xu [38].
Proof of Theorem 0.4. Instead of proving (0.7) directly, we prove
the following equivalent inequality:∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥
p
≤Dpmax
{
√
p
∥∥∥∥∥
(
n∑
j=1
EN (x∗jxj)
)1/2∥∥∥∥∥
p
,
(3.1)
√
p
∥∥∥∥∥
(
n∑
j=1
EN (xjx∗j)
)1/2∥∥∥∥∥
p
, p
(
n∑
j=1
‖xj‖pp
)1/p}
,
and we assume at the moment that Dp is the best constant which may de-
pend on the range of p. By [25], Theorem 2.1, (3.1) is true for 1≤ p≤ 4. This
is the starting point of our iteration argument. Assume p > 2. We only need
to show “p⇒ 2p.” Let xi ∈ L2p(M, τ). Write the conditional expectation
operator E =EN in the following proof. Put
A=
√
2p
∥∥∥∥∥
(
n∑
i=1
E(x∗i xi)
)1/2∥∥∥∥∥
2p
and B = 2p
(
n∑
i=1
‖xi‖2p2p
)1/(2p)
.
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Using [23], Lemma 1.2, and the noncommutative Khintchine inequality in
[36] with the right order of best constant, we have∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
2p
≤ 2E
∥∥∥∥∥
n∑
i=1
εixi
∥∥∥∥∥
2p
≤ c√pmax
{∥∥∥∥∥
n∑
i=1
x∗i xi
∥∥∥∥∥
1/2
p
,
∥∥∥∥∥
n∑
i=1
xix
∗
i
∥∥∥∥∥
1/2
p
}
,
where (εi) is a sequence of Rademacher random variables, and E denotes
the corresponding expectation. Let yi = x
∗
i xi −E(x∗i xi). Then∥∥∥∥∥
n∑
i=1
x∗ixi
∥∥∥∥∥
p
≤ 2max
{∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥
p
,
∥∥∥∥∥
n∑
i=1
E(x∗i xi)
∥∥∥∥∥
p
}
.
Applying the induction hypothesis, we obtain∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥
p
≤Dpmax
{
√
p
∥∥∥∥∥
(
n∑
i=1
E(y2i )
)1/2∥∥∥∥∥
p
, p
(
n∑
i=1
‖yi‖pp
)1/p}
.
Note that
E(y2i ) =E(|xi|4)− (E(|xi|2))2 ≤E(|xi|4).
By [23], Lemma 5.2, we obtain∥∥∥∥∥
n∑
i=1
E(|xi|4)
∥∥∥∥∥
p/2
≤
∥∥∥∥∥
n∑
i=1
E(|xi|2)
∥∥∥∥∥
(p−2)/(p−1)
p
(
n∑
i=1
‖xi‖2p2p
)1/(p−1)
= (A2/2p)(p−2)/(p−1)(B/2p)2p/(p−1)
=A(2p−4)/(p−1)B2p/(p−1)(2p)−(3p−2)/(p−1).
On the other hand, since E is a contraction on Lp(M, τ), we have(
n∑
i=1
‖yi‖pp
)1/p
=
(
n∑
i=1
‖x∗ixi −E(x∗ixi)‖pp
)1/p
≤ 2
(
n∑
i=1
‖x∗ixi‖pp
)1/p
= 2
(
n∑
i=1
‖xi‖2p2p
)1/p
=
B2
2p2
.
This gives∥∥∥∥∥
n∑
i=1
yi
∥∥∥∥∥
p
≤Dpmax
{√
pA(p−2)/(p−1)Bp/(p−1)(2p)−(3p−2)/(2p−2),
pB2
2p2
}
≤Dpmax
{
2−(3p−2)/(2p−2)A(p−2)/(p−1)Bp/(p−1)p−1−1/(2p−2),
B2
2p
}
.
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Hence, we find∥∥∥∥∥
n∑
i=1
x∗ixi
∥∥∥∥∥
p
≤max
{
2−p/(2p−2)DpA(p−2)/(p−1)Bp/(p−1)p−1−1/(2p−2),
(3.2)
DpB
2
p
,
A2
p
}
.
Young’s inequality for products implies
A(p−2)/(2p−2)Bp/(2p−2) ≤ (p− 2)A
2p− 2 +
pB
2p− 2 ≤max{A,B}.(3.3)
Note that 2−p/(4p−4) ≤ 2−1/4 and p−1/(4p−4) ≤ 1. Equations (3.2) and (3.3)
yield
√
p
∥∥∥∥∥
n∑
i=1
x∗i xi
∥∥∥∥∥
1/2
p
≤max{2−1/4√Dpmax{A,B},√DpB,A} ≤√Dpmax{A,B}
=
√
Dpmax
{√
2p
∥∥∥∥∥
(
n∑
i=1
E(x∗ixi)
)1/2∥∥∥∥∥
2p
,2p
(
n∑
i=1
‖xi‖2p2p
)1/(2p)}
.
Applying the same argument to xix
∗
i , we obtain
√
p
∥∥∥∥∥
n∑
i=1
xix
∗
i
∥∥∥∥∥
1/2
p
≤√Dpmax
{√
2p
∥∥∥∥∥
(
n∑
i=1
E(xix
∗
i )
)1/2∥∥∥∥∥
2p
,2p
(
n∑
i=1
‖xi‖2p2p
)1/(2p)}
.
Hence, (3.1) is true for 2p with constant c
√
Dp. It follows that
D2p ≤ c
√
Dp,
and thus Dp ≤ c2 which is independent of p. Therefore, the iteration argu-
ment is complete, and we have proved the first assertion. As mentioned in
the Introduction of this paper, the interpolation argument from [25], Sec-
tion 4, shows that the first assertion can be improved to the second assertion
with a singularity as p tends to 2. Thus for p≥ 2.5 the assertion holds with
an absolute constant. 
Remark 3.1. The improved Rosenthal inequality allows us to extend
Lust-Piquard’s noncommutative Khintchine inequality [29, 30] in a twisted
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setting. We refer to [9] for unexplained notion on the Gaussian measure
space construction. The starting point is a discrete group acting on a real
Hilbert space H . This means we fix an isometry b :H→ L2(Ω,Σ, µ) such that
b is linear, and b(h) is a centered Gaussian random variable with variance
‖h‖2. For example, for H = L2(0,∞) and Bt = b(1[0,t]) we recover a well-
known method to construct Brownian motion. We may assume that Σ is
the minimal sigma algebra generated by the random variables b(H). Then
the action of G extends to a family of measure preserving automorphism
α :G→Aut(L∞(Ω,Σ, µ)) such that
αg(b(h)) = b(g.h).
This allows us to form the crossed product M = L∞(Σ)⋊G. The crossed
product is spanned by random variables of the form
x=
∑
g
fgλ(g).
Here λ(g) refers to the regular representation of group. The algebraic struc-
ture is determined by λ(g)fλ(g−1) = αg(f). The twisted Gaussian random
variables are of the form
B =
∑
g
b(hg)λ(g), hg ∈H.
In order to formulate the Khintchine inequality, we have to recall that there
exists trace preserving conditional expectation E :M →L(G). Here L(G) is
the von Neumann subalgebra generated by the image λ(G) and the trace is
given by
τ
(∑
g
fgλ(g)
)
=
∫
f1 dµ.
Then we can deduce from Theorem 0.4 that for p≥ 2,
‖B‖p ≤ c√p‖E(B∗B +BB∗)1/2‖p.(3.4)
Moreover, the span of the generalized Gaussian random variables is com-
plemented, and the inequality remains true with additional vector valued
coefficients. This is a key fact in proving noncommutative Riesz transforms.
To illustrate (3.4) let us assume that the action is trivial. Let (ek) be a basis
and
B =
∑
k,g
a(k, g)b(ek)⊗ λ(g) =
∑
k
b(ek)⊗ ak.
Then we find
E(BB∗) =
∑
k
aka
∗
k, E(B
∗B) =
∑
k
a∗kak.
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Thus the right-hand side gives exactly the square function we expect for
Gaussian variables. However, with nontrivial additional group action BB∗
and B∗B look quite different, and the group action interferes significantly.
Using (0.8), we can prove Corollary 0.5 which will play a central role in
the application to compressed sensing in the next section.
Proof of Corollary 0.5. By Jensen’s inequality, we have(
Eδ
∥∥∥∥∥1k
m∑
i=1
δixi − 1
∥∥∥∥∥
p
Lp(N ,τ)
)1/p
=
(
Eδ
∥∥∥∥∥1k
m∑
i=1
δixi− 1
k
Eδ′
(
m∑
i=1
δ′ixi
)∥∥∥∥∥
p
Lp(N ,τ)
)1/p
≤
(
Eδ
(
Eδ′
∥∥∥∥∥1k
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
Lp(N ,τ)
)p)1/p
≤
(
Eδ,δ′
∥∥∥∥∥1k
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
p
Lp(N ,τ)
)1/p
,
where (δ′i) is a sequence of independent selectors with the same distribution
as δi’s. In order to apply Theorem 0.4, it is crucial to choose appropriate
probability space. Let (Ω,F ,P) be the probability space generated by (δi, δ′i).
We consider the noncommutative probability space as the algebra M =
L∞(P)⊗N . Then we have a normalized trace τ˜ = E⊗ τ on M. We identify
E as the conditional expectation E :M→N . Clearly, ((δi − δ′i)xi)ni=1 are
fully independent over N . Note that
E(δi − δ′i)2 =
2k
m
(
1− k
m
)
≤ 2k
m
and sup
i=1,...,m
|δi − δ′i| ≤ 1.
Since xi is positive, x
∗
ixi = x
2
i . Using (0.8), we obtain(
E
∥∥∥∥∥
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
p
Lp(N ,τ)
)1/p
=
∥∥∥∥∥
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
Lp(M,τ˜)
≤ Cmax
{
√
p
∥∥∥∥∥
m∑
i=1
E((δi − δ′i)2x2i )
∥∥∥∥∥
1/2
Lp/2(N ,τ)
,
p
∥∥∥ sup
i=1,...,m
|δi − δ′i|xi
∥∥∥
Lp(M,τ˜)
}
.
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Since τ(1) = 1 and xi ≤ r, we obtain ‖|δi − δ′i|xi‖Lp(M,τ˜ ;ℓ∞) ≤ r, and∥∥∥∥∥
m∑
i=1
E(δi − δ′i)2x2i
∥∥∥∥∥
Lp/2(N ,τ)
≤ 2kr
∥∥∥∥∥ 1m
m∑
i=1
xi
∥∥∥∥∥
Lp/2(N ,τ)
= 2kr.
Therefore, we find(
E
∥∥∥∥∥1k
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
p
Lp(N ,τ)
)1/p
≤Cmax
{√
2pr
k
,
pr
k
}
.
We have completed the proof of (0.9) with constant
√
2C. For the “more-
over” part, we use the additional norm assumption and obtain∥∥∥∥∥1k
m∑
i=1
δixi − 1
∥∥∥∥∥
L∞(tr)
≤
∥∥∥∥∥1k
m∑
i=1
δixi− 1
∥∥∥∥∥
Lp(tr)
.
Then by Chebyshev’s inequality and (0.9) for trace τ(x) = tr(x)/tr(1), we
have
P
(∥∥∥∥∥1k
m∑
i=1
δixi − 1
∥∥∥∥∥
L∞(tr)
≥ tε
)
≤ (tε)−pE
∥∥∥∥∥1k
m∑
i=1
(δi − δ′i)xi
∥∥∥∥∥
p
Lp(tr)
≤ tr(1)max
{√
C2pr
kt2ε2
,
Cpr
ktε
}p
.
Let us first assume tε ≤ C. Optimize the first term in p and find p =
t2ε2k/(C2re). Recall that k = rε−2. Then the first term becomes e−t2/(2C2e).
Using tε≤C, this choice of p gives an upper bound of e−t2/(C2e) for the sec-
ond term. Now assume tε ≥ C. The optimal choice for the second term is
obtained for p = ktε/(Cre). Then the second term becomes e−t/(Ceε) and,
thanks to tε ≥ C, the first term is less than e−t/(2Ceε). The additional as-
sumption on t guarantees that p≥ 2.5 in both cases. Therefore,
P
(∥∥∥∥∥1k
m∑
i=1
δixi − 1
∥∥∥∥∥
L∞(tr)
≥ tε
)
≤ tr(1)
{
e−t2/(2C2e), if tε≤C,
e−t/(2Ceε), if tε≥C.
The constant C is the same as the constant in the first assertion. 
Remark 3.2. In this context it is useful to compare our different gen-
eralizations of Rosenthal’s inequality. We observe that with Corollary 0.3,
we can only obtain(
E
∥∥∥∥∥1k
m∑
i=1
δixi− 1
∥∥∥∥∥
p
Lp(τ)
)1/p
≤C
(√
pr2
k
+
pr
k
)
,
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and with inequality (0.7) we obtain
(
E
∥∥∥∥∥1k
m∑
i=1
δixi− 1
∥∥∥∥∥
p
Lp(τ)
)1/p
≤C
(√
pr
k
+
pr
k1−1/p
)
.
Both estimates are worse than inequality (0.9).
The following two examples are meant to justify the optimality of
√
p and
p. We refer the reader to [35] for a more detailed discussion on this topic in
the framework of classical probability. We will use the standard notation for
comparing orders of functions as p→∞. Recall that f(p) =O(g(p)) if there
exists a constant C such that f(p)≤ Cg(p) asymptotically, f(p) = Ω(g(p))
if there exists a constant c such that f(p) ≥ cg(p) asymptotically, f(p) =
Θ(g(p)) if there exist constants c and C such that cg(p) ≤ f(p) ≤ Cg(p)
asymptotically, and f(p)∼ g(p) if limp→∞ f(p)/g(p) = 1.
Example 3.3 (The optimality of
√
p in Theorem 0.4). Let us assume
that ∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
p
≤A(p)
(
n∑
i=1
‖xi‖2
)1/2
+B(p)
(
n∑
i=1
‖xi‖p
)1/p
(3.5)
for some functions A(p) and B(p). We use xi = gi. Here (gi) is a sequence
of i.i.d. normal random variables with mean 0 and variance 1. We know
E|g1|p = 2p/2√π Γ(p+12 ). By Stirling’s formula, we obtain for large p,
‖g1‖p ∼
√
p
e
.
This yields that there exist absolute constants c and C such that c
√
p ≤
‖g1‖ ≤C√p for all p≥ 2. Hence, we obtain
c
√
p≤ ‖g1‖p =
∥∥∥∥∥ 1√n
n∑
i=1
gi
∥∥∥∥∥
p
≤A(p) +CB(p)√pn1/p−1/2.
Sending n→∞, we have
A(p)≥ c√p for p > 2.
This shows that one cannot reduce the order of A(p), even at the expense
of increasing the order of B(p).
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Example 3.4 (The optimality of p in Theorem 0.4). Following Corol-
lary 0.5, we do a random selector on Ω = {1}, that is, xi = 1 and Eδi = λ=
k/m, and then we shall assume that(
E
∣∣∣∣∣1k
m∑
i=1
δi − 1
∣∣∣∣∣
p)1/p
≤C
√
p
k
+
f(p)
k
for some function f(p). Here we choose m = p and k = ap for some very
small a. Then we find that for every 1≤ j ≤m,∣∣∣∣ jk − 1
∣∣∣∣
(
m
j
)1/m
λj/m(1− λ)1−j/m ≤C
√
m
k
+
f(m)
k
.
Let us first fix j = ⌈γm⌉ and assume that γ ≥ 1/4 and 1/2m < a≤ 1/8. This
gives jk ≥ γa ≥ 14a ≥ 2 and hence∣∣∣∣ jk − 1
∣∣∣∣≥ 18a.
Note that 1≤ (mj )1/m ≤ 2 so that we cannot expect any help here. Thus we
find
1
16
aγ−1(1− a)1−γ ≤ 1
8
aγ−1+1/m(1− a)1−γ ≤Ca−1/2 + f(p)
ap
.
Let us now fix γ = 1/4 and choose a such that
2Ca−1/2 ≤ 1
16
(
1− a
a
)3/4
or equivalently,
32Ca1/4 ≤ (1− a)3/4.
However, a≤ 1/8 implies 1− a≥ 7/8. Thus
a≤
(
7
8
)3 1
(32C)4
will do. Then we find (
a1/4
(7/8)3/4
32
)
p≤ f(p).
Choose a= (7/8)3/(32C)4. Then we have
c0
C
p≤ f(p)(3.6)
for an absolute constant c0 = (7/8)
3/2/322. This shows that one cannot re-
duce the order of f(p), as long as we keep A(p)≤C√p in (3.5).
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Remark 3.5. In fact, Example 3.4 provides more information. Instead
of fixing γ, by sending γ→ 0 and choosing a ≤ γ/2 appropriately, we can
find a different behavior. Indeed, then we have |j/k − 1| ≥ γ/(2a) and
γ
4
aγ−1(1− a)1−γ ≤Ca−1/2 + f(p)
ap
,
and since a < γ and (1− γ)1−γ ≥ e−1, we need 8eCa−1/2 ≤ γaγ−1 or
a1/2−γ ≤ γ
8eC
.
Note that ( γ8eC )
2/(1−2γ) ≤ γ/2 for γ ≤ 1. Hence with
a≤
(
γ
8eC
)2/(1−2γ)
,
we have
γaγ
8e
p≤ f(p).
Put a= ( γ8eC )
2/(1−2γ). Then we obtain(
γ
8eC
)1/(1−2γ)
Cp≤ f(p).
Optimizing the left-hand side in γ, we obtain 2γ log(8e2C)− 2γ log(γ) = 1
and (
16eC log
8e2C
γ
)−1−1/log(8eC/γ)
Cp≤ f(p).
Since γ log γ→ 0 as γ→ 0, we choose
γ =
1
2 log(8e2C)
.
In order to obtain a lower bound for f(p), we need to assume 8C ≥ 1 so that
γ ≤ 1/4. This yields for C ≥ 1.5,
f(p)≥ 1
32
√
2e3/2+2/e log(8e2C)
p≥ p
c1 logC
(3.7)
for some absolute constant c1. Compare (3.7) with (3.6). Estimate (3.7) is
better for large C. Let us now fix p and put C = pα. Example 3.3 shows that
α has to be nonnegative. (3.7) implies that for α> 0,
f(p)≥ p
c1α log p
.
In particular, for C =
√
p/log p, we obtain f(p)≥ 2c−11 p/ log p, which recovers
the best constants obtained in [20].
Example 3.3 and Remark 3.5 yield the following result.
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Theorem 3.6. Under the hypotheses of Theorem 0.4, assume that∥∥∥∥∥
n∑
i=1
xi
∥∥∥∥∥
p
≤A(p)
∥∥∥∥∥
(
n∑
j=1
EN (xjx∗j + x
∗
jxj)
)1/2∥∥∥∥∥
p
+B(p)
(
n∑
j=1
‖xj‖pp
)1/p
for some functions A(p) and B(p). Then we have:
(i) The best possible order of the lower bound for A(p) is
√
p, which
cannot be improved, even if the order of B(p) is increased.
(ii) If Ω(p/ log p) =A(p) =O(pβ) where β ≥ 1, then the best possible order
of B(p) is p/ log p.
The point here is that the random selector model attains the worst case in
the noncommutative Rosenthal inequality. In the commutative case, (i) was
proved by Pinelis and Utev in [35]. Later, Pinelis proved much stronger
results which give different combinations of best constants in the martingale
version of Rosenthal inequality in the context of Banach spaces. We refer
the interested reader to [34] for more details. We thank Pinelis for pointing
this out to us.
4. Illustration in compressed sensing. At the time of this writing there is
a large body of work relating tools originating from noncommutative prob-
ability to estimates from compressed sensing; see [31, 47] for more details.
Since our improvement of the Rosenthal inequality was motivated by prob-
lems in compressed sensing, we want to describe this relation toward com-
pressed sensing. Let us briefly recall the background here following [6, 8, 43].
We want to reconstruct an unknown signal f ∈Cn from linear measurements
Φf ∈Ck, where Φ is some known k×n matrix called the measurement ma-
trix. The reconstruction problem is stated as
min‖f∗‖0 subject to Φf∗ =Φf,(4.1)
where ‖f‖0 = |suppf | is the number of nonzero element of f . Since this
problem is computationally expensive, we consider its convex relaxation in-
stead.
min‖f∗‖1 subject to Φf∗ =Φf,(4.2)
where ‖f‖p = (
∑n
j=1 |fj|p)1/p denotes ℓp norm throughout this section. Exact
reconstruction means that the solutions to (4.1) and (4.2) are both equal
to f . f is assumed to be s-sparse, that is, |suppf | ≤ s. We refer to [6, 43]
for why (4.2) is a good substitute of (4.1). However, the restricted isometry
property (RIP) on Φ is an extremely important tool for exact reconstruction
due to Candes and Tao [7]; see also [5]. Let ΦT denote the k × |T | matrix
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consisting of the columns of Φ indexed by T . The RIP constant ∆s is defined
to be the smallest positive number such that the inequality
C(1−∆s)‖x‖22 ≤ ‖ΦTx‖22 ≤C(1 +∆s)‖x‖22
holds for some number C > 0 and for all x∈ ℓ2 and all subsets T ⊂ {1, . . . , n}
of size |T | ≤ s. Candes and Tao proved the following theorem [5, 7]:
Theorem 4.1. Let f be an s-sparse signal and Φ be a measurement
matrix whose RIP constant satisfies
∆3s +3∆4s ≤ 2.
Then f can be recovered exactly.
Since ∆s is nondecreasing in s, in order to verify RIP, it suffices to show
that
∆4s ≤ 12
or simply ∆s ≤ 12 by adjusting constant if necessary. In this section, we
apply Corollary 0.5 to study the problem of reconstruction from Fourier
measurements. Two cases will be considered. In the first case, we fix the
support T of f . In the second case we allow it to vary. In the following, C
will always denote the constant in Corollary 0.5, and Cm will always denote
the m-dimensional complex Euclidean space equipped with ℓ2 norm.
Example 4.2 (Fourier measurements). We consider the discrete Fourier
transform fˆ =Ψf where Ψ is a matrix with entries
Ψω,t =
1√
n
e−i2πωt/n, ω, t ∈ {0, . . . , n− 1}.
We want to reconstruct an s-sparse signal f ∈Cn from linear measurements
Φf ∈CΩ, where Ω⊂ {0, . . . , n−1} is a uniformly random subset with average
cardinality k and the measurement matrix Φ is a submatrix of Ψ consisting
of random rows with indices in Ω. This is the Fourier measurement matrix
considered in [6, 8, 43]. We can formulate this random subset precisely using
the Bernoulli model. Let (δi)
n−1
i=0 be a sequence of independent selectors with
Eδi = k/n, for i= 0, . . . , n− 1. Then
Ω = {j : δj = 1}
and k = E|Ω|.
Let yi be the ith row of Ψ and T the support of f . Write y
T
i for the
restriction of yi on the coordinate in the set T . For x, y, z ∈ Cn, we define
the tensor x⊗y as the rank-one linear operator given by (x⊗y)(z) = 〈x, z〉y.
Then
Φ∗Φ=
∑
i∈Ω
yTi ⊗ yTi =
n−1∑
i=0
δiy
T
i ⊗ yTi .
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Let xj = ny
T
j ⊗ yTj . Then
1
n
n−1∑
i=0
xi = idCT = IT and ‖xj‖= n‖yTj ⊗ yTj ‖= n‖yTj ‖22 ≤ s.
The next proposition follows easily from Corollary 0.5.
Proposition 4.3. Assume that the average cardinality of a random set
Ω is k = ε−2s. Then for tε≤C,
P
(∥∥∥∥∥nk
n−1∑
i=0
δiy
T
i ⊗ yTi − idCT
∥∥∥∥∥≥ tε
)
≤ se−t2/(2C2e),(4.3)
where ‖ · ‖ is the operator norm.
Define
H = idCT −
n
|Ω|
n−1∑
i=0
δiy
T
i ⊗ yTi .
Then Φ∗Φ= |Ω|n (IT −H). By the classical Bernstein inequality, k/2≤ |Ω| ≤
3k/2 with high probability; see [8], Lemma 6.6. Therefore, by choosing tε <
1, we find that the matrix IT −H is invertible with high probability. The
precise meaning of “high probability” will become clear in a moment. This
proposition is an analog of [6], Theorem 3.1, and [43], Theorem 3.3, with a
single set T . We compare our results with previous results in the following
remark. It is easy to show that P(k/2 ≤ |Ω| ≤ 3k/2) given by Bernstein’s
inequality dominates 1− se−t2/(2C2e) for the value of k given below. Hence
we only need to consider (4.3) for the probability of success.
Remark 4.4. (i) For a single set T our result is more general than
previous results on the invertibility of Φ∗Φ obtained by Candes, Romberg
and Tao in the breakthrough paper [6]. In particular, if we put tε= 1/2 and
ε−2 = 8C2e(M logn+ log s) for some M > 0, then we obtain k = cMs logn
for some constant cM , and IT −H is invertible with probability at least
1−O(n−M ). This gives [6], Theorem 3.1. Together with [6], Lemma 2.3, or
following verbatim the end of the proof of Theorem 4.2 ([41], Section 7.3),
we recover the main results of [6].
(ii) Allowing arbitrary choices of k and p, we recover [41], Theorem 7.3,
and we would like to thank H. Rauhut for bringing this to our attention.
His proof requires considerably more technology. Both proofs are based on
the optimal constant in the noncommutative Khintchine inequality (used in
Rudelson’s lemma) which was discovered independently by the first named
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author and Pisier; see [37] for more historic comments. We believe that our
proof is more direct. Moreover, Rauhut established the exact reconstruc-
tion results based on his version of (4.3) cited above, which shows that an
estimate like (4.3) is the key to the exact reconstruction problem.
We now investigate the case with multiple choices of T . First, it is clear
that (4.3) remains valid for polynomially many sets T . In general, we have
P
(
sup
|T |≤s
∥∥∥∥∥nk
n−1∑
i=0
δiy
T
i ⊗ yTi − idCT
∥∥∥∥∥≥ tε
)
≤ |S|se−t2/(2C2e),(4.4)
where |S| denotes the number of set T with |T | ≤ s. Note that
∆s = inf
α>0
sup
|T |≤s
∥∥∥∥α∑
i∈Ω
yTi ⊗ yTi − idCT
∥∥∥∥.
It follows that
P(∆s ≥ tε)≤ P
(
sup
|T |≤s
∥∥∥∥∥nk
n−1∑
i=0
δiy
T
i ⊗ yTi − idCT
∥∥∥∥∥≥ tε
)
.
Assume s≤ n/2. Since |S| ≤ s(ns)+ 1≤ s(ne/s)s, if
2 log s+ s log
ne
s
<
t2
2C2e
,(4.5)
then with probability at least 1− s2(ne/s)se−t2/(2C2e), we can recover all s-
sparse signal f from its Fourier measurements Φf . From here we are able to
obtain different bounds for k and the corresponding probabilities of success.
As an illustration, we have the following result.
Proposition 4.5. Assume s≤ n/2. Let M > 0 be a precision constant
and n be a large integer such that
2 log s+ s log
ne
s
< (M +1)s log
n
s
.
Then a random subset Ω of average cardinality
k = 8C2e(M +1)s2 log
n
s
= cMs
2 log
n
s
(4.6)
satisfies RIP with probability at least 1− s2es(n/s)−Ms.
Proof. Put tε = 1/2 in (4.4). Since k = sε−2, we obtain t2 = 2e(M +
1)s log(n/s). Thanks to the assumption on n, (4.5) is true. Then
P
(
∆s ≥ 1
2
)
≤ s2es
(
n
s
)−Ms
.
We have proved the assertion. 
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Remark 4.6. We can relax the bound for k a little to obtain polynomial
probability of success. Indeed, the same argument as Proposition 4.5 yields
that a random subset Ω of average cardinality
k = 8C2e(M +1)s2 logn= cMs
2 logn(4.7)
satisfies RIP with probability 1− s2−sesn−Ms.
The good aspect of Proposition 4.5 is that k is linear in logn. Un-
fortunately, this is weaker than Rudelson and Vershynin’s results in [43]
k = O(s logn log(s logn) log2 s) for fixed probability 1− ε of success, which
was strengthened to super-polynomially probability of success by Rauhut
following their ideas; see [41]. These results are obtained by using deep Ba-
nach spaces techniques. We added our results just for comparison. Of course,
simple applications of Khintchine’s inequality are not expected to replace
either majorizing measure techniques or the iterative methods of [43] for
the uniform estimates required for RIP. It seems known in the compressed
sensing community that the tails bounds alone are not good enough. To
conclude this section, we restate a conjecture on the best bound of k; see
[43] (and [41] for further background).
Conjecture 4.7. A random subset Ω⊂ {0,1, . . . , n−1} of average car-
dinality k =O(s logn) satisfies RIP with high probability.
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