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Abstract
The connection problem is considered in a hypergeometric function framework for (i) the two most general families
of polynomials belonging to the Askey scheme (Wilson and Racah), and (ii) some generalized Laguerre and Jacobi
polynomials falling outside that scheme (Sister Celine, Cohen and Prabhakar–Jain), which are relevant to the study of
quantum-mechanical systems and include as particular cases, the generalizations of the classical families with Sobolev-type
orthogonality. In addition, using the same method three new linearization-like formulae for the Gegenbauer polynomials
are also derived: a linearization formula that generalizes the m= n case of Dougall’s formula, the analogue of the m= n
case of Nielsen’s inverse linearization formula for Hermite polynomials, and a connection formula for the squares. Closed
analytical formulae for the corresponding connection and linearization coe:cients are given in terms of hypergeometric
functions of unit argument, which at times can be further simpli;ed and expressed as single hypergeometric terms.
c© 2001 Published by Elsevier Science B.V.
Keywords: Orthogonal polynomials; Linearization and connection problems; Generalized hypergeometric functions;
Askey scheme; Sobolev orthogonality; Gegenbauer polynomials
1. Introduction
The general linearization problem consists in ;nding the coe:cients gnmk in the expansion of the
product of two polynomials pn(x); qm(x) in terms of an arbitrary sequence of orthogonal polynomials
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{yk(x)},
pn(x)qm(x) =
n+m∑
k=0
gnmkyk(x): (1)
Particular cases of this problem are the (standard) linearization or Clebsch–Gordan-type problem
(p= q= y),
yn(x)ym(x) =
n+m∑
k=0
lnmkyk(x); (2)
and the connection problem (qm(x) = 1),
pn(x) =
n∑
k=0
cnkyk(x); (3)
which for pn(x)=xn is known as the inversion problem for the family {yk(x)}. Further generalizations
of the problem can be considered, such as replacing x by a more complicated function in the argument
of the polynomials, or expanding the product of more than two polynomials.
Linearization and connection problems are frequently encountered in applications; for instance, the
m = n case of the standard linearization formula (2) is often required to evaluate the logarithmic
potentials of orthogonal polynomials appearing in the calculation of the position and momentum
information entropies of quantum systems (see [8] and references therein). The literature on these
topics is extremely vast (see, e.g., [1,2,4,21,23,24]), and a wide variety of methods have been devised
for computing the linearization and connection coe:cients, either in closed form or by means of
recurrence relations (usually in k). Very recently, it has been shown by Lewanowicz [16] that the
connection problem (3) can at times be solved in a very simple way by taking advantage of two
known results from the theory of generalized hypergeometric functions, derived by Fields and Wimp
[11] (see also [17, Vol. II, p. 7]):
Lemma 1.1.
p+r+1Fq+s
(−n; [ap]; [cr]
[bq]; [ds]
∣∣∣∣ z!
)
=
n∑
k=0
(
n
k
)
[ap]k[t]k z
k
[bq]k[u]k(k + )k
p+t+1Fq+u+1
(
k − n; [k + ap]; [k + t]
2k + + 1; [k + bq]; [k + u]
∣∣∣∣ z
)
× r+u+2Fs+t
( −k; k + ; [cr]; [u]
[ds]; [t]
∣∣∣∣!
)
: (4)
Lemma 1.2.
p+r+1Fq+s
(−n; [ap]; [cr]
[bq]; [ds]
∣∣∣∣ z!
)
=
n∑
k=0
(
n
k
)
[ap]k[t]k z
k
[bq]k[u]k
p+t+1Fq+u
(
k − n; [k + ap]; [k + t]
[k + bq]; [k + u]
∣∣∣∣ z
)
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× r+u+1Fs+t
( −k; [cr]; [u]
[ds]; [t]
∣∣∣∣!
)
: (5)
We recall that the de;nition of the generalized hypergeometric function is
pFq
(
[ap]
[bq]
∣∣∣∣ x
)
=
∞∑
k=0
[ap]k x
k
[bq]k k!
;
where [ap] and [bq] denote, respectively, sets {a1; a2; : : : ; ap} and {b1; b2; : : : ; bq} of complex param-
eters such that −bj ∈ N0 and ai = bj for 16i6p and 16j6q, and we use the contracted notation
[ap]k =
p∏
i=1
(ai)k ; [bq]k =
q∏
j=1
(bj)k ;
where (z)n=(z+n)=(z) is Pochhammer’s symbol. In Eqs. (4) and (5), the parameters ; [cr]; [u];
[ds] and [t] are assumed to be independent of k.
As shown by Lewanowicz [16], these two identities can be applied to ;nd the connection coe:-
cients cnk in (3) when the polynomials pn(x) and yk(x) are either classical orthogonal polynomials
of a discrete variable (i.e., those associated with the names of Charlier, Meixner, Krawtchouk and
Hahn), or classical continuous orthogonal polynomials (i.e., those associated with the names of
Hermite, Laguerre, Jacobi and Bessel) that can be represented as terminating hypergeometric func-
tions whose arguments are equal up to a multiplicative constant. The corresponding coe:cients are
generally expressed in terms of terminating hypergeometric functions of unit argument, which in
some particular cases can be evaluated as simple hypergeometric terms, and recurrence relations
for the coe:cients can be derived from those satis;ed by the involved hypergeometric functions
[16]. For instance, from the well-known hypergeometric representations for the Jacobi and Laguerre
polynomials,
P(;)n (x) =
(+ 1)n
n! 2
F1
(−n; n+ +  + 1
+ 1
∣∣∣∣1− x2
)
; (6)
L()n (x) =
(+ 1)n
n! 1
F1
( −n
+ 1
∣∣∣∣ x
)
; (7)
use of Eqs. (4) and (5) with suitable identi;cation of the parameters leads, respectively, to the
connection formulae,
P(;)n (x) =
n∑
k=0
(k + + 1)n−k(n+ +  + 1)k
(n− k)!(k +  + !+ 1)k
× 3F2
(
k − n; n+ k + +  + 1; k +  + 1
2k +  + !+ 2; k + + 1
∣∣∣∣ 1
)
P( ; !)k (x); (8)
L()n (x) =
n∑
k=0
(− )n−k
(n− k)! L
()
k (x): (9)
The aim of this paper is to show that Eqs. (4) and (5) can likewise be used to solve the connection
problem for a much wider class of polynomials de;ned by terminating hypergeometric series, as
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well as some linearization problems. First, in Section 2 below, we obtain connection formulae for
Wilson and Racah polynomials with special values of the parameters, from which other results
of the same kind can be obtained for the remaining families in the so-called Askey scheme of
hypergeometric orthogonal polynomials [14]. We also solve the connection problem for the families
of generalized Jacobi and Laguerre polynomials de;ned by Sister Celine (Fasenmyer [10]), Cohen [6]
and Prabhakar and Jain [18], which include as particular cases, amongst many others, the so-called
classical-type polynomials considered by Koornwinder [15], as well as the generalizations of the
classical families with Sobolev-type orthogonality introduced by Bavinck and Meijer [5], Koekoek
[12,13], and Arves)u et al. [3]. Finally, in Section 3, we obtain three new linearization-like results
for the Gegenbauer (i.e., symmetric Jacobi) polynomials [22]: a generalization of the m = n case
of Dougall’s linearization formula, the analogue of the m= n case of Nielsen’s inverse linearization
formula for Hermite polynomials, and a connection formula for the squares.
2. Applications to connection problems
2.1. Polynomials of the Askey scheme
The top level of the Askey tableau [14] is occupied by the Wilson and the Racah polynomials,
whose hypergeometric representations are, respectively,
Wn(x2; a; b; c; d) = (a+ b)n(a+ c)n(a+ d)n
× 4F3
( −n; n+ a+ b+ c + d− 1; a+ ix; a − ix
a+ b; a+ c; a+ d
∣∣∣∣ 1
)
(10)
and
Rn((x); ; ;  ; !) = 4F3
(−n; n+ +  + 1;−x; x +  + !+ 1
+ 1;  + !+ 1;  + 1
∣∣∣∣ 1
)
;
(x) = x(x +  + !+ 1); (11)
where n= 0; 1; 2; : : : ; N and + 1 =−N or  + !+ 1 =−N or  + 1 =−N .
Theorem 2.1. Connection formula for Wilson polynomials with one common parameter:
Wn(x2; a; b; c; d)
=
n∑
k=0
(
n
k
)
(n+ a+ b+ c + d− 1)k(k + a+ b)n−k(k + a+ c)n−k(k + a+ d)n−k
(k + a+ f + g+ h− 1)k
× 5F4
(
k − n; k + n+ a+ b+ c + d− 1; k + a+ f; k + a+ g; k + a+ h
2k + a+ f + g+ h; k + a+ b; k + a+ c; k + a+ d
∣∣∣∣ 1
)
×Wk(x2; a; f; g; h): (12)
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Theorem 2.2. Connection formula for Racah polynomials: if  + != ' + (; then
Rn((x); ; ;  ; !)
=
n∑
k=0
(
n
k
)
(n+ +  + 1)k()+ 1)k(*+ (+ 1)k(' + 1)k
(k + )+ *+ 1)k(+ 1)k( + !+ 1)k( + 1)k
× 5F4
(
k − n; k + n+ +  + 1; k + )+ 1; k + *+ (+ 1; k + ' + 1
2k + )+ *+ 2; k + + 1; k +  + !+ 1; k +  + 1
∣∣∣∣ 1
)
×Rk((x); ); *; '; (): (13)
Theorems 2.1 and 2.2 follow immediately from Lemma 1.1 and the hypergeometric representations
(10) and (11), respectively. In fact, these theorems turn out to be equivalent because of the identity
[14, p. 29],
Wn(x2; a; b; c; d) = (a+ b)n(a+ c)n(a+ d)n
×Rn((−a+ ix); a+ b− 1; c + d− 1; a+ d− 1; a− d): (14)
Likewise, we can also write down equivalent Wilson–Racah and Racah–Wilson connection formulae
either using the above theorems together with (14), or by direct application of Lemma 1.1.
The 5F4 functions of unit argument that appear in Eqs. (12) and (13) are balanced (i.e., the sum
of the upper parameters equals the sum of the lower parameters minus one), and for special values
of the parameters they reduce to balanced functions of lower degree. For instance, if f= b the 5F4
function in Theorem 2.1 reduces to a balanced 4F3, which in turn reduces to a balanced 3F2 function
if, moreover, g = c. In the latter case, application of the PfaO–SaalschPutz summation theorem (see,
e.g., [17, Vol. I, p. 103]),
3F2
( −n; a; b;
d; a+ b− d− n+ 1
∣∣∣∣ 1
)
=
(d− a)n(d− b)n
(d)n(d− a− b)n (15)
enables us to simplify the connection formula (12) to
Wn(x2; a; b; c; d) =
n∑
k=0
(
n
k
)
(n+ a+ b+ c + d− 1)k(d− h)n−k
(k + a+ b+ c + h− 1)k(2k + a+ b+ c + h)n−k
× (k + a+ b)n−k(k + a+ c)n−k(k + b+ c)n−kWk(x2; a; b; c; h):
All other polynomial families in the Askey scheme (i.e., continuous dual Hahn, continuous Hahn,
Hahn, dual Hahn, Meixner–Pollaczek, Jacobi, Krawtchouk, Meixner, Laguerre, Charlier, and Her-
mite) can be obtained from the Wilson and Racah ones by taking suitable limits [14]. Using these
limit relations, we can obtain from Theorems 2.1 and 2.2 many other connection formulae for the
polynomials of the Askey scheme, which of course can also be derived directly using Eqs. (4) and
(5) as done in Ref. [16] for the classical families.
2.2. Some families of generalized Laguerre and Jacobi polynomials
Examples of polynomial families de;ned by terminating hypergeometric series that generally fall
outside the Askey scheme and are not necessarily orthogonal are the families of generalized Jacobi
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and Laguerre polynomials de;ned by Sister Celine (Fasenmyer [10,20, p. 290]),
fn([ap]; [bq]; x) =p+2 Fq+2
(−n; n+ 1; [ap]
1; 12 ; [bq]
∣∣∣∣ x
)
; (16)
Cohen [6],
+n((; [ap]; b0; [bq]; x) =
(2()n
n! p+2
Fq+2
(−n; n+ 2(; [ap]
(+ 12 ; b0; [bq]
∣∣∣∣ x
)
; (17)
and Prabhakar and Jain [18],
R(')n ((; [ap]; [bq]; x) =p+' Fq+'
(−n; ,(' − 1; n+ (); [ap]
,('; (); [bq]
∣∣∣∣ x
)
;
,(0; ) = ∅; ,(r; ) =
{

r
;
+ 1
r
; : : : ;
+ r − 1
r
}
; r ∈ N; (18)
where p; q ∈ N0 and ' ∈ N. Sister Celine’s polynomials (16) include as particular cases Bateman’s
Zn(x) [20, pp. 243, 285] and Rice’s Hn(); p; x) [20, p. 287], as well as some special Jacobi and
Bessel polynomials. The polynomials (17), which were introduced by Cohen in the framework of
electron scattering problems [6], include Sister Celine polynomials as the special case (=b0= 12 , and
they also include as particular cases both Jacobi and Bessel polynomials, as well as many important
generalizations of these classical families (see below). In turn, Cohen polynomials are essentially the
'=2 case of the Prabhakar–Jain polynomials (18), which for '=1 can be considered as generalized
Laguerre polynomials. For additional instances of named polynomial families belonging to these two
classes, see [6,18,20, pp. 286, 287].
Theorem 2.3. Connection formula for Sister Celine polynomials:
fn([ap]; [bq]; x) =
n∑
k=0
(n+ k)![ap]k[ds]k
(n− k)!(2k)![bq]k[cr]k
× p+s+2Fq+r+1
(
k − n; k + n+ 1; [k + ap]; [k + ds]
2k + 2; [k + bq]; [k + cr]
∣∣∣∣ 1
)
fk([cr]; [ds]; x): (19)
Theorem 2.4. Connection formula for Cohen polynomials:
+n((; [ap]; b0; [bq]; x)
=
n∑
k=0
(2()n+k(' + 12)k[ap]k(d0)k[ds]k
(n− k)!(2')2k((+ 12)k(b0)k[bq]k[cr]k
× p+s+4Fq+r+3
(
k − n; k + n+ 2(; k + ' + 12 ; [k + ap]; k + d0; [k + ds]
2k + 2' + 1; k + (+ 12 ; k + b0; [k + bq]; [k + cr]
∣∣∣∣ 1
)
×+k('; [cr];d0; [ds]; x): (20)
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Theorem 2.5. Connection formulae for Prabhakar–Jain polynomials:
R(')n ((; [ap]; [bq]; x)
=
n∑
k=0
(
n
k
)
'k'(n+ ()k('−1)()k[ap]k[ds]k
(' − 1)k('−1)(()k'[bq]k[cr]k
× p+s+'+1Fq+r+'
(
k − n; ,k(' − 1; n+ (); k + ; [k + ap]; [k + ds]
,k('; (); [k + bq]; [k + cr]
∣∣∣∣ 1
)
×R(1)k (; [cr]; [ds]; x); (21)
R(')n ((; [ap]; [bq]; x)
=
n∑
k=0
(
n
k
)
'k'(n+ ()k('−1)()k[ap]k[ds]k
22k(' − 1)k('−1)(()k'[bq]k[cr]k
× p+s+'+2Fq+r+'+1
(
k − n; ,k(' − 1; n+ (); ,k(2; ); [k + ap]; [k + ds]
2k + + 1; ,k('; (); [k + bq]; [k + cr]
∣∣∣∣ 1
)
×R(2)k (; [cr]; [ds]; x); (22)
where ,k(r; ) = ,(r; kr + ); k ∈ N0.
Eqs. (19), (20) and (22) are obtained using Lemma 1.1, while (21) follows from Lemma 1.2. To
obtain the expressions for the connection coe:cients between Prabhakar–Jain polynomials given in
Theorem 2.5, we have also used Gauss’ multiplication formula for the Gamma function,
(rz) = (2)(1−r)=2rrz−1=2
r−1∏
j=0

(
z +
j
r
)
; r ∈ N:
Examples of orthogonal families whose hypergeometric representation belongs to the above classes
and fall outside the Askey scheme are the generalizations of the classical families with Sobolev-
type orthogonality. For instance, let us consider the so-called Jacobi–Sobolev polynomials
Q(;;A1 ; B1 ; A2 ; B2)n (x), which form a monic orthogonal sequence with respect to the inner product
〈p; q〉=
∫ 1
−1
p(x)q(x)(1− x)(1 + x) dx + A1p(1)q(1) + B1p(−1)q(−1)
+A2p′(1)q′(1) + B2p′(−1)q′(−1);
where ; ¿−1, A1; B1; A2; B2¿0, and p; q ∈ P, the linear space of polynomials with real coe:cients.
It has been recently shown [3] that these polynomials have the hypergeometric series representation
Q(;;A1 ; B1 ; A2 ; B2)n (x) =
2n−3(+ 3)n−30
(n+ +  + 1)n
6F5
(−n; n+ +  + 1; [4 + 1]
+ 3; [4]
∣∣∣∣ 1− x2
)
; (23)
where the constants i, i=0; 1; 2; 3; 4, are computed from the parameters of the polynomial. When A1=
B1 =A2 =B2 =0, we recover the monic classical Jacobi polynomials, which have the hypergeometric
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representation (6) up to a normalization factor. If only A2 and B2 are set equal to zero, we recover
the 4F3 hypergeometric representation of the Jacobi–Koornwinder polynomials, which in turn include
Krall’s Jacobi-type polynomials as special cases [15]. The hypergeometric function in (23) also
reduces to a 4F3 in the symmetric case = , A1 = B1, A2 = B2 studied by Bavinck and Meijer [5].
For Laguerre polynomials, a still wider generalization of Sobolev type was proposed by Koekoek
[12]. The generalized Laguerre polynomials L(;M0 ; [MN ])n (x) are de;ned as the orthogonal sequence
with respect to the inner product
〈p; q〉= 1
(+ 1)
∫ ∞
0
p(x)q(x)xe−x dx +
N∑
r=0
Mrp(r)(0)q(r)(0);
where ¿− 1, Mr¿0, 06r6N , and their hypergeometric series representation has the form
L(;'0 ; ['N ])n (x) =
A(+ N + 2)n−N−1
∏N+1
i=1  i
n! N+2
FN+2
( −n; [ N+1 + 1]
+ N + 2; [ N+1]
∣∣∣∣ x
)
; (24)
where the constants A and  j, 16j6N + 1, are computed from the parameters of the polynomial.
Setting N = −1 (Mr = 0, 06r6N ) we recover the classical Laguerre polynomials L()n (x) in (7),
while the N = 0 and N = 1 cases correspond, respectively, to the classical-type polynomials of
Krall and Koornwinder [15], and the Laguerre–Sobolev polynomials introduced by Koekoek and
Meijer [13].
Theorem 2.6. Connection formula for Jacobi–Sobolev polynomials:
Q(;;A1 ; B1 ; A2 ; B2)n (x) =
n∑
k=0
(
n
k
)
2n−k(k + + 3)n−k−3(k +  )3[4 + 1]k[!4]k0
(n+ k + +  + 1)n−k[4]k[!4 + 1]k!0
× 11F10
(
k − n; k + n+ +  + 1; k +  + 3; [k + 4 + 1]; [k + !4]
2k +  + !+ 2; k + + 3; [k + 4]; [k + !4 + 1]
∣∣∣∣ 1
)
×Q( ; !;C1 ;D1 ;C2 ;D2)k (x): (25)
Theorem 2.7. Connection formula for Koekoek’s Laguerre–Sobolev polynomials:
L(;'0 ; ['N ])n (x) =
n∑
k=0
A(k + + N + 2)n−k−N−1(k +  + 1)M+1
∏N+1
i=1 (k +  i)
B(n− k)!∏M+1j=1 (k + !j)
× N+M+4FN+M+3
(
k − n; k +  +M + 2; [k +  N+1 + 1]; [k + !M+1]
k + + N + 2; [k +  N+1]; [k + !M+1 + 1]
∣∣∣∣ 1
)
×L(; (0 ; [(M ])k (x): (26)
Theorem 2.6 (resp. Theorem 2.7) follows from the hypergeometric representation (23) (resp. (24))
using Lemma 1.1 (resp. Lemma 1.2), and is the generalization of the connection formula (8) (resp.
(9)) for the classical Jacobi (resp. Laguerre) polynomials.
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3. Applications to linearization-like problems for Gegenbauer polynomials
The Gegenbauer polynomials C()n (x) are de;ned in terms of the Jacobi polynomials P
(;)
n (x) as
C()n (x) =
(2)n
(+ 12)n
P(−1=2; −1=2)n (x); ¿− 12
(see, e.g., [20, p. 277]), and they form an orthogonal sequence on the interval [− 1; 1] with respect
to the weight function (1− x2)−1=2. Important particular cases are the Legendre polynomials Pn(x),
Chebyshev polynomials of the ;rst kind Tn(x), and Chebyshev polynomials of the second kind Un(x),
Pn(x) = C(1=2)n (x); Tn(x) = lim→0
n!
(2)n
C()n (x); Un(x) = C
(1)
n (x): (27)
Amongst the many well-known results involving Gegenbauer polynomials, we quote the Gegenbauer
connection formula
C()n (x) =
[n=2]∑
k=0
(n− 2k + )(− )k()n−k
(n− k + )k!()n−k C
()
n−2k(x) (28)
(here [n=2] denotes the integer part of n=2), which can be obtained as a particular case of (8) [4,
p. 59], and Dougall’s linearization formula [4, p. 39],
C()n (x)C
()
m (x) =
min(n;m)∑
k=0
(n+ m− 2k + )
(n+ m− k + )
× (n+ m− 2k)!()k()n−k()m−k(2)n+m−k
k!(n− k)!(m− k)!()n+m−k(2)n+m−2k C
()
n+m−2k(x): (29)
The Hermite polynomials Hn(x), which form an orthogonal sequence on the whole real line with
respect to the weight function exp(−x2), can be considered as a limiting case of Gegenbauer poly-
nomials due to the relation [4, p. 34]
Hn(x) = n! lim
→∞ [
−n=2C()n (
−1=2x)]: (30)
Feldheim’s linearization formula for Hermite polynomials [4, p. 42],
Hn(x)Hm(x) =
min(n;m)∑
k=0
(
n
k
)(
m
k
)
2kk!Hn+m−2k(x) (31)
can be obtained from Dougall’s formula (29) by means of Eq. (30). The converse of Eq. (31) is
the much less known Nielsen’s formula [7,19, p. 641],
Hn+m(x) =
min(n;m)∑
k=0
(
n
k
)(
m
k
)
(−1)k2kk!Hn−k(x)Hm−k(x): (32)
Amongst the many diOerent hypergeometric series representations existing for the Gegenbauer poly-
nomials, we choose the following [4, p. 77]:
C()n (x) =
(2)n
n! 2
F1
(− n2 ; n2 + 
+ 12
∣∣∣∣ 1− x2
)
: (33)
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In particular, the polynomials of even degree are given by
C()2n (x) =
(2)2n
(2n)! 2
F1
(−n; n+ 
+ 12
∣∣∣∣ 1− x2
)
: (34)
From (33) and the second equation in (27), we readily ;nd the special values
C()n (1) =
(2)n
n!
; Tn(1) = 1; C
()
0 (x) = T0(x) = 1: (35)
On the other hand, using Clausen’s formula [4, p. 76],
3F2
(
2a; 2b; a+ b
2a+ 2b; a+ b+ 12
∣∣∣∣ z
)
=
[
2F1
(
a; b
a+ b+ 12
∣∣∣∣ z
)]2
we obtain from (33) the following representation for the squares of the Gegenbauer polynomials:
[C()n (x)]
2 =
(
(2)n
n!
)2
3F2
(−n; n+ 2; 
2; + 12
∣∣∣∣ 1− x2
)
: (36)
The hypergeometric function in this equation becomes indeterminated when  = 0, i.e., for Cheby-
shev polynomials of the ;rst kind. In this case, the trigonometric representation Tn(cos 8) = cos n8
leads to
[Tn(x)]
2 =
1 + T2n(x)
2
=
1
2
[
1 + 2F1
(−n; n
1
2
∣∣∣∣ 1− x2
)]
: (37)
Using Eqs. (34) and (36) together with Lemma 1.1 (or, equivalently, as particular cases of (20)
or (22)), we obtain the following identities [22], which appear to be new and, in particular, are
diOerent from other results of the same kind that can be found in the literature [9,19, pp. 642–643]:
Theorem 3.1. Linearization formula for Gegenbauer polynomials (generalization of the m=n case
of Dougall’s formula):
[C()n (x)]
2 =
(2)n
(n!)2
n∑
k=0
(
n
k
)
(2k)!(k + 2)n()k( + 12)k
(2)2k(k + )k(+ 12)k
× 4F3
(
k − n; k + n+ 2; k + ; k +  + 12
2k +  + 1; k + 2; k + + 12
∣∣∣∣ 1
)
C()2k (x): (38)
The 4F3 function of unit argument on the right-hand side is balanced, and in the cases  =  and
 = 2 − 12 it reduces to a balanced 3F2 function that can be summed up by means of the PfaO–
SaalschPutz summation theorem (15). Thus we have
[C()n (x)]
2 =
1
n!
n∑
k=0
(
n
k
)
(2k)!()k()n−k(2k + 2)n−k
k!(k + )k(2k + + 1)n−k
C()2k (x);
which agrees with the m= n case of Dougall’s formula (29), and
[C()n (x)]
2 =
(2)n
(n!)2
n∑
k=0
(
n
k
)
k!(k + 2)n()k( 12)k(
1
2)n−k
(2− 12 )2k(+ 12)k(2k + 2+ 12)n−k
C(2−1=2)2k (x):
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A similar simpli;cation of Eq. (38) occurs when = 0, although in this case one has to be careful
with the indeterminations arising on the right-hand side. Alternatively, the corresponding linearization
formula can be derived from Eq. (28) using (27) and (37). The result is
[Tn(x)]
2 =
1
2
[(
1 +
(−)n
( + 1)n
)
C()0 (x) +
n∑
k=1
(
n
k
)
k!(n)k(−)n−k
()2k(2k +  + 1)n−k
C()2k (x)
]
:
Theorem 3.2. Inverse linearization formula for Gegenbauer polynomials (analogue of the m = n
case of Nielsen’s formula for Hermite polynomials):
C()2n (x) =
(2)2n
(2n)!
n∑
k=0
(
n
k
)
(k!)2(n+ )k( + 12)k
(2)2k()k(+ 12)k
× 4F3
(
k − n; k + n+ ; k + 2; k +  + 12
2k + 2 + 1; k + ; k + + 12
∣∣∣∣ 1
)
[C()k (x)]
2: (39)
The 4F3 function of unit argument on the right-hand side is again balanced, and reduces to a 3F2
function that can be summed up by means of the PfaO–SaalschPutz formula (15) in the cases  = 
and = 2 − 12 . Thus we have
C()2n (x) =
(+ 12)n
( 12)n
n∑
k=0
(
n
k
)
k!(n+ )k(−)n−k
(2)2k(2k + 2+ 1)n−k
[C()k (x)]
2;
from which the m=n case of Nielsen’s formula (32) can be obtained by means of the limit relation
(30), and
C(2−1=2)2n (x) =
( + 12)n
n!( 12)n()n
n∑
k=0
(
n
k
)
(k!)2(− 12 )n−k(k + 2)n−k(2 − 12 )n+k
(2)2k(2k + 2 + 1)n−k
[C()k (x)]
2:
When =0, to derive the corresponding inverse linearization formula we can either apply Eq. (39)
taking into account the indeterminations that arise on the right-hand side, or use (28) together with
(27), (35) and (37), the result being
C()2n (x) =
[
2
(
()n
n!
)2
− (2)2n
(2n)!
]
[T0(x)]
2 + 4
n∑
k=1
()n−k()n+k
(n− k)!(n+ k)! [Tk(x)]
2:
Theorem 3.3. Connection formula for the squared Gegenbauer polynomials:
[C()n (x)]
2 =
(2)n
(n!)2
n∑
k=0
(
n
k
)
(k!)2(k + 2)n()k( + 12)k
(2)2k()k(+ 12)k
× 5F4
(
k − n; k + n+ 2; k + ; k + 2; k +  + 12
2k + 2 + 1; k + ; k + 2; k + + 12
∣∣∣∣ 1
)
[C()k (x)]
2: (40)
The balanced 5F4 function of unit argument on the right-hand side reduces to a balanced 4F3 if
either = 2− 12 or = 2− 12 . The same happens in the indeterminate cases = 0 and = 0, for
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which the corresponding formulae can be derived more easily from the  = 0 case of Theorem 3.2
and the  = 0 case of Theorem 3.1, respectively, together with (27),(35) and (37),
[Tn(x)]
2 =
1
2
{[
1 + 4F3
(−n; n; 2;  + 12
2 + 1; ; 12
∣∣∣∣ 1
)]
[C()0 (x)]
2
+
n∑
k=1
(
n
k
)
(k!)2(n)k( + 12)k
(2)2k()k( 12)k
4F3
(
k − n; k + n; k + 2; k +  + 12
2k + 2 + 1; k + ; k + 12
∣∣∣∣ 1
)
[C()k (x)]
2
}
;
[C()n (x)]
2 =
(
(2)n
n!
)2 [
−1 + 24F3
(−n; n+ 2; ; 12
1; 2; + 12
∣∣∣∣ 1
)]
[T0(x)]
2 + 2
(2)n
(n!)2
×
n∑
k=1
(
n
k
)
(k + 2)n()k( 12)k
(k)k(+ 12)k
4F3
(
k − n; k + n+ 2; k + ; k + 12
2k + 1; k + 2; k + + 12
∣∣∣∣ 1
)
[Tk(x)]
2:
The 4F3 functions in these two equations reduce to 3F2 functions when = 14 and =
1
4 , respectively.
Using the PfaO–SaalschPutz theorem (15), we then obtain the remarkably simple expansions
[Tn(x)]
2 =
1
2
[(
1 +
(34)n(− 12 )n
( 14)n(
3
2)n
)
[C(1=4)0 (x)]
2 +
(34)n
( 14)n
n∑
k=1
(
n
k
)
(k!)2(n)k(− 12 )n−k
( 12)2k(
1
2)k(2k +
3
2)n−k
[C(1=4)k (x)]
2
]
;
[C(1=4)n (x)]
2 =

2
(
( 12)n
n!
)3
−
(
( 12)n
n!
)2 [T0(x)]2 + 4(12)nn!
n∑
k=1
( 14)k(
1
2)n−k(
1
2)n+k
( 34)k(n− k)!(n+ k)!
[Tk(x)]
2:
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