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The Western Cape Province in South Africa recently experienced below-average rainfall during the 
period 2015−2017, this resulted in a three-year compound hydro-meteorological drought event in the 
Province. The 2015−2017 Western Cape hydro-meteorological drought was the worst drought event 
since 1904 and caused severe unprecedented water shortages throughout the Western Cape region, 
with many municipal water supply systems close to failure by the first quarter of 2018; most especially 
the Western Cape Water Supply System that serves Cape Town. The drought gained a lot of interest 
from the public, media and climate scientists alike. The main aim of this study was to assess the extent 
to which human influence on climate from fossil fuel emissions has changed the likelihood of a hydro-
meteorological drought event with the magnitude of that experienced in 2015−2017 in the South-
Western Cape. 
 
The Pitman hydrological model was set up for the Berg River catchment in a way that enabled multiple 
simulations with different rainfall inputs so that attribution experiments could be undertaken. The key 
differences to the standard Pitman model set up included: (i) constant abstractions, return flows, and 
land use conditions; (ii) reservoir and dam storages were set to reflect current storage volumes; and 
(iii) extending the observed rainfall inputs to include the drought period. A hydrological model 
evaluation was then undertaken, using updated streamflow gauging station data, to assess the ability 
of the Pitman model to realistically simulate runoff in the Berg River catchment. The model was 
deemed suitable for the purposes of this study in simulating runoff.  
 
To generate the climate attribution experiments, Coupled Model Intercomparison Project Phase 5 
historical simulations (1861−2010) were merged with the Representative Concentration Pathway 8.5 
greenhouse gas scenario simulations (2011−2100) of rainfall from 77 simulations From 42 models to 
create a long-term (150 years) time series. Attribution experiments were constructed by considering 
the average conditions in the 31 year period centred on the years of the event, i.e. 2002−2031 to 
represent current climate conditions and the period 1861−1890 to represent pre-industrial climate 
conditions. Five 150-year long stochastic time series of rainfall for each individual simulation were 
then generated conditioned on observed rainfall characteristics this was done to increase the sample 
size of the models available. These stochastic rainfall time series were then used as input to the Pitman 
model to generate outputs/realisations of runoff for a pre-industrial and current world; thus 
generating impact attribution experiments.  
 
To determine the role of anthropogenic climate change on the 2015−2017 hydro-meteorological 
drought in the South-Western Cape the risk-based approach was applied to the rainfall and runoff 
attribution outputs. The 2015−2017 meteorological/hydrological drought event was defined in terms 
of three-year mean annual rainfall/runoff received in the Berg River catchment and its individual 12 
quaternary catchments. This event definition was used as a rainfall/runoff threshold in the attribution 
analysis for the 2015−2017 meteorological/hydrological drought in the South-Western Cape. The 
three-year minimum averages of rainfall/runoff were identified in each of the 150-year stochastic time 
series generated from the 77 simulations; resulting in 385 values for both current and pre-industrial 
climates for rainfall and runoff. A normal distribution was then fitted to the 385 values of the current 
and pre-industrial rainfall/runoff. From this distribution, the probability of the current rainfall/runoff 
occurring, based on the defined threshold, was identified and compared to the pre-industrial time 
series to calculate the risk ratios of the Berg River catchment and its 12 quaternary catchments.  
 
Results show that the risk of the meteorological drought event occurring in the Berg River catchment 
was increased by a factor of 28.5, 95% confidence interval: 26.0−32.4, (but ranged from 11.5−41.0 in 
the individual quaternary catchments) due to anthropogenic climate change. The occurrence of the 
hydrological drought event in the Berg River catchment was found to be increased by a factor of 12.9, 
95% confidence interval: 11.3−13.5 (2.7−61.0 in the quaternary catchments) due to anthropogenic 
xiii 
 
climate change. The risk ratio for runoff was higher than for rainfall in the wetter southern quaternary 
catchments, while it was lower than for rainfall in the drier more northern quaternary catchments. 
Thus, the human influence on meteorological drought appears to have been amplified in those 
catchments most important to the Western Cape Water Supply System. 
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CHAPTER 1: INTRODUCTION AND BACKGROUND TO THE STUDY 
1.1 Introduction 
Extreme climate events are of great societal interest as they have a substantial adverse effect on 
people and property (Sheperd, 2016). Globally, droughts are one of the most devastating natural 
disasters (Seneviratne et al., 2012; Dai, 2013). According to the International Disaster Database (EM-
DAT, 2017), global drought events have resulted in the deaths of more than 11.7 million people and 
affected nearly 2.7 billion people between 19002017. The number of deaths caused by droughts 
globally has increased in recent times from 2 118 (1996–2005) to 20 177 (2006–2015) (CRED, 2016).  
Socio-economic impacts of drought tend to be more severe in regions that receive rainfall of 500 mm 
annually and less (WRC, 2015). Annually, global gross domestic product (GDP) losses due to drought 
events are estimated at an average of US$ 109 billion (WRG, 2012). Developing economic regions, 
such as southern Africa, are particularly vulnerable to the impacts of drought as a wide range of socio-
economic activities depend greatly on rain-fed agriculture, water resources and hydropower, and 
business (Meque and Abiodun, 2015; Gannon et al., 2018). South Africa has an annual rainfall amount 
of 480 mm, making the country particularly prone to severe drought events and the resultant socio-
economic impacts (WRC, 2015). During the 2013/2014 financial year, extreme climatic-related events 
cost the insurance industry in South Africa over R1 billion (Uys, 2014). The frequency and the 
magnitude of drought, other extreme climate events and high wind velocities are projected to increase 
in South Africa in the next century as a result of projected increases in temperature, changes in rainfall 
and future climate variability (Schulze, 2012; DEA, 2013; El Chami and El Moujabber, 2016). The year 
2015 experienced unprecedentedly dry and hot weather, the driest weather experienced in over a 
century across different regions of South Africa (SAWS, 2015a; SAWS, 2015b).  
Drought is usually characterised by a decrease in seasonal or annual rainfall and may result in crop 
loss and failure, economic inflation, power outages and several other adverse effects within a region 
(Boken et al., 2005). The Western Cape Province in South Africa has recently experienced one of the 
worst droughts in recorded history. By the end of the 2017 rainfall season (the end of October) the 
cumulative volume of the six major dams, which make up 96.6% of stored water resource in the 
Western Cape Water Supply System (WCWSS), were at 38.4% (2017); in comparison to 60.3% (2016), 
77.1% (2015), and 97.0% (2014) (CoCT, 2017). Due to the extremity of the drought, the City of Cape 
Town (CoCT) began to prepare for what it termed “Day-Zero”: a failure of the city’s entire water 
system. The Western Cape Province is particularly susceptible to several climate-related risks, 
including: i) droughts; ii) floods; iii) heavy rain; iv) storms; and v), wildfires, which are naturally 
occurring features of the Western Cape climate. Climate change projections for the Province indicate 
an increased risk of more frequent and intense extreme climatic events that drive these risks (WCDoA, 
2016). Between 2003 and 2008, direct damage related to climatic extreme events cost the Western 
Cape Province an estimated 3.16 billion Rand (Pharoah, et al., 2016). 
Currently, addressing the impacts associated with a changing climate is one of the most crucial 
challenges globally for human society, particularly that of anthropogenic climate change (Stott et al., 
2016; Easterling et al., 2016). Drought and other extreme climate events are rare by definition and are 
a naturally occurring part of the climate system; however, a continual change in climate presents a 
change in risks, either increasing or decreasing, related to climate extremes (Otto et al., 2015; 
Easterling et al., 2016). Reducing the risks associated with climate change requires consideration of 
vulnerability, exposure and sensitivity to climate-related hazards (Stott et al., 2016). 
According to the Synthesis Report (2014) of the Intergovernmental Panel on Climate Change (IPCC), 
the influence of anthropogenic climate change on the climate system is clear and changes in the 
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number of extreme weather and climate events have been detected since 1950. According to 
Seneviratne et al. (2012: 111), an extreme event is defined as ‘the occurrence of a value of a weather 
or climate variable above (or below) a threshold value near the upper (or lower) ends of the range of 
observed values of the variable’.  
There is a great desire to attribute the occurrence of extreme events to anthropogenic climate change. 
However, attributing the occurrence of an event solely to climate change can be misleading as both 
anthropogenic climate change and the climate system’s natural variability are invariably contributing 
factors to the occurrence and magnitude of a given extreme event (Trenberth et al., 2015; Stott et al., 
2016). Extreme event attribution is a relatively new field of science. According to Hergerl et al (2010: 
2), attribution is ‘the process of evaluating the relative contributions of multiple causal factors to a 
change or event with an assignment of statistical confidence’. Several types of general attribution 
studies exist, such as: attribution of trends in climate variables; attribution of changes in extremes; 
attribution of weather or climate events; attribution of climate-related impacts (Knutson et al., 2017). 
Event attribution studies aim to quantify the extent to which anthropogenic or natural forcing has 
affected the likelihood or magnitude of a given extreme climate event, such as a hydrological drought 
(Stott et al., 2016). Attribution of anthropogenic climate change involves evaluating the causes of 
observed changes in the climate system or to a unique climatic event using a methodical comparison 
of climate models and observations through the use of different statistical approaches (Easterling, 
2016; Knutson et al., 2017).  
In the southern Africa region, there is medium confidence that the projected duration and intensity 
of hydrological drought events will increase in some regions as a result of climate change (Seneviratne 
et al., 2012). Many continental- and global-scale studies of observed and potential changes on hydro-
meteorological drought indicators have been done, yet, very few studies have been undertaken on 
measures of water resources drought or drought impacts, and even fewer that attempt to attribute 
the causes of drought or its impacts (Handmer et al., 2012). 
Globally, the impacts of recent regional climate change on both natural and human systems have been 
well documented (Cramer et al. 2014). However, there is a lack of studies that explicitly link these 
observations to anthropogenic forcing of the climate (Hansen and Stone, 2016). Impact attribution 
studies investigate the connection between attribution sciences to observed impacts to inform risk 
management (Hansen and Stone, 2016; Herring et al., 2016).  
This study aims to help fill the knowledge gap and understanding in impact attribution science in the 
southern African region and is the first to investigate hydrological impact attribution of a compound 
drought event in southern Africa. This will be done by evaluating the role of anthropogenic climate 
change in the rainfall and runoff amounts received in the Berg River catchment (BRC), which is a key 
source of water in the WCWSS, during the 20152017 drought. This study attempts to quantify only 
the impact of human induced climate change impact on the hydrological system. This is done by the 
use of a hydrological model; by using a hydrological model it is possible to keep human activities that 
affect runoff constant and only analyse the impact of climate change on runoff. In this sense, the study 
can be considered an impact attribution study. For drought attribution to climate change, very few 
attribution studies exist that use a combination of large multiple model ensembles and full hydrologic 
model simulations (NSM, 2016). 
1.2 Aim 
The aim of this study was to determine the extent to which anthropogenic climate change has 
contributed to the likelihood of the 20152017 hydro-meteorological drought event in the South-
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Western Cape (SWC). As such this study is one of the first to do an end-to-end (i.e. emissions to runoff) 
multi-step attribution analysis of a multi-year drought event in South Africa, and indeed globally. 
I. The study asks the following specific research question: To what extent has human 
interference on the climate changed the risk of the 20152017 hydro-meteorological 
drought in the SWC? 
1.3 Objectives 
To answer the above research question, the study has the following step by step specific objectives: 
I. To set up the Pitman hydrological model to realistically simulate hydrological responses in 
the BRC driven by attribution experiment data from global climate model (GCM) simulations. 
II. To generate attribution inputs for the model from GCM simulations. 
III. To implement attribution experiments with the Pitman model setup for the BRC.  
IV. To analyse the attribution outputs and assess possible reasons for variation in risk ratio 
across the Berg River quaternary catchments.  
1.4 Structure of the Dissertation 
The remainder of this dissertation is structured as follows: the literature review (Chapter 2), 
encompasses a synthesis of the literature on drought and climate change, event attribution and 
methodologies, hydrological modelling, downscaling and, uncertainties in hydrological and GCM’s. 
This is followed by Chapter 3 which describes the study area, data and, methodologies used in the 
study. Chapter 4 goes on to analyse and discuss rainfall and runoff during the drought event, 
evaluation of the hydrological model, and the attribution results produced. This leads into the final 
chapter, Chapter 5, which provides a summary along with conclusions and discussion of limitations of 
















CHAPTER 2: LITERATURE REVIEW 
This chapter presents an overview of the types of drought, drought indices and metrics, and the 
current issues linked to global and national water resources as a result of climate change. The chapter 
also provides a detailed description of the current water security issues caused by drought and its 
associated impacts; focusing on previous drought events in South Africa and the 20152017 Western 
Cape drought. A detailed description of the projected hydrological impacts of climate change in South 
Africa, and particularly in the SWC, is provided by reviewing previously undertaken national and 
regional studies in South Africa. The Chapter goes on to describe attribution, from a general sense, 
before focusing on the status of event attribution in Africa and impact attribution, as well as 
methodologies of extreme event attribution. A brief introduction of hydrological models and types of 
hydrological models is also provided. The chapter then goes on to describe the uncertainties linked to 
the use of running hydrological models with GCM data, and a brief overview of the evaluation of 
hydrological models and GCM’s in climate impact studies.  
2.1 Global Water Resources and Climate Change 
Water has a central role in human societies and is critical for human health, development and well-
being (Grey and Sadoff, 2007; du Plesis, 2017). Beyond the function of water within the hydrological 
cycle of the Earth’s system, the resource has social, economic and environmental value, and is 
necessary for sustainable development (UNESCO, 2011). Two of the 17 Sustainable Development 
Goals (SDGs), adopted by the United Nations in 2015, focus on water (Hering et al., 2016). This includes 
Goal 6, which aims to ensure access to water and sanitation for everybody; and Goal 14, which calls 
for conservation and sustainable use of the oceans, seas and marine resources (UN, 2017). Water is 
used as an input to almost all production in: agriculture, energy, industry and transport sectors (Grey 
and Sadoff, 2007). Water is distributed unevenly across the globe and the availability of the resource 
is becoming an increasingly great concern; particularly in North Africa and the Middle East (du Plesis, 
2017). Global change has a significant impact on the quality and quantity of water resources, the main 
drivers of global change are population growth, urbanisation, climate change, infrastructure 
development, migration, land changes and pollution (UNESCO, 2011). The aforementioned drivers of 
global change contribute to increasing demands and pressure on freshwater resources (UNESCO, 
2011; WEF, 2014). In 2016, the World Economic Forum ranked global water crises as the highest risk 
and one of the greatest threats facing mankind within the next decade (WEF, 2016).  
Water scarcity emerges as a combination of hydrological variability and high human consumption (UN, 
2017). Several regions around the world are already experiencing the effects of global change drivers, 
particularly on water resources, which has led to aquifer depletion, water pollution, food insecurity, 
water stress and ecological vulnerability among other negative impacts (UNESCO, 2011). Water is at 
the centre of the resource nexus, there is an ever-increasing gap between freshwater availability and 
water demand in many developing rapidly growing economies globally (WRG, 2012). Under a business 
as usual water management scenario, the world is projected to face a 40% global water deficit by 2030 
(WRG, 2012). 
The term water security is of substantial international and political significance, as it is directly linked 
to SDG 6 (Steyn et al., 2019). According to the UN-Water (2013:2), water security is defined as ‘the 
capacity of a population to safeguard sustainable access to adequate quantities of acceptable quality 
water for sustaining livelihoods, human well-being, and socio-economic development, for ensuring 
protection against water-borne pollution and water-related disasters, and for preserving ecosystems 
in a climate of peace and political stability’.  
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Water security is considered a major challenge for both science and society (Garrick and Hall, 2014). 
Arid and semi-arid regions face the greatest stress to deliver and manage freshwater resources across 
the globe (UNESCO, 2011). Water insecurity presents a threat to human well-being and ecosystem 
health (Garrick and Hall, 2014). Projections indicate that by 2050 an additional 2.3 billion people will 
live in severely water-stressed regions, particularly in north and southern Africa and, Central Asia 
(OECD, 2012).  
2.2 Drought 
This section provides a general introduction to drought, the types of drought as well as the 
propagation from meteorological through to agricultural droughts, with a focus on hydrological 
drought. Drought metrics and major drought indices are described in detail. A brief description of how 
climate change will change drought risk and affect water security is presented as well as a description 
of climatic and non-climatic drivers of drought. Understanding the differences between various types 
of drought and measures of severity using drought metrics and indices is important as different types 
of droughts and their associated severity has varying environmental and socio-economic impacts. 
Noting the non-climatic drivers of drought are important in attribution studies as only mentioning 
climatic factors that could potentially increase the frequency and magnitudes of drought events 
provides an incomplete picture of current and future water security.  
Drought is a complex recurring natural phenomenon brought about by an extended period of dry 
weather due to below-average moisture levels (e.g. mean monthly rainfall, mean annual streamflow 
below a critical threshold or mean seasonal soil moisture) that result in critical water shortages in a 
region (Schulze, 2003; Gamble, 2017). Unlike aridity, which is a permanent characteristic of low rainfall 
regions, droughts are a temporary anomaly that can occur in both low and high rainfall regions (Gihle, 
2008). Drought events are predominantly affected by precipitation and evaporation - which is a 
function of temperature, wind speed, solar radiation, and air humidity (Sheffield, 2012). Drought is 
also affected by non-atmospheric conditions which include land surface and antecedent soil moisture 
conditions of a region (Dai, 2011a). Unlike other natural disasters, such as floods, tropical cyclones, 
volcanic eruptions, earthquakes or tornados; drought is a slowly developing, or “slow onset” natural 
hazard and can have persistent impacts even after the drought period has ended (Vogt et al., 2011). 
According to Kogan (1997), nearly half of the Earth’s surface is susceptible to drought.  
2.2.1 Types of Drought 
By employing a working definition of drought, three main physical drought types were established: 
meteorological, hydrological and agricultural, as described below, (Wilhite 2000; NOAA, 2008; 
Gamble, 2017). Figure 1 illustrates the relationships between these three types of drought. 
Meteorological drought is characterised by a departure of observed precipitation below the average 
amount of rainfall on a monthly, seasonal, or annual timescale (i.e. precipitation deficiencies). 
Generally, drought onset occurs during a meteorological drought.  
Hydrological drought events typically manifest following extended periods of below-average 
precipitation that affect water supply. A hydrological drought represents a decrease in surface or sub-
surface (streamflows, lakes, reservoirs and groundwater levels) water resources as a result of below-
average seasonal rainfall, which has a direct effect on services and other human activity. A common 
example of a hydrologic drought is the dry conditions that lead to a decrease in urban water supply 
from water resources.  
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Agricultural drought links features of meteorological or hydrological drought to impacts on 
agriculture. This type of drought is characterized by deficiencies in soil moisture and/or rainfall that 
impact crop production and livestock.  
Hydrological droughts differ significantly from both meteorological and agricultural droughts, which 
typically directly affect only the specific region over which they occur; in contrast, a hydrological 
drought can affect areas downstream of where the meteorological drought occurred, and even areas 
outside of the catchment, through water transfer schemes and hydropower impacts. The differences 
of hydrological drought in comparison to other types of drought is described further below (Schulze, 
2012): 
 Hydrological drought events can occur over a specific sub-catchment, however, because 
water flows downstream the total effect of a drought upstream of a catchment will be felt 
downstream of that catchment as well; 
 Relatively small rainfall episodes have the potential to break both agricultural and 
meteorological droughts whereas a threshold of rainfall must occur before any significant 
runoff or groundwater recharge is produced for a hydrological drought to be broken; 
 The onset of hydrological drought is slower than meteorological and agricultural drought 
events as streamflows are partially made up of sustained baseflows which may reach a stream 
a few months after the groundwater zone has been recharged; and 
 During times of high flows, streamflows can be stored in reservoirs and released during times 






Figure 1. Propagation from meteorological to hydrological drought. (adapted from NOAA, 2008; Van Loon et al., 
2016). 
Large-scale decreases in precipitation, streamflow and soil moisture are often used to quantify, 
respectively, hydrological, agricultural and meteorological drought (Dai, 2011a). The use of different 
drought indices tends to result in different change patterns, particularly on small scales (Burke, 2011). 
2.2.2 Drought Metrics 
Owing to the complex nature of drought, a universal definition has not been agreed upon (Meque and 
Abiodun 2015). However, several drought indices have been developed (Heim, 2002; Dai, 2011a). 
Drought indices are quantitative measures that distinguish drought levels by integrating data from a 
single or several indicators, such as rainfall and evapotranspiration data into a single numerical value 
(Zargar et al., 2011). Assimilating these data variables allows for a more readily useable value as 
opposed to raw indicator data (Hayes, 2007). Drought indices consider several conditions and events, 
such as: climate dryness anomalies, soil moisture loss, and decreased reservoir levels (Zargar et al., 
2011). The most widely used drought index is the Standardized Precipitation Index (SPI) developed by 
Mckee et al. (1993); this is due to its simplicity, as it only takes precipitation into account (Mishra et 
al., 2009) and is recommended by the World Meteorological Organization as the standard drought 
monitoring index (Hayes et al., 2011).  
According to Salas (1993), droughts are typically characterized by the following dimensions: 
Duration: Duration of drought events, depending on the region, can range from one week to a few 
years. Due to the complex nature of drought, a region can simultaneously experience dry and wet 
spells when considering different periods.  
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Magnitude: The total deficit of water (i.e. rainfall, runoff, or soil moisture) below a given threshold 
within a drought period. 
Intensity: The ratio of drought magnitude to the duration of the drought. 
Severity: The extent of the lack of rainfall or the extent of impacts as a result of the deficit. 
Geographic extent: The areal extent of the drought event. The area can include one or numerous 
pixels, catchments or regions. 
Frequency: This is described as the average time between drought events that have a severity that is 
larger than or equal to a predefined threshold. 
Along with precipitation deficit, other variables such as streamflow and evapotranspiration are used 
to comprehensively characterize drought (Zargar et al., 2011). Drought indicators (hydrological, 
meteorological, or supply-and-demand) are used in combination with various water balance or 
hydrological models, to develop a drought index (Zargar et al., 2011).  
Effectively, drought indices serve the following purposes (Niemeyer, 2008): 
 Drought detection as well as real-time monitoring; 
 Declaring the onset or end of a drought period; 
 Enabling disaster managers to declare drought levels and prompt response measures to 
regions most vulnerable; and 
 Drought assessment. 
 
Major Operational Drought Indices 
Multiple drought indices exist that are frequently used for drought analysis (Zargar et al., 2011; Shukla, 
et al., 2011). Drought indices are typically categorized based on the type of impacts they relate to, as 
well as on the variables they relate to (Steinemann and Cavalcanti, 2006). Several drought indices 
explicitly reflect a single impact or application, while others can be designed to correspond to different 
impacts and therefore drought types (Zargar et al., 2011).  
Standardized Precipitation Index (SPI) (McKee et al., 1993): SPI, is a common meteorological drought 
index that is based solely on precipitation data (Zargar et al., 2011). SPI is considered one of the most 
robust and reliable drought indicators (Heim, 2002). SPI is a statistical monthly indicator that compares 
cumulated rainfall during a period of n-months against the long-term cumulated rainfall distribution 
for a given location and accumulation period (McKee et al., 1993). SPI accounts for inconsistencies 
that occur as a result of using a non-standardized distribution by transforming the distribution of the 
precipitation observations to a standardized distribution (Edwards and McKee, 1997). The mean value 
is set to zero and resultantly, values higher than zero specify wet periods and values below zero specify 
dry periods (McKee et al., 1993). SPI values can be determined for any period but are frequently 
applied for 3-, 6-, 12-, 24-, and 48-month periods (Zargar et al., 2011).  
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Table 1. Phenomena reflected by specific time duration SPI and their applications (adapted from McKee et al., 
1993; NDMC, 2006). 
 
Palmer Drought Severity Index (PDSI) (Palmer, 1965): PDSI, is a frequently used meteorological 
drought index, particularly in the United States (Zargar, 2011). The PDSI concept is based on water-
supply-and-demand as opposed to a precipitation anomaly. Importance is placed on irregularities in 
moisture deficiencies rather than climatic anomalies (Guttmann, 1999). PDSI uses precipitation, 
temperature, and the regional available water content data for soil (Zargar, 2011). PDSI uses these 
inputs to compute; evapotranspiration, runoff, soil recharge, and moisture (Palmer, 1965).  
Standard Precipitation Evapotranspiration Index (SPEI) (Vicente-Serrano et al., 2010): SPEI, is a 
modification of SPI that accounts for the effects of evapotranspiration (Vicente-Serrano et al., 2010). 
The SPEI calculates potential evapotranspiration by use of the Thornthwaite equation, as it only 
requires temperature and latitudinal data (Thornthwaite, 1948). SPEI is calculated at different 
temporal scales based on the non-exceedance probability of rainfall and potential evapotranspiration 
variances (Botai et al., 2016). Similarly, to SPI, SPEI can be computed at different temporal scales, with 
1-, 3-, 6-, 12- and 24-months being the most commonly used (Chen et al., 2013). 
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2.2.3 Climate Change, Drought and Water Security 
Climate change will have varying consequences on the future availability of freshwater resources and 
amplify existing challenges related to water security throughout the world (UNESCO, 2011; Jiménez 
Cisneros, 2014). Climate change is projected to significantly reduce both renewable surface and 
groundwater resources in mid-latitude and dry subtropical regions of the world, while water resources 
in high-latitudes are projected to increase (Jiménez Cisneros, 2014).  
According to van Vliet at al. (2013), global projections of daily river streamflow and water temperature 
under the Special Report on Emissions Scenarios (SRES) A2 and B1 future emission scenarios indicate 
an increase in the seasonality of streamflow (an increase in high flow and a decrease in low flow) for 
an estimated one-third of global land surface area for 2071-2100 in comparison to 1971−2000. For 
both the SRES A2 and B1 scenarios for 2071−2100 relative to 1971−2000, global average and high (95th 
percentile) river water temperatures are estimated to increase on average by 0.8−1.6 °C. The greatest 
increases in river water temperature are projected for Europe, the United States, eastern China, 
certain parts of Southern Africa and, Australia. The sensitivity of these regions is intensified by 
decreases in projected low flows, which reduces thermal capacity. The study concluded that significant 
increases in river temperature, as well as decreases in low flows, are projected for; Europe, the south-
eastern United States, Europe, eastern China, Southern Africa and, Southern Australia.  
Climate change may also significantly affect water quality; for example, the quality of surface water 
bodies such as lakes used for water supply can be compromised by the presence of algae producing 
toxins (Jiménez Cisneros, 2014). Climate change adds to the uncertainty associated with the future 
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availability and variability of freshwater resources and could lead to long-lasting desertification in 
certain regions of the world. (UNESCO, 2011).  
Apart from climate change, non-climatic drivers will also have an impact on the future of freshwater 
systems such as: demographic, socio-economic, technological drivers and, lifestyle changes (Jiménez 
Cisneros, 2014). Changes in land use are also expected to have an impact on the availability and 
distribution of freshwater resources (Jiménez Cisneros, 2014). These impacts come in the form of 
increased flood hazards and a decrease in groundwater recharge, due to increasing urbanization (Döll, 
2009). The impact of future agricultural land use on freshwater systems is of particular importance, as 
irrigation accounts for an estimated 90% of water use globally (Döll, 2009). As a result of primarily 
population and economic growth, as well as climate change, irrigation is projected to increase 
significantly in the future (Jiménez Cisneros, 2014). 
Observational records of precipitation, streamflow and drought indices indicate increased aridity since 
the 1950s over several regions (Dai, 2011a; Dai, 2011b). Assessment of modelled soil moisture (Wang, 
2005; Sheffield and Wood, 2008), drought indices (Rind et al., 1990; Burke and Brown, 2008; Dai, 
2011a) and precipitation (minus evaporation) (Seager et al., 2007) indicate an increased risk of 
drought and water shortages in the 21st century (Dai, 2013). Groundwater is becoming increasingly 
relied upon as a primary source of water and can be used as a potential buffer during drought (WWF-
SA, 2016). However, groundwater levels of many aquifers globally have shown a decrease in the last 
few decades as a result of exploitation exceeding groundwater recharge rates (du Plesis, 2017). 
2.3 Water Security in South Africa 
This section begins by providing an overview of the status of water security (or lack thereof) in South 
Africa. The impacts of drought in the southern African region is discussed as well as a brief timeline of 
droughts in the region and the respective events sectoral impacts, highlighting that droughts have the 
highest economic costs when compared with other natural disasters. A detailed description of both 
the recent South African (2014−2016) drought as well as the 20152017 Western Cape drought is 
presented, highlighting the devastating impacts on the agricultural sector as well as the “Day-Zero” 
danger, as dams in the Western Cape were near depletion. The section also presents a descriptive 
overview of drought causing mechanisms in South Africa and the Western Cape and the impacts of 
climate change on water security in the Western Cape Province.  
South Africa is a generally largely semi-arid water-scarce country (Jury, 2019). This is due to a low 
mean annual precipitation (MAP) value of 490mm, ranging from <50 to >3300mm (see Fig. 2), as well 
as the high atmospheric demand (evaporation) over the country (Lynch, 2004; Schulze, 2012). 
MAP is important as it characterizes the long-term volume of water available in a region. MAP is not 
only important as a general statistic, but it is also possibly the one climatic variable best known to 
hydrologist and to which it is possible to relate various other hydrological responses (Schulze, 2012).  
Precipitation in South Africa is highly variable, both spatially and temporally, with the greatest 
variability occurring in the dry interior region of the country (WWF-SA, 2016). A general characteristic 
of the distribution of MAP over South Africa is a decreasing trend from the eastern and southern 
escarpments across the interior plateau, see Fig. 2 (Schulze, 2012). An estimated 20% of the country 
receives <200mm per annum, and 47% receives <400mm per annum, while 9% of South Africa receives 





Figure 2. MAP over South Africa (Schulze, 2012). 
Out of 193 countries, South Africa is ranked as the 30th driest country in the world with an average 
volume of 843 m3 of water per person per year (DWA, 2013). The limited water resources of the 
country are further stressed through weather extremes brought about by climate variability and 
change (WRC, 2015).  
According to Schulze (2012), four key issues in the setting of climate change and water security that 
need to be considered in South Africa are: 
 The presently overall stressed state of the country’s water resources; 
 The country’s complex water engineered systems; 
 Complications associated with transboundary waters; and 
 Issues linked to the country’s ageing water infrastructure. 
 
South Africa’s water security is dependent on the sustained supply from the country’s water resources 
(WWF-SA, 2016). South Africa’s primary input to water resources is rainwater (WWF-SA, 2016). 
Natural mean annual runoff (MAR) in South Africa is 49 billion m3/annum, of which 10.24 billion 
m3/annum of this is accessible at the 98% assurance level (DWS, 2015a). The country presently has a 
reliable yield from its water infrastructure, at 98% assurance supply, of 15 billion m3/annum (68% 
surface water, 13% groundwater, 13% return flows, and 6% miscellaneous sources (DWS, 2015a). 
Water demand in South Africa is projected to increase by 2030 by 32% to 17.7 billion m3 due to an 
increasing population and industrial development, whilst supply is expected to decline (WRG, 2012; 
WWF-SA, 2016). According to the DWS (2015b), water usage exceeds reliable water yield, which 
means that in the event of drought the country will experience severe water restrictions on a large 
scale. Unlocking the potential of groundwater is critical to addressing current and future national 
water shortages (WWF-SA, 2016). 
South Africa’s water resources are governed by both the Water Services Act of 1997 and the National 
Water Act (NWA) of 1998. The Acts provide a complementary framework that enables sustainable 
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water resource management and improved service delivery (WWF-SA, 2016). The NWA is founded on 
the belief that all water is part of a single interdependent hydrological cycle and should be controlled 
under a consistent set of rules. The NWA ensures that South Africa’s water resources are: protected, 
used, developed, conserved, controlled and, managed sustainably and equitably for both humans and 
the environment (NWA, 1998). 
2.3.1 Impacts of Drought in southern Africa 
Compared to other climate-related events in southern Africa, during 1980–2016, droughts have 
caused the highest economic cost (US$ 1.4 billion) and have affected a larger percentage of the 
region’s inhabitants (EM-DAT, 2017; Davis-Reddy and Vincent, 2017). Impacts of drought are non-
structural and challenging to measure (Murthy et al., 2009) as they can be social, economic or 
environmental (see Fig. 3). The dominance of rain-fed subsistence agriculture, as well as a great 
dependence on water-intensive maize, makes agriculture and livestock production in southern African 
particularly susceptible to drought, as food security throughout the region is intricately linked to the 
amount of seasonal rainfall received (Wilhite, 2016). Drought shocks, however, are not only confined 
to agriculture and livestock but also have a direct effect on: energy security, industry, urban 
development and, domestic public health (Wilhite, 2016). The economic impacts of drought vary and 
depend on the economic structure of a country (Benson and Clay, 1994). Low-income countries with 
a high proportion of the population in subsistence farming, such as Malawi and Zambia, are 
significantly affected by drought, with a great risk of famine (Wilhite, 2016). Intermediate to complex 
economies, such as South Africa, will be less severely affected, in terms of famine risk (Wilhite, 2016).  
 
Figure 3. Primary and secondary impacts associated with drought in southern Africa (adapted from Vogel et al., 
1999). 
2.3.2 Droughts in southern Africa and South Africa 
Water deficits in the southern African region are due to the strong seasonality of rainfall and 
persistently high rates of evapotranspiration (Chikoore, 2016). The rainfall of southern Africa varies 
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greatly, ranging from <20mm along the western regions of Namibia to highs of >3 000mm in the 
highland regions of Malawi (Nicholson et al., 1988). The highly variable southern African climate is 
partly due to a wide range of climate systems, including: i) quasi-stationary high-pressure systems; ii) 
movement of the Inter-tropical Convergence Zone (ITCZ); iii) varying regional topography; and iv) the 
effect of the warm Indian Ocean on the east coast (higher rainfall) and the cold Atlantic Ocean on the 
west coast (lower rainfall) (Nicholson, 2000).  
The strong temporal seasonality of rainfall over southern Africa is dominated by the north-south 
seasonal movement of tropical rain belts, mainly the ITCZ (Christensen et al., 2007; Chikoore, 2016). 
The ITCZ is located in the equatorial trough and is an area of convergence of trade winds associated 
with cumulonimbus convection and high rainfall (Chikoore, 2016). The ITCZ is the primary rainfall 
producing system in southern Africa (Chikoore, 2016) 
It has been noted that climate change is increasing the risk associated with extreme events such as 
drought in southern Africa and is already altering the magnitude and frequency of extreme weather 
events (Meadows 2006; Shongwe et al., 2009; DEA, 2014). However, despite progress on integrated 
climate change and disaster risk frameworks, the focus remains primarily on short-term disaster relief 
as opposed to risk reduction and adaptation strategies for long-term resilience (Midgley and Methner, 
2016).  
Frequent severe droughts are a major climatic disaster across the southern African region (Wilhite, 
2016). Between 1980 and 2016, the southern African region experienced 88 drought events which 
affected ~107 million people, of which within the same period eight of those drought events occurred 
in South Africa, affecting 22 million people (EM-DAT, 2017). Evidence suggests that drought events 
have become more severe and extensive in southern Africa (Fauchereau et al., 2003; New et al., 2006; 
Masih et al., 2014). Severe droughts occurred in the early 1900s, 1920s, 1930s; the late 1940s, 1960s 
and the early 1980s (Tyson, 1987). More recent severe drought events, such as those in: 19911992, 
19941995, 20012003, and 20142015 affected the southern Africa region and resulted in 
devastating impacts on: water resources, agriculture, industry, national economies, and, the 
environment (Vogel et al., 2010; Wilhite, 2016). In between these major drought events, many other 
local droughts occurred as well, which had significant economic implications, particularly for 
developing countries (Wilhite, 2016).  
The 19911992 drought was one of the most devastating prolonged droughts in the southern African 
region which resulted in extensive dry conditions across the entire region (Vogel and Drummond, 
1993). The drought affected a large portion of southern Africa and left many rural communities 
without access to potable water (Calow et al., 2010). The drought caused extensive crop failure (70% 
of the region’s total crop), particularly in South Africa and Zimbabwe, and resulted in significant 
agricultural and economic losses across the region (FAO, 2004; Holloway 2000; Calow et al., 2010). 
Landlocked countries such as: Malawi, Zambia and Zimbabwe anticipated reductions in food 
production ranging between 50−75% (Holloway, 2000). An estimated 20 million people were directly 
at risk of starvation (SADC, 1992). The drought decreased both surface and groundwater sources and 
as a result, people began to make use of traditional sources of contaminated water which caused 
outbreaks of various waterborne diseases such as cholera and dysentery (Calow et al., 2010). During 
the summer months of 1992, more than 90% of small inland dams in the eastern region of southern 
Africa dried up; as a result of a 50% decrease in MAP in: Botswana, Namibia, South Africa and 
Zimbabwe (Unganai and Kogan 1998; Jury and Mwafulirwa, 2002). In South Africa, the drought 
resulted in an estimated GDP loss of US$ 500 million (Pretorius and Smal, 1992) and nearly 50 000 jobs 
in the agricultural sector and an additional loss of 20 000 jobs linked to agriculture (Mniki, 2009).  
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The 20012003 drought, although less devastating than the 1991−1992 drought had a significant 
impact in South Africa. According to Theunissen (2004), wheat yield was 39% lower, water levels were 
25% lower in 2003 than in 2004 and, grazing pastures were at 30% of their normal capacity.  
2.3.3 The 2015--2017 Drought in South Africa  
Recently, South Africa experienced one of the worst droughts on record since 1930 (de Jager, 2016) 
due to two consecutive below-average rainfall seasons since early 2015 and 2016, which is linked to 
an acute El Niño phase (SADC, 2016; Brink, 2016). In 2016, South Africa declared drought emergencies 
in all provinces apart from Gauteng (SADC, 2016). Out of the 40 million people affected by the drought 
in the Southern African Development Community, nearly 36% (14.4 million) of those people resided 
in South Africa (SADC, 2016).  The rest of the country received some relief from the drought in 2017, 
in the form of rainfall, but major dam levels in the Western Cape continued to decline, due to a third 
year of below-average rainfall. (CoCT, 2017).  
The country-wide drought hit the agricultural sector the hardest, particularly: maize, sugarcane, 
wheat, beef and, sheep production (Davis-Reddy and Vincent, 2017), and resulted in food shortages, 
and stalled the country’s economic growth (Midgley and Methner, 2016). Many other southern 
African countries (Botswana, Lesotho, Namibia and Swaziland) that rely on food imports from South 
Africa were also affected by the national drought (SADC, 2016). 
South Africa exports nearly one million tonnes of food to these countries (UNOCHA, 2016). The 
drought caused a significant decline in crop-yield, specifically during 2016 and had turned South Africa 
into a net importer of crops (Agri SA, 2016). The total cereal deficit for the southern African region for 
2015−2016 was estimated at 7.9 million tonnes (WFP, 2016). South Africa estimated that 5–6 million 
tonnes of cereal imports were needed for 20152016 (Agri SA, 2016).  
2.3.4 The 20152017 Western Cape Hydrological Drought 
The 20152017 hydrological drought that occurred in the Western Cape is considered a rare event 
with a return period of 1 in 150 years for the meteorological drought (Otto et al., 2018). It was a three-
year compound drought and the result of three well-below average rainfall seasons in: 2015, 2016 and 
2017 (see Fig. 4 & 5), rainfall was particularly low between MarchMay and AugustOctober (Otto et 
al., 2018). The below-average rainfall was exacerbated by other factors contributing to the recent 
hydrological drought, such as high consumption of water and a lack of investment in increasing water 
supply capacity (Wolski, 2018). According to a study by Sousa et al. (2018), the 2015 ̶ 2017 Western 
Cape drought was largely due to a poleward change in the moisture corridor over the South Atlantic 
Ocean.  
This resulted in an acute drawdown of water supply without sufficient time to recover and the 
possibility of what the CoCT termed as “Day Zero” (Otto et al, 2018). Day Zero, simply put, was the 
projected day that the WCWSS system would fail, and water would have been distributed to the city’s 
population through communal standpipes limited to 25 litres per person per day (CoCT, 2018a). 
The rainfall anomaly was greatest in the areas encompassing the six major dams that supply water to 
the CoCT (Otto et al., 2018). Within the local Cape Town region, the rainfall deficit can be considered 
an extremely rare event with a return period >300 years in comparison to a return period of an event 





Figure 4. Major Dam levels in the Western Cape as a percentage of full storage capacity at the end of the rainfall 
season (CoCT, 2018b). 
 
Figure 5. Provincial cumulative monthly and total monthly rainfall of the Western Cape Province from 2013/2014 
to 2016/2017 (DWS, 2018). 
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The drought led to the CoCT progressively implementing water restrictions from Level 2 (20% 
reduction in urban water use) in January 2016 to level 6B (50 litres of municipal provided water per 
person) in February 2018 to avoid Day Zero. As of October 2018, the Level 6B water restrictions were 
relaxed to level 5 (87 litres of municipal provided water per person) (CoCT, 2018a). 
Agricultural water usage was restricted by the Department of Water and Sanitation during October 
2017−November 2018 by an average of 60% compared to the previous year, from 144 Mm3 to 58 Mm3 
(CoCT, 2018c). Water restrictions imposed on the agricultural sector varied throughout the WCWSS, 
from 50% in the Breede Valley, 60% in the Berg River and Riviersonderend region, and 87% in the 
lower Olifants River Valley (WWF-SA, 2018).  
The drought in the Western Cape has had extensive adverse impacts on many of the country’s sectors 
including agriculture, food security, livelihoods, livestock, health, water, sanitation and hygiene (SADC, 
2016).  
Economic losses in the agricultural sector in the Western Cape were roughly R5.9 billion, resulting in 
30 000 job losses and a drop-in export of 13−20% (BFAP, 2018). Droughts tend to have a severe 
impact on livestock farmers: as a result of the drought, the Western Cape’s provincial cattle herd 
was reduced by 15% and the provincial sheep flock by 11% and had caused meat prices to increase 
in 2017 (WCG, 2017). 
Table 3. Total crop production in the Western Cape 2016−2017 and 2017−2018 winter season (BFAP, 2018; 
DAFF, 2018). 
 
2.3.5 Mechanisms That Cause Drought in South Africa  
According to Tyson and Preston-Whyte (2000), drought in South Africa is generally caused by the high 
variability in precipitation and temperature. This means that droughts are linked to high temperatures 
(which theoretically increase evaporation) and low rainfall, the severity of the drought, however, is 
dependent on the degree of change in each of these variables (Tallaksen and van Lanen, 2004).  
Atmospheric Circulation: Drought events in the southern African region are primarily associated with 
large-scale intense anticyclones, of which the Botswana High is the most persistent (Lindesay, 1998; 
Chikoore, 2016). The Botswana High is an anticyclone in the mid-troposphere that is usually centred 
over Botswana or Namibia and induces widespread subsidence, particularly during late-summer 
(January-March) (Driver and Reason, 2017). Anticyclones inhibit vertical cloud development and result 
in dry spells over southern Africa (Chikoore, 2016). Driver and Reason (2017), found that in the 
northern South African region the Botswana High has a higher correlation to dry spell frequency than 
that between the El Niño Southern Oscillation (ENSO) and dry spell frequency.  
Drought processes typically act to impede convection as well as displacing primary rain-producing 
systems (Mulenga et al., 2003). A study conducted by Cook et al. (2004) investigating wet and dry 
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spells over South Africa, determined that dry summers are linked to an equatorward displacement of 
the ITCZ.  
Sea Surface Temperatures (SST): Variations in SST in the Indian Ocean are known to affect the inter-
annual rainfall fluctuations at a regional scale over South Africa (Reason, 2001). The dominant climate 
mode in the Indian Ocean is the Subtropical Indian Ocean Dipole (SIOD), which was first described by 
Behera and Yamagata (2001). The SIOD oscillates between negative and positive phases and is 
significant at the inter-annual scale during the austral summer (Reason 2001; Hermes and Reason, 
2005). A positive SIOD phase occurs when the south-western Indian is anomalously warm and the 
south-eastern Indian Ocean is anomalously cold, during a negative phase the reverse occurs, during 
the austral summer (Behera and Yamagata 2001). During a negative SIOD event, there is an observed 
decrease in rainfall over the south-eastern region of South Africa which is influenced by low-level 
divergence (Reason, 2001). 
ENSO: Drought cycles across southern Africa are often linked to El Niño– a naturally occurring warm 
phase of an irregularly periodical difference in winds and SSTs over the eastern Pacific Ocean 
(Nicholson and Kim, 1997). The ENSO has a large influence on South Africa, which is a predominantly 
summer rainfall region, with the exception of the Western Cape, in which there exists a negative 
correlation between ENSO and precipitation (Ratnam et al., 2014; Dieppois et al., 2015), most 
significantly since the late 1970s (Richard et al., 2001). ENSO events are interactions between the 
global atmosphere and the Pacific Ocean (Holloway et al., 2012). Resultantly, events that occur in the 
Pacific Ocean influence the: temperature, rainfall, wind and pressure over South Africa, such that 30% 
of South Africa’s rainfall variability can be attributed to El Niño phases (Tyson and Preston-Whyte, 
2000). The 2015−2016 El Niño that affected South Africa is the third super El Niño in just over three 
decades, which has reduced the occurrence of the phenomenon from 20- to 10-year cycles, 
climatologists are in debate about whether these conditions have intensified due to a warming planet 
(Pearce, 2016).  
2.3.6 Climate Change, Drought and the Western Cape 
The Cape Town region is situated on the south-western border of South Africa and its winter rainfall 
greatly depends on the transport of moisture from oceanic regions to the west of the city (Sousa et 
al., 2018). The majority of Cape Town’s winter rainfall is produced by cold fronts, while cut off lows 
occasionally contribute significantly to the region’s rainfall (Reason et al., 2002; Singleton and Reason, 
2007). Mechanisms that cause drought in the Western Cape are discussed below:  
Intense prolonged droughts in Mediterranean climates are linked to large and continuous 
disturbances of the westerly flow and resultant anomalies in the storm-track (Sousa et al., 2018). 
Previous studies have related the variability of rainfall in the greater Cape Town area to anomalies in 
South Atlantic SST and sea ice (Reason et al., 2002; Reason and Jagadheesa, 2005; Blamey and Reason 
2007), the South Annular Mode (SAM) (Reason and Rouault, 2005; Gillet et al., 2006) and ENSO 
(Phillippon et al., 2012). The SWC climate is sensitive to several large-scale drivers, the most common 
in all of these is the shift of the westerly storm track and associated moisture fluxes towards the region 
(Sousa et al., 2018).  
SST and Sea Ice: Reason et al. (2002), present evidence that upstream SST in the mid-latitude South 
Atlantic and sea-ice anomalies in the South Atlantic region of the Southern Ocean is related to year-
to-year winter rainfall in the SWC. During years with high winter rainfall, the jet upstream of the SWC 
is strengthened and large cyclonic anomalies from the south-west Atlantic extend over the region.  
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SAM: Sometimes referred to as the Antarctic Oscillation (AAO), refers to the north-south movement 
of the South Westerly wind belt (Reason and Roualt, 2005). A negative SAM phase is, characterized by 
higher pressure over Antarctica relative to mid-latitudes, and is frequently linked with the eddy-driven 
jet that is located 50 °S shifting towards the equator. A positive phase is characteristic of lower 
pressure over Antarctica in comparison to the mid-latitudes and shifts the Southern Hemisphere storm 
track poleward (Mahlalela et al., 2018).  
The SAM is thought to have a significant role in the variability of winter precipitation; because it is the 
main mode of tropospheric circulation variability in the extra-topics of the Southern Hemisphere 
(Hartmann and Lo, 1998; Thompson and Wallace, 2000; Marshall, 2003). A study by Reason and 
Rouault (2005), established that a negative phase of SAM is likely to bring about wet conditions over 
the SWC during winter months, while a positive phase induced dry conditions over the region.  
ENSO: The relationship between ENSO and the winter rainfall region of South Africa is complex. Some 
El Niño events have been assumed to be associated with increased precipitation over the Western 
Cape winter (June-August) rainfall region (i.e SWC) (Phillipon et al., 2012). The signal is significantly 
less distinct than the October-December and January-March seasons, the peak and developed phases 
of ENSO respectively, when the summer rainfall regions of South Africa tend to experience extensive 
below-average rainfall during ENSO (Reason et al., 2000; Cook, 2001; Lyon and Mason, 2007). 
The SWC being a winter rainfall region is particularly vulnerable to the impacts of climate change 
(WCDEDP, 2014), due to the expansion of subtropical highs and accompanying retreat of cold fronts, 
resultantly, decreasing rainfall over the Western Cape (Chikoore, 2016). A study carried out by Botai 
et al. (2017), analysed drought characteristics using SPI 3-, 6- and 12-month values derived from 
several different rainfall stations distributed throughout the Western Cape Province for 1985 ̶ 2016. 
Results indicate the Western Cape has been experiencing recurrent mild meteorological, agricultural 
and hydrological drought conditions for the period analysed. Of which, drought conditions tend to 
increase towards the southern-Cape regions, which covers the Central Karoo and Eden districts. Given 
that these regions are year-round rainfall areas, the results indicate that the region has been receiving 
inadequate rainfall throughout the year. Furthermore, results suggest that the Overberg, Cape 
Winelands and West Coast districts experienced largely mild drought conditions. These regions are 
predominantly winter rainfall areas, indicating that the drought conditions spread to the winter 
months. 
Climate change predictions for the Western Cape Province indicate (adapted from: Sinclair-Smith and 
Winter, 2019): 
 Increased likelihood of severe drought events (Otto et al., 2018); 
 Temperature increases in the range of 1 ̶ 3 °C, the largest increases are expected to occur over 
the inland regions while lower increases are projected over the coast (Midgley et al., 2005; 
Tadross and Johnston, 2012); 
 Decreased annual rainfall (Tadross and Johnston, 2012), by 2050, precipitation in the Western 
Cape is projected to decrease by a projected 30% as a result of climate change (WCG, 2012);  
 Increased evaporation as a result of increases in temperature, reducing overall effective 
rainfall (Tadross and Johnston, 2012); 
 Changes in seasonality of rainfall, more late summer rainfall and less early and late winter 
rainfall (Midgley et al., 2005; Tadross and Johnston, 2012); 
 Increased rainfall in mountainous and eastern regions and a decrease in rainfall in lowland 
areas and the SWC (Midgley et al., 2005); and 
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 Decreased frequency of rainfall events and increases in abnormal rainfall, more intense 
rainfall events are expected to occur over the mountainous and eastern regions during mid-
to-late summer (Midgley et al., 2005; Tadross and Johnston, 2012). 
 
The above-mentioned changes in climatic variables are set to impact water security within the 
Western Cape Province (Sinclair-Smith and Winter, 2018). Uncertainty still exists on how future 
climate change will impact rainfall in the Western Cape, there is a relatively high level of confidence, 
supported by various climate models and historical trends (Midgley et al., 2005; Tadross and Johnston, 
2012), that climate change will result in increased temperatures in the region (Sinclair-Smith and 
Winter, 2018). Increases in temperature will increase the frequency of heatwaves, exacerbate 
extended dry spells, increase the frequency and intensity of wildfires; rainfall projections suggest 
reduced average winter rainfall and more frequent and severe drought events (WCDoA, 2016). 
Furthermore, the combined effect of projected increases in temperature, increased 
evapotranspiration rates and an expected decrease in effective rainfall are likely to increase irrigated 
agricultural water use (Sinclair-Smith and Winter, 2018).  
Increases in water demand may also be exacerbated by a range of other predicted changes, such as: 
projected increased drying in numerous areas, shorter winter rainfall season, less frequent but more 
intense rainfall events (Sinclair-Smith and Winter, 2018). 
2.4 Climate Change and Hydrology in South Africa  
This section presents a detailed overview of the impacts of climate change on the hydrological cycle. 
Beginning with a general description of the projected impact climate change will have on the 
hydrological cycle with a focus on South Africa. The two major climate variables projected to impact 
water resources are evaporation and precipitation, as an increase in the former and a decrease in the 
latter in certain regions of the country are projected to decrease the country’s water resources. A 
review of studies on observed changes of both temperature and precipitation provides evidence that 
certain regions of the country are getting hotter and drier, particularly the SWC. Observed changes in 
the Western Cape in evapotranspiration and streamflow show increases in the former and decreases 
in the latter, a similar trend is projected for the future of the SWC. 
Globally, climate change is predicted to have a significant negative impact on the hydrological cycle 
and freshwater resources (Bates et al., 2008). The assessment of climate change impacts on 
hydrological events, such as drought, requires an evaluation of projected changes of critical climate 
variables, particularly precipitation and evaporation and how these two variables, in interaction with 
one another, influence the terrestrial hydrological cycle (Kusangaya et al., 2013).  
Changes in temperature and rainfall directly affect the quantity of evapotranspiration, quantity and 
quality of runoff and, depletion of both ground and water resources (Kusangaya et al., 2013; El Chami 
and El Moujabber, 2016). South Africa has a low rainfall-runoff conversion rate, due to the spatial and 
temporal variation of rainfall, which averages 9% for the entire country (Whitmore, 1971). It is likely 
that the conversion rate of rainfall to runoff will increase in regions where rainfall is projected to 
increase under future climate scenarios. It is in regions where rainfall is projected to decrease that the 
conversion to runoff is expected to decline greatly as the runoff : rainfall relationship is non-linear and 
any changes in rainfall will be amplified in its response (Schulze, 2012). 
South Africa has a respectable network of rainfall and temperature observation stations in comparison 
to the rest of the African continent (New et al., 2006) making it possible to analyse variability and 
trends over many decades (DEA, 2013). In-depth projections of climate change scenarios over South 
Africa began during the 1990s founded on comprehensive work over the preceding decades by Tyson 
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et al. (1975) on the climatology of South Africa. Tyson et al. (1975) explored the effect of atmospheric 
and oceanic drivers on regional and local climate and the pattern of decadal and multi-decadal climate 
variability. Long-term trend analysis of several atmospheric variables such as: temperature, 
precipitation and evapotranspiration have been widely used as proxies for detecting a change in 
climate as described further below.  
2.4.1 Observed and Projected Changes in Temperature 
Observed Changes in Temperature: Temperature changes have a significant influence on the spatial 
and temporal availability of water resources (Kusangaya et al., 2013). Apart from heatwaves, increases 
in temperature can result in several other extreme events, such as wildfire and drought (NSM, 2016). 
These events are strongly linked to the drying effect related to an increase in temperatures when 
evapotranspiration is moisture-limited, and this depends greatly on the nature of the land cover in the 
region (Seneviratne et al., 2016). Long-term trends in temperature indices are clearer than trends in 
rainfall indices (DEA, 2013). Globally, mean temperatures have increased over the last century as a 
result of anthropogenic greenhouse gas (GHG) emissions (IPCC, 2014). Several temperature studies 
have been undertaken in South Africa as detailed in table 4. 
Table 4. Observed temperature changes for South Africa (adapted from DEA, 2013).  
 
Projected Changes in Temperature: Under the unmitigated emission scenarios SRES A2 and 
Representative Concentration Pathway (RCP) 8.5 (based on statistical and dynamical downscaling), 
climate change projections for South Africa up to 2050 and beyond project warming as high as 5−8 °C 
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(RCP 8.5) over the South African interior, over the coastal regions this warming is somewhat less (DEA, 
2013).  
Table 5. Key messages at near-, mid-, and far-future projections under the SRES A2 and RCP 8.5 scenarios for 
temperature in South Africa’s six hydrological zones, relative to a baseline period of 1975–2005 (adapted from 
DEA, 2013). 
 
The increases mentioned in table 5 in the SWC region for the A2 and RCP 8.5 scenarios for the far-
future projections are well above the natural temperature variability of the region. Temperature 
projections under the constrained emission RCP 4.5 scenario for the SWC region imply significantly 
reduced temperature increases, with annual anomalies of <3 °C.  
2.4.2 Observed and Projected Rainfall Changes in South Africa  
Observed Changes in Rainfall: South Africa’s observed historical annual rainfall pattern differs from < 
100 mm per annum in the west and >1500 mm in the east (El Chami and El Moujabber, 2016). Several 
studies on South African rainfall have shown that rainfall in the country is characterised by high inter-
annual variability (Kusangaya et al., 2013). Kane (2009) suggested that annual rainfall has significant 
yearly fluctuations (50−200% of the mean), whilst five-year running means illustrated long-term 
fluctuations (75−150% of the mean). Due to the high variability of South Africa’s MAP (Jury, 1997), a 
small number of statistically noteworthy trends have been detected in South Africa’s MAP (DEA, 
2013), models tend to be inconsistent in predicting the effect of climate change on rainfall (Mantel et 
al., 2015). However, more important than the MAP is the annual distribution of rainfall, including the 
onset and end of the rainy season, the average duration of wet and dry periods and the occurrence of 
higher rainfall events (DEA, 2013). Observed climate trends over the last five decades (1960−2012) 
indicate a shift in rainfall seasonality and an increase in rainfall intensity (DEA, 2013). Changes in South 






Table 6. A review of observation-based rainfall studies conducted in South Africa (adapted from DEA, 2013).  
 
Projected Changes in Rainfall: An overall trend of a risk of drier conditions is projected for the west 
and south of the country, while projections for the east of the country indicate a risk of wetter 
conditions (DEA, 2013). However, many of the projected changes are within the domain of historical 
natural variability (DEA, 2013). Dynamical downscaling for the SWC in the near future under the A2 
scenario indicate that strong drying is likely (DEA, 2013). However, these results contrast B1 and A2 
statistical downscaling, which indicate moderate to substantial increases in rainfall within the winter 
rainfall zone of the region for autumn to spring, and for both near- and mid- futures (DEA, 2013). 
Thermodynamic considerations may be the mechanism behind the statistically downscaled 
projections indicating wetter futures for the winter rainfall region (DEA, 2013). Under the RCP 4.5 and 
RCP 8.5, the signal of wetter futures is less pronounced, a wetting signal is only present for winter and 
spring (DEA, 2013).  
On a national level, the future climate of South Africa up to 2050 and beyond has been described using 
four climate change scenarios as a basis, which consider different degrees of change and likelihood 
that incorporate the impacts of global mitigation and the passing of time, which are described below 
(DEA, 2013):  
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1. Warmer (<3 °C above 1961–2000) and wetter, with an increased frequency of extreme rainfall 
events. 
2. Warmer (<3 °C above 1961–2000) and drier, with an increased frequency of drought events 
and a relatively higher frequency of extreme rainfall events. 
3. Hotter (>3 °C above 1961–2000) and wetter, with a significantly higher frequency of extreme 
rainfall events. 
4. Hotter (>3°C above 1961–2000) and drier, with a significant increase in the frequency of 
drought events and a higher frequency of extreme rainfall events.  
 
Table 7. Climate scenarios under possible future conditions up to 2050 and beyond from evidence of climate 
models for South Africa’s six hydrological zones (adapted from DEA, 2013). 
 
For the SWC region, the consensus from the GCMs is that rainfall is projected to decline considerably 
and become highly variable by 2050. In contrast, rainfall for the remainder of the country may on 
average remain relatively unchanged but is likely to become more variable. Decreases in rainfall in the 
Western Cape will have a significant negative impact on surface water and groundwater resources in 
the region. Increases in rainfall variability in the SWC are likely to result in increases in prolonged and 
severe drought events (DEA, 2013).  
2.4.3 Projected and Observed Changes in Evaporation 
Potential evaporation is an important aspect of the hydrological cycle and is one of the primary 
climatic drivers controlling freshwater resources (Schulze, 2012; Jiménez Cisneros et al., 2014). 
According to Jiménez Cisneros et al. (2014), changes in evaporation, as a result of temperature, 
illustrate similar trends to that of precipitation, with slight increases over a large part of the globe, 
particularly in higher-latitudes; with decreases of soil moisture (scenario-dependant) particularly in: 
central and southern Europe, south-western North America, Amazonia and southern Africa. According 
to a study by Hoffman et al. (2011), A-Pan evaporation during 1974–2004 decreased significantly in 
the winter rainfall region of the Western Cape from 2117 to 1845mm per annum (an average of 
12.8%).  
Historical analysis by Schulze (2012) show that mean annual evaporation (MAE) (1950 ̶ 1999) from 
open water surface bodies and wetlands in primary catchments is between < 100 million m3 and >2 
500 million m3. Under the A2 scenario, near-future (2046 ̶ 2065) projections, relative to the baseline 
period (1971 ̶ 1990), show enhanced evaporation of <10 million m3 to >350 million m3, of which the 
largest increases are displayed over the interior and most of the Northern Cape. Far-future projections 
(2081 ̶ 2100) exhibit significant increases in additional evaporation over much of the country, 
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particularly: over the interior, the Northern Cape, and the north coast of the country. Additionally, it 
is shown that enhanced evaporation, relative to the baseline period, from open water bodies in the 
SWC, is projected to increase by <10 million m3 and between 60−100 million m3 for mid-and far-future 
projections, respectively.  
Based on GCM projections used by Schulze (2012), there is a reduction in severe soil water stress days 
over much of South Africa in the mid-future (2046−2065), excluding the West Coast where very 
moderate changes are projected. However, in the far-future (2081−2100), the SWC exhibits increases 
in severe soil water stress days, while about 95% of South Africa displays a reduction in the number 
of days per year experiencing severe soil water stress. 
2.4.4 Projected and Observed Changes in Streamflow and Runoff in South Africa 
Assessing the effects of climate change on sectoral impacts of water has primarily been undertaken 
using hydrological models with downscaled climate projections (Perks et al., 1999; Schulze, 2003; 
Warburton et al., 2010). Changes in hydrological processes, such as runoff, occur as a result of changes 
in rainfall, temperature and carbon dioxide emissions (DEA, 2013).  
The hydrological cycle is a dynamic system, and changes in climate may cause unanticipated 
hydrological responses in a model, which may be beyond the models’ ability range for which processes 
have been tested and verified against observational records (Warburton et al., 2010).  
Several studies have concluded that streamflow in the southern African region is projected to decrease 
by 2050. For example, streamflow in Swaziland is projected to decrease by 40% (Matondo, 2012), by 
20% in the Zambezi catchment (Beck and Bernauer, 2011) and, a projected decrease of up to 18% for 
the Thukela catchment in South Africa (Andersson et al., 2006). 
Observed changes in daily runoff for South Africa (see Fig. 6), displays increases of runoff between 
0.5−1.5mm/day across most of the interior and significant increases of between 3−8.5mm/day in the 
extreme western parts of the country. Northern parts of the country show decreases of between 
0.3−0.5mm/day, while the SWC region shows decreases of 1.5−3mm/day (Dai, 2011a).  
 
Figure 6. Trend map for observed annual runoff (0.1mm/day/50years) inferred from streamflow data for 1948– 
2004 (Dai, 2011a). 
Future climate scenarios considered by the Long-term Adaptation Scenarios project an increase in the 
occurrence or magnitude of both drought and flood events in South Africa (DEA, 2013). Projections 
for runoff in South Africa, under a wide range of scenarios, predict between 20% decrease to 60% 
increase by 2050 assuming a business as usual emissions pathway, while under a constrained 
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emissions scenario, runoff projections are estimated to range from 5% decreases to 20% increases 
(DEA, 2013).  
The impacts of climate change on MAR vary greatly throughout the country (see Fig. 7). Significant 
increases in runoff are projected for: Kwazulu-Natal, parts of Mpumalanga and the Eastern Cape, while 
significant decreases in runoff are projected for south-western parts of the country, the central-
western areas and to a lesser extent the extreme north. 
Analysis of multiple GCMs by Schulze (2012), show increases in MAR between 20−30% over large 
portions of South Africa. In contrast, the SWC region shows projected reductions in average annual 
runoff under climate change, particularly in the wet years when dams are filled. The runoff reductions 
in the SWC are more prevalent in the far-future (2071–2100) and are projected to occur particularly 
in the 35 years between the mid-future (2046–2065) and the far-future. Additionally, the variability of 
streamflow in the SWC is projected to decrease, particularly into the far-future. 
 
Figure 7. Projected median changes in the average annual runoff for South Africa under an unconstrained 
emission scenario (Cullis et al., 2015). 
2.5 General Climate Change Attribution 
This section introduces climate change attribution referring to studies that have analysed changes in 
temperature over time which can be linked to increased GHG emissions as well as natural variability. 
Increases in the Earths average temperature as a result of anthropogenic activities have been shown 
to alter the Earth’s climate and hydrological cycle.  
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The recent warming of the earth’s climate system is undeniable and is predominantly due to 
anthropogenic (GHG) emissions, although the implications for regional climates are less clear (IPCC, 
2014). Each of the preceding three decades has been marked by consecutively warmer surface 
temperatures than any decade since 1850, of which 2016 marked the hottest year on record (NOAA, 
2017).  
Past GHG emissions can be directly linked to large-scale warming and associated slow-onset events 
such as sea-level rise and desertification (Bindoff et al., 2013). The consistency of modelled and 
observed changes throughout the climate system include: warming of the atmosphere and ocean, sea-
level rise, ocean acidification, and changes in the hydrological cycle, the cryosphere, and climate 
extremes. This points to large-scale warming resulting mainly from human-induced increases of GHG 
concentrations in the atmosphere (Bindoff et al., 2013). GHG’s have likely contributed between 0.5 °C 
and 1.3 °C to global mean surface warming during 1951–2010, with contributions from other 
anthropogenic forcings likely to be between -0.6 and 0.1 °C, from natural forcing likely to be between 
-0.1 and 0.1 °C, and lastly from internal variability likely to be in the range of -0.1 and 0.1 °C. These 
contributions sum up to be consistent with the observed warming of approximately 0.6 °C during 
1951–2010 (Bindoff et al., 2013).  
The climate of the Earth has experienced changes caused by both natural and human factors (Bindoff 
et al., 2013). Natural factors include: volcanic eruptions, solar variability, and interactions within the 
climate system (Bindoff et al., 2013). Human factors that influence the climate include changes in the 
composition of the atmosphere (i.e. increases in the concentration of GHG and aerosols) as a result of 
industrial and social activities, and land-use and coverage changes (Bindoff et al. 2013). Attribution 
studies involving long-term trends in observed records have been carried out regularly since the 1995 
IPCC report (Otto et al., 2015).  
2.6 The Science of Attributing Extreme Events 
This section introduces the basis and underlying methodology for attributing extreme events to 
anthropogenic climate change, as well as the steps undertaken in extreme event attribution studies.  
It has been noted that there is strong evidence for anthropogenic influence on some extreme events 
and little evidence for anthropogenic influence on others (Liu and Allan, 2013; Herring et al., 2015). 
However, due to the variability of weather, it is problematic to determine for any specific event if the 
event would have occurred in the absence of human influence on climate (Otto et al., 2014). Both 
global and regional studies of drought project a higher likelihood of drought by the end of the 21st 
century, with a significant increase in the number of drought days (Hirabayashi et al., 2008; Feyen and 
Dankers, 2009).  
Probabilistic event attribution (PEA) is an emerging science that allows for a quantitative assessment 
of the degree to which human-induced climate change affects localised weather patterns (Pall et al., 
2011; Otto et al., 2012). PEA aims to quantify whether and to what extent past emissions have 
contributed to the probability of the occurrence of an extreme event (Otto et al., 2014). This is done 
mainly using many climate model experiments, known as ensembles (Otto et al., 2014). A large 
ensemble size is required, for any given experiment, to assess the change in frequency of extreme 
climatic events (Otto et al., 2014).  
PEA studies aim to compare the frequency at which an extreme event occurs within a model 
experiment representing the world with anthropogenic influence (factual scenario) on climate against 
the frequency that the same extreme event would occur without the human factor (counterfactual 




Figure 8. An illustration of the probability density functions (PDFs) of a climate variable with the factual world 
(solid red line) and the counterfactual world (green line). The corresponding probabilities exceeding a pre-
specified threshold (P1 and P0) are represented by the enclosed areas of the same colour. The red-dashed line 
illustrates how climate change may affect the actual world in the future (Stott et al., 2016). 
The science of PEA is a rapidly growing field, with the first studies having been conducted less than 
two decades ago (Stott, et al., 2004). The concept of fractional attributable risk (FAR) of individual 
extreme climate events had not been considered until the theoretical possibility was described by 
Allen (2003), and applied to the European heatwave event of 2003 which was the first attempt of an 
event attribution study that provided a direct connection between anthropogenic climate change and 
a single extreme event (Stott et al., 2004). The attribution study carried out on the 2003 heatwave 
concluded that anthropogenic influence had very likely (probability > 90%) increased the likelihood of 
a record-warm summer by more than two-fold (Stott et al., 2004). Using what is known as the risk-
based approach, having determined the probabilities of the event in the factual world (P1) and the 
counterfactual world (P0) the results can be expressed as a risk ratio (RR) as P1/P0. Results can also be 
expressed as an FAR as 1- P0/P1. An FAR value of > 0.5 indicates the probability of the event has more 
than doubled (Stott et al., 2016). 
Attribution studies contain several uncertainties and challenges related to the availability of long-term 
meteorological data and the accuracy of climate model simulations of climatic conditions that are 
conducive for extreme weather events (Otto et al., 2014). Variations also exist between regions in the 
capacity to attribute events, due to differences in regional climate and weather patterns, availability 
of observational data, and modelling ability. Confidence in attribution studies can be improved where 
independent methods lead to similar results (Stott et al., 2016).  
Assessing the influence of anthropogenic climate change on extreme events has potential importance 
for policy that is intended to address present and future climate change impacts (Otto et al., 2015). 
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Given that many extreme events occurred before significant human-induced changes on the climate 
system had been detected, an oversimplified attribution to anthropogenic causes could be 
detrimental (Stott et al, 2016). By assessing how human influence on the climate is affecting extreme 
events such as flooding or drought presently, it may be possible to deliver guidance on whether to 
expect increases or decreases in the intensity or frequency of extreme events, such as drought, in the 
near-future and therefore inform and aid in adaptation planning. (Otto et al., 2015; Stott et al., 2016). 
According to Sheperd (2016), the risk-based approach involves three steps described below: 
 The first step is defining the event under investigation. Extreme events are unique and should 
be abstracted to a class of event agreeable to statistical analysis. This step requires a selection 
of physical variables and spatial and temporal averaging used to define the event. 
 The second step is the construction of the distribution (P1) of the factual world. This step is 
typically carried out using a climate model. The challenge in this step is that estimating the 
probability of an extreme event requires many years of simulation. A general rule of thumb is 
the more extreme the event the larger the number of years that need to be simulated. To do 
so, the model must be computationally low-cost to run. 
 The final step is the construction of the counterfactual likelihood distribution (P0). One of the 
issues associated with this step is that counterfactual observations to evaluate the model's 
results do not exist. Historical observations may be used but are limited and unreliable in 
certain regions of the globe. 
2.7 Drought Events and Attribution 
The attribution of drought events to anthropogenic climate change can be somewhat problematic in 
comparison to other climatic events, as described in this section. A review of methodologies and key 
findings of drought attribution studies undertaken in different regions of the globe is discussed. The 
review of studies illustrates the complexities involved with drought attribution as well as conflicting 
results in different regions. 
Due to the complex nature of droughts and the various climatic factors that influence a given drought, 
it is challenging to quantitatively define and detect long-term changes in drought likelihood (IPCC, 
2013). Adding to the complication of attribution of drought events are the non-meteorological factors 
(i.e. increases in population, land-use and poor water resource management) that also contribute to 
the magnitude and frequency of drought events (NSM, 2016). Confidence in the attribution of extreme 
climatic events, such as drought, is directly proportional to an increase in the understanding of the 
influence of climate change on the event type (see Fig. 9). There is low confidence in attributing 
changes in drought over global land areas since the mid-20th century due to observational 
inconsistencies as well as difficulties differentiating decadal-scale variability from long-term patterns 





Figure 9. Schematic depiction of the state of attribution studies for various extreme climatic events (adapted 
from: NSM, 2016). 
Several attribution studies have been conducted in the past, which evaluate the influence of 
anthropogenic climate change on drought events. Gudmundsson and Seneviratne (2016), assessed 
whether human-induced climate change has changed drought risk in Europe. Focusing on 
precipitation and quantifying how the probability has changed in response to climate change in the 
last century. The study employed a framework for meteorological drought risk assessment that can 
be applied to both model simulations and observational records to increase the confidence in the 
results. The study found that the consistency of both observational and model-based assessments 
indicate that it is very likely (> 90%) a changed drought risk is a result of anthropogenic climate change 
in northern Europe and the Mediterranean region where drought risk is expected to increase. Results 
from the observational and model-based assessment in the Central Europe region, however, were 
conflicting and inconclusive. The observed decrease of drought risk in northern Europe is consistent 
with regional (Bhend and von Storch, 2009), hemispheric (Min et al., 2008) and global studies (Zhang 
et al., 2007) that attribute an increase in annual rainfall in high-latitudes to human-induced climate 
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change. The study, however, falls short in that it only considers precipitation neglecting other variables 
such as soil moisture and atmospheric conditions, nor did the study attempt to quantify the effect of 
climate change or the change in the probability of drought.  
An attribution study undertaken by Diffenbaugh et al. (2015), assessed the record-setting drought in 
California that began in 2012 which included: the lowest 12-month precipitation, highest annual 
temperature and the most extreme drought indicators for 2015. The drought led to severe water 
shortages, critically low streamflow and an increase in wildfire risk. The study undertook both an 
observational and model-based approach using Coupled Model Intercomparison Project 5 (CMIP5) for 
historical and natural forcing experiments. The results of the study suggest that precipitation deficits 
in California were more than twice as likely to bring about drought years if they occurred under warm 
conditions. The study found that even though there had not been a significant change in the 
probability of both negative and moderately negative rainfall anomalies in recent decades, the 
occurrence of drought events has been higher in the two preceding decades than in the previous 
century. Furthermore, there is an evident increase in the probability that rainfall deficits coincide with 
that of warm conditions as well as an increase in the probability that rainfall deficits produce droughts. 
Climate model experiments in a factual and counterfactual world reveal that anthropogenic climate 
change has increased the likelihood that low rainfall years in California are also warm years. The study 
concluded that based on findings human-induced warming has increased the likelihood of co-
occurring warm-dry conditions. 
2.8 Event Attribution in Africa 
This section describes the importance of event attribution studies on the African continent. Although 
the GHG emissions of Africa are one of the lowest in comparison to other continents, Africa is set to 
feel the greatest impacts of climate change. There is a lack of event attribution work on the African 
continent, as the focus has been mainly on high profile events as well as various other challenges, as 
discussed further below.  
Africa is often regarded as the most vulnerable continent to the impacts of a changing climate and as 
such, understanding the change of risk associated with extreme events is particularly important for 
the continent (Boko, et al., 2007). However, African climate has received very little research attention, 
particularly research related to extreme event attribution (Washington et al., 2006; Otto et al., 2015). 
PEA studies undertaken thus far have been focused on high profile extreme events (Stott et al., 2004; 
Pall et al., 2011; Otto et al., 2012; Peterson et al., 2013), predominantly in mid-latitude regions (Otto 
et al., 2015), with a limited number of extreme event attribution studies being conducted in Africa 
(Lott et al., 2013; Funk et al., 2013; Otto et al., 2013). Limited research combined with high 
vulnerability highlight the need for exploring PEA research in Africa (Otto et al., 2015). Defining the 
most suitable attribution question to ask is not one that should be a scientific decision but that should 
be made in dialogue with the various stakeholders that will use the results and information (Otto et 
al., 2015). This is particularly true for studies carried out in tropical regions, thus a working relationship 
between: scientists, policymakers and, individuals at ground-level is imperative in Africa (Otto et al., 
2015). 
Undertaking PEA analyses in Africa presents various challenges that include: 
 Long-term observations, required for model validation and to identify extreme events, are 
limited in many countries across the continent (Washington et al., 2006); 
 Existing PEA studies commonly employ atmospheric models forced with SSTs, which may have 
different implications for tropical precipitation, which is strongly influenced by large scale 
teleconnection patterns, particularly in Africa (Giannini et al., 2008); in contrast to mid-
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latitude regions that are dominated by synoptic precipitation and influenced more by internal 
variability than remote SSTs; and 
 Inter-annual precipitation variability is greater in African countries than in mid-latitude 
climates (Giannini et al., 2008), which could present challenges in distinguishing the 
anthropogenic signal from internally generated variability (Otto et al., 2013). 
 
Debatably, the first PEA study conducted in Africa was undertaken by Lott et al. (2013), which analysed 
the 2011 East African drought which caused severe food crises in Djibouti, Ethiopia, Kenya and 
Somalia. The drought was caused by the failure of two successive rainy seasons, which typically occur 
from October to December (short rains), and March to June (long rains), respectively (Hastenrath et 
al., 2011). The study calculated the attributable increase in the risk of extreme low precipitation in the 
two rainy seasons before the 2011 drought in East Africa. The study determined that in a world 
without anthropogenic climate change there would be no significant changes in precipitation during 
the 2010 short rains and that the dry conditions could be a result of the prevailing La Niña conditions 
earlier in the year. However, evidence was found for an increased risk of failure of the long rains in 
2011 as a result of human-induced climate change. Along with the framing of the attribution 
statement, the methodology employed in the attribution study is a determinant of the results.  
2.9 Methodologies of Event Attribution 
This section describes methods used in extreme event attribution divided into methods that use 
observations and methods that use models, the latter being the most frequently used in attribution 
studies. This is due to the lack of long-term observational data in many global climate records. Along 
with how the attribution question is framed, the methodology employed in the attribution study is an 
influence on the findings.  
Several methods have been undertaken in event attribution studies, differing on the use of 
observational historical records and models as well as in the framing of the attribution question being 
investigated (Stott et al., 2016). Advances in event attribution have arisen for two main reasons being: 
i) An increase in the understanding of climate mechanisms that result in extreme events; and ii) Rapid 
progress that has been achieved in the methodologies used for event attribution (NSM, 2016). 
Approaches in event attribution work carried out can be divided into two categories (NSM, 2016): 
 Attribution that relies on historical observation records to calculate changes in likelihood or 
magnitude of extreme climate events; and 
 Attribution work that relies on model simulations to compare the occurrence of an event in a 
factual and counterfactual world. 
 
Modelling studies typically use observations to verify the accuracy of the models to reproduce the 
event of interest, whereas observational studies may rely on models for attribution of the observed 
changes (NSM, 2016). 
2.9.1 Methods Based on Observations 
To a certain extent, all event attribution approaches use observations (NSM, 2016). Methods that use 
observations to analyse extreme events provide limited realisations i.e. establishing their frequency is 
problematic, particularly for limited observation records (Hegerl, 2015). Using observations in extreme 
event attribution requires a careful application of statistics (Hegerl, 2015), either by estimating the 
shape of the distribution tail (Smith, 1989) or statistically modelling record-setting extreme climate 
events (Meehl et al., 2009). Furthermore, variations in the frequency of extreme climate events are 
only partially due to human influence and occur for several other reasons, hence the use of climate 
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model data is a more appealing option in extreme event attribution as much larger ensembles can be 
provided which will be described in the next section (Hegerl, 2015).  
In practice, a statistically confident decision of a change in the frequency or magnitude of an extreme 
event is only possible for a subset of event types, the most common being temperature extremes, 
because long observational records and well-observed statistics are required to detect changes in 
frequency and magnitude of an event (NSM, 2016). Detection of trends in observational records is 
always challenging because of the limitations of observational records in terms of record length and 
quality (NSM, 2016). Trend detection is complicated further by unforced natural variability which may 
result in trends that can last for years (NSM, 2016). These limitations suggest that event attribution 
should often depend on an understanding of the long-term changes in variables that have a close 
physical relationship to the event under investigation and are predicted to affect the intensity or the 
frequency of that event (NSM, 2016).  
Statistical Analysis of Observations: In the absence of climate models, statistical analysis of observations 
can be used to quantify the changing likelihood of specific events (NSM, 2016). The benefit of this 
approach is that results do not depend on the reliability of a climate model nor the model's ability to 
simulate the event under investigation, however, as previously mentioned statistical analysis of 
observations strongly relies on the availability of long-term high-quality data (NSM, 2016). 
Furthermore, observation-based analysis requires a statistical analysis that can quantify changes in 
extreme events within a specified period (NSM, 2016).  
This method aims to characterise the distribution of a type of event that is similar to a particular event 
observed by the use of historical observations this would usually exclude the particular event in 
question to avoid selection bias (NSM, 2016). To address the human influence a trend or covariate in 
observed data that may be related to human influence is identified. This approach is only permissible 
if supporting evidence exists that links the covariate to human influence (NSM, 2016).  
Examples of work that have used this approach are King et al. (2015), which analysed the annual 
recordings within the Central England Temperature meteorological dataset and Oldenborgh et al. 
(2015) where a generalized extreme value (GEV) distribution was applied to seasonal and daily winter 
minimum temperatures from historical data in Chicago, Netherlands and De Bilt, the study excluded 
the extreme event under investigation and allows the GEV location parameter to change with a change 
in climate which is represented by global mean temperature. This approach allows for a comparison 
of the return time of an extreme event between the present climate and the climate of the 1950s. 
Results produced indicate that warm events will occur more frequently, and cold events have become 
considerably rare. 
In summary, attribution using statistical analysis of observed time series works best for temperature, 
or variables closely linked to temperature, as global and regional results are available that 
approximate the contribution of human influence to long-term temperature change (NSM, 2016).  
2.9.2 Methods that Use Models 
Climate models in extreme event attribution studies are an important tool (NSM, 2016). The type and 
configuration of the model are dependent on the type of extreme event being analysed, most studies 
make use of global atmospheric models (NSM, 2016). Attribution studies also tend to make use of one 
or more coupled climate models, for example, models used in CMIP5 (Taylor et al., 2012; NSM, 2016). 
Extreme events are not sufficiently represented by global models due to the low spatial resolution of 
coupled and atmosphere-only models (NSM, 2016). To resolve this issue downscaling is employed 
(NSM, 2016). Downscaling is the use of additional models, which are embedded within the global 
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models to provide large-scale environmental characteristics to represent extreme events (NSM, 2016). 
Downscaling is commonly used to represent scales at a finer resolution than the global models in 
which they are embedded (NSM, 2016). 
Advantages of using climate models in attribution work include (NSM, 2016): 
 Models can utilise input conditions such as: SST, aerosols, and levels of atmospheric CO2; 
 The ability to compare results between simulations with different input scenarios such as 
comparing a factual world with climate change to a counterfactual world scenario that does 
not incorporate climate change; and 
 Model simulations have the ability to produce quantitative estimations of the extent to which 
extreme climate event magnitudes or frequencies differ in the factual world compared to 
what would have happened counterfactual world.  
 
GCMs: GCMs are a three-dimensional representation of the various processes that occur in the 
atmosphere, oceans and over land surfaces (Jacob and van der Hurk, 2009). GCMs represent the 
Earth’s surface as horizontal and vertical areas through grid cells (see Fig. 10). Within each grid cell, 
GCMs calculate: water vapour and cloud atmospheric interactions, effects of aerosols on radiation 
and rainfall, storage of heat in oceans and soils, surface changes of moisture and the large-scale 





Figure 10. Conceptual schematic structure of a GCM (NOAA, 2012). 
GCMs often include: interactive representations of the ocean, sea ice, biological and chemical 
processes of the atmosphere and land surface, as well as the carbon cycle (NSM, 2016; Stott et al., 
2016). Coupled GCMs offer the most complete simulation of the climate system and its processes 
(Stott et al., 2016). Data from past modelled experiments with various scenarios of forcing 
combinations are available from the archive of the World Climate Research Programmers CMIP5 
(Taylor et al., 2012) and can be used in the analysis of extreme climate events (NSM, 2016; Stott et al., 
2016). Generally, this involves the pooling of data from multi-model ensembles of simulations with 
and without anthropogenic influences and generating large samples of the applicable climate variable 
(e.g. temperature will be of importance when investigating a heatwave) (Stott et al., 2016). The 
distribution of the variable in the actual and the counterfactual world can, therefore, be constructed, 
from which estimates of the RR and FAR for the extreme event being analysed can be determined 
(Stott et al., 2016). A lot of work has been done using this approach in Australia where recent 
temperature and rainfall extreme events were analysed (Lewis et al., 2013; Knutson et al., 2013; 
Perkins et al., 2014). The studies illustrate that anthropogenic forcing has caused multiple increases in 
the likelihood of Australian heatwaves, however, the influence of anthropogenic forcing on rainfall 
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extremes is less clear. For such attribution investigations, the models used in studies must be 
thoroughly evaluated against historical observations (Perkins et al., 2007).  
Coupled model approaches are typically used to provide fast-track assessments which are available as 
soon as an extreme event occurs (Stott et al., 2016). The changing probability of extreme events is 
determined with reference to pre-specified thresholds (Stott et al., 2016). By pre-computing these 
estimates over an array of thresholds, attribution information becomes readily available when a new 
event is observed (Stott et al., 2016). This attribution approach has been applied to the attribution of 
extreme events related to certain features of the climatic conditions present at the time of the event 
under investigation (Stott et al., 2016). Such as studies investigating how anthropogenic influence 
under La Niña conditions affected the likelihood of extreme rainfall experienced during 2011-2012 
over south-Eastern Australia (King et al., 2013) and the likelihood of the extreme drought observed in 
2011 over Texas (Hoerling et al., 2013). 
SST Forced Atmosphere Only Model Approaches: Another method of conditioning results on 
characteristics of present climatic conditions of extreme events is to make use of an atmospheric GCM 
in which the anomalies of observed SSTs and the extent of sea ice is specified in an atmosphere climate 
model (NSM, 2016; Stott et al., 2016). These models are typically coupled with a land model (NSM, 
2016). This modelling approach has the ability to impose specific patterns of SSTs and GHG’s, applying 
a degree of conditioning on the results, which cannot be achieved using the CMIP5 model (NSM, 
2016). Atmosphere-only based models have smaller biases than that of coupled models and are 
relevant for looking at local weather events and ignore ocean-atmosphere feedbacks (NSM, 2016). 
The number of ensemble members in these types of models can range from a few runs of large-scale 
events (Wilcox et al., 2015) to large ensembles with over 100 simulations (Christidis and Stott, 2012).  
Perturbations for generating ensemble members: A common characteristic of studies that use a large 
number of ensemble members is that they tend to be limited to a single model, furthermore, they 
tend to make use of a large number of simulations in the range of one-10 years as opposed to a smaller 
number of longer or multi-decadal simulations (NSM, 2016). There are three types of perturbations 
that are important for producing ensemble members as described below (NSM, 2016):  
 Initial Condition Ensembles 
The model is run with several varying initial conditions in the start, initial condition ensembles are 
used in nearly all model-based event attribution studies to produce the replication required to 
quantify the frequency of events or distribution of event magnitudes.  
 Model Physics 
Perturbed physics experiments are generally not used in attribution studies – primarily because with 
a prescribed SST design, perturbations that do not degrade the model climatology significantly have 
also been established to have very little impact on variables of significance, however, they could be. 
The prospect for this kind of perturbation arises because processes in the models that take place at 
scales smaller than that of the resolved scale are typically determined using information from 
resolved-scale fields such as: temperature, wind and, geopotential. These approximations include 
adjustable parameters with values estimated based on empirical studies and are usually fixed for all 
model simulations. An example of a process that occurs at spatial scales of a few kilometres is 
atmospheric convection, this process must be parameterized in models that have resolutions that are 
too coarse to allow atmospheric convection to be accurately simulated on the model grid. According 
to Stainforth et al. (2005), simulations using specific parameter combinations are evaluated to 
determine the realism of the simulated climate in comparison to the observed climate.  
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 SST’s  
In attribution studies, SST perturbations are used to simulate the counterfactual world as well. As 
opposed to using control simulations such as in the CMIP5, experiments that use SSTs include 
“counterfactual” SSTs in which the anthropogenic contribution to modern SST patterns is deducted 
from the observed SSTs, such as the method used by Pall et al. (2011). Perturbations to the SST 
patterns are conducted to determine the sensitivity or quantify uncertainty in event attribution results 
to the selected counterfactual SST.  
2.10 Climate Impact Detection and Attribution 
This section describes the current state of climate impact detection and attribution, as well as the 
difficulties involved in conducting these experiments. Impact attribution of anthropogenic climate 
change is an important, less studied, branch of attribution science as discussed further on in this 
section. There is a lack of end-to-end impact attribution studies, particularly on the impacts of climate 
change on water resources in Africa. 
There is an increasing interest in attributing the risk of detrimental climatic-related events to 
anthropogenic climate change (Hegerl al., 2007). The impacts of recent regional climatic changes on 
biophysical and human systems have been documented globally, however, there is a lack of studies 
explicitly linking these observations to anthropogenic forcing of the climate (Hansen and Stone, 2016). 
Assessing whether recent climate change has caused observable damage entails assessments done 
within a rigorous detection and attribution framework, as impacts include: physical, biological, social 
and, ecological systems, the framework of assessment needs to cover a vast range of methods to 
collect and evaluate evidence (Stone et al., 2013). Detection and attribution of impacts of climate 
change provide the most robust and consistent analysis possible of the cause-effect chain, combining 
all possible sources of information in a logical evaluation (Hansen and Stone, 2016).  
Detection and attribution of impacts assess whether biophysical and human systems are changing as 
a result of climate change, both are described in more detail below: 
Detection of impacts of climate change addresses the question of whether a natural or human system 
is changing beyond a specified baseline that describes its behaviour in the absence of climate change 
(Stone et al., 2013). The specified baseline may be stationary or non-stationary and must be clearly 
defined. This definition focuses unequivocally on the impact of climate change and not on trends as a 
result of climate change in combination with other factors (Cramer et al., 2014). The detection of 
impact statements is binary (i.e. an impact has or has not been detected in a system) (Cramer et al., 
2014). 
Attribution of impacts addresses the question of the extent of the contribution of climate change to 
a change in a given system (Cramer et al., 2014). In practice, an attribution statement specifies the 
degree of the observed change which is a result of climate change with an associated statement of 
confidence (Cramer et al., 2014). Therefore, impact attribution requires the evaluation of external 
drivers that contribute to change in a given system (Cramer et al., 2014). 
Employing a systems analytical perspective, the Earth can be divided into human systems, natural 
(non-climatic) systems and the climate system (see Fig. 11). Each system, through various 
mechanisms, can be affected by the other two systems (Stone et al., 2013). From the point of view of 
the impacted system, these mechanisms are termed external drivers (Hegerl et al., 2010). Identifying 
the explicit role of these external drivers is the fundamental core of impact detection and attribution 
(Stone et al., 2013). As natural systems are impacted by a variety of other different forcings, of which 
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many are unrelated to climate change, the term confounding factor is often used to describe this 
particular class of drivers (Stone et al., 2013).  
Human activities have the potential to affect other systems through climate change drivers (red 
arrows in Fig. 11). Humans also affect natural systems, in ways not connected to climate, through 
activities such as urbanization and water resource management among others (blue arrows in Fig. 11). 
Sequentially, natural systems and the climate system may impact each other and/or human systems. 
However, a number of these drivers may be linked directly to an anthropogenic driver of climate 
change (dashed red arrows in Fig. 11). In contrast, there are external natural forcings, such as volcanic 
eruptions, which can be regarded as completely independent of these three systems which can also 
affect climate (grey arrows in Fig. 11).  
Performing an impact detection and attribution study involves conceptually isolating the system of 
interest (shaded circles in Fig. 11), resultantly, all of the incoming drivers affecting the system can be 
considered external for the purpose of the study (Stone et al., 2013). The analysis then comprises 
evaluating how the observed behaviour of the isolated system compares against what would be 
expected if all external drivers were removed (Stone et al., 2013).  
 
Figure 11. Schematic depiction of the interactions in the world as viewed in the detection and attribution 
analysis (Cramer et al., 2014). 
Two approaches exist in impact attribution and detection studies, the single-step and multi-step 
approach as described by Hegerl et al. (2010), see Fig. 12. The single-step approach makes use of a 
single modelling setup to link changes in drivers to changes in a particular aspect of a climate, natural 
or human system. In contrast, a multi-step approach relates separate single-step approaches into an 
overall attribution assessment. For example, one single-step analysis may link the retreat of a 
European glacier to local summer warming, while another single-step analysis will link the annual 
warming over Europe to anthropogenic emissions. A multi-step analysis would combine the 





Figure 12. Techniques for single-step and multi-step approaches to attribution of an ecological system (Stone et 
al., 2013). 
Globally, the impacts of climate change have been observed on the hydrological system, particularly 
on freshwater resources, with varying characteristics of change, in different regions of the world 
(Cramer et al., 2014). Confidence of detection and attribution tends to be higher for frozen 
components of freshwater systems, while components, such as streamflow, affected by non-climatic 





Figure 13. Assessment of confidence in the detection of observed climate change impacts in global freshwater 
systems over several decades, with confidence in attribution of a major contribution of climate change (adapted 
from Cramer et al., 2014). 
Significant challenges exist in the detection and assessment of the impacts of climate change on 
biophysical and human systems (Cramer et al., 2014). Fundamentally, all such systems are affected by 
factors other than climate change (Cramer et al., 2014). Therefore, separating the impacts of climate 
change requires controlling for the impacts of other factors in the systems (Cramer et al., 2014). 
Further challenges in impact attribution arise through the ability of many of the systems to adapt to a 
changing climate (Cramer et al., 2014).  
Hansen and Stone (2016), assessed the contribution of anthropogenic climate change for the varying 
impacts of regional climate trends reported in the IPCC AR5. According to their analysis, nearly two-
thirds of the impacts linked to ocean and atmospheric temperatures can be confidently attributed to 
anthropogenic forcing. In comparison, evidence linking precipitation changes and their relevant 
impacts to human influence is still low.  
End-to-end attribution studies, such as Hansen and Stone (2016) and this study, of anthropogenic 
climate change impacts on water resources, i.e. from emissions to runoff impacts, is generally not 
undertaken, as it requires experiments with climate models where the anthropogenic and external 
natural forcing is “switched off” (Kundzewicz et al., 2018). Apart from this, climate models currently 
do not simulate the hydrological cycle at a sufficiently fine resolution for the attribution of catchment-
level hydrological impacts to that of anthropogenic climate change (Kundzewicz et al., 2018). In the 
future, it is expected that climate models and impact models will become more integrated 
(Kundzewicz et al., 2018).  
2.11 Hydrological Modelling  
Hydrological models are powerful tools in climate impact studies for assessing the effects of climate 
change on the hydrological cycle, discussed in detail later in this dissertation. The various types of 
hydrological models and their abilities are discussed as the choice of model will have a direct effect 
on the findings of an attribution study. It is always best to choose a model that has already been set 
up and validated for the region of interest, as these models would only require the extension of 
climatological data.  
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Hydrological models are simplified mathematical representations of the complex interlinked dynamic 
and nonlinear conversion of climate variables (i.e. precipitation, evaporation and temperature) into 
outputs (i.e. runoff, groundwater content and soil moisture) (Beven, 1989; Xu, 1999; New et al., 2002). 
Modelling hydrological processes that occur at a catchment scale such as: evaporation, infiltration, 
transpiration, soil-water redistribution, surface, sub-surface and groundwater flows are accounted for 
in conjunction with the process-based mathematical equations that are centred on established 
scientific principles (Hesse et al., 2008; Wheater, 2008). Initially, hydrological models were developed 
to assess catchment response to different hydrological settings (Xu and Singh, 1998). However, in 
response to current developmental trends, hydrological models have also been used for various other 
purposes. Uses of hydrological models include (Xu, 2002): 
 Assessing the spatial and temporal distribution of water supply; 
 Evaluating the impacts of climate change and land-use on water resources; 
 Reconstructing a catchment hydrological regime; 
 Forecasting water resources yield; 
 Producing runoff records for ungauged catchments; and 
 Classifying regions based on hydrology and climate. 
2.11.1 Types of Hydrological Models 
Typically, modellers attempt to set up the simplest model that has the potential to effectively address 
the given issue (Watts, 2011). This approach has several benefits such as; the development of the 
model is less time consuming, computation time is greatly decreased and, interpreting the results of 
the model is simpler (Watts, 2011). For any particular hydrological problem, the main control on the 
choice of a hydrological model is considered to be the availability of base hydrological data, but also 
greatly depends on the availability of future climate data, the complexity of the physical water-supply 
system, the type and scale of the problem and, catchment characteristics (Watts, 2011; Tirivarombo, 
2012). 
Perceptual models (White box models) are a summary of the modeller’s perceptions of how a given 
catchment would respond to rainfall under different settings (Beven, 2005). These models have a 
logical structure that is analogous to that of the real-world system and may be useful under changing 
conditions in a catchment (Xu, 2002). The perceptual model of a given catchment is important because 
the mathematical descriptions which may be used for generating predictions will be simplifications of 
the perceptual model, which in some cases could be extreme simplifications that are still sufficient to 
provide acceptable predictions (Beven, 2005).  
Conceptual models (Grey-box models) are a mathematical description that allows for quantitative 
predictions (Beven, 2005). They account for hydrological physical laws in a highly simplified form (Xu, 
2002). These models range in complexity, from employing simple mass balance equations to represent 
components of storages in a catchment to joint nonlinear partial differential equations (Beven, 2005). 
Empirical models (Black-box models) do not aid in the physical understanding of the hydrological 
process (Xu, 2002). These models contain hydrological parameters which may not have much direct 
physical significance and can only be determined using concurrent measurements of inputs and 
outputs (Xu, 2002).  
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The distinction between deterministic and stochastic models: Models are usually divided into 
deterministic and stochastic sub-classes (Jewitt and Gorgens, 2000). Deterministic models allow for a 
single outcome from a simulation with only one set of input and parameter values (Beven, 2005). 
Deterministic models tend to be complex, and may not accurately predict the estimation of water 
resources, primarily due to inadequate model representations of catchment processes as well as a 
poor representation of spatial variability of rainfall-runoff processes (Hughes, 1995). Stochastic 
models permit a degree of randomness or uncertainty in the possible outputs as a result of uncertainty 
in input variables, model parameters or boundary conditions (Beven, 2005). To a large extent, the 
majority of models implemented in rainfall-runoff modelling are used in a deterministic way (Beven, 
2005). 
The distinction between distributed and lumped models: For spatial discretization, lumped models 
consider the catchment as a homogenous whole. Semi-distributed or distributed models attempt to 
calculate contributions of flow in distinct areas which are considered homogenous within themselves. 
Whilst, in distributed models the entire catchment region is divided into unit areas similar to that of a 
grid net and in which flows pass from one node to another as water is drained through the catchment 
(Xu, 2002). 
2.12 Downscaling Techniques 
This section describes and weighs up the pros and cons of statistical and dynamical downscaling. 
Downscaling climate data from GCMS is important in regional climate change attribution studies in 
achieving the most realistic simulation of the climate variable being analysed for the spatial and 
temporal scale at which the variable is being inputted into an impact model. The method chosen to 
downscale is dependent on the needs of the study and available resources.  
Assessing the risk of climate change and its impacts often require climate information at a national to 
a local scale (USAID, 2014). Downscaling has been developed to produce climate information at a finer 
scale of local interest than that of GCMs (USAID, 2014), which typically have a spatial resolution of 
100s of km or 2.5° latitude/longitude grid cells. Downscaling can be categorised into two classes, 
statistical and dynamical (Hughes et al., 2014). Typically, any information that is at a spatial scale finer 
than 100 x 100 kilometres and a finer temporal scale than monthly values have gone undergone some 
form of downscaling (USAID, 2014).  
When interpreting downscaled information from GCMs it is important to consider the following 
(USAID, 2014): 
 Downscaling techniques assume that regional climate is a combination of large-scale climatic 
features (i.e. global, hemispheric, continental and regional) and local conditions (water 
bodies, topography, and land surface properties); 
 Representation of local conditions is typically beyond the potential of GCMs; and 
 Downscaling climate data from GCMs to local scales involves several steps. Each step involves 
several assumptions and estimates, resulting in uncertainties in climate data. 
 
Statistical downscaling can be described as an empirical approach that forms relationships between 
GCM outputs and local-scale variables, such as precipitation and temperature (Hewitson and Crane, 
1996, Fowler, 2007). Once a validated relationship has been established, future large-scale 
atmospheric conditions produced by GCMs are employed to project future regional climate features 
(USAID, 2014). Statistical downscaling techniques have been extensively applied across the African 
continent in comparison to dynamical downscaling (e.g. Conway and Hulme, 1996; Yates and Strzepek, 
1998; Hewitson and Crane, 2006; Brown et al., 2008).  
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Dynamical downscaling a fine-scale RCM that can provide greater detail of physiographic data is 
nested within a coarse GCM (Leung et al., 2004). The aim of dynamical downscaling is to extract local 
scale data from large-scale data within a GCM (Tirivarombo, 2012). Lateral boundary conditions and 
SSTs from a GCM are forced onto an RCM. High-resolution RCMs have a spatial resolution of 10 to 50 
km or 0.5° and simulate climate processes dynamically by use of the temporal variation of atmospheric 
conditions at the boundary of a given domain (Tirivarombo, 2012). Variables simulated by GCMs (i.e. 
temperature, wind and vapour) are superimposed at different levels on the boundary of the RCM at 
various horizontal and vertical points (Xu 1999; Wilby, 2007). The RCM then manipulates the GCM 
data in a way that the patterns of climate change differ from that of the GCM (Tirivarombo, 2012). 
Table 8. A summary of dynamical and statistical downscaling processes (STARDEX, 2005; Fowler et al., 2007; 





2.13 Uncertainties in Climate and Hydrological Models  
Both climate and hydrological models are important tools in attribution impact studies, however, it is 
impossible to simulate the climatological and hydrological processes with a degree of high confidence, 
resultantly uncertainties will exist. However, it is possible to evaluate the respective model against 
available observed data, to assess the model’s ability to satisfactory simulate the variable of interest. 
By definition, a numerical model is never a complete depiction of a real-world system (Fung et al., 
2011). The incomplete understanding of the climate system, the lack of ability to describe all known 
processes of a model as well as the restrictions in the context of resolution and computational ability 
all suggest that the modelling of the climate system is flawed (Fung et al., 2011). The uncertainties 
related to climate inputs such as precipitation and evaporative demand in hydrological models will 
always be great, particularly in southern Africa due to the relative sparseness of historical data 
(Hughes 1995; Sawunyama and Hughes, 2007).  
The uncertainties that accompany GCMs and the downscaling approaches used for regional or local 
hydrological models tend to result in inconsistencies in projections of future water resources 
availability (Hughes et al., 2014). Although it is often put forward that climate change will have the 
most severe impact on the availability of water resources (Bates et al., 2008), a significant degree of 
uncertainty remains associated with GCMs and methods used to downscale the inputs of hydrological 
models (Hewitson and Crane, 1996; Segui et al., 2010; Chen et al., 2013). 
A study by Jian et al. (2007) using six hydrological models showed that simulated runoff differed 
between the models by up to 20% under an increase in temperature (4 °C) and a decrease in 
precipitation (-20%). Bae et al. (2011), employed three semi-distributed hydrological models to 
investigate the uncertainty associated with the hydrologic model structure using 13 GCM simulations 
with three GHG emission scenarios. The study showed that monthly and seasonal simulated runoff 
change by a single hydrological model is in the range of 10% of a multi-model ensemble result, apart 
from low season flows.  
A share of this uncertainty stems from the various structures and initial conditions that different GCMs 
assume, various model inter-comparison studies have illustrated that there can be significant 
variations in the outputs that represent both present climate (Reichler and Kim, 2008) and future-
climate (Hughes et al., 2011). According to Hughes et al. (2014), the notion behind the use of multi-
model ensembles is possibly based on the fact that inherent errors exist in all models (mostly due to 
the need to simplify the complexity of atmospheric physics) as well as that the use of multi-model 
ensembles provides increased coverage of potential climate outputs. However, it has been noted that 
the use of single-model ensembles is equivalent to disregarding the uncertainties and in contrast to 
the trend in hydrological sciences that attempt to account for all uncertainties (Pappenberger and 
Beven, 2006).  
The output of GCMs is often considered inadequate for use within hydrological models applied at a 
catchment scale because the spatial resolution is not fine enough (Hughes et al., 2014). It is, therefore, 
necessary to use a downscaling approach (Bouwer et al., 2004; Fowler et al., 2007; Segui et al., 2010; 
Frost et al., 2011). Whilst downscaling addresses spatial scale issues it tends to introduce a set of 
different uncertainties into predictions (Buytaert et al., 2010). For hydrological and water resources 
analysis, GCMs must have the ability to produce realistic patterns of rainfall seasonality, persistence 
and extremes. If GCMs are not able to reproduce these characteristics adequately under present-day 
forcing conditions, then the confidence in their ability to reproduce future forcing conditions is greatly 
reduced (Hughes et al., 2014). 
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2.13.1 GCM Evaluation in Impact Studies  
Attribution methods frequently depend on determining event distributions or probabilities of event 
magnitudes from simulations of climate models (NSM, 2016). As such, the confidence in attribution 
results depends largely on the ability of the model to simulate the given event, under factual and 
counterfactual climate scenarios (NSM, 2016).  
Attribution of extreme events rely on the model’s capacity to reliably simulate the climate conditions 
which generate the extreme weather event of interest, the model does not necessarily need to have 
predictive skill, i.e. the model needs the ability to forecast the correct frequency of events as opposed 
to the exact time of event occurrence (Otto et al., 2015). 
It has been argued that a comprehensive event attribution is possible even when only climatology is 
well simulated by a given model (Christidis et al., 2013). The quality of a model’s ability to represent a 
given event or the climatology of an event type is best done by assessing the factual simulations, as 
these are expected to agree most closely to that of the observed climate (NSM, 2016). However, in 
many cases, observational data is limited for extreme events (NSM, 2016). 
Evaluations are necessary; however, they are not an adequate representation of a model’s ability to 
simulate the climate (NSM, 2016). The quantitative correspondence of ordinal statistics of variables 
such as precipitation or temperature between observations and model output does not necessarily 
suggest that the mechanisms which produce extremes and variability are represented well in the 
model (NSM, 2016). Assessments of models need to go beyond the traditional quantitative 
comparison that accounts for sampling uncertainty, the main processes that lead to or increase a given 
event need to be assessed (NSM, 2016).  
Evaluating the quality of a model under a counterfactual scenario can be difficult and is typically 
determined from the evaluation of model performance under other forcing scenarios of which 
observational data exists (NSM, 2016).  
This assessment includes the evaluation of the quality of the model for the factual world with 
anthropogenic forcing encompassing the last several decades, which may be based on observational 
data for periods before anthropogenic influence on the climate or using paleoclimatic reconstructions 
of the past climatic conditions (NSM, 2016).  
At the regional scale coupled models exhibit substantial biases in mean climate and variability in 
comparison to observations (NSM, 2016). Systematic errors in model output data are corrected by a 
means of bias correction, the validity of this corrected data must then be established through a model 
evaluation (NSM, 2016). Typically, model output is bias corrected by calculating anomalies, subtracting 
or by dividing by a climatological mean and, adjusting the variance (NSM, 2016). Representing drought 
events are challenging as they depend on precipitation over land, which is a general challenge for 
models, as well as land surface feedbacks (Seneviratne et al., 2010).  
Improving event attribution studies requires increasing the understanding of the model characteristics 
that are required to reliably simulate extreme climatic events of different types and scales (NSM, 
2016). 
2.13.2 Hydrological Model Evaluation in Impact Studies 
Hydrological models have a significant role in climate change impact assessments as they can be 
applied to simulate climate change impacts on the terrestrial water cycle as well as to project future 
hydrological processes (Teutscbein et al., 2011; Velazquez et al., 2013). Reliable information on 
climatological variables (precipitation, evaporation, temperature etc.) as well as their temporal and 
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spatial distribution in a catchment, are required to drive a typical rainfall-runoff hydrological model 
(Teutscbein et al., 2011). GCMs can provide this information, however, for regional hydrological 
impact studies, the GCM output must be downscaled to derive high-resolution climate parameters for 
hydrological modelling, for climate impact studies (Teutscbein et al., 2011). 
No best model exists for the assessment of climate change impacts in water resources studies (Watts, 
2011). However, empirical or statistical hydrological models have the least confidence in their results, 
due to the models’ limited predictive ability (Watts, 2011). The majority of water availability 
assessments make use of lumped or semi-distributed hydrological models with a daily time step 
(Watts, 2011). These models provide the best compromise between complexity and practically, 
however, they may perform unpredictably outside of their calibration range (Watts, 2011).  
Several mature water supplies throughout the World are already represented by existing hydrological 
models, these models are usually extended to consider the hydrological impact of climate change 
(Watts, 2011). This approach requires a careful review of the hydrological model, usually by an 
objective function or model performance indices. Commonly used measures of hydrological model 
evaluation include Nash and Sutcliffe efficiency (NSE), percent bias (PBIAS), residual variation, and 
coefficient of determination (Krysanova et al., 2016) 
In hydrological model evaluations, the most useful variable is runoff, as it reflects the integrated 
response of a variety of hydrological processes that occur within a catchment (Fekete et al., 2012). 
Additionally, runoff observations are readily available for many catchments globally (Hannah et al., 
2011).  
Climate change impact assessments on water resources have increased understanding of the 
interactions between climate and hydrological processes (Velazquez et al., 2013). The impacts of 
climate change have been assessed on runoff (Bergström et al., 2001), on flood frequencies (Cameron, 
2006), on groundwater levels (Goderniaux, 2009), soil moisture (Mavromatis, 2012), water quality 
(Wilby et al., 2006) and on evaporation (Kay and Davies, 2008). A large number of hydrological studies 
focus on climate change impacts at a rather large-spatial scale or on projections at a low temporal 
resolution (Teutscbein et al., 2011). In contrast, a limited number of studies on regional impacts or 
extreme events exist, such as flood peaks and droughts (Teutscbein et al., 2011).  
There is a lack of scientifically accepted standard procedures to post-process outputs of climate 
models for hydrological impact assessments, which is a fundamental problem in climate impact and 
attribution studies (Teutscbein et al., 2011). Additionally, the uncertainty associated with hydrological 
simulations has yet to be fully evaluated (Teutscbein et al., 2011). 
2.14 Summary 
The interest in the role of human-induced climate change on recent extreme events has grown in 
recent years. Attribution aims to address the question of whether something has changed and to 
assess the causes of that observed change; in this case the 2015−2017 SWC drought to that of 
anthropogenic influence.  
Droughts have a significant impact on all sectors in a region, water resources are imperative for human 
health, food security and economic growth; the implications of a major agricultural and economic hub 
such as the SWC running out of water is severe. 
The recent SWC drought caused severe water shortages throughout the region; particularly the CoCT. 
The drought gained a lot of interests from the public, media and climate scientists alike; particularly 
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as to the contribution of anthropogenic climate change having in a drought of such magnitude 
occurring.  
The WCWSS is very sensitive as it depends almost entirely on the rainfall-runoff conversion, to fill up 
key reservoirs. As water resources in the SWC are projected to be further constrained in the near-
future by anthropogenic climate change (among non-climatic other factors) as a result of rainfall 
decreases reducing the amount of runoff that flows into the regions reservoirs during the winter 
rainfall period. Thus, understanding the impacts of an altered hydrological system is important for 
water resources planning, to avoid another Day Zero situation.  
Although attribution is a relatively new field of science, the role of human-induced climate change in 
the intensity and frequency has been proven for a wide range of extreme climatic events at both the 
global and regional scale. However, due to the complex nature of drought, the role of anthropogenic 
climate change on drought events is less clear than that of other extreme climatic events.  
Human-induced climate change has been shown to impact natural and human systems, yet not much 
work has been done to explicitly link these impacts to human-induced climate change and 
quantitatively assess the role of human-induced climate change on extreme events.  
Climate impact attribution studies on water resources on a multi-year drought on a regional scale, like 
this one, are less common as the focus has been primarily on climate attribution, in which results can 
be produced more rapidly than that of end to end (climate to impact) attribution studies. Very few 
multi-step end to end attribution studies on extreme climatic events exist in the literature, particularly 



















CHAPTER 3: DATA AND METHODOLOGY 
This chapter begins by providing an overview of climatology, hydrology, and geology among other 
aspects of the study area. This is followed by a detailed description of the processes and structure of 
the Pitman hydrological rainfall-runoff model. The rainfall stations used to run the Pitman hydrological 
model and their correlation to the WR, 2012 study data is presented. This is followed by the 
streamflow gauging stations and the quantitative objective functions used in the evaluation of runoff 
simulation in the BRC by the Pitman model are listed and described. The chapter then goes on to 
describe how the meteorological/hydrological 2015−2017 SWC drought event is defined for the 
attribution analysis. The methodology, undertaken by Dr Piotr Wolski, used to bias correct the CMIP5 
attribution rainfall experiments’ 150-year long time series is then presented and described. This is 
followed by the impact attribution approach used in this study and a description of the analysis of the 
attribution results for rainfall/runoff.  
3.1 Study Area 
The BRC in the Western Cape will be used to analyse the effects of anthropogenic climate change on 
drought in the SWC. The BRC is located north/north-east of Cape Town, in the Western Cape Province 
of South Africa (see Fig. 15). The BRC covers an area of roughly 9 000 km2 (Midgely et al., 2014). The 
BRC is characterized by a Mediterranean climate with warm dry summers and cool wet winters, the 
rainy season of the catchment is from April to October (DWAF, 2007). The BRC catchment has a mean 
temperature of 16 °C, with a minimum daily temperature of 4.5 °C (usually occurs in July) and a 
maximum daily temperature of 29.4 °C (usually occurs in January) (DWAF, 1994). Rainfall in the 
catchment is concentrated during the cool winter months, with a steep gradient from the south-
eastern upper catchment >1200 mm per year to <300mm per year at the north-western area of the 
catchment (see Fig. 16). Precipitation is generally in the form of frontal rain approaching from the 
north-west (DWAF, 2007). These frontal rains are a result of the interaction of air masses with different 
moisture content, temperature and density (DWAF, 2007). The Upper BRC is underlain by Table 
Mountain Sandstone while the Malmesbury Shale dominates the catchment downstream of Paarl 
(WCG, 2012). 
The WCWSS is comprised of a total of 14 dams with a cumulative capacity of an estimated 900 000 
Ml, the majority of this storage capacity is provided by six large dams: The Berg River, Steenbras 
(Upper and Lower), Theewaterskloof, Voëlvlei, and Wemmershoek dams. Out of the aforementioned 
large dams, the BRC contains the 2nd (Voëlvlei), 3rd (Berg River Dam) and 4th (Wemmershoek) largest 
dams in the WCWSS comprising an estimated 39.2% of the total collective capacity of the big six dams 
(CoCT, 2018d). 
Major water users within the BRC include irrigated agriculture (mainly vineyards, fruit trees and wheat 
fields), processing and treating of crop produce, urban water supply, wastewater treatment and 
industry, see Fig. 14 (Midgley et al., 2014). Roughly 75% of crop produced in the BRC is exported to 
the European Union and the United Kingdom (WCG, 2012). The BRC is heavily impacted by both urban 
and agricultural development and is particularly important for domestic, agricultural, industrial and 
environmental water security for the CoCT (WCG, 2012). The catchment modifications over the past 
50 years are particularly important and offer a high chance of detecting anthropogenic climate change 
influence on catchment processes (New, n.d.). The Berg River has 19 tributaries (see Fig. 15) with a 




Figure 14. Major water users in the Berg Water Management Area (DEADP, 2013). 
The BRC is considered an excellent illustration of an economically significant regional system under 
great resource extractive pressure at the nexus of water quantity and quality, food production within 
the context of rich biodiversity and intensive land-use (DWAF, 2004). Major future risks of the BRC 
include inter alia (Midgley et al., 2014): 
 A reduction in water supply due to the impacts of climate change and/or basin 
mismanagement (increasing water resource constraints would result in higher pricing); 
 Increasing demand for water due to an increasing population in Cape Town; 
 Crop water requirement increases due to climate change (higher temperatures would 
increase evapotranspiration); and 








Figure 16. MAP in the BRC (Water Resources 2012 study data: WR, 2012). 
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3.2 Hydrological Modelling 
The simulation of rainfall-runoff in the BRC was carried out using the Pitman model. Rainfall data, 
streamflow data, and Pitman model data files were updated up to 2017 September to include the 
three-year SWC drought event and run under the in-built model parameters for present-day 
catchment conditions. Hydrological years are different to normal calendar years. The South African 
summer hydrological year is established as from October to September, but also works for the winter 
rainfall regime in the SWC as October marks the end of the rainfall season in the dominantly winter 
rainfall SWC. As such, hydrologically speaking the analysis of the 2015−2017 drought, is from 2014 
October to 2017 September, for ease of reference, this will be referred to as 2015−2017 for the 
remainder of this dissertation.  
3.2.1 The Pitman Model 
The Pitman model, developed in 1973 in South Africa is a conceptual, semi-distributed, monthly 
time-step rainfall-runoff model (Tanner and Hughes 2013; Tumbo and Hughes, 2015). The Pitman 
model in its various forms has been extensively applied in hydrological studies throughout southern 
Africa for purposes of research and hands-on assessments of water resources (Hughes, 1997; Hughes 
and Metzler, 1998; Mazvimavi et al., 2005; Hughes, 2006; Tsheko, 2006; Ndiritu, 2009; Tshimanga et 
al., 2011; Wolski et al., 2014). The Pitman model has contributed greatly to the water resources 
assessment field across southern Africa, particularly in South Africa, and is the basis of water resources 
assessments in the country (Pitman et al., 1981; Midgley et al., 1994; Bailey and Pitman 2005; WR, 
2012). 
The Pitman model is comprised of three conceptual storages (soil moisture, interception and 
groundwater) and mimics infiltration excess flow, overland flow, saturation-excess flow and 
groundwater flow (Tanner and Hughes, 2013) which are linked by functions to represent various 
hydrological processes at a catchment scale (Kapangaziwiri, 2010). 
The Pitman model has undergone several developments since its initial construction that attempt to 
account for challenges related to data availability and to improve the ability of the model to quantify 
hydrological processes at a catchment scale (Kapangaziwiri, 2010). 
3.2.2 Structure and Parameters of the Pitman Model 
A brief overview of the main inputs, processes and their parameters in the Pitman model is described 
below taken from Bailey and Pitman, 2016. Figure 17 (below) illustrates the structure, processes and 




Figure 17. Structure of the Pitman model (adapted from Hughes, 2013). 
Catchment Rainfall 
Monthly catchment rainfall data are one of the primary inputs for the Pitman model as runoff is 
simulated using a monthly time-step. The Pitman model averages rainfall records in a given rainfall 
zone to avoid bias, particularly when dealing with mountainous catchments where isohyetal gradients 
are steep. This process is done in the model itself using the below equation (Bailey & Pitman, 2016): 








PC = Catchment rainfall expressed as a % 
Pn = Monthly rainfall for rain station number in millimetres (n) 
Mn = MAP for rain station number in millimetres (n) 




The Pitman model accounts for interception through the parameter PI. To estimate total interception 
losses for any given month, the following two assumptions are made: 
 The total amount of rainfall on any given rainy-day results from a single rain event only; and 
 The amount of water retained in interception storage has time to evaporate between 
consecutive rain-days. 
The two assumptions make it possible to derive monthly interception losses for a number of daily 
rainfall records, by means of the following equation: 
𝐼 = 𝑎(1 − 𝑒𝑏𝑝)…………………………………………………………………………………………………………………..Equation 2 
Where: 
I = Total monthly interception; 
P = Total monthly precipitation; and 
a, b = Constants 
Surface Runoff 
The model derives surface runoff generated from impervious areas and runoff from rainfall that is not 
absorbed by the soil. Runoff from impervious areas is calculated by multiplying catchment rainfall by 
the impervious area of the catchment. To compute the runoff from rainfall not absorbed by the soil, 
it is assumed that infiltration varies throughout the catchment from a minimum rate to a maximum 
rate, with a symmetrical, triangular frequency distribution throughout a catchment. The variables that 
describe the distribution rate of absorption are: 
Zmin = Minimum absorption rate (mm/month) 
Zmax = Maximum absorption rate (mm/month) 
Zave = mean absorption rate (mm/month) = (Zmin + Zmax)/2 
Let r = rainfall (mm), and 
Surf = Surface runoff (mm) 
Case 1 
r <Zmin                              then Surf = 0      
Case 2: 
Zmin < r< Zave then Surf = 2(r.Zmin)³/ 3(Zmax ‒ Zmin)² 
Case 3: 
Zave < r < Zmax  then Surf = r ‒ Zave + 2(Zmax ‒ r)³/ 3(Zmax ‒ Zmin)2 
Case 4: 






Sub-surface runoff is directly proportional to soil moisture given by the following equation: 
 𝑄 = 𝐹𝑇 [
𝑆−𝑆𝐿
𝑆𝑇−𝑆𝐿
] 𝑃𝑂𝑊 …………………………………..……………………………………………………..…….........Equation 3 
Where: 
SL = Soil moisture below which no runoff occurs 
ST = Total soil moisture capacity (mm) 
FT = Runoff at soil moisture equal to ST 
S = Actual soil moisture status 
POW = Power of Q - S curve 
Time Delay Runoff 
The parameter TL is used as a sub-basin routing parameter to represent the runoff lag time as it related 
to both the surface and soil moisture runoff components. The parameter is defined by the Muskingum 
routing equation. 
Evaporation from Soil Moisture Store 
Catchment evapotranspiration (E), is assumed to be equal to potential evapotranspiration (PET), when 
soil moisture (S), is at full capacity (ST). The relationship between E and S is assumed to be with a 
minimum S when E is zero. The slopes of the E-S lines lie between two limits defined by the variable 
R. R is used to describe the relationship between both; the ratio of actual evapotranspiration to 
potential evapotranspiration (PE) and the current level of soil moisture storage. R ranges between the 
values 0 and 1. At low values of R, more effective evapotranspiration is lost which is associated with 
deep-rooted vegetation.  
E = bS + c…………………………………………………………………………………………………………………………….Equation 4 
Where: 
S is Soil moisture  
b = PE/[ST(1-R(1-PE/PEMAX))] 




Table 9. Description of the Pitman model calibration parameters. 
 
3.3 Rainfall Data 
Daily rainfall data for 1979 Oct-2017 Sep (for ease of reference this period will be referred to as 
(1980−2017) were obtained from South African Weather Services (SAWS) for eight rainfall stations, 
which the Pitman model uses to calculate distributed rainfall in five rainfall zones in the BRC to 
calculate runoff. 
The SAWS data was then converted to monthly rainfall data and correlated using Pearson’s coefficient 
with the Water Resources (WR), 2012 study rainfall data. The WR, 2012 is a website that describes the 
water resources of South Africa. It is the culmination of several water resource appraisals that have 
been carried out over the previous four decades undertaken by the South African Water Research 
Commission. The website provides rainfall station study data up to 2010, as such rainfall station data 
were needed to update the study to include the 2015−2017 SWC drought. 
The Pearson’s coefficient was calculated for each rainfall station to determine the validity of extending 
the WR, 2012 study data up to 2017 with the collected SAWS data to include the 2015−2017 SWC 
drought (see Table 10 and Appendix A). Missing daily rainfall values in each of the SAWS rainfall station 
data records were deemed to be insignificant to patch and were ignored in totalling the monthly sum. 
Monthly SAWS data was then used to create catchment rainfall zone files (E1A, G1A, G1B, G1C and 
G1D) for the period 1980 – 2017 for the BRC and used to run the Pitman model. 
Table 10. SAWS rainfall stations used to create catchment rainfall zones files and their correlation with the WR 
2012 study data. 
 
*The Water Resources, 2012 study data for this rainfall station ends in 2004, however, the station is still in operation, as 




3.4 Streamflow Gauging Station Data 
Reliable gauging station data are important in evaluating the performance of the hydrological model 
against simulated data. Well validated hydrological models are important as they form the very basis 
of water resource planning management decisions. Historical monthly streamflow data were obtained 
from seven gauging stations (see table 11) from the Department of Water and Sanitation website for 
the relevant modelling period in the BRC to evaluate the performance of the Pitman model in 
simulating runoff. 
Table 11. Streamflow gauging stations located in the BRC to evaluate the performance of the Pitman model. 
 
3.5 Pitman Model Evaluation 
The Pitman model was set up to reflect the current hydrological conditions of the BRC. All 
anthropogenic abstractions considered in the Pitman model that affect runoff were constant in each 
respective quaternary catchment throughout the model run in the BRC. As abstractions are still 
present, these are indeed real flows. 
Evaluation of the Pitman model to simulate runoff for a constant abstraction setup was carried out 
for 1980−2017 using the following two quantitative objective functions: 
NSE is a commonly used normalized statistic in hydrological modelling that estimates the relative 
degree of the modelled residual variance against observed data variance (Nash and Sutcliffe, 1970). 
Values of NSE range between –∞ and 1. When NSE = 1, it indicates a perfect match between observed 
and simulated. Ranges for NSE values that are considered satisfactory in monthly data are shown in 
table 12. NSE is calculated as shown in equation 5: 











𝑜𝑏𝑠 is observed discharge 
𝑌𝑖
𝑠𝑖𝑚 is simulated discharge 
𝑌𝑚𝑒𝑎𝑛 is the mean value of observed runoff 
n is the total number of observations 
PBIAS measures the mean magnitude of which the simulated data are greater or less than the 
observed data (Gupta et al., 1999). Lower magnitude values indicate accurate model simulation, with 
0.0 being the optimal desired value (Moriasi et al., 2007). Negative values indicate model 
overestimation bias, positive values indicate a model underestimation bias (Gupta et al., 1999), see 












Table 12. Recommended model performance rating for NSE and PBIAS for monthly streamflow values (after 
Moraisi et al., 2007). 
 
3.6 Meteorological and Hydrological Drought Event Definition 
As described in the literature review, one of the key steps in an attribution study is defining the event 
to produce a threshold value for the actual attribution. The BRC is divided into 12 quaternary 
catchments (known as sub-basins or sub-catchments outside of South Africa) (see Fig. 15), which have 
varying catchment-specific hydrological parameters. To analyse the influence of regional climate 
change on the meteorological and hydrological drought, event definitions are calculated for all of 
these catchments as well as the entire analysed region of the BRC as described below: 
Meteorological Drought Event Definition 
To define the magnitude of the meteorological drought event for 2015−2017 in each quaternary 
catchment the MAP for 2015−2017 for each of the 12 quaternary catchments was calculated using the 
extended WR, 2012 data. As the Pitman model breaks up the BRC into rainfall zones and expresses 
rainfall as a percentage anomaly as its input, the MAP of each of the 12 quaternary catchments was 
multiplied with the percentage of the respective rainfall zone it belongs to, for the years 2015−2017. 
The area-weighted three-year averages of the 12 quaternary catchments that make up the entire BRC 
was calculated and used to define the magnitude of the event over the entire analysed region. This 
three-year average was identified as the lowest three-year average rainfall in the observed analysed 
record (1979−2017). 
Hydrological Drought Event Definition 
The 2015−2017 hydrological drought event was defined as MAR received in each of the individual 12 
quaternary catchments and for the entire analysed BRC during the three-year drought period. This 
was done by calculating the three-year averages of simulated runoff from the outflows of each 
individual quaternary catchment (known as routes within the Pitman model), as shown in table 13.  
The runoff routes differ from streamflow, as streamflow is runoff routed through the channel network 
without abstractions, diversions, and storages. As such, removing physical human influence on runoff 
and only considering the climatological impacts on runoff. The event definition for the entire BRC was 








Table 13. Quaternary catchment module routes of the Pitman model used to calculate MAR for drought event 
for the BRC. 
 
3.7 Bias Correction of Rainfall for Attribution Experiments 
A stochastic delta-factor method was used for bias correction in GCM rainfall data as described below 
(Wolski et al. in preparation) 
This method incorporates a change in first-order statistics, namely: mean and standard deviation, with 
autocorrelation, are incorporated into a stochastic generator of monthly rainfall totals. This approach 
permits a more realistic assessment of low-frequency events, such as drought events, in comparison 
to deterministic methodologies such as bias correction or the change factor method. This is because 
the stochastic approach is stationary in time and provides a larger sample of data allowing for the 
sampling of events from the tail of the distribution that is less dependent on idiosyncrasies of a 
particular model or observations time series.  
The basis of this approach is to apply a change factor in a stochastic manner, where GCM simulations 
are used to derive changes of the aforementioned first-order statistics from the given model’s rainfall 
time series. These changes are then used to perturb the statistics of the observational data, and the 
perturbed statistics are used in the stochastic rainfall generator to produce a stochastic ensemble 
reflecting possible states of monthly total rainfall. 
The parameters of the stochastic rainfall generator included mean monthly rainfall, month-on-month 
correlation of monthly anomalies, and year-on-year correlation of annual anomalies. Monthly 
uncorrelated anomalies were parametrized by the use of a gamma distribution. In the case where a 
number of spatially correlated time series are to be taken into consideration (i.e. several neighbouring 
catchments), a spatial cross-correlation concerning each time series is included. Each of the rainfall 
generator parameters can be altered derived from analyses of the GCM projection data. 
The monthly stochastic rainfall generator is grounded on the Thomas-Fiering (1962) approach. Such 
that, the observed rainfall time series is disaggregated into three components: climatology; persistent 
anomaly; and random component, which are parameterized at a monthly interval. Combining these 
three components for successive time steps generates the monthly stochastic rainfall time series, with 
stochastic effects arising owing to the random component. The benefit of this approach is that it 
preserves time series characteristics, such as mean and variance, both at monthly, and at an inter-
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annual time scale. Obtaining autocorrelation at the inter-annual time scale is done by rearranging 
individual years of the given monthly time series.  
Single Series of Monthly Totals  
A given monthly rainfall is derived as: 
𝑃𝑡  = 𝐴𝑡   .  σ𝑚 + ?̅?𝑚………………………..…………………………………………………………………………………Equation 7 
Where: 
𝐴𝑡 is the standardized rainfall anomaly (assuming a normal distribution) 
σ𝑚 is the standard deviation of monthly rainfall 
?̅?𝑚  is mean monthly rainfall 
t is a consecutive month in the generated time series 
m is a calendar month that corresponds to month t 
?̅?𝑚 and  𝜎𝑚 are descriptive of the climatological component of the time series. 
The standardized rainfall anomaly is derived using the following equation: 
𝐴𝑡   =  𝑟𝑚. 𝐴𝑡−1 + 𝛾𝑡 ………………………………………………………….………………………………………………Equation 8 
Where: 
𝑟𝑚 is Pearson’s correlation of monthly rainfall anomalies in months m and m – 1 
𝛾𝑡 is a stochastic noise component 
𝑟𝑚. 𝐴𝑡−1 element expresses the persistent anomaly component of the time series 
The random, non-serially co-related component of the series is expressed by 𝛾
𝑡
, and is derived by 
sampling from a gamma distribution with parameters determined on the calendar month basis: 
𝛾𝑡 = 𝑔𝑎𝑚𝑚𝑎(𝑐𝑚, 𝜆𝑚) …………………………………………………………………………………………...………….Equation 9 
The time series produced based on equations 7–9 maintain the imposed statistics, ?́?𝑚 and 𝜎𝑚, 𝑟𝑚 and 
𝑐𝑚, 𝜆𝑚 on a monthly basis, but fails to replicate characteristics at an inter-annual time scale. 
Multiple cross-correlated series 
To account for characteristics at the inter-annual time scale. A spatial correlation is described using a 
correlation matrix derived for each of the calendar months from the time series of standardized 
monthly anomalies at each of the locations. The matrix is then used through the Choleski 
decomposition to produce a set of random correlated numbers ranging between 0 and 1. These 
numbers are then used as quantiles for which 𝛾𝑡 is determined from equation 9 at a given time step. 
The noise component then becomes spatially or cross-correlated. Cross-correlation characterizes the 
final generated time series, as the noise component is the only random component of the rainfall time 
series. Cross-correlation is done so that dry years occur at all stations in the same years with some 
form of random noise, such that the sub-catchment hydrological responses correlate. 
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3.7.1 Application of the Approach to Generate Data for Attribution of the 2015−2017 SWC 
Drought 
The approach described above was applied by Dr Piotr Wolski to generate rainfall data for 
hydrological attribution of the 2015−2017 SWC drought, as described in the procedure below: 
1. Attribution experiments were based on multi-model data from the CMIP5 ensemble, with 
attribution experiments constructed by considering the average conditions in the 31-year 
period centred on the years of the event, i.e. spanning 2002−2031 to represent current or 
“factual” conditions, and the period of 1861−1890 to represent the “counterfactual” 
conditions. 
2. Data from 77 CMIP5 simulations under RCP8.5 GHG emission scenario spanning the period of 
1861−2100 were downloaded from the KNMI Explorer website, and monthly rainfall totals 
were derived for the region representing the southern part of the so-called winter rainfall 
region, bounded by: -34.5 - 32.5°S, 18.00 − 20.00°E. 
3. Catchment-specific parameters of the monthly stochastic rainfall model (monthly means, 
standard deviations, month-on-month serial correlation, year-on-year serial correlation, and 
parameters of gamma distribution describing month-on-month regression residuals) and 
spatial cross-correlation of monthly totals, were derived based on 1980−2010 rainfall data for 
12 quaternary catchments taken from the WR2012 study website. 
4. Change factors for each of the following parameters of the stochastic rainfall model were 
derived for each of the 77 GCM rainfall time series: 
 Monthly mean rainfall; 
 Standard deviation of monthly rainfall; and 
 Year-on-year autocorrelation 
Change factors were derived as a ratio of a given parameter in the “factual” period to that in 
the reference period (the period overlapping with the period for which WR2012 data were 
analysed), i.e. 1980−2010. Similarly, change factors were derived for the “counterfactual” 
period (again, against the 1980−2010 reference period). 




D denotes the change factor 
X denotes a parameter 
n denotes a given GCM scenario 
factual, counterfactual and reference denotes respective time periods 
5. The change factors for each of the parameters were then used to modify the respective 
parameters of the stochastic rainfall model, and the model with modified parameters was 
used to generate a stochastic series of rainfall. For each of the 77 ensemble members, and for 
each of the attribution “experiments”, a time series of 150 years of rainfall values were 




3.8 Attribution Experiments 
The attribution approach used in this study considers continuous long-term time series generated by 
each of the 77 model simulation experiments from the CMIP5 ensemble. Each time series is obtained 
by merging historical CMIP5 simulations spanning 1861−2010 (1861−1890 was selected to represent 
the pre-industrial conditions), with RCP 8.5 GHG emission scenario simulations spanning 2011−2100 
(2002−2031 was selected to represent the current world scenario). This approach assumes that 
changes in precipitation observed in time represent the influence of anthropogenic climate change. 
This attribution approach has similarly been used in studies by van Oldenborgh et al. (2019) for a 
heatwave; Otto et al. (2018) for a flood, cold wave, extreme rainfall and drought; and Jones et al. 
(2013) for surface temperature, among other studies, particularly by the World Weather Attribution 
Group. That similarity is in the fact that in both approaches, attribution experiments are based on 
transient simulations with climate models spanning current and pre-industrial, or near-pre-industrial 
conditions. Such an approach is appropriate as it is based on simulations with coupled ocean-
atmosphere general circulation models. 
The risk-based approach was used to analyse the data produced from the attribution experiments. 
The risk-based approach (described in section 6 of chapter 2) to event attribution is principally 
probabilistic and was used to compare the likelihood of the event occurring in the pre-industrial 
climate to that of the current climate, by means of two measures of change in probability of an event-
the RR and FAR, which are calculated below as: 
RR = P1/P0……………………………………………………………………………………………………………….…………Equation 12 
FAR = 1- P0/P1……………………………………………………………………………………………………………….……Equation 13 
Where: 
P0 is the probability of the event in the counterfactual (in this case pre-industrial) world 
P1 is the probability of the event in the factual world (in this case current) 
Attribution studies often use the well-established bootstrap technique to quantify uncertainties 
associated with sampling variance in RR and FAR values (Stone and Allen 2005; Pall et al., 2011; 
Christidis et al., 2013; Sheperd, 2016). Bootstrapping is a technique that estimates the sampling 
distribution of a statistic (Davison and Hinkley, 1997). Bootstrapping involves selecting, at random, a 
subset of data from the original data. This sampling distribution is then used to determine a confidence 
interval (CI).  
3.8.1 Attribution Model Runs and Data Analysis 
The Pitman model was automated, to allow for many runs to take place in a short period of time. The 
monthly rainfall time series produced by stochastic bias correction of the CMIP5 model data were 
then used as inputs for the Pitman model. 
The model was run with each of the five stochastic rainfall time series’ generated for each of the 77 
CMIP5 climate model simulations. Each time series spanned 150 years and included data for each of 
the five rainfall zones covering the studied area. In total, the model was run 770 times (385 times each 
for current and pre-industrial) to produce a 150-year time series of current and pre-industrial 
modelled runoff and an attribution analysis was undertaken as described below. 
For this study the following approach was used to determine the RR and FAR for rainfall/runoff 
attribution experiments undertaken in the quaternary catchments that make up the BRC: 
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 A threshold for rainfall/runoff was defined for each of the individual 12 quaternary 
catchments that make up the BRC and, the entire BRC based on observed rainfall/modelled 
runoff received during the 2015−2017 drought event (see section 3.6).  
 The three-years of minimum MAP/MAR were identified in each of the 150-year time series (as 
they do not reflect a real-world time series but rather possibilities of three-year averages of 
lowest rainfall/runoff) of rainfall/runoff from each of the individual 385 simulated runoff time 
series, separately for the current and pre-industrial rainfall/runoff in each of the 12 
quaternary catchments and the BRC. 
 Once the minimum three-year average of rainfall/runoff in each of the 150-year 
rainfall/simulated runoff time series for current and pre-industrial climate scenarios were 
identified from the 385 climate model/simulated runoff time series. 
  Although the three lowest years were selected from each of the time series a normal 
distribution was fitted to the 385 data points of rainfall/runoff as opposed to a GEV 
distribution. This was because a large number of models were analysed together, as opposed 
to a single model, introducing model uncertainty. As such, the distribution of 385 values is 
affected by both the distribution of extreme values in each of the models climate, and by the 
distribution of model uncertainty. Thus, assumptions can no longer be made in regard to the 
shape of the distribution. 
 From this distribution the probability of the three-year observed drought event occurring in 
the current and pre-industrial rainfall/runoff is determined by calculating cumulative 
probability from the fitted distribution, corresponding to the level of the actual observed 
event. 
 The probability of the current climate rainfall/runoff three-year average occurring was then 
compared to the paired pre-industrial time series to determine the likelihood of this threshold 
change using the risk-based approach. 
 The uncertainty intervals for the distribution of rainfall and runoff RRs for each quaternary 
catchment and the greater BRC were then determined by bootstrapping the distribution 1000 
times at a CI of 0.95.  
 
3.9 Analysis of the Effect of Hydrological Parameters on RRs 
RRs varied greatly across the 12 quaternary catchments located in the BRC and quaternary catchments 
with the highest rainfall RRs did not always correspond to those with the highest RRs for runoff. Thus, 
further analysis was conducted to understand the relationship and variation between rainfall RRs and 
runoff RRs and to determine which model parameters influenced this variation. To determine the 
effect of hydrological parameters used in the Pitman model for the BRC (see table 14) and rainfall RRs, 
a stepwise regression was undertaken.  
Stepwise regression builds the best regression equation by adding the variable that accounts for the 
greatest amount of the remaining unexplained variation (i.e. in R2) at each step.  
A simple correlation was done to determine the catchment hydrological parameter that has the 
highest correlation with RR, this was the first parameter added to the regression equation. The second 
catchment parameter added to the equation was the catchment parameter that explains the largest 
part of variance that remained unexplained after adding the first parameter. At each step, all the 
hydrological catchment parameters in the equation were examined for significance and discarded if 
they no longer explain a significant variation in the regression equation. This process was repeated 
until all the hydrological catchment parameters excluded from the regression equation were found to 
be insignificant (p < 0.1) and variables in the equation significant (p > 0.1). 
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Akaike Information Criteria (AIC; Akaike, 1973), is a model selection criterion and was used to select 
the best regression model based on the stepwise linear regression equations built. AIC is based on in-
sample fit to estimate the goodness-of-fit of the approximating model with the given dataset without 
overfitting of variables. In practice, the best model is the one with the lowest AIC value. Once the AIC 
values were computed for all the regression equations built, the model with the lowest AIC value was 
selected. The AIC is computed as: 
AIC = -2ln(L) + 2k………………………………………………………………………………………………………….……Equation 14 
Where: 
L is the value of the likelihood 
k is the number of estimated parameters 


















CHAPTER 4: RESULTS AND DISCUSSION 
This chapter presents the results and findings produced using the methods described in the preceding 
chapter. It begins with the findings of the evaluation undertaken on the Pitman hydrological model 
followed by a description of rainfall and runoff during the drought event in the greater BRC, and its 12 
quaternary catchments. This is followed by an analysis of model input rainfall and modelled runoff 
during the hydrological drought. Event definitions for the 2015−2017 meteorological and hydrological 
SWC drought are presented, followed by the climate impact-attribution experiment results for each 
of the 12 quaternary catchments and the BRC. Lastly, the parameters found to be most significant and 
influential on RRs produced are presented and their influence on RR values described.  
4.1 Streamflow and Hydrological Model Evaluation 
This section focuses on the results obtained from the Pitman hydrological model. A graphical and 
statistical evaluation of the Pitman model’s performance in reproducing observed runoff within the 
BRC at several operational streamflow stations located in the catchment is presented.  
The performance of the Pitman model driven by observed rainfall in simulating the streamflow at 
gauging stations is illustrated in Table 15. NSE values for monthly streamflow range from 0.45-0.75. 
Based on the model evaluation guidelines, presented in section 3.5, the Pitman model simulated 
streamflow with accuracy varying between individual catchments from unsatisfactory, to satisfactory 
to good and very good. The PBIAS values varied from -15.16% to 3.24%, falling within the satisfactory, 
good and very good categories.  
Overall, the Pitman model simulation of streamflow was satisfactory to very good, based on average 
magnitude (PBIAS), and trends (NSE); apart from one indication of unsatisfactory model performance 
based on the NSE value at streamflow gauge station G1H041 located in catchment G10D. G1H041 is a 
complicated gauge; there is an offtake above the gauge for the Voëlvlei dam; additionally, there is a 
lot of upstream farm dams in the Tulbagh area that store quite a bit of the water that the Pitman 
model assumes is being generated. The unsatisfactory performance at gauge G1H041 could also be 
attributed to rainfall data, as rainfall data is from in the Tulbagh valley and might not be representative 
of the rainfall of the surrounding mountains.  
Simulated runoff during the hydrological drought event, 2015−2017, is overestimated by the model; 
but the model does simulate a significantly lower runoff volume during the drought period and the 
simulated flows follow a similar pattern to that of the observed streamflow (see Fig. 18 & 19). 
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Table 15. Performance statistics of the Pitman model in the BRC for 1980−2017 at gauging stations located 
along the Berg River and its tributaries (colours refer to the performance of the Pitman model; green: very 
good, blue: good, yellow: satisfactory, red: unsatisfactory). 
 
 
Figure 18. Annual hydrographs of modelled runoff and observed streamflow for 1980–2017 (Oct-Sep) at 




Figure 19. Annual hydrographs of modelled runoff and observed streamflow for 1980–2017 (Oct-Sep) at 
streamflow gauging stations located at tributaries of the Berg River. 
Graphical analysis of scatter plots of annual streamflow depict that the model tends to overestimate 
flows during dry years along the Berg River (apart from gauging station G1H031) and its tributaries.  
This is offset by an under-simulation of runoff during wet years the model consistently underestimates 
runoff at gauging stations located along the Berg River (see Fig. 20). Whereas at the tributary gauging 
stations: G1H003 overestimates wet years, G1H041 greatly underestimates wet years and, G1H008 
depicts no considerable difference between observed and simulated wet years (see Fig. 21). Overall, 





Figure 20. Scatter plots of annual modelled streamflow compared to observed runoff for 1980–2017 (Oct-Sep) 
at streamflow gauging stations along the Berg River. 
 
Figure 21. Scatter plots of annual modelled streamflow compared to observed runoff for 1980–2017 (Oct-Sep) 
at streamflow gauging stations located at tributaries of the Berg River. 
Analysis of flow duration curves of monthly runoff confirms the biases noted above for annual flow, 
in that the model largely underestimates months of low streamflow (dry months) along the Berg River, 
particularly for exceedance probabilities higher than 60% (see Fig. 22). Note that streamflow gauging 
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station G1H031 the model simulates months of zero flow; which cannot be plotted on the log scale as 
the value is undefined. 
 
Figure 22. Flow duration curves of monthly and simulated runoff on a log scale for 1980–2017 (Oct-Sep) at 
streamflow gauging stations along the Berg River. 
Monthly flow duration curves at gauging stations located along the Berg Rivers tributaries similarly 
illustrate overestimations of low flows months at G1H041 and G1H008 (see Fig. 23). In contrast, 
G1H008 illustrates under simulated runoff for low flow months. G1H041 is located along the 




Figure 23. Flow duration curves of monthly and simulated runoff on a log scale for 1980–2017 (Oct-Sep) at 
streamflow gauging stations located at tributaries of the Berg River. 
Mean monthly streamflow graphs indicate that the Pitman model, for most gauging stations located 
along the Berg River, typically underestimates months of low streamflow (Oct-Mar), see Fig. 24. 
Gauging stations located at the tributaries depict very little difference between observed streamflow 
and simulated runoff during months of low flow (see Fig. 25).  
Months of high streamflow (Jul-Sep) are typically overestimated in three of the four gauging stations 
located along the Berg River (see Fig. 24). Gauging stations of tributaries of the Berg River show no 
consistent trend of over or underestimation during wet months (see Fig. 25).  
The largest bias of overestimations of streamflow by the Pitman model occurs in August for most 
stations, apart from G1H020 and G1H003 where the largest bias occurs in July (see Fig. 24 & 25). The 
Pitman model performs best at gauging stations located along the Berg River in the months of May-
July for gauging stations along the Berg River (see Fig. 24). Months of low flow are simulated more 




Figure 24. Mean monthly hydrographs of modelled runoff and observed streamflow for 1980−2017 (Oct –Sep) 
at gauging stations located along the Berg River. *Difference refers to absolute difference. 
 
Figure 25. Mean monthly hydrographs of modelled runoff and observed stream for 1980−2017 (Oct –Sep) at 
streamflow gauging stations located at tributaries of the Berg River.*Difference refers to absolute difference. 
Based on the hydrological model evaluation the Pitman model was deemed suitable for application in 
this drought attribution study, as the model captures the 2015−2017 SWC drought. However, as runoff 
in the drought years 2015, 2016 and, 2017 is overestimated this may misrepresent, i.e. decrease the 
RR, the extent that anthropogenic climate change had on the drought event. 
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4.2 Rainfall and Runoff Characteristics in the BRC during the 2015−2017 SWC 
Hydrological Drought Event 
This section focuses on annual and seasonal rainfall and runoff received during the three-year 
hydrological drought in the BRC as a whole and its 12 quaternary catchments. An analysis is 
undertaken on annual and seasonal rainfall (observed and model input rainfall) and modelled runoff, 
during the drought period (2015−2017) and is compared to the average (1980−2014) rainfall/runoff 
characteristics of the BRC and its 12 quaternary catchments. This was done to assess how the different 
rainfall and runoff time series vary in their representation of the drought event throughout the BRC. 
a) Annual and Seasonal Rainfall 
The mean over the recent period (1980−2014) for the BRC was calculated to be 608 mm. The lowest 
annual average rainfall values for the period analysed occurred during the 2015−2017 drought event, 
in 2015 (380 mm) and 2017 (366 mm), which were 62% and 60% respectively of the mean. While 2016 
received nearly normal rainfall (96% of the mean), see Fig. 26. 
 
Figure 26. Average annual rainfall per year expressed as absolute values (mm) and as a percent of the mean 
over the recent period, (1980−2014) in the BRC. 
The model rainfall inputs for each of the 12 quaternary catchments in the BRC show a similar pattern 
of very low rainfall in 2015 and 2017 (see Fig. 27). Wet and intermediately wet catchments (G10-A, -
B, -C, -D, -E, -F and -G), received their lowest rainfall amounts during the analysed period (1980−2017) 
in 2017. The drier northern quaternary catchments of the BRC (G10-H, -J, -K, -L, -M) received their 




Figure 27. Model input annual rainfall of the 12 quaternary catchments in the BRC, 1980−2017. 
Based on model input rainfall data, quaternary catchments G10-H and -K experienced the highest 
percentage of reduced rainfall in 2015 (see Fig. 28). While the wetter headwater catchments (G10-A, 
-B, -C) and the intermediately wet quaternary catchments (G10-D, -E, -F) experienced the largest 
percentage reductions in rainfall in 2016 and 2017, respectively. During the drought period (2015-
2017), the mountainous wet quaternary catchment (G10G) experienced the largest reduction in the 




Figure 28. Model input rainfall of the drought period and individual drought years in the 12 quaternary 
catchments as a percentage of the mean (1980−2014). 
Mean monthly rainfall for the BRC was calculated for the period 1980−2014 for the nine rainfall 
stations in the BRC and compared to mean monthly rainfall for the individual drought years (2015, 
2016, and 2017) and the three-year average monthly rainfall of the hydrological drought period 
(2015−2017), see Fig. 29.  
Analysis of precipitation during the drought event indicates that below-normal total rainfall in the BRC 
was the result of a strong precipitation anomaly observed during the shoulder months (March-May 
and August-October) of the individual drought years. During March-May rainfall was below-normal 
particularly in 2015 and 2017, whereas March and April were above-normal in 2016. The shoulder 
months of August-October received below-normal rainfall for all three individual drought years, 
particularly the month of October. These findings are in agreement with that of Otto et al. (2018), 
which found that one of the main drivers of the drought was the lack of precipitation during the 
aforementioned months. 
During the drought period, the core of the winter rainy season, months of June and July, had nearly 
normal rainfall. The month of June received more rainfall during the drought period than the monthly 
mean, due to above-normal rainfall received in 2016 and 2017. Whereas, above-normal rainfall in July 





Figure 29. Monthly average rainfall received during the drought and individual drought years compared to 
monthly average rainfall (1980−2014) in the BRC. 
Mean monthly model input rainfall for the 12 quaternary catchments in the BRC was calculated for 
the period 1980−2014 and compared to mean monthly rainfall for the individual drought years (2015, 
2016, and 2017) and the three-year average monthly rainfall of the hydrological drought period 
(2015−2017), and described below: 
2015: Wetter headwater quaternary catchments (i.e. G10-A,-B and-C) experienced the largest 
reductions in rainfall in June, these quaternary catchments received above-normal rainfall in July; 
while the drier northern quaternary catchments received largely just below- to normal- rainfall during 
the core of the winter rainfall season (see Fig. 30). The mountainous wet quaternary catchment 
(G10G), received slightly above-normal rainfall in June, but below-normal rainfall in July. The shoulder 
months of August-October and March-May received below-normal rainfall for all quaternary 
catchments, with the wettest quaternary catchments showing the greatest negative anomalies. 
2016: The core winter rainfall months June and July received above-normal rainfall in all quaternary 
catchments, apart from the extreme-northern dry quaternary catchments (G10-L and -M) which were 
below-normal in July; with the wetter quaternary catchments showing greater positive anomalies than 
the drier northern quaternary catchments in the BRC (see Fig. 30). The wetter quaternary catchments 
show the greatest negative anomalies during the shoulder months of August-October. In the shoulder 
months of March-May, all quaternary catchments received above-normal rainfall in March and April, 
while May exhibits the greatest negative rainfall anomalies of all quaternary catchments in 2016, with 
the wettest quaternary catchments showing the greatest negative anomalies. 
2017: All quaternary catchments received below-normal rainfall for much of the year, apart from June 
in which the wetter headwater catchments (G10-A, -B and -C) received above-normal rainfall (see Fig. 
30). The most extreme negative rainfall anomalies occurred in May and July, particularly in the wetter 
headwater quaternary catchments of the BRC. 
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2015−2017: During the drought years, rainfall in all quaternary catchments was below-normal for 
most of the year, apart from July in which the drier northern quaternary catchments of the BRC 
received above-normal rainfall (see Fig. 30). Below-normal rainfall conditions were most extreme in 
the wetter headwater quaternary catchments. The highest negative rainfall anomaly occurred in May 
for all quaternary catchments. The drier northern quaternary catchments of the BRC received above-
normal rainfall in July. 
 
 
Figure 30. Monthly average model input rainfall received during the drought period and individual drought 
years compared to the monthly average model input rainfall (1980−2014) in the 12 quaternary catchments. 
b) Annual and Seasonal Modelled Runoff 
The average modelled runoff for the BRC for the period of 1980−2014 was calculated to be 700 million 
m3 on average per annum. During the analysed period, runoff peaked in 2013 (1437 million m3), while, 
2017 received the lowest amount of runoff (261 million m3) in the catchment (see Fig.31).  
Analysis of runoff indicates a large reduction in total annual runoff beginning in 2015 (72% lower than 
runoff in 2014), see Fig. 31. The slight increase, although not substantial, in 2016 coincides with higher 
rainfall received in that year. In the drought years; 2015, 2016 and 2017, runoff was 40%, 71% and 





Figure 31. Annual hydrograph of total modelled annual runoff expressed as absolute values (million m3) and as 
a percent of the mean for 1980−2014 in the BRC. 
Runoff received in the 12 quaternary catchments in the BRC show similar patterns of decreases in 
runoff in 2015 and 2017, and a less severe reduction in runoff in 2016 (see Fig. 32). Mostly the wet 
and intermediately wet catchments (G10-A, -B, -C, -D, -E, -F and -G) received their lowest volume of 
runoff in 2017, within the analysed period. While the drier northern quaternary catchments (G10-H, -
K, -L and M) received their lowest volume of runoff in 2015, apart from G10J which received its lowest 
volume of runoff in 2017. Quaternary catchments G10-A and -D contribute the largest volume of 




Figure 32. Modelled runoff received in the 12 quaternary catchments in the BRC, 1980−2017. 
In 2015, reductions in the volume of runoff in the 12 quaternary catchments were between 8% and 
50% (see Fig.33). 2016 showed lesser reductions in runoff volume received in the quaternary 
catchments, runoff was still below-normal (ranging from 49% to 81% of the mean across the 
quaternary catchments) in all the 12 quaternary catchments. 2017 showed substantial decreases in 
runoff in the quaternary catchments similar to that of 2015, in the range of 9% and 50%. During the 
drought period, G10K experienced the greatest reduction in runoff volume received. 
 
Figure 33. Modelled runoff received during the drought period and individual drought years in the 12 
quaternary catchments as a percentage of the mean (1980−2014). 
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Mean monthly runoff for the BRC and it’s 12 quaternary catchments was calculated for the period 
1980−2014 and compared to mean monthly runoff for the individual drought years (2015, 2016, and 
2017) and the three-year average monthly runoff of the hydrological drought period (2015−2017), see 
Fig. 34. 
For all drought years (2015, 2016 and 2017), simulated runoff in October and November was below-
normal, after which runoff began to steadily increase and was near normal in March (see Fig. 34). In 
May runoff volume received decreased substantially for all drought years. For the remainder of the 
year, 2015 and 2017 remained well below-normal, while 2016 was above-normal in June it was below-
normal for the remainder of the year. During the drought period, runoff was below-normal for the 
entire year, particularly in August.  
 
Figure 34. Monthly average modelled runoff received during the drought period and individual drought years 
compared to monthly average rainfall (1980−2014) in the BRC. 
Monthly runoff received in the 12 quaternary catchments for the individual drought years and the 
drought period was compared to the monthly mean over the recent period and is described below: 
2015: The largest reductions in runoff occurred in June in the headwater quaternary catchments (G10-
A and -B); while the rest of the quaternary catchments experienced their greatest reduction in runoff 
volume in July (see Fig. 35). For the entire year, all quaternary catchments received below-normal to 
normal runoff volume, particularly quaternary catchments that produce high runoff volumes, apart 
from G10B which was slightly above-normal in July.  
2016: All the quaternary catchments in the BRC received below-normal to normal volumes of runoff 
for the entire year, apart from July in which G10-A, -B, -D, and -E were greatly above-normal (see Fig. 
35). The greatest reductions for most quaternary catchments occurred in May, and from July through 
to September, apart from G10D which received its lowest runoff volume in October.  
2017: all quaternary catchments were below-normal or normal for the entire year. The largest 
reductions in runoff occurred in July; particularly for higher runoff quaternary catchments (see Fig. 
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35). Runoff in these quaternary catchments increased in August and September but was still largely 
below-normal.  
2015−2017: During the drought period, runoff for most quaternary catchments is greatly below-
normal from May-October (see Fig. 35). The greatest reductions in runoff volumes occurring in July 
and August. 
 
Figure 35. Monthly average modelled runoff received during the drought period and individual drought years 
compared to the monthly average modelled runoff (1980−2014) in the 12 quaternary catchments. 
The annual average rainfall in the BRC, during the drought event, was lowest in 2015. The 
mountainous wet quaternary catchment (G10G), experienced the largest reduction in model input 
rainfall received during the three-year drought. During the drought period, the wetter headwater 
quaternary catchments (G10-A, -B and-C) and the mountainous wet quaternary catchment of the BRC 
experienced the largest reductions of model input rainfall, particularly in May. 
The largest reduction in runoff received in the BRC during the drought event occurred in 2017. G10K 
(dry-northern quaternary catchment) experienced the largest overall reduction in runoff received 
during the drought period. In the greater BRC, the drought years experienced their greatest reductions 
in the winter months (June, July and August). Runoff was consistently below-normal for all drought 
years, apart from June in 2016. Seasonal runoff in the 12 quaternary catchments shows that 
quaternary catchments that receive higher runoff volumes experienced the greatest percentage 
reduction of runoff during the drought, particularly in the winter months of June and July. 
4.3. Drought Definition Results 
This section provides event definitions for the 2015−2017 meteorological and hydrological drought in 
the SWC for the 12 quaternary catchments that make up the BRC, and the BRC itself. Event definitions 
for the drought are based on observed rainfall data and modelled runoff.  
81 
 
Risk-based attribution requires that an extreme event be properly defined by a given threshold. As 
such, the 2015−2017 drought in the SWC will be defined in terms of observed rainfall and modelled 
runoff for the drought period in the BRC. 
a) Rainfall 
For rainfall, the event is defined in terms of the three-year observed MAP received in each of the 12 
quaternary catchments during the hydrological drought period (2015−2017) and, the area-weighted 
average rainfall for the entire analysed region of the BRC (see table 16 below). 
Table 16. Three-year (2015−2017) averages of observed rainfall values in the 12 quaternary catchments and 
the BRC used as thresholds for the attribution analysis. 
 
b) Runoff 
For runoff, the event is defined in terms of the modelled MAR received during the hydrological 
drought period (2015−2017). The drought event magnitude in each of the 12 quaternary catchments 
was defined using modelled runoff because not all of the quaternary catchments have streamflow 
gauging stations. Modelled runoff values in the quaternary catchments for the three-year drought are 
in the range of 1.84−73.64 million m3; while the entire BRC streamflow was calculated to be 347.87 
million m3. The event definitions for each of the 12 quaternary catchments (G10A-G10M) in the BRC, 
as well as for the BRC are provided in table 17 below.  
Table 17. Three-year average modelled runoff values in the 12 quaternary catchments and the BRC used as 
thresholds for the attribution analysis.  
 
4.4 Attribution Results 
This section presents the rainfall and runoff attribution data analysis results, as well as a comparison 
of the two RRs in the BRC. Furthermore, an explanation of hydrological parameters used in the Pitman 
model for the BRC and their influence on runoff RRs is presented.  
a) Rainfall Attribution Results 
The probabilities of the amount of rainfall received during the 2015−2017 drought event occurring 
under the pre-industrial climate rainfall scenario were consistently lower than that of the event 
occurring under the current climate rainfall for all 12 quaternary catchments in the BRC (see Table 18 
and Fig. 36). Rainfall RRs for the 12 quaternary catchments in the BRC were between 11.5 and 41.0; 
while the calculated FAR was found to be between 0.91 and 0.98. The rainfall RRs for the quaternary 
catchments being significantly greater than 1 indicate that there is an increased risk of a drought event 
of this severity occurring under the current climate rainfall, compared to a climate without human 
influence. 
For the average rainfall over the entire BRC, the probability of the 2015−2017 meteorological drought 
event occurring under the pre-industrial climate rainfall scenario is calculated to be 0.000026, while 
that for the current climate rainfall scenario is 0.00074, which indicates a more than 28-fold increase 
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of a meteorological drought event of this magnitude occurring due to anthropogenic climate change, 
implying an FAR of 0.96. 
Table 18. Probabilities of the: i) current (P1) and ii) pre-industrial (P0) rainfall occurring; iii) Median RRs; iv) 95% 
CI RR range; and v) FAR’s for meteorological drought for the 12 quaternary catchments and for the entire BRC. 
 
A previously undertaken attribution study by Otto et al. (2018) on the 2015−2017 SWC meteorological 
drought calculated a RR of 3.5 (95% CI: 2.7−4.1) using CMIP5 rainfall simulations (42 model 
simulations), while this study calculated a much higher RR of 28.5 (95% CI: 26.0−32.4) for the same 
event using CMIP5 rainfall simulations (77 model simulations).  
One possible reason for these differences, among others (explained further below), could be that Otto 
et al. (2018) defined the 2015−2017 SWC meteorological drought as a 1 in 100 years event, based on 
the Climate Research Unit-Timeseries (CRU) 4.01 observed dataset. This return period was used by 
Otto et al. (2018) to calculate RRs from the CMIP5 simulated rainfall dataset for the 2015−2017 SWC 
meteorological drought event. 
To control for this difference in this study, in which the drought event was defined based on a three-
year average observed rainfall threshold, the 2015−2017 SWC meteorological drought event was 
redefined as a 1 in 100 years event. The RR for the entire BRC, calculated based on the event being a 
1 in 100 years event, was still much higher (15.2, roughly 4.5 times larger), see table 19, than that of 
Otto et al. (2018). This could further be explained by the following: 
Otto et al. (2018), extended CMIP5 historical simulations (1861−2005) with RCP 4.5 simulations 
(2006−2017), while this study extended CMIP5 historical simulations (1861-2010) with RCP 8.5 
simulations (2011-2100), which was bias corrected based on observed rainfall station data.  
To calculate current and pre-industrial risk, this study used time slices of the model rainfall data. This 
means that PDFs of rainfall were determined over a period meant to represent pre-industrial world 
conditions (1860-1890) and another period to represent current world conditions (2002-2031).  
Otto et al. (2018) employed the multi-method approach of attribution analysis in their study. Each of 
the climate models taken from CMIP5 was given equal weight by using an ensemble from each of the 
42 models, as in van Oldenborgh et al., 2013. Each model was then normalised multiplicatively to have 
the same MAP as the ensemble mean. The study used a single PDF of the model rainfall data, the year 
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1900 was chosen to represent pre-industrial conditions and 2015 to represent current world 
conditions, and parameters of the PDF were scaled with global mean surface temperature (GMST). 
This method is frequently used to analyse observations by the World Weather Attribution group (van 
Oldenborgh, 2007; Otto et al., 2012; van Oldenborgh et al., 2019). 
In the method used in this study, the RR in effect reflects rainfall change between the pre-industrial 
and current period. In the method used by Otto et al. (2018), RR reflects only the fraction of that 
change that is co-linear with GMST.  
In summary, the differences between the base datasets (RCP4.5 vs. RCP8.5) and differences in 
methodology have resulted in substantial quantitative differences between this study and that of Otto 
et al. (2018). Qualitatively, however, both results are similar, i.e. they indicate a significant positive 
RR. 
Different scientifically valid approaches to studying the same event have been shown to produce 
different quantitative assessments of the role of anthropogenic climate change in attribution studies 
such as in: Rahmstorf and Coumou (2011) and Dole et al. (2009): The 2010 Russian heatwave; Cheng 
et al. (2016) and Diffenbaugh et al. (2015): The 2015 Californian drought; and Hauser et al. (2017): The 
2015 European drought. 
Table 19. Probabilities of the: i) current (P1) and ii) pre-industrial (P0) rainfall occurring; iii) Median RRs; iv) 95% 
CI RR range; and v) FAR’s for a 1 in 100-year meteorological drought event for the 12 quaternary catchments 







Figure 36. Cumulative distribution of current climate rainfall (red line) and pre-industrial climate rainfall (blue line) compared to observed rainfall of the drought event (black line) for 
catchments: a) G10A, b) G10B, c) G10C, d) G10D, e) G10E, f) G10F, g) G10G, h) G10H, i) G10J, j) G10K, k) G10L, l) G10M, and m) G10 (BRC).
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b) Runoff Attribution Results 
For each of the 12 quaternary catchments in the BRC, the probabilities of the 2015−2017 hydrological 
drought event occurring under pre-industrial climate scenario were significantly lower than those of 
the event occurring under current climate runoff. RRs for the 12 quaternary catchments in the BRC 
were between 2.7 and 60.2, while the calculated FAR was found to be in the range of 0.63 and 0.98 
(see Table 20 and Fig. 37). The RRs for runoff being significantly greater than 1 indicate that there is 
an increased risk of the 2015−2017 hydrological drought event occurring under the current climate, 
compared to a climate without human influence.  
For the average runoff received over the entire BRC, the probability of a hydrological drought event 
of this severity occurring under the pre-industrial climate scenario is 0.0011, while for the current 
climate is 0.012, which indicates a more than 11-fold increase of a hydrological drought of this 
magnitude occurring due to anthropogenic climate change, implying an FAR of 0.91. 
Table 20. Probabilities of the: i) current (P1) and ii) pre-industrial (P0) runoff occurring; iii) Median RRs; iv) 95% 







Figure 37. Cumulative distribution of current climate runoff (red line) and pre-industrial climate runoff (blue line) compared to observed runoff of the drought event (black line) for catchments: 
a) G10A, b) G10B, c) G10C, d) G10D, e) G10E, f) G10F, g) G10G, h) G10H, i) G10J, j) G10K, k) G10L, l) G10M, and m) G10 (BRC).
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c) Comparison of Rainfall and Runoff RRs in the BRC  
Runoff RRs were found to vary considerably across the quaternary catchments that make up the BRC. 
Furthermore, quaternary catchments with the highest rainfall RRs do not always correspond to those 
with the highest RRs for runoff. To understand the variability of the runoff RRs and the correlation 
between rainfall and runoff RRs, a stepwise regression was done to investigate whether parameters 
in the model, as well as the rainfall RR themselves, have any effect on the runoff RRs.  
For catchments G10-A and -G, the RR of rainfall is amplified in runoff (see Fig. 38); these catchments 
are in the headwaters and mountainous regions of the BRC, respectively, where MAP is high. In 
contrast, catchments G10-B, -C, -D, -E, -F, -H, -J, -K, -L, and -M, show a decrease in RRs from rainfall to 
runoff, particularly in drier quaternary catchments in the northern regions of the BRC. These increases 
and decreases occur as a result of the rainfall to runoff conversion.  
 
Figure 38. Catchment rainfall RRs compared to runoff RRs. 
Based on the stepwise linear regression model (see Table 21 and Appendix B), MAP has the strongest 
relationship with the associated runoff RR and 86% of the variance in runoff RR can be explained by 
MAP. MAP is also the most statistically significant predictor of runoff RRs with a p-value of 0.000012. 
To confirm that these results reflect the full data set, rather than just the effect on the largest RR, log 
(RR) was used in the calculation and the results qualitatively remain the same as there are no real 
outlier RR values. 
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Table 21. Linear regression of individual hydrological parameters and rainfall RRs against runoff RRs in the BRC, 
full model. 
 
According to the regression model analysis, MAP, MAE, Zmin and ST explain the largest amount of 
variance, in that order, and are significantly (p ≤ 0.1) correlated to the quaternary catchment runoff 
RRs (see Table 22 and Appendix C). All other parameters used in the Pitman model (TL, Zmax, HGGW 
and FT) as well as the rainfall RRs for the quaternary catchments were found to explain very little 
variation and have a non-significant (p > 0.1) relationship with the catchment runoff RRs.  
Based on the linear regression, HGGW and FT have a high individual correlation to runoff RRs, they 
are not significant in the stepwise linear regression as a result of collinearity. This is because HGGW 
and FT are already correlated (R2 = 0.57 and 0.41, respectively) to MAP (see Appendix B).  
Resultantly, the multiple regression model with the four predictors, MAP, MAE, Zmin and ST produced 
R2 = 0.98, p < 0.0000076, and AIC = 67.96. The model is: 
RR = 153.95 + 0.038(MAP) - 0.11(MAE) + 0.18(Zmin) - 0.02(ST)……………………………….………..Equation 15 
MAP and Zmin have a positive correlation with runoff RRs, indicating that as these two parameters 
increase catchment runoff RR increases. MAE and ST have negative significant correlation weights, 














Table 22. Stepwise regression of hydrological parameters and RRs in BRC, where column i) is the RR correlated 
against multiple explanatory variables; column ii) is the coefficient of multiple determination of the model; 
column iii) is the p-value of the model; column iv) is the AIC value of the model; column v) is the p-values of all 
each explanatory variable within the model; and column vi) is the model equation. 
 
MAP in the quaternary catchments of the BRC is between 225-1610 mm. In the Pitman model, MAP 
is the primary contributor to runoff. During dry years, higher (lower) rainfall will increase (decrease) 
MAR, through increasing (decreasing) overland flow from impervious surfaces, satisfying catchment 
absorption rates more (less) frequently resulting in an increase (decrease) in the occurrence of runoff 
events in the catchment. Higher (lower) precipitation will exceed soil moisture-holding capacity more 
(less) often increasing (decreasing) subsurface flow and decreasing (increasing) the moisture available 
for evaporation, as well as increasing (decreasing) baseflow and groundwater recharge. 
Wetter (higher MAP) quaternary catchments have higher runoff RRs and are more sensitive to regional 
climate change than dryer (lower MAP) quaternary catchments. This is because the analysis is done 
on the driest rainfall years, which are the lowest runoff years (i.e. the left tail of the three-year MAR 
distribution). In drier (lower MAP) quaternary catchments, the rainfall-runoff conversion in dry years 
is very low, regardless of whether it is the pre-industrial or current climate scenario runoff; much of 
the rainfall is used in evaporation in both climate scenarios. The differences in rainfall in dry years in 
the current against that of the pre-industrial are modulated downwards by what is known as a low 
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elasticity of runoff response, which is the ratio of the percentage change in rainfall to the percentage 
change in runoff. In wetter catchments, with a higher runoff coefficient, the effects of the driest 
rainfall years are amplified, as these correspond to amounts of rainfall where the catchment water 
balance is the most sensitive to unit changes in rainfall (Chiew, 2006). In drier quaternary catchments, 
the fact that potential evaporation is higher in the northern (warmer, lower elevation) quaternary 
catchments of the BRC exacerbates this effect.  
MAE in the quaternary catchments of the BRC is between 1460-1640 mm. In the Pitman model, MAE 
depletes soil moisture and interception storage. During dry years, higher (lower) evaporation will 
reduce the amount of moisture in the soil store (will reduce the amount of moisture returned to the 
atmosphere form the soil store), reducing (increasing) subsurface runoff. More (less) of the 
precipitation lost to interception will be returned to the atmosphere, ultimately decreasing 
(increasing) MAR.  
MAE is higher in wetter quaternary catchments because there is a soil moisture constraint on 
evaporation. In wetter catchments, if MAE is higher (after accounting for rainfall) it moves that 
catchment more towards a dry water balance, therefore producing a lower RR because the rainfall-
runoff conversion is lower.  
ST in the quaternary catchments of the BRC is between 160-670 mm. In the Pitman model, ST is the 
amount of water that the soil in a catchment can hold. Soil moisture contributes to MAR through sub-
surface flow only when the soil water store is exceeded as well as contributing to groundwater 
recharge through gradual drainage. Soil moisture is depleted by evaporation and drainage into the 
groundwater store. During dry years, higher (lower) ST values have a decreased (increased) likelihood 
of soil moisture storage being exceeded. A larger (smaller) proportion of rainfall will be absorbed and 
held by the soil, decreasing (increasing) subsurface runoff and increasing (decreasing) groundwater. 
Evaporation losses are increased (decreased) as there is more moisture available to be partitioned 
back into the atmosphere (as there is level moisture available in the soil). Overall decreasing 
(increasing) MAR. Quaternary catchments that have lower soil moisture storage capacity are more 
sensitive to regional climate change than quaternary catchments that have higher soil moisture 
storage capacity due to the amplified reduction in subsurface flow during dry years.  
Zmin in the quaternary catchments of the BRC is between 0-100 mm. In the Pitman model, Zmin is the 
minimum catchment absorption rate and can be considered as a wetting-up threshold in the model. 
Only when monthly rainfall exceeds the monthly sub-catchment value of Zmin in the model is surface 
runoff produced, as well as contributing to both soil moisture storage and groundwater recharge. 
During dry years, higher (lower) Zmin values have a decreased (increased) likelihood of exceeding the 
minimum catchment absorption rate, decreasing the (increasing) frequency of surface runoff events 
and MAR. A higher (lower) proportion of the rainfall is partitioned into the soil, with increasing 
(decreasing) baseflow and groundwater flow, as well as decreasing (increasing) overland flow. Actual 
evaporation is increased (decreased) so that more (less) water is lost from the catchment through 
evaporation. Quaternary catchments that have higher Zmin values are more sensitive to regional 







CHAPTER 5: SUMMARY, KEY FINDINGS AND LIMITATIONS 
The recent three-year compound hydro-meteorological drought in the SWC combined with an 
increasing population and demand for water led to extreme water shortages, particularly impacting 
the ~3.7 million residents in the CoCT. As water supply to residents was set to fail at the beginning of 
2018, commonly known as the Day-Zero crisis, restrictions on water-usage for residents and 
agriculture were put in place. The 2015−2017 SWC hydro-meteorological drought was the worst 
drought to occur in the region in over 100 years. Rainfall deficits manifested into low runoff into, 
among other, important catchments that form part of the WCWSS, the BRC. A multi-method impact 
attribution analysis is applied to the drought event to determine the extent to which human influence 
on the climate from fossil fuel emissions has changed the likelihood of a hydro-meteorological drought 
of this magnitude occurring in the SWC. This chapter provides a summary of the approaches used in 
this impact attribution study. This is followed by the key findings, implications as well as limitations of 
the study and possibilities for further work.  
5.1 Summary of Approach 
The aim of this study was to determine the extent to which anthropogenic climate change contributed 
to the likelihood of the 2015−2017 hydro-meteorological drought event that occurred in the SWC. This 
aim was achieved through the following objectives listed below. 
Objective I: To set up the Pitman hydrological model to realistically simulate hydrological responses 
in the BRC driven by attribution experiment data from GCM simulations. 
This was achieved by evaluating the Pitman hydrological model to simulate runoff in the BRC using 
observed rainfall station data as an input into the model. This was done to determine the suitability 
of using bias corrected GCM rainfall data as an input into the model in attribution mode to generate 
current and pre-industrial runoff realisations for climate impact attribution experiments in the BRC.  
Objective II: To generate attribution inputs for the model from GCM simulations. 
In achieving objective two, attribution experiments were generated by extending historical 
(1861−2010) with RCP 8.5 (2011−2100) for 77 rainfall simulations taken from CMIP5, to create 150-
year rainfall time series. The periods 1860−1890 and, 2002−2031 were selected to represent pre-
industrial and current climate conditions, respectively. Five stochastic time series were then 
generated for each of the 77 simulations conditioned on observed rainfall characteristics to account 
for differences in GCM climates (385 in total each for the pre-industrial and current world climate).  
Objective III: To implement attribution experiments with the Pitman model setup for the BRC. 
To generate the climate impact attribution runoff experiments, the Pitman model was automated and 
each of the bias corrected rainfall realisations were then used as inputs to ‘drive’ the Pitman model in 
attribution mode. This generated 385 pre-industrial and current climate time series of runoff 
realisations spanning 150-years long each. 
Objective IV: To analyse the attribution outputs and assess possible reasons for variation in RR 
across the Berg River quaternary catchments. 
To meet the fourth and final objective of the study, the risk-based approach to attributing extreme 
climatic events was applied to both the rainfall and runoff attribution experiments. The 
meteorological/hydrological drought event was defined in terms of the three-year mean annual 
rainfall/runoff received for each quaternary catchment and the greater BRC region. The probabilities 
of these three-year averages occurring in the pre-industrial and current world scenarios were then 
estimated and used to calculate RR and FAR values for each quaternary catchment and the greater 
BRC region. This was done to determine the change in the probability that anthropogenic climate 
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change had in a meteorological/hydrological drought event with the same magnitude as the 
2015−2017 SWC drought occurring. To assess the variability of the runoff RRs produced across the 
BRC a stepwise regression was undertaken to investigate whether parameters used in the Pitman 
hydrological model, as well as the rainfall RR themselves, have any effect on the runoff RRs. 
5.2 Key Findings 
A summary of the main findings that have emerged from this impact attribution study on the 
2015−2017 SWC drought based on the results in Chapter 4 are presented in the following sections 
below: 
5.2.1 Pitman Hydrological Model Evaluation for the BRC  
 Overall, annual runoff simulated by the Pitman model in the BRC was found to be satisfactory 
to very good in six of the seven gauging stations based on NSE and PBIAS model evaluation 
guidelines.  
 Along the Berg River, annual runoff is underestimated by the model during wet years, while 
dry years are overestimated by the model. During dry years the model consistently 
overestimates runoff of the tributary rivers of the Berg River, while years of high flow show 
no consistent overall systematic bias.  
 The Pitman model largely underestimates months of low streamflow along the Berg River and 
overestimates months of high streamflow along the tributaries of the Berg River.  
 For seasonal flows along the Berg River, the largest bias was found to occur during Oct-Mar 
underestimating low flows and overestimating high flows between Jul-Sep. The runoff 
simulated by the model of the tributaries of the Berg River shows very little bias in estimating 
months of low and high flows.  
 The simulation of runoff by the Pitman model for the 2015−2017 BRC drought was deemed 
acceptable for the purpose of the study, as simulated runoff followed a similar pattern of 
substantial decreases in streamflow of the gauging stations during the hydrological drought 
years of 2015, 2016 and, 2017. 
5.2.2 Rainfall and Runoff Characteristics in the BRC during the 2015−2017 Hydrological Drought 
Event 
 During the three-year drought annual average rainfall received was lowest in 2015; wetter 
quaternary catchments experienced the largest reductions in model input rainfall received, 
particularly in May. 
 Runoff received during the three-year drought was the lowest in 2015; quaternary catchments 
which receive higher annual average runoff volumes experienced the greatest reductions in 
the volume of runoff received during the drought, especially in the winter months. 
5.2.3 Attribution of the 2015−2017 Meteorological Drought in the BRC 
 The probabilities of the meteorological drought occurring under the pre-industrial world 
scenario were consistently lower than that of the event occurring under the current world 
scenario in the 12 quaternary catchments and the greater BRC.  
 The risk of a meteorological drought of this magnitude occurring in the BRC was significantly 
increased by more than 28-fold (95% CI: 24.9−32.8), but more than 11- to 41- fold in the 12 
quaternary catchments, as a result of human influence on climate from fossil fuel emissions. 
 The results of this study were qualitatively similar to that of Otto et al. (2018), as both show 
an increase in risk attributed to human influence on the climate for the 2015−2017 BRC 
meteorological drought; as both studies produced a RR > 1. However, they are quantitatively 
different as this study produced a RR much higher than that of Otto et al. (2018).  
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5.2.4 Attribution of the 2015−2017 Hydrological Drought in the BRC 
 The probabilities of the hydrological drought occurring under the pre-industrial world scenario 
were consistently lower than that of the event occurring under the current world scenario in 
the 12 quaternary catchments and the entire BRC.  
 The risk of a hydrological drought event of this magnitude occurring in the BRC was increased 
by more than 11-fold (95%: 10.5−12.2), and more than 2- to 60- fold in the 12 quaternary 
catchments of the BRC, due to human influence on climate from fossil fuel emissions.  
5.2.5 Comparison of Rainfall and Runoff RRs 
 Rainfall RRs were lower than runoff RRs in the wetter southern quaternary catchments, while 
they were higher than for rainfall in the drier northern quaternary catchments. As such human 
influence on the meteorological drought appears to have been amplified in the quaternary 
catchments most important to the WCWSS.  
 MAP was found to have the greatest influence on the calculated runoff RRs. Higher (lower) 
MAP produces an enhanced (reduced) RR. This was because the analysis was done on the 
three driest rainfall years. The differences in rainfall in dry years in the current climate against 
that of the pre-industrial climate are modulated downwards by a low elasticity of runoff 
response in drier quaternary catchments. In wetter catchments, which have a higher runoff 
coefficient, the effects of the driest rainfall years are amplified. 
5.3 Implications of the Study 
The increasing risk of extreme climatic events such as the 2015−2017 SWC hydro-meteorological 
drought in South Africa highlights the crucial need for climate impact attribution studies to determine 
if and how this risk has been altered due as a result of human influence on the climate. Work in the 
impact attribution field has the potential to suggest how the trend of current increases in frequency 
and magnitude of drought and other extreme climatic events will continue into the near-future and 
become what many consider to be the ‘new normal’ state of the climate. Attribution assessments that 
focus primarily on meteorological aspects are not enough to make informed decisions and better 
protect people and the environment; there is a need for increased impact attribution studies that 
directly tie a change in risk of an extreme event to societal and environmental impacts. 
A clear link has been established between the majority of continental-scale temperature impact 
attribution studies highlighted in the AR5 and human-induced climate change. However, very few 
multi-method climate impact attribution studies exist which explicitly link precipitation changes and 
their associated impacts to anthropogenic climate change. Furthermore, very few studies use 
hydrological models for drought impact attribution analysis. This study fills this gap identified by 
Hansen and Stone (2016), by quantitatively directly linking changes in precipitation to a reduction in 
runoff as a result of anthropogenic forcing in the SWC.  
5.4 Limitations and Further Work 
i) The study used rainfall from the multi-model CMIP5 experiment; using multi-model ensembles has 
been known to assist in characterizing model uncertainty (NSM, 2016). To provide a more robust 
assessment drawing on multiple experiments the study could have used bias corrected rainfall time 
series as inputs for the Pitman hydrological model from the following:  
1. Atmospheric model attribution simulations such as weather@home and Climate of the 
Twentieth Century Project (C20C) experiments. 
2. Dedicated coupled model attribution experiments such as European Community-Earth (EC-
Earth). 
3. CMIP6 experiments, which is an update of the CMIP5, using the same methods. 
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4. Observational approaches, as used by van Oldenborgh et al. (2019), where rainfall data are 
modelled with temperature as a covariate. 
ii) The use of multiple climate models has the potential to improve the results of the attribution 
experiments presented in this study. However, due to the computational time it takes to run the 
Pitman model for a single simulation, this was not included in the scope of the study. The drawback 
of using multiple GCM’s in attribution studies is that the number of downscaled, bias corrected time 
series from each GCM would have to be reduced due to time constraints.  
iii) An evaluation of the bias corrected rainfall ensembles from CMIP5 against that of station rainfall 
data would help to understand the uncertainty and any limitations arising from the downscaling 
approach used. However, for the purposes of this study and time constraints, the bias corrected 
rainfall CMIP5 ensembles were deemed suitable to produce reliable results, as the CMIP5 models have 
been previously used in rainfall climate change projections and attribution studies of drought in the 
southern African region (Niang et al., 2014; Otto et al., 2018; Jury, 2018). Additionally, CMIP5 has been 
proven to be suitable for analysis of extremes occurring over a large spatial area, such as drought 
(NSM, 2016).  
iv) The Pitman model is a monthly time-step water balance model, with quite simplistic conceptual 
hydrology; the study does not explore how this has influenced the runoff RRs produced. With 
additional time and resources other hydrological models already set up for the BRC, such as the 
Agricultural Catchments Research Unit (ACRU), could have been used to explore how the results vary 
according to the hydrological model used. Moreover, the study does not assess whether potential 
evaporation has changed; and how this would alter the hydrological response in the BRC.  
v) In calculating the RRs this study considered the lowest three-year average rainfall/runoff values 
from a stochastic time series of 150 years. Other alternative approaches could have been undertaken 
to calculate the RRs for the 12 quaternary catchments and the greater BRC. Such as, analysing the 
entire distribution of values generated under a given climate. The implication in this is that it considers 
the distribution of all possible values (events) in a given climate which can be considered 
unconditioned attribution. By selecting the three lowest years of rainfall/runoff this was essentially a 
conditioned attribution study (only a sub-sample of possible events were analysed), as such the 
calculated probabilities cannot be directly translated into return intervals for the 20152017 SWC 
drought event. 
vi) In addition to the impact attribution analysis, climate model projections could have also been used 
to assess how the probability of the 2015−2017 SWC hydro-meteorological drought might change in 
future decades, or at different levels of projected global warming as a result of human influence on 
the climate. 
vii) This impact attribution approach could also be applied to the full WCWSS catchments, which would 
include at least the Upper Riviersonderend (Theewaterskloof) and the Steenbras; and could also 
include the Table Mountain reservoirs. This would improve the understanding of the impact of the 
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APPENDIX: A 
 





Figure 40. Linear regression of individual hydrological parameters and rainfall RRs against runoff RRs in the 
BRC, full model. 
 


































Table 27. Step four of the stepwise regression. 
 
 
 
 
 
 
 
 
