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　本論文では、第 2章では開発した FPGA駆動のディジタル制御電源の実験装置について、第 3
章ではオフラインシステム同定実験およびオンラインシステム同定に基づくディジタル制御電源の





















なシリアルデータの 14 clock分を 1データとしてシリアルからパラレルに変換し、各信号はデー
タ取得ボードである DIOボードを介して PCにデータ保存される。実験装置の写真を図 2.2に示
す。図 2.2は XilinX社の FPGAである Vertex-4を搭載した Human Data社の FPGAブレッド
ボード XCM-009-LX25である。図 2.3は本研究の協力先である（株）ルネサステクノロジが開発
した電源評価ボードDDC 8CH TSBである。FPGAの論理回路を構成するソフトウェアはXilinX
社の XilinX ISE 9.1iを使用している。データ取得ボードである DIOボードは（株）コンテック



















電圧出力 ch数 8 ch
A/D 変換速度 25 MHz
A/D 分解能 12 bit

































































































を 2 MHzのクロック、制御プログラム内で演算するためのカウンターを 8 MHzのクロックで生成
する。8 stateをカウントするためのカウンターでは、2 MHzのクロックの立ち上がりで 1 state、
2 stateとなり 8 stateでリセットされる。したがって、2MHz=8state = 250kHzとなる。これが
制御周期となる。これを図示したものが図 2.6となる。
ある状態方程式を以下で与える。(
_xc = Acxc +Bcu
































はカウンタの最大値を 100%とし、最小値を 0%とする。本研究では、カウンタ npwm の最大値を
1024、最小値を 0とした。このとき、制御周波数は、 130010 6  210 = 3:41[s]となる。
　この 2つの信号 upwm、npwm によって PWM波を作成する。upwm < npwm となる場合 PWM















































































　まず、１変数の場合について述べる。時刻 tで入力 xt、出力 yt が観測されるとする。このとき
時刻N   1までに観測したN 組のデータ f xt; ytg N 1t=0 に、直線
y = ax+ b (3.1)
を当てはめる問題を考える。上式の直線と yt との誤差は、












e2(yt   axt   b)2 (3.3)
が最小となるように a、bを決める。こうして決めた a^、^bは最小二乗推定値と呼ばれており、次の








































(xt   x)(yt   y) = sxy   xy
13







































































であり、式 (3.7)、(3.8)の a^、b^が J の最小値を与えることが確認できる。
　次に、p変数の場合について述べる。時刻 tで p変数入力 (x1;t; x2;t;    ; xp;t)、出力 ytが観測され
るとする。このとき、時刻N 1までに観測したN 組の入出力データ f(x1;t; x2;t;    ; xp;t; yt)gN 1t=0
に p次元超平面
y = w1x1 + w2x2 +   + wpxp (3.11)
を当てはめて考える。ただし、簡単のために xi;t、ytの平均は 0として、定数項は考慮しないもの
とする。超平面 (3.11)と出力 yt との誤差は、
et = yt  
pX
i=1
wixi;t = yt   Tt w (3.12)














qt(yt   Tt w)2 (3.13)
14
が最小となるように係数ベクトル wを決める。ここで、qt( 0)は重み係数であり、二乗誤差 e2t
に対する重みを表す。このように重みを含んだ最小二乗法のことを重み付き最小二乗法と呼ぶ。
　 t = 0; 1;    ; N   1における式 (3.12)をまとめて行列表現すると、
e = y   V w (3.14)
となる。ただし、eは誤差ベクトル、yは出力ベクトル、V は入力行列であり、それぞれ次のよう
に定義する。
e  [e0; e1;    ; eN 1]T　 (N  1)
y  [y0; y1;    ; yN 1]T　 (N  1)
V 
266664
x1;0 x2;0    xp;0




x1;N 1 x2;N 1    xp;N 1
377775













(yTQy   yTQV w  wTV TQy +wTV TQV w) (3.15)







( V TQy + V TQV w) = 0 (3.16)
とすると、次の正規方程式が得られる。
(V TQV )w = V TQy (3.17)
これは p元連立方程式であり、rankV = pであれば、(V TQV )の逆行列が存在する。そして、w
の最小二乗推定値 w^は、
w^ = [w^1; w^2;    ; w^p]T = (V TQV ) 1V TQy (3.18)



























t > 0 (3.20)





A(q)y(k) = B(q)u(k) + !(k) (3.21)




 = [a1; :::; ana ; b1; :::; bnb ]
T (3.22)
(k) = [ y(k   1); :::; y(k   na); u(k   1); :::; u(k   nb)]T (3.23)
ARXモデルの 1段予測値は次式のようになる。







l(k; ; (k; )) (3.25)
と設定する。ここで、l(k; ; (k; ))は予測誤差
(k; ) = y(k)  y^(kj) (3.26)
の大きさを測る任意の正のスカラ値関数である。この評価規範 JN ()を最小にするように推定値
を計算するパラメータ推定法を総称して予測誤差という。l(l; ; (k; ))として、2次関数













を DPWM100[%]とし、その最小分割数 1を 1[digit]とする。また、出力電圧について述べる。出




















  ＋ 
＋ ( )qB ( )qA
1
( )kω




システム同定入力には入力振幅 6.25%と 25%の 2値信号で、次数 20のM系列信号を用いた。サ
ンプリング時間を 3:41sとし、データ数を 9,800とした。この時の入出力信号の一部を図 3.2に
示す。得られた入出力信号に対するコヒーレンスを図 3.3に示す。



































































































































































k(s2 + 2n!ns+ !
2
n)
s2 + 2d!d + !2d
(3.30)
ここで、k = 9:61  10 4、n = 0:843、!n = 382156、d = 0:164、!d = 62137 となる。導出し
たモデルは連続モデルとした。
20



















































 0:0106(s+ 8:87 106)(s  2:47 105)














































減衰率 [%]　 0.164 0.167 0.180 0.188















































































































ここでは、まず逐次最小二乗 (Recursive Least Squares,RLS)法について述べる。システム同定
に用いる入出力データを、
fu(k); y(k) : k = 1; 2;   g (3.36)
とし、この入出力データを ARX(Auto-Regressive with eXogenous input)モデル
y(k) = T(k) + !(k) (3.37)
にフィッティングする。ただし、
 = [a1;    ; an; b1;    ; bn]T (3.38)
は同定すべき未知パラメータベクトルで、




































(k)y(k) + (N)y(N) (3.44)
となる。式（3.38）から式（3.40）を式（3.37）に代入して変形を行うと、次のようになる。






= ^(N   1) + P (N)(N)fy(N)  T (N)^(N   1)g (3.45)
式（3.39）、（3.40）が RLS法であるが、式（3.39）中の P (N)をオンラインで計算することは困
難である。そこで、逆行列補題を用いて、式（3.39）をオンライン計算が可能な形式に変形する。
ここで、逆行列補題とは、ある正則行列Aに対して次式が成立することをいう。
(A+BC) 1 = A 1  A 1B(I + CA 1B) 1CA 1 (3.46)
ここで、B、C は適切な次元の行列（あるいはベクトル）である。式（3.39）に逆行列補題を適用
すると、次式が得られる。
P (N) = P (N   1)  P (N   1)(N)
T (N)P (N   1)
1 + T (N)P (N   1)(N) (3.47)
さらに、式（3.41）の右辺第２項に含まれる P (N   1)(N)は、式（3.43）を用いると次のように
変形できる。
P (N)(N) =
P (N   1)(N)
1 + T (N)P (N   1)(N)(N) (3.48)
式（3.44）を式（3.41）に代入すると、
^(N) = ^(N   1) + P (N   1)(N)
1 + T (N)P (N   1)(N)(N) (3.49)
となる。ただし、






















より過去の推測値に対する重みは約 0.3より小さくなるため、この  はメモリホライズンと呼ばれ





















(k) = y(k)  T (k)^(k   1) (3.54)
 Step2：適応ゲインの計算
K(k) =
P (k   1)(k)
(k   1) + T (k)P (k   1)(k) (3.55)
 Step3：パラメータ推定値の更新
^(k) = ^(k   1) +K(k)(k) (3.56)
 Step4：忘却要素の計算















　ここで幾つか注意点を述べておく。P (k)の更新式（3.58）において、(p  p)行列 K(k)T (k)
を先に計算すると、行列乗算 (K(k)T (k))P (k   1) で O(p3) の計算量が必要になる。そこで、
T (k)P (k   1)を先に計算した後、K(k)(T (k)P (k   1))を計算することで、O(p2)の計算量で
^(k)を逐次更新するので、計算量が削減できる。
　また、P (k)の初期値を P (0) = 0とすると、すべての時刻 kに対して K(k) = 0、P (k) = 0と
なってしまう。そこで、小さな正数 に対して、P (0) = I=と設定する。このとき、 = 0とする


















　ここから、オンライン同定に用いる ARXモデルの各パラメータ（a1; a2; b1; b2）の検証を行う。
ARXモデルは、
(1 + a1z
 1 + a2z 1)y(k) = (b1z 1 + b2z 1)u(k) + e(k) (3.59)
である。各パラメータ（a1; a2; b1; b2）の時間変化を図 3.15に示す。図 3.15の離散時間同定パラ
メータである定常状態 100個の平均値は、(
a1 =  1:147; a2 = 0:7163
b1 = 3:165; b2 = 0:9635　
となる。この値を真値として、図 3.16に重ねて示す。また、オフライン同定で得られた離散時間
同定パラメータは、 (
a1 =  1:128; a2 = 0:7031




























































































































































































































x(k + 1) = adx(k) + bdebin
ubin = cdx(k) + ddebin












[V] [digit] [digit] [digit] [V]

































































デルを表す。ここで sはラプラス演算子を表す。F (s)は定常ゲインが 1のローパスフィルタであ








ではモデル化誤差がなく、かつ外乱が存在しなければ、目標値 rから出力 yまでの伝達関数は F (s)
となる。すなわち、フィードバックループがなく直列補償器によるオープンループ駆動である。こ






























　外乱オブザーバのブロック図を図 4.4(a)に示す。ここで、外乱を d、入力を iref、制御対象の伝
達関数を P、そのノミナルモデルを Pn、出力を yとすると、





nは F  P 1n がプロパーになるように決定する。
















































F (s)P (s)P 1n (s)
1  Fd(s) + Fd(s)P (s)P 1n (s)
r +
(1  Fd(s))P (s)
1  Fd(s) + Fd(s)P (s)P 1n (s)
d (4.7)
P (s) = Pn(s)のとき


























めに DIMCを 2入力 1出力として状態空間実現する。図 4.6のように入力には r; yの 2信号、出
力には ubin の 1信号とした。ここで、P 1n (s)F、Pn(s)を以下に示す。
P 1n (s)F :
(
_xf = Afxf +Bfr1
r2 = Cfxf +Dfr1
P 1n (s) :
(
_xp = Apxp +Bpu
yp = Cpxp +Dpu
以下に P 1n (s)F、Pn(s)を用いて、2入力 1出力にした拡大システムの状態方程式を書く。ここで、
使用している信号名は図 4.6を基にしている。
r2 = Cfxf +Dfr1 (4.10)
= Cfxf +Df (r   (y   yp))
= Cfxf +Dfr  Dfy +Dfyp
= Cfxf +Dfr  Dfy +Df (Cpxp +Dpu)

















_xf = Afxf +Bfr1 (4.11)
= Afxf +Bf (r   (y   yp))
= Afxf +Bfr  Bfy +Bfyp
= Afxf +Bfr  Bfy +Bf (Cpxp +Dpu)
= Afxf +Bfr  Bfy +BfCpxp +BfDpu)
ここで、BfDpuの項だが、DfDpuの項と同様に 0と近似した結果を次式に用いている。また、u
に式 (4.11)を代入すると、
_xp = Apxp +Bpu (4.12)
= Apxp +Bp(Cfxf +Dfr  Dfy +DfCpxp)































































とする。 = 1=!c = 1=(2 2 1000)とする。この場合、制御系の帯域幅は 1kHzである。図 4.7
で使用されている記号について述べる。ゲインは電圧の変換ゲイン (212=6:41) = 639であり、P (s)
は制御対象、Pn(s)は制御対象のモデル、Fd(s)は外乱オブザーバのフィルタである。また、Pnお








































































0.48msに対し DIMCが 0.38msとなっており、追従性が約 10%向上していることがわかる。
























































制御が 0.49ms、DIMCが 0.38msとなっており、追従性が約 10%向上していることがわかる。ま















































































































































































1 + a1z 1 + a2z 1
(4.17)
と表すことができる。そして、双一次変換




















Ts(1  a1 + a2) (4.20)
 =
4(1 + a1 + a2)


















ka = Pn2(0)  P 1n1 (0) (4.24)
とする。
　前節で導出した同定パラメータから、DIMCのフィードフォワード (FF)コントローラF (s)P 1n2 (s)
の更新手順について述べる。また、適応機構を含む DIMCのブロック図を図 4.13に示す。
 Step1：制御入力 upwm から出力 vout までを VFF-RLSで同定する
 Step2：同定した離散系モデルを連続系に変換する
















図 4.13: 適応機構を含む DIMCのブロック図
　 Step1で制御対象 P(s)の未知パラメータ a1; a2; b1; b2 を導出することで 2次の ARXモデルを
導出する。Step2については、前節で記述済みであるが、双一次変換を用いて連続系へ変換する。
Step3では、同定した未知パラメータを用いて次式の FFコントローラを更新する。
F (s)P 1n2 (s) =
1
cs+ 1













　したがって、無負荷状態の伝達関数から、減衰率を 30%増加、ゲインを 30%減する P (s)でシミュ
レーションを行う。シミュレーション条件はサンプリング時間 3.41s、コントローラに含まれる
フィルタ帯域幅を 1000 Hzとした。パラメータ更新時間は 27.3 msとした。そのときのシミュレー
ション結果を図 4.14、図 4.15、図 4.16、図 4.17に示す。図 4.14では適応を 5ステップ行った結果
を示す。各ステップでのオーバーシュートを表 4.1に示す。これより VFF-RLSによりパラメータ
を適応するごとにオーバーシュートが減少していることが確認できる。図 4.15に適応機構を含ま
ない DIMC（点線）、適応機構を含む DIMCで矩形波の 5ステップ目（実線）、Pn1(s)、Pn2(s)の
ゲインを 0.7倍、減衰率を 1.3倍にしたもの（破線）を示す。図 4.13において、P (s)が負荷変動に
より Pn1(s)、Pn2(s)とモデル化誤差が生じた場合、まず外乱オブザーバによりフィードバック補
償が行われる。外乱オブザーバのノミナル化により Pn1(s)は P (s)に近づく。P (s)と Pn1(s)を含
めて同定対象とし Pn2(s)にのみ適応機構でパラメータ推定を行う。これにより Pn2 は P (s)に近


















1 step 2 step 3 step 4 step 5 step
Adaptation 10% 4.6 % 4.58% 4.57% 4.55%
No adaptation 4.85% 4.85% 4.85% 4.85% 4.85%
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Overshoot [%] Settling time [ms] MSE [%]
1 step 10 0.535 4.4
5 step 4.55 0.348 0.11
表 4.3: 離散時間同定パラメータ
a1 a2 b1 b2
真値 -1.128 0.7031 3.209 0.9958
平均値 -1.9170 0.9263 0.0577 0.0138
error 69 % 31% 98 % 98 %
表 4.4: 連続時間同定パラメータ
K1 p1 p2
真値 2:88 1010  1:00 104  1:00 104







ツーピーク電圧とする。まず、制御対象を図 5.1のように考える。入力電圧を vin、PWM Dutyを




















































84 digit 86 digit 87 digit
























































スイッチングの ON-OFF Duty 比で upwm[%]、制御量は出力電圧であり vout[V] とする。また、
upwm[%]に対する分割数を npwmとし、そのディジタル値は upwm[digit]で表すこととする。同様
に vout[V]に対する分割数を noutとし、そのディジタル値は vout[digit]とする。対応する目標電圧







と目標値 vref [V]から電圧振動が最小となる最適目標値 vref [digit]を与える方法である。その手順





































































vref [V] = 1V、vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212である。
また、電圧振動が最小となる条件は入力電圧 vinを 12.05[V]、目標値 vref を 639[digit]である。この
場合、従来法でも目標電圧は出力分解能のみを考慮するため、vref [digit] = 1V=(6:41V=212digit) =
639[digit]となり最小振動である。出力電圧の応答波形を図 5.6に示す。同図より、制御入力であ
る PWM Duty比が一定となっており、これにより出力電圧も振動が最小となっていることが確認







35 = round  111:98
210

= round[85:48] = 85 (5.11)
b)に代入して、




35 = round 85  11:982106:41
212

= round[635:44] = 635(5.12)
となり、従来法に対して目標値が 639-635=-4[digit]だけ修正（減少）される。このときの出力電






















































































































































































ｖ vcolref [digit] = round




















vref [V] = 1V、vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212である。
また、電圧振動が最小となる条件は入力電圧 vinを 12.05[V]、目標値 vref を 639[digit]である。この
場合、従来法でも目標電圧は出力分解能のみを考慮するため、vref [digit] = 1V=(6:41V=212digit) =
639[digit]となり最小振動である。出力電圧の応答波形を図 5.11に示す。同図より、制御入力である
pwm Duty比が一定となっており、これにより出力電圧も振動が最小となっていることが確認でき
























波形を図 5.13に示す。制御入力 Dutyが一定であり、その結果出力電圧振動が 9:42mVp pまで低
減できていることが確認できる。従来法と比較し、約 77%の振動低減が達成できる結果となった。
































































































(vref = 639 count)
図 5.10: 最適入力電圧での応答波形
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(vref = 639 count)
図 5.11: 入力電源変動による出力電圧振動の増大（目標電圧補正なし）





















































　提案手法の有効性を実験検証した結果について示す。実験条件としては、目標電圧が vref [V] = 1V、
vref [digit] = 639で、入力分割数が npwm = 210、出力分割数が nout = 212 である。また、リミッ













































































R = 2 Ω










式 (6.1)は入力電圧 vin の変動を考慮して最適目標電圧 vopt intref を導出する式である。これは vin
を含んだ式となっている。これより vopt intref と vin の関係を図 5.15に示す。v
opt int
ref と vin の関






値からの変動幅が3 digit（4:7 mV相当）となる。各入力分解能に対する偏差を表 6.1に示す。
　この入力分解能によって偏差が異なるという特性を活かし、提案手法においてリミットサイクル
振動に対する要求性能が与えられた場合、入力分解能を一意に決定することができる。例えば、振





























n p w m 3 0 0
n p w m 6 0 0





精度について記述する。ここでは、vin を検出するために電源装置の外部に vin を検出するための
回路を構成した場合について述べる。入力電圧を検出する際、AD変換したディジタル値をフィー
ドバックするため検出分解能を考慮しなければならない。図 5.16に入力電圧を量子化処理し、リ
ミットサイクル振動低減手法に適用した結果を示す。vinの量子化を 10 mV、20 mV、30 mVとし
た。この量子化処理を行うことで、本来式 (6.1)で求められる最適値とは異なる値を示している。
目標電圧の 1 digitの誤差でもリミットサイクル振動は大きく増加することは図 5.2を見ると明ら
かである。量子化による vopt intref からの最大誤差とそれにともなう vpp増加量を表 6.2に示す。こ
の vpp 増加量は、図 5.2を参考にして算出しているので、おおまかな数値となっている。
　リミットサイクル振動電圧 vpp の要求性能に応じて vin の量子化精度を決定することができる。
しかしながら、vin に対して量子化 10 mVというのは、分解能にして 10bit前後となる。現在で
はAD変換器のコストも下がっているが、ここでは、低コスト化・回路規模の縮小化という観点に

























表 5.2: 量子化による vpp 増加量

























 npwm[digit]  vout[digit]
upwm[digit]
(5.20)








































































である PWM Dutyの切り替わりによるものである。入力信号つまり PWM Dutyは離散値である
ため、例えば、PWM Duty値=85.5 digit出そうとしても出せない。そのかわりに、85 digitと 86
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