Network propagation algorithms have proved useful for the analysis of high-dimensional genomic data. One limitation is that the current formulation only allows network propagation on positively weighted graphs. In this paper, we explore two signed network propagation algorithms and general optimization frameworks for detecting differential gene expressions and DNA copy number variations (CNV). The proposed algorithms consider both positive and negative relations in graphs to model gene up/down-regulation or amplification/deletion CNV events. The first algorithm (Signed-NP) integrates gene co-expressions and differential expressions for consistent and robust gene selection from microarray datasets by propagation on gene correlation graphs. The second algorithm (Signed-NPBi) identifies gene or CNV markers by propagation on sample-feature bipartite graphs to capture bi-clusters between samples and genomic features. Large scale experiments on several microarray gene expression datasets and CNV datasets validate that Signed-NP and Signed-NPBi perform better classification of gene expression and CNV data than standard network propagation. The experiments also demonstrate that Signed-NP is capable of selecting genes that are more biologically interpretable and consistent across multiple datasets, and Signed-NPBi can detect hidden CNV patterns in bi-clusters by smoothing on correlations between adjacent probes.
INTRODUCTION
Powered by high-throughput genomic technologies, it is now common practice to perform genome-scale experiments for measuring gene expressions, copy number variations (CNVs), single nucleotide polymorphisms, and other molecular information for cancer studies. Correlating these high-dimensional genomic features with cancer phenotypes as molecular signatures (biomarkers) can possibly improve prognosis and diagnosis over current clinical measures for risk assessment of patients [18, 4, 16] . The most widely used statistical methods to detect biomarkers are Pearson correlation coefficients [18] and hypothesis test methods such as student t-test. There are two major limitations of these popular methods. First, the genomic features are ranked by their individual correlation with the phenotype, and thus relations among features, for example co-expressed genes under certain conditions and adjacent probes involved in the same CNV events, are ignored. Second, usually all the samples are used to compute the correlation with phenotype, and thus biomarkers specific to only a subset of the samples are not detectable.
Network propagation is a graph-based learning algorithm [24] similar to PageRank used by Google. It has been shown that network propagation is capable of capturing the dependence among genomic features to detect correlated features as biomarkers [23, 21] . An efficient network propa-gation algorithm on bipartite graphs was introduced to explore sample-feature bi-clusters for feature selection and cancer outcome classification [8] . In the network propagation regularization framework, a quadratic term with a normalized graph Laplacian matrix as hessian is combined with a square-loss on the predictions to explore the global graph structure for capturing correlation between all genomic features. The graph Laplacian matrix is only defined for positively weighted graphs which poses a significant limitation on the applicability of network propagation to the analysis of genomic data. For example, gene expression data could require a precise representation of up-regulated expression or down-regulated expression, and CNV data require a precise representation of amplification or deletion events. In these real computational biology problems, genomic data are represented by signed graphs to incorporate both positive and negative relations and thus the existing network propagation algorithms are not applicable.
To address the problem, we propose two signed network propagation algorithms and regularization frameworks for detecting differential gene expressions and DNA copy number variations. In the frameworks, we introduce signed graph Laplacians into network propagation. The first algorithm, Signed-NP, runs network propagation on a gene graph weighted by both positive and negative gene co-expressions for gene selection from gene expression datasets. Signed-NP integrates gene co-expressions and differential expressions to explore gene modules. The second algorithm, Signed-NPBi, runs network propagation on sample-feature bipartite graphs linked by both positive and negative features to identify gene or CNV markers. Signed-NPBi explores bi-clusters between patients and features to find biomarkers specific to subsets of patient samples.
METHOD
We first review network propagation in section 2.1. We then introduce signed network propagation (Signed-NP) in section 2.2 and its extension for propagation on bipartite graphs (Signed-NPBi) in section 2.3. In section 2.4 and section 2.5 we apply Signed-NP on gene correlation graphs for detecting differential gene expressions, and Signed-NPBi on sample-feature bipartite graphs for gene selection or CNV detection respectively.
Network Propagation
Let G = (V, W (+) ) denote an undirected graph with vertex set V and positive adjacency matrix W (+) ∈ R + |V |×|V | . In network propagation, the vertex set V is initialized by a vector y which is the +1/−1 label on training vertices and 0 on test vertices in binary classification. In the regularization framework proposed by [24] , the objective is to learn a label assignment function f : V → R to assign labels to the test vertices. The cost function is defined as follows,
where
and ≥ 0 is a parameter to weight the two terms in the cost function. The first term in Eqn. (1) is the smoothness constraint, which encourages assigning similar labels to strongly connected vertices. The second term is the fitting constraint, which encourages consistency between predictions and training labels. The first term can be rewritten as
2 is the normalized graph Laplacian, which is positive semi-definite. Thus Eqn. (1) is a quadratic problem with a closed-form solution. However, when G is a signed graph the hessian matrix is not guaranteed to be positive semi-definite and thus the framework is not valid for network propagation anymore.
Signed Network Propagation
To allow both positive and negative edges for network propagation, we introduce signed graph Laplacian [10] into the regularization framework. Given a signed graph G = (V, W ) with vertices V and adjacency matrix W ∈ R |V |×|V | . The cost function of the regularization framework is modified as follows,
where Dii = j |Wij |. The first term in Eqn. (2) is the normalized signed graph Laplacian I − S, where
. It has been shown in [10] that the signed graph Laplacian is always positive semi-definite. The first cost term encourages assigning similar labels to vertices connected by positive edges and opposite labels to the vertices connected by negative edges. Empirically, the eigenvalues of S can be very small. For better performance in network propagation, we rescale S by dividing the largest eigenvalue such that S's eigenvalues are in the range [−1, 1]. Similar to the algorithm proposed by [24] , the optimization framework in Eqn.(2) can be solved with an iterative label propagation algorithm,
where t denotes the propagation step and α = 1/(1 + ). The parameter α balances the weights between initial label and network structure. The larger the α, the more we trust the network structure. This algorithm simply propagates labels among the neighbors in the graph. The algorithm will converge to the closed-form solution
where f * assigns labels to the vertices.
Propagation on Signed Bipartite Graph
We next extend the framework in Eqn. (2) for signed bipartite graphs. Let G = (V, U, E, W ) denote a signed bipartite graph, where V and U represent two disjoint vertex sets, E is a set of weighted edges, and W ∈ R V ×U is the wighted adjacency matrix. Each edge (v, u) ∈ E connects two vertices v and u with weight Wvu. The initialization function y for the two vertex sets are denoted by y(v) and y(u). In this context, the cost function over G = (V, U, E, W ) is defined as
where ≥ 0 is a parameter for balancing the cost terms, and D and D are diagonal matrices with Dvv = u∈U |w(v, u)| (5), we can also use a similar network propagation algorithm to compute the closed-form solution. The propagation algorithm iteratively performs propagation between the two vertex sets in both directions as follow,
2 , and t denotes the propagation step. S is also similarly rescaled by dividing the largest eigenvalue. Label information is propagated through neighbors in the bipartite graph. The algorithm will converge to the closed-form solution as in Eqn.(4).
Learning with Gene Correlation Graph
We first apply Signed-NP to a gene correlation graph for identifying differentially expressed genes. An illustrative example of network propagation on a gene correlation graph G = (V, W ) is shown in Figure 1 . Each vertex in V represents a gene which is initialized by Pearson's correlation coefficients between gene expressions and the case/control labeling. An example of calculating the correlation between gene expression and labels is given in the pink rectangles in the figure. The initial labels provide the differential expression of each individual gene in the case/control study as the starting point of propagation. Each Wij is the Pearson's correlation coefficients between gene expressions of gene i and gene j. An example of computing the correlation between gene expressions is given in the blue rectangles in the figure. Signed-NP propagates the initial labels across the network and the propagation process assigns similar labels to genes that are positively co-expressed and opposite labels to genes with opposite expression. The intuition is that we assume marker genes are active either in the case group or the control group but never both. Thus, the positive edges play the role to join positively co-expressed genes and the negative edges play the role to distinguish the genes with opposite expressions. After network propagation, the genes are re-ranked by the magnitude from positive to negative. Figure 1 shows how label propagation can capture the hidden clusters to recover false negatives and eliminate false positives. In the example, we assume two hidden clusters in the network, one of which contains a gene with initial value -0.23 and the another contains a gene with initial value 0.29 (the two cyan nodes). After running label propagation, final scores are assigned by balancing their coherence and discrimination so that genes in the same cluster are assigned similar scores.
Learning with Sample-Feature Bipartite Graph
We next apply Signed-NPBi to gene expression and CNV data for both genomic feature selection and sample classification. Gene expression data is modeled by a sample-feature bipartite graph G = (V, U, E, W ) as illustrated in Figure 2 , where V represents the set of sample vertices and U represents the set of gene vertices. Each edge (v, u) ∈ E connects sample vertex v ∈ V and gene vertex u ∈ U weighted by Wvu as is illustrated by the blue rectangles. The sample vertices in V are labeled with +1/-1/0 (case/control/unlabeled) as illustrated by the pink rectangle and the gene vertices are initialized with zeros. In this modeling, Signed-NPBi explores those bi-cluster composed of vertices with opposite labels and connected with negative edges as well as vertices with similar labels and connected with positive edges. As explained in the signed graph model in Eqn.(5), the first term in the cost function constrains new labeling to be consistent between the positively connected sample-gene pairs and opposite between the negatively connected sample-gene pairs. The second term is a fitting term which keeps the new label assignment for each sample consistent with the initial label. For the unlabeled vertices v ∈ V with y(v) = 0, the second term is used to regularize these f (v)s such that the total cost is constrained. The third term is used in the same spirit to constrain the cost on the gene vertices. The final scores obtained after convergence are used to rank the genes as well as classify additional test (unlabeled) samples. In Figure 2 the optimal labels are given in parentheses. After running network propagation, the genes in bi-clusters will receive more significant values. Note that if connected by negative edges, the sample and the gene will receive opposite labels. Since the important genes are strongly connected to either the case group or the control group we can consider the genes with significant scores within the bi-clusters as biomarkers. The unlabeled samples are also classified to different groups based on the sign of the final score for each sample. Similarly, we can also apply the signed bipartite graph model to copy number variation data. Each probe feature is represented by a vertex in U connected to the samples with an edge weighted by the log intensity ratio of the probe. After network propagation, those probes with high scores are selected as important CNV regions. In CNV analysis the adjacent probes tend to be strongly correlated, thus the biclusters in the bipartite graph represent a continuous CNV regions across a subset of samples.
EXPERIMENTS
In the experiments, we tested Signed-NP on 5 breast cancer gene expression datasets to detect differentially expressed genes and Signed-NPBi on two breast cancer gene expression datasets and one bladder cancer arrayCGH dataset to detect both differentially expressed genes and copy number variations. 
Biomarker Identification from

Preparing breast cancer datasets
We collected five independent microarray gene expression datasets generated for studying breast cancer metastasis. The five datasets were generated by the Affymetrix HG-U133A platform. The raw .CEL files were downloaded from the GEO website: Pawitan (GSE1456), Wang (GSE2034), Miller (GSE3494), Loi (GSE6532), and Desmedt (GSE7390) [13, 20, 12, 11, 3] , and normalized by RMA [9] . After merging probes by gene symbols and removing probes with no gene symbol, a total of 13,261 unique genes derived from the 22,283 probes were included in our study. The patients are classified as cases and controls in the five datasets based on the time of developing distant metastasis. The patients who were free of metastasis for longer than eight years of survival and follow-up time were classified as metastasis-free and the patients who developed metastases within five years were classified as metastasis cases. The number of selected samples are reported in Table 1 .
Classification performance
We applied Signed-NP, network propagation (NP), and Pearson's correlation coefficient (CC) to identify markers from each of the five breast cancer datasets. To test NP on a graph with positively weighted edges the network was constructed by setting the weights of the edges to the absolute value of the Pearson's correlation coefficients between the gene pairs and the vertices were initialized by the Pearson's correlation coefficients between gene expressions and the case/control labeling. To evaluate the predictive power of the marker genes we performed a cross-dataset validation. Specifically, we selected the markers genes for Signed-NP and CC from the top 50 up-regulated and 50 down-regulated genes and from the top 100 genes for NP from the training dataset, and evaluated the marker genes on the remaining datasets as test sets. The gene expressions of the marker genes were used as features for cross-validation on the test dataset. We evaluated the classification performance using a Support Vector Machine (SVM) [19] with an RBF kernel. Classification performance was evaluated using a receiver operating characteristic (ROC) score [5] . We reported the mean of the ROC score after repeating 100 times five fold cross validation. We compared the predictive power of the marker genes selected by Signed-NP, NP, and CC. To add a random baseline, we also randomly selected 100 genes and tested with five-fold cross-validation 1000 times. The results are reported in Table 2 with α = 0.5 for Signed-NP where the bold numbers represent the best ROC score by the three methods. Signed-NP outperformed both NP and CC in 14 out of 20 cases and NP alone in 18 cases. Signed-NP is clearly more capable of selecting more predictive marker genes in the experiments.
Consistency of marker genes across datasets
To measure how consistent the selected marker genes are across the five independent datasets, we report the percentage of common genes identified by a method in the rank lists from the datasets. This measurement assumes that the true marker genes are more likely to be selected in each dataset than the other genes. Thus, higher consistency across the datasets might indicate higher quality in gene marker selection. We plot the percentage of common genes among the first k (up to 1000) genes in the gene ranking lists from at least three of the datasets. We show the results of up-regulated genes in Figure 3 . The network propagation method Signed-NP with parameter α = 0.5 clearly identifies significantly more reproducible marker genes than CC. For example, Signed-NP identified 31 common genes among the first 100 genes in the gene ranking lists and CC only identified 24 common genes since CC only considers each feature independently. NP produced similar consistency in the marker genes compared with Signed-NP since both NP and Signed-NP capture the more conserved gene co-expressions.
PPI subnetworks and enriched GO terms.
The top 100 marker genes identified by Signed-NP and CC in the Desmedt (GSE7390) [3] dataset were mapped to the human protein-protein interaction (PPI) network obtained from HPRD [14] and also analyzed with the DAVID functional annotation tool [7] . We report the densely connected PPI subnetworks constructed from the top 100 up-regulated genes selected by Signed-NP in Figure 4 the marker genes selected by CC in Figure 4 (B), which contain 19 genes and 17 connections, the subnetwork is larger and denser. In Figure 4 (A), HMMR and RAD51 were reported as oncogenes of breast cancer in Online Mendelian Inheritance in Man (OMIM) [6] , neither of which was detected by CC. Women with a variation in the HMMR gene had a higher risk of breast cancer even after accounting for mutations in the BRCA1 or BRCA2 genes. In particular, the risk of breast cancer in women under age 40 who carry the HMMR variation was 2.7 times higher than the risk in women without this variation [15] . RAD51 interacts with the evolutionarily conserved BRC motifs in the human breast cancer susceptibility gene BRCA2 [22] . In addition, the genes MAD2L1, RAD51, AURKA, BRCA1, BUB1, BUB1B, CDT1, and PTTG1 are listed on the breast cancer gene list in Genetic Association Database (GAD) [1] . Furthermore, the 37 marker genes in the subnetwork are also enriched by cell cycle process, nuclear division, DNA replication, DNA metabolic process, and ATP binding, all of which are well-known cancer relevant GO functions. The top 100 signature genes identified by Signed-NP enriched 83 GO functions (p-value<0.01) and the ones identified by CC only enriched 47 GO functions. The most significantly enriched GO functions are listed in Table 3 . It is clear that Signed-NP identified signature genes that are more functionally coherent.
Genomic Feature Selection on Sample-feature
Bipartite Graphs
Data Preparation
We prepared two microarray gene expression datasets [18, 17] to study breast cancer metastasis and one arrayCGH dataset to study bladder cancer [2] . The dataset (Rosetta) in [18] measures expression profiles of 24,481 genes generated by Agilent oligonucleotide Hu25K microarrays. This dataset contains 97 patient samples among which 51 patients were free of disease after their diagnosis for an interval of at least To avoid additional processing of the data, the five Affymetrix datasets were not used in this experiment. The arrayCGH dataset Blaveri [2] was generated with a HumanArray 2.0 array consisting of 2,464 probes at 1.5Mb resolution. After pruning, the dataset contained 98 samples and 2,142 probes. We classified the patient samples by the tumor stage. Signed-NPBi was compared against SVM with linear and RBF kernels and the bipartite network propagation algorithm (NPBi) [8] . To apply NPBi, each feature in the datasets was split into two features to represent the positive portion and the negative portion in the original features. The parameter α for both Signed-NPBi and NPBi was chosen from {0.95, 0.5, 0.1} in the analysis. Signed-NPBi was tested on the two breast cancer gene expression datasets. We performed four-fold cross-validation on each of the two datasets with two folds for training, one fold for validation, and one fold for testing. We first initial-ized the patient labels in the validation fold to zero and combined the training folds to learn the model and tune the best regularization parameter α. The results on the test fold with the optimal α are reported to measure the prediction performance. We repeated the four-fold cross-validation 100 times on each dataset for Signed-NPBi, NPBi, and SVM (linear and RBF kernel) with the same setting. The mean AUC scores for classifying patients in the test fold are shown in Table 4 . The results on the Rosetta dataset in Table 4 show that Signed-NPBi outperformed both NPBi and SVM with linear or RBF kernel. On the Vijver dataset, Signed-NPBi also performed better than NPBi. Although the SVMs get better classification performance on Vijver dataset, SignedNPBi also performed reasonably well. The results support that network propagation on signed bipartite graphs improved classification over propagation on positively weighted graphs. We then evaluated Signed-NPBi on the bladder cancer CNV dataset (Blaveri) . The cross-validation setup in this experiment was the same as the setup in section 3.2.2. The mean AUCs are reported in Table 5 . Signed-NPBi also outperformed NPBi and SVMs.
Classification of gene expressions
Classification of CNV data
Interpretation of CNV Detection with SignedNPBi
Finally, we evaluated how well Signed-NPBi smooths the CNV data in order to remove noise and identify bi-clusters. Signed-NPBi smooths the weighting of adjacent probes since the probes in proximity are more likely to be correlated. To demonstrate the smoothing effect we plot the weights of CNVs on chromosome 17 obtained by Signed-NPBi and Correlation Coefficients in the top half of Figure 5 . In the region between probe index 60-135, CC and Signed-NPBi with α = 0.1 detected low association with tumor stage while Signed-NPBi with α = 0.8 and α = 0.95 detected a negative association. By examining the probe log-intensityratios across the patients shown in the bottom half of Figure  5 , we can confirm an amplification bi-cluster within the negative group in this region which was not captured by CC or Signed-NPBi with small α. This example shows the strength of Signed-NPBi to recover hidden bi-clusters in CNV data by taking into account the dependence between nearby probes.
CONCLUSION
In this paper, we present network propagation models on signed graphs for feature selection and classification in highdimensional microarray gene expression and copy number variation data. Network propagation is a promising approach to explore modular structures such as clusters or bi-clusters hiding in high-dimensional data. The signed network propagation models are a useful and important gen- eralization for modeling positive and negative relations in biological networks. Since network propagation methods explore graph structures they are usually more computationally demanding compared with other simpler feature selection methods. Our future work will focus on developing approximations based on sparse structures to improve efficiency. In addition, we also plan to further investigate other regularizations of the signed graph Laplacian to improve the applicability and flexibility of the models.
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