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Three experiments investigated the effects of fixed-ratio reinforcement on generalized self-control involving high effort and punishment. In Experiment 1, rats received food in a runway for the completion of each round trip (continuous-reinforcement group) or every fifth round trip (fixedratio group). Control rats received food at the same temporal intervals as these groups but without any instrumental requirement. When all rats were next given a series of choices between a large food reward requiring high lever force versus a small reward requiring low lever force, the fixed-ratio rats showed the greatest self-control. In Experiments 2 and 3, rats were rewarded on a continuous or fixed-ratio schedule followed by choice between a large food reward accompanied by intermittent shock versus a small or absent food reward without shock. The fixed-ratio rats again showed the greatest self-control.
Self-control refers to an individual's decision to undergo the increased costs that may be necessary to achieve the larger of alternative goals. In the natural environment, self-control may involve a required long delay of reinforcement (Mischel, 1974) , high effort (Eisenberger, Mitchell, & Masterson, 1985; Mischel, 1974) , or punishment (Dollard & Miller, 1950) . Most research on self-control involves delay, the choice between the early receipt of a small reinforcer versus the deferred delivery of a large reinforcer (Ainslie, 1974 (Ainslie, , 1975 Logue, 1988; Navarick & Fantino, 1976; Rachlin, 1974 Rachlin, , 1976 Rachfin & Green, 1972) .
A variety of findings suggest that self-control involving delay is hindered by the precipitous decrease of the value of reinforcers with initial delay, there being a slower decline with further delay (Aiuslie, 1974; Ainslie & Herrnstein, 1981; Green, Fisher, Perlow, & Sherman, 1981; Green & Snyderman, 1980; Navarick & Fantino, 1976; Rachlin & Green, 1972) . Research using pigeons, rats, and children indicates that the effects of reinforcement delay depend on experience, with the repeated receipt of long delays acting to increase subsequent self-control in both familiar and novel contexts (Eisenberger & Adornetto, 1986; Eisenberger & Masterson, 1986; Eisenberger, Masterson, & Lowman, 1982; Logue & Mazur, 1981; Logue, Rodriguez, Pena-Correal, & Mauro, 1984; Mazur & Logne, 1978) . The present research investigates the possibility that experience with rewarded high effort might produce similar generalized effects on self-control involving required effort and punishment.
Adding a response requirement to delay was found to lessen pigeons" choice of a delayed large reward (Grossbard & Mazur, 1986) , indicating that required high effort may reduce selfcontrol. Research on the generalized effects of rewarded high effort suggests that effort training might increase self-control involving effort. Various findings suggest that required high effort with one or more behaviors raises the effort subseCorrespondence concerning this article should be addressed to Robert Eisenberger, Department of Psychology, University of Delaware, Newark, Delaware 19716. quently exerted in other behaviors. For example, rats' speed of runway traversal during extinction was greater following a required high number of lever presses per reinforcer (MeCuller, . Runway speed during reinforced trials, as well as extinction, was greater after a series of maintenance feedings that required the rats to gnaw pellets through wire mesh, as compared to feedings with the food placed on the cage floor (Eisenberger, Masterson, & Over, 1982) . The rate of free-operant shuttling back and forth in a runway, rewarded continuously or intermittently, was enhanced by prior reward for high lever force or a high ratio of lever presses (see Eisenberger, Carlson, & Frank, 1979; Eisenberger, Carlson, Guile, & Shapiro, 1979; Eisenberger & Masterson, 1986; Eisenberger, Masterson, & Over, 1982; Eisenberger, Terborg, & Carlson, 1979) . The rate of free-operant lever pressing was greater following a rewarded high ratio of runway traversals (Eisenberger, Carlson, Guile, & Shapiro, 1979; Wenrich, Eckman, Moore, & Houston, 1967) .
The transfer of effort across behaviors has been attributed to the counterconditioning of frustration-produced disruptive responses (Amsel, 1958 (Amsel, , 1972 McCuller et al., 1976; Wong, 1977 Wong, , 1978 Wong, , 1979 and to the reinforcement of high energy expenditure (Eisenberger & Adometto, 1986; Eisenberger, Carlson, Guile, & Shapiro, 1979; Eisenberger, Heerdt, Hamdi, Zimet, Bruckmeir, 1979) . It follows from these views, to be described in more detail in the General Discussion section, that reinforced high effort should increase the effort exerted in subsequent tasks. Therefore, fixed-ratio training should produce a generalized increase of self-control involving effort.
Because the self-control model was designed to account for human behavior, its utility ultimately depends on human applications (Catania, 1983; Adomjan, 1987) . The effects of delay of reinforcement on self-control, as found with animals, have also been reported with humans (Millar & Navarick, 1984; Navarick, 1982; Solnick, Kannenberg~ Eckerman, & Waller, 1980) . In contrast, generalized effects of reinforced effort on self-control, as found with humans, have not yet been reported with nonverbal organisms. Following reward 383 for high effort on preliminary tasks, preadolescent children increased their selection of a large reward requiring high effort over a small reward requiring low effort (Eisenberger & Adornetto, 1986; Eisenberger et al., 1985) . Although consistent with the view that reinforced effort increases generalized selfcontrol, the implications of this finding for basic behavioral processes are complicated by children's mediational capacities (Ainslie, 1975; Bandura, 1986) . More definitive evidence could be obtained by research with nonverbal organisms. The first experiment of this article used rats to test the effects of reinforced effort on generalized self-control involving effort.
Self-control in the natural environment also frequently involves the toleration of punishment. Renner (1964 Renner ( , 1966b Renner ( , 1967 proposed that choice behavior depends on the summarion of all the positive and negative consequences associated with each alternative. In order to investigate self-control involving punishment, he gave rats the choice between a reward + punishment combination versus the absence of both reward and punishment. Selection of a food + shock combination increased with the amount of food and the degree of food deprivation, and decreased with the length of the required wait for the food and with the intensity of the shock. The choice between two intensities of aversive stimulation is also influenced by the relative delays before the start of punishment (Deluty, 1978) . These results support a broadened conception of self-control, involving the choice to tolerate one or more costs (e.g., delay, effort, punishment) to obtain a reinforcer.
The second and third experiments of this article investigated the effects of effort training on generalized self-control involving punishment. Ratio schedules of reward have been found to increase rats' subsequent resistance to punishment involving the same task (Brown & Wagner, 1964; Dyck, Mellgren, & Nation, 1974; Halevy, Feldon, & Weiner, 1987) . However, there are no studies concerning the effects of ratio schedules on subsequent resistance to punishment involving a different task. Learned-industriousness theory and frustration theory predict that fixed-ratio reward would increase subsequent resistance to punishment involving different behaviors, including self-control situations.
Experiment 1
Rats received food in a runway for the completion of each round trip (continuous-reinforcement, or CRF, group) or every fifth round trip (fixed-ratio, or FR, group). Next, selfcontrol involving effort was tested by giving repeated choices of exerting low force on one lever for a small reward versus exerting high force on the alternative lever for large reward. Choice of the high-force lever would involve the transfer of effort both to a different behavior (lever pressing instead of runway shuttling) and a different dimension of reinforced performance (response force instead of frequency).
To prevent a ceiling on choice performance, an intermediate level of baseline self-control was first established by gradually adjusting the force required for the large reward until preference stabilized at a medium level. Then the animals were assigned randomly in equal numbers to four groups and received extended free-operant runway training. Because the FR group experienced a greater duration between reinforcer presentations than the CRF group, two yoked groups were included to control for the interreinforcement interval. Each time a rat in the FR group received a pellet, a paired rat in the FR-yoked group received a free food pellet in a similar runway. Thus, each rat in the FR-yoked group received the same number and temporal distribution of pellet presentations as its paired FR rat, but without the instrumental requirement. Each rat in the CRF-yoked group was similarly paired with a rat in the CRF group.
Following runway training, the rats were returned to the choice apparatus, and self-control of effort was again assessed. If required high effort has generalized effects on self-control involving effort, the FR group should show a greater preference for the high-effort compartment than the three remaining groups.
Method
Subjects and apparatus. The subjects were 20 male Wistar rats, obtained from the Charles Rivers Breeding Labs, Wilmington, Massachusetts. They were 80 days old at the start of the experiment.
Beginning 1 week prior to the start of the experiment, the rats received 18 g of food per day, including that consumed in the experimental session. Baseline and test levels of self-control were measured in a wooden T-shaped maze, consisting of a start box, a choice area, and two goal boxes that branched off at right angles from the start box. The walls were constructed of wood, the floor was wire mesh, and the roof was clear Plexiglas. Metal guillotine doors separated the start box from the choice area, the choice area from the goal boxes, and each goal box from a Gerbrands lever that protruded from the goalbox end wall. The start box was 30.3 cm x 12.7 cm x 15 cm, the choice area was 16 cm x 12.7 cm x 15 cm, and each goal box was 38 cm x 12.7 cm x 15 cm. Each goal box contained a metal cup 3.8 cm in diameter located 15 cm from the choice guillotine door. Gerbrands feeders dispensed 45-rag Noyes food pellets.
Effort training was carried out in two identical runways (122 cm x 9.2 cmx 13.3 cm). The floors and walls of each runway were constructed of wood, and the roof was rippled Plexiglas. Attached to one end wall of each runway was a food cup 3.8 cm in diameter. A black line running across the ceiling's width, 26.4 cm from the end wall, cued each FR and CRF rat the distance it would have to travel on round trips.
Procedure. To habituate the rats to the choice apparatus, they were confined twice in each of the two goal boxes with 10 food pellets present in the food cup. For half the l:ats, the order of daily placements in the goal boxes was: left, right, right, left. This order was reversed for the remaining rats.
Each rat then received four sessions of magazine training in the choice apparatus goal boxes during which time 25 food pellets were presented on a variable-time 60-s schedule. The order of placements between the two boxes was the same as in the preceding habituation sessions. The rats were next randomly assigned to either the left goal box or the right goal box for lever-press shaping. The rats were shaped to press a lever requiring 32 g of force, with the session continuing until 50 consecutive unassisted presses were completed.
On Days 2-9, each rat received four blocks of 25 rewarded lever presses per day, alternating between the two goal arms. On Day 4, each rat was randomly assigned one of the goal boxes as the highforce box (H) and the other box as the low-force box (L) . Extensive pilot work with other rats established the size of the daily increases in required lever force in H that could be accomplished without extinguishing the animals, and a ratio of reward sizes between H and L that would not result in a dominant preference for either goal box.
On Day 4, the force requirement in H was raised to 48 g for the first block of 25 lever presses and then to 58 g for the second block. The force requirement in H was next raised to 78 g on the second block of Day 5, and to 85 g on the second block of Day 6. In order to compensate for the increased force requirement, the reward for each press in H was increased from one to two pellets at the beginning of Day 6.
To increase the salience of the difference in effort required in the two goal boxes, the number of presses required for reward (the FIR) was next increased progressively in both goal boxes. On Day 7, the FR was 2 for the first trial block in each goal box, followed by FR 5 for the second block. On Day 8, beginning with the second trial block, 7 presses were required in each goal box. This ratio requirement stayed the same for the remainder of the experiment.
Choice training commenced on Day 10. Each daily session consisted of 10 trails beginning with 1 forced trial to each goal box, followed by 8 choice trials. Forced trials were accomplished by closing the appropriate choice-point doors. The direction of the first forced trial was counterbalanced across sessions. On each choice trial, the rat was placed in the start box with the guillotine doors closed. After 10 s, the doors to the choice area and goal boxes were opened and the rat was allowed to choose between H and L. When the rat entered H or L, the goal-box door was closed behind it, and the door coveting the lever was opened. After the rat pressed the lever seven times with the required degree of force, the food reward was presented and the lever was again covered by lowering the guillotine door. The rat was allowed up to a maximum of 10 s to consume the reward. Then the rat was returned to the start box for the next trial.
Beginning on Day 11, each rat received choice training in which the force requirement in H was gradually adjusted in order to obtain an intermediate preference between the two compartments. Choice sessions continued for each rat until, with the force requirement stabilized, the number of choices of H stayed in a range of three to five per session (out of a possible maximum of eight) on each of six consecutive sessions.
Following choice training, the rats were randomly assigned to the four groups, and runway training commenced. In order to earn pellets, the CRF and FR animals were required to complete round trips, which involved moving 91.5 cm away from the food cup and then returning to within 24.6 crn. Rats learn this task without shaping (Eisenberger, Carlson, Guile, & Shapiro, 1979) . On Days 1 and 2 of runway training, the FR animals made one round trip per pellet until 32 pellets were dispensed. Two round trips were required per pellet on Days 3-6, and three round trips on Days 7-10. On Days 11-14, four round trips were required per pellet until a total of 24 pellets were earned. On Days 15-18, five round trips were required per pellet until 20 pellets were obtained. The CRF group earned the same total number of pellets in each session as the FR group but was required to complete only one shuttle per food pellet. Each FR-yoked rat received a pellet without an instrumental requirement at precisely the same time its paired FR rat was rewarded. Similarly, each CRFyoked rat received a pellet, without any instrumental requirement, every time its lmired CRF rat completed a round trip. To control for possible differences between the two runways, the animals aiternated between them from session to session.
The animals were next returned to the T-maze for 12 self-control test sessions conducted exactly as in terminal baseline self-control sessions.
Results and Discussion
Fixed ratio reward in the runway increased subsequent selfcontrol involving the force of lever pressing. The FR group demonstrated greater self-control than the other groups, among which the differences were statistically unreliable.
An average of 23 choice sessions were required for the rats' baseline serf-control to stabilize at an intermediate level. During the final 6 baseline choice sessions, the high-force compartment was chosen an average of 4.2 out of 8 times. This preference did not differ reliably across groups, F(3, 16) --.26, p > .75. The terminal lever force associated with the larger reward also did not differ reliably across groups, M = 104 g" F(3, 16) = .57, p > .50.
During subsequent runway training, the fixed-ratio schedule produced an average interval of 80 s between food presentations for the FR group and its yoked FR-yoked group. The continuous-reinforcement schedule produced a shorter average interval of 19 s between food presentations. This 61-s difference between free food presentations for the FR-yoked versus CRF-yoked groups is similar to a 72-s difference 013-tained in a previous study that yielded reliable effects of delay training on generalized self-control involving delay (Eisenberger, Masterson, & Lowman, 1982) . Following some exploratory behavior in the runway during early training sessions, the yoked groups receiving noncontingent food presentations spent most of their time close to the feeder. Consistent with previous findings of a lack of effect of the interval between noncontingent food presentations on general activity (Eisenberger, Terborg" & Carlson, 1979) , there were no noticeable differences in the activity of the FR-yoked and CRF-yoked groups. Figure 1 illustrates the similarity across groups of terminal baseline self-control and the greater self-control following effort training by the FR group than each of the other groups. Figure 1 . The mean number of choices of a compartment providing two pellets reward for exerting high lever force versus a compartment providing one pellet reward for exerting low lever force. (The number of high-effort choices averaged over the last 6 basefine sessions [PRE] is given first, followed by each of the 12 test sessions. The FR-exp group was previously rewarded in a runway for the completion of every five round trips, whereas the CRF-exp group was rewarded for each round trip. The FR-yoked and CRF-yoked groups received food presentations in the runway at the same temporal intervals as the FRexp group and CRF-exp group, respectively, without an instrumental requirement.)
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within-group regression slopes are homogeneous (Huitema, 1980) was met, F(3, 12) = .56, p > .60. There were statistically reliable effects for groups, F(3, 15) -3.26, p < .05, and trial blocks, F(2, 30) = 10.2, p < .001. The interaction between group and trial block did not approach significance. Planned comparisons using the covariate-adjusted means and the appropriate pooled error term from the ANCOVA revealed that the FR group chose the high-effort, large-reward goal box more frequently than the CRF group, the FR-yoked group, or the CRF-yoked group, ts(15) = 2.25, 2.84, and 2.43, respectively, all ps < .05. The FR group showed a highly reliable increase in self-control above its baseline level, t(4) = 5.72, p < .001, whereas the difference for each of the other groups did not approach statistical significance. These findings provide the first demonstration with nonverbal organisms that fixed-ratio reward increases generalized self-control involving effort.
Experiment 2
The second experiment tested the effects of fixed-ratio reward on generalized self-control involving punishment. To establish a baseline level of performance against which the decremental effects of punishment could be assessed, all animals initially received a series of choices between a compartment that allowed food-contingent lever pressing versus an empty second compartment. The rats then received food in a runway on a continuous-reinforcement or fixed-ratio schedule. Finally, the rats were returned to the choice apparatus for a series of sessions conducted as before except that lever pressing was now accompanied by periodic shock. Generalized self-control involving punishment would be indicated by the greater number of choices of the shock + food compartment by the fixed-ratio group than the continuous-reinforcement group.
Method
Subjects and apparatus. The subjects were 10 male Wistar rats, 80 days old, obtained from Charles Rivers breeders. To reduce individual differences in weight gain, each rat was maintained at a steady 0.8% dally weight increase. This required an average daily feeding amount close to the 18 g used in the preceding experiment. Initial choice training and the choice test were conducted in two identical rectangular boxes that measured 47.0 cmx 20.3 cmx 20.3 cm. The front and back walls and hinged roof of each choice apparatus were constructed of clear Plexiglas, the end walls were metal, and the floor consisted of circular metal bars that were 0.2 cm in diameter and were spaced 1.27 cm apart. A Plexiglas guillotine door, painted black, straddled the box at midpoint and could be lowered to create two compartments, confining the animal in either half of the apparatus. A lever, having a force requirement of 30 g, protruded 1.43 cm from the end wall of the reward compartment. The lever was 4.76 cm wide and was located 7.62 cm above the floor bars. An opening in the wall, 4.44-cm square and adjacent to the lever, gave access to the food cup. Gerbrands feeders dispensed 45-mg Noyes food pellets. The floor bars were wired to a scrambler that was connected to an E6070B Grason Stadler shock generator. The runways were the same as those used in the first experiment.
Procedure. To acclimate the rats to the choice apparatus, they were placed in the rewarded compartment with the guillotine door blocking off the other compartment and with ten 45-mg Noyes food pellets present in the food cup. Next, the rats received four sessions of magazine training in the rewarded compartment, with 25 food pellets presented per session on a variable-time 60-s schedule. The rats were then shaped to lever press with the session continuing until 50 unassisted presses in a row were completed.
The rats then received five choice trials per day. On each trial, the rat was placed in the center of the apparatus and allowed 10 s to move into the right or left compartment as the guillotine door slowly closed. Following the choice, the animal was confined in the chosen compartment for 4 rain. Selection of the rewarded compartment allowed the animal to lever press for food on a continuous-reinforcement schedule.
In order to equate the time spent in the rewarded compartment and the empty compartment, each rat at the conclusion of its stay in a chosen compartment was removed and placed directly into the alternative compartment. There, the rat was confined for 4 min with the guillotine door closed. On each occasion that the rat was in the rewarded side, whether by choice or placement, it was allowed to lever press for food on a continuous reinforcement schedule. Following each placement trial, the rat was returned to its home cage where it remained for 30 rain until the next choice trial. The short time interval between the animal's choice trial and its placement in the alternative compartment, and the long interval between choice trials, were used to reduce the substantial degrees of spontaneous alternation found in pilot work with short intervals between trials. Choice training continued for a given animal until it chose the rewarded compartment at least 12 times on each of two consecutive blocks of 15 trials.
The rats were next randomly assigned in equal numbers to the FR and CRF groups and received 18 runway training sessions that were conducted as in the preceding experiment. The rats were then returned to the choice apparatus for 15 test sessions. The procedure remained exactly as in choice training except that, beginning with the second test session, the rats were periodically administered a 0.5-s, 0.35-mA (100 V) shock in the rewarded compartment. An average of three shocks (range 1-4) were distributed randomly across the five daily periods spent in the rewarded compartment (including placement trials), with the restriction that no more than one shock occur on a single trial and that a shock not occur within 15 s of the beginning or the end of a trial. As a result of the placement procedure, equal amounts of time were spent in each compartment, and each rat received the same total number of shocks and duration of access to the lever. This procedure had the advantage that the differences in choice performance by the FR and CRF groups would reflect the effects of repeated shock rather than simply any lasting effects of initial shock.
Results and Discussion
Fixed-ratio reward in the runway increased subsequent selfcontrol involving punishment in the choice apparatus. The FR rats showed a substantially greater preference for the food + shock compartment throughout testing than did the CRF rats. Intermittent punishment lessened selection of the rewarded compartment by every rat, but the effect was much less severe among those rats previously reinforced for high effort in the runway. Once inside the food + shock compartment, the FR rats lever pressed at a greater rate both before and after a trial's first shock.
The number of choices of the rewarded compartment, averaged over the last three training sessions, was 4.8 out of 5 times for the rats that would be subsequently assigned to the FR group and was 5.0 for the rats later assigned to the CRF group. As may be seen in Figure 2 , when the rats were returned to the choice apparatus following runway training, 
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Figure2. The mean number of choices of a compartment providing continuous reward for lever pressing (Session 1) with the subsequent addition of periodic electric shock (Sessions 2-15) versus a second compartment that provided neither food nor shock. (The FR group was previously rewarded in a runway for the completion of every five round trips, whereas the CRF group was rewarded for each round trip.) both groups showed a strong initial preference for the rewarded compartment. Following the introduction of punishment (Sessions 2-15), the decline in choice of the reward + punishment compartment was less by the FR group than the CRF group. By the final test session, the CRF group's choice of the reward + punishment compartment was virtually nil, whereas the FR group continued to choose the reward + punishment compartment on about half the trials. Table 1 shows that in the final test session, 4 of the 5 CRF rats avoided the food + shock compartment on every choice and that the remaining CRF rat chose the food + shock compartment only once. Thus, in the final session, every FR rat chose the reward + punishment compartment more frequently than every CRF rat. An analysis of variance (ANOVA) Was used for the choice data, rather than an ANCOVA as Was used in the first experiment, because the similar baseline preferences by all the rats in the second study minimiTed the predictive value of the covariate (Kirk, 1968) . The 2 (Group) × 15 (Test Session) ANOV^ showed a greater choice of the food + shock compartment throughout the tests by the FR group than the CRF group, F(I, 8) = 15.1, p < .01, and a decrease in preference for the food + shock compartment over sessions, F(2, 16) ffi 43.3, p < .001. The interaction between group and test session did not approach statistical significance.
Because both the total time and frequency of shock in the two compartments were equated for the two groups by the use of direct placements, it is possible to compare the frequency of food-contingent lever pressing by both groups in the reward + punishment compartment. Planned comparisons involving lever pressing were one-tailed, as supported by the consistent direction of previous findings concerning the generalization of effort from runway traversal to lever pressing. The rate of lever pressing following shock, averaged across the test sessions in which shock was administered (Sessions 2-15), was greater for the FR group than the CRF group, 3.27 versus 2.00 lever presses per min, t(8) = 1.85, p = .05. The FR group also lever pressed at a greater average rate than the CRF group prior to the first shock on the same test sessions, 7.01 and 5.08 lever presses per rain, t(8) = 1.88, p < .05. Thus, the greater resistance to punishment, previously found following intermittent reinforcement (Brown & Wagner, 1964; Dyck et al., 1974; Halevy et al., 1987) , generalized across behaviors.
It might be supposed that the greater frequency of choice of the food + shock alternative by the FR group was mediated entirely by this group's higher rate of lever pressing. For example, the greater amount of food earned in the food + shock compartment by the FR rats may have counterconditioned some of the fear associated with the compartment. However, an ANCOVA showed that, controlling for the amount of lever pressing during test trials, the FR group still had a stronger preference for the food + shock alternative than the CRF group, F(1, 7) = 75.3, p < .001. The analysis met ANCOVA'S assumption of homogeneity of within-group regression slopes, F(1, 6) = .85, p > .39. This suggests that effort training produced a generalized increase of self-control involving punishment.
Experiment 3
The results of the second experiment were interpreted to indicate that fixed-ratio reward increases generalized selfcontrol involving punishment. The present experiment was 6  4  3  3  3  1  2  2  3  2  5  4  I  I  I  I  7  5  2  5  4  4  3  2  2  2  5  1  2  3  0  0  8  5  5  5  5  5  5  4  2  3  2  2  3  2  I  0   9  3  3  3  3  2  1  2  2  2  1  2  2  0  1  0  10  5  5  1  0  0  0  0  2  1  2  0  !  1  0  0 Note. There were five choices per session. Shock began on Session 2.
designed to rule out alternative explanations for the results. Experiment 2 lacked control rats fed at the same temporal intervals as the fixed-ratio and continuous-reinforcement groups but without any instrumental requirement. It is possible that the greater choice of the shock + food compartment by the FR rats than the CRF rats was due simply to the longer interreinforcement intervals experienced during runway training. Therefore, as in the first experiment, the third experiment used control rats that were fed in the runway at the same temporal intervals as the FR rats and CRF rats but without any instrumental requirement. Because in the second experiment the FR animals lever pressed more than the CRF animals in the food + shock compartment, it is possible that the greater preference for that compartment by the FR groups was mediated entirely by the anxiety-reducing effects of the added lever pressing for food. As previously noted, a statistical analysis that controlled for lever-press rate found a greater preference for the food + shock compartment by the FR rats than the CRF rats. To obtain more definitive evidence, it was advisable to investigate experimentally whether generalized self-control involving punishment can be obtained without such differences in appetitive responding. Thus, the present experiment eliminated the instrumental requirement for obtaining food in the shock compartment.
In the second experiment, the rats chose between food + shock and the absence of both food and shock. Although the absence of food reward for choosing the nonshock alternative is consistent with Renner's (1964 Renner's ( , 1966b Renner's ( , 1967 approach to the combined effects of reward and punishment on choice behavior, many self-control situations do involve a small reward associated with the impulsive alternative. The third experiment therefore provided a choice between a large amount of food plus occasional shock versus a small amount of food without shock.
Method
The subjects were 28 rats that were 80 days old, obtained from Charles Rivers breeders. The apparatus was the same as in the second experiment except that the levers were removed from the choice box. To acclimate the rats to the choice box, they were confined for 20 min in each compartment with 10 pellets present in the food cup.
The rats then received 5 choice trials per session. On each trial, the rat was placed in the center of the apparatus and allowed 10 s to move into the right or left compartment as the guillotine door slowly closed. Following the choice, the animal was confined in the chosen compartment for 30 s. In the large-reward compartment, which was randomly assigned as left or right, 10 pellets were immediately released down a tube and into the food cup. In the small-reward compartment, 1 pellet was delivered. In order to equate the amount of total time spent in the two compartments, each rat at the conclusion of its stay in a chosen compartment was removed and placed directly into the alternative compartment with the choice-point door closed. There, the rat immediately received the number of pellets assigned to the compartment, and was removed 30 s later. Choice training continued for a given animal until it chose the large-reward compartment on at least 9 out of 10 consecutive trials.
The rats were next randomly assigned in equal numbers to the FR group, FR-yoked group, CRF group, and CRF-yoked group, and received 18 runway training sessions that were conducted as in the first experiment. The rats were then returned to the choice apparatus for 12 test sessions. The procedure remained as in choice training except that, beginning with the second test session, the rats were periodically administered a 0.5-s, 0.35-mA ( 100 V) shock in the largereward compartment at the completion of their 30-s stay. An average of three shocks (range I-4) were presented in each session (including placement trials) with the restriction that no more than one shock occur during a single trial. As a result of the placement procedure, the amounts of food and shock in each compartment were equated across groups.
Results and Discussion
Consistent with the results of the second experiment, fixedratio reward in the runway increased subsequent self-control involving punishment in the choice apparatus. The FR group demonstrated a substantially greater number of choices of the combination of a large reward and shock over a small reward than did the other groups, among which the differences did not approach statistical significance. The intermittent punishment lessened selection of the large-reward compartment by CRF group and the yoked groups but had little effect on the P~ group.
The average number of baseline choice trials required to reach a criterion of 9 out of l0 consecutive selections of the large-reward alternative was 29.4 for the FR group, 29.6 for the CRF group, 29.4 for the FR-yoked group, and 29.8 for the CRF-yoked group. During subsequent runway training, the fixed-ratio schedule produced an average interval of 81 s between food presentations for the FR group and its yoked control group versus a 15-s average interval for the CRF group and its yoked control group. This 66-s difference between free food presentations for the FR-yoked versus CRF-yoked groups is similar to the 61-s difference found in Experiment 1 and to the 72-s average interval in a previously mentioned study that obtained reliable effects of delay training on generalized self-control involving delay (Eisenberger, Masterson, & Lowman, 1982) .
As shown in Figure 3 , when the rats were returned to the choice apparatus following runway training, all four groups showed a strong initial preference for the large-reward compartment. After the introduction of punishment (Sessions 2-12), the choice of the large-reward + shock alternative declined to less than half of its original level for the CRF, FRyoked, and CRF-yoked groups but showed little change for the FR group.
A 4 (group) x 3 (trial block of four test sessions) ANOVA indicated statistically reliable effects for group, F(3, 24) = 2.75, p < .05, trial block, F(2, 48) = 8.53, p < .001, and the Group x Trial Block interaction, F(6, 48) = 3.11, p < .05. Planned comparisons indicated that for the first four shock sessions the mean number of choices of the large-reward + shock compartment was greater by the FR group than the CRF-yoked group, t(24) = 2.04, p < .05, and no other differences approached statistical significance. The FR group showed little decrement in preference for the large-reward + shock compartment during subsequent sessions, whereas the remaining groups underwent a considerable decline. The average number of self-control choices of the FR group during the final four shock sessions was reliably greater than by the Figure 3 . The mean number of choices of a~compartment providing 10 food pellets (Session 1) with the subsequent addition of an intermittent electric shock (Sessions 2-12) versus a second compartment that provided a single pellet and no shock. (The FR-exp group was previously rewarded in a runway for the completion of every five round trips, whereas the CRF-exp group was rewarded for each round trip. The FR-yoked and CRF-yoked groups received food presentations in the runway at the same temporal intervals as the FR-exp group and CRF-exp group, respectively, without an instrumental requirement.)
CRF group, t(24) = 3.33, p < .01, the FR-yoked group, t(24) --3.45, p < .01, and the CRF-yoked group, t(24) = 2.07, p < .05. Differences among the latter three groups did not approach statistical siL-mificance. The greater self-control involving punishment for the FR group than the CRF group suggests that the self-control findings of the second experiment were not mediated solely by differential operant responding during the animals' confinement in the punishment chamber. The greater self-control demonstrated by the FR group than the yoked control groups, together with the absence of a reliable difference between the yoked groups, shows that the generalized effects of fixed-ratio training on self-control involving punishment are not attributable to an increased interreinforcement interval. Combining across all test trials, the FR-yoked group chose the largereward + shock compartment nonsignificantly less than did the CRF-yoked group. Moreover, the difference between the FR-yoked group and CRF-yoked group did not approach statistical significance during any phase of test.
General Discussion
Fixed-ratio reward increased generalized self-control involving effort and punishment. In the first experiment, increasing the required ratio of runway traversals for food reward raised rats' subsequent preference for a large reward requiring high lever force over a small reward requiring low lever force. Therefore, fixed-ratio training raised subsequent self-control involving both a different behavior (lever pressing as compared to runway shuttling) and a different dimension of reinforced performance (response force as compared to frequency). In the second experiment, fixed-ratio reward in the runway increased the subsequent preference for foodcontingent lever pressing that required periodic shock versus the absence of.both food and shock. The third experiment found that fixed-ratio reward in the runway increased the later preference for a large amount of food that was associated with periodic shock over a small amount of food without shock. Thus, fixed-ratio reward produced a generalized increase in resistance to aversive stimulation.
The greater self-control involving effort that followed fixedratio reward is consistent both with the learned-industriousness and frustration-theory approaches. The learned-industriousness view holds that the degree of energy expenditure can be conditioned independently of the particular behavior involved (Eisenberger & Adometto, 1986; Eisenberger, Carlson, Guile, & Shapiro, 1979; Eisenberger, Heerdt, Hamdi, Zimet, & Bruckmeir, 1979) . Therefore, the reinforcement of high energy expenditure would produce a generalized in~ of effort.
The learned-industriousness view assumes that organisms learn which tasks and which dimensions of performance on a given task increase reward for greater effort. I.earned effort would be channeled into those tasks and types of performance that reward greater energy expenditure. For example, rats rewarded for high lever force increased their subsequent performance in two dimensions of operant runway traversed that influenced the rapidity of reward: the speed of traversal and the shortness of pauses between runs (Eisenberger, Carson, Guile, & Shapiro, 1979) . Further, learning-disabled children who were reinforced for one of two dimensions of performance, speed or accuracy, generalized this learning to different tasks (Eisenberger, Mitchell, McDermitt, & Masterson, 1984) . In a self-control situation, ow, anisms should learn the alter-native that provides reward for greater effort and channel conditioned energy expenditure accordingly.
Generalized effects of reinforced effort on self-control are also predicted by Amsel's (1958 Amsel's ( , 1972 frustration theory. According to Amsel, the repeated presentation of a reinforcer produces an anticipatory goal reaction. Any impediment to obtaining the anticipated reinforcer yields frustration and an associated aversive emotional reaction (Amsel, 1958 (Amsel, , 1972 Daly, 1969) . Fixed-ratio reward would result in the conditioning of anticipatory frustration to situational cues, with associated disruptions of performance. As a result of additional training, anticipatory frustration would be paired repeatedly with reinforcement and become established as a condition elicitor of the anticipatory goal reaction and the instrumental response. It follows that resistance to the disruptive effects of frustration would be greater following fixed-ratio reinforcement than after continuous reinforcement.
The second and third experiments tested the generalized effects of hxed-ratio reward on subsequent self-control involving punishment. Prior research showed that intermittent reward increased rats' later resistance to punishment involving the same task (Brown & Wagner, 1964; Dyck et al., 1974; Halevy et al., 1987) . The present research extends these findings by demonstrating that fixed-ratio reward increases subsequent resistance to punishment involving a different task. Increasing the required ratio of runway traversals raised the subsequent choice of reward at the cost of punishment. Therefore, fixed-ratio reward produced a generalized increase in self-control involving punishment.
In the second experiment, the receipt of food in the punishment situation required lever pressing. Such postchoice instrumental performance in the punishment situation itself was increased by prior fixed-ratio training in the runway. The rate of food-contingent lever pressing in the shock compartment was greater in the fixed-ratio group than in the continuous reinforcement group both before and after a trial's first shock. These results are not an artifact of differing amounts of time spent in the reward + punishment compartment. Because each choice trial was followed by a placement in the alternative compartment, the rats spent an equal amount of time in the two compartments and received the same amount of shock. Therefore, fixed-ratio training produced generalized increases in resistance to punishment involving both selfcontrol and operant performance.
The findings are consistent with Renner's (1964 Renner's ( , 1966b Renner's ( , 1967 view that choice behavior depends on the summation of the positive and negative consequences associated with each alternative. Renner showed that the selection of a reward + punishment combination was influenced by the current parameters of reinforcement, deprivation, and past learning. Together with previous findings concerning self-control involving punishment (Dcluty, 1978) , the present results support a broadened conception of self-control, involving the choice to tolerate one or more costs (e.g., delay, effort, punishment) to obtain reinforcement.
The increased self-control involving punishment that followed fixed-ratio reward is consistent with the learned-industriousness view, according to which reinforced high-energy expenditure would raise the organism's subsequent readiness to work toward small gains of reinforcement. The findings also follow from Amsel's frustration theory under the assumption that anticipated frustration and anticipated punishmerit (fear) have similar stimulus properties (Brown & Wagner, 1964) . The counterconditioning of frustration would decrease the disruptive effects of fear, and vice versa. By assuming that the stimulus properties of nonreward and punishment are similar, it follows that nonreinforced trials or punished trials should increase subsequent self-control involving either the same or alternative cost.
Because different impediments to reinforcement (e.g., required response ratio, required force, reinforcer delay) are assumed by Amsel to produce qualitatively similar frustration reactions, the counterconditioning of frustration with any one impediment should lessen the disruptive effects of subsequent impediments. By counterconditioning the disruptive effects of frustration, fixed-ratio reward should increase generalized self-control involving effort.
The present results add to previous research that failed to find a positive effect of delay of reward on subsequent selfcontrol involving effort. The first experiment included control rats that were fed at the same temporal intervals in the runway as the fixed-ratio group and continuous-reinforcement group but without any instrumental requirement. The groups that received free presentations of food at long intervals showed no greater subsequent self-control involving effort than after short interreinforcement intervals.
Previously noted studies with rats, pigeons, and children found that delayed reward increased subsequent self-control involving delay. But there are no reports that delay training increased self-control of effort or that effort training influenced subsequent self-control involving delay. A prior study with rats found that long intervals between free presentations of food increased subsequent self-control involving delay but had no effect on self-control involving effort (Eisenberger, Masterson, & Lowman, 1982 ). An experiment with preadolescent children reported that rewarded high effort and delay of reward following the required response increased their respective types of generalized self-control (effort and delay), but that each type of training had no measurable influence on the alternative type of self-control (Eisenberger & Adornetto, 1986 ). The third study provides a similar failure of long intervals between free food presentations to increase subsequent self-control involving punishment. Moreover, Renner (1966a, Experiment I, Group E2a vs. Group Cla) found that delayed reinforcement decreased subsequent self-control involving punishment.
These results suggest that the reinforcement of active responding could be central to the generalized effects of fixedratio reward. This implication is consistent both with the learned-industriousness view and Wong's (1977 Wong's ( , 1978 Wong's ( , 1979 extension of Amsel's frustration theory to the transfer of effort across behaviors. A required high ratio of responses was assumed by Wong to increase the organism's capacity to sustain goal-directed responding in the presence of frustration. According to Wong, such training produces a strong general goal orientation or "try strategy" in the presence of frustration cues. Both the learned-industriousness view and the try-strategy construct suppose that rewarded high effort increases the subsequent tendency to persist in goal-oriented activities that involve impediments. Both views stress the importance of reinforcement of active responding for the development of generalized effort that would not occur simply as a result of training that involved waiting for reward.
Alternatively, within the context of Amsel's frustration theory, one might suppose that delayed reinforcement produces a qualitatively different frustration reaction than reinforced high effort. In that event, the repeated receipt of delayed reinforcement would increase generalized self-control of delay, but have tittle effect on generalized self-control of effort or punishment. By assuming that different impediments to reinforcement produce qualitatively different frustration reactions, the cotmterconditioning of frustration could explain both generalized self-control involving effort and generalized self-control involving delay.
It is, of course, possible that some other combination of delay training and self-control testing with effort or punishment may demonstrate a transfer effect. Using Pavlovian fear conditioning with a long CS-UCS interval, Reseorla (1967) reported that the latter portion of the interval was a conditioned eficitor of fear, whereas the early portion gradually became a conditioned inhibitor of fear. Assuming that inhibition of delay also applies to appetitive conditioning, the aversiveness of delay might decrease slowly with repeated delay training. Although the amount of delay training used in the first and third experiments was comparable to that previously found to increase generalized self~eontrol involving delay (Eisenberger, Masterson, & Lowman, 1982) , additional training might produce some degree of transfer. More parametric work needs to be done before drawing strong conclusions concerning the failure to find generalized effects of delay training on self-control involving effort or punishment.
Self-control of effort and punishment are common features of human behavior in the natural environment (Eisenberger et al., 1985; Dollard & Miller, 1950; Mischel, 1974) . The contribution of effort training to the development of selfcontrol found with nonverbal organisms is consistent with human research (Eisenberger & Adometto, 1986; Eisenberger et al., 1985) . Repeated reinforcement of low or high effort could contribute to humans' individual differences in preference for tasks that afford increased reward at the cost of high effort or punishment.
