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∗-ISOMORPHISM OF LEAVITT PATH ALGEBRAS OVER Z
TOKE MEIER CARLSEN
ABSTRACT. We characterise when the Leavitt path algebras over Z of two arbitrary
countable directed graphs are ∗-isomorphic by showing that two Leavitt path algebras
over Z are ∗-isomorphic if and only if the corresponding graph groupoids are isomor-
phic (if and only if there is a diagonal preserving isomorphism between the correspond-
ing graphC∗-algebras). We also prove that any ∗-homomorphism between two Leavitt
path algebras over Z maps the diagonal to the diagonal. Both results hold for more
general subrings of C than just Z.
Keywords: Leavitt path algebras, graph groupoids, graphC∗-algebras.
1. INTRODUCTION
Leavitt path algebras were introduced independently in [2] and [5] as algebraic ana-
logues of graph C∗-algebras and have since then attracted a lot of attention, both in
connection with graph C∗-algebras and as interesting algebraic objects on their own
(they are called Leavitt path algebras because they generalise certain algebras studied
by Leavitt in [16, 17, 18]).
The Leavitt path algebra of a directed graph E over a unital commutative ring R
is a universal R-algebra LR(E) whose generators and relations are determined by E
(see Section 2.3 for the precise definition of LR(E)). Each involution (for example the
identity map) of R gives rise to an involution of LR(E) which is therefore a ∗-algebra.
It is natural to ask when two Leavitt path algebras are (∗-)isomorphic. Abrams and
Tomforde showed in [3] that if two Leavitt path algebras LC(E) and LC(F) over C are
∗-isomorphic, then so are the corresponding graph C∗-algebras C∗(E) and C∗(F) (their
proof is easily generalised to subrings of C that are closed under complex conjugation
and contains 1).
Johansen and Sørensen gave in [14] the first example of two Leavitt path algebras
that are not ∗-isomorphic in spite of the corresponding graphC∗-algebras being isomor-
phic, when they showed that the Leavitt path algebras over Z of E2 and E2− are not
∗-isomorphic (that C∗(E2) and C∗(E2−) are isomorphic was proved by Rørdam in [20]
as an important step towards classifying simple Cuntz-Krieger algebras).
Each Leavitt path algebra LR(E) contains a certain abelian subalgebra DR(E) called
the diagonal. Johansen and Sørensen obtained their result by showing that when E is a
finite graph and R is a subring of C satisfying certain conditions, then every projection
in LR(E) belongs to DR(E). We generalise this result to arbitrary graphs E and more
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general subrings R of C (Proposition 4). It follows than any ∗-homomorphism between
two Leavitt path algebras LZ(E) and LZ(F) over Z is diagonal preserving in the sense
that it maps DZ(E) to DZ(F) (Corollary 5).
From a countable directed graph E, one can construct a topological groupoid GE
such that the C∗-algebra of GE is isomorphic to the graph C∗-algebra C∗(E), and the
Steinberg algebra AR(GE) is isomorphic to LR(E). It is proved in [8] that two graph
C∗-algebras C∗(E) and C∗(F) are isomorphic in a diagonal preserving way if and only
the corresponding graph groupoids GE and GF are isomorphic, and it is proved in [21]
(see also [4], [7], and [10]) that if R is indecomposable and reduced (in particular if R is
a integral domain), then there is a diagonal preserving isomorphism between LR(E) and
LR(F) if and only if GE and GF are isomorphic.
By using Corollary 5, we show in Theorem 1 that two Leavitt path algebras LZ(E)
and LZ(F) of countable graphs are ∗-isomorphic if and only if the groupoids GE and GF
are isomorphic (if and only if there is a diagonal preserving isomorphism between the
graph C∗-algebras C∗(E) and C∗(F)). As is the case with Proposition 4 and Corollary
5, the result in Theorem 1 holds for more general subrings of C than just Z.
The rest of the paper is organised in the following way. In Section 2 we recall the
definitions of directed graphs, the Leavitt path algebras, graph C∗-algebras, and graph
groupoids; and introduce notation. In Section 3 we present our main result (Theorem 1)
and discuss how it is related to orbit equivalence of graphs and results in [4], [6], [7],
[8], [10], [12], and [21] (Remarks 2 and 3). We also ask the question if there exist Leav-
itt path algebras that are isomorphic without the corresponding graph groupoid being
isomorphic. If the answer to this question is “No”, then both The Isomorphism Conjec-
ture for Graph Algebras and The Morita Conjecture for Graph Algebras introduced in
[3] are true. Finally we present and prove in Section 4, Proposition 4 and Corollary 5
before we give the proof of Theorem 1.
2. DEFINITIONS AND NOTATION
We recall in this section the definition of a directed graph, as well as the definitions of
the Leavitt path algebra, the graph C∗-algebra, and the graph groupoid of a graph; and
introduce some notation. Most of this section is copied from [8].
2.1. Directed graphs. A directed graph is a quadruple E = (E0,E1,s,r)where E0 and
E1 are sets, and s and r are maps from E1 to E0. A graph E is said to be countable if E0
and E1 are countable.
A path µ of length n in E is a sequence of edges µ = µ1 . . .µn such that r(µi) =
s(µi+1) for 1≤ i≤ n−1. The set of paths of length n is denoted En. We denote by |µ|
the length of µ . The range and source maps extend naturally to paths: s(µ) := s(µ1)
and r(µ) := r(µn). We regard the elements of E0 as path of length 0, and for v ∈ E0 we
set s(v) := r(v) := v. For v ∈ E0 and n ∈ N0 we denote by vEn the set of paths of length
n with source v. We define E∗ :=
⋃
n∈N0 E
n to be the collection of all paths with finite
length. We define E0reg := {v ∈ E0 : vE1 is finite and nonempty} and E0sing := E0 \E0reg.
If µ = µ1µ2 · · ·µm,ν = ν1ν2 · · ·νn ∈ E∗ and r(µ) = s(ν), then we let µν denote the
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path µ1µ2 · · ·µmν1ν2 · · ·νn. A loop (also called a cycle) in E is a path µ ∈ E∗ such that
|µ| ≥ 1 and s(µ) = r(µ). An edge e is an exit to the loop µ if there exists i such that
s(e) = s(µi) and e 6= µi. A graph is said to satisfy condition (L) if every loop has an exit.
An infinite path in E is an infinite sequence x1x2 . . . of edges in E such that r(ei) =
s(ei+1) for all i. We let E∞ be the set of all infinite paths in E. The source map extends
to E∞ in the obvious way. We let |x| = ∞ for x ∈ E∞. The boundary path space of E is
the space
∂E := E∞∪{µ ∈ E∗ : r(µ) ∈ E0sing}.
If µ = µ1µ2 · · ·µm ∈ E∗, x = x1x2 · · · ∈ E∞ and r(µ) = s(x), then we let µx denote the
infinite path µ1µ2 · · ·µmx1x2 · · · ∈ E∞.
For µ ∈ E∗, the cylinder set of µ is the set
Z(µ) := {µx ∈ ∂E : x ∈ r(µ)∂E},
where r(µ)∂E := {x∈ ∂E : r(µ) = s(x)}. Given µ ∈ E∗ and a finite subset F ⊆ r(µ)E1
we define
Z(µ \F) := Z(µ)\
(⋃
e∈F
Z(µe)
)
.
The boundary path space ∂E is a locally compact Hausdorff space with the topology
given by the basis {Z(µ \F) : µ ∈ E∗, F is a finite subset of r(µ)E1}, and each such
Z(µ \F) is compact and open (see [23, Theorem 2.1 and Theorem 2.2]).
2.2. Graph C∗-algebras. The graph C∗-algebra of a directed graph E is the univer-
sal C∗-algebra C∗(E) generated by mutually orthogonal projections {pv : v ∈ E0} and
partial isometries {se : e ∈ E1} satisfying
(CK1) s∗ese = pr(e) for all e ∈ E1;
(CK2) ses∗e ≤ ps(e) for all e ∈ E1;
(CK3) pv = ∑
e∈vE1
ses
∗
e for all v ∈ E0reg.
If µ = µ1 · · ·µn ∈ En and n ≥ 2, then we let sµ := sµ1 · · ·sµn . Likewise, we let sv := pv
if v ∈ E0. Then spanC{sµs∗ν : µ,ν ∈ E∗, r(µ) = r(ν)} is dense in C∗(E). We define
D(E) to be the closure inC∗(E) of spanC{sµs∗µ : µ ∈ E∗}. Then D(E) is an abelianC∗-
subalgebra of C∗(E), and it is isomorphic to the C∗-algebra C0(∂E). We furthermore
have that D(E) is a maximal abelian sub-algebra of C∗(E) if and only if E satisfies
condition (L) (see [19, Example 3.3]).
2.3. Leavitt path algebras. Let E be a directed graph and R a commutative ring with
a unit. The Leavitt path algebra of E over R is the universal R-algebra LR(E) generated
by pairwise orthogonal idempotents {v : v∈ E0} and elements {e,e∗ : e∈ E1} satisfying
(LP1) e∗ f = 0 if e 6= f ;
(LP2) e∗e= r(e);
(LP3) s(e)e= e= er(e);
(LP4) e∗s(e) = e∗ = r(e)e∗;
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(LP5) v= ∑e∈vE1 ee∗ if v ∈ E0reg.
If µ = µ1 · · ·µn ∈En and n≥ 2, then we let µ be the element µ1 · · ·µn ∈ LR(E) and µ∗ the
element µ∗n · · ·µ∗1 ∈ LR(E). For v∈E0, we let v∗ := v. Then LR(E)= spanR{µν∗ : µ,ν ∈
E∗, r(µ) = r(ν)}. There is a Z-grading ⊕n∈ZLR(E)n of LR(E) given by LR(E)n =
spanR{µν∗ : µ,ν ∈ E∗, r(µ) = r(ν), |µ|− |ν|= n} (see [22, Section 3.3]).
We define DR(E) := spanR{µµ∗ : µ ∈ E∗}. Then DR(E) is an abelian subalgebra
of LR(E), and it is maximal abelian if and only if E satisfies condition (L) (see [9,
Proposition 3.14 and Theorem 3.22]). If R is a subring ofC that is closed under complex
conjugation and contains 1, then µν∗ 7→ νµ∗ extends to a conjugate linear involution on
LR(E), i.e. LR(E) is a ∗-algebra. There is an injective ∗-homomorphism ιLR(E)→C∗(E)
mapping v to pv and e to se for v ∈ E0 and e ∈ E1 (see [22, Theorem 7.3]).
2.4. Graph groupoids. Let E be a directed graph. For n ∈ N0, let ∂E≥n := {x ∈
∂E : |x| ≥ n}. Then ∂E≥n = ∪µ∈EnZ(µ) is an open subset of ∂E. We define the
shift map on E to be the map σE : ∂E≥1 → ∂E given by σE(x1x2x3 · · ·) = x2x3 · · · for
x1x2x3 · · · ∈ ∂E≥2 and σE(e) = r(e) for e ∈ ∂E ∩E1. For n≥ 1, we let σnE be the n-fold
composition of σE with itself. We let σ0E denote the identity map on ∂E. Then σ
n
E is a
local homeomorphism for all n ∈ N. When we write σnE(x), we implicitly assume that
x ∈ ∂E≥n.
The graph groupoid of a countable directed graph is the locally compact, Hausdorff,
étale topological groupoid
GE = {(x,m−n,y) : x,y ∈ ∂E, m,n ∈ N0, and σm(x) = σn(y)},
with product (x,k,y)(w, l,z) := (x,k+ l,z) if y=w and undefined otherwise, and inverse
given by (x,k,y)−1 := (y,−k,x). The topology of GE is generated by subsets of the form
Z(U,m,n,V) := {(x,k,y) ∈ GE : x ∈U, k = m−n, y ∈V, σmE (x) = σnE(y)}
where m,n ∈ N0, U is an open subset of ∂E≥m such that the restriction of σmE to U
is injective, and V is an open subset of ∂E≥n such that the restriction of σnE to V is
injective, and σmE (U) = σ
n
E(V ). The map x 7→ (x,0,x) is a homeomorphism from ∂E
to the unit space G 0E of GE . There is a ∗-isomorphism from the C∗-algebra of GE to
C∗(E) that mapsC0(G 0E ) ontoD(E) (see [8, Proposition 2.2] and [15, Proposition 4.1]),
and a ∗-isomorphism from the Steinberg algebra AR(GE) of GE to LR(E) that maps
spanR{1Z(Z(µ),0,0,Z(µ)) : µ ∈ E∗} onto DR(E) (see [7, Theorem 2.2] and [13, Example
3.2]).
3. THE MAIN RESULT
We say that a subring R of C that is closed under complex conjugation and contains
1 is kind if whenever λ0,λ1, . . . ,λn ∈ R satisfy λ0 = ∑ni=0 |λi|2, then λ1 = · · ·= λn = 0.
Notice that if a subring R of C is closed under complex conjugation and contains
1 and has an essentially unique partition of the unit as defined in [14], then it is kind
(because if λ0 = ∑ni=0 |λi|2, then |λ0−1|2+∑ni=1 |λi|2+∑ni=0 |λi|2 = 1). In particular, Z
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is kind. The subring of C generated by 1,pi−1 and
√
1−pi−2 is an example of a kind
subring that does not have an essentially unique partition of the unit.
Theorem 1. Let E and F be countable directed graphs, and let R and S be subrings of
C that are closed under complex conjugation and contain 1, and assume that R is kind.
Then the following are equivalent.
(1) The Leavitt path algebras LR(E) and LR(F) of E and F are isomorphic as ∗-
algebras.
(2) There is a ∗-algebra isomorphism pi : LS(E) → LS(F) such that pi(DS(E)) =
DS(F).
(3) There is a ∗-isomorphism φ :C∗(E)→C∗(F) such that φ(D(E)) = D(F).
(4) The graph groupoids GE and GF are isomorphic as topological groupoids.
Notice that if R= Z, then any ∗-ring isomorphism between LR(E) and LR(F) is auto-
matically a ∗-algebra isomorphism. The proof of Theorem 1 is given in the next section.
Remark 2. Let PE and PF be the pseudogroups introduced in [8, Section 3]. It is
shown in [6, Theorem 5.3] that Conditions (3) and (4) each are equivalent to the follow-
ing two conditions.
(5) There is a homeomorphism h : ∂E → ∂F that preservs isolated eventually peri-
odic points such that {h◦α ◦h−1 : α ∈PE}= PF .
(6) There is an orbit equivalence h : ∂E → ∂F as in [8, Definition 3.1] that preservs
isolated eventually periodic points.
It follows from [12, Corollary 4.6] and the discussion right before [12, Proposition 3.1]
that if either E and F each satisfy condition (L), or E and F each have only finitely many
vertices and no sinks, then any homeomorphism h : ∂E → ∂F automatically preserves
isolated eventually periodic points.
Remark 3. Suppose T is a commutative ring with a unit and an involution t 7→ t that
fixes the unit and the zero element (this could for instance be the identity map). Then
there is involution on LT (E) given by tµν∗ 7→ tνµ∗ for t ∈ T and µ,ν ∈ E∗. Thus
LT (E) is a ∗-algebra.
Condition (4) implies the following condition (see [10, Theorem 4.1]).
(7) There is a ∗-algebra isomorphism η : LT (E)→ LT (F) such that η(DT (E)) =
DT (F).
Obviously, condition (7) implies the following condition.
(8) There is a ring isomorphism ζ : LT (E)→ LT (F) such that ζ (DT (E)) = DT (F).
It is shown in [21, Theorem 6.1] (see also [4, Corollary 4.4], [7, Theorem 6.2], and [10,
Corollary 4.1]) that if T is indecomposable and either E satisfies condition (L), or T is
reduced, then (8) implies (4) and (1)–(8) are all equivalent (notice that if T is an integral
domain, then it is indecomposable and reduced).
In the light of Theorem 1 and the above remarks, the following question seems natu-
ral.
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Question. Do there exist directed graphs E and F and a commutative ring R with a unit
such that LR(E) and LR(F) are isomorphic as rings, but GE and GF are not isomorphic?
It follows from Theorem 1, [11, Theorem 4.2], and Theorem 5 and part 2 of the
remarks following Corollary 7 in [1] that if the answer to the above question is “No”,
then both The Isomorphism Conjecture for Graph Algebras and The Morita Conjecture
for Graph Algebras introduced in [3] are true (we cannot rule out the possibility that the
conjectures are true even if the answer to the above question is “Yes”).
4. PROOF OF THE MAIN RESULT
Let E be a directed graph and R a subring of C that is closed under complex conjuga-
tion and contains 1. As in [14], we say that p ∈ LR(E) is a projection if p= p∗ = p2.
For the proof of Theorem 1 we need the following generalisation of [14, Theorem
5.6].
Proposition 4. Let E be a directed graph and let R be a subring of C that is closed
under complex conjugation, contains 1 and is kind. If p ∈ LR(E) is a projection, then
p ∈ DR(E).
Proof. This proof is inspired by the proof of [14, Proposition 4.4].
For µ,ν ∈ E∗, we shall write µ ≤ ν to indicate that there is an η ∈ E∗ such that
µη = ν , and µ < ν to indicate that µ ≤ ν and µ 6= ν .
Since LR(E) = spanZ{αβ ∗ : α,β ∈ E∗}, it follows that there are finite subsets A,B
of E∗ and a family (λ(α,β ))(α,β )∈A×B of elements of R such that
p= ∑
(α,β )∈A×B
λ(α,β )αβ
∗.
By repeatedly replacing αβ ∗ by ∑e∈r(α)E1 αee∗β ∗ if necessary, we can assume that
there is a k such that B ⊆ Ek ∪{µ ∈ E∗ : |µ| < k and r(µ) ∈ E0sing}. We can also, by
letting some of the λ(α,β ) be 0 if necessary, assume that B ⊆ A. Notice that αβ ∗ = 0
unless r(α) = r(β ). For β ∈ B, let Aβ := {α ∈ A : r(α) = r(β )}. We shall also assume
that if β ∈ B, then there is a least one α ∈ Aβ such that λ(α,β ) 6= 0 (otherwise we just
remove β from B). We claim that λ(α,β ) = 0 for all (α,β ) ∈ A×B with α ∈ Aβ \{β},
and that λ(β ,β ) = (−1)mβ for all β ∈ B where mβ is the number of β ′s in B such that
β ′ < β .
Let B′ = {β ∈ B : λ(α,β ) = 0 for all α ∈ Aβ \{β} and λ(β ,β ) = (−1)mβ }, and suppose
B′ 6= B. Choose β ∈ B\B′ such that β ′ < β for no β ′ ∈ B\B′. Let
Fβ = {e ∈ r(β )E1 : βe≤ β ′ for some β ′ ∈ B\{β}}
and
γβ = β −β ∑
e∈Fβ
ee∗
(Fβ = /0 and γβ = β unless |β | < k and r(β )E1 is infinite). Then β ′∗γβ = 0 for β ′ ∈ B
unless β ′ ≤ β .
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Since p= p∗p, it follows that
(a) γ∗β pγβ = γ
∗
β p
∗pγβ .
Recall that LR(E) is Z-graded. The degree 0 part of the left-hand side of (a) is
(b) ∑
β ′∈B≤β
λ(β ′,β ′)
(
r(β )− ∑
e∈Fβ
ee∗
)
where B≤β := {β ′ ∈ B : β ′ ≤ β}, and the degree 0 part of the right-hand side of (a) is((
∑
β ′∈B<β
λ (β ′,β ′)
)(
∑
β ′∈B<β
λ(β ′,β ′)
)
+ ∑
β ′∈B<β
λ (β ′,β ′)λ(β ,β )
+ ∑
β ′∈B<β
λ(β ′,β ′)λ (β ,β )+ ∑
α∈Aβ
|λ(α,β )|2
)(
r(β )− ∑
e∈Fβ
ee∗
)(c)
where B<β := {β ′ ∈ B : β ′ < β} (we are using here that λ(α,β ′) = 0 for β ′ ∈ B<β and
α ∈ A\{β ′}).
Suppose mβ is even. Then ∑β ′∈B<β λ(β ′,β ′) = 0 (because λ(β ′,β ′) = (−1)mβ ′ for each
β ′ ∈ B<β ). Since (b) = (c), it follows that λ(β ,β ) = ∑α∈Aβ |λ(α,β )|2. Since R is kind,
it follows that λ(α,β ) = 0 for α ∈ Aβ \ {β} and λ(β ,β ) = 1 (recall that λ(α,β ) 6= 0 for at
least one α ∈ Aβ ), but this contradicts the assumption that β /∈ B′.
If mβ is uneven, then ∑β ′∈B<β λ(β ′,β ′) = 1, so it follows from the equality of (b) and
(c) that 1+ λ(β ,β )+ λ(β ,β )+∑α∈Aβ |λ(α,β )|2 = 1+ λ(β ,β ) from which we deduce that
λ(α,β ) = 0 for α ∈ Aβ \{β} and λ(β ,β ) =−1, and thus that β ∈ B′. So we also reach a
contradiction in this case.
We conclude that we must have that B′ = B, and thus that λ(α,β ) = 0 for all (α,β ) ∈
A×Bwithα ∈Aβ \{β}. Sinceαβ ∗= 0 forα /∈Aβ , it follows that p=∑β∈Bλ(β ,β )ββ ∗ ∈
DR(E). 
Corollary 5. Let E and F be directed graphs, and let R be a subring of C that is closed
under complex conjugation, contains 1 and is kind. If pi : LR(E)→ LR(F) is a ∗-algebra
homomorphism, then pi(DR(E))⊆ DR(F).
Proof. Follows from Proposition 4 and [14, Proposition 6.1]. 
Proof of Theorem 1. The equivalence of (3) and (4) is proved in [8], and that (4) implies
(1) and (2) follows from [13, Example 3.2].
We shall prove (1) =⇒ (3) and (2) =⇒ (3).
(2) =⇒ (3): We shall closely follow the proof of [14, Lemma 3.5]. Suppose pi :
LS(E)→ LS(F) is a ∗-algebra isomorphism such that pi(DS(E)) = DS(F). As in the
proof of [3, Theorem 4.4], pi extends to a ∗-isomorphism φ :C∗(E)→C∗(F) satisfying
φ ◦ ιLS(E) = ιLS(F) ◦pi . If µ ∈ E∗, then
φ(sµs
∗
µ) = φ(ιLS(E)(µµ
∗)) = ιLS(F)(pi(µµ
∗)) ∈ ιLS(F)(DS(F))⊆D(F).
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Since D(E) is generated by {sµs∗µ : µ ∈ E∗}, it follows that φ(D(E)) ⊆ D(F). That
φ−1(D(F))⊆D(E) follows in a similarly way. Thus φ(D(E)) = D(F).
(1) =⇒ (3): Suppose pi : LR(E)→ LR(F) is a ∗-algebra isomorphism. It follows
from Corollary 5 that pi(DR(E)) = DR(F), so an application of the implication (2) =⇒
(3) with S= R shows that (3) holds. 
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