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Abstract—This paper proposes a method for detecting moving 
objects on an underwater video. Video obtained using an 
underwater camera to capture the environmental conditions of 
the area. This research is the initial stage of the underwater 
surveillance system. Underwater surveillance system enables 
objects passing can be recognized shapes, types, and its 
behavior. The detection method used in this research is a 
subtraction between the current frames with the background 
modeling results. Underwater video retrieval has a high level 
of difficulty because the background is always changing either 
due to a change the intensity and the movement of water 
currents. Therefore, it needs to be made an appropriate 
background model to address this problem. Modeling of the 
background on this research using adaptive modeling method, 
where the intensity of the background pixels is updated based 
on inference of the background intensity before. If the 
intensity of the pixels changed drastically beyond the allowed 
threshold value, the pixel is considered as the pixels of the 
object and the pixel values of the background model are 
updated based on this pixel value. The effectiveness of the 
proposed method is expressed with the value of recall and 
precision. The average recall value of the two videos is 83% 
and the value of its precision is 67.5%. 
 
Keywords—adaptive modeling; background modeling; detection 
object; underwater surveillance 
I.  INTRODUCTION  
One target of the maritime field is increasing the fish 
production. Efforts are underway to increase fish production is 
the use of fishing technology. One of the technologies used in 
fish catching is the utilization of fish caller submersible lamp. 
This research proposes the use of cameras to help determine 
the number of fish around a fish caller submersible lamp. 
The rapid development of electronic technology can be 
used to support increased fisheries productions. Underwater 
camera technology can be mounted on a fish caller lamp in 
order to replace the human eye in overseeing the object around 
the lamp. Currently, the technology of fish caller lamp that 
used by fisherman only to call the fish to come closer and did 
not use other technologies to see if the fish are coming has 
been quite a lot. Therefore, it is often the catch of fishermen 
using fish caller lamp less than optimal. 
Much research has been done previously regarding the 
object detection and use of underwater cameras. The simplest 
technique to detect an object is using the method of 
subtraction of the background [1]. In this research is used 
fixed background and is used on outdoor, while this proposed 
method using a background modeling and used on the 
underwater video. The use of a method of the background 
subtraction is more suitable for a static background. For the 
dynamic background, the result of a subtraction of the 
background is not good because of intensity a change in the 
background is detected as an object. The research on object 
detection with dynamic backgrounds also has been a lot to do 
[2,3,4,5]. 
The research on background modeling has also been done 
[6,7,8]. The difference with the proposed method is the overall 
parameter of the modeling using adaptive parameter while in 
the proposed method, partly parameters using constants in 
order to reduce the computational load. In the proposed 
method, updates of the background were done on the gray 
level image in order to reduce the computational load. 
Much the theme of research about the object detection on 
video of the underwater has been done [9,10,11,12]. In the 
proposed method, the detection is done by subtracting the 
current frame with a frame of the background model which 
has been formed from the previous frames. In this research 
used a static camera to take underwater video. 
II. THE PROPOSED METHOD 
A. Preprocessing 
The video data taken by an action camera that installed on 
a tripod is put under water. In this research used four video 
data taken in the morning (video 1 and 3) and afternoon (video 
2 and 4) with the water conditions are not a quiet. The image 
preprocessing step is done by changing the RGB image into a 
gray level image. This conversion is done by using (1). 
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ܫ = 0.2989ܴ + 0.5870ܩ + 0.1141ܤ (1) 
Here, I is the intensity of grayscale, R, G, and B is the 
intensity of red, green, and blue respectively. 
B. Initialization normal distribution 
The next step is to determine the normal distribution model 
of each pixel in the image. This proposed method uses the first 
frame of the video as the initial background. The intensity of 
each pixel becomes an initial mean value and the value of the 
initial variant specified with a value of 1. 
C. Decision the pixels as a background or objects 
After the first background model is obtained, then the next 
step is to determine each pixel in the next frame whether as 
the background or object. Equation (2) is used to determine 
the condition of each pixel on the current frame.  
݂(ݔ, ݕ) = ቐ
ܾܽܿ݇݃ݎ݋ݑ݊݀ |௙(௫,௬)ିఓ(௫,௬)|ఙ ≤ ܶ
݋ܾ݆݁ܿݐ |௙(௫,௬)ିఓ(௫,௬)|ఙ > ܶ
               (2) 
 
Here f(x,y) is an intensity of a current frame in (x,y) 
position pixels, μ(x,y) is an intensity of a background model 
frame in (x,y) position pixels and T is a threshold value. On 
the first frame, all pixels detected as a background is caused 
due to the first frame is regarded as background so ݂(ݔ, ݕ) −
ߤ(ݔ, ݕ) = 0. All the pixels in the frame checked to determine 
as the background or object.  
The pixel determination results on frame 28, 35, 42, and 53 
from video 3 are shown in Fig. 1. The black pixels indicate 
pixels as background pixels and white pixels indicate the 
pixels as part of the object. 
D. Background modeling 
Underwater video taken with a static camera has a 
dynamic background. The dynamic background is a 
background that changes due to a small movement of the 
background object (e.g., the movement of plants caused a 
water flow) and changes in intensity due to the weather so that 
the intensity of the background pixels changed. The good 
background modeling has a big influence on the success of the 
object detection. 
The background model was obtained from updating a 
value of the mean and variance when there is a new incoming 
frame. Updating a mean value using (3) and a variant value 




ۖۓ 	ߩ ∗ ௧݂ାଵ(ೣ,೤) + (1 − ߩ) ∗ ߤ்(ೣ,೤)	݂݅	்݂ ାଵ(ೣ,೤) = ܾܽܿ݇݃ݎ݋ݑ݊݀
(1 − ߚ) ∗ ்݂ ାଵ(ೣ,೤) + ߚ ∗ ߤ்(ೣ,೤)
݂݅	்݂ ାଵ(ೣ,೤) = 	݊݋ݐ	ܾܽܿ݇݃ݎ݋ݑ݊݀






ۓߩ ∗ ቀ்݂ ାଵ(ೣ,೤) − ߤ்ାଵ(ೣ,೤)ቁ
ଶ + (1 + ߩ) ∗ ߪ்(ೣ,೤)ଶ ,
்݂݂݅ ାଵ(ೣ,೤) = ܾܽܿ݇݃ݎ݋ݑ݊݀
(1 + ߚ) ∗ ቀ்݂ ାଵ(ೣ,೤) − ߤ்ାଵ(ೣ,೤)ቁ
ଶ + ߚ ∗ ߪ்(ೣ,೤)ଶ ,
݂݅	்݂ ାଵ(ೣ,೤) = ݊݋ݐ	ܾܽܿ݇݃ݎ݋ݑ݊݀
												(4) 
   
 (a)  (b) 
  
 (c)  (d) 
Fig. 1 The results of the pixel determination from video 3 for frame 28, 35, 
42, and 53 successively 
On the proposed method, the value of ρ and β are variable 
learning rate, which its value is determined. The background 
modeling results are shown in Fig. 2 and Fig. 3. 
  
 (a) (b) 
  
 (c) (d) 
Fig. 2. The results of the background modeling from video 1 for frame 2, 30, 
60, and 90 successively. 
 
  
 (a) (b) 
  
 (c) (d) 
Fig. 3. The results of the background modeling from video 2 for frame 2, 30, 
60, and 90 successively. 
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E. The object detection 
The detection of the object is done by subtracting the 
pixels in the current frame with the pixels in the previous 
frame background model. Fig. 1 shows the result of a 
subtraction of the pixel so that it looks the object represented 
by white pixels. After the object is known, it needs to be given 
a bounding box that states the location of the object. Done first 
morphological processes from the background subtraction 
result, so that the depiction of the bounding box works well. 
The morphological process used is the process of closing. Fig. 
4 shows an example of the object detection using the proposed 
method. 
III. EXPERIMENTAL RESULTS 
For experiment, we use 4 video scenes. Two videos are 
used for modeling the background (video 1 and video 2). 
Video 1 and Video 2 do not contain an object, only the 
dynamic background. The other two videos are used for object 
detection (video 3, and video 4). Video 3 and 4 contain the 
object to be detected.  
The video frame rate and the size of an image are 30 fps 
and 1920x1080 pixels, respectively. The experimental 
environment is as follows: Operating system is Windows 8, 
processor is Intel® core™ i5, 4GB RAM, and the used 
software is Ms Visual Studio 2010 and OpenCV 2.4.13.  
The background modeling results measured using a PSNR 
parameter. Fig. 5 and 6 shows the average of PSNR for video 
1 (morning) and video 2 (afternoon) with β and ρ values was 
modified. From Fig. 5 and 6 is seen that the value of β = 0.2 
and ρ = 0.2 provide the largest PSNR value. The larger of the 
PSNR value then the result of the background modeling 
getting better because can reduce the intensity change or a 
small change in the background. Equation (5) used to obtain 
the PSNR value of the image. 
ܴܲܵܰ = 20݈݋ ଵ݃଴ ቀெ஺௑಺√ெௌாቁ                        (5) 
ܯܵܧ = ଵெ×ே∑ ∑ ሾ݂(݅, ݆) − ߤ(݅, ݆)ሿଶெ௝ୀଵே௜ୀଵ           (6) 
Here, M and N is the size of the image, while i and j are the 
pixel positions. 
 
Fig. 4. The results of the detection object using the proposed method. 
 
Fig. 5. The average of PSNR for video 1. 
 
Fig. 6. The average of PSNR for video 2. 
The results of object detection using the proposed method 
are shown in Fig. 7 and Fig. 8. Fig. 7 shows the results of 
object detection on frame 25, 50, and 75 respectively on the 
third video which taken in the morning. While the results of 
object detection on the frame 25, 50, and 75 in the fourth 
video taken in the afternoon are shown in Fig. 8. 
    
(a) 
   
(b) 
   
(c) 
Fig. 7. Result of object detection using the proposed method for video 3. Time 
elapses from up to down: (a) Original image, (b) the result of the pixel 
determination, and (c) the object detected. 
 
   
(a) 
   
(b) 
   
(c) 
Fig. 8. Result of object detection using the proposed method for video 4. Time 
elapses from up to down: (a) Original image, (b) the result of the pixel 
determination, and (c) the object detected. 
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The effectiveness of the proposed object detection method 
is evaluated using the parameters of recall, precision, and F-
measure. Equation (7), (8), and (9) are used to determine the 
value of the recall, precision, and F-measure. 
recall = ே೅ುே೅ುାேಷಿ × 100%                            (7) 
precision= ே೅ುே೅ುାேಷು × 100%                           (8) 
F-measure = 2	×	recall	×	precisionrecall	+	precision                      (9) 
Here NTP stating the number of pixels that are detected as 
objects and indeed the object. NFN is the number of pixels of 
the object that's not detected by the proposed detection 
method.  NFP is the number of background pixels that detected 
as an object by the proposed detection method. To determine 
the value of NTP, NFN, and NFP, then the image of the 
determination pixels results compared with the ground truth 
are created manually. Table 1 shows the results of the 
evaluation of the proposed method. 
Table 1. The result of evaluation of the proposed method. 
Video Evaluation values 
Recall Precision F-measure 
Video 3 95% 57% 70 
Video 4 72% 78% 74 
 
IV. CONCLUSION  
This paper proposes a technique to detect moving objects 
on underwater video using background modeling. The 
performance of the proposed method provides satisfactory 
value because a recall value well above 50% and also a 
precision well above 50%, are shown in Table 1. This 
technique was tested on two pieces of an underwater video 
taken at different times. The third video was taken in the 
morning while the fourth video was taken in the afternoon. 
As future work, this proposed method needs to be tested in 
the condition of night by using additional lighting. This is 
consistent with the need to help to catch fish using underwater 
submersible lights. To improve the effectiveness of the 
proposed method needs to be done the processing on a model 
RGB image. In addition, necessary to do research to modify 
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