Clustering is a fundamental task in Knowledge Discovery and Data mining. It aims to discover the unknown nature of data by grouping together data objects that are more similar. While hundreds of clustering algorithms have been proposed, many are complex and do not scale well as more data become available, making then inadequate to analyze very large datasets. In addition, many clustering algorithms are sequential, thus inherently difficult to parallelize. We propose PatchWork, a novel clustering algorithm to address those issues. PatchWork is a distributed density clustering algorithm with linear computational complexity and linear horizontal scalability. It presents several desirable characteristics in knowledge discovery, in particular, it does not require a priori the number of clusters to identify, and offers a natural protection against outliers and noise. In addition, PatchWork makes it possible to discover spatially large clusters instead of dense clusters only. PatchWork relies on the map/reduce paradigm to parallelize computations and was implemented using Apache Spark, the distributed computation framework. As a result, PatchWork can cluster a billion points in a few minutes only, a 40x improvement over the distributed implementation of k-means in Spark MLLib.
INTRODUCTION
Clustering, also called unsupervised learning, is a fundamental tool in Knowledge Discovery and Data mining to extract knowledge from data with little or no ground truth. Given a set of n points in a d-dimensional feature-space D and a similarity function, the purpose of clustering is to group data points in k homogeneous sets that are maximally separable.
Applications
Many applications now rely on massive amounts of data that may require processing in real-time. Notable use-cases of clustering algorithms in the context of big-data analysis include the Internet-of-Things (IoT), smart cities and remote sensing.
The Internet of Things (IoT) is one of the key applications of big-data and machine-learning. It is a recent domain that emerged from the proliferation of devices that are connected to the Internet or to other devices. Examples of such connected devices include smartphones, drones, wearable electronics (e.g. clothes and watches), light bulbs, home appliances, etc... The IoT also has a tremendous potential in numerous industries such as domotics, transportation, retail, health or resource consumption. Those devices are usually equipped with a variety of sensors that can collect data in real-time or several times per minute. They also often include a geolocation tracker or can be paired with a device that has a geolocation tracker. Those connected devices thus generate very large amounts of data with a strong spatiotemporal component. Those devices rely on the integration of many spatio-temporal data sources, including the geolocation of the user (from their connected smartphone) and meteorological data. One of the key benefits of the IoT is to enable machine-to-machine communication thereby facilitating the automation of various tasks. Automation relies on the spatio-temporal data collected by the devices, as well as rules to define triggers and actions. Web services to facilitate the implementation of those rules have emerged and are gaining popularity as new devices become connected. Some devices are now relying on machine learning algorithms to learn how they are being used. Connected home thermostats for instance are now capable of learning from the habits of the home owners to automatically define rules and triggers to adjust the temperature.
Another key application of large scale information systems is the modeling of public infrastructures for the development of smarter cities. Smart cities such as Barcelona, Stockholm, or Montreal heavily rely on digital technologies to reduce resource consumption and to engage more effectively with their citizens. An example of smart city projects, that also relies on the IoT, is the public bicycle sharing systems such as Bixi 1 that are implanted in many large cities. In such a system, bikes are equipped with GPS trackers, allowing the operator to monitor the usage and adjust the service accordingly [27] . Studies of the usage of public bicycle sharing systems using clustering algorithms [33] were also conducted to reveal structures of social communities in major cities.
Medical area and disaster monitoring.
As transportation means have allowed to travel faster around the globe, more effective infection monitoring tools are needed to help in the control of disease outbreaks as illustrated by the recent H1N1 flu and Ebola pandemics. The ability to quickly analyze the evolution of the disease, and to discover patterns in the data, is critical to understand the root cause of the pandemics and take appropriate measures to control an emerging disease situation and prevent their further spread.
Epidemiological data consist of spatio-temporal data describing the evolution of the disease in both space and time. Key challenges of epidemiological data are the ability of analyze new trends and patterns in pseudo-real-time as the disease spreads, as well as the recursive nature of those patterns, that is, patterns from previous pandemics are likely to give important clues for the prediction of the evolution of the current pandemics. Note that those challenges are not unique to pandemics, and other disasters that have strong geospatial and temporal dimensions, such as tornadoes, water flooding or oil spills, share the same characteristics.
Distributed systems and scalability
It is possible to scale a system vertically to some extent, that is add extra storage, more memory or a faster CPU to a single machine. This approach is however usually costly, remains sensible to failures, and does not scale well with the number of users or as more data become available.
As an alternative, it is also possible to scale a system horizontally, that is, combine several commodity servers to solve a problem too complex for a single machine. Besides the sheer amount of data, distributed architectures have many benefits compared to monolithic systems, including greater reliability, higher availability and better performance depending on the use-cases. However, distributed systems also present a number of challenges, network latency and hardware failure to name a few.
To be effective, this horizontal approach also requires specially designed algorithms that can be efficiently distributed between the different machines. Yet, while data clustering has been extensively studied and proved to be tremendously useful in data mining and knowledge discovery, clustering of big-data presents several challenges.
In this paper,we introduce PatchWork, a novel clustering algorithm to address those issues. PatchWork is a distributed The rest of the paper is organized as follows. Section 2 presents a review of basic concepts and related work. Section 3 describes the algorithm in details. Section 4 describes some experiments on synthetic and real datasets, and discusses their significance. Finally, Section 6 gives some concluding remarks and open problems.
RELATED WORK
While hundreds of algorithms are now available, clustering techniques can be categorized into three broad categories: distance-based, density-based and grid-based algorithms. An extensive survey of the principal clustering algorithms in the context of Big-Data applications was conducted by Fahad et al. [5] . In this section, we briefly describe properties of the algorithms that are important for their parallelization in a distributed environment, then we introduce two widely popular distributed computation engines Hadoop and Spark.
Distance-based algorithms
Distance-based algorithms rely on the distance between data points in the feature space to establish the clusters. Distancebased algorithms assume that clusters to find are of similar shapes and enforce a certain notion of spatial homogeneity between neighborhood points. They will perform well if this hypothesis is verified by the actual data. It is also possible to further categorize clustering techniques depending on the output of the algorithm [14] : hierarchical or partitioning.
Partitioning algorithms
They define mutually exclusive hard clusters, or soft clusters that allow a certain degree of overlap measured by a membership function. Fuzzy clustering techniques are typical of this kind of soft partitioning approach [15] . The most popular partitioning algorithm is k-means clustering [20, 19] : given k clusters to find, the technique determines the centers of the clusters, and updates the membership of each cluster iteratively using the distance to the center of the cluster. The approach can be easily parallelized and distributed given that computing the distance to the cluster centers has no dependencies. Several distributed implementations are available, in particular for Hadoop and Spark, as part of the Mahout and MLLib libraries respectively (see section 2.4).
Hierarchical algorithms
They represent the output clusters as a nested set of partitions, that is, as a tree also called dendrogram. This family of algorithms is particularly useful to discover evolutionary relationships between data points and is very popular in bioinformatics and genomic and phylogenetic studies. Hierarchical techniques implementing a divisive topdown strategy where a larger cluster is split into several subclusters, have been proposed. However, hierarchical agglomerative clustering (HAC) is the most popular strategy. It is a bottom-up strategy that iteratively groups together the two most similar clusters to form a new cluster. The com-putation of the similarity measurement between two clusters depends on the linkage method and is one the main factor that differentiates HAC methods. In single-linkage clustering, the link between two clusters is made by a single element pair of the two elements (one in each cluster) that are closest to each other. In complete-linkage clustering, the link between two clusters considers all element pairs, and the distance between clusters equals the distance between those two elements (one in each cluster) that are farthest away from each other. Other linkage methods such as UP-GMA [25] have been proposed and often used in bioinformatics. However, HAC algorithms rely on a global distance matrix, and are notoriously difficult to parallelize. Furthermore, most of those algorithms have a quadratic computational complexity [9] with the number of data points and do not scale well.
Density-based algorithms
Density-based algorithms on the other hand make use of the density of the data points within a region to discover the clusters. Unlike distance-based techniques, density-based algorithms can uncover clusters of arbitrary shapes, but assume that they are of similar density. They present several desirable characteristics in data mining, in particular, they do not require a priori the number of clusters to identify, and offers a natural protection against outliers and noise.
Density-based algorithms are easier to parallelize and more scalable as they usually rely on local search techniques to identify dense regions in the feature space. One of the most popular density-based algorithm is DBSCAN [21] , and many distributed variants [10, 22, 17, 23, 29] have been devised. Another popular example of density-based algorithm is DenClue [12] and its recent improvements [11] , which is also suitable for segmenting and clustering raster data.
Grid-based algorithms
Multiple regions can be explored simultaneously by discretizing the input feature space into a finite number of grid cells, then apply the clustering method within each cell. Existing algorithms include STING [26] and WaveCluster [24, 16] . Parallel grid-based clustering further divide cells into sub-cells, process each sub-cell and combine the individual results to build the final clusters [28, 34] . This approach is particularly useful to mine spatial data as the grid can be defined using Hilbert or Z-order space filling curves [3, 13] .
Distributed computation engines
While they have been studied for many years, horizontally distributed computing systems became widely popular in 2004 when Google described the architecture of its distributed file system GFS [6] , and the MapReduce [4] paradigm they modernized to process and index billions of web pages.
Apache Hadoop
The popular open-source framework Apache Hadoop 2 is implements and reproduces the distributed architecture devel-2 http://hadoop.apache.org/ oped by Google. It implements in particular HDFS, a distributed file system, and MapReduce which relies on a form of divide-and-conquer technique to simplify some of the challenges of distributed computing: a complex task is first decomposed into simpler tasks that are executed on the machines of the cluster (map), the individual results are then aggregated (reduce) to produce the desired output. This approach is very effective for batch processing or when subsets of the data can be processed individually.
One of the most popular machine learning library for Hadoop is Apache Mahout 3 . It implements a wide variety of algorithms from supervised learning to collaborative filtering and clustering (including several variants of k-means, see section 2.1).
Apache Spark
More recently, the MapReduce paradigm was generalized and improved to handle streaming data, which are routinely needed for numerous applications like smart cities, and several alternative open-source frameworks supporting this usecase are now available, including Apache Storm 4 and Apache Spark [31] . The key feature of Spark is the introduction of Resilient Distributed Datasets [30] , a distributed memory abstraction that lets programmers perform in-memory computations on large clusters in a fault-tolerant manner. As a result, Spark can improve the performance of Hadoop by two orders of magnitude, and its popularity is now surpassing Hadoop [8] .
One of the core components of Spark is MLLib, a machine learning library that implements several key supervised and unsupervised learning algorithms. The Spark MLLib implementation of k-means relies on k-means [1] , a significantly faster variant that features many refinements to the base algorithm. Additional Spark Packages 5 are also available to extends the features of Spark, including a distributed implementation of the density-based DBSCAN algorithm [18] .
In our experiments, we evaluated and compared our approach against the Spark implementations of k-means and DBSCAN.
PATCHWORK ALGORITHM
PatchWork is a distributed density clustering algorithm with linear computational complexity and near-linear horizontal scalability. It is a mixture of density and grid-based methods. As all density algorithms, PatchWork presents several desirable characteristics in data mining, in particular, it can discover clusters of arbitrary shapes, does not require a priori the number of clusters to identify, and offers a natural protection against outliers and noise.
The remaining of this section is organized as follows: we first discuss the theoretical foundations of the algorithm, then we describe the main steps of our approach, the parallelization using map() et reduce() functions and details about the implementation using Spark. 
Definitions and parameters
This paragraph defines several terms used in the description and proves a theorem used below to explain the algorithm.
Point: a point is an instance of the data located in the Ddimensional feature space. Cell: a cell is a hypercube in the D-dimensional feature space. A cell has a list of points that it contains and a reference to the cluster it belongs to. CellSize ( ): is a user-defined parameter that determine the cell size. Rather that a single value, is a D-dimensional array, allowing the user to adjust the size for all dimensions independently. This feature is particularly useful when the range of possible values varies greatly between dimensions or when data are not normalized. Density: number of points inside the cell. MinPts: optional user-defined threshold to specify the minimum number of data points needed in a cell to consider it as part of a cluster. If not specified, all cells are processed.
CellID: unique identifier of a cell. Consider a point P = (p1, ..., pi, ..., pD) ∈ D . P belongs to the cell K such that K = (k1, ..., ki, ..., kD) with ∀i [1, D], ki = pi/ i Ratio: user-defined parameter to control the density threshold used to expand existing clusters. MinCell: optional user-defined threshold to filter out clusters with too few cells. This parameters allows users to keep only spatially large clusters rather that dense ones only.
Procedure
PatchWork rely on the general map/reduce paradigm to parallelize computations and was implemented using Apache Spark, a fast and general engine for large-scale data processing.
First, the algorithm divides the multi-dimensional feature space into a grid. This grid allows us to efficiently parallelize local search computations to identify dense regions. The size of the grid is an input parameter of the algorithm and can impact its performance. A key feature of our algorithm is that it is possible to compute the id of the cells each point belongs to, without any preprocessing or first pass on the data. As a result, PatchWork can process data point independently of the n − 1 other points, which is an important property to efficiently distribute the computations between servers. As a bonus, this characteristics makes PatchWork suitable to analyze data streams, such as those generated by connected devices.
Computing the CellID for each data point can be efficiently performed using a mapping function executed on the RDD collection of data points. For each data point P , the mapping function returns the tuple (cellID(P ), 1) and can be executed in constant time O(1):
The collection (RDD) of n tuples (cellID(P ), 1) is then shuffled using cellID as key, and reduced using a sum operator. The output the of the reduction step is a collection (RDD) of m tuples (cellID, density), where m is the number of cells in the grid and depends on . When processing a data streams, new data points can be processed in constant time to update the collections of cells and their density.
Second, the algorithms creates the clusters using the collection of cells and their cardinality as input. In practical applications, we have m << n, which dramatically reduce the computational complexity of the algorithm.
If minP oints is defined by the user, it is possible to filter out cells with only a few data points. This optional filter can help reduce the noise if needed. The collection of filtered cells is sorted by decreasing density. It create a first cluster C with the first cell, that is, the cell with the highest density of data points. Nearby cells Ci are explored, and expand the current cluster if their density is sufficient, that is, if Density(Ci) > Density(C) * Ratio. This step is repeated until all cells are processed.
The final set of clusters may be filtered to keep only those with enough cells. This optional filter ensure that clusters are spatially large enough and consistent with the intended application, and also helps reduce the noise caused by tiny clusters. This parameter adds a new dimension to clustering, and makes it possible to discover large spatial clusters instead of dense clusters only.
Limitations
The main limitation of the current implementation is the handling of high-dimensional datasets: the computational complexity to determine the neighborhood of a cell with D dimensions is exponential with D. Dimensionality reduction algorithms may be used to preprocess the data and keep running-times acceptable for the intended application.
In addition, like all density and grid-based clustering algorithms, the choice of the parameter can impact the performance of the algorithm.
EXPERIMENTAL RESULTS
We evaluated and compared PatchWork against the Spark MLLib native implementation of the k-means algorithm, as well as a Spark implementation of DBSCAN. Spark implementations were selected over MapReduce/Mahout because of the performance improvements of Spark over MapReduce.
Experimental setup
We benchmarked the performance of PatchWork and other algorithms using a cluster of six commodity servers, each with an Intel Xeon CPU E5-2650 processor with 8 cores at 2.60GHz, 192GB of RAM and 30TB of storage. The servers are interconnected using 10 Gigabit Ethernet. Experiments were conducted using HDFS 2.6.0 and Apache Spark 1.3.0 packaged in the Cloudera CDH 5.4.0 distribution 6 .
Synthetic datasets
We first evaluated PatchWork using four synthetic datasets commonly used to evaluate clustering algorithms. Those datasets simulate different distributions of the data: Jain, Spiral [2] , Aggregation [7] and Compound [32] datasets. The size of those datasets is very limited and not suitable for bigdata applications. Hence, for each of those four datasets, we generated datasets of increasing size, up to 1.2 billion entries. Those datasets have the same data distribution as the original datasets while allowing us to test the scalability of the algorithms.
The parameters of each algorithms were empirically tuned for each dataset. The results of these experiments are shown in Fig.1 .
First, we notice that MLLib k-means is not capable of discovering clusters of arbitrary shapes, as anticipated. Overall, PatchWork and Spark-DBSCAN have very similar results and can perfectly handle arbitrary shapes and paths ( Fig.1h and Fig.1g ).
On the other hand, k-means performs well when identifying clusters of similar shapes (Fig.1j on the right and Fig.1n , top-left corner). The two density algorithms wrongly merged the two clusters joined by noisy data points. The Compound dataset shows that unlike DBSCAN, PatchWork is aware of the spatial size of the cluster and can recognize small noisy clusters. For very small datasets (up to one million entries), MLLib k-means is the fastest algorithm, followed by PatchWork. For datasets above one million entries, the trend reverses and PatchWork becomes faster than k-means.
Both PatchWork and k-means have a linear computation complexity. However, for very large datasets (Fig.2b) , PatchWork is very significantly faster than the native Spark implementation of k-means: when clustering 1 billion points, PatchWork is 40 times faster. Fig.2c shows that, both MLLib k-means and PatchWork have a near-linear horizontal scalability, a critical property of distributed algorithms for big-data applications.
Smart-city datasets
A key application of large scale analysis of geospatial bigdata is the modeling of public infrastructures for the development of smarter cities. Smart cities such as Barcelona, San Francisco, or Montreal heavily rely on digital technologies to reduce resource consumption and to engage more effectively with their citizens. We thus preprocessed the data to convert those values into a numeric equivalent representation. Fig.3 shows the results of the three clustering algorithms. MLLib k-means roughly divides the city into k = 7 clusters of equal size, while Spark-DBSCAN creates a very large cluster that encompasses nearly the entire city with numerous noisy data points. PatchWork creates a large cluster, plus several mid-sized clusters to consider for further analysis. The benefits of our approach against DBSCAN are two folds: first the ability to define for each dimension is key to better model the input dataset. The spatial-size awareness of PatchWork is also beneficial to remove small noisy clusters.
AVAILABILITY
PatchWork is implemented in the Scala functional programming language. It is released as a Spark Package 7 and is freely available at http://github.com/crim-ca/patchwork under the MIT license.
CONCLUSION AND FUTURE WORK
An increasing number of applications are now generating very large volumes of data. For example, the number of sensors that collect geocoded data is increasing exponentially, from 500 million devices in 2003 to an anticipated 50 billion sensors in the next 5 years, resulting in volumes of data far exceeding the computing power of a single machine. However, many clustering algorithms which were developed in the past two decades rely on an iterative approach, which is inherently difficult to parallelize and distribute efficiently. While, a few parallelized variants of popular algorithms, such as k-means, have been proposed and implemented using the MapReduce paradigm, the variety of clustering algorithms that can be efficiently distributed is limited. PatchWork was designed to address those challenges. PatchWork has strong theoretical foundations and presents several desirable characteristics in knowledge discovery, in particular, it can discover clusters of arbitrary shapes, does not require a priori the number of clusters to identify, and offers a natural protection against outliers and noise. PatchWork was implemented using Apache Spark, and has linear computational complexity and near-linear horizontal scalability. As a result, PatchWork is suitable to process and cluster a billion data points in a distributed manner in a few minutes only. Last, our approach adds a new dimension to density-based clustering algorithms, and makes it possible to discover spatially large clusters instead of dense clusters only.
Further improvements to the algorithm include a better handling of data stream clustering in real-time, as well as performance optimizations for high-dimensional data.
