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RESONANCE INDEX AND SINGULAR
SPECTRAL SHIFT FUNCTION
NURULLA AZAMOV
Abstract. This paper is a continuation of my previous work on absolutely
continuous and singular spectral shift functions. Let H0 be a self-adjoint
operator on a framed Hilbert space (H, F ) and let V be a self-adjoint trace-class
operator. The singular part ξ(s)(λ;H0 + rV,H0) of the spectral shift function
is a.e. integer-valued function, where r ∈ R. For any fixed point λ from the
set of regular points Λ(H0, F ) associated with the pair (H0, F ), the singular
spectral shift function is a locally constant function of the coupling constant r,
with possible jumps only at resonance points. Main result of this paper asserts
that the jump of the singular spectral shift function at a resonance point r0 is
equal to the so-called resonance index of the triple (λ;Hr0 , V ).
Resonance index can be described as follows. For a fixed λ ∈ Λ(H0, F ), the
resonance points r0 of the path Hr are real poles of a certain meromorphic
function associated with the triple (λ + i0;H0, V ). When λ + i0 is shifted to
λ+ iy with small y > 0, that pole get off the real axis in the coupling constant
complex plane and, in general, splits into some N+ poles in the upper half-
plane and some N
−
poles in the lower half-plane (counting multiplicities).
Resonance index of the triple (λ;Hr0 , V ) is the difference N+ −N−.
Based on the theorem just described, a non-trivial example of singular
spectral shift function is given.
1. Introduction and Preliminaries
This paper is a continuation of my previous work [Az2] and heavily relies on it. I
give here necessary preliminaries from [Az2], which are necessary to state the main
result of this paper.
Let H be a (complex separable) Hilbert space. We denote by
Rz(H) = (H − z)
−1
the resolvent of an operator H in H.
Recall that a frame F in a Hilbert space H (see [Az2, Definition 2.1.1]) is a
Hilbert-Schmidt operator F : H → K with trivial kernel and co-kernel, where K is
another Hilbert space. The condition that co-kernel of F be trivial is not essential,
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since one can always replace K by the closure of the image of F. Let
F =
∞∑
j=1
κj 〈ϕj , ·〉ψj
be Schmidt representation of F. In fact, in the definition of the frame F the impor-
tant data is the orthonormal basis (ϕj)
∞
j=1 with a fixed order and the ℓ2-sequence
of positive decreasing numbers (κj).
Let H0 be a self-adjoint operator in H with a fixed frame F, let
V = F ∗JF,
where J is a bounded self-adjoint operator on K, and let
Hr = H0 + rV, r ∈ R.
Let
Tz(H0) = FRz(H0)F
∗.
We define a set
(1) Λ(H0, F )
as the set of all those real numbers λ ∈ R, for which the limit
lim
y→0
FRλ+iy(H0)F
∗ =: FRλ+i0(H0)F
∗
exists in uniform norm and the limit
lim
y→0
F ImRλ+iy(H0)F
∗ =: F ImRλ+i0(H0)F
∗
exists in trace-class norm. It is well-known that the set Λ(H0, F ) has full Lebesgue
measure (see e.g. [Y, Theorems 6.1.5 and 6.1.9]). It also has the following coupling
constant regularity property [Az2, §4]:
if λ ∈ Λ(H0, F ), then λ ∈ Λ(Hr, F ) for all r /∈ R(λ; {Hs} , V ),
where R(λ; {Hs} , V ) is a discrete subset of R given by (see [Az2, Definition 4.1.6])
R(λ; {Hs} , V ) = {r ∈ R : 1 + rTλ+i0(H0)J is not invertible} .
For every λ ∈ Λ(H0, F ) there exists the matrix
ϕ(λ) =
1
π
(
κjκk
〈
ϕj , ImRλ+i0(H0)ϕk
〉)
,
which is a non-negative trace-class operator on ℓ2 (see [Az2, Proposition 2.4.3]).
Let Hα(F ), α ∈ R, be the scale of Hilbert spaces associated with operator |F | on
H (see e.g. [Az2, section 2.6] for details). An element f of H1(F ) has the form
f =
∞∑
j=1
βjκjϕj ,
where (βj) ∈ ℓ2. The evaluation operator
Eλ(H0) = Eλ(H0, F ) : H1(F )→ ℓ2
is defined by formula (see [Az2, §3])
Eλf =
∞∑
j=1
βjηj(λ),
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where ηj(λ) is the j-th column of the Hilbert-Schmidt matrix η(λ) =
√
ϕ(λ) divided
by κj . For every λ ∈ Λ(H0, F ) one can define the Hilbert space
hλ = hλ(H0) = hλ(H0, F ) ⊂ ℓ2
associated with frame F, as the closure of the image of the evaluation operator
in ℓ2 :
hλ(H0, F ) = Eλ(H1(F )).
The family of Hilbert spaces {hλ, λ ∈ Λ(H0, F )} form a measurable family with
measurability base ϕj(λ) := Eλϕj , j = 1, 2, . . . (see [Az2, Lemma 3.1.1]). The
corresponding direct integral of Hilbert spaces
H :=
∫ ⊕
Λ(H0,F )
hλ dλ
is naturally isomorphic to the absolutely continuous part of H with respect to H0.
The natural isomorphism is given by the direct integral of operators Eλ(H0, F ) (see
[Az2, Proposition 3.3.5])
E :=
∫ ⊕
Λ(H0,F )
Eλ(H0, F ) dλ,
More exactly, the operator E : H1 → H, thus defined, can be considered as an
operator onH, and this operator is bounded onH, vanishes on the singular subspace
of H0 and maps isometrically the absolutely continuous subspace of H0 onto H (see
[Az2, §3] for details and proofs).
For any λ ∈ Λ(H0, F ) the operator Rλ+i0(H0) can be considered as a compact
operator
Rλ+i0(H0) : H1(F )→ H−1(F )
and the operator V can be considered as a bounded operator
V : H−1(F )→ H1(F ),
so that for any non-resonant r (that is, for r /∈ R(λ; {Hs} , V )) the operator
S(λ;Hr, H0) : hλ(H0)→ hλ(H0), given by the well-known stationary formula
S(λ;Hr, H0) = 1λ − 2πiEλ(H0)rV (1 + rRλ+i0(H0)V )
−1
E
♦
λ (H0),
makes sense, where
E
♦
λ (H0) = |F |
−2
E
∗
λ(H0) : hλ(H0, F )→ H−1(F ).
In [Az2] it was shown that thus defined operator is unitary and that the operator∫ ⊕
Λ(H0,F )
S(λ;H1, H0) dλ
is naturally isomorphic to the scattering operator S(H0+V,H0) of the pairH0, H0+
V, the natural isomorphism being given by E. That is, the operator S(λ;Hr, H0) is in
fact the scattering matrix (or on-shell scattering operator, — in physical language).
It is also shown in [Az2] that, for a fixed λ ∈ Λ(H0, F ), the scattering matrix
S(λ;Hr, H0) as a function of the coupling constant r admits analytic continuation
to a neighbourhood of R.
An essential difference between classical approach to abstract stationary scatter-
ing theory (see e.g. [BE, Y]) and the one given in [Az2] is that, while in the former
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theory the scattering matrix is defined for a.e. λ and it is impossible to consider the
scattering matrix at a single point, — this just does not make sense, in the latter
theory the scattering matrix is explicitly constructed for every λ from an a-priori
given set of full Lebesgue measure.
Let U1(H) be the group of all unitary operators on H of the form 1+ trace-
class operator, with topology inherited from L1(H). Let U : [a, b] → U1(H) be a
continuous path of unitary operators such that U(a) = 1. ξ-invariant of this path
can be defined as a continuous function ξ : [a, b]→ R such that for any r ∈ [a, b]
ξ(r) = −
1
2πi
log detU(r),
where the branch of log is chosen so that the function in the right hand side is
continuous. In fact, ξ-invariant is the Pushnitski µ-invariant µ(θ, λ) averaged over
the angle variable θ, see [Pu, Az2], where µ(θ, λ) is an integer which — roughly
speaking — measures the number of eigenvalues of U(r) which cross the point eiθ
on the unit circle as r moves from 0 to 1.
In [Az2] for every λ ∈ Λ(H0, F ) there was introduced the so-called absolutely
continuous part ξ(a)(λ;Hr, H0) of the spectral shift function which is the ξ-invariant
of the path of unitary operators
[0, 1] ∋ r→ S(λ;Hr , H0).
(Absolutely continuous and singular parts of spectral shift function were first in-
troduced in [Az]). The function ξ(a)(λ;Hr, H0) is the density of the absolutely
continuous measure
∆ 7→
∫ r
0
Tr
(
V EHs∆ P
(a)(Hs)
)
ds,
where EHs∆ is the spectral projection of the operator Hs = H0 + sV and P
(a)(Hs)
is the projection onto the absolutely continuous subspace of Hs.
It was shown in [Az2] that ξ
(a)(λ;Hr, H0) is a summable function which differs
from the spectral shift function ξ(λ;Hr , H0) by an a.e. integer-valued function de-
noted by ξ(s)(λ;Hr, H0) and called the singular part of the spectral shift function.
In [Pu] it was actually shown that the spectral shift function ξ(λ;H1, H0) can be
defined for every λ from the set Λ(H0, F ) ∩ Λ(H1, F ) of full Lebesgue measure
as the ξ-invariant of a continuous path of unitary operators introduced in [Pu],
though this result was not formulated in [Pu] in these terms. So, for every fixed
λ ∈ Λ(H0, F ) the spectral shift function ξ(λ;Hr, H0), and hence the singular spec-
tral shift function ξ(s)(λ;Hr, H0) too, can be considered as an explicitly defined
function of the coupling constant r. In [Az2] it was shown that these functions are
locally analytic (even locally constant in case of ξ(s)) functions of r and that the
discontinuities (integer jumps) of these functions can occur only at resonance points
r0 ∈ R(λ; {Hs} , V ) of the path {Hr} .
Since the spectral shift function ξ(λ;Hr, H0) is point-wise additive (see [Az2,
Theorem 9.6.5]), the latter fact naturally suggests that the size of the jump of
ξ and ξ(s) as functions of r for a fixed λ at a resonance point of the path {Hr}
should depend only on the resonant at λ operator Hr0 and the direction of the
perturbation operator V. It turns out that, indeed, to the triple consisting of a
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point λ ∈ Λ(H0, F ), of an operator Hr0 resonant at λ and the direction V one can
assign a naturally defined integer number, which is called here resonance index of
the triple. The main result of this paper can be formulated as follows.
Theorem. The jump of the singular spectral shift function (as a function of the
coupling constant) at a resonance point r0 is equal to the resonance index.
The resonance index of the triple (λ;Hr0 , V ) can defined as follows. Consider
the meromorphic operator-valued function
fz(s) = (1 + sTz(H0)J)
−1.
For z = λ + i0, at a resonance point s = r0 this function has a pole. At the same
time, for z = λ + iy with y > 0 this function cannot have real poles, implying
that the pole r0 of the function fλ+i0(s) shifts away from the real axis and possibly
splits into some N+ poles in the upper half-plane and some N− poles in the lower
half-plane. It is shown that the number N+ − N− does not depend on the choice
of the regular point H0 on the line {Hr = H0 + rV } . The difference N+ − N− is
the resonance index of the triple (λ;Hr0 , V ).
It is also shown that the resonance index is equal to the residue (up to an absolute
constant) of the pole s = r0 of the meromorphic function
C ∋ s 7→ Tr(Tλ+i0(Hs)J).
In the last section of this paper a non-trivial example of singular spectral shift
function is given.
2. Resonance index
Given a framed Hilbert space (H, F ), we denote by A(F ) the real Banach space
of operators of the form V = F ∗JF with bounded self-adjoint J. The norm of
V = F ∗JF is by definition ‖J‖ . Given a self-adjoint operator H0 on H, we denote
by A the real affine space of self-adjoint operators
A = H0 +A(F ).
The affine space A has a topology induced by the topology of A(F ). We say that
a real number λ is essentially A-regular (or just essentially regular, if there is no
danger of confusion), if λ ∈ Λ(H,F ) (see (1) for definition of Λ(H,F )) for some
H ∈ A. The set of essentially A-regular points has full Lebesgue measure. We
denote this set by Λ(A, F ). We say that an operator H from A is resonant at an
essentially regular point λ, if λ /∈ Λ(H,F ); otherwise we say that H is regular at λ.
For a fixed λ, the set of resonant at λ operators is a closed meager set (see [Az2,
Theorem 4.2.5]). We denote the set of regular at λ operators by Γ(λ) = Γ(λ;A, F ).
Thus, Γ(λ) is a massive open set. The set of resonant at λ operators will be denoted
by R(λ) = R(λ;A, F ). For an analytic curve γ in A there are two possible options:
either γ is a subset of the resonance set R(λ;A, F ), or the intersection of γ with
the resonance set is a discrete set (see [Az2, Theorem 4.2.5]). In the former case
we say that the curve γ is resonant at λ, in the latter case we say that the curve γ
is regular at λ. Similarly one can define resonant at λ and regular at λ real-analytic
n-dimensional manifolds ⊂ A.
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If an operator H ∈ A is resonant at λ ∈ Λ(A, F ), then an operator V ∈ A(F )
is called a regularizing operator, if H + V is regular at λ. If V ∈ A(F ) is such that
rV is regularizing for some r ∈ R (that is, if H + rV is regular at λ), then V will
be called a regularizing direction.
In order to clarify these definitions let us consider the case of a finite dimensional
Hilbert space H. In this case every number λ is essentially regular. An operator H
is resonant at λ if and only if λ is an eigenvalue of H. If, for example, V f = 0, where
Hf = λf and f 6= 0, then V is not a regularizing direction. In finite-dimensional
case the frame F becomes irrelevant.
Let λ be a fixed essentially regular point and let γ = {Hr} ⊂ H0 +A(F ) be an
analytic path regular at λ (here we are a bit sloppy in distinguishing a path and
its image).
In [Az2] it is proved (Theorem 9.7.6 and Corollary 9.7.7) that if the functions
r 7→ ξ(λ;Hr , H0) and r 7→ ξ
(s)
γ (λ;Hr, H0)
are not analytic at some point r0, then (1) the point r0 is necessarily a resonance
point of the path γ, (2) at r0 the functions ξ(λ;Hr , H0) and ξ
(s)(λ;Hr, H0) have
left and right limits and (3) the jump of these functions is an integer number.
Unlike ξ and ξ(s), the function r 7→ ξ(a)(λ;Hr, H0) is analytic [Az2, Proposition
8.2.3]. The functions ξ(λ;Hr , H0) and ξ
(a)
γ (λ;Hr , H0) of the coupling constant r
are path additive, and so is ξ
(s)
γ (λ;Hr, H0). This suggests that the size of a jump
at a resonance point r0 should depend only on the resonant at λ operator Hr0 and
the direction of V. It turns out that this is indeed the case.
Namely, given an essentially regular point λ, a resonant at λ operator H and a
regularizing direction V, one can define an integer number, which I call resonance
index, which depends only on λ,H and V and definition of which follows. It turns
out that the jump of the singular spectral shift function is equal to the resonance
index. This is the main result of this paper.
2.1. Definition of resonance index. Let λ be an essentially regular point and
let V ∈ A(F ). Let H0 ∈ A be an operator regular at λ, that is, H0 ∈ Γ(λ;A, F ).
Let V = F ∗JF. Consider the operator
(2) fz(s) := fz(s;H0, V ) := (1 + sTz(H0)J)
−1
as a function of s, where Tz(H0) = FRz(H0)F
∗. By analytic Fredholm alternative
(see e.g. [Y, Theorem 1.8.2]), this function is meromorphic. When z is non-real,
by [Az2, Lemma 4.1.4] the function fz(s) cannot have real poles. On the other
hand, for z = λ ± i0 the function fz(s) may have real poles, which are resonance
points of the path R ∋ s 7→ H0 + sV.
Note that the second resolvent identity implies that
(3) fz(s;H0, V ) = 1− sTz(Hs)J
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Poles of fλ+iy(s) (in s-plane):
r
r
r
rr
r
✲
✻
y 6= 0
r
r
rr
r ✲
✻
y = 0
Poles of the function fz(s) under fixed z form a discrete subset of C. Note that
(4) s0 is a pole of fz(s) ⇔ −1/s0 is an eigenvalue of T0(z)J.
We say that the pole s0 has multiplicity N, if the corresponding eigenvalue −1/s0
of T0(z)J has multiplicity N. If Im z 6= 0, then the operator T0(z)J is trace class,
and so in this case the multiplicity of a pole s0 of fz(s) is equal to the multiplicity
of −1/s0 as a zero of the entire function (called perturbation determinant)
C ∋ s 7→ det(1 + sT0(z)J).
When z changes slightly outside of R, the operator T0(z)J changes slightly in the
uniform norm; as a consequence, eigenvalues −1/s0 change slightly (see e.g. [Ka]).
By (4), this means that poles of fz(s) change slightly, when z changes slightly. If
a pole s0 has multiplicity > 1, then, as z changes slightly, the pole may split into
several poles. We say that those poles belong to the same group. As it follows from
stability properties of isolated eigenvalues (see e.g. [Ka]), the total multiplicity of
poles in a group is preserved.
Let s = r0 be a real pole of fλ+i0(s), and let N be the multiplicity of this pole.
When λ+ i0 is changed to λ+ iy, by [Az2, Lemma 5.4] the pole r0 gets off the real
axis and it may split to a group of poles. If N is the multiplicity of the real pole r0,
then in the upper half-plane there appear in total N+ poles (counting multiplicities)
in the group of r0 and in the lower half-plane there appear N− poles, where N+
and N− are some two integers such that 0 6 N+, N− 6 N and N = N+ +N−.
We shall call poles of a group from C+ (respectively, C−) up-poles (respectively,
down-poles).
Remark 2.1. Since spectral measures of operators Tz(H0)J and JTz(H0) coincide,
in the definition of resonance index which follows one can use the function
(1 + sJTz(H0))
−1
instead of (2). On the other hand, by [Az2, (12)] and [Az2, (13)], usage of the
functions
(1 + sJTz¯(H0))
−1 and (1 + sTz¯(H0)J)
−1
would obviously lead to a change of sign in the definition of the resonance index.
Recall that property of an operator H ∈ A to be resonant at some point λ does
not depend on a path {Hr} containing H.
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Definition 2.2. Let λ be an essentially regular point. Let H0 ∈ A, let V ∈ A(F )
and let Hr = H0 + rV, r ∈ R. Assume that the line {Hr, r ∈ R} is regular at λ
and let Hr0 be resonant at λ. Resonance index of a resonant at λ operator Hr0 in
regularizing direction V is the number
indres(λ;Hr0 , V ) = N+ −N−.
That is, the resonance index is equal to the difference of the numbers of up-poles and
down-poles in the group of r0, where poles are counted according to their multiplicity.
To the best knowledge of the author, this notion is new.
One should justify this definition, since the definition of numbers N± involves
operator H0, which can be chosen arbitrarily on the line {H0 + rV, r ∈ R} . The
next proposition does this by showing that the difference N+−N− does not depend
on the choice of an operator H0 on the line {H0 + rV, r ∈ R} . For this, we use the
second expression for fz(s) in (2) which does not depend on particular choice of H0.
In fact, one can say more: it turns out that the kernel and the root space
corresponding to zero eigenvalue of 1+ r0Tλ+i0(H0)J are invariants of the resonant
operator Hr0 and a regularizing direction V. This will be shown in Corollaries 2.4
and 2.6.
Before proceeding to the following proposition, we make one remark about index-
ing of resonant operators. Usually we denote by H0 an operator which is regular
at λ, and by Hr0 , where r0 6= 0, we denote an operator which is resonant at λ.
However, since from now on we shall focus on resonant operators, we shall assume
that H0 is resonant at λ. For this reason, we use definition (3) of fz(s).
Proposition 2.3. Let H0 ∈ A, let V = F
∗JF ∈ A(F ) and let Hr = H0 + rV,
where r ∈ R. Let z ∈ C \ R. If a non-zero vector ψz ∈ K and a number αz ∈ C+
are such that for some r ∈ R
(1 − (r + αz)Tz(Hr)J)ψz = 0,
then for any other real number s the equality
(1− (s+ αz)Tz(Hs)J)ψz = 0
holds. In particular,
(1− αzTz(H0)J)ψz = 0.
Proof. Let
(5) A(s)z = Tz(Hs)J.
The second resolvent identity implies (see also [Az2, (4.7)]) that for any two real
numbers s, r
(6) A(s)z = (1 + (s− r)A
(r)
z )
−1A(r)z .
We have
A(r)z ψz =
1
r + αz
ψz.
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It follows that
A(s)z ψz = (1 + (s− r)A
(r)
z )
−1A(r)z ψz
=
[
1 + (s− r) ·
1
r + αz
]−1 1
r + αz
ψz =
1
s+ αz
ψz.
This completes the proof. 
Main consequence of this proposition is that (a) the eigenvector ψz depends only
on H0 (which can so far be assumed to be an arbitrary operator from A, since
z /∈ R), on the number z and on the direction of the operator V ; the vector ψz does
not depend on the choice of an operator Hs on the affine line {Hr, r ∈ R} and (b)
the eigenvalue 1s+αz of Hs depends on the choice of Hs but in a simple manner;
more importantly, the half-plane C±, to which eigenvalues of Tz(Hr)J belong, do
not depend on r.
The situation becomes more interesting when z = λ± i0 and the operator H0 is
not regular at λ. In this case operators Tλ±i0(H0) do not exist, so that we cannot
define ψλ+i0 directly. But we can regularize the operator H0 by adding to it the
perturbation sV and then define the eigenvector ψλ+i0 using a shifted operator
H0+sV. The eigenvector ψλ+i0 does not depend on the choice of s, as the following
corollary shows.
Corollary 2.4. Let λ be an essentially regular point. Let H0 ∈ A be resonant
at λ operator and let rV = rF ∗JF be a regularizing operator, so that the operator
Hr = H0 + rV is regular at λ. If a non-zero vector ψλ+i0 ∈ K is such that
(7) (1− rTλ+i0(Hr)J)ψλ+i0 = 0,
then for any other regularizing operator sV the equality
(1− sTλ+i0(Hs)J)ψλ+i0 = 0
holds.
Proof. Firstly, we note that since the operator H0 = Hr− rV is resonant at λ, such
a non-zero vector ψλ+i0 necessarily exists (see [Az2, Theorem 4.1.11]).
Since operators rV and sV are regularizing, (using notation (5)) operators A
(r)
λ+i0
and A
(s)
λ+i0 make sense. By [Az2, Theorem 4.1.11], the (bounded) operator (1 +
(s− r)A
(r)
λ+i0)
−1 also exists.
So, the proof follows verbatim the proof of Proposition 2.3 with z = λ+ i0 and
αz = 0. 
In conditions of this corollary, the number 0 is a resonance point of the path
{Hr} .
Since the compact operator Tλ+iy(Hs)J is not self-adjoint, in general the root
space corresponding to the eigenvalue s−1 of Tλ+i0(Hs)J may have root vectors
which are not eigenvectors. The following proposition shows that the root space
also does not depend on s.
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Proposition 2.5. Let H0 ∈ A, let V = F
∗JF and let Hr = H0+ rV, where r ∈ R.
Let z ∈ C \ R and let n ∈ {1, 2, . . .} . If a non-zero vector ψz ∈ K and a number
αz ∈ C+ are such that for some r ∈ R
(1− (r + αz)Tz(Hr)J)
nψz = 0,
then for any other real number s the equality
(1 − (s+ αz)Tz(Hs)J)
nψz = 0
holds. In particular,
(1 − αzTz(H0)J)
nψz = 0.
Proof. For n = 1 this is proved in Proposition 2.3. Assume that the assertion is
true for n = k.
For n = k + 1, we have
(1− (r + αz)Tz(Hr)J)(1 − (r + αz)Tz(Hr)J)
kψz = 0.
It follows from this and Proposition 2.3 (applied to the vector (. . .)kψz) that
(1− (s+ αz)Tz(Hs)J)(1 − (r + αz)Tz(Hr)J)
kψz = 0.
Since the operators Tz(Hs)J and Tz(Hr)J commute, it follows that
(1− (r + αz)Tz(Hr)J)
k(1− (s+ αz)Tz(Hs)J)ψz = 0.
By the induction assumption, this implies that
(1− (s+ αz)Tz(Hs)J)
k(1− (s+ αz)Tz(Hs)J)ψz = 0.
Proof is complete. 
Corollary 2.6. Let λ be an essentially regular point. Let H0 ∈ A be resonant
at λ operator and let rV = rF ∗JF be a regularizing operator, so that the operator
Hr = H0 + rV is regular at λ. Let n ∈ {1, 2, . . .} . If a non-zero vector ψλ+i0 ∈ K
is such that
(8) (1− rTλ+i0(Hr)J)
nψλ+i0 = 0,
then for any other regularizing operator sV the equality
(1− sTλ+i0(Hs)J)
nψλ+i0 = 0
holds.
Proof of this corollary is similar to the proof of Corollary 2.6, and therefore it is
omitted.
Proposition 2.5 and Corollary 2.6 imply that there is a correctly defined reso-
nance index.
Theorem 2.7. Definition of the resonance index indres(λ;H0, V ) does not depend
on the choice of a regular operator Hs on the affine line {Hr, r ∈ R} .
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Proof. Proposition 2.5 implies that numbers of eigenvalues of A
(r)
z = Tz(Hr)J
(counting multiplicities) in the group of a resonance point r = 0, which lie in
C±, do not depend on the choice of r. So, the resonance index is well-defined as the
difference of the numbers of eigenvalues (counting algebraic multiplicities) in those
half-planes. 
The equation (8) will be called resonance equation of order n. Non-zero solutions
ψλ+i0 = ψλ+i0(n,H0, V )
of the equation (8) will be called resonance vectors of order n for the triple
(λ;H0, V ), consisting of an essentially regular point λ, an operator H0 resonant
at λ and a regularizing direction V.
For a resonant at λ operator H0 with regularizing direction V we denote by
Υ(λ+ i0;H0, V )
the root space of the operator 1−rTλ+i0(Hr)J, that is, the finite-dimensional vector
space spanned by resonance vectors of all orders. As shown above, this root space
does not depend on r.When λ+i0 is changed to λ+iy with small positive y, the root
space changes continuously, and the corresponding pole splits (more exactly, may
split) into a group of non-real poles, but the total multiplicity remains unchanged.
We denote by
Υ↑(λ + iy;H,V ) (respectively, Υ↓(λ + iy;H,V ))
the direct sum of root spaces corresponding to poles of the group in C+ (respectively,
C−).
By definition of resonance index, the equality
(9) indres(λ;H,V ) = dimΥ
↑(λ+ iy;H,V )− dimΥ↓(λ+ iy;H,V )
holds for all small enough y > 0.
Assume that H0 is resonant at λ and that V is a regularizing direction. Let us
consider the idempotent operator
(10) P (λ+ i0;H0, V ) =
1
2πi
∮
C(1/s)
(t− Tλ+i0(Hs)J)
−1
dt,
where C(1/s) is a small circle enclosing the eigenvalue 1/s of the operator
Tλ+i0(Hs)J. We know, by Corollary 2.6 that the image Υ(λ + i0;H0, V ) of this
idempotent does not depend on s. Since the compact operator Tλ+i0(Hs)J is not
self-adjoint, the idempotent operator P (λ + i0;H0, V ) in general could depend on
s, but it turns out that
Theorem 2.8. The idempotent operator P (λ+ i0;H0, V ), defined by formula (10),
does not depend on s.
Proof. Let P1 and P2 be two idempotents for two different values s1 and s2 of s.
Since, by Corollary 2.6, these idempotents have the same range Υ(λ + i0;H0, V ),
we have P1P2 = P2 and P2P1 = P1. Since, by (6), operators Tλ+i0(Hs1)J and
Tλ+i0(Hs2)J commute, it follows from (10) that P1 and P2 also commute. It follows
that P1 = P2P1 = P1P2 = P2. 
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The following proposition asserts a natural and expected property of the reso-
nance index.
Proposition 2.9. If λ is an essentially regular point, if H0 is a resonant at λ
operator and if V is a regularizing direction, then
indres(λ;H,−V ) = − indres(λ;H,V ).
Proof. A resonant operator H0 can be crossed in two directions along the line
{Hr, r ∈ R} : V and −V. In one direction the resonance equation is (r can be
complex, but we write r + αz with real r and complex αz instead of complex r)
(11) (1 − (r + αz)Tz(Hr)J)
nψ = 0.
If the resonant operator H0 is now to be crossed in the opposite direction −V, then
we have to replace J by −J in the resonance equation to get
(1 + (r + αz)Tz(H−r)J)
nψ = 0.
Clearly, the number r can be chosen so that both r and −r are not resonant. By
Proposition 2.3, in the last equality we can replace r by −r to get
(1− (r − αz)Tz(Hr)J)ψ = 0.
Comparing this with (11) we see that if r + αz is an up-pole (respectively, down-
pole) for the second case, then r − αz is a down-pole (respectively, up-pole) for
the first case and obviously vice versa. That is, up-poles (down-poles) in the direc-
tion V become down-poles (up-poles) in the direction −V. Clearly, multiplicities of
these poles do not change. So, overall the resonance index changes its sign. This
completes the proof. 
3. Resonance index and singular spectral shift function
In this section we prove the main result of this paper, which states that the jump
of the singular part ξ(s)(λ;Hr, H0) of the spectral shift function (considered as a
function of the coupling constant r under fixed essentially regular point λ) at a
resonance point Hr0 of a path Hr = H0+ rV is equal to the resonance index of the
triple (λ,Hr0 , V ).
3.1. Resonance index as a residue of a meromorphic function. For a
straight path Hr = H0 + rV, let us consider the function
Fz(s) = Fz(s;H0, V ) = Tr
(
1
π
ImRz(Hs)V
)
.
For further use, we note the following equality (see e.g. [Az2, (4.8)])
(12)
1
π
ImRz(Hs) = (1 + sRz¯(H0)V )
−1 1
π
ImRz(H0) (1 + sV Rz(H0))
−1 .
Lemma 3.1. The equality
1
π
ImRz(Hs)V =
1
2πi
·
1
s
[
(1 + sRz¯(H0)V )
−1 − (1 + sRz(H0)V )
−1
]
.
holds.
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Proof. By (12) we have
(E) :=
1
π
ImRz(Hs)V = (1 + sRz¯(H0)V )
−1 1
π
ImRz(H0) (1 + sV Rz(H0))
−1 V.
It follows that
2πi(E) = (1 + sRz¯(H0)V )
−1 (
Rz(H0)−Rz¯(H0)
)
V (1 + sRz(H0)V )
−1
= (1 + sRz¯(H0)V )
−1Rz(H0)V (1 + sRz(H0)V )
−1
− (1 + sRz¯(H0)V )
−1
Rz¯(H0)V (1 + sRz(H0)V )
−1
=
1
s
(1 + sRz¯(H0)V )
−1
[
1− (1 + sRz(H0)V )
−1
]
−
1
s
[
1− (1 + sRz¯(H0)V )
−1
]
(1 + sRz(H0)V )
−1
=
1
s
[
(1 + sRz¯(H0)V )
−1 − (1 + sRz(H0)V )
−1
]
.
The proof is complete. 
Corollary 3.2. The equality
Fz(s) =
1
2πi
·
1
s
Tr
[
(1 + sRz¯(H0)V )
−1
− (1 + sRz(H0)V )
−1
]
.
holds. In particular, the function R ∋ s 7→ Fz(s) admits a meromorphic continua-
tion to the whole complex plane C.
Note that since Fz(s) takes real values when s is real, the meromorphic contin-
uation of Fz(s) is a symmetric function:
(13) Fz(s¯) = Fz(s).
Theorem 3.3. Let z /∈ R. If s0 is a (necessarily non-real) pole of the meromorphic
function
C ∋ s 7→ Fz(s) = Tr
(
1
π
ImRz(Hs)V
)
,
then the equality
2πi ress=s0 Fz(s) = N+ −N−
holds, where N+ (respectively, N−) is the multiplicity of −s
−1
0 as an eigenvalue of
Rz(H0)V (respectively, Rz¯(H0)V ).
Proof. Let C be a small circle (oriented anticlockwise) around the pole s0, such
that there are no other poles of Fz(s) on and inside of the circle C except s0. By
Corollary 3.2 we have
2πi ress=s0 Fz(s) =
∮
C
Fz(s) ds
=
1
2πi
∮
C
Tr
(
1
s
[
(1 + sRz¯(H0)V )
−1 − (1 + sRz(H0)V )
−1
])
ds
=
1
2πi
Tr
(∮
C
[ (
−s−1 −Rz(H0)V
)−1
−
(
−s−1 −Rz¯(H0)V
)−1 ]
s−2 ds
)
.
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Making the change of variable t = −s−1 we get
2πi ress=s0 F (s) =
1
2πi
Tr
(∮
C1
[
(t− Rz(H0)V )
−1
− (t−Rz¯(H0)V )
−1
]
dt
)
,
where C1 is a small circle enclosing t0 = −s
−1
0 (oriented in anticlockwise direction).
It follows that
2πi ress=s0 F (s) = Tr (P (z, t0)− P (z¯, t0)) ,(14)
where P (z, t0) is the (not necessarily orthogonal) projection onto the root space
of the eigenvalue t0 = −1/s0 of Rz(H0)V. By the Lidskii theorem (see e.g. [GK]),
Tr(P (z, t0)) is equal to the multiplicity of −s
−1
0 = t0 as an eigenvalue of Rz(H0)V.
It follows from this and (14) that 2πi ress=s0 F (s) = N+ −N−. 
Remark 3.4. The resonance index is defined as the difference between the number
of up-poles and down-poles of the function (1+sTz(H0)J)
−1. Up-poles (respectively,
down-poles) of this function are conjugates of down-poles (respectively, up-poles)
of the function (1 + sTz¯(H0)J)
−1. So, the set of poles of the function Fz(s) is the
union of poles of (1 + sTz(H0)J)
−1 and (1 + sTz¯(H0)J)
−1, as it can be seen from
(12).
r
❜
r
❜
r
❜
❜
r
✲
Black dots are poles of (1 + sTz(H0)J)
−1
White dots are poles of (1 + sTz¯(H0)J)
−1
It follows that the resonance index can also be defined as the number of black dots
in a group in C+ minus the number of white dots in the group in C+.
Corollary 3.5. Let λ ∈ R be an essentially regular point. Let the straight line
{Hr = H0 + rV, r ∈ R} be regular at λ. The residue of any real pole s0 of the mero-
morphic function
C ∋ s 7→ Fλ+i0(s) =
1
π
Tr (ImRλ+i0(Hs)V )
is equal to 0.
Proof. Clearly,
ress=s0 Fλ+i0(s) = lim
y→0+
ress=s0 Fλ+iy(s).
If C is a small circle anticlockwise oriented and enclosing s0 such that s0 is the only
pole of Fλ+i0(s) inside and on the circle, then for small enough y > 0 the circle C
will contain only poles of Fλ+iy(s) which belong to the group of s0.
So, it is enough to show that for all small enough y > 0∮
C
Fλ+iy(s) ds = 0.
The integral in the left hand side is equal to the sum of residues (times 2πi) of all
poles in the group of s0. Since an eigenvalue −s0(y)
−1 of Rλ+iy(H0)V corresponds
to the eigenvalue −s¯0(y)
−1 of Rλ−iy(H0)V of the same multiplicity, Theorem 3.3
and Definition 2.2 complete the proof. 
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3.2. Resonance index and singular spectral shift function. In the
proof of the following theorem we shall use the following contour of integration:
L1 (z = λ+ i0)q
a
✲ ✲ q
b
r
✓✏
r0
Theorem 3.6. Let λ be an essentially regular point. Let γ =
{Hr = H0 + rV, r ∈ [a, b]} be a straight path with only one resonance point r0 ∈
(a, b) at λ. For r ∈ [a, b] \ {r0} let
Gλ+i0(r) =
∫
L1
Fλ+i0(s) ds =
1
π
∫
L1
Tr (ImRλ+i0(Hs)V ) ds,
where the contour L1 of integration goes straight from a to r, but, in case r > r0,
circumvents the resonance point r0 in the upper half-plane, as shown in the pic-
ture above, in such a way that there are no other poles between the half-circle and
the real axis except r0. Then the function Gλ+i0(s) admits a single-valued analytic
continuation to a neighbourhood of the interval [a, b]. Restriction of this analytic
continuation to the interval [a, b] coincides with the value of the absolutely contin-
uous part of the spectral shift function at λ :
Gλ+i0(r) = ξ
(a)
γ (λ;Hr, H0).
Proof. By Corollary 3.5, the integral of the function Fλ+i0(s) over a small circle
around r0 is equal to zero. It follows that Gλ+i0(s) admits a single-valued analytic
continuation to a neighbourhood of [a, b] with only possible singularity at r0.
Further, for real r < r0, the function Gλ+i0(r) coincides with ξ
(a)(λ;Hr, H0),
since for all such r
Φ
(a)
Hr
(V )(λ) = Tr(Eλ(Hr)V E
♦
λ (Hr))
= Tr(E♦λ (Hr)Eλ(Hr)V )
=
1
π
Tr(ImRλ+i0(Hr)V ),
where definition [Az2, (8.6)] of Φ
(a)
Hr
(V )(λ) and [Az2, (5.5)] were used. Since by
[Az2, Proposition 9.10] the function r 7→ ξ
(a)(λ;Hr , H0) admits analytic continu-
ation to a neighbourhood of [a, b], it follows that so does Gλ+i0(s) and that they
coincide. 
Note that since ξ(a) and ξ are pointwise path-additive, the assumption that there
is only one resonant point is not essential at all.
In the proof of the following theorem (which is the main result of this paper) we
shall need the following two contours of integration.
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(z = λ+ iy, 0 < y ≪ 1.)
L1
L2
✲q
a
✲ ✲ q
b
r ❜rq
✛✘
r0
Theorem 3.7. Let λ be an essentially regular point. Let Hr = H0+ rV, a 6 r 6 b,
and let r0 be a resonance point of this path at λ. The jump of the singular part of
the spectral shift function at a resonance point r0 is equal to the resonance index of
Hr0 . In other words,
Φ
(s)
Hr0
(V )(λ) = indres(λ;Hr0 , V ) · δ.
Proof. Since ξ and ξ(a) are pointwise path additive, we can assume that r0 is the
only resonance point of the path {Hr} . For the same reason, the number a can be
replaced by any number between a and r0, and the number b can be replaced by
any number between r0 and b.
When λ + i0 is perturbed to λ + iy with small y > 0, the pole s = r0 of the
function Fλ+i0(s) get off the real axis and, in general, splits into a group of poles
in C± near r0. (Since the function Fz(s) is symmetric for all z, the set of poles of
this function is symmetric with respect to the real axis, but we need only those
which lie in C+ because of the choice of the path of integration which circumvents
the poles from above). Let L2 be a straight line which connects a and b and let
L1 be a line which also connects a and b but circumvents the poles of the r0-group
from above, as shown in the picture above. By [Az2, Lemma 4.1.4], the contours
L1 and L2 do not pass through the poles of the function Fλ+iy(·).
We have the equality
∫
L2
Fλ+iy(s) ds =
∫
L1
Fλ+iy(s) ds+ I(λ+ iy),
where I(λ+ iy) is the integral over the half-circle which encloses all the poles of the
group in C+. By Theorem 3.3, this integral is independent of small enough y > 0,
and it is equal to the resonance index of Hr0 . Clearly,
lim
y→0+
∫
L1
Fλ+iy(s) ds =
∫
L1
Fλ+i0(s) ds,
which, by Theorem 3.6, is equal to ξ(a)(λ;Hb, Ha). On the other hand, by [Az2,
Proposition 9.5.4], the integral over L2 is equal to the smoothed spectral shift func-
tion ξ(λ + iy;Hb, Ha). So, by [Az2, Lemma 9.5.2] and [Az2, Theorem 9.6.1/Defi-
nition 9.6.2], the integral over L2 converges to ξ(λ + i0;Hb, Ha) = ξ(λ;Hb, Ha) as
y → 0. Hence, for any a < r0 and any b > r0
ξ(λ;Hb, Ha) = ξ
(a)
γ (λ;Hb, Ha) + indres(λ;Hr0 , V ).
This completes the proof. 
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If there are several resonance points r1, r2, . . . , rN in the interval [a, b], then
ξ(λ;Hb, Ha) = ξ
(a)
γ (λ;Hb, Ha) +
N∑
j=1
indres(λ;Hrj , V ).
That is,
ξ(s)(λ;Hb, Ha) =
N∑
j=1
indres(λ;Hrj , V ).
Remark 3.8. It is known that outside of the essential spectrum the spectral flow
(as defined by J. Phillips in [Ph, Ph2]) and the Lifshits-Krein spectral shift functions
coincide, see e.g. [ACS, ACDS]. Theorem 3.7 shows that the resonance index
coincides with spectral flow outside the essential spectrum, but unlike the spectral
flow it also makes sense inside the essential spectrum. As such, the resonance
index can be considered as a proper generalization of spectral flow to the essential
spectrum.
3.3. Large coupling constant limit. Let λ be an essentially regular point, let
H0 ∈ A and let V be a regularizing direction of finite rank. In this subsection we
show that the limit
lim
r→∞
ξ(λ;Hr , H−r)
exists and is equal to the signature of the operator V. Since a.e. λ is regular for H0,
it will follow that the limit
lim
r→∞
ξ(·;Hr, H−r)
exists a.e. and is constant. This will give a new proof (to the best of my knowledge)
of a well-known fact that the spectral shift function is constant at large coupling
constant limit (see [S] and references in it). Also, one has to note that this assertion
is proved in the literature for the case of one-dimensional perturbations (to the best
of my knowledge), and its generalization to the case of finite-rank perturbations
seems to be not straightforward.
Theorem 3.9. Let λ be an essentially regular point of the pair (A, F ). Let H0 be a
self-adjoint operator and let V = F ∗JF ∈ A(F ) be a self-adjoint finite-rank opera-
tor such that the line {Hr = H0 + rV } does not lie in the resonance set R(λ;A, F ).
Then the limit
lim
r→∞
ξ(λ;Hr , H−r)
exists and is equal to the signature of the operator V.
This theorem implies the following well-known (in case of rank(V ) = 1) result
(see e.g. [S]).
Corollary 3.10. Let H0 be a self-adjoint operator and let V be a self-adjoint finite-
rank operator. For any finite interval ∆ ⊂ R the limit
lim
r→∞
∫
∆
ξ(λ;Hr, H−r) dλ
exists and is equal to k |∆| , where k is the signature of V and |∆| is the Lebesgue
measure of ∆.
18 NURULLA AZAMOV
Indeed, for any finite rank operator V there exists a frame F such that V ∈ A(F ),
and every λ from the set of full Lebesgue measure Λ(H0, F ) satisfies conditions of
Theorem 3.9.
We shall need the following well-known theorem.
Theorem 3.11. Let H be a self-adjoint operator on H, and let V be a finite rank
self-adjoint operator on H. If Im z > 0, then the operator Rz(H)V has rank(V+)
eigenvalues (counting eigenvalues) in the upper half-plane C+, it has rank(V−)
eigenvalues (counting eigenvalues) in the lower half-plane C− and it has no eigen-
values on the real line except zero.
A proof of this theorem can easily be derived from assertion (α) in subsection
4 of [Kr, §3]. Concerning a more exact position of eigenvalues in the upper/lower
half-planes see also [W].
Since the spectral measures of operators Rz(H)V and Tz(H)J coincide, this
theorem holds for the operator Tz(H)J as well.
Proof of Theorem 3.9
(A) Let L be a closed contour of integration in the complex coupling constant
plane, which consists of two pieces: a piece L2, which goes straight from −R to R
and L1 which returns back from R to −R via a half-circle of radius R in the upper
half-plane, where R is sufficiently large so that the disk {z ∈ C : |z| < R} contains
all eigenvalues of Tλ+iy(H0)J for all small enough y > 0.
Let Fz(s) =
1
pi Tr(Tz(H0)J). By Theorem 3.3, for all small enough y > 0 the
integral ∫
L
Fz(s) ds
is equal to N+ − N−, where N± is the total number of eigenvalues of Rz(H)V in
C±. Hence, by Theorem 3.11 the integral is equal to the signature of the operator V.
(B) It follows from the proof of Theorem 3.7 that as y → 0+ the integral over
L1 goes to ξ(λ;H−R, HR). Also, as y → 0
+, the integral over L2 converges.
(C) Here we show that the integral of Fλ+i0(s) over the arc L2 goes to zero as
R→∞. Since, by (A), the integral over L is constant and is equal to the signature
of V, this will imply that the integral of Fλ+i0(s) over L1 converges to the signature
of V as R→∞, thus completing the proof.
The operator Tλ+i0(H0)J has a finite number of non-zero eigenvalues λj =
−1/sj, j = 1, . . . , N. It follows that the operator
(1 + sTz(H0)J)
−1
− 1
has non-zero eigenvalues s/ (sj − s) , j = 1, . . . , N. So, the Lidskii theorem (see e.g.
[GK, S]) implies that
Tr
(
(1 + sTz(H0)J)
−1
− 1
)
=
N∑
j=1
s
sj − s
.
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Similarly,
Tr
(
(1 + sTz¯(H0)J)
−1
− 1
)
=
N∑
j=1
s
s¯j − s
.
Combining the last two equalities we get that
Tr
[
(1 + sTz¯(H0)J)
−1
− (1 + sTz(H0)J)
−1
]
=
N∑
j=1
s(sj − s¯j)
(s− sj)(s− s¯j)
.
This equality implies that the trace in the left hand side converges to zero uniformly
with respect to s ∈ L2, as R = |s| → ∞. It now follows from Corollary 3.2 that the
integral of Fλ+i0(s) over the arc L2 goes to zero as R→∞. Proof is complete. 
Corollary 3.12. Let H0, V and λ be as in Theorem 3.9. The limit
ξ(a)(λ;H∞, H−∞) := lim
r→∞
ξ(a)(λ;Hr, H−r)
exists and its value is an integer number. This integer is equal to the number of
eigenvalues of Tλ+i0(H0)J in C+ minus the number of eigenvalues of Tλ+i0(H0)J
in C−. Also,
ξ(s)(λ;H∞, H−∞) =
∑
r∈R
indres(λ;Hr, V ).
4. A non-trivial example of singular spectral shift function
Let H and V be two self-adjoint operators on a Hilbert space H. By definition,
the pair (H,V ) is irreducible, if the only non-zero invariant subspace for both of
these operators is H.
By a non-trivial example of singular spectral shift function we mean a pair (H,V )
of irreducible self-adjoint operators, such that the restriction of the singular part
of the spectral shift function ξ(s)(λ;H0 + V,H0) to the absolutely continuous (or
essential) spectrum of H is non-zero. Note that when V is trace-class, all operators
Hr = H0 + rV have the same absolutely continuous (and essential) spectrum.
Reducible pairs (H,V ) with non-zero singular spectral shift function on absolutely
continuous spectrum are trivial to construct.
Let K be a Cantor subset (see e.g. [Nat]) of [−1, 1] symmetric with respect to 0
and such that the Lebesgue measure of K is equal to 1. Let χU be the characteristic
function of the open set U = [−1, 1] \K and let
F (x) =
∫ x
0
χU (t) dt, x ∈ R.
The function F (x) is continuous on R and
(15) F ′(x) = 0 for a.e. x ∈ K.
Let H0 be the operator of multiplication by x in H = L2([−1, 1], dF (x)). Let
v = 1 and let V = 〈v, ·〉 v. Obviously, the operator H0 is a continuous self-adjoint
operator and its spectrum is [−1, 1].
Lemma 4.1. The pair H0 and V is irreducible.
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Proof. (A) If K 6= {0} is an invariant subspace for both H0 and V, then K is not
orthogonal to v.
Proof. Let 0 6= u ∈ K. It follows that Hn0 u ∈ K for all n = 0, 1, 2, . . . If all
these vectors are orthogonal to v, then u is orthogonal to all vectors Hn0 v = x
n.
Since the set of polynomials is dense in L2([−1, 1], dF ), it follows that u = 0. This
contradiction shows that K is not orthogonal to v.
(B) If K 6= {0} is an invariant subspace for both H0 and V, then it follows from
(A) that K contains v = 1, and consequently, it contains all polynomials. It follows
that K = H. 
Lemma 4.2. The principal value integral
p.v.
∫
R
dF (x)
x− λ
exists and is non-zero for a.e. λ ∈ K.
Proof. This integral exists for a.e. λ ∈ R by [Y, Theorem 1.2.5]. It follows
from (15) that if the integral above is zero on a subset of K of positive Lebesgue
measure, then by the Luzin-Privalov theorem (see e.g. [Y, Theorem 1.2.1]) the
Cauchy-Stieltjes transform of F must be zero, and hence so must be the function F.
This contradiction completes the proof. 
Theorem 4.3. Let H0 and V be as above and let Hr = H0 + rV. For all large
enough r > 0 the singular part of the spectral shift function for the pair (H0, Hr)
is non-zero on the absolutely continuous spectrum [−1, 1] of the operator Hr as an
element of L1(−1, 1).
Proof. We shall show that the set of those λ ∈ K, for which resonance index
indres(λ;Hr, V ) is equal to 1 for some large enough r, has positive Lebesgue mea-
sure. By Theorem 3.7, this will complete the proof.
Let us consider the function
fz(r;H0, V ) = 1− rTz(Hr)J.
Since we are interested in poles of this function, we can replace it by
fz(r;H0, V ) = 1− rRz(Hr)V.
By [Y, (6.7.3)] (see also [Az2, (8.14)]), poles of this function are roots of the
equation
1 + r 〈v,Rz(H0)v〉 = 0.
By [Y, Theorem 1.2.5] and (15), for a.e. λ ∈ K this equation for z = λ + i0 can
be rewritten as
1 + r
∫ 1
−1
dF (x)
x− λ
= 0,
where the integral is the principal value integral. So, as Im z → 0 the pole of the
function fz(s) goes to the real number
r = −
(
p.v.
∫ 1
−1
dF (x)
x − λ
)−1
.
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By Lemma 4.2, the right hand side is finite for a.e. λ ∈ K. This means that
indres(λ,Hr, V ) = 1 for a.e. λ ∈ K. Since obviously the p.v. integral as a function
of λ is odd, there are positive poles r for a set of λ ∈ K of Lebesgue measure
|K|
2 =
1
2 . This completes the proof. 
It can be seen from the proof that for a.e. λ ∈ K
lim
r→∞
ξ(s)(λ;Hr , H0) = χK(λ).
On the other hand, for a finite r a Borel support of the function ξ(s)(λ;Hr, H0) has
even more complicated nature.
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