Abstract. In this article we study the Gevrey regularization effect for the spatially inhomogeneous Boltzmann equation without angular cutoff. This equation is partially elliptic in the velocity direction and degenerates in the spatial variable. We consider the nonlinear Cauchy problem for the fluctuation around the Maxwellian distribution and prove that any solution with mild regularity will become smooth in Gevrey class at positive time, with Gevrey index depending on the angular singularity. Our proof relies on the symbolic calculus for the collision operator and the global subelliptic estimate for the Cauchy problem of linearized Boltzmann operator.
Introduction and main result
The Cauchy problem for the spatially inhomogeneous Boltzmann equation reads
where F (t, x, v) is a probability density with a given datum F 0 at t = 0, and x and v stand respectively for the spatial and velocity variables and we consider here the important physical dimension n = 3 and suppose both vary in the whole space R 3 .
When the density function F doesn't depend on the spatial variable x we get the spatially homogeneous Boltzmann equation:
The bilinear operator Q on the right-hand side of (1.1) stands for the collision part acting only on the velocity, so the spatially inhomogeneous Boltzmann equation degenerates in x, which is one of the main difficulties in the regularity theory. In addition to the degeneracy, another major difficulty arises from the nonlocal property of the collision operator Q, which is defined for suitable functions F and G by
where and throughout the paper we write F ′ = F (t, x, v ′ ), F = F (t, x, v), G ′ * = G(t, x, v ′ * ) and G * = G(t, x, v * ) for short, and the pairs (v, v * ) and (v ′ , v ′ * ) stand respectively for the velocities of particles before and after collision, with the following momentum and energy conservation rules fulfilled,
From the above relations we have the so-called σ-representation, with σ ∈ S 2 ,     
The cross-section B(v − v * , σ) in (1.2) depends on the relative velocity |v − v * | and the deviation angle θ with cos θ = (v − v * ) /|v − v * |, σ .
Here we denote by ·, · the scaler product in R 3 . Without loss of generality we may assume that B(v − v * , σ) is supported on the set θ ∈ [0, π/2] where v − v * , σ ≥ 0, since as usual B can be replaced by its symmetrized version, and furthermore we may suppose it takes the following form:
where γ ∈] − 3, 1]. Recall γ = 0 is the Maxwellian molecules case and meanwhile the cases of −3 < γ < 0 and 0 < γ ≤ 1 are called respectively soft potential and hard potential. In this paper we will restrict our attention to the cases of Maxwellian molecules and hard potential, i.e., 0 ≤ γ ≤ 1. Furthermore we are concerned about singular cross-sections, also called non cut-off sections, that is, the angular part b(cos θ) has singularity near 0 so that π/2 0 sin θb(cos θ) dθ = +∞.
Precisely, we suppose b has the following expression near θ = 0: 0 ≤ sin θb(cos θ) ≈ θ −1−2s , (1.4) where and throughout the paper p ≈ q means C −1 q ≤ p ≤ Cq for some constant C ≥ 1. Note that the cross-sections of type (1.3) include the potential of inverse power law as a typical physical model. It is well understood nowadays that wether or not the angular singularity occurs is closely linked with the regularization effect and propagation property in time. If the angular collision kernel is integrable (also called Grad's cut-off assumption), then similar as hyperbolic equations the singularity or regularity of solutions to Boltzmann equation usually propagates in time, that is the solutions should have precisely the same singularity or regularity as initial data. The understanding of this propagation property has made very substantial development, and we just mention the resutls of propagation in the Gevrey class setting by Desvillettes-Furioli-Terraneo [23] and Ukai [58] , the argument therein working well for both cut-off and non cut-off cases. The subject of cut-off Boltzmann equation has a long history and there is a vast literature on it, investigating the well-posedness, propagation property, moments and positivity and so on. For the mathematical treatment of cut-off Boltzmann equation, we refer to the books of Cercignani [15] and Cercignani-Illner-Pulvirenti [16] for instance, and more classical references, concerned with the cut-off and non cut-off cases , can be found in the surveys of Alexandre [1] and Villani [60] .
When the singularity is involved, the properties herein are quite different from the ones observed in the cut-off case. In fact, regularization effect occurs for the Cauchy problem of non cut-off Boltzmann equation, due to diffusion properties caused by the angular singularity. Then the solution should become smooth at positive times, as it does for solutions to the heat equation. The mathematical treatment of the regularization properties goes back to Desvillettes [21, 22] for a one-dimensional model of the Boltzmann equation. Later on, Alexandre-Desvillettes-Villani-Wennberg [2] establish the optimal regular estimate in v for the collision operator after the earlier work of Lions [48] , and since then substantial developments have been achieved, cf. [3, 4, 7, 8, 31, 32, 54, 55] for instance and the references therein. These works show that Boltzmann operator behaves locally as a fractional Laplacian:
s + lower order terms, and more precisely, from the point of the global view the linearized Boltzmann operator around Maxwellian distribution behaves essentially as
+ lower order terms, where v ∧ ∂ v is the cross product of vectors v and ∂ v . This diffusion property indicates that the spatially homogeneous equation should behave as fractional heat equation, and we may expect solutions to Cauchy problem will enjoy better regularity at positive time than initial's. Strongly related to this regularization effect is another well known Landau equation, taking into account all grazing collisions. So far there have been extensive works on the regularity, in a wide variety of different settings, of solutions to the homogeneous Boltzmann equation without angular cut-off; see for instance [2, 10, 11, 17, 18, 21, 22, 24, 25, 27, 37, 46, 49, 50, 52, 53, 59] and references therein. We refer to the very recent work of Barbaroux-Hundertmark-Ried-Vugalter [13] , where they prove any weak solution of the fully non-linear homogenous Boltzmann equation for Maxwellian molecules belongs to the Gevrey class at positive time, and the Gevrey index therein is optimal. Compared with the homogeneous case, the situation becomes more intricate for spatially inhomogeneous Boltzmann equation, and much less is known for the regularization properties. The main difficulty lies in the degeneracy in spatially variable since diffusion only occurs in the velocity, and this is quite different from the spatially homogeneous case where we have elliptic properties for solutions to Boltzmann equation. Nevertheless we may expect some hypoelliptic effects due to the non trivial interaction between the transport operator and the collision operator. To see this let us first mention the velocity-averaging lemma, which is an important tool for transport equations and is also applied extensively to the study of the Boltzmann equation. The velocity averaging Lemma shows the velocity-averages of solutions to transport equations are smoother in spatial variable than the distribution function itself; see for instance the works of Golse-Lions-Perthame-Sentis [29] and Golse-Perthame-Sentis [30] . Other tools from microlocal analysis are also developed for the hypoelliptic properties of Boltzmann equation in the setting of L 2 norm, and we refer the interested readers to the works of Bouchut [14] for the use of Hörmander's techniques and Alexandre-Morimoto-Ukai-Xu-Yang [5] for the application of uncertainty principle to kinetic equations, as well as the work [3] involving the multiplier method. To understand the intrinsic hypoelliptic structure Morimoto-Xu [51] initiated to study the following simplified Boltzmann model
where σ 0 > 0 is a constant, and using the analysis of the commutator between transport part and diffusion part they obtain the subelliptic estimate in time-space variables, see also [19, 44] for the further improvement on the exponent of subelliptic estimate. Note the above operator is just a local model of Boltzmann equation, inspirited by the diffusion property in v velocity obtained in Alexandre-Desvillettes-VillaniWennberg [2] . Furthermore in the joint work [3] of the third author with Alexandre and Hérau, the global sharp estimate is obtained for the linearized Boltzmann operator rather than the model operators, using additionally symbolic calculus for the collisional cross-section; see also [34, 35, 47] for the earlier works on the hypoelliptic properties of other related models. Let us mention that the aforementioned works about hypoellipticity don't involve the initial data, and in fact the time variable t therein is supposed to vary in the whole space so that Fourier analysis can be applied when deriving the subelliptic estimate in time variable. In this work we are concerned with the hypoelliptic structure for the Cauchy problem of Boltzmann equation and thus the initial data will be involved in the analysis. Now we mention the regularity results for the spatially inhomogeneous Boltzmann equation. In fact the well-posedness for general initial data is still a mathematically challenging problem, and so far there are much fewer results. In 1989, DiPerna-Lions [26] established global renormalized weak solutions in the cut-off case for general initial data without a size restriction, and Alexandre-Villani [12] in 2002 proved the existence of DiPerna-Lions' renormalized weak solutions in non cut-off case. Under a mild regularity assumption on the initial data, the local-in-time existence and uniqueness are obtained by Alexandre-Morimoto-Ukai-Xu-Yang [4] . We also mention the earlier work of Ukai [58] where the well-posedness in anisotropic Gevrey space is established by virtue of the Cauchy-Kovalevskaya theorem. When considering the perturbation around Maxwellian distribution, the well-posedness in weighted Sobolev space is obtained independently by Gressman-Strain [31] and Alexandre-Morimoto-Ukai-XuYang [6, 8] , where the novelty is the introduction of a non isotropic triple norm which enables to capture the sharp estimate to close the energy. We will explain later the non isotropic triple norm in detail. The DiPerna-Lions' renormalized solutions are quite weak so the uniqueness is unknown. It is natural to expect a higher-order regularity of weak solutions and this still remains a challenging problem up to now. We refer to the very recent works of Golse-Imbert-Mouhot-Vasseur [28] , Imbert-Mouhot [38, 39] and Imbert-Silvestre [41] for the progress on this regularity issue, where Hölder continuity of L ∞ weak solutions is obtained by using the Harnack inequality and De Giorgi-Nash-Moser theorem. As for the spatially inhomogeneous Landau equation the C ∞ smoothing of bounded weak solutions is obtained by and Snelson [57] , where the pointwise Gaussian upper bound plays a crucial role; see also the recent work of Imbert-Mouhot-Silvestre [40] for an attempt to establish upper bounds for Boltzmann equation. On the other hand a long lasting conjecture on the smoothing effect expects better regularity of solutions at positive time than initial's and asks furthermore how much better. Under a mild regularity assumption on the initial data, the C ∞ smoothing effect is obtained by Chen-Desvillettes-He [20] for inhomogeneous Landau equation and by Alexandre-Morimoto-Ukai-Xu-Yang [4, 5] for Boltzmann equation. In this paper we are concerned with a higher-order regularity of mild solutions at positive time, inspirited by the Gevrey regularization effect for the fractional heat equation, and our main tool here will be the symbolic calculus developed in [3] . Let us mention the Gelfand-Shilov and Gevrey smoothing effect has been obtained by Lerner-Morimoto-Pravda-Starov-Xu [45] for non-cutoff Kac equation, a one-dimensional Boltzmann model. Here we will further to investigate the most physical three-dimensional Boltzmann equation. We hope the present work may give better insights into the regularity issue of inhomogeneous Boltzmann equation.
We will restrict our attention to the fluctuation around the Maxwellian distribution. Let
be the normalized Maxwellian distribution. Write solution F of (1.1) as F = µ + √ µf and accordingly F 0 = µ + √ µf 0 for the initial datum. Then the fluctuation f satisfies the Cauchy problem
We will use throughout the paper the notations as follows. Define by L the linearized collision operator, that is 6) and denote
Furthermore denote by P the linearized Boltzmann operator:
So the Cauchy problem (1.5) for the perturbation f can be rewritten as
Note that the global existence in Sobolev space for the above Cauchy problem is obtained by Alexandre-Morimoto-Ukai-Xu-Yang [6, 8] , taking advantage of a triple norm defined by 9) where the integration is over R 3 v × R 3 v * × S 2 σ . And we refer to the work of GressmanStrain [31] for the global existence in Sobolev space when x varies in a torus. Denote by H k (R 6 ) the classical Sobolev space. For any ℓ ∈ R define
where and throughout the paper we use the notation
. Theorem 1.1 (Global existence in [6] ). Assume that the cross-section satisfies (1.3) and (1.4) with 0 < s < 1 and γ + 2s > 0. Suppose the initial data f 0 ∈ H k ℓ (R 6 ) with k ≥ 6 and ℓ > 3/2 + 2s + γ. Then the Cauchy problem
Recall ||| · ||| is defined in (1.9).
In this work we will improve the Sobolev regularity at positive time in the framework of Gevrey class. Definition 1.2. Let µ ≥ 1 and we denote by G µ the space of all the C ∞ functions u(x, v) satisfying that a constant C exists such that
Here µ is called the Gevrey index. We can also define an anisotropic Gevrey space G µ 1 ,µ 2 , µ j ≥ 1, which is consist of all the C ∞ functions u(x, v) satisfying that a constant C exists such that
Before stating our main result we provide a representation of the triple norm ||| · ||| defined by (1.9) in term of a pseudo-differential operator. Precisely we have (see Lemma 2.3 in the next section)
, where (a 1/2 ) w stands for the Weyl quantization with symbol a 1/2 . The definition of a 1/2 as well as some basic facts on the symbolic calculus will be given in Subsection 2.1 below and Appendix A. 
for all t > 0. Moreover there exists a constant C ≥ 1 depending only on s, γ and ǫ 0 above such that for any multi-indices α and β with |α| + |β| ≥ 0,
with φ(t) def = min t, 1 , or equivalently,
for some constant c 0 > 0. 
we can obtain that
for some constant c 0 > 0, provided the ǫ 0 above is small enough. The argument is quite similar as that for proving Theorem 1.3 with slight modification, so we leave it to the interested readers. Note the above estimate means we have polynomial decay to the equilibrium. And the existence of solutions with strong exponential decay is obtained by Gressman-Strain [31] .
Remark 1.6. The Gevrey index (1 + 2s)/2s is just the same as that obtained by [45] for the Kac equation, the one-dimensional model of Boltzmann equation. This index is deduced from the sharp subelliptic estimate in spatial variable. But we don't know wether or not the Gevrey index is optimal. In fact consider the following generalized Kolmogorov equation, which can be seen as a simplified model of (1.8) if ignoring at moment the nonlinear term on the right-hand side,
A simple application of Fourier analysis shows the solution f to the generalized Kolmogorov equation has an explicit representation and satisfies
for some constant c > 0. This yields f ∈ G 1/2s ; we refer to [52] for more detailed analysis on the model equation. So it remains interesting to verify wether or not we can achieve the Gevrey index 1/2s, which seems to be optimal, in space-velocity or only velocity variable.
Remark 1.7. Here we consider the Gevrey class regularization of solutions with mild regularity. It is natural to ask what is the minimal regularity required to boot the regularization procedure. And it is more interesting to ask the regularization effect of weak solutions satisfying only some kind of physical conditions such as finite mass, energy and entropy.
Notations. If no confusion occurs we will use L 2 to stand for the function space
, and use · L 2 and (·, ·) L 2 to denote the norm and inner product of
x,v ). We will also use the notations · L 2 (R 3 v ) and (·, ·) L 2 (R 3 v ) when the variables are specified. Similarly for H k and H k ℓ . Let ξ and η be the dual variables of x and v respectively. We denote byû(ξ) the (partial) Fourier transform in x variable and denote by q(D x ) a Fourier multiplier in x variable with symbol q(ξ), that is,
Similarly we can define q(D v ), a Fourier multiplier in v variable with symbol q(η).
In particular let D x τ be the Fourier multiplier with symbol ξ τ , recalling ξ = 
We say T 1 commutes with
Subelliptic estimate for Cauchy problem
Let P be the linearized Boltzmann operator given in (1.7). In this part we will derive a subelliptic estimate for the linear Cauchy problem of Boltzmann operator P. To do so we need the symbolic calculus developed in [3] .
2.1. Some facts on symbolic calculus. Here we recall without proof some facts on the symbolic calculus obtained in [3] for the collision operator L defined in (1.6). To do so we introduce some notations for the phase space analysis and list in Appendix A the basic properties of the quantization of symbols, and we refer to [43] for the comprehensive discussion.
Let η ∈ R 3 be the dual variable of velocity v, and throughout the paper we letã be defined byã [3] ). Assume that the crosssection satisfies (1.3) and (1.4) with 0 < s < 1 and γ > −3. Let L be the linearized collision operator defined by (1.6). Then we can write
where a w stands for the Weyl quantization of the symbol a, with the properties listed below fulfilled.
(i) We have a,ã ∈ S(ã, |dv| 2 + |dη| 2 ), and moreover there exists a positive constant
(iii) The operators a w and a 1/2 w are invertible in L 2 and their inverses can be written as The symbolic calculus above enables us to get the exact diffusion property of the collision operator and provides the following representation of the triple norm defined by (1.9) in terms of (a 1/2 ) w . Lemma 2.3. Assume that the cross-section satisfies (1.3) and (1.4) with 0 < s < 1 and γ ≥ 0. Then for all l ∈ R with l ≤ γ/2 + s and for any suitable function u we have
, where in the first equivalence the constant depends only on l. As a result of Lemma 2.3 the following upper bound for trilinear term (see [ 
can be re-written as
This gives for suitable function g, h and ψ,
Moreover we have the following inequality: for any u, w ∈
To see this observe
and Gagliardo-Nirenberg-Sobolev inequality gives
2.2. Subelliptic estimate for the Cauchy problem of linear Boltzmann equation. The non isotropic triple norm given in the previous subsection is not enough for the Gevrey regularity, since we can't get any regularity in spatial variable x. When the time varies in the whole space, the sharp regularity in all variables is obtained by [3] using the Fourier transform in time-space variable. Here we will derive a subelliptic estimate involving the initial data, following the multiplier method in [3] .
Proposition 2.4 (Elliptic estimate in velocity)
. Assume that the cross-section satisfies (1.3) and (1.4) with 0 < s < 1 and γ ≥ 0. Then there exists a constant C ≥ 1 such that for any given r ≥ 1 and any function u satisfying that P u ∈ L 2 [0, 1] × R 6 and that
we have, for any 0 < t ≤ 1,
Proof. By density we may assume u is rapidly decreasing on R 6 . Using the second equivalence in Lemma 2.3 as well as the fact that
we conclude a small constant 0 < c 1 < 1 exists such that
Thus for any 0 < t ≤ 1,
Integrating both side over the interval [0, t] with any 0 < t ≤ 1 and observing
we obtain the estimate as desired for v variable. The proof is completed.
Proposition 2.5 (Subelliptic estimate in space)
. Assume that the cross-section satisfies (1.3) and (1.4) with 0 < s < 1 and γ ≥ 0. Then we can find a constant C ≥ 1 and a bounded operator A in L 2 with the following properties
9)
fulfilled for some constant C s,γ depending only on s and γ and for any Fourier multiplier q(D x ) in only x variable, such that for any given r ≥ 1 the following two estimates hold.
(i) For any function u satisfying that P u ∈ L 2 [0, 1] × R 6 and that
(2.10)
(ii) For any function u satisfying that P u ∈ L 2 [1, +∞[×R 6 and that
we have, for any t ≥ 1,
Note the constant C in (2.10) is independent of r.
Proof. We adopt the idea used for proving [3, Lemma 4.12] . Let u be an arbitrarily given function satisfying the assumption above. By density we may assume u is rapidly decreasing on R 6 . Recall ξ is the dual variable of x andû(ξ, v) is the partial Fourier transform of u(x, v) with respect to x. Then we have
Let λ Wick be the Wick quantization (see Appendix A for the definition of Wick quantization) of symbol λ with 
Recallã is defined in (2.1). Direct computation shows λ ∈ S 1, |dv| 2 + |dη| 2 uniformly with respect to ξ. As a result λ Wick is a bounded operator in L 2 :
for some constant C s,γ depending only on s and γ. The advantage of λ Wick lies in the fact that the interaction between λ Wick and the transport part will yield the regularity in x. Precisely, observing v · ξ = (v · ξ) Wick with ξ a parameter, we use the relationship (A.2) in Appendix A to get
, with {·, ·} the Poisson bracket defined by (A.3). Moreover using the positivity property of Wick quantization (see Appendix A.2) yields
Wickû ,û
where and throughout the proof 0 < c 2 < 1 and we use C j , j ≥ 1, to denote different constants depending on s and γ; see [3, Lemma 4.12] for proving the above inequalities in detail. Combining these estimates we conclude, using the fact that γ ≥ 0,
. (2.13) As for the first term on the right-hand side we have
the last line holding because λ Wick is self-adjoint in L 2 (R 3 v ) and moreover using the assertions (i) and (iii) in Proposition 2.1 gives
Combining the above estimate with (2.13) we obtain
Then it follows from the above inequality and Plancherel formula that
and
Now we choose such a N that
with C 4 given in (2.14), c 1 the number in (2.8) and C γ,s the constant in (2.12). Then we multiply both sides of (2.8) by N and then add to (2.14); this gives 17) and thus
Integrating both side over the interval [0, t] for any 0 < t ≤ 1 and observing
we obtain, using (2.15) again,
for any 0 < t ≤ 1. Thus, observing r ≥ 1 and C γ,s ≤ N/2 due to (2.16),
The above inequality holds for all 0 < t ≤ 1. Thus the desired (2.10) follows if we choose C = 24 max
. Similarly integrating (2.17) over [1, t[ for any t > 1, we obtain the estimate (2.11).
It remains to prove the assertions in (2.9), and the first one follows from (2.15). The second assertion in (2.9) is obvious since the spatial variable x is not involved in the symbol λ. To prove the last assertion, we only need work with the L 2 (R 6 ξ,v )-norm by Plancherel formula. The symbol of the commutator
uniformly for ξ and a 1/2 ∈ S(ã 1/2 , |dv| 2 + |dη| 2 ). As a result we can write
w due to the conclusions (i) and (iii) in Proposition 2.1, and thus the third assertion in (2.9) follows. The proof is then completed.
Gevrey regularity in spatial variable
This part is devoted to proving the Gevrey smoothing effect in spatial variable x, that is, Theorem 3.1. Under the same assumption as in Theorem 1.3, we can find a positive constant C 0 , depending only on s, γ and the constant ǫ 0 in (1.10), such that
Recall φ(t) = min {t, 1} .
We will use induction to prove the above theorem, and the following proposition is crucial. 
Let m ≥ 5 be an arbitrarily given integer. Then we can find a positive constant C 0 ≥ C * , depending only on s, γ and the constant ǫ 0 in (1.10) but independent of m, such that if the following estimate
holds for any β with 4 ≤ |β| ≤ m − 1, then for any multi-index α with |α| = m we have
x,v , and moreover
Before proving the above proposition we first state the interpolation inequality in Sobolev space which is to be used frequently. Given three numbers r j with r 1 < r 2 < r 3 we have
Proof of Proposition 3.2 (The case of 0 < t ≤ 1). We first consider the case when t ∈ ]0, 1], and in this part we will prove the fact that
for any α with |α| = m, and moreover the norms of these quantities are controlled by the right-hand side of (3.3).
To do so we define the regularization f δ of f with 0 < δ ≪ 1, by setting
Note Λ δ is just the Fourier multiplier with the symbol (1+δ |ξ| 2 ) 1/2 . We have [T, Λ δ is uniformly bounded in L 2 for δ:
x ) with the norm depending on δ. As a result it follows from the assumption (3.2) that
To simply the notation we will use C in the following discussion to denote different suitable constants which depend only on s, γ and the constant ǫ 0 in (1.10), but independent of m and the number δ in the Fourier multiplier Λ −2 δ , and moreover denote by C ε different constants depending on ε additionally.
Step 1 (Upper bound for the trilinear terms). Recall A is the bounded operator given in Proposition 2.5 with the properties in (2.9) fulfilled and ǫ 0 is the number in (1.10). Let f δ be the regularization of f given by (3.5) . In this step we will show that, for any ε > 0,
To confirm this we use the fact that [P, ∂ m
δ ] = 0 and that f solves the equation
with
where [m/2] stands for the largest integer less than or equal to m/2. We first handle S 1 and use the fact that (1 − δ∆
Using (2.3) and (2.9) gives
the last inequality using (1.10). As for S 1,2 we use (2.7) and the fact that the operators Λ −2 δ and δ∂
δ are uniformly bounded in L 2 with respect to δ and both commute with (a 1/2 ) w , to compute
the last inequality using again (1.10). Similarly we use (2.5) to get
This along with (3.9) and (3.10) gives
Next we treat S 2 and use (2.3) and (2.9) again to compute
Moreover using the assumptions (3.1) and (3.2) for 1 ≤ j < [m/2], we compute, for any |β| ≤ 2, 
2s .
As a result we put these inequalities into the estimate on S 2 to obtain
, and direct computation shows that 1 j ≤ C s with C s a constant depending only on s. Thus we combine the above inequalities to obtain, for any ε > 0,
The treatment of S 3 is similar as that of S 2 , using (2.4) here instead of (2.3). Meanwhile following the argument for handling S 1 will yield the upper bound of S 4 . For brevity we omit the details and conclude that
This along with the estimates (3.11)-(3.12) on S 1 and S 2 as well as (3.8) yields the desired upper bound for the second term on the left-hand side of (3.7). Meanwhile the first term can be handled in the same way with simpler argument. Then we have proven (3.7).
Step 2. In this step we will derive the desired estimate (3.2) for short time 0 < t ≤ 1, that is, for any multi-index α with |α| = m, we have
To do so, by (3.6) we can apply the subelliptic estimate (2.10) with u = ∂ m x 1 f δ and r = κ(m − 2); this gives for any 0 < t ≤ 1,
where
As for the last term above we use the interpolation inequality (3.4) to get, for any ε > 0,
. As a result, we use the assumption (3.2) to compute
Combining the above inequality and (3.7), we get the upper bound of the term M on the right-hand side of (3.14); that is,
Suppose ǫ 0 is small enough and let ε be small as well such that the first two terms on the right-hand side of the above inequality can be absorbed by the left ones in (3.14). Thus we conclude for any 0 < t ≤ 1,
Since the constants C and C 0 above are independent of δ, then letting δ → 0 implies that
and moreover that
The above estimate obviously holds with ∂ m x 1 replaced by ∂ m x j , j = 2, 3. Then using the fact that
for any |α| = m, we conclude for any α with |α| = m,
Then the desired estimate (3.13) follows if we take C 0 ≥ 2C with C the constant in the above inequality.
Completeness of the proof of Proposition 3.2 (the case of t ≥ 1). It remains to prove the validity of (3.3) in Proposition 3.2 when t > 1. The proof is quite similar as in the case of 0 < t ≤ 1, and the argument here will be simpler since this part is just the propagation property of Gevrey regularity. Indeed, we apply the estimate (2.11) for u = ∂ m x 1 f δ ; this gives, for any t ≥ 1,
(3.17)
As for the first term on the right-hand side, we have obtained in (3.16) its upper bound:
Repeating the argument for proving (3.7), we see the second and third terms on the right-hand side of (3.17) are bounded from above by
1+2s s , with ε arbitrarily small. As for the last term in (3.17), we use interpolation equality (3.4) and then the assumption (3.2) to obtain
Finally supposing ǫ 0 is small enough and choosing ε small as well, we combine the above inequalities to get, for any t > 1,
The remaining argument is just the same as that in the previous case of 0 < t ≤ 1, so we omit it here and conclude that, for any |α| = m,
This along with (3.13) yields (3.3) as desired. The proof of Proposition 3.2 is completed.
Proposition 3.3. Denote κ = (1 + 2s)/2s. Assume that the cross-section satisfies (1.3) and (1.4) with 0 < s < 1 and γ ≥ 0. Let f ∈ L ∞ [0, +∞]; H 2 be any solution to (1.8) satisfying (1.10). Then there exists a constant C * , depending only on s, γ and the constant ǫ 0 in (1.10), such that for any multi-index β with 2 ≤ |β| ≤ 4 we have
Proof. The proof is quite similar as that of Proposition 3.2. In fact using a similar subelliptic estimate as (2.11) and repeating the procedure for proving Proposition 3.2 we have
for some some constant C depending only on s, γ and the constant ǫ 0 . This, along with the assumption (1.10), yields the validity of (3.18) for |β| = 2. Furthermore repeating again the argument for proving Proposition 3.2 we can verify directly that (3.18) holds for |β| = 3 and then for |β| = 4. Since the argument involved here is direct and simpler than the one in Proposition 3.2, we omit it for brevity. Now we can prove the main result on the Gevrey regularization in spatial variable.
Proof of Theorem 3.1. By Proposition 3.3 we see the assumption (3.1) in Proposition 3.2 holds and moreover the induction assumption (3.2) holds for any β with |β| = 4 provided C 0 ≥ C * . This along with Proposition 3.2 enables to use induction to obtain that for any α ∈ Z 3 + with |α| ≥ 4, we have
As a result, for any t > 0 and any |α| ≥ 0 we have
completing the proof of Theorem 3.1.
Gevrey regularization in velocity variable
As in the previous section, the Gevrey regularization for v variable is just an immediate consequence of the following proposition. 
Then we can find a constantC 0 ≥ max{C * , C 2 0 } with C 0 given in Theorem 3.1, depending only on s, γ and the constant ǫ 0 in (1.10) but independent of m, such that if for any multi-index β with 4 ≤ |β| ≤ m − 1 we have Proof. Since the procedure of the proof is quite similar as in Proposition 3.2, we only give a sketch here and will emphasize on the difference. In the following argument we use the notation that
Apply Proposition 2.4 for u = f m,δ and r = κ(m − 2); this gives for any 0 < t ≤ 1,
For the last term on the right side of (4.2) we can repeat the argument for proving (3.15) , to obtain, for any ε,ε > 0,
the second equality holding because we may write
w due to the conclusions (i) and (iii) in Proposition 2.1, and the last inequality using the assumption (4.1).
Next we treat the first term on the right side of (4.2), the main different part from the previous section. Observe
Estimate on J 1 . The J 1 can be handled in the same way as the terms S j defined in (3.8).
Here we have to handle the commutator between (a 1/2 ) w and 1
and there is no additional difficulty since
Moreover Leibniz formula also holds in the form that
Note that Γ(g, h) = T (g, h, µ 1/2 ) and a constant L > 0 exists such that
Thus the terms in the summation of (4.4) enjoy the same upper bounds as in (2.3)-(2.5) and (2.7), so we can follow the argument for handling ∂ m x 1 Γ(f, f ) in the previous section to conclude that
Upper bound of J 2 . Note that
with a w and R given in Proposition 2.1. Thus
We first estimate J 2,1 and use the fact that
1+2s s , the second inequality following from the similar argument for proving (3.15) and (4.3), the third inequality using (3.19) and the last inequality holding because ofC 0 > C 2 0 by assumption. Now we derive the upper bound for J 2,2 . Observe
recalling the trilinear operator T is defined by (4.5). Thus using again Leibniz formula gives
This, along with (4.6), enables to use similar upper bounds for the trilinear operator T as in (2.3) and (2.4) to compute
, withL a constant depending only on the constant L given in (4.6). Moreover as for the last factor in the above inequality, we use the assumption (4.1) to compute
, where the constant C in the last line depends on the constant L given in (4.6) and the last inequality holds since we can chooseC 0 ≥ max 8L, (3L) 6 . Combining these inequalities we conclude
This along with the upper bound for J 2,1 gives, for any ε > 0,
Estimate on J 3 . It is can be treated in a similar way as J 2 but the argument is direct and much more simpler. In fact observe
This enables to use the argument for treating J 2,1 with slight modification, to get
Moreover observe
Then following the argument for treating J 2,2 above and observing 1+δ
is uniformly bounded in L 2 w.r.t. δ, we have
As a result combining the above estimates gives, for any ε > 0,
It then follows from the upper bounds for
This along with (4.2) and (4.3) yields that for any 0 < t ≤ 1 we have, supposing ǫ 0 is small enough and choosing ε small as well,
Thus letting δ → 0 we obtain
The remaining argument is just the same as that in the proof of Proposition 3.2 and we conclude that for any α with |α| = m, Then for any α, β ∈ Z 3 + we use Theorem 3.1 and (4.7) as well as the fact that (m+n)! ≤ 2 m+n m!n! for any positive integers m and n, to compute φ(t) 1+2s 2s The proof is thus completed.
Appendix A. Some facts on Symbolic calculus A.1. Weyl-Hörmander calculus. We recall here some notations and basic facts of symbolic calculus, and refer to [36, Chapter 18] or [43] for detailed discussions on the pseudo-differential calculus. Considering symbols q(ξ, v, η) as a function of (v, η) with parameters ξ, we say that q ∈ S M, |dv| 2 + |dη| 2 uniformly with respect to ξ, if
with C α,β a constant depending only on α and β, but independent of ξ. For simplicity of notations, in the following discussion, we omit the parameters dependence in the symbols, and by q ∈ S(M, |dv| 2 + |dη| 2 ) we always mean that q satisfies the above inequality, uniformly with respect to ξ. The space S(M, |dv| 2 + |dη| 2 ) endowed with the semi-norms becomes a Fréchet space. Let q ∈ S ′ (R 3 v × R 3 η ) be a tempered distribution and let t ∈ R. the operator op t q is an operator from S(R 3 v ) to S ′ (R 3 v ), whose Schwartz kernel K t is defined by the oscillatory integral:
R 3 e i(z−z ′ )·ζ q((1 − t)z + tz ′ , ζ)dζ.
In particular we denote q(v, D v ) = op 0 q and q w = op 1/2 q. 
where σ is the symplectic form in R 6 given by σ (z, ζ), (z,ζ) = ζ ·z −ζ · z.
Finally we mention that q w is self-adjoint in L 2 if q is real-valued symbol.
A.2. Wick quantization. Finally let us recall some basic properties of the Wick quantization, which is also called anti-Wick in [56] . The main property of the Wick quantization is its positivity, i.e., q(v, η) ≥ 0 for all (v, η) ∈ R 6 implies q Wick ≥ 0. 
