Abstract Recently, diabetes becomes the widespread and major disease in the world. In this paper, we propose a novel hybrid classifier for diabetic diseases. The proposed hybrid classifier named Logistic Adaptive Network-based Fuzzy Inference System (LANFIS) is a combination of Logistic regression and Adaptive Network-based Fuzzy Inference System. Our proposed intelligent system does not use classifiers to continuous output, does not delete samples with missing values, and does not use insignificant attributes which reduces number of tests required during data acquisition. The diagnosis performance of the LANFIS intelligent system is calculated using sensitivity, specificity, accuracy and confusion matrix. Our findings show that the classification accuracy of LANFIS intelligent system is about 88.05%. Indeed, 3-5% increase in accuracy is obtained by the proposed intelligent system and it is better than fuzzy classifiers in the available literature by deleting all samples to missing values and applying traditional classifiers to different sets of features. 
Introduction
Recently, diabetes becomes the widespread and major disease in the world. Several researchers have focused on this disease to reduce the growth of this problem. People become diabetics when their body either does not produce or appropriately use insulin. Indeed, the insulin as a hormone plays crucial role in this disease. Sugar and other food are converted into required energy by insulin. Genetics and environmental factors are important reasons of this disease. In 1980, 108 million have diabetes while 422 million people have diabetes worldwide [1] [2] [3] . Two types of diabetes are defined-juvenile diabetes and adult-onset diabetes [2] . The obesity is a main cause of adult diabetes that can be postponed or controlled with appropriate diet and exercise, but complete cure of diabetes isn't possible.
It is hard to diagnose the diabetes due to the presence of several factors. Doctors commonly judge by evaluating the current test results of a patient or by comparing the patient with other patients that had similar symptoms and test results. Consequently, recognition of diabetes is very complicated issue for doctors [2] . Hence, scientists and researchers have tried to present an intelligent diagnostic system for diagnosing diabetes.
The aim of this paper is to introduce and investigate the method for making a novel robust intelligent diagnosis system based on training data with missing values and lower dimension of the clinical attributes. Among various fuzzy modeling techniques with continuous output such as Adaptive Network Based Fuzzy Inference System (ANFIS), this paper proposed a hybrid classifier based on Logistic regression and ANFIS named LANFIS with binary output to help the physician on diagnosis of diabetes disease. The diagnosis performance of the LANFIS intelligent system is estimated using sensitivity, specificity, accuracy and confusion matrix.
This paper is organized as follows. Section 2 contains a review of the related technical literature, a brief explanation of data preprocessing and mathematical theory used in the proposed approach. The modeling of the proposed method by novel hybrid classifier is described in Section 3. Experimental results and discussion to investigate the effectiveness of the proposed method are shown in Section 4. Finally, Section 5 contains a summary of conclusions.
Methods and data

Literature review
Many studies have been done in the diagnosis and classification of disease specially diabetes and their complications [4] [5] [6] [7] [8] [9] . In these researches, the information taken from patients and decisions of intelligent systems significantly influences the diagnosis of diabetes. Akram et al. [10] proposed a system consisting of a hybrid classifier for the detection of retinal lesions due the diabetic disease. The proposed system consists of data preprocessing, extraction of candidate lesions, feature set formulation, and classification. Abawajy et al. [11] presented a method for identifying cardiovascular autonomic neuropathy category in diabetic data with missing values. Recently, the researchers [12] [13] [14] [15] have focused on fuzzy modeling as a proper technique for diagnosing disease. In Ref. [12] , a fuzzy classifier named ARTMAP-IC neural network for medical diagnosis is proposed. This model improves the ARTMAP search algorithm to allow the network to encode inconsistent cases, and combines instance counting during training with distributed category representation during testing to obtain probabilistic predictions. They have reported 81% classification accuracy using ARTMAP-IC with conventional validation method (one training and one test) on diabetic diseases. In Ref. [2] , Polat et al. presented a cascade learning system based on Generalized Discriminant Analysis (GDA) and Least Square Support Vector Machine (LS-SVM) to diagnose diabetes disease. They have reported 78.21% classification accuracy using LS-SVM with 10-fold cross-validation (10Â FC). Dogantekin et al. [13] achieved 84.61% classification accuracy using Linear Discriminant Analysis (LDA) and Adaptive Network Based Fuzzy Inference System (ANFIS): LDA-ANFIS for diagnosing diabetic diseases. Temurtas et al. [16] have also reported 82.37% classification accuracy (conventional valid) on Pima Indian diabetes disease diagnosis using a multilayer neural network structure which was trained by Levenberg-Marquardt (LM) algorithm. There have been several other reports focusing on diagnosing diabetic diseases with accuracy between 59.5% and 80.5%. The accuracy values of these reports can be seen in Section 5.
All previous papers only circumvented the problem of missing values by ignoring missing values, deleting all attributes with missing values, removing all records with missing values from the training set and applying various classifiers. Now, we introduce and apply a novel intelligent system for handling diabetic data with missing values. It utilizes multiple imputation techniques to increase the accuracy of the obtained results.
Diabetes dataset
In this paper, Pima Indians diabetes dataset from the UCI Machine Learning Archive is used for modeling and describing our proposed approach. The proposed method can be applied to any other diabetes dataset. The dataset is selected from a larger dataset held by the National Institutes of Diabetes and Digestive and Kidney Diseases [17] . In this dataset, all patients are Pima-Indian women at least 21 years old and living near Phoenix and Arizona states in USA. The concept of missing values is an important issue in mathematical modeling of data. Breault [18] noted that the five of attributes listed in Table 1 exhibit biologically implausible zero values while the zero value is considered for displaying the missing values. Pearson [19] represented a brief study on missing data in this dataset. He showed that the presence of a small concentration of disguised missing values can have serious consequences. In fact, this metadata is incorrect and has missing data. On this dataset, previous papers approached the problem of missing values by disregarding missing values, vanishing all attributes with missing values, eliminating all records with missing values from the training set and applying various classifiers [12, 13, 16, 20] .
Pima Indians diabetes dataset is high-dimensional data and caused some computational difficulties in proposed method. In this dataset, all the measured attributes are not ''important" for specifying diabetes disease. Therefore, OT (Orthogonal Transformation) method is applied to determine insignificant attributes in Pima Indians diabetes dataset. These attributes will be neglected.
Multiple imputation method for missing values
The multiple imputation analysis is a statistical technique for analyzing incomplete datasets to obtain the missing values.
In [21] it has been shown that if the method creates imputations properly, the resulting inferences will be statistically valid. In this paper, this method is applied to Pima Indians diabetes dataset in three steps as follows: In stage I, the regression method is used to assign the new values. In the regression method, a regression model is fitted for each attribute with missing values while the previous attributes are considered as covariates. Based on the resulting model, a new regression model is fitted for assigning the missing values for each attribute ( [22] , pp. 166-167). If the dataset has a monotone missing data pattern, the process is repeated sequentially for attributes with missing values. Therefore, for attribute X j with missing values, the following model is assigned with the non-missing observations.
The fitted model estimates the regression parameters ðĉ 0 ;ĉ 1 ;ĉ 2 ; . . . ;ĉ jÀ1 Þ and obtains the associated covariance matrix r 2 j V j , where V j is equal to ðX 0 XÞ À1 and X ¼ ½X 1 ; X 2 ; . . . ; X jÀ1 .
New parameters ðc i0 ; c i1 ; . . . ; c iðjÀ1Þ Þ and r 2 ij are calculated from the posterior predictive distribution of the missing data for i ¼ 1; . . . ; m imputation. Indeed, they are simulated by using ðc i0 ; c i1 ; . . . ; c iðjÀ1Þ Þ; r 2 ij ; V j . The missing values are then replaced by
where z i is a simulated value of a normal standard distribution. The analysis of missing value patterns does not cause any particular obstacles to multiple imputations.
Dimension reduction method
OT was used to make a classifier system more accurate and efficient. Therefore, before modeling, OT is applied to determine insignificant attributes in Pima Indians diabetes dataset. Removing these attributes of dataset will cause the dimension of diabetes dataset to reduce. Diabetes disease dataset is represented as a vector consisting of 8 attributes.
OT is a linear dimension reduction method based on meansquare error [23] . It is proved that OT has the best performance among all other possible orthogonal transform methods that are used to de-correlate the components of a given input. The most common inference of OT is in a standardized linear projection, such as Y ¼ W T X, which maximizes the variance in the projected space Y. For a given n-dimensional dataset X, the p principal axes w 1 ; w 2 ; . . . ; w p , where 1 6 p 6 n are orthogonal axes, and the memorized variance is maximum in the projected space. Generally, w 1 ; w 2 ; . . . ; w p can be defined by the p leading eigenvectors of the sample covariance matrix
where x i 2 X, m is the sample mean, and N is the number of samples, so that
where k i is the ith largest eigenvalue of S. The p principal components of a given observation matrix X are given as below:
ANFIS model
In this section, the basic theory of ANFIS model is initially presented. This model acquires both artificial neural network and fuzzy logic as ANFIS scheme (Fig. 1) . ANFIS consists of if-then rules and couples of input-output. In addition, learning algorithms of neural network are used for ANFIS training. To simplify the explanations, two inputs (x and y) and one output (z) are considered for the fuzzy inference system. The ANFIS architecture with two inputs and one output is depicted in Fig. 1 . This scheme is formed by using five layers and nine if-then rules as follows:
Layer-1: Every node i is a square node with a node function.
where x and y are inputs for node i, and A i and B i are linguistic labels for x and y inputs, respectively. In addition, l Ai ðxÞ and l Bi ðxÞ are the membership functions of A i and B i , respectively. Typically, l Ai ðxÞ and l Bi ðxÞ are chosen to be bell-shaped with maximum equal to 1 and minimum equal to 0, such as
where a i and c i are premise parameters. Layer-2: In this layer, every node is a circle node labeled by P which multiplies the incoming signals and sends the product out. For instance,
An output node represents the firing strength of a rule.
Layer-3: In this layer, every node is a circle node labeled by N. The ith node calculates the ratio of the ith rules firing strength to the sum of all rules firing strengths:
Layer-4: In this layer, node i is a square node with a node function
where w i is the output of layer 3 and {p i , q i , r i } is the parameter set. These parameters will be referred to as consequent parameters in this layer. Layer-5: The single node in this layer is a circle node that computes the overall output as the summation of all incoming signals:
Proposed method
The proposed method consists of two stages: data preprocessing and classification. The missing value analysis and feature selection in data preprocessing stage are important parts of robust pattern diagnosis. If the missing values do not manage properly, it may result an inaccurate inference about real class of the patients. If the dimension of dataset is not reduced by selecting the important features, the model will be more complex. Therefore, the accuracy of classifier is decreasing through class detection. In the classification stage, a novel hybrid classifier named LANFIS is applied to input data. The input data have lower dimension and no missing values are observed with effective information from the original data. The block diagram of the LANFIS intelligent system for diagnosing diabetes disease used in this paper is given in Fig. 2 .
LANFIS hybrid classifier
One of the problems is that the output in ANFIS model is continuous while the response attribute is binary in Pima Indians diabetes dataset. Hence, the LANFIS intelligent diagnosis system will be introduced to solve this problem. This new model based on Logistic regression and ANFIS model can be integrated to classify Pima Indians diabetes dataset. If the probabilities p i depend on a vector of observed covariates x i , p i are initially considered as an ANFIS output as follows:
The challenge of this model is that the probability p i on the left-hand-side should between zero and one while the output of ANFIS on the right-hand-side could take any continuous value. Therefore, there is no guarantee that the predicted values will be within the correct range unless complex restrictions are imposed. In this approach, a solution is transforming the Figure 1 ANFIS architecture of two inputs and nine rules.
probability to remove the range of restrictions. This will be done in two steps. First, new attribute odds i is defined as follows:
If the probability of an event is a half, odds are one-to-one. If the probability is 1/3, odds are one-to-two. If the probability is very small, odds are said to be long. In some contexts, the language of odds is more conventional than the language of probabilities.
Second, we apply logarithms function for calculating the logit or log-odds as follows:
This operation removes the restriction in low numbers. This point notes that the probability goes down to zero when the odds tends to zero and the logit approaches to À1. In addition, the probability becomes close to one when the odds and lower tend to þ1. Thus, logits operations transform probabilities from the specific range (0, 1) to the entire real number. Note that if the probability is 1/2 then the odds are even and the logit is zero. Negative logits represents probabilities below 0.5 and positive logits correspond to probabilities above 0.5. Fig. 3 clearly illustrates the logit transformation. The logit transformation is one-to-one function. The inverse transformation is called the antilogit and allows applicant to transform logits to probabilities. According to Fig. 3 , p i could be obtained from Eq. (14) as follows
Therefore, the LANFIS model is summarized as follows:
4. Result
Measurement of intelligent diagnosis system performance
It is significant to know the efficiency of the present model. In this section, accuracy, k-fold cross validation and confusion matrix will be discussed. These subjects determine the efficiency of the proposed method.
(a) Accuracy
The accuracy of obtained results by applying LANFIS model is defined according to the following equations:
class prediction accuracy ðNÞ ¼
where N is the set of data items to be classified (the test dataset), n 2 N, n c is the real class of the item n and LANFISðnÞ determines the predicted class. In addition, sensitivity and specificity are done to evaluate the robustness of the method. These measures are presented as follows: Cross validation is one of effective methods to improve the evaluation and comparison of learning algorithms by dividing data into k segments. In each iteration, one of the k segments is used to examine a model and the other k À 1 segments are put together to form a training set. We used 3-fold crossvalidations in our proposed LANFIS intelligent classifier system since it reduces the bias associated with random sampling.
(c) Confusion matrix
A confusion matrix contains information about both correct and incorrect predicted classes. Table 2 shows the confusion matrix for a two classifier. In the next section, the confusion matrix of the proposed method is computed. Table 3 ). Pearson [19] confirmed that missing values of NPG attribute are a challenge in Pima Indian diabetes dataset because the zero values are used to code missing observations in other attributes while NPG attribute could be zero. Thus, it is not obvious either the zero value for NPG is used to code missing data or it is the real value of this attribute. Therefore, the t-student test is done for the comparison of the proportion of diabetic diseases in two groups of NPG = 0 and NPG > 1. The value of t-test statistic is determined (t ¼ À0:158) and its significant level value is 0.875. Therefore, there is no significant difference between two groups. So, the zero value is used to code missing observations in NPG attribute. Table 4 shows that the dataset has a monotone missing data pattern. In Table 4 , patterns 13, 15 and 16 have missing values in more than 4 attributes of 8 available attributes. The ratio of corresponded patients to these patterns is less than 50 percent information in the case of diabetic disease. Therefore, these patients will be removed and 753 patients will be considered for modeling.
Result of missing value analysis
The 753 
The result of dimension reduction
In Table 5 , there are three components that their eigenvalues are greater than one and it represents 65.55 percent of total data variance. In the rotated space, these three components are orthogonal. Each component is a linear transformation of eight attributes in Pima Indians diabetes dataset. The coefficients of three linear OT transformations are shown in Table 6 .
The important degree (sum of square coefficients) of 8 attributes in three components is computed in the last column. The five attributes that have the most important degree are PGL, TSF, INS, BMI and AGE. Therefore, these five attributes will be used for making classifier model instead of eight attributes and the dimension is reduced from eight to five.
Discussion on experiment results of LANFIS intelligent system
The best classification accuracies of some different methods and the proposed method for Pima diabetes disease dataset are given in Table 7 . The LANFIS intelligent system, LDA-ANFIS and ARTMAP-IC that are based on fuzzy inference systems, have the higher accuracy in comparison with other methods except for [24] and [25] . Therefore, the fuzzy inference systems are appropriate for modeling this dataset. Although these systems present significant results, there are two issues that have not been studied in existing systems: The first one is related to the output of ANFIS which is continuous while the response attribute in Pima diabetes disease dataset is binary. Hence, our novel hybrid classifier integrated Logistic regression and ANFIS to classify Pima Indians diabetes dataset. Therefore, the output of LANFIS model becomes binary.
The second problem is the missing values in Pima diabetes disease dataset. This problem is very important and has not been considered by other researches such as MLNN with LM [15] , ARTMAP-IC [12] and LDA-ANFIS [13] . We had done the missing value analysis in data preprocessing step and 3-5% increase in accuracy is obtained. According to the analysis of missing value patterns, 15 patients have a missing value in four or more attributes. These patients had little information in diabetic disease and they were eliminated. Therefore, the number of patients is reduced to 753 patients. Moreover, 417 patients have missing value in less of 4 attributes where the missing values imputed to predicted values.
However, in the fuzzy modeling, the number of fuzzy ifthen rules exponentially increases by the number of attributes. Therefore, high dimensionality of dataset caused the ''Out of memory" computational error in our programming computer. To manage this problem, we decrease the dimension of dataset in data preprocessing stage by OT method. Finally, the parameters of the LANFIS classifier are given in Table 8 . The fuzzy rules are generated by a subtractive clustering method. We obtained 88.05 percent accuracy by using
LANFIS
This accuracy confirms that this classifier is better than fuzzy classifiers in the available literature by deleting all samples to missing values. The confusion matrix using LANFIS intelligent system for 3-fold cross validation is given in Table 9 . In Table 10 , the obtained sensitivity and specificity values of proposed method for diagnosing diabetes disease are compared with other methods.
Conclusion
In this paper, we proposed a novel intelligent system for diagnosing diabetic diseases with missing values in clinical attributes. Our studies investigated the multiple imputation techniques for predicting missing values, orthogonal transformation techniques for reducing the dimension of input data and applying a novel hybrid classifier. The proposed classifier is combination of logistic model and adaptive network based on fuzzy inference system.
The high accuracy was obtained by LANFIS classifier and applying the subtractive clustering method to generating fuzzy rules. The best classification accuracy rate of the proposed intelligent diagnosis system is about 88.05% for diabetic data. The results of our examinations show that the proposed method significantly enhances the performance in comparison with related methods. Another advantage of our novel intelligent system is that it does not necessitate doctors to examine more tests. [12] ARTMAP-IC (conventional valid) 81.00 Temurtas et al. [16] MLNN with LM (conventional valid) 82.37 PNN (conventional valid) 78.13 Dogantekin et al. [13] LDA-ANFIS (conventional valid) 84.61 Bozkurt et al. [27] DTDN ((3Â FC)) 76.00 Yilmaz et al. [24] Modified K-Means Clustering + SVM (10Â FC) 96.71 Zhu et al. [25] Multiple Factors Weighted Combination (5Â FC) 93.00 Other studies reported. in Dogantekin et al. [13] Various methods (3Â FC, 10Â FC, conventional valid) Between 59.5 and 77.7 Our study LANFIS (3Â FC) 88.05 Table 8 The architecture and training parameters of LANFIS model used for diabetes in this study. 
