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ABSTRACT 
This dissertation examines two problems retailers face when assessing their 
marketing resource allocation. In the first chapter, I develop a conceptual framework and 
modeling approach to help retailers assess how online and offline marketing effectiveness 
vary by channel, customer value segment, and country. In the main application, using a 
retail dataset from six countries, I estimate Hierarchical Linear and Cross-Random 
Effects models to find that own- and cross-channel sales responsiveness to online and 
offline marketing varies by value segment and country. Specifically, direct mail drives 
offline sales for prospects cross all countries and email drives both online and offline 
sales across customer segments in half of the countries. Customer value is the key driver 
of offline sales, while country is a key driver of online sales. I validate the findings with a 
second retail dataset and a field experiment. The different elasticities and customer 
segment sizes across countries imply a different marketing resource allocation from 
status-quo. The findings generate actionable implications for theory and managers. 
In the second chapter, I quantify the simultaneous effects of customer satisfaction 
(CS) and employee satisfaction (ES) on cross-buying. I jointly model the effects of CS 
and ES on cross-buying probability controlling for customer heterogeneity and time 
effects. The model accounts for nonlinear and asymmetric effects of satisfaction. 
  ix 
Moreover, I examine whether the effects of CS and ES on cross-buying are non-
monotonic. I employ panel datasets at individual customer and employee level on 
transactions and satisfaction of a leading car rental company. The results of the empirical 
analysis lead to four main findings. First, CS and ES have simultaneous effects on cross-
buying probability. Second, the effect size of ES is about 2.7 times larger than the effect 
of CS. Third, the relationship between satisfaction and cross-buying is concave non-
monotonic. For low satisfaction levels, an increase in satisfaction leads to higher cross-
buying. However, for high levels of satisfaction, an increase in satisfaction leads to lower 
cross-buying. Fourth, CS and ES do not have an interaction effect on cross-buying 
probability. 
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QUANTIFYING MARKETING EFFECTIVENESS FOR  
MULTICHANNEL MULTINATIONAL RETAILERS  
ACROSS SEGMENTS AND COUNTRIES 
Introduction 
The dramatic rise of e-commerce has provided retailers an important additional 
channel to reach their customers. Yet it also poses a challenge for retailers in deciding 
which customers to target with online and offline marketing actions, given the differential 
effects on online versus offline sales for different customer segments (e.g., current 
customers vs. prospects) and across different countries. Practitioners are increasingly 
interested in the marketing effectiveness of multichannel multinational retailers. A recent 
industry study claims that multinational companies with “best-in-class capabilities in 
customer and channel management [...] achieved almost double the return” as their peers 
(McKinsey 2014). Other practitioners note that multinational retailers should optimize 
their customer-facing strategies by “crafting an effective online channel model that 
complements offline sales” (Frontier Strategy Group 2015). As such, the Marketing 
Science Institute (2016) in its 2016-2018 research priorities calls for research and models 
that provide new insight into the drivers of online and offline sales in multichannel 
(multinational) environments.  
Prior research has examined own- and cross-channel impact of online and offline 
marketing. Most multichannel research finds that own- and cross-channel effects are 
positive and significant (e.g., Dinner, Van Heerde, and Neslin 2014; Naik and Peters 
2009; Wiesel, Pauwels, and Arts 2011), yet one study finds a negative effect of online 
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communication on offline sales (Ansari, Mela, and Neslin 2008). These studies make 
important advances in understanding the multichannel impact of marketing, yet none 
considers the composition of the customer base nor differences across countries.  
Extant research has also established that different customers (for example in terms 
of current customers versus prospects) respond differently to marketing actions and that 
the response to marketing actions (e.g., direct mails) varies by the type of action. This 
variation can be explained by customer characteristics and past purchase history (e.g., 
Rust and Verhoef 2005; Van Heerde and Bijmolt 2005). As such, effects of online and 
offline marketing would vary by customer segment; yet own- and cross-channel effects 
and country effects have not been comprehensively considered in this context.  
Research on cross-country effects for multinational firms finds that customers in 
different countries have different marketing responsiveness (e.g., Pauwels, Erguncu, and 
Yildirim 2013; Sethuraman, Tellis, and Briesch 2011), representing a useful step forward. 
However, these past studies did not distinguish between offline and online sales, limiting 
their ability to provide guidance to multichannel multinational retailers on marketing 
responsiveness across countries.  
Accordingly, this paper addresses the gap in the extant literature to examine own- 
and cross-channel sales responsiveness to online and offline marketing communication 
across customer segments and countries for multichannel multinational retailers. The 
objective in this paper is threefold. First, I propose a framework and develop a model that 
quantifies own- and cross-channel sales responsiveness of online and offline marketing at 
different levels of customer value across countries. Second, I examine the extent to which 
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sales variation can be explained by customer value segments, country effects, and time 
effects. Third, I offer managerial tools for sales forecasts and marketing resource 
allocation. 
I develop a conceptual framework that allows own- and cross-channel effects of 
online and offline marketing to vary by customer value segment and country. 
Specifically, I argue that the expected costs versus the expected benefits to the customer 
in patronizing a retailer may differ by channel, customer segment, and country (e.g., Bell, 
Ho, and Tang 1998; Ratchford 1982; Srinivasan, Pauwels, and Nijs 2008). The 
customer’s costs include tangible costs (e.g., product costs, travel costs, ordering and 
shipping costs, etc.) as well as the intangible costs (e.g., opportunity cost of time, privacy 
costs, etc.); the expected benefits to the customer include tangible benefits (e.g., 
perceived value, monetary savings, etc.) and intangible benefits (e.g., shopping 
enjoyment, brand engagement, etc.).  
My main empirical analysis uses a rich dataset of an International Beauty retailer 
with every purchase transaction and marketing communications at the individual 
customer level for 84,110 customers randomly sampled from six countries: USA, Great 
Britain, Germany, France, Spain, and Italy for a four-year period. The retailer only used 
two types of marketing actions, email (online marketing) and direct mail (offline 
marketing) during this period. For the secondary empirical analysis, I use a dataset from a 
multichannel North American specialty retailer, for whom I have information on 
purchase transactions and marketing communications for 23,891 randomly selected 
customers in the U.S. for two years. Similar to the primary dataset, the second retailer’s 
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only online (offline) communication channel is email (direct mail). Building on the 
findings of the two empirical analyses, I run a field experiment with the first retailer to 
test in a more controlled setting the findings of the differential effects of email and direct 
mail by value segment. Combined, the three analyses provide unique settings to assess 
the impact of direct mail and email on online and offline sales.  
I quantify customer value with the measures of recency, frequency, monetary 
value, and clumpiness (RFMC) to characterize and segment the purchasing behavior of 
customers (Zhang, Bradlow, and Small 2013; 2014). Hierarchical Linear Models (HLM) 
allow me to assess the own- and cross-channel responsiveness to online and offline 
marketing actions at three levels of data aggregation: time, customer value segment, and 
country. Cross-Random Effects (CRE) models help evaluate the extent to which sales 
variation can be explained by the same three levels of data aggregation. 
The findings confirm that own- and cross-channel response to emails and direct 
mails varies by customer value segment and country. In the main empirical application, I 
find that email has both own- and cross-channel sales responsiveness in three of the six 
countries, while direct mail only has own-channel responsiveness for all six countries. As 
for segment-level effectiveness, email is effective across customer value segments, 
including prospects while direct mail is effective only for prospects. The results also 
show that the drivers of sales variation differ per channel: offline sales variation is mainly 
driven by customer value segments while online sales variation is driven by both country 
effects and customer value segments.  
Using a second retail dataset and a field experiment with the main retailer, I 
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generalize the main finding that own- and cross-channel effects of online and offline 
marketing vary by customer value segment. The findings from the different analyses 
highlight that it is important for multichannel multinational retailers to quantify own- and 
cross-channel sales responsiveness to online and offline marketing across customer 
segments in aiding marketing resource allocation. The conceptual framework and 
modeling approach provide a useful contribution for retailers in such settings. 
The results generate theoretical insights and actionable implications for practice. 
By highlighting the importance of linking own- and cross-channel sales responsiveness to 
online and offline marketing across customer segments and countries, I add to the 
collective understanding of marketing effectiveness for multichannel multinational 
retailers across countries and customer segments. By assessing the effectiveness of email 
and direct mail communications, I respond to Steenkamp and Geyskens (2013)’s call for 
research that examines to what extent “various marketing instruments […] should be 
approached differently in countries across the world” (p. 24). The findings also guide 
marketing decisions for retail managers that operate in a multinational context since they 
not only confirm variation in the effectiveness of direct mail and email, but also highlight 
variation in their effectiveness across channels, customer segments, and countries. 
My approach improves the prediction of brand sales performance, often 
substantially so (viz. by about 20%-50%). Financial calculations show that multinational 
managers would benefit substantially (viz. by about 20%) through effective marketing 
resource (re)allocation that takes into account my conceptual framework and modeling 
approach. 
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The next section summarizes the relevant prior research and highlights the 
contributions. Then, I develop the conceptual framework. Next, I discuss the research 
methodology, followed by the data used in the applications. Primary results, robustness 
analyses, and the discussion of the main results follow. I then discuss the resource 
allocation implications. I conclude with a general discussion, implications, and 
suggestions for future research. 
Overview of Relevant Literature 
I next highlight how the work fits with the extant literature. Different marketing 
actions may have different effects on online and offline sales for different customer 
segments. Moreover, the size of (prospective) customer segments may differ across 
countries. To optimally allocate resources across marketing actions, customers segments, 
and countries, multinational managers need to know the relative sales elasticities for each 
combination (Hanssens, Parsons, and Schultz 2001; Shankar 1999; Wright 2009). 
Accordingly, I begin with a brief review of three key research streams on the impact of 
marketing actions: 1) on own-channel sales and cross-channel sales, 2) for different 
customer segments, and 3) across countries. I then highlight the paper’s positioning in the 
context of extant literature. 
The first research stream addresses the own- and cross-channel impact of 
marketing actions. Researchers have investigated the effect of online marketing on offline 
sales and of offline marketing on online sales (e.g., Chan, Wu, and Xie 2011; Danaher 
and Dagger 2013; Kalyanam et al. 2015; Srinivasan, Rutz, and Pauwels 2016; Trusov, 
Bucklin, and Pauwels 2009). A key finding is that online marketing influences online 
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sales due to channel fit and congruency (Verhoef, Neslin, and Vroomen 2007). A second 
key finding is that online marketing typically has a higher cross-channel than own-
channel impact (Abraham 2008; Chan, Wu, and Xie 2011; Lewis and Reiley 2014), but 
offline marketing has a higher own-channel than cross-channel impact (e.g., Kalyanam et 
al. 2015). 
While most studies in the multichannel literature have examined either only one 
communication channel or one sales channel, a few recent studies investigate own- and 
cross-channel effects of both online and offline marketing within one study. Ansari, 
Mela, and Neslin (2008) find that email has a positive own-channel effect on sales but 
has a negative cross-channel effect while catalogs have a positive own-channel sales 
effect. Naik and Peters (2009) compare the effectiveness of search and display 
advertising with traditional media for an automobile manufacturer to find that all 
advertising channels have positive own- and cross-channel sales effects. Wiesel, Pauwels, 
and Arts (2011) find that online marketing actions – paid search and email – have larger 
cross-channel effects, while offline marketing actions – faxes and direct mail – have 
larger own-channel effects, which they attribute to the business-to-business nature of the 
category. Dinner, Van Heerde, and Neslin (2014) find traditional advertising, paid search 
and online display advertising have positive own- and cross-channel effects, and all own-
channel effects are larger than cross-channel effects. Since the signs and the magnitudes 
of cross-channel marketing effects vary across these previous studies, it is yet unclear 
whether, and if so, which of the above findings hold across customer segments and 
countries.  
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The second research stream addresses the effectiveness of marketing actions on 
different customer groups such as prospects versus acquired customers. Typically, firms 
and researchers address the different customer groups through various models of 
segmentation (Levin and Zahavi 2001; Verhoef et al. 2003) based on demographics or 
based on Recency-Frequency-Monetary value metrics (Bitran and Mondschein 1996; 
Roberts and Berger 1999; Wedel and Kamakura 2002). Some studies find that marketing 
actions such as promotions are more effective on prospects (Ailawadi, Lehmann, and 
Neslin 2001; Deighton, Henderson, and Neslin 1994; Reimer, Rutz, and Pauwels 2014; 
Van Heerde and Bijmolt 2005) but do little for acquired customers, and could even have 
negative effects on them (Anderson and Simester 2004). Rust and Verhoef (2005) find 
that response to marketing interventions such as direct mails varies across customer 
groups and marketing interventions, which can be explained by customer characteristics 
and past purchase history. Yet to date, no paper has examined the effectiveness of online 
and offline marketing actions across customer value segments taking into account own- 
and cross-channel effects in a multinational context.  
The third research stream addresses the effectiveness of marketing actions on 
online and offline sales across countries. From a cross-country perspective, several meta-
analyses find that marketing effectiveness varies across countries and further show that 
country effects moderate the elasticity of both advertising (Assmus, Farley, and Lehmann 
1984; Sethuraman, Tellis, and Briesch 2011) and promotions (Kremer et al. 2008). 
Consumers from different cultures differ in the way they respond to marketing 
communication due to variation in consumer attitudes (Pauwels, Erguncu, and Yildirim 
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2013). Specifically, cross-cultural differences explain the differential impact of 
persuasive communication (Aaker and Maheswaran 1997). Another reason offered is that 
shopping practices vary significantly with culture (Ackerman and Tellis 2001). However, 
the above evidence mostly comes from a comparison between mature and emerging 
markets and all of them focus on traditional marketing actions’ impact on offline sales. 
Moreover, none of the above studies provide guidance to multichannel multinational 
managers on effective marketing resource allocation to improve their brands’ business 
performance.  
Collectively, it is yet unclear whether marketing response to online and offline 
marketing actions would differ across channels, customer groups, and countries, and 
therefore how to allocate marketing resources in such settings. My research addresses the 
gap and contributes to the literature: First, I compare responsiveness to online (email) and 
offline (direct mail) marketing actions. Second, I examine responsiveness of both online 
and offline sales. Third, my approach considers both prospects and current customers, 
accounting for different customer value segments of the latter in a continuum ranging 
from low-value to high-value customer segments. Fourth, I implement my segmentation 
approach across various countries, accounting for cross-country differences in marketing 
effectiveness. Finally, I examine the extent to which sales variation can be explained by 
customer value segments, country effects, and time effects.  
Table 1.1 summarizes the related prior research and highlights the paper’s 
positioning in the context of the extant literature. Overall, the key contribution of this 
paper is to build on this knowledge base to quantify own- and cross-channel effects of 
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online (email) and offline (direct mail) marketing actions at different levels of customer 
value across different countries, and thus provide managerial recommendations on 
marketing resource allocation. 
Conceptual Framework 
I develop a conceptual framework, building on the above extant research, to 
assess how different marketing actions – emails and direct mails – influence online and 
offline sales for different customer value groups in different countries (see Figure 1.1). 
On the left side of the figure are the marketing actions; on the right side of the figure are 
online and offline sales. The middle of the figure represents the customer value segments 
and the various countries that the customers are in. Customer value segments represent a 
continuum, from prospects who have not yet patronized the retailer to the highest value 
group, and are defined based on the value of the customer’s relationship with the retailer. 
Typically, empirically-driven scoring models (e.g., RFMC) are used for customer value 
grouping (e.g., Zhang, Bradlow, and Small 2013). This framework allows me to explore 
how own- and cross-channel effects of marketing actions vary for customer value 
segments and across various countries.  
I consider the customer’s cost-benefit tradeoff (e.g., Srinivasan, Pauwels, and Nijs 
2008) in patronizing a retailer. From the customer’s perspective, patronizing a retailer 
implies a certain expected cost; at the same time, the customer needs to perceive 
sufficient expected benefit to justify incurring this cost. The customer’s costs include 
tangible costs (e.g., product costs, travel costs, ordering and shipping costs, etc.) as well 
as intangible costs (e.g., opportunity cost of time, privacy costs, etc.); the expected 
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benefits to the customer include tangible benefits (e.g., perceived value, monetary 
savings, etc.) and the intangible benefits (e.g., shopping enjoyment, brand engagement, 
etc.). 
I propose that the expected costs and benefits differ across channels, customer 
segments, and countries, which explains why marketing actions effectiveness would vary. 
For instance, higher value customers would have lower transaction costs (e.g., free 
shipping option) as compared to low value customers. With regard to channels, the costs 
of privacy are higher in online channels versus offline channels since the online 
environment facilitates the collection and storage of consumer data (Goldfarb 2014). 
Privacy costs can also be higher for targeted online marketing actions such as emails 
which are perceived as intrusive relative to offline marketing. As for countries, factors 
such as ecommerce penetration and the delivery infrastructure could affect the cost-
benefit tradeoff differently (DHL Worldwide Ecommerce Comparison 2013; Ramaseshan 
et al. 2006). 
Online and Offline Marketing Effectiveness for Online and Offline Channels 
I first outline how online (email) and offline (direct mail) marketing would have a 
different effect on the cost-benefit tradeoff of consumers depending on the purchase 
channel – online versus offline (Grewal, Iyer, and Levy 2004). First, email campaigns 
that drive the customer to the online store readily facilitate the benefit of online search 
convenience and online information provision (Song et al. 2017). In contrast, direct mails 
campaigns that drive the (less internet savvy) customers to the physical store facilitate the 
benefits of in-store sales support (Verhoef, Neslin, and Vroomen 2007) and a reduction in 
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quality uncertainty from sampling the product (Sahoo, Dellarocas, and Srinivasan 2017).  
Second, different consumers will have different weights for the above benefits 
associated with offline and online channels (Alreck and Settle 2002; Kushwaha and 
Shankar 2013). For instance, prospects will receive a higher perceived benefit from the 
uncertainty reduction through in-store product trials. In contrast, the prior brand 
experience of the higher value customers lowers their product uncertainty and associated 
risk, and hence their perceived benefits of shopping in the offline store versus online. 
Finally, the cost-benefit tradeoffs associated with online and offline channels also 
vary by intangible factors such as whether consumers consider shopping as a task or 
chore versus a pleasure (Berry, Carbone, and Haeckel 2002; Konuş, Verhoef, and Neslin 
2008; Sherry 1990). Consumers who consider shopping as a task may prefer the low-
effort and task-oriented online channel (Mick and Fournier 1998; Song et al. 2017). In 
contrast, consumers who consider shopping as a pleasure may perceive greater benefits 
with traveling to the physical store to browse through products, communicate with the 
salesforce (Pauwels and Neslin 2015). While such individual preferences are typically not 
measured by the retailer, they may manifest at the customer segment level as a higher 
baseline of marketing elasticity on online versus offline sales. In sum, I expect that 
marketing actions would have a different effect on the cost-benefit tradeoff of consumers 
depending on the purchase channel – online versus offline. 
Online and Offline Marketing for Different Customer Value Segments 
I next outline how online and offline marketing would have a different effect on 
the customer’s cost-benefit tradeoff across customer value segments. For current 
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customers, their purchase history indicates their realized perceived benefit from 
patronizing the retailer, given the continued purchase and engagement with the brand 
(Bell, Ho, and Tang 1998; Reimer, Rutz, and Pauwels 2014). In contrast, for prospective 
customers, the benefits from shopping at the retailer are relatively uncertain.  
Typically, compared to online marketing, offline marketing is a tangible and 
richer medium that is present in the home. For example, given that direct mail is costlier 
than email, it serves as a credible signal to the consumer that the initiating retailer 
perceives a fit and value in brand engagement with the recipient, and the consumer may 
want to reciprocate as a result (Kushwaha and Shankar 2013). On the other hand, emails 
are inexpensive and can be perceived as intrusive, particularly for prospects who have not 
yet patronized the initiating retailer (Lesonsky 2016). Overall, I expect direct mails to be 
more effective than emails in inducing purchases by prospects, since the expected 
benefits are likely to be greater from the former rather than the latter. 
In contrast, high value customers are familiar with the retailer and may therefore 
consider emails as less intrusive (with lower privacy costs). Emails would serve as 
reminders of time-sensitive campaigns. Also, emails provide a low-cost communication 
channel with high value customers who expect greater relational value from the retailer 
(e.g., Fournier 1998; Rust and Verhoef 2005). Therefore, I expect emails to be more 
effective for high-value customers as compared to low-value customers. 
Online and Offline Marketing Effectiveness for Different Countries 
Finally, I outline how online (email) and offline (direct mail) marketing would 
have a different effect on the customer’s cost-benefit tradeoff depending on the country. 
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Consumer preference for online and offline marketing may differ across countries based 
on supply-side factors such as ecommerce penetration (e.g., Ashraf, Thongpapanl, and 
Auh 2014; Steenkamp and Geyskens 2013), and demand-side factors such as cultural 
dimensions (e.g., Pauwels, Erguncu, and Yildirim 2013). These factors could result in 
different response elasticities across countries (e.g., Sethuraman, Tellis, and Briesch 
2011). 
The perceived costs of emails are higher in countries with higher internet 
penetration (e.g., USA) where they may be more readily dismissed as spam (Lesonsky 
2016). Privacy laws across countries will also influence consumers’ perceived privacy 
costs; for example, privacy concerns may reduce online purchase intent (Smith, Dinev, 
and Xu 2011). Related to country infrastructure, online purchases may be preferred in 
countries (e.g., USA) where many consumers live far away from physical stores (e.g., 
Song et al. 2017), in contrast to other countries (e.g., GBR) where the perceived costs of 
travel and opportunity costs of time are lower (Pauwels et al. 2011). In sum, I expect that 
marketing actions would have a different effect on the cost-benefit tradeoff of consumers 
depending on the country. 
Modeling Approach 
Given the paper’s objective of examining how effectiveness of online and offline 
marketing would vary by channel, customer segment, and country, there are several 
requirements for the modeling approach. First, the model should allow me to assess 
simultaneously how responsiveness to own- and cross-channel marketing actions varies 
by customer value segments and countries. Second, the model should explain impact on 
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both online and offline sales. The econometric models, Hierarchical Linear Models 
(HLM) and Cross-Random Effects (CRE) models fit these criteria (Hanssens et al. 2014; 
Rabe-Hesketh and Skrondal 2008). Additionally, HLM/CRE models divide the variance 
of the dependent variable into “between” and “within” variances, which improves the 
precision of estimates (Rabe-Hesketh and Skrondal 2008). 
My approach consists of five steps. First, I compute customer value in terms of 
the RFMC metrics for each customer. Second, I create customer value segments within 
each country according to customer RFMC metrics using cluster analysis. Third, I use 
HLMs to assess own- and cross-channel responsiveness to online and offline marketing 
actions across customer value segments and countries. Fourth, I employ CRE models to 
evaluate the extent to which sales variation can be explained by each of the three levels of 
data aggregation: time, customer value, and country. Fifth, I compare the forecast 
accuracy of the proposed HLM to several benchmark models. Figure 1.2 outlines my 
modeling approach. 
In order to implement my modeling approach, I consider three periods (see last 
column of Figure 1.2). First, I use the calibration period to compute RFMC metrics with 
purchase data and then create customer value segments (Steps 1 and 2). Next, I use the 
estimation period to estimate HLM and CRE models (Steps 3 and 4). Finally, I have the 
holdout period of 15% of the estimation period for forecast comparison (Step 5).  
Step 1 - Quantify Customer Value 
In the first step of the modeling approach, I compute the RFMC metrics for each 
customer during the calibration period. The RFM - recency, frequency, monetary value - 
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framework has been widely used for customer segmentation and marketing resource 
allocation (Colombo and Jiang 1999; Fader, Hardie, and Lee 2005; Gupta et al. 2006).1  
As an extension to the RFM model, the RFMC framework has been recently proposed by 
Zhang, Bradlow, and Small (2013), adding the Clumpiness metric or the degree of non-
conformity to identical spacing in purchasing, to add superior segmentation and 
predictive power (Zhang, Bradlow, and Small 2014). Following Zhang, Bradlow and 
Small (2013), I operationalize clumpiness using the entropy measure.2 In Step 1, I 
therefore characterize each customer’s value level during the calibration period using the 
RMFC metrics.  
Step 2 - Create Customer Segments 
In the second step, I create customer segments according to the standardized 
RFMC metrics within each country using cluster analysis. I perform k-means partition 
cluster analysis, which is preferred for large datasets (James et al. 2013) and choose 
Euclidean distance as dissimilarity measure (Everitt et al. 2011; Gordon 1999). As 
starting points for the centroids of the clusters, I use the quantiles of the standardized 
RFMC values because I aim to get clusters that reflect a customer value continuum. For 
example, for a four-cluster solution, the starting points are the 20%-40%-60%-80% 
values of each standardized RFMC metric. To select the number of clusters solutions, I 
take into account model requirement constraints, statistical criteria, and managerial 
                                               
1 Behavioral bases of segmentation such as channel usage behavior (Konuş, Verhoef, and Neslin 
2008; Kushwaha and Shankar 2013), price elasticity (Bucklin, Gupta, and Siddarth 1998), or 
promotions and private label usage (Ailawadi, Neslin, and Gedenk 2001) have also been used. 
2 The four proposed measures are entropy, second moment, log utility, and sum of three largest 
components. Entropy is shown to be the most robust, and with better performance (Zhang, Bradlow, 
and Small 2013). 
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considerations. Since HLMs require customer value groups to be equivalent across 
countries (Raudenbush and Bryk 2002), I constrain the number of cluster solutions in 
each country to be the same. Next, I examine the reduction of variance in the RFMC 
metrics explained by different number of clusters. To this end, I use the comparison 
criteria such as within-sum-of-squares (WSS), proportional reduction variance (ETA 
coefficient), and proportional reduction error (PRE) (Makles 2012). Finally, I choose a 
number of clusters solutions between three and seven to enhance managerial practicality 
in application. 
Step 3 - Evaluate Responsiveness to Marketing Actions 
In the third step, I use three-level hierarchical linear models (HLMs) to assess the 
own- and cross-channel sales responsiveness to online and offline marketing actions by 
customer value segment and country. HLMs are employed to model data with several 
aggregation levels: time effects within each customer value segment, customer value 
effects across segments within each country, and country effects (Hanssens et al. 2014; 
Raudenbush and Bryk 2002). To select the HLMs, I compare different hierarchical 
structures combining fixed and random effects at each level, including varying intercept 
and varying slope specifications for the online and offline marketing actions. I also 
compare models with different lags for the marketing variables and autoregressive terms.  
Equations 1 and 2 present the HLMs, where offline sales (OFF_SALES) and 
online sales (ON_SALES) vary with time (index t), customer value segment (index i), 
and country (index j): 
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The autoregressive terms have k lags. In order to account for potential 
endogeneity issues of marketing, I use lags of the marketing variables: discounts (DISC), 
online marketing (EMAIL) and offline marketing (DIRECT_MAIL) with l, m, and n lags, 
respectively. HOLIDAY is a dummy variable that captures the bump in Winter sales. 
Finally, α is the intercept which I allow to vary at the highest two levels and εtij is the 
residual error.  
Model Selection 
To determine the final HLMs, I start with a simple OLS model with one 
autoregressive term, and one lag for each marketing variable. Next, I compare the OLS 
model with two models that allow intercepts to vary randomly or fixed by value segment 
and country. I select the model with best Akaike’s information criteria (AIC) and 
Bayesian information criteria (BIC). I also compare the fixed and random effects 
specifications using a Hausman test. For the selected model, I determine the number of 
autoregressive terms checking the autocorrelation of residuals. Autoregressive terms are 
added until residuals do not present autocorrelation. Next, based on the information 
criteria and log-likelihood tests, I compare the selected specification with a model where 
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the online and offline marketing actions vary by value segment and country. I then 
examine whether adding lags to the marketing variables improves model fit according to 
the information criteria and log-likelihood tests. Finally, I check whether including an 
interaction term between the marketing actions improves the model fit. 
Step 4 - Assess Sales Variation Drivers 
In the fourth step, I develop three-level Cross-Random Effects models (CRE) to 
evaluate the extent to which sales variation can be explained by each level. CRE models 
allow random effects to vary at each level (Hanssens et al. 2014; Rabe-Hesketh and 
Skrondal 2008). Equations 3 and 4 present the CRE models, where offline and online 
sales variation explained by each level is captured by the three random intercepts. θt is a 
random intercept for time, λi is a random intercept for customer value segment, and µj is a 
random intercept for countries. 
(3) !""_$%&'$()* = , + ∑ /01023 !""_$%&'$(40,)* + ∑ 601023 !7_$%&'$(40,)* +∑ 89:923 ';%<&(49,)* + ∑ =>?>23 @<A'BC_;%<&(4>,)* + ∑ DEFE23 @<$B(4E,)* +G	I!&<@%J( + L( + M) + N* + K()* 
(4) !7_$%&'$()* = , + ∑ /01023 !7_$%&'$(40,)* + ∑ 601023 !""_$%&'$(40,)* +∑ 89:923 ';%<&(49,)* + ∑ =>?>23 @<A'BC_;%<&(4>,)* + ∑ DEFE23 @<$B(4E,)* +G	I!&<@%J( + L( + M) + N* + K()* 
 
Step 5 - Predict Sales 
In Step 5, I compare the forecast accuracy of the proposed HLMs to several 
benchmark forecasts. I re-estimate the model parameters holding out 15% of the 
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estimation period to evaluate prediction accuracy.3 The three benchmark forecasts are 
based on the random walk (i.e., the value in the previous period), last value in estimation 
period, and mean of customer segment in estimation period, i.e. for the 36 within country, 
customer value segments. I evaluate the forecast accuracy with two measures: Mean 
Absolute Scaled Error (MASE) and Average Relative Mean Absolute Error 
(AveRelMAE). These two measures are superior because they are not undefined when 
the series is zero and the distribution is not skewed when the values approach zero 
(Davydenko and Fildes 2013; Hyndman and Koehler 2006).4 
Data Description 
In my main empirical application, I apply the modeling approach to a rich dataset 
of an International Beauty retailer with both brick-and-mortar and online stores, granted 
by Wharton Customer Analytics Initiative. The dataset contains detailed information on 
each purchase transaction and marketing communications at the individual customer level 
for 84,110 customers. The customers are randomly sampled from six countries: USA, 
Great Britain, Germany, France, Spain, and Italy. The customers of the retailer can only 
purchase the company’s own-brand products via owned stores, either offline (the 
company has “brick and mortar” stores across many countries) or online (with one online 
store per country). 
                                               
3 The estimates obtained from using 100% of the data in the estimation period are very close to those 
obtained from using 85%. I report the main results based on the former; results based on the latter are 
available upon request. 
4 I also compared forecasting accuracy with the more traditional MAPE; I obtained similar 
improvements in forecasts. 
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The sample comprises both prospects and acquired customers who have already 
purchased from the retailer. The purchase data, which covers four years between 2011 
and 2014, includes both online and offline transactions, and discounts used for the 
purchases. The marketing communication data, which covers about two years between 
2013 and 2014, contains all the online and offline communications from the retailer. The 
only online communication used by the retailer is email, and the data includes whether 
and when the email has been received, opened, and clicked. The only offline 
communication is direct mail, and the data includes the start and the end dates of the 
direct mail campaigns. During the period of study, the retailer only used two types of 
marketing actions, email and direct mail, in additions to discounts; I treat discounts as a 
control variable (e.g., Srinivasan, Vanhuele, and Pauwels 2010). It is important to note 
that the retailer did not advertise either on television or in print during the period of 
study. The actions typically support new product launches, or offer discounts for holidays 
such as Christmas. The content is typically the same for both types of actions.  
I also made decisions pertaining to variable specifications. I specify the variable 
online communication as an email sent (not ‘opened’), because it represents managerial 
action. I operationalize the direct mail variable as one divided by the length of the 
campaign for each week of the campaign. I measure discount as the value amount of 
discount used (Wiesel, Pauwels, and Arts 2011). Finally, I create a dummy variable for 
Winter holidays which takes value of one between weeks 47 and 52 of each year to 
capture the effect of holidays. In addition, I obtained the share of ecommerce in retail 
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industry (across all retail sectors) for each country, which I use as a control variable.5 
Table 1.2 provides descriptive statistics for main variables. 
I prepared the data for the HLM and the CRE analysis with several data decisions. 
First, I consolidated the data at weekly level to obtain a panel of customer transactions 
and marketing actions. Second, I used 96 weeks for the calibration period to compute 
RFMC metrics and to create customer value segments for steps 1 and 2 of the modeling 
approach. I used between 51 and 60 weeks depending on data availability per country for 
estimation period for the HLM and CRE models for steps 3 and 4 of the modeling 
approach. These HLM and CRE models use log-transformed data to reduce skewness in 
the variables, facilitate interpretation of the coefficients directly as elasticities, and to 
make comparisons between marketing actions and across segments feasible; these 
estimated elasticities are the basis of the recommended optimal marketing resource 
(re)allocation.  
For my secondary empirical analysis, I obtained a dataset from a multichannel 
North American specialty retailer, granted by Wharton Customer Analytics Initiative. 
This is a specialty retailer, like Gap, whose products (e.g., clothing and accessories 
targeted at women) are sold exclusively through several hundred company-owned brick-
and-mortar stores in the USA or through the retailer's own website. For the retailer, I 
have information on all purchases and marketing communications for 23,891 randomly 
selected customers in USA for a duration of two years from 2010 to 2012. Similar to my 
                                               
5 Retail share of ecommerce (as a percentage of total retail sales) in 2013 for the countries in the 
sample are as follows: GBR 11.6%, Germany 6.1%, USA 5.8%, France 4.2%, Spain 3.6%, and Italy 
1.5% (eMarketer, Dec 2014). 
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primary dataset, all purchase transactions occur either at the brick-and-mortar stores 
owned by the retailer or at the retailer’s e-commerce website. Also, similar to the primary 
dataset, the retailer’s only online (offline) communication channel is email (direct mail). 
Estimation Results 
Customer Value Segments - Results and Descriptives (Steps 1 and 2) 
I first compute customer value in terms of the RFMC metrics for each customer. I 
then create customer value segments within each country, using the customer RFMC 
metrics to apply cluster analysis (in Step 2). Based on the comparison of different cluster 
solutions (see Appendix A), I decided on six segments: two segments of customers 
without purchases and four segments of current customers. As to the former, prospects 
are those customers who have never purchased from the retailer and dormants did not 
purchase during the calibration period but purchased before from the retailer. I label the 
other four segments (i.e. consumers who made purchases during the calibration period) as 
non-recent low value, recent low value, medium value, and high value. Table 1.3 presents 
the results of the cluster analysis with the six customer value levels within each country. 
The top half of the table shows the breakdown of the customer value segments per 
country and the bottom half shows the Mean and Standard Deviation of the RFMC 
metrics for each customer value segment aggregated at a country level, for clarity of 
exposition. 
Prospects and dormants represent, on average, 23% and 34% respectively, of the 
overall customer base (see Table 1.3). Non-recent low value, recent low value, medium 
value, and high value customer segments represent 10%, 7%, 23% and 3%, respectively, 
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of the customer base. The two low value segments have similar levels of frequency, 
monetary value, and clumpiness but differ only on the recency dimension. The “recent 
low value” segment (“non-recent low value segment”) purchased, on average, two 
months (one and half years) before the end of the calibration period. The medium value 
segment mirrors the population average for the four metrics while the high value segment 
has large values of both frequency and monetary value. Interestingly, there are country-
specific differences from the overall averages that are noteworthy: USA has a larger 
proportion of prospects (38%) and Great Britain of dormants (40%), while Spain and 
Italy have a greater proportion of low value customers (both 20%). All countries are 
fairly similar in terms of proportion of medium and high value customers (ranging from 
25% to 30%) except for the USA which is slightly lower (21%).  
HLM and CRE Model Fit Comparisons (Model Selection) 
I estimate the HLM and CRE models with maximum likelihood estimation which 
allows me to perform likelihood-ratio tests between models with different fixed effects 
specifications (Kreft, Kreft, and de Leeuw 1998). The dependent variables of the models 
– offline sales and online sales – are stationary according to Augmented Dickey-Fuller 
panel unit-root test (segments within countries). I check for homoscedasticity of the 
residuals regressing the explanatory variables of the model against the predicted 
dependent variable and residuals (see Appendix B). 
I find that a fixed intercepts model fits better than OLS and the random intercepts 
model. More importantly, I find that direct mail effectiveness varies by value segment but 
not by country, while email effectiveness varies at both levels. The best model fit is the 
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one with fixed slopes. The optimal number of lags for the autoregressive terms is two and 
the marketing variables of discount, email and direct mail each have one lag. I also find 
that an interaction between email and direct mail does not improve model fit. For the 
CRE models, I use the same number of autoregressive terms and lags as in the HLMs. 
Findings on Own- and Cross-Channel Marketing Effectiveness (Step 3) 
Table 1.4 presents the HLM estimation results. The positive significant 
coefficients of the autoregressive terms (.077, p < .01 and .126, p < .001 for offline sales; 
.082, p < .001 and .003, p > .100 for online sales) imply the presence of significant 
carryover effects. The relative size of the HOLIDAY dummy (.516, p < .001 for offline 
sales; .722, p < .001 for online sales) with respect to the constant term (2.115, p < .001 
for offline sales; 2.800, p < .01 for online sales) indicates an increase of 24% and 26% in 
base level of offline and online sales during the Winter holidays. Discounts have an 
offline sales elasticity of .050 (p < .05) and a positive, but not significant, online sales 
elasticity (.060, p > .10).  
Table 1.5 presents the main results on the own- and cross-channel elasticities of 
offline and online marketing actions across value segments and countries. Total sales 
elasticities are computed as an average of offline and online elasticities weighted by the 
share of offline and online sales observed in the data (Dinner, Van Heerde, and Neslin 
2014). Direct mail has positive and significant own-channel effects for prospects across 
all countries (offline sales elasticity of .11, p < .05). Direct mail does not present cross-
channel effects. The highest elasticity for total sales is in Italy (.09, p < .05), because is 
the country with the highest ratio of offline sales with respect to online sales. The lowest 
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elasticity for total sales are in Germany and Great Britain (.06, p < .05) since they have 
the two smallest ratios of offline sales with respect to online sales. 
Email has positive and significant own- and cross-channel effects in only three 
countries – France, Italy, and USA. For France, email drives cross-channel sales for 
prospects and non-recent low value segments (.19 and .18, respectively, both p < .05) and 
own-channel sales for medium and high value segments (.47 and .66, respectively, both p 
< .05). For Italy, email drives cross-channel sales for prospects, non-recent low value, 
and high value segments (.22, .20 and .19, respectively, all p < .05) and own-channel 
sales for high value segments (.40, p < .05). For the US, email drives cross-channel sales 
for prospects, dormants, non-recent low value, and high value segments (.27, .15, .25, and 
.25, respectively, all p < .05) and own-channel sales for high value segments (.45, p < 
.05). 
In summary, there are important differences in the effectiveness of direct mail and 
email across channels, value segments and countries. While email has both own- and 
cross-channel effects in half of the countries, direct mail has only own-channel effects 
across all countries. Email has effects on prospects as well as low value and high value 
segments depending on the country; direct mail works only for prospects.  
Findings on Drivers of Sales Variation (Step 4) 
Table 1.6 presents the sales variance decomposition result of the CRE models. For 
offline sales, customer value accounts for 90% of explained variance while country 
effects and time effects for 8% and 2%, respectively. In other words, customer value 
segments are much more important than either country or time effects in explaining 
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offline sales. However, there are important differences for online sales. For online sales, 
as much as 50% of its variation is explained by country effects. Hence, both country 
effects and customer value are essential to understand online sales variation. These 
results have important implications for managers: a firm that considers customer value 
segmentation and focuses on offline sales can disregard country effects when trying to 
understand sales variation. On the other hand, country effects and customer value 
segments are equally important to understand online sales variation. This finding has 
practical relevance to multinational retailers that might expand, initially with an online 
channel, into new countries.  
In order to investigate the reasons behind the differential impact of country 
depending on sales channel, I extend the CRE models by including additional control 
variables. I add as control variable, the share of ecommerce in retail industry per country. 
The inclusion of this variable reduces the share of explained online sales variance by 
country from 50% to 32%. These results suggest that the difference in retail online 
penetration across countries is a main driver behind the large influence of country effects 
in explaining online sales variation. 
Sales Forecasting (Step 5) 
Finally, I compare the conditional forecast results for the last 15% of the 
observations, where the brand’s marketing mix decisions for those periods are known 
(i.e. planned). The benchmark forecasts are obtained from the mean of customer value 
segment per country in the estimation period (for each of the 36 segments), last period 
value in the estimation period, and random walk (i.e. the value of the previous period). 
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As shown in Table 1.7, the best forecasts derive from the proposed HLMs, which provide 
a relative improvement of as much as 50%.  
Robustness Checks 
Tests of Endogeneity 
The model I employ is subject to potential endogeneity issues that arise from two 
sources: 1) the correlation between the lagged dependent variable (DV) and the varying 
intercept term, 2) simultaneity. In what follows, I investigate these sources of 
endogeneity and whether they would bias the results. 
In the HLMs, endogeneity may occur due to the correlation between the lagged 
dependent variable and the customer-level varying term, leading to biased parameters. To 
deal with this, I refer to the dynamic panel model that uses Generalized Method of 
Moments (GMM) estimator relying on the moment conditions based on the lagged 
variables (Arellano and Bond 1991; Arellano and Bover 1995; Blundell and Bond 1998). 
The results indicate that the dynamic panel estimates are similar to those of HLM in 
terms of signs and significances indicating that endogeneity due to correlation between 
the lagged DV and the varying intercept is not a substantial issue. In addition, I estimate a 
dynamic panel model that accounts for endogeneity between the marketing variables and 
the error term. These results are also similar to the main HLM results in terms of signs 
and significances. 
The possibility of multiple-way relationships among marketing variables has led 
many researchers to use reduced-form models (e.g., VAR models, Pauwels et al. 2016). 
In these models, all variables are explained by their past values in a system of equations, 
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thus providing consistent estimates. Similar to this approach, the HLM specification 
includes the lagged variables as instruments. In doing so, I ensure that the estimated 
parameters are still consistent because the correlation between the predictors and the 
dependent variable is lagged and not contemporaneous. 
Secondary Retail Analysis 
In order to assess the extent to which the results on the own- and cross-channel 
effects of online and offline marketing communication vary across customer segments in 
a country, I performed the analysis for an additional retailer. In the first step of my 
modeling approach, I compute the RFMC metrics for each individual customer at the 
weekly level for a calibration period of one year (Step 1). Next, I segment the customer 
base according to RFMC metrics into six segments; this facilitates comparisons with the 
main analysis with the primary dataset (Step 2). I find that the proportion of customers in 
each segment is as follows: prospects (14%), dormants (7%), non-recent low value 
(26%), recent low value (16%), medium value (34%), and high value (3%). Details are 
provided in Appendix C. In Step 3, I evaluate the responsiveness to marketing 
communication in the estimation period of 52 weeks. I modify equations 1 and 2 to allow 
marketing effectiveness to vary by value segment.  
The results confirm the findings of my main analysis that own- and cross-channel 
effects of emails and direct mails vary by customer value segment (see Appendix D for 
details). Specifically, direct mail has both own- and cross-channel effects for dormants 
(.02, p < .05, and .05 p < .05, respectively), while email only has cross-channel effects for 
both prospects and dormants (.12, p < .01, and .14 p < 0.01, respectively). Notably, email 
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shows only cross-channel effects and direct mail shows both own- and cross-channel 
effects.  
Overall, using the second dataset, I generalize the main finding that own- and 
cross-channel effects of online and offline marketing vary by customer value segment. I 
first find that direct mail is most beneficial for the lowest value segment - dormants - as 
compared to higher value customer segments; this mirrors the finding that direct mail has 
a greater impact on prospects compared to all other customer value segments based on 
the first dataset. Second, I show that the own- and cross-channel sales responsiveness to 
direct mail and email are context-specific for retailers.  
Field Experiment 
Building on the findings of the main empirical analysis, I prepared a field 
experiment together with the marketing team at the International Beauty Retailer. The 
main goal of the field experiment is to test in a more controlled setting the model-based 
findings of the differential effects of email and direct mail by value segment. The 
experiment took place in Italy between July and November 2017. Figure 1.3 presents the 
experimental design, which consists of four experimental cells: control (no marketing), 
only email, only direct mail, and both direct mail and email. In order to ensure a balanced 
proportion in each cell, I stratified each cell in the six customer value segments. Although 
a pure random assignment ensures each segment to be equally represented in expectation 
in the four experimental cells, stratification ensures that all segments are equally 
represented in practice (Duflo, Glennerster, and Kremer 2007). This stratification is 
especially important in my setting because the total amount of direct mail was 
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constrained for budgetary reasons to 33,000, and hence the proportion of high value 
customer in cells 3 and 4 is proportionally small. 
I took advantage of the field experiment to explore an additional hypothesis. I 
examine whether customer ‘contactability’ in one channel (customers having indicated 
they do not want to be contacted though that channel) influences responsiveness in 
another channel. Specifically, I examine whether customers who are not contactable by 
direct mail are more or less responsive to email, and whether this depends on the value 
segment. A priori, I did not have any expectation on the existence and direction of this 
effect. On the one hand, one may expect that customers not contactable by direct mail 
might prefer to be contacted by email instead, and hence are more responsive to it. On the 
other hand, such customers may be less interested in any type of marketing 
communication, and hence could be less responsive to emails. To test these alternative 
views, I enlarged experimental cells 1 and 2 with customers only contactable by email. I 
could not enlarge cells 3 and 4 to assess the effect of email contactability on response to 
direct mail due to the restriction on the total number of direct mails available for the 
experiment. The final sample consists of 275,424 customers (see Table 1.8). 
The results of the field experiment provide support for the empirical model 
findings on the differential effectiveness of direct mail and email for different consumer 
value segments (see Figure 1.4). I confirm that direct mail is only effective for customer 
acquisition, i.e., prospects (margin increase of .19 € per customer by unit of direct mail, p 
< .05). Additionally, I find that direct mail is marginally effective for dormants (margin 
increase of .12 € per customer by unit of direct mail, p < .10). Turning to emails, only 
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medium value customers are responsive to email (margin increase of .39 € per customer 
by unit of email, p < .05). Similar to the model-based findings, I do not find interaction 
effects between the two marketing actions. The positive significant effects of sending 
both email and direct to dormants and medium value segments (.13 €, p < .1, and .81 €, p 
< .05, respectively), are not significantly different from sending only direct mail to 
dormants and email to medium value segment. Finally, the examination of contactability 
provides the new finding that recent low value consumers who are contactable by both 
channels are more responsive to emails than customers that are only contactable by email. 
Collectively, my findings from the three datasets highlight that it is important for 
a multichannel multinational retailer to quantify own- and cross-channel sales 
responsiveness to online and offline marketing across customer segments in aiding 
marketing resource allocation; my conceptual framework and modeling approach provide 
a useful contribution for retailers in such settings. 
Discussion 
I summarize the main findings in this section. In my main analysis, direct mail 
drives offline sales (own-channel) for prospects in all countries. Email drives both online 
and offline sales (own- and cross-channel) across customer value segments in three 
countries. Depending on the country, email has effects on prospects, low value and high 
value segments. Furthermore, email effects typically are U-shaped in customer value, 
with the highest effects for prospects/low value segments and high value segments. 
Notably, both emails and direct mails are more effective in increasing offline sales, which 
is consistent with the idea that consumers perceive brick-and-mortar shopping as a 
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pleasure for both multichannel retailers I investigated - beauty products and clothing. 
My results serve to illuminate the cost-benefit framework in the following ways: 
first, I infer from the results that different customer segments in different countries face 
different cost-benefit tradeoffs. When effective, direct mail stimulates offline sales by 
prospects. A plausible inference is that direct mail provides a credible and costly signal to 
prospects of the expected future value of the retailer-consumer relationship. For 
prospects, patronizing the physical store in response to direct mails likely results in a 
realization of the expected benefits of in-store sales support and service, and uncertainty 
reduction through sampling the product.  
Emails, in contrast, can stimulate both offline and online sales from high value 
customers. These customers have already realized the benefits of patronizing the retailer; 
as such, they are receptive to a low-cost, convenient communication channel, and 
respond in the offline/online channel that provides the desired benefit of convenience or 
enjoyment. In line with the expectations from the cost-benefit framework, country 
differences in online sales effects are mostly explained by industry-level ecommerce 
penetration, which in turn may reflect both infrastructure, economic, and cultural 
differences among countries.  
The customer value segmentation allows me to offer new insights on own- and 
cross-channel effects of emails and direct mails. First, I find that direct mail is most 
beneficial for prospects as compared to higher value customers across countries. Second, 
I find that email is effective across customer segments in half of the countries.  
With respect to cross-country effects, my findings suggest that own- and cross-
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channel effects and customer value segments should also be considered in allocating 
marketing resources across countries. Importantly, because the value segments size 
differs by country, my approach would recommend a different marketing allocation in 
each country. This situation is common for multinational retailers, as they typically begin 
retail operations in one country (e.g., France in the data) before moving into other 
countries (e.g., USA in the data). Moreover, I show a different baseline of online sales by 
country, which is mostly explained by share of ecommerce share in the country. My 
findings further suggest that differences in consumer value segment size and ecommerce 
share matter in multichannel multinational settings, even amongst mature countries. 
Overall, I conclude that own- and cross-channel elasticities of online and offline 
marketing differ by customer value segment and country.  
Managerial Implications 
Online and Offline Revenue Contribution of Marketing Actions 
To examine the financial impact of marketing actions, I evaluate the online and 
offline contribution in terms of sales increase per unit of email and direct mail per 
customer segment (see Dinner, Van Heerde, and Neslin 2014). For a given customer 
segment, let π = profit (in €), m = profit margin (%), Soff = offline sales (in €), Son = online 
sales (in €), nem = number of emails (#), ndm = number of direct mails (#), cem = unitary 
cost of emails (€), cdm = unitary cost of direct mails (€). The profit function is:  
(5) 			O = P × R$STT +	$S>U −	WX9 × YX9 −	WZ9 × YZ9 
Taking the derivative of profits with respect to number of emails, I get the net 
returns of email: 
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(6) 		7AX9 = [\[>]^ = P × _[`abb[>]^ +	 [`ac[>]^d − YX9 
Since the elasticity of offline sales with respect to number of emails is GSTT =	(	f$STT/fWX9) × (WX9	/$STT), and similarly for online elasticity, I can get the financial 
contribution of email (FCem): 
(7) 		"BX9 = 	7AX9 + YX9 = P × GSTT ∗ `abb>]^ +P × GS> × `ac>]^ 
To compute equation (7), I only need to know the profit margin; the multinational 
retailer’s Annual Report (2015) states that the cost of goods sold is 18%, and hence I 
infer that the profit margin is 82%. The elasticities are the result of my empirical models, 
and the mean levels of sales, direct mail, and emails per customer segment are obtained 
from the data. Table 1.9 presents the financial contribution of email and direct mail by 
customer value segment and country. 
 Panels A, B and C in Table 1.9 show the financial contribution of emails on total 
sales, offline sales and online sales, respectively. The largest financial contribution of 
email is for the high value segment, for whom it ranges between 1.21 € (USA) and 0.15 € 
(France) per unit of email. The contribution of prospects is only 0.01 € (France, Italy, 
USA); the dormant segment’s contribution in a single country is 0.20 € (USA); the non-
recent low value segment’s contribution is between 0.09 € (USA) and 0.05 € (France); 
the medium value segment contribution in a single country is 0.04 € (France). In contrast, 
emails have zero financial contribution for the recent low value segment in all six 
countries. In general, email financial contribution for the high and medium value 
segments is mainly due to the online contribution, while for the other segments is mainly 
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due to offline contribution. 
Panels D, E and F in Table 1.9 show the financial contribution of direct mail on 
total sales, offline sales and online sales, respectively. In contrast to emails, direct mail 
has only a positive contribution from offline sales (see Panels D and E); the total 
contribution ranges between 2.78 € (Italy) and 0.53 € (Great Britain) per unit of direct 
mail. 
Improvements from Resource Re-Allocation 
Since multinational retailers are charged to allocate marketing resources to 
improve their brands’ business performance, I assess the implications of the findings for 
such managerial decisions. Holding the total number of emails and direct mails fixed6 in 
each country (i.e. constant  budget in each country), I assess by how much the findings 
would improve (as measured by improvements in financial contribution) the marketing 
resource re-allocation.  
 I first obtain the relative elasticities of emails and direct mails for each customer 
segment within each country (Hanssens, Parsons, and Schultz 2001; Morey and McCann 
1983). Next, I derive the model-recommended number of emails and direct mails for each 
segment by multiplying the relative elasticities by the total number of emails and direct 
mails sent over the estimation period in each country. Figure 1.5 compares the current 
allocation of marketing resources with the proposed reallocation and reports the sizes of 
the customer value segments.  
                                               
6 This decision was taken with company management as they did not want to overexpose consumers – 
I cover this topic in the field experiment where I explicitly consider whether consumers indicate not 
wanting to be contacted through a channel. 
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For emails, the current allocation is proportional to the size of the customer value 
segments, i.e. “bigger gets more” (see Corstjens and Merrihue 2003). However, the 
optimal allocation proposes to eliminate emails for recent low value segment, reduce for 
dormants and medium value segments, and allocate most of the emails to prospects, high 
value and non-recent low value segments, based on their response elasticities and 
segment sizes. For direct mail, the current allocation disproportionally considers the 
medium and high value segments and disregards the prospects. However, the optimal 
allocation suggests sending all the direct mail to prospects.  
Finally, I evaluate the incremental revenue from the proposed reallocation for 
each customer value segment by multiplying the financial contribution of the segment 
(see Table 1.9) with the difference between the model-based proposed number of emails 
and direct mails and the actual number sent by the retailer over the same period. The 
optimal allocation of marketing resources would yield a sales lift of 415,000 €, 39% due 
to better allocation of emails and 61% due to better allocation of direct mail, which 
represents a 16.4% total revenue increase. 
Conclusions, Limitations and Future Research 
Understanding the link between own- and cross-channel sales responsiveness to 
online and offline marketing across customer segments and countries for a multichannel 
multinational retailer is essential for academics and practitioners. Accordingly, this paper 
develops a conceptual framework of the customers’ cost-benefit tradeoffs to quantify 
how emails and direct mails influence online and offline sales for different customer 
value segments across countries. It also examines the extent to which sales variation can 
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be explained by customer value segments, country effects, and time effects. Using a 
proprietary retail dataset with 84,110 customers from six countries, the paper estimates 
Hierarchical Linear and Cross-Random Effects models. The findings are validated with a 
second retail dataset with 23,891 customers and a field experiment with 275,424 
customers.  
The paper provides four key insights. First, the results show that offline and 
online sales effects of emails and direct mails vary by customer value and country. In my 
main application, direct mail only stimulates offline sales for prospects. In contrast, email 
stimulates both online and offline sales, and works for prospects, low value, and high 
value segments depending on the country. Second, the paper documents that the variation 
in offline sales is mainly driven by customer value, which contributes 90% of explained 
variance. Hence, country and time effects contribute only marginally in explaining offline 
sales variation, once customer value is considered. In contrast, both country effects and 
customer value contribute significantly in explaining online sales, 50% and 41%, 
respectively. Third, my chosen model performs considerably better than benchmarks in 
forecasting sales across channels and countries. Fourth, a reallocation of the marketing 
budget over customer value groups yields substantial revenue improvements. Due to the 
different customer value composition across countries, the calculation also implies a 
different resource allocation. These findings highlight the need for marketing managers to 
use customer valuation to guide their marketing strategies and actions to provide 
improvements in their brands’ business performance. My results generate actionable 
implications for theory and practice. By highlighting the importance of considering the 
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customer’s cost-benefit tradeoff in linking own- and cross-channel sales responsiveness 
to online and offline marketing across customer segments and countries, I add to the 
collective understanding of marketing effectiveness for multichannel multinational 
retailers. 
I offer several important implications for managers of retailers that operate in a 
multichannel multinational context. To optimize marketing effectiveness, managers 
should pay special attention to the different responsiveness of customer value segments to 
emails and direct mails. Both customer value and country effects are relevant in order to 
understand online sales variation, even among the Western countries I analyzed. These 
findings are particularly meaningful for firms that vary in the extent of usage of online 
and offline sales channels across countries. My model can be used to forecast future sales 
and to help with optimal marketing resource allocation. Most importantly however, 
because the segment size differs by country, my approach would recommend a different 
marketing allocation in each country. Overall, I calculate substantial revenue benefits 
from marketing resource allocations that take into account customer value segments, 
own- and cross-channel responsiveness to online and offline marketing, and country as 
drivers of marketing effectiveness.  
I should note the limitations to my research, which suggest useful directions for 
future research. First, my data does not include marketing actions by competitors. 
However, for both retail datasets used, the company’s own-brand products are sold 
exclusively by the companies in question, rendering competition only indirect. Second, 
following a long tradition in marketing modeling that acknowledges but does not quantify 
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marketing’s power to build long-term brand equity or upgrade customers to higher value 
segments, I leave for future research the modeling of scenarios where customers upgrade 
their segment membership as a result of marketing. Third, additional research is required 
to determine whether the findings generalize to other settings (for example, automobile 
retailers). Fourth, my cross-country analysis is focused on mature European countries and 
the USA based on the availability of data. Future research could extend the analyses to 
emerging countries to see if my results generalize to that setting. Furthermore, the 
findings pertain to a beauty retailer and to a clothing/accessories retailer, providing 
generalizability beyond one category. My conceptual framework and modeling approach 
can be readily applied to other product categories, which future research may consider. 
Overall, I hope that this paper stimulates further work that helps multichannel 
multinational retailers strategically allocate marketing resources more efficiently through 
an enhanced understanding of sales responsiveness of online and offline marketing 
communication at different levels of customer value across channels and countries. 
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CUSTOMER AND EMPLOYEE SATISFACTION EFFECTS  
ON CROSS-BUYING 
Introduction 
Customers and employees form the backbone of businesses. The importance of 
having both sets of stakeholders satisfied to improve business performance is well 
established both in academia and in practice (e.g., Maxham, Netemeyer, and Lichtenstein 
2008; Rucci, Kirn, and Quinn 1998). As a result, companies invest substantial resources 
to monitor and improve customer and employee satisfaction (Morgan, Anderson, and 
Mittal 2005; Reichheld 2003). This effort is particularly critical in the retail industry, 
where the level of customer spending is largely determined at the customer-employee 
encounter. For example, when checking in at a hotel, the staff at the counter might offer 
to the customer extra services such as a romantic dinner at the restaurant or an afternoon 
in the spa. The customer likelihood to purchase any of these additional services could be 
influenced by her satisfaction with previous experiences at the hotel as well as stimulated 
by the staff satisfaction level. 
Studying the simultaneous effects of customer satisfaction (CS) and employee 
satisfaction (ES) is important for theory and practice. Moorman and Day (2016), in their 
review on marketing organization, call for research on the influence of customer and 
frontline employee interaction on business outcomes. To this end, it is not clear whether 
ES would have an effect on customer spending once the effect of CS is accounted for. 
The service-profit chain framework states that ES influences customer spending through 
CS (e.g., Anderson and Mittal 2000; Hogreve et al. 2017), leading one to expect that CS 
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and ES do not have simultaneous effects. However, whether CS and ES have 
simultaneous effects remains an open question. Furthermore, the impact of CS could 
depend on the level of ES. If a positive interaction exists, an increase of CS would have a 
stronger effect when coupled with an increase of ES. On the contrary, a negative 
interaction effect would mean that CS and ES work as substitutes instead of 
complements. Overall, if CS and ES have an interaction effect, not accounting for this 
interaction would fail to capture their full effect. 
From a managerial perspective, understanding the joint effects of CS and ES has 
resource allocation implications. Managers need to quantify the returns on investment 
from satisfaction improvement policies. Therefore, they need to know the relative impact 
of improvements in CS with respect to the impact of improvements in ES. Moreover, if 
interaction effects are significant, retailers could take into account CS and ES when 
making staff allocation decisions. Retailers could segment customers based on CS and 
assign segments to employees that are more likely to obtain a more profitable transaction. 
The main objective of this paper is to quantify the simultaneous effects of CS and 
ES on cross-buying in the retail industry. Cross-buying refers to purchasing 
complementary products or services on top of the focal product (Srivastava, Shervani, 
and Fahey 1999). Cross-buying is fundamental for managers because it helps maximize 
the return from current customers (Gupta and Zeithaml 2006). Yet, cross-buying has 
received little attention and inconclusive findings in the satisfaction literature (Bolton, 
Lemon, and Verhoef 2004). Cross-buying is particularly relevant in the retail context 
because it is a result of the service encounter between customers and sales agents. While 
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other measures of customer spending such as total sales or share of wallet are determined 
by a myriad of external factors, cross-buying is a more clear consequence of the 
interaction between customer and employee. Therefore, cross-buying is an ideal 
behavioral metric to examine the simultaneous effects of CS and ES in the retail industry. 
Therefore, I pose three main research questions. First, do CS and ES have 
simultaneous effects on cross-buying? Second, what are the relative magnitudes of the 
effects of CS and ES on cross-buying? Third, do the effects of CS and ES on cross-
buying depend on each other?  
To address these research questions, I jointly model the effects of CS and ES on 
cross-buying probability controlling for customer heterogeneity and time effects. The 
model accounts for nonlinear and asymmetric effects of CS and ES. Nonlinearity implies 
that the impact of an increase in satisfaction on cross-buying depends on the starting 
level; asymmetry means that the impact of an increase in satisfaction on cross-buying in 
terms of direction and effect size is different from the impact of an equivalent decrease 
(Anderson and Mittal 2000). Moreover, I examine whether the effects of CS and ES on 
cross-buying are non-monotonic. To the best of my knowledge, this is the first paper that 
explores whether the effect of satisfaction on customer behavior is non-monotonic. The 
functional form of the effect of satisfaction has important implications for managers 
because it influences investment decisions. For example, a linear relationship implies a 
constant return on investment; a concave monotonic relationship implies a decrease in 
returns on investment; and a concave non-monotonic relationship implies a negative 
return after a certain threshold.  
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I employ panel datasets on transactions and satisfaction at individual customer 
level and employee satisfaction at store level of a leading car rental company. The car 
rental industry offers an ideal setting to explore the research questions. The customer-
employee interaction at the rental encounter provides customers the opportunity to cross-
buy additional services, for example prepaid refuel or road assistance insurance. The 
identification of the effects comes from observing changes in CS, ES and cross-buying 
across customers, stores, and time. An additional feature of this data is that customers 
perform transactions at different rental stores. As a result, customers interact with 
different employees, which introduces more variation in the data. 
Besides addressing my novel research questions, my modeling approach and rich 
data allows me to overcome limitations from the satisfaction literature. First, the study is 
at customer level instead of at firm or retail branch level, which prevents from 
overestimating the effects of CS. Freedman, Pisani, and Purves (1998) warn that 
aggregating customers can mask the variability across individuals resulting in an 
overestimation of the effect. Indeed, Lariviere et al. (2016) show that the firm level effect 
of CS on firm value overestimates the individual level effect for some firms.  
Second, I examine the effect of satisfaction in a panel setting. This is in spirit of 
Gupta and Zeithaml (2006), who make a call to study the effect of CS on behavioral 
measures with panel data to overcome the endogeneity bias of cross-sectional data. My 
dataset allows me to observe changes in CS and ES across individuals (customers and 
employees) and across time, and hence my model controls for individual heterogeneity 
and time effects. Therefore, although I cannot make conclusive claims of causality, my 
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empirical approach allows me to make a step forward with respect to previous 
satisfaction research in the identification of causal relationships.  
Third, I measure customer spending with a behavioral metric (cross-buying), 
which goes beyond customer attitude or intention metrics. Mittal and Kamakura (2001) 
warn about using intention metrics to evaluate the effect of CS because the change in 
satisfaction needed to influence behavior might be higher than to influence intention. To 
this end, Seiders et al. (2005) find a significant association between CS and repurchase 
intentions but not between CS and repurchase behavior. These authors argue that 
customers fail to predict their behavior because they do not take into account context 
factors such as market characteristics. Moreover, survey measures of customer intention 
can suffer from common method bias (Rindfleisch et al. 2008). Additionally, behavioral 
metrics are managerially more relevant because they are directly associated with financial 
results.  
Finally, examining cross-buying as measure of customer spending points out to 
additional sources through which satisfaction can enhance business performance. 
Understanding the impact of satisfaction on cross-buying complements previous research 
that has examined the impact of satisfaction on a wide range of behavioral metrics, such 
as sales, revenue, repurchase, retention, share of wallet, interpurchase time, referrals, 
relationship length, and profit. 
The reminder of the paper is organized as follows. Section 2 reviews the relevant 
literature and highlights the contributions of this paper. Section 3 explains the model 
specification and estimation approach. Section 4 describes the setting and the data used 
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for the empirical application. Section 5 presents the results estimation. Section 6 
discusses the interpretation of the results and their managerial implications. Section 7 
presents additional analyses as robustness checks. Section 8 explains the limitations of 
the paper and introduces areas of future research. Section 9 concludes the paper. 
Literature review 
CS has been a main construct of interest in marketing. Gupta and Zeithaml (2006) 
say “of all the unobservable metrics, customer satisfaction has been the most widely 
studied by researchers and used by firms because the construct is generic and can be 
universally gauged for all products and services”. There are many definitions for the 
term. These authors define CS as “the consumer’s judgment that a product or service 
meets or falls short of expectations”. In his seminal book, Oliver (2010) defines CS as 
“the degree to which the level of fulfillment is pleasant or unpleasant”.  
Although ES has been a central focus of research in management, it has received 
less attention in marketing. Locke (1976) defines ES as “a pleasurable or positive 
emotional state resulting from the appraisal of one’s job or job experiences”. Churchill, 
Ford, and Walker (1974) define ES as “all characteristics of the job itself and the work 
environment which [industrial] salesmen find rewarding, fulfilling, and satisfying, or 
frustrating and unsatisfying.” 
The remaining of this section is organized in four parts. First, I review the 
literature that informs whether simultaneous effects of CS and ES on customer spending 
should be expected. Next, I focus on studies that help understand whether satisfaction 
would influence cross-buying. Following, I discuss whether nonlinear and asymmetric 
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effects of satisfaction should be considered. Finally, I highlight the contributions of this 
paper over extant research. 
Simultaneous Effects of CS and ES on Customer Spending 
The service-profit chain framework (also called employee-customer-profit 
framework) is a classical model used in the retail industry to explain the influence of CS 
and ES on firm financial performance. The model states that there is a causal chain of 
effects from ES to CS to customer loyalty to financial performance (e.g., Heskett et al. 
2008; Homburg, Wieseke and Hoyer 2009; Kamakura et al. 2002; Khwaja and Yang 
2016; Loveman 1998; Maxham, Netemeyer, and Lichtenstein 2008; Rucci, Kirn, and 
Quinn 1998). This framework implicitly assumes that ES only influences customer 
spending through the effect on CS. 
In a recent meta-analysis of previous studies on the service-profit chain, Hogreve 
et al. (2017) find support for each of the service-profit chain links. Moreover, although 
these authors do not formally consider a direct effect from ES to customer spending, they 
uncover complementary paths of effects. Importantly, they find that two main outcomes 
of ES – employee productivity and external service quality – have a direct positive effect 
on customer loyalty without influencing CS. Furthermore, the authors emphasize the 
importance of a service encounter between customer and employee to achieve customer 
response. Hence, these authors suggest that ES can influence customer spending at the 
service encounter without affecting CS. Additionally, Mittal, Ross, and Baldasare (1998) 
show that product attribute performance has a direct impact on repurchase intentions 
besides its effect through CS. This result indicates that the quality of the service received, 
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with the experience at the employee encounter being part of the service received in the 
retail context, has a direct effect on customer spending besides its effect through CS. 
Therefore, these two papers suggest that CS and ES could have simultaneous effects on 
customer spending in the retail context. 
Dotson and Allenby (2010) formally consider the simultaneous effects of CS and 
ES on business performance. These authors propose a model of simultaneous supply and 
demand to study the impact of marketing activities on profitability. Their model allows 
CS and ES to influence profitability by moderating the conditional relationship between 
marketing activities and revenue. The authors use cross-sectional data and examine 
profitability at branch level for a financial services firm. They find that branches with 
higher ES tend to produce more revenue, while CS is not significantly associated with 
revenue production. Therefore, Dotson and Allenby (2010) research focus, empirical 
approach, and findings leave my research questions unaddressed. 
Evanschitzky et al. (2011) develop a model where CS not only mediates the effect 
of ES on repurchase intention, but also allows ES to moderate the effect of CS on 
repurchase intention. They test their model with cross-sectional survey data on 
satisfaction and purchase intentions at branch level for a restaurant chain. With a median 
split of ES, the authors find a positive interaction effect between ES and CS on 
repurchase intention. Specifically, the branches in the top half of ES have a stronger 
association between CS and repurchase intention than the branches in the bottom half. 
However, they do not examine whether ES has a main effect on purchase intentions. 
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Therefore, this paper suggests that CS and ES could have an interaction effect on 
customer spending. 
Effects of CS and ES on Cross-Buying 
 The two papers that empirically examine the effect of CS on cross-buying present 
conflicting findings. Verhoef, Franses, and Hoekstra (2001) hypothesize that CS has a 
positive effect on cross-buying. However, they do not find support for the hypothesis in 
their application using data from two periods from an insurance company. Li, Sun, and 
Wilcox (2005) develop a model of customer sequential acquisition of naturally ordered 
products. These are products that their purchase typically precedes the purchase of other 
products. The authors apply the model to panel transactions data and CS cross-sectional 
data at household level for a financial service firm. They find that customers with higher 
CS tend to purchase more products. Therefore, while Verhoef, Franses, and Hoekstra 
(2001) do not find a significant effect of CS on cross-buying, Li, Sun, and Wilcox (2005) 
find this relationship positive for a specific type of products. 
 In fact, Bolton, Lemon, and Verhoef (2004), in their customer asset management 
framework, propose that CS has a positive influence on cross-buying only if the 
similarity among the offered products is high. It is not clear whether this proposition 
could explain the opposing findings in the two previous empirical papers. In both 
applications, the products seem to be highly similar. Bolton, Lemon, and Verhoef (2004) 
use different types of insurance policies, such as life, health, car, third party, and 
furniture. Li, Sun, and Wilcox (2005) use eight financial products, which are checking 
account, saving account, debit card, credit card, installment loan, certificate of deposit, 
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money market, and brokerage. Therefore, previous research provide inconclusive results 
on whether CS influences cross-buying. 
Dozens of papers examine the relationship between CS and many other outcome 
variables of customer spending. The majority of these papers use survey data on customer 
intentions to assess the impact of CS, since attitudes and intentions are easier to measure 
than behavior (e.g., Anderson and Sullivan 1993; Burnham, Frels, and Mahajan 2003; 
Capraro, Broniarczyk, and Srivastava 2003; Cronin, Brady, and Hult 2000; Garbarino 
and Johnson 1999; Homburg and Giering 2001; Jones, Motherbaugh, and Beatty 2000). 
Overall, there is strong support for an association between CS and intention to spend. 
Papers that examine behavioral outcomes show a main positive association 
between CS and sales (Maxham, Netemeyer, and Lichtenstein 2008), customer retention 
(Bolton 1998; Rust and Zahorik 1993; Verhoef 2003), share of wallet (Cooil et al. 2007; 
Magi 2003), referrals (Verhoef, Franses, and Hoekstra 2002), and interpurchase time 
(Cho, Aribarg, and Manchanda 2017). Furthermore, Szymanski and Henard (2001), in a 
meta-analysis of previous studies, find a positive correlation between CS and repeat 
purchasing, and a negative correlation between CS and complaining. Therefore, the 
association between CS and multiple measures of customer spending suggests that a 
relationship between CS and cross-buying should also be expected. 
Turning to papers that examine the association between ES and customer 
spending, Brown and Peterson (1993) perform a meta-analysis of 59 previous studies on 
the consequences of salesperson satisfaction. These authors find that ES correlates with 
the performance measures of sales (.15, p < 0.05), and turnover (-.46, p < 0.05). 
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However, as the authors point out, the relationships could be spurious and the 
correlations attributable to common antecedents. Chebat and Kollias (2000) show that ES 
enhances role-prescribed performance and extra-role performance. Keiningham et al. 
(2006) find that ES and store profitability have a positive correlation once controlling for 
store size. These authors compare their results to previous research (Silvestro 2002; 
Silvestro and Cross 2000) with similar setting and design which find negative 
correlations between ES and store performance. They argue that negative correlations 
could be driven by specific characteristics of the small samples used in those studies. 
Hartline and Ferrell (1996) find that ES of employees that are in contact with customers 
affects customer perception of service quality. These authors argue that satisfied 
employees are more likely to engage in behaviors that assist customers. Similarly, Zablah 
et al. (2012) show that increases in frontline ES leads to higher perceived job 
performance, both self-reported and manager-reported. Finally, Edmans (2011) shows a 
positive association between ES and shareholder value. Moreover, the author finds that 
the markets do not fully capture the value of ES. He argues that this undervaluation is not 
because investors lack information but because they are unaware of the full benefits of 
ES. Therefore, a relationship between ES and cross-buying should also be expected. 
Nonlinear and Asymmetric Effects of Satisfaction 
Most empirical research assumes a linear relationship between CS and customer 
spending and focuses on average effects. However, some authors state that the effects of 
CS can be nonlinear and asymmetric (e.g., Anderson and Mittal 2000; Kumar 2016). 
Multiple reasons have been proposed to explain these nonlinear and asymmetric effects. 
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Anderson and Mittal (2000) maintain that under greater competition, the risk aversion of 
customers leads to stronger effect of satisfaction on purchase intent for low satisfaction 
levels than for high levels. Mittal and Kamakura (2001) argue that below a minim 
threshold of CS, customers are equally unlikely to repurchase. Several papers claim that 
enhancing CS to the highest levels, achieving customer delight, provides a nonlinear 
extra boost in the response because customers are surprised and excited (e.g., Finn 2012; 
Rust, Zahorik, and Keiningham 1994). In contrast, Ngobo (1999) argues for an opposing 
saturation effect of CS, where increases in CS after a certain threshold result in 
diminishing returns. To reconcile these different views, Anderson and Mittal (2000) 
argue that the functional form for the relationship between CS and its consequences 
depends on the nature of the industry and the dependent variable measured.  
Consequently, the researchers use different functional forms to capture the effects 
of CS. Mittal and Kamakura (2001) find an increasing returns relationship between CS 
and repurchase in the manufacturing industry. Keiningham, Perkins-Munn, and Evans 
(2003) show an inverse S-shaped association between CS and share-of-wallet in the 
business-to-business financial sector. Similarly, Homburg, Koschate, and Hoyer (2005) 
also find an inverse S-shaped association between CS and willingness to pay intentions in 
two experimental settings. In a study at store level for a supermarket chain, Gomez, 
McLaughlin, and Wittink (2004) identify that an increase in satisfaction for the 10% of 
stores has a much smaller impact on sales than the same increase on the bottom 10%. On 
the other hand, Streukens and Ruyter (2004) find that the relationship between CS and 
loyalty intentions is linear in three different retail applications.  
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In a comparison of functional forms across multiple product categories and 
customer segments, Dong et al. (2011) identify large heterogeneity in the functional form 
between CS and purchase intention. Yet, in their analysis, the linear relationship is the 
most prevalent. Similarly, Ngobo (1999) finds that the functional form of the CS-
intentions to repurchase relationship varies for four industries. Therefore, it is not clear 
which would be the functional form between satisfaction and cross-buying. 
Contribution 
This paper differs from previous research both from substantive and application 
perspectives. First, the extensive empirical research that examines CS and ES has 
overlooked their simultaneous effects. Previous literature either examines separately the 
influence of CS and ES on customer spending or considers that the effect of ES is 
mediated by CS (see Table 2.1 for a comparison of this paper with previous literature). 
Moreover, by examining simultaneously CS and ES, I compare the relative magnitude of 
their effects and explore whether they have an interaction effect. 
Second, I examine the impact of these effects on the outcome measure of cross-
buying. Cross-buying is a key measure of customer spending in the retail context because 
it is an outcome of the interaction between customer and employee. Nevertheless, the few 
studies in the satisfaction literature that have examined cross-buying provide 
contradicting results.  
Third, I quantify the simultaneous effects of CS and ES on cross-buying at 
different levels of satisfaction. Considering the functional form of the relationships has 
theoretical and managerial implications.  
  
54 
Finally, unlike most studies that quantify the effects of satisfaction, I employ 
panel data to control for customer heterogeneity and time effects. Hence, this study 
makes a step forward with respect to previous research in the identification of causal 
effects of satisfaction. 
Modeling and Estimation Approach 
This section describes the empirical approach employed to address the research 
questions. First, I explain the model structure, focusing on the choice of model and 
relationship between the main variables of interest – CS and ES – and the dependent 
variable – cross-buying. Second, I introduce the estimation procedure. Third, I explain 
the control variables included in the model. 
Model Specification 
I develop a model that captures the simultaneous effects of CS and ES on cross-
buying probability. Empirically, I examine for each transaction whether the customer 
cross-buys or not. Given the binary nature of the dependent variable and the panel 
structure of the data, I specify a panel logit model at the customer-transaction level with 
time fixed effects (McFadden 1974). The model controls for customer heterogeneity and 
time effects, which would lead to biased and inconsistent estimates if present and not 
accounted for (Hsiao 2014).  
Using a panel logit specification, I express the probability that customer i at 
transaction j cross-buys (CROSSij = 1) as: 
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(1)							PrRBA!$$)* = 1	m	,, /, n, D, B!7CA!&$U
= exp	(,) 	+ 	/n),*43	+	D)* + B!7CA!&$)1 + exp	(,) 	+ 	/n),*43	+	D)* + B!7CA!&$)	.	 
The customer-specific intercepts, αi, capture customer heterogeneity in their 
propensity to cross-buy due to time-invariant customer unobserved characteristics. For 
example, more risk-averse customers might be more likely to get a road assistance 
insurance offered by the employee. βXi,j-1 captures the effects of the main variables of 
interest, CS and ES.	D)*  is a categorical variable at the week level to control for time 
trends that have the same influence on all customers (see robustness check section for 
measurements in other time units). For example, during holiday season all customers 
might be more prone to spend and hence purchase additional services. Finally, 
CONTROLS is a set of control variables, which I introduce at the end of this section. 
The logit model has been applied to capture nonlinear effects of CS on different 
business performance outcomes (e.g., Anderson and Mittal 2000; Rust and Zahorik 1993; 
Rust et al. 1999). While linear models impose the same effect size across all the range of 
satisfaction, the S-shaped curve of the logit imposes a larger effect size for intermediate 
values of satisfaction compared to low and high values. Moreover, in nonlinear models 
the effect of the variables in the model depends on the values of all the other variables 
(Karaca-Mandic, Norton, and Dowd 2012). Hence, even without a multiplicative term 
between CS and ES, the effect of CS (ES) on cross-buying depends on the level of ES 
(CS). Hence, I specify βXi,j-1 for Model 1 as:  (2)							/n),*43 = /3B$),*43 + /t'$),*43 
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where B$),*43and '$),*43 are customer and employee satisfaction, respectively. I examine 
whether ES and CS before the transaction influences the decision to cross-buy in the 
current transaction. I use the satisfaction before the transaction to avoid endogeneity due 
to reverse causality between satisfaction and cross-buying. Hence, ES and CS have a j-1 
subscript because they are measured before the transaction.  
Including quadratic terms of CS and ES in the model would capture potential 
additional nonlinearities of the effect of satisfaction on cross-buying. The inclusion of a 
quadratic term allows the effect to be non-monotonic. Depending on the relative 
magnitude of the coefficients, a negative sign of the quadratic term coefficient would 
imply that for the highest levels of satisfaction an increase in satisfaction results in a 
decrease in cross-buying. On the other hand, a positive sign of the quadratic term 
coefficient would imply that the effect of satisfaction is enhanced at large levels of 
satisfaction. As a result, a quadratic specification allows the functional form of 
satisfaction and cross-buying to deviate from the S-shape of the logit. Hence, I specify 
βXi,j-1 for Model 2 as: (3)							/n),*43 = /3B$),*43 + /t'$),*43 + /vB$),*43t + /w'$),*43t . 
Adding a multiplicative term between CS and ES allows for a potential stronger 
interaction effect. While for nonlinear models a multiplicative term is not necessary for 
the effect of one variable to depend on the values of the other variables in the model, the 
inclusion of the term strengthens this dependence (Karaca-Mandic, Norton, and Dowd 
2012). For example, when all coefficients are positive, the inclusion of the multiplicative 
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term makes the effect stronger for middle range values of CS when ES is high. Hence, I 
specify βXi,j-1 for Model 3 as:  (4)							/n),*43 = /3B$),*43 + /t'$),*43 + /vB$),*43t + /w'$),*43t + /yB$),*43 × '$),*43.	 
For completeness, I also specify a model without quadratic terms but with a 
multiplicative term. Hence, I specify βXi,j-1 for Model 4 as:  (5)							/n),*43 = /3B$),*43 + /t'$),*43 + /yB$),*43 × '$),*43. 
Finally, to capture an inverse S-shaped functional form, I specify a model with 
cubic terms. Hence, I specify βXi,j-1 for Model 5 as:  (6)							/n),*43 = /3B$),*43 + /t'$),*43 + /vB$),*43t + /w'$),*43t  +	/yB$),*43 × '$),*43	+/|B$),*43v + /}'$),*43v .	 
To choose among Model 1 to Model 5, I use log-likelihood ratio tests.  
The five models capture different functional forms of the relationship between 
satisfaction and cross-buying, which lead to diverse investment decisions. A convex 
functional form, result of positive quadratic terms, leads to increasing returns on 
investment. A concave functional form, result of negative quadratic terms, leads to 
decreasing returns on investment. An S-shaped functional form, result of no quadratic 
terms, leads to increasing returns on investment for low satisfaction levels and to 
decreasing returns for high satisfaction levels. An inverse S-shaped functional form, 
result of cubic terms, leads to decreasing returns on investment for low satisfaction levels 
and to increasing returns for high satisfaction levels. Finally, a concave non-monotonic 
functional form, result of negative quadratic terms, leads to decreasing returns on 
investment for low satisfaction levels and negative returns for high satisfaction levels.  
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Estimation Approach 
I estimate the model with conditional maximum likelihood. Conditional logit has 
been applied in marketing to evaluate brand choice (e.g., Lambert-Pandraud and Laurent 
2010; Louviere et al. 2013; Jones and Landwehr 1988; Rust et al. 1999; Tellis 1988). 
Conditional logit obtains consistent estimates by making the likelihood function 
independent of the fixed effects (Chamberlain 1980; Greene 2012). The approach 
consists of conditioning the likelihood function on sufficient statistics independent of the 
panel fixed effects. Therefore, time-invariant variables at customer-level are not 
estimated. 
An alternative estimation method for the panel logit model would be random 
effects (e.g., Chintagunta, Jain, and Vilcassim 1991; Hoban and Bucklin 2015). However, 
this method imposes the assumptions that all regressors must be exogenous to the 
individual effects. Without random assignment, this assumption seems questionable, 
since the satisfaction level would likely be correlated with the customer individual 
effects. For example, one could expect that some customers tend to be generally more 
satisfied. Nevertheless, for robustness, I perform an additional analysis with random 
effects estimation which I compare to the main estimation with a Hausman test (see 
robustness check section). 
Controls 
The main parameters of interest β1 to β7 in equations 1 to 6 capture the effects of 
the satisfaction variables. Given the within-individual estimator used by the conditional 
logit estimation, all time-invariant customer characteristics are excluded from the 
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estimation. Therefore, variables such as customer type (e.g., business vs leisure customer, 
heavy vs light users) are not included in the model.  
I include as controls in the model factors that are likely to influence cross-buying 
decision. I classify the variables in two groups: employee factors and transaction factors. 
In the first group, I consider two employee variables. TENUREi,j-1 represents the number 
of years of experience in the company. MANAGERi,j-1 represents the proportion of 
managers over total number of employees in the store. Both variables have a j-1 subscript 
because are measured before the transaction, same as ESi,j-1. I expect cross-buying to 
increase with tenure because time spent in a job is one of the dimensions of experience 
that determines job performance (Quinones, Ford, and Teachout 1995). However, the 
proportion of managers in a store generates, at least, two opposing forces. On the one 
hand, a type of job that requires and exposes employees to more difficult, complex and 
critical tasks increases experience and performance (Quinones, Ford, and Teachout 
1995). This would result in more cross-buying in stores with higher proportion of 
managers. On the other hand, a high proportion of managers could result in fewer 
employees performing the job of serving customers, which would lead to less focus on 
cross-buying. Hence, given the two opposing forces, I do not have expectations on the 
direction of the effect of proportion of managers. I note that a different specification of 
the variable could disentangle these forces by capturing their effects for different ranges 
of the variable. For example, with the inclusion of higher order terms of the variable. 
However, exploring the effect of the proportion of managers in a store on cross-buying is 
not in the scope of the paper, I therefore choose to use a simpler specification of the 
  
60 
variable. 
In the second group of controls, I consider five transaction variables. UPGRADEij 
is a dummy variable that takes value of 1 if the customer receives a free car upgrade. 
CARij is a categorical variable for the tier of car reserved. LENGTHij is the rental length 
in number of days. BILLij is the value of the rental transaction in dollars. DAYij is a 
categorical variable for the day of the week the car is picked up. I expect cross-buying to 
increase when customers receive a free upgrade, because they would want to reciprocate 
when getting something from employees. I expect cross-buying to increase with car tier, 
because customers would be willing to spend more if they get higher car tier. I do not 
have expectations on the effect of rental length, bill amount, and day of the week, but I 
include them because they correlate with cross-buying and CS (see Table 2.3). 
Competitive and own marketing-mix effects are omitted from the model 
specification because they are not in the scope of the study and because of limited data 
availability. Moreover, it seems unlikely that competitive effects would influence cross-
buying decision. Competition will certainly have an impact on demand, i.e., on customers 
making a reservation. However, once in the store, competitors have little influence on the 
customer decision to cross-buy. The customer is not deciding on whether to acquire a 
service from the focal company or another one. Rather, she is deciding whether adding an 
extra service to the transaction.  
Turning to marketing-mix variables, their effects is captured by the time fixed 
effects and control variables. Changes in advertising are captured by the time fixed 
effects. Changes in product and price can correspond to the car itself and to the cross-
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buying products. Regarding the cross-buying, the product offering did not change during 
the period of study in my empirical application (two years), and the time effects capture 
potential price changes. Regarding the car, changes in type of car offering and prices are 
captured by CAR and BILL variables. Finally, changes in distribution influences demand 
by allowing customers access the rental services in additional stores, but it does not 
influence cross-buying decision. 
Data Description 
 This section is structured in four parts. I start this section introducing the setting I 
choose to address my research questions. Next, I explain the sample selection process. 
After, I describe the data sample. Finally, I explain the sample used for estimation. 
Setting Description 
I use a rich dataset of a world leading car rental company granted by Wharton 
Customer Analytics Initiative. The car rental industry offers an ideal setting to 
simultaneously study the effect of CS and ES on customer likelihood to cross-buy. In this 
industry, customers typically reserve in advance their desired type of car, and have the 
opportunity to change their reservation at the rental store (in this dataset only .8% of the 
transactions are walk-ins). This interaction at the rental encounter offers employees the 
opportunity to cross-buy additional services such as prepaid refuel or road assistance 
insurance. Moreover, customers rent at different stores, which introduces variation in the 
interaction with different employees. Hence, this setting provides the opportunity to 
observe changes in customer cross-buying behavior along with changes in CS and ES. 
Finally, although the car rental industry is one of the major service industries in the USA 
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with expected sales of $23.4 billion in 2022 (Euromonitor 2017), it is understudied in the 
marketing literature (Yao, Yang, and Gatignon 2014). 
Sample Selection 
The dataset contains all the rental transactions of the company in the USA and 
Canada for a period of 25 months between 2010 and 2012. The dataset also contains the 
CS surveys associated with those rentals, and five waves of ES surveys. I restrict the 
analysis to the loyalty program members because their transactions and satisfaction can 
be tracked over time.  
After each transaction, customers have the option to respond a survey about their 
satisfaction with the transaction and with the company overall. Customers complete 
surveys for 13% of the transactions. To evaluate the influence of CS on cross-buying 
behavior in a transaction, I need to know the CS right before the transaction. Hence, for 
each transaction I use the CS survey associated with the previous transaction.  
Similarly, I focus on transactions made in the main rental stores, since only these 
stores have ES surveys available. For confidentiality reasons, the company only provided 
employee surveys from the main stores because the other stores are smaller and have 
fewer employees. The main stores are grouped in 100 geographic areas with typically 
multiple stores around an airport. These stores account for 63% of the rentals.  
Finally, I remove: 1) overlapping transactions in the same day for the same 
customer, 2) customers that never responded a satisfaction survey, and 3) outliers (99th 
percentile) of total sales value and rental duration. The final sample used for this study is 
composed of 204,617 transactions from 174,092 customers. 
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Sample Description 
The average transaction has a length of 3.4 days (LENGTH), and a value of 
$170.3 (BILL). A cross-buying occurs in 50% of the transactions (CROSS), which means 
the customer acquires additional products or services at the rental store. There are four 
types of cross-buying products: GPS, satellite radio, prepaid refuel, and road assistance 
insurance. Customers receive a free car upgrade in 69% of the transactions (UPGRADE), 
which is a common practice in the car rental industry due to the mismatch between 
customer reservation and inventory at the rental store (Carroll and Grimes 1995). The 
company offers more than 25 different car types, which can be group in eight tiers (CAR). 
The check in day is concentrated at the beginning of the week, with 28% on Monday and 
18% on Tuesday (DAY).  
To measure CS (variable CS), I use the survey question “How likely is it that you 
recommend [company name] to a friend or colleague?” which is measured in a scale from 
0 (not at all likely) to 9 (extremely likely). This question is the only one that is complete 
throughout the data period, since the company changed the survey design in the middle of 
my study period. The question captures the overall satisfaction with the firm and is used 
to compute the net promoter score. Previous studies use this question to measure the CS 
with the company (De Haan, Verhoef, and Wiesel 2015; Morgan and Rego 2006). 46.0% 
of the surveys have a maximum score of 9, and 9.1% a score of 4 or below. The average 
CS is 7.50. Panel 1 of Figure 1 shows the histogram of CS. 
The company surveys ES approximately every six months. During the 
observation period, 68,067 employee surveys were conducted in the main stores in five 
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waves (October 2010, May 2011, November 2011, April 2012, and October 2012). Since 
for privacy reasons it is not possible to match specific employees to transactions, I 
consolidate ES at store-wave level, which in turn I can link to transactions realized in that 
store. Hence, I average the employee surveys at the store and wave level. To match ES 
with each transaction across time, I assume that ES changes in the middle month between 
two waves. Therefore, for each store, I match ES to the transactions occurring in the 
months before and after the wave. Consequently, the ES of the first wave (October 2010) 
are matched to the transactions from the beginning of the data until January 2011, the 
second wave (May 2011) are matched between February and August 2011, the third wave 
(November 2011) are matched between September 2011 and February 2012, the fourth 
wave (April 2012) are matched between March and August 2012, and the fifth wave 
(October 2012) are matched from September 2012 onwards (check the robustness check 
section for other ES operationalizations). To measure ES, I use the survey question “I 
would recommend this company to a friend as a good place to work”, which is measured 
in a scale from 1 (completely disagree) to 5 (completely agree). In the main analysis, I 
use the satisfaction surveys of employees that are in direct contact with customers to 
measure the variable ES (as opposed to all the employees in the store, including those 
without customer contact). 69% of employees are in direct contact with customers. 37.3% 
of the surveys have a maximum score of 5, and 25.4% a score of 1 or 2. The average ES 
across employees is 3.54. Panel 2 of Figure 1 shows the histogram of ES.  
Finally, each employee survey identifies whether the employee holds a 
management position (MANAGER), and the years of experience in the company 
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(TENURE). The company provides the years of experience in four ranges: 1) less than 2 
years, 2) between 2 and 5 years, 3) between 5 and 10 years, and 4) more than 10 years. 
To average employee experience by store to create a measure of employee experience at 
store level, I recode the variable taking the middle point in the ranges (1 year, 3.5 years, 
7.5 years, and 15 years). 19% of employees are managers, and employees have on 
average 7.4 years of experience with the company. Equivalent than with ES, I average the 
employee variables (tenure and proportion of managers) at store-wave level in order to 
match them with transactions.7 
Tables 2.2 and 2.3 present the descriptive statistics and correlations of the main 
variables, respectively. Remember that CS is a discrete variable that takes value from 0 to 
9; and ES is a continuous variable between 1 and 5, because it is an average across 
employees in a store. All variables are significantly correlated with cross-buying at p < 
.05, except UPGRADE, and TENURE. Surprisingly, CS is negatively correlated with 
CROSS (-.01, p < .01), although ES is positively correlated with CROSS (.01, p < .05). 
Estimation Sample 
 The data sample consists of 174,092 customers with 204,617 transactions. Since 
conditional logit estimation examines the determinants of within-individual variability, 
customers without variability in the dependent variable are excluded from the estimation. 
86% of the customers have only one transaction in the sample, hence cannot have 
                                               
7 The summary statistics table shows the ES average across transactions (3.74), which is different 
from the average across surveys (3.54). Similarly, the values of employee tenure and proportion of 
managers from the customer panel data displayed in Table 2 are different from the average across 
employee surveys. 
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variability (see Appendix F for the distribution of number of transactions by customers in 
the data sample). Additionally, some customers with more than one transaction do not 
have variability either because they cross-buy in all their transactions or in none. 
Consequently, a total of 179,069 transactions from customers with no variability in the 
dependent variable are removed from the estimation sample. As can be seen in Appendix 
E, the descriptive statistics between the estimation sample and the full sample are very 
similar.  
As a result, the estimation sample for the main analysis consists of 9,445 
customers with 25,548 transactions. See the robustness check section for two estimation 
alternatives that consider customers without cross-buying variability (random effects and 
linear fixed effects). 
Estimation Results 
This section is structured in three parts. First, I compare the different model 
specifications to select the best model. Following, for the selected model, I discuss the 
coefficient estimates and provide a directional interpretation of the coefficients. Given the 
nonlinear nature of the logit, the effect of any variable in the model depends on the values 
of the other variables, even without multiplicative terms. Therefore, I next compute 
marginal effects of all the variables to evaluate their effects and discuss their magnitude. 
Model Selection 
Table 2.4 presents log-likelihood ratio tests comparing the fit of Model 1 to 
Model 5. Model 2 has the best fit to the data. Model 2 (presented in equations 1 and 3) 
includes quadratic terms of CS and ES but no multiplicative term between the two. The 
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last two rows of Table 2.4 compare Model 2 with two simpler specifications with only 
one quadratic term, either for CS or for ES. Model 2 also outperforms these two 
additional models. The selected model indicates that the effects of CS and ES on cross-
buying have important nonlinearities but their interaction effect is not strong. 
Model Estimates 
 Table 2.5 presents the estimates of Model 2. For both CS and ES, the linear and 
quadratic terms are jointly significant (log-likelihood ratio tests of p < .039 and p < .030, 
respectively; see rows 4 and 5 in Table 2.4). The coefficients of the linear terms are 
positive, and of the quadratic terms negative (CS .060; CS2 -.006; ES .479; ES2 -.071). 
The combination of positive linear term and negative quadratic term indicates that the 
functional form of satisfaction is concave. Hence, cross-buying probability increases with 
satisfaction until a certain threshold after which the probability decreases. Yet, the 
threshold could be outside the range of the satisfaction variable, which would result in a 
monotonic concave functional form. A back-of-the-envelope calculation shows that the 
thresholds are around 4.6 for CS and 3.3 for ES, which are at intermediate levels of the 
variables (see the marginal effects section for a more precise calculation). Hence, the 
functional form between satisfaction and cross-buying is concave non-monotonic. 
Turning to the control variables, the encounter with more experienced employees 
marginally increases cross-buying (TENURE .015, p < .072). Similarly, receiving a free 
car upgrade increases cross-buying probability (UPGRADE .322, p < .001). The 
proportion of managers in a store, the customer membership length and the bill value do 
not have significant effects on cross-buying probability (MANAGER -.297, p < .135; 
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LENGTH -.012, p < .108; BILL .000, p < .105). Finally, the fixed effects for time and car 
tier are significant, while the week-day the car is rented are not.  
Marginal Effects 
 I quantify the effects of CS and ES on cross-buying probability with marginal 
effects. Figure 2.2 shows on a heat map the probability to cross-buy for different values 
of CS and ES for an average transaction without upgrade. I define an average transaction 
as a transaction that has mean values for all the other variables (employee tenure and all 
fixed effects). To ease comparison, Panel 1 (Panel 2) of Figure 2.3 graphs the effect of 
CS (ES) at three different levels of ES (CS).  
The effect of ES on cross-buying is 2.7 times larger than the effect of CS. 
Increasing ES from the lowest level of 1 to a medium level of 3 increases cross-buying 
probability by 9.5 percentage points (p.p.), while increasing CS from 0 to 5 increases 
cross-buying probability by 3.5 p.p. (please remember that ES has a range from 1 to 5, 
and CS a range from 0 to 9). The highest cross-buying occurs for medium levels of CS 
and ES (CS between 4 and 5, and ES around 3.5). This relative strength of ES with 
respect to CS can also be observed comparing the degree of concavity of the curves in 
Figure 2.3. 
The dependence between the effects of CS and ES is very small. The effect of 
increasing CS is nearly the same for all ES levels. At ES of 1.5, increasing CS from 0 to 5 
raises cross-buying probability by 3.49 p.p., while at ES of 3 the same increase raises 
cross-buying probability by 3.49 p.p. Likewise, the effect of increasing ES is nearly the 
same for all CS levels. 
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Although both CS and ES have a concave effect on cross-buying probability, the 
shapes are different. CS has a nearly symmetric effect, with extremely satisfied customers 
(score of 9) having a similar probability to cross-buy than extremely dissatisfied (score of 
0). On the other hand, the effect of ES is not symmetric. The lowest cross-buying occurs 
for extremely dissatisfied employees (score of 1). While extremely satisfied employees 
(score of 5) have the same cross-buying probability of intermediate-low satisfied 
employees (score around 2). 
Similarly, to quantify the effect of the control variables, I compute the marginal 
effects for each of them setting the rest of variables to their means. Transactions with a 
free car upgrade have a cross-buying probability of 7.8 p.p. higher than transactions 
without an upgrade. Each extra year of employee experience in the company increases 
cross-buying probability by .37 p.p. A comparison between the magnitudes of the effects 
of the different variables highlights the strength of the effect of satisfaction. For example, 
the effect on cross-buying probability of improving ES from the lowest to the medium 
level is the same of increasing employee tenure by 26 years. 
Discussion and Managerial Implications 
The results of the empirical analysis lead to four main findings. First, CS and ES 
have simultaneous effects on cross-buying. Second, the effect size of ES is about 2.7 
times larger than the effect of CS. Third, the relationship between satisfaction and cross-
buying is concave non-monotonic. Fourth, CS and ES do not have an interaction effect on 
cross-buying. 
The first finding highlights the importance of both CS and ES in determining 
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cross-buying. Moreover, the influence of ES on cross-buying is 2.7 larger than the 
influence of CS. Increasing ES from the lowest to a medium level raises cross-buying 
probability between 9.53 and 9.55 p.p., depending on CS level. While increasing CS from 
the lowest to a medium level raises cross-buying probability between 3.45 and 3.49 p.p., 
depending on ES level. The relative size of the effects of CS and ES is in line with the 
empirical analysis of Dotson and Allenby (2010). These authors find that the effect size 
of ES on revenue is 2.5 larger than the effect of CS, although their effect of CS is not 
significant. 
The concave non-monotonic relationship between satisfaction and cross-buying 
implies that improving satisfaction has a positive impact on cross-buying for low 
satisfaction levels, but a negative impact for high satisfaction levels. Not accounting for 
this nonlinearity could result in a failure to identify the real effect of satisfaction. Indeed, 
Verhoef, Franses, and Hoekstra (2001) do not find a significant effect of CS on cross-
buying as they hypothesize.  
The positive relationship between CS and cross-buying for low to medium values 
of CS is an intuitive result, since there is wide research support for the positive 
consequences of CS (Gupta and Zeithaml 2006). The more satisfied a customer becomes, 
the more likely she is to increase spending (e.g., Cooil et al. 2007; Homburg, Wieseke, 
and Hoyer 2009). Therefore, for low levels of CS, an improvement in post-purchase 
satisfaction leads to a higher likelihood to purchase additional services at the rental store 
in the subsequent transaction. On the other hand, precisely due to the ample support for 
the positive consequences of CS, the negative relationship between CS and cross-buying 
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for medium to high values of CS is a more surprising result. However, the null effect of 
CS on cross-buying identified by Verhoef, Franses, and Hoekstra (2001) could be result 
of the combination of a positive effect for low values of CS and negative effect for high 
values of CS. The negative effect of CS for high values of CS could indicate that when 
customers are very satisfied after a transaction, it means they have already identified the 
specific combination of products they need. As a result, they are less likely to purchase 
additional products on top of what they planned. Indeed, product fit and performance are 
main antecedents of CS and, hence, customers that identify the right products are more 
likely to be extremely satisfied (e.g., Oliver 1980; Oliver and DeSarbo 1988). 
Subsequently, higher CS leads to higher probability to stick with the same product choice 
in the next purchase occasion (Cronin, Brady, and Hult 2000). Therefore, for high levels 
of CS, an improvement in post-purchase satisfaction leads to a lower likelihood to 
purchase additional services at the store in the subsequent transaction. 
Anderson and Mittal (2000) warn that improving CS could have a negative impact 
on profitability for high levels of CS, because the cost of increasing CS at those levels is 
much larger than the recapped returns. Rego, Morgan, and Fornell (2013) show that CS 
and market share are negatively associated. However, to the best of my knowledge, this is 
the first paper to show that improving CS could have a negative effect on a customer 
behavioral metric – cross-buying. It is important to remark that this result does not imply 
that companies should not invest in improving CS. On the contrary, similar to Anderson 
and Mittal (2000), the result emphasizes that companies should be aware of possible 
negative consequences of improving CS due to the nonlinear effects. That is, companies 
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should expect that in certain ranges an increase in CS could have a negative impact on 
some business outcomes.  
Turning to the effect of ES, the likelihood to cross-buy is lower in stores with low 
ES than in stores with medium ES, while stores with high ES are less likely to cross-buy 
than stores with medium ES. Analogous to CS, the positive relationship between ES and 
cross-buying for low to medium values of ES is an intuitive result with wide research 
support. Increasing ES leads to higher levels of productivity and other job performance 
measures (e.g., Brown and Peterson 1993; Edmans 2011). Therefore, for low levels of 
ES, an improvement in ES leads to a higher likelihood to cross-buy. The negative 
relationship between ES and cross-buying for medium to high values of ES, although less 
intuitive, has some research support. Although most studies conclude that the 
consequences of ES are positive, several studies identify a negative or null effect of ES 
on business performance (e.g., Judge et al. 2001; Silvestro 2002; Silvestro and Cross 
2000). This result could suggest that highly satisfied employees exert less effort to cross-
buy. This could be due to very satisfied employees being more intrinsically motivated in 
serving customers and less extrinsically motivated by the commission they obtain from 
cross-buying. As a result, very satisfied employees are more genuine in their 
recommendations and hence less productive in cross-buying than medium satisfied ones. 
Previous research shows that extrinsic motivation can work in opposition to intrinsic 
motivation (e.g., Deci and Ryan 1985; Lepper, Greene, and Nisbett 1973). Moreover, 
Amabile (1993) finds that the opposition of extrinsic motivation to intrinsic motivation 
can undermine job performance. Similarly, Ni, Shen, and Zhu (2015) show that 
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employees balance efforts between serving customers and obtaining monetary incentives 
to maximize utility. Therefore, for high levels of ES, an improvement in ES leads to a 
lower likelihood to cross-buy. 
These findings have several implications for retail managers. First, the relative 
effect sizes of CS and ES guide resource allocation decisions. The largest returns on 
satisfaction improvements are for increases in ES at the low levels. Improving ES from a 
level of 1 over 5 to a level of 3 increases cross-buying probability by around 9.5 p.p., and 
from 2 to 3 increases cross-buying probability by around 3.0 p.p. Given that 15.1% and 
10.3% of the employees have a satisfaction level of 1 and 2, respectively (see Figure 2.1); 
that the average transaction value is $170.3 (see Table 2.2); and assuming an average 
cross-buying value of $31.38; the company would lift revenues by 0.32% with a policy 
that improved ES to the medium level of 3 for employees with a lower level. 
Furthermore, the profit impact would be larger because the margin of complementary 
products is higher than the margin of the car rental (Gupta and Zeithaml 2006). Currently, 
the revenue of the major car rental companies only in the USA is $16.2 billion for 
Enterprise Rent-A-Car, $6.0 billion for Hertz, and $5.0 billion for Avis (Auto Rental 
News 2018). Therefore, the potential revenue impact of satisfaction policies is in the 
order of magnitude of the tens of millions of dollars. Managers with the appropriate cost 
information on satisfaction policies could quantify the returns on investments. 
                                               
8 Using listed prices in the car rental company website (insurance $29.99 per day, GPS $13.99 per 
day, satellite radio $5.99 per day, prepaid fuel $5.0), the mix of cross-buying by type (insurance 7.3%, 
GPS 20.7%, satellite radio 69.3%, prepaid fuel 2.6%), and the average rental duration of 3.37 days 
(see Table 2). 
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Second, the negative effect of satisfaction on cross-buying at high satisfaction 
levels suggests that companies should avoid salesforce commission schemes that 
disproportionally incentivize cross-selling efforts. Since extremely satisfied customers 
are less likely to acquire additional services, employees should not be extremely insistent 
in their selling efforts. Taking this result together with previous research that shows that 
loyalty increases with CS (e.g., Bolton 1998; Verhoef, Franses, and Hoekstra 2002), 
employees should not be rewarded to increase spending in the current transaction by 
pushing cross-buying.  
Third, the negligible interaction effect between CS and ES implies that managers 
do not need to take into account satisfaction levels for customer-employee matching 
purposes. There is no financial gain from assigning satisfied employees to customers of 
specific satisfaction levels. The increase in cross-buying probability by assigning a more 
satisfied employee to serve the customer is practically the same at all CS levels.  
Overall, this paper addresses the call of Morgan, Anderson, and Mittal (2005) to 
help companies extract more value from their satisfaction survey data. These authors 
argue that most companies consume the majority of their resources in CS data collection. 
As a result, very few resources are dedicated to the analysis, dissemination, and 
utilization of this information.  
Robustness Checks 
I perform three types of additional analyses to assess the robustness of the results. 
First, I compare the conditional logit estimation with a random effects panel estimation 
and fixed effects linear estimation. Second, I compare my choices of variable 
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measurement with five alternative measurements for ES, CS and level of aggregation of 
the time fixed effects. Third, I compare the results of my main model with models with 
fewer control variables. 
Estimation Method 
An alternative estimation method is the random effects. However, “the random 
effects specification requires a strong, often unreasonable, assumption that the effects and 
the regressors are uncorrelated” (Greene 2012). A Hausman test confirms this statement 
in my setting, rejecting the null hypothesis that a more efficient random effects model is 
preferred to a less efficient but consistent fixed effects model. 
I also perform a fixed effects linear estimation of the model. Although the 
outcome variable is binary (cross-buying), a linear model serves as robustness check with 
an estimation method that considers customers without variability in the outcome 
variable. Table 2.6 compares the estimation results of the main analysis performed with 
conditional logit with the fixed effect linear model. The direction and significance of the 
coefficients are in line with those of the main analysis. Moreover, the thresholds from 
which satisfaction has a negative effect are very similar in both cases (4.6 vs 4.8 for CS 
and 3.3 vs 3.2 for ES). These results show that there is no sample selection bias for the 
selection of the estimation sample from the full sample. 
Measurement of Variables 
I perform five additional analyses with different variable measurement 
alternatives. First, I measure all the employee variables (ES, TENURE and MANAGER) 
for all employees in the store instead of only employees that have customer contact. 
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Second, to match ES and transactions between survey waves, I compute an interpolation 
between two survey waves, instead of assuming that satisfaction changes in the middle 
point between two waves. Third, I code the CS variable with a dummy that takes value of 
0 for levels equal or below to 7 and 1 for 8 and 9. The last two analyses consider time 
effects at monthly and day level, respectively. Table 2.7 presents these results. All results 
confirm the main results in terms of direction and significance.  
Model Specification 
I perform two additional estimations with fewer variables. First, I remove all 
control variables. Second, I remove all control variables and the time fixed effects. The 
results of the first alternative specification confirms the results of the main model. The 
value and significance of the satisfaction coefficients remain at the same level, only the 
ES coefficients slightly increase in magnitude. However, in the second alternative 
specification, the ES coefficients are not significant. This result highlights the importance 
of accounting for time effects. Table 2.8 presents these results. 
Limitations and Future Research 
Several limitations of this study must be considered when assessing the results, 
which also offer avenues for future research. First, the generalizability of the results 
cannot be established with data from a single firm. The satisfaction literature shows that 
the functional form of the relationship between satisfaction and customer spending is 
context dependent (Dong et al. 2011). Hence, future research could examine whether the 
results generalize to other retail settings, particularly whether high levels of CS lead to 
lower cross-buying probability. 
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Second, I do not observe the mechanism through which CS and ES influence 
cross-buying behavior. Since the focus of this study is to uncover novel effects, research 
at a more micro level would be necessary to get to the mechanism.  
Third, this study does not include marketing-mix and competitive effects. 
Although their effect seems to be negligible in the context of this study, future research 
could confirm that this omission does not introduce a bias. Furthermore, it could be 
studied in which cases does competition play a role. 
Finally, this study cannot make conclusive statements on the causal identification 
of the effects of satisfaction. Identifying causal effects of satisfaction is especially 
complex. A priory, it seems unfeasible to manipulate CS in an experimental setting. 
However, future studies could exploit random information shocks that affected customer 
perception of the quality of a firm and consequently their satisfaction. Such natural 
experiment designs would present a more robust examination of causal effects. 
Conclusion 
In the retail industry, where customers interact with employees during the 
purchase process, the satisfaction of both stakeholders plays an important role in 
determining customer spending. Cross-buying is a behavioral metric that is a clear result 
of this interaction. Therefore, retailers must understand how CS and ES simultaneously 
influence cross-buying. 
The results of the empirical analysis with data from a leading car rental company 
has novel implications for theory and practice. From an academic perspective, this study 
unveils that CS and ES have simultaneous effects on cross-buying probability. However, 
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CS and ES do not have an interaction effect on cross-buying probability. Furthermore, 
the relationship between satisfaction and cross-buying is concave non-monotonic. For 
low satisfaction levels, an increase in satisfaction leads to higher cross-buying. However, 
for higher levels of satisfaction, an increase in satisfaction leads to lower cross-buying. 
Increasing CS from low to medium levels raises cross-buying probability by 3.5 p.p., 
while increasing CS from medium to high levels decreases cross-buying probability by 
3.0 p.p. Similarly, increasing ES from low to medium levels raises cross-buying 
probability by 9.7 p.p., while increasing ES from medium to high levels decreases cross-
buying probability by 4.9 p.p. 
From a managerial perspective, this study guides marketing resource allocation. 
First, the effect size of ES on cross-buying is about 2.7 times larger than the effect of CS. 
Additionally, the largest increase in cross-buying probability is for low levels of ES. 
Second, the negative effect on cross-buying for increasing CS at high levels suggests that 
retailers should avoid commission schemes that disproportionally incentivize employees 
to push cross-selling. 
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Table 1.1 – Paper’s Positioning in the Context of Extant Research  
Research Study 
Online and 
Offline 
Marketing 
Online and 
Offline 
Effects 
Customer Segments Country Effects 
Stream 1: Own- and Cross-channel Marketing Effectiveness 
Abraham (2008) Only online Both No No 
Ansari, Mela, and Neslin (2008) Both Both Migration and non-migration group No 
Chan, Wu, and Xie (2011) Only online Both Prospect vs. current No 
Dinner, Van Heerde, and Neslin (2014) Both Both No No 
Kalyanam et al. (2015) Only online Only offline No No 
Naik and Peters (2009) Both Both No No 
Trusov, Bucklin, and Pauwels (2009) Only offline Only online sign-ups No No 
Wiesel, Pauwels, and Arts (2011) Both Both No No 
Stream 2: Marketing Effectiveness across Customer Segments 
Ailawadi, Lehmann, and Neslin (2001) Only offline Only offline Prospect vs. current No 
Ailawadi, Neslin, and Gedenk (2001) Only offline Only offline Based on promotion response No 
Anderson and Simester (2004) Only offline Only offline Prospect vs. current No 
Bucklin, Gupta, and Siddarth (1998) Only offline Only offline Based on sales response No 
Deighton, Henderson, and Neslin 
(1994) Only offline Only offline Prospect vs. current No 
Rust and Verhoef (2005) Only offline Only offline Characteristics and Behavior No 
Van Heerde and Bijmolt (2005) Only offline Only offline Loyalty members vs. non-members No 
Stream 3: Marketing Effectiveness across Countries 
Ackerman and Tellis (2001 Only offline Only offline No Yes 
Assmus, Farley, and Lehmann (1984) Only offline Only offline No Yes 
Kremer et al. (2008) Only offline Only offline No Yes 
Pauwels, Erguncu, and Yildirim (2013) Only offline Only offline No Yes 
Sethuraman, Tellis, and Briesch (2011) Only offline Only offline No Yes 
Present Study Both Both 
Prospect, dormant, 
low-, medium- and 
high-value 
segments 
Six 
countries 
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Table 1.2 - Descriptive Statistics 
  
Mean Median Maximum Minimum Std. Dev. 
Offline sales (€) 4,792 3,978 49,674 0 3,815 
Online sales (€) 828 472 12,879 0 1,069 
Discount (€) 776 533 10,130 0 857 
Email sent (#) 2,674 0 38,034 0 5,577 
Email opened (#) 683 0 5,921 0 1,314 
Email clicked (#) 107 0 2,069 0 246 
Direct mail (#) 166 0 4,919 0 556 
 Note: Based on weekly averages across countries. 
 
 
Table 1.3 - Customer Value Segments Description 
 
 
Customer Value Segments 
Total 
Prospects Dormants 
Non-
recent low 
value 
Recent 
low 
value 
Medium 
value 
High 
value 
Customers # 
(%) 
19,465 
(23%) 
28,403 
(34%) 
8,181 
(10%) 
6,250 
(7%) 
19,445 
(23%) 
2,366 
(3%) 
84,110 
(100%) 
Germany 22% 33% 8% 10% 24% 4% 10,000 
Spain 16% 36% 12% 8% 25% 4% 10,000 
France 26% 36% 8% 6% 22% 3% 14,111 
Great Britain 10% 40% 10% 8% 26% 4% 20,000 
Italy 23% 31% 12% 8% 25% 1% 10,000 
USA 38% 26% 9% 6% 19% 2% 19,999 
Recency weeks 
ago 
(std. dev.) 
- - 79 (8.6) 
9 
(6.3) 
33 
(15.9) 
12 
(12.2) 
38 
(27.6) 
Frequency # 
(std. dev.) - - 
1.22 
(0.57) 
1.34 
(0.70) 
1.99 
(1.31) 
8.76 
(5.52) 
2.15 
(2.50) 
Monetary 
value € 
(std. dev.) 
- - 48.6 (53.2) 
53.5 
(56.8) 
82.0 
(85.5) 
468.1 
(413.3) 
94.7 
(162.0) 
Clumpiness # 
(std. dev.) - - 
.61 
(0.13) 
.69 
(0.13) 
.36 
(0.08) 
.21 
(0.10) 
.47 
(0.19) 
Note: Individual customer RFMC values during calibration period; based on weekly data. 
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Table 1.4 - HLMs Elasticity Estimates 
Note: Variables are in logs. Coefficients are elasticities.  
  
  Model 1  
(DV = Offline sales) 
Model 2  
(DV = Online sales) 
  Coef. SE P > |z| Coef. SE P > |z| 
Intercepts     
Constant 2.115 0.428 0.000 2.800 0.983 0.004 
Offline sales (t-1) 0.077 0.026 0.004 0.115 0.061 0.057 
Offline sales (t-2) 0.126 0.023 0.000 0.085 0.052 0.106 
Online sales (t-1) 0.021 0.010 0.044 0.082 0.024 0.001 
Online sales (t-2) 0.015 0.010 0.146 0.003 0.023 0.884 
HOLIDAY 0.516 0.060 0.000 0.722 0.138 0.000 
Dormants 3.676 0.575 0.000 1.827 1.320 0.166 
Non-recent low value 1.214 0.539 0.024 -1.081 1.236 0.382 
Recent low value 2.614 0.578 0.000 -0.342 1.325 0.796 
Medium value 4.019 0.626 0.000 -0.639 1.436 0.656 
High value 2.705 0.504 0.000 -2.135 1.157 0.065 
Spain -0.147 0.504 0.770 -0.941 1.158 0.416 
France -0.835 0.485 0.085 -3.056 1.113 0.006 
Great Britain -0.176 0.518 0.734 0.124 1.188 0.917 
Italy -1.078 0.393 0.006 -2.675 0.902 0.003 
USA -0.846 0.464 0.068 -0.305 1.065 0.774 
Discount (t-1) 0.050 0.020 0.014 0.060 0.046 0.198 
Slopes  Presented in Table 1.5  
Residual variance 0.580 3.056 
Number of observations 1,836 1,836 
Log-likelihood -2,105.87 -3,630.81 
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Table 1.5 - Slopes Estimates by Country and Value Segment 
 
  
Offline sales Online sales Total Sales 
Direct 
mail Emails 
Direct 
mail Emails 
Direct 
mail Emails 
G
er
m
an
y 
Prospects 0.11 0.07 -0.02 -0.11 0.06 0.00 
Dormants 0.04 -0.06 0.00 -0.14 0.00 0.00 
Non-recent low value 0.05 0.05 0.00 -0.16 0.00 0.00 
Recent low value 0.03 -0.06 0.00 -0.09 0.00 0.00 
Medium value 0.01 -0.14 0.00 0.10 0.00 0.00 
High value -0.01 0.04 0.00 0.29 0.00 0.00 
Sp
ai
n 
Prospects 0.11 0.08 -0.02 -0.22 0.08 0.00 
Dormants 0.04 -0.05 0.00 -0.24 0.00 0.00 
Non-recent low value 0.05 0.06 0.00 -0.26 0.00 0.00 
Recent low value 0.03 -0.05 0.00 -0.20 0.00 0.00 
Medium value 0.01 -0.13 0.00 0.00 0.00 0.00 
High value -0.01 0.06 0.00 0.18 0.00 0.00 
Fr
an
ce
 
Prospects 0.11 0.19 -0.02 0.26 0.08 0.13 
Dormants 0.04 0.07 0.00 0.23 0.00 0.00 
Non-recent low value 0.05 0.18 0.00 0.21 0.00 0.16 
Recent low value 0.03 0.06 0.00 0.28 0.00 0.00 
Medium value 0.01 -0.02 0.00 0.47 0.00 0.07 
High value -0.01 0.17 0.00 0.66 0.00 0.07 
G
re
at
 B
rit
ai
n 
Prospects 0.11 0.10 -0.02 -0.07 0.06 0.00 
Dormants 0.04 -0.03 0.00 -0.10 0.00 0.00 
Non-recent low value 0.05 0.08 0.00 -0.12 0.00 0.00 
Recent low value 0.03 -0.03 0.00 -0.05 0.00 0.00 
Medium value 0.01 -0.11 0.00 0.14 0.00 0.00 
High value -0.01 0.08 0.00 0.33 0.00 0.00 
Ita
ly
 
Prospects 0.11 0.22 -0.02 0.00 0.09 0.17 
Dormants 0.04 0.09 0.00 -0.03 0.00 0.00 
Non-recent low value 0.05 0.20 0.00 -0.05 0.00 0.20 
Recent low value 0.03 0.08 0.00 0.02 0.00 0.00 
Medium value 0.01 0.01 0.00 0.21 0.00 0.00 
High value -0.01 0.19 0.00 0.40 0.00 0.20 
U
SA
 
Prospects 0.11 0.27 -0.02 0.05 0.07 0.18 
Dormants 0.04 0.15 0.00 0.02 0.00 0.12 
Non-recent low value 0.05 0.25 0.00 0.00 0.00 0.23 
Recent low value 0.03 0.14 0.00 0.07 0.00 0.00 
Medium value 0.01 0.06 0.00 0.26 0.00 0.00 
High value -0.01 0.25 0.00 0.45 0.00 0.28 
Note: Coefficients are elasticities. Significant coefficients at p < .05 presented in bold.  
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Table 1.6 - Explained Sales Variance Decomposition 
  
Offline  
sales 
Online 
 sales 
Customer Value Segment 90% 41% 
Country Effects 8% 50% 
Time Effects 2% 9% 
Note: Based on CRE estimates. 
 
 
 
Table 1.7 - Forecast Comparison 
 Relative Improvement in Forecasts 
Offline Sales Online Sales 
MASE AveRelMAE MASE AveRelMAE 
Last period value in 
estimation period Base Base Base Base 
Random walk  
(the value in previous period) 4% 7% 17% 13% 
Mean of customer value 
segment per country in 
estimation period 
(each of the 36 segments) 
6% 6% 18% -4% 
HLM 20% 19% 34% 57% 
Note: MASE is Mean Absolute Squared Error, AverRelMAE is Average Relative Mean 
Absolute Error. 
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Table 1.8 - Number of Customers by Experimental Cell 
   Value segments   
    Prospects Dormants 
Non-
recent 
low value 
Recent 
low 
value 
Medium 
value 
High 
value Total 
Ex
pe
rim
en
ta
l C
el
l  
Control 8,008 17,364 3,678 3,106 11,354 1,330 44,840 
Email 8,040 17,387 3,762 3,005 11,153 1,357 44,704 
Direct Mail 2,865 6,295 1,380 1,085 4,119 524 16,268 
Both 2,977 6,408 1,360 1,203 4,120 514 16,582 
Control - not 
contactable 46,694 10,648 3,276 7,108 7,763 823 76,312 
Email - not 
contactable 47,165 10,639 3,235 7,123 7,710 846 76,718 
  Total 115,749 68,741 16,691 22,630 46,219 5,394 275,424 
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Table 1.9 - Financial Contribution of Email and Direct Mail 
 
  
 Panel A - Email total (€/#)  Panel D - Direct mail total (€/#) 
 GER SPA FRA GBR ITA USA  GER SPA FRA GBR ITA USA 
Prospects 0.00 0.00 0.01 0.00 0.01 0.01  2.08 2.09 2.53 0.53 2.78 2.37 
Dormants 0.00 0.00 0.00 0.00 0.00 0.20  0.00 0.00 0.00 0.00 0.00 0.00 
Non-recent 
low value 0.00 0.00 0.05 0.00 0.07 0.09 
 0.00 0.00 0.00 0.00 0.00 0.00 
Recent low 
value 0.00 0.00 0.00 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
Medium 
value 0.00 0.00 0.04 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
High value 0.00 0.00 0.15 0.00 0.91 1.21  0.00 0.00 0.00 0.00 0.00 0.00 
              
 Panel B - Email offline (€/#)  Panel E - Direct mail offline (€/#) 
 GER SPA FRA GBR ITA USA  GER SPA FRA GBR ITA USA 
Prospects 0.00 0.00 0.01 0.00 0.01 0.01  2.08 2.09 2.53 0.53 2.78 2.37 
Dormants 0.00 0.00 0.00 0.00 0.00 0.20  0.00 0.00 0.00 0.00 0.00 0.00 
Non-recent 
low value 0.00 0.00 0.05 0.00 0.07 0.09 
 0.00 0.00 0.00 0.00 0.00 0.00 
Recent low 
value 0.00 0.00 0.00 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
Medium 
value 0.00 0.00 0.00 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
High value 0.00 0.00 0.00 0.00 0.82 0.86  0.00 0.00 0.00 0.00 0.00 0.00 
              
 Panel C - Email online (€/#)  Panel F - Direct mail online (€/#) 
 GER SPA FRA GBR ITA USA  GER SPA FRA GBR ITA USA 
Prospects 0.00 0.00 0.00 0.00 0.00 0.00  0.00 0.00 0.00 0.00 0.00 0.00 
Dormants 0.00 0.00 0.00 0.00 0.00 0.00  0.00 0.00 0.00 0.00 0.00 0.00 
Non-recent 
low value 0.00 0.00 0.00 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
Recent low 
value 0.00 0.00 0.00 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
Medium 
value 0.00 0.00 0.04 0.00 0.00 0.00 
 0.00 0.00 0.00 0.00 0.00 0.00 
High value 0.00 0.00 0.15 0.00 0.09 0.35  0.00 0.00 0.00 0.00 0.00 0.00 
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Table 2.1 - Empirical Research on the Influence of Customer and Employee Satisfaction on Customer Spending 
Paper 
Level of 
Data 
Aggregation 
CS and 
ES on 
Spending 
Satisfaction 
Data 
Performance 
Measure 
Behavioral 
metric 
Non-
linear 
Anderson and Sullivan (1993) Customer CS Cross-sectional Repurchase Intentions No No 
Bolton (1998) Customer CS 2 CS surveys Churn Yes No 
Burnham, Frels, and Mahajan 
(2003) 
Customer CS Cross-sectional Intention to Churn No No 
Capraro, Broniarczyk, and 
Srivastava (2003) 
Customer CS Cross-sectional Churn, Repurchase Yes No 
Cho, Aribarg, and Manchanda 
(2017) 
Customer CS Panel with CS 
survey per 
Transaction 
Interpurchase Time No No 
Cooil et al. (2007) Customer CS 5 CS surveys Share of Wallet Yes No 
Dong et al. (2011) Customer 
Segments 
CS Cross-sectional Repurchase Intentions No Yes 
Evanschitzky et al. (2011) Customer CS Cross-sectional Repurchase Intentions No No 
Garbarino and Johnson (1999) Customer CS Cross-sectional Intention to Churn and 
Purchase 
No No 
Gomez, McLaughlin, and Wittink 
(2004) 
Retail 
branch 
CS 6 CS surveys Sales Yes Yes 
Homburg and Giering (2001) Customer CS Cross-sectional Intention to 
Repurchase and 
Recommend 
No No 
Jones, Motherbaugh, and Beatty 
(2000) 
Customer CS Cross-sectional Intention to 
Repurchase 
No No 
Lariviere et al.  (2016) Customer 
and Firm 
CS 9 CS surveys Shareholder Value Yes No 
Li, Sun and, Wilcox (2005) Household CS Cross-sectional Cross-buying Yes No 
Magi (2003) Customer CS Cross-sectional Revenue and Visit 
Share 
Yes No 
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Maxham, Netemeyer, and 
Lichtenstein (2008) 
Retail 
branch 
CS Cross-sectional Sales Yes No 
Mittal and Kamakura (2001) Customer CS Cross-sectional Repurchase Yes Yes 
Ngobo (1999) Customer CS Cross-sectional Repurchase Intentions No Yes 
Seiders et al. (2005) Customer CS Cross-sectional Repurchase Behavior 
and Intention 
Yes No 
Streukens and Ruyter (2004)  Customer CS Cross-sectional Repurchase Intentions No Yes 
Verhoef (2003) Customer CS 2 CS surveys Retention Yes No 
Verhoef, Franses, and Hoekstra 
(2001) 
Customer CS Cross-sectional Cross-buying Yes No 
Verhoef, Franses, and Hoekstra 
(2002) 
Customer CS Cross-sectional Referrals Yes No 
Chebat and Kollias (2000) Employee ES Cross-sectional Employee 
Performance 
Yes No 
Hartline and Ferrell (1996) Employee ES Cross-sectional Customer Perception 
of Service Quality 
No No 
Keiningham et al. (2006) Retail 
branch 
ES Cross-sectional Store Performance Yes No 
Menguc et al. (2016) Employee ES 2 ES surveys Perceived Employee 
Performance 
No No 
Ni, Shen, and Zhu (2015) Customer ES 5 ES surveys Upsell Yes No 
Harter, Schmidt, and Hayes 
(2002) 
Business 
Unit 
CS Cross-sectional Profit, Employee 
Productivity 
Yes No 
Silvestro and Cross (2000) Customer CS Cross-sectional Profit Yes No 
Dotson and Allenby (2010) Retail 
branch 
Both Cross-sectional Profit Yes No 
This Study Customer Both Customer 
Panel per 
Transaction 
and CS, 5 ES 
surveys 
Cross-buying Yes Yes 
Note: CS is Customer Satisfaction, ES is Employee Satisfaction. 
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Table 2.2 - Summary Statistics (N = 204,617) 
 
Note: Each observation is a transaction. 
 
 
 
 
 
Table 2.3 - Correlations (N = 204,617) 
Variable 1 2 3 4 5 6 7 8 
1. CROSS 1        
2. CS -0.01** 1       
3. ES 0.01* 0.01** 1      
4. TENURE 0.00 -0.01** -0.26** 1     
5. MANAGER -0.02** 0.00 0.12** 0.05** 1    
6. UPGRADE 0.00 0.00 -0.01** 0.01** -0.01* 1   
7. LENGTH -0.02** 0.02** 0.01** -0.03** 0.02** -0.03** 1  
8. BILL 0.08** 0.01** 0.00 -0.01** 0.00 -0.09** 0.70** 1.00 
Note: Each observation is a transaction. ** significant at the p < .01 level, * at the p < .05 
level. Only variables with complete information for all transactions included.  
 
Variable Unit Mean S.D. Min Max  
CROSS Binary 0.50 0.50 0.00 1.00  
CS 0 to 9 7.50 2.15 0.00 9.00  
ES 1 to 5 3.74 0.55 1.59 5.00  
TENURE Years 8.23 1.87 1.42 15.00  
MANAGER % 0.19 0.08 0.00 0.75  
UPGRADE Binary 0.69 0.46 0.00 1.00  
LENGTH Days 3.37 3.63 0.00 109.00  
BILL $ 170.3 185.2 0.0 8,910.0  
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Table 2.4 - Log-likelihood Ratio Tests for Model Selection 
Models Chi-Squared d.f. 
p-
value Conclusion 
Model 2 vs Model 1 9.07 2 0.011 
A more complex model with 
quadratic terms is superior 
Model 2 vs Model 3 0.14 1 0.706 
A more complex model with 
multiplicative term is not superior 
Model 2 vs Model 4 9.03 1 0.003 
A more complex model with 
quadratic terms is superior 
Model 2 vs Model 5 0.91 2 0.634 
A more complex model with cubic 
terms is not superior 
Model 2 vs model with 
only quadratic of CS 
4.24 1 0.039 
A more complex model with both 
quadratic terms is superior 
Model 2 vs model with 
only quadratic of ES 
4.72 1 0.030 
A more complex model with both 
quadratic terms is superior 
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Table 2.5 - Main Model Estimates 
  Coef. SE p > |z| 
CS 0.060 0.034 0.076 
CS2 -0.006 0.003 0.029 
ES 0.479 0.250 0.055 
ES2 -0.071 0.035 0.041 
TENURE 0.015 0.008 0.072 
MANAGER -0.287 0.192 0.135 
UPGRADE 0.322 0.034 0.000 
LENGTH -0.012 0.008 0.108 
BILL 0.000 0.000 0.105 
Day of week FE Yes   
Car FE Yes   
Time FE Yes   
Number of Observations 25,548   
Log-likelihood -8,391.7   
AIC 17,041   
BIC 18,093   
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Table 2.6 - Model Estimates for Different Estimation Methods  
  Main Model  
(Conditional Logit) 
 Linear FE 
   Coef. SE p > |z|  Coef. SE p > |z| 
CS  0.060 0.034 0.076  0.013 0.006 0.030 
CS2  -0.006 0.003 0.029  -0.001 0.001 0.012 
ES  0.479 0.250 0.055  0.082 0.043 0.056 
ES2  -0.071 0.035 0.041  -0.013 0.006 0.038 
TENURE  0.015 0.008 0.072  0.003 0.002 0.044 
MANAGER  -0.287 0.192 0.135  -0.055 0.035 0.121 
UPGRADE  0.322 0.034 0.000  0.062 0.006 0.000 
LENGTH  -0.012 0.008 0.108  -0.002 0.001 0.114 
BILL  0.000 0.000 0.105  0.000 0.000 0.062 
Day of week FE Yes    Yes   
Car FE  Yes    Yes   
Time FE  Yes      Yes     
Number of Observations  25,548    204,617   
Log-likelihood -8,391.7    76,123.8   
AIC  17,041    -152,008   
BIC  18,093      -150,780     
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Table 2.7 - Model Estimates for Alternative Variable Measurement 
  
Main Model 
 
ES All Employees 
 
ES Interpolated 
  
 
Coef. SE p > |z| 
 
Coef. SE p > |z| 
 
Coef. SE p > |z| 
CS 
 
0.060 0.034 0.076 
 
0.060 0.034 0.075 
 
0.059 0.034 0.081 
CS2 
 
-0.006 0.003 0.029 
 
-0.007 0.003 0.028 
 
-0.006 0.003 0.032 
ES 
 
0.479 0.250 0.055 
 
0.633 0.352 0.073 
 
0.541 0.300 0.071 
ES2 
 
-0.071 0.035 0.041 
 
-0.092 0.047 0.051 
 
-0.079 0.041 0.057 
TENURE 
 
0.015 0.008 0.072 
 
0.026 0.010 0.007 
 
0.018 0.009 0.050 
MANAGER 
 
-0.287 0.192 0.135 
 
-0.302 0.190 0.113 
 
-0.305 0.192 0.113 
UPGRADE 
 
0.322 0.034 0.000 
 
0.322 0.034 0.000 
 
0.322 0.034 0.000 
LENGTH 
 
-0.012 0.008 0.108 
 
-0.012 0.008 0.114 
 
-0.012 0.008 0.107 
BILL 
 
0.000 0.000 0.105 
 
0.000 0.000 0.124 
 
0.000 0.000 0.096 
Day of week FE Yes 
   
Yes 0.000 0.000 
 
Yes 0.000 0.000 
Car FE 
 
Yes 
   
Yes 
   
Yes 
  
Time FE 
 
Yes     
 
Yes     
 
Yes     
Number of 
Observations 
 
25,548 
   
25,548 
   
25,460 
  
Log-likelihood -8,391.7 
   
-8,388.7 
   
-8,360.5 
  
AIC 
 
17,041 
   
17,035 
   
16,979 
  
BIC 
 
18,093     
 
18,087     
 
18,030     
Note: For “ES All Employees”, ES and Tenure are measured for all employees in the stores, those with and without customer 
contact; for “ES Interpolated”, ES and Tenure are measured as an average between two employee survey waves 
weighted by the distance to each of the waves.   
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Table 2.7 - Model Estimates for Alternative Variable Measurement (continued) 
  
CS dummy 
 
Time FE at Month Level 
 
Time FE at Day Level   
Coef. SE P > |z| 
 
Coef. SE P > |z| 
 
Coef. SE P > |z| 
CS 
 
-0.058 0.037 0.119 
 
0.062 0.033 0.065 
 
0.062 0.036 0.082 
CS2 
 
   
 
-0.007 0.003 0.024 
 
-0.007 0.003 0.039 
ES 
 
0.485 0.250 0.052 
 
0.471 0.248 0.058 
 
0.521 0.262 0.047 
ES2 
 
-0.072 0.035 0.038 
 
-0.070 0.035 0.041 
 
-0.079 0.036 0.029 
TENURE 
 
0.015 0.008 0.069 
 
0.016 0.008 0.067 
 
0.013 0.009 0.148 
MANAGER -0.285 0.192 0.137 
 
-0.291 0.191 0.127 
 
-0.359 0.202 0.075 
UPGRADE 0.322 0.034 0.000 
 
0.322 0.034 0.000 
 
0.339 0.036 0.000 
LENGTH 
 
-0.012 0.007 0.106 
 
-0.012 0.008 0.118 
 
-0.012 0.008 0.126 
BILL 
 
0.000 0.000 0.103 
 
0.000 0.000 0.133 
 
0.000 0.000 0.110 
Day of week FE Yes 0.000 0.000 
 
Yes 0.000 0.000 
 
No 0.000 0.000 
Car FE 
 
Yes 
   
Yes 
   
Yes 
  
Time FE 
 
Yes     
 
Yes     
 
Yes     
Number of Observations 
 
25,548 
   
25,548 
   
25,548 
  
Log-likelihood -8,393.6 
   
-8,442.6 
   
-8,045.0 
  
AIC 
 
17,043 
   
16,959 
   
17,630 
  
BIC 
 
18,086     
 
17,261     
 
23,904     
Note: For “CS dummy”, Customer Satisfaction takes value of 0 for CS from 0 to 7 and 1 for 8 and 9; for “Time FE at Month 
Level” and “Time FE at Day Level”, the time FE are at month and day level, respectively.  
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Table 2.8 - Model Estimates for Simpler Model Specifications 
  
Main Model 
 
No Controls 
 
No Controls nor time FE 
  
 
Coef. SE P > |z| 
 
Coef. SE P > |z| 
 
Coef. SE P > |z| 
CS 
 
0.060 0.034 0.076 
 
0.061 0.033 0.064 
 
0.054 0.032 0.088 
CS2 
 
-0.006 0.003 0.029 
 
-0.007 0.003 0.023 
 
-0.006 0.003 0.044 
ES 
 
0.479 0.250 0.055 
 
0.575 0.241 0.017 
 
0.235 0.229 0.304 
ES2 
 
-0.071 0.035 0.041 
 
-0.088 0.034 0.009 
 
-0.029 0.032 0.356 
TENURE 
 
0.015 0.008 0.072 
 
       
MANAGER 
 
-0.287 0.192 0.135 
 
       
UPGRADE 
 
0.322 0.034 0.000 
 
       
LENGTH 
 
-0.012 0.008 0.108 
 
       
BILL 
 
0.000 0.000 0.105 
 
       
Day of week FE Yes 
   
No 
   
No 
  
Car FE 
 
Yes 
   
No 
   
No 
  
Time FE 
 
Yes     
 
Yes     
 
No     
Number of Observations 
 
25,548 
   
25,548 
   
25,548 
  
Log-likelihood -8,391.7 
   
-8,760.7 
   
-9,204.7 
  
AIC 
 
17,041 
   
17,743 
   
18,417 
  
BIC 
 
18,093     
 
18,648     
 
18,450     
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Figure 1.1 - Conceptual Framework 
 
 
 
 
 
 
Figure 1.2 - Modeling Approach 
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Figure 1.3 - Experimental Design 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4 - Experiment Results 
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Figure 1.5 - Optimal Allocation of Marketing Resources 
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Figure 2.1 - Customer and Employee Satisfaction Histograms 
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Figure 2.2 - Effect of Satisfaction on Cross-Buying Probability 
  Customer Satisfaction 
  0 1 2 3 4 5 6 7 8 9 
E
m
pl
oy
ee
 S
at
is
fa
ct
io
n  
1 0.279 0.292 0.302 0.309 0.313 0.313 0.310 0.304 0.295 0.282 
1.5 0.316 0.329 0.340 0.346 0.350 0.351 0.348 0.342 0.332 0.320 
2 0.345 0.358 0.368 0.375 0.379 0.379 0.376 0.370 0.361 0.349 
2.5 0.365 0.378 0.388 0.395 0.398 0.399 0.396 0.390 0.381 0.369 
3 0.376 0.389 0.399 0.406 0.409 0.410 0.407 0.401 0.392 0.379 
3.5 0.378 0.391 0.401 0.408 0.411 0.412 0.409 0.403 0.394 0.382 
4 0.371 0.384 0.394 0.401 0.405 0.405 0.402 0.396 0.387 0.375 
4.5 0.355 0.369 0.379 0.386 0.389 0.390 0.387 0.381 0.372 0.359 
5 0.331 0.344 0.354 0.361 0.365 0.365 0.363 0.357 0.347 0.335 
Note: The values in the cells represent the cross-buying probability for an average 
transaction without upgrade (mean values of all controls, and all fixed effects).  
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Figure 2.3 - Effect of Customer and Employee Satisfaction on Cross-Buying 
 
Note: CS is Customer Satisfaction, ES is Employee Satisfaction. 
 
  
101 
APPENDIX 
Appendix A - Cluster Solutions Comparison 
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Appendix B - Main Model Variables vs. Predicted Sales and Residual 
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Appendix C - Customer Value Segment Description Retailer 2 
 
 % 
customer 
Recency  
weeks ago 
(std. dev.) 
Frequency 
# 
(std. dev.) 
Monetary 
Value  
$ 
(std. dev.) 
Clumpiness 
# 
(std. dev.) 
Prospects 14% - - - - 
Dormants 7% - - - - 
Non-recent 
low value 26% 
32.0 
(9.1) 
1.6 
(1.0) 
207.1 
(273.0) 
0.45 
(0.14) 
Recent low 
value 16% 
4.6 
(4.6) 
1.7 
(1.0) 
232.4 
(286.7) 
0.59 
(0.14) 
Medium 
value 34% 
6.3 
(6.2) 
5.6 
(3.0) 
818.4 
(689.7) 
0.23 
(0.8) 
High value 3% 1.0 (14.3) 
20.4 
(8.4) 
4,861.7 
(4,096.3) 
0.11 
(0.06) 
 
 
 
Appendix D - Slope Estimates by Value Segment Retailer 2 
 
 
Offline sales Online sales Total Sales 
Direct 
mail Emails 
Direct 
mail Emails 
Direct 
mail Emails 
Prospects 0.00 0.12 0.01 0.09 0.00 0.10 
Dormants 0.02 0.14 0.05 0.14 0.03 0.11 
Non-recent low 
value 0.01 0.09 -0.01 0.02 0.00 0.00 
Recent low value 0.00 0.08 -0.01 0.03 0.00 0.00 
Medium value 0.00 0.06 0.01 0.04 0.00 0.00 
High value -0.01 0.05 -0.03 0.13 0.00 0.00 
Note: Coefficients are elasticities. Significant coefficients at p < .05 presented in bold. % 
of offline sales is calculated directly from the data. 
 
  
  
104 
Appendix E - Descriptive Statistics of Full Sample vs Estimation Sample  
   Full Sample  
(n = 204,617) 
 Estimation Sample  
(n = 25,548) 
Variable Unit  Mean S.D. Min Max  Mean S.D. Min Max 
CROSS Binary  0.50 0.50 0.00 1.00  0.49 0.50 0.00 1.00 
CS 0 to 9  7.50 2.15 0.00 9.00  7.73 1.91 0.00 9.00 
ES 1 to 5  3.74 0.55 1.59 5.00  3.75 0.55 1.59 5.00 
TENURE Years  8.23 1.87 1.42 15.00  8.23 1.89 1.42 15.00 
MANAGER %  0.19 0.08 0.00 0.75  0.2 0.1 0.0 0.8 
UPGRADE Binary  0.69 0.46 0.00 1.00  0.73 0.44 0.00 1.00 
LENGTH Days  3.37 3.63 0.00 109.00  3.03 2.94 0.00 61.00 
BILL $  170.3 185.2 0.0 8,910.0  148.4 143.2 0.0 6,000.0 
Note: Each observation is a transaction. 
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Appendix F - Distribution of Number of Transactions by Customer 
Number 
Transactions 
Number 
Customers 
% 
Customers 
1 150,368 86.4% 
2 19,035 10.9% 
3 3,641 2.1% 
4 730 0.4% 
5 158 0.1% 
6 55 0.0% 
7 29 0.0% 
8 23 0.0% 
9 14 0.0% 
10 5 0.0% 
11 3 0.0% 
12 4 0.0% 
13 2 0.0% 
14 5 0.0% 
15 2 0.0% 
16 3 0.0% 
17 1 0.0% 
18 1 0.0% 
19 2 0.0% 
20 2 0.0% 
22 2 0.0% 
23 1 0.0% 
35 1 0.0% 
36 4 0.0% 
39 1 0.0% 
Total 174,092  
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