Abstract This paper deals with systems of polynomial differential equations, ordinary or with partial derivatives. The embedding theory is the differential algebra of Ritt and Kolchin. We describe an algorithm, named Rosenfeld-Gröbner, which computes a representation for the radical p of the differential ideal generated by any such system . The computed representation constitutes a normal simplifier for the equivalence relation modulo p (it permits to test membership in p). It permits also to compute Taylor expansions of solutions of . The algorithm is implemented within a package (the package (diffalg) is available in MAPLE standard library since MAPLE VR5) in MAPLE.
Introduction
The following system (which has no physical significance) is a system of three polynomial differential equations with partial derivatives. In the following, we denote (for short) derivations using indices. The system becomes
The Rosenfeld-Gröbner algorithm that we present in this paper computes a representation of the radical p of the differential ideal 1 generated by . This representation tells us in particular that the solutions of (which turn out to be polynomials) depend on three arbitrary constants and permits us to compute Taylor expansions of these solutions. If The applied mathematical theory is called differential algebra. It was initiated mostly by French and American researchers at the early twentieth century [13, 14, 34, 35] and really developed by the American teams of Ritt [36] and Kolchin [17] . Differential algebra aims at studying differential equations from a purely algebraic point of view. It is much closer to ordinary commutative algebra than to analysis. The Rosenfeld-Gröbner algorithm represents the radical of the differential ideal generated by any finite system of polynomial differential equations as a finite intersection of differential ideals r's (that we call regular).
Each regular differential ideal r i is presented by a set of differential polynomial equations C i which satisfies:
1. C i is a canonical representative of r i , 2. C i reduces to zero a differential polynomial p if and only if p ∈ r i . Therefore, the set of the C's constitutes a normal simplifier for the equivalence relation modulo p (i.e. an algorithm which decides membership in p). The simplifier is not canonical for the representation may contain redundant components: every differential prime ideal which is minimal over p is minimal over at least one of the regular differential ideals produced but the converse is not true. Assume the solutions of p depend on finitely many arbitrary constants. The algorithm separates the solutions which do not depend on the same number of arbitrary constants. In our introductory example, only one regular differential ideal was produced. This proves that all the solutions of p depend on three arbitrary constants. An implementation of this algorithm was realized for the MAPLE computer algebra software. It is embedded in a package named diffalg.
Used theorems
The Rosenfeld-Gröbner algorithm relies mainly on three theorems:
1. a theorem of zeros (Hilbert's Nullstellensatz), which states that a polynomial p belongs to the radical of an ideal presented by a basis if and only if every solution of is a solution of p; we apply this theorem in the algebraic and in the differential case, 2. a lemma of Rosenfeld, which gives a sufficient condition so that a system of polynomial differential equations admits a solution if and only if this same system, considered as a purely algebraic system admits a solution, 3. a lemma of Lazard, which establishes that each regular ideal r is radical and that all its prime components have a same parametric set (this property is stronger than "defining an unmixed algebraic variety").
It utilizes only the operations and the equality test with zero in the base field of the equations: we refer to Ritt's reduction algorithms, computations of Gröbner bases and splittings similar to those in the elimination methods of Seidenberg [40] . In particular, it does not need any factorization.
New results
The Rosenfeld-Gröbner algorithm was first described by Boulier [2] and improved by Boulier et al. [4] . This paper contains new results. We give in Sect. 2 a proof of Lazard's Lemma which is more precise than the one we gave in Boulier et al. [4, Lemma 2, page 161]. We give an original presentation of the fundamental Rosenfeld's Lemma. We present it as a property of some class of systems of polynomial differential equations and inequations instead of a property of some class of sets of differential polynomials. We give a version of Rosenfeld's Lemma more general than the one of Rosenfeld (this was already proved by Boulier [3] ) and not contained in Kolchin's version. Briefly, our version only imposes to the ideals to be saturated by the separants of the differential polynomials (and no more by the initials). It also only imposes to the set of equations to be triangular instead of autoreduced (but this is anecdotic). Since Lazard's Lemma also holds in such a situation, we formulate our theorems without considering the initials of differential polynomials (though we do it in our implementation for efficiency reasons). This is an improvement w.r.t. Kolchin's theory. We prove new results for regular ideals: Theorems 4 and 6. The former permits to compute the minimal differential prime components of regular ideals and provides also informations about these prime ideals without having to compute them; the latter gives us an original presentation of a well known proof about formal power series. The algorithm presented is much more efficient than the one of 1995. It applies for polynomial differential equations an analog of the second criterion proved by Buchberger [6] for Gröbner bases. Our implementation of this criterion was designed after the method of Gebauer and Möller [11] .
Comparison with other methods
There is a strong relationship between our algorithm and Seidenberg's work. Seidenberg [40] designed elimination algorithms for systems of ODE and PDE in characteristic zero and non-zero. His PDE elimination algorithm in characteristic zero actually solves the same problem we are solving: deciding membership in the radical of a finitely generated differential ideal. He proved (Theorem 6, page 51) an analog of Rosenfeld's Lemma which is a bit weaker (restriction to orderly rankings on the derivatives of a single differential indeterminate) and more technical (note Rosenfeld [37] presents his Lemma as a new version of Seidenberg's Theorem). In his Theorem 11, page 59 he shows that, if is a system which satisfies the hypotheses of his Theorem 6 then every algebraic solution of furnishes a unique differential solution. He showed later [42] how differential solutions can be converted as formal power series. There are differences between Seidenberg's algorithm and ours. The most important is the following: the Rosenfeld-Gröbner algorithm computes a representation of radical differential ideals which can be used afterwards for testing membership in the ideal many times afterwards while Seidenberg's decides if a differential polynomial p belongs to the radical of the differential ideal generated by a finite family by eliminating successively all the differential indeterminates which occur in the system = 0, p = 0 in order to test if this system admits solutions (Hilbert's theorem of zeros). The answer of his algorithm is a boolean. Another important difference: Seidenberg's elimination algorithms are restricted to elimination rankings between differential indeterminates which induce very explosive computations, while orderly rankings are handled by the Rosenfeld-Gröbner algorithm (this is the case for instance in our introductory example). Ritt [36] gave a method to decompose the radical of an ordinary differential ideal as an intersection of prime differential ideals, providing a characteristic set for each of these ideals. This decomposition is not the minimal one because of the redundancy problem (still open). That algorithm is inconvenient because it is only partially effective: it proceeds by factorization over a tower of algebraic field extensions of the field of coefficients. To our knowledge, it has not been implemented. It only applies for ODE. Wu [45] designed a variant of Ritt's algorithm for ordinary differential equations, with a notion of characteristic set weaker than Ritt's (e.g. a characteristic set in the sense of Wu may have no solution). Other authors (e.g. [44] ) developed later Wu's and Seidenberg's ideas. These algorithms only apply for ODE. Ollivier [26] and Carra-Ferro [7] have independently tried to generalize Gröbner bases to systems of ordinary polynomial differential equations. These differential Gröbner bases are in general infinite, even for ODE systems. Another definition of differential Gröbner bases was attempted by Mansfield [22] . The algorithm DIFFGBASIS, implemented in MAPLE, utilizes Ritt's algorithm of reduction and then always terminates. It handles PDE systems. In general however, it cannot guarantee its output to be a differential Gröbner basis. Note that the membership problem in an arbitrary differential ideal is undecidable [10] , and the membership problem of a finitely generated differential ideal is still open. Boulier et al. [5] and Maârouf [21] designed recently a variant of the Rosenfeld-Gröbner algorithm. They started from the algorithm of Kalkbrener [15] which compute decompositions of radicals of ideals in non-differential polynomial algebras. They describe a method for computing characteristic sets of prime differential ideals different from our methods given in Ollivier [26] [32, 33] developed algorithms for studying systems of PDE and computing Taylor expansions of their solutions. These methods are based more on differential geometry than on algebra. They do not claim to be as general as the Rosenfeld-Gröbner algorithm.
Organization of the paper
Sections 1 and 2 deal with commutative algebra. The former contains preliminaries; in the latter, we prove Lazard's Lemma and show how some computations can be performed in dimension zero. Section 3 contains differential algebra preliminaries. In Sect. 4 we prove our version of Rosenfeld's Lemma and some technical results which will be used for efficiently testing the coherence hypothesis of this lemma (in particular, we show there our analog of Buchberger's second criterion). Section 5 shows how to represents radical differential ideals as intersections of regular differential ideals. This is the core of the Rosenfeld-Gröbner algorithm. In the next section, we show how to compute canonical representatives for regular differential ideals and we state the Rosenfeld-Gröbner algorithm as a theorem (Theorem 9) with an effective proof. The algorithm is obtained by translating the proof in any programming language. In Sect. 7 we explain how algebraic solutions of regular differential ideals can be expanded as formal power series. A few examples are developed in the last section.
Commutative algebra preliminaries
Let R = K [X ] be a polynomial ring where K is a field and X is an alphabet (possibly infinite) endowed with an ordering R. Let p ∈ R\K be a polynomial. The leader of p is the greatest indeterminate x ∈ X w.r.t. R which appears in p. It is denoted by ld p.
The rank of p is the monomial x d . It is denoted by rank p. The rank of a set of polynomials is the set of ranks of the elements of the set. If A ⊂ R\K is a set of polynomials then I A (respectively S A ) denotes the set of the initials (respectively separants) of the elements of A and H A = I A ∪ S A . If p and q are two polynomials with ranks x d and y e then q < p if y < x or y = x and e < d. Let A = {p 1 , . . . , p n } and A = {p 1 , . . . , p n } be two non-empty subsets of R\K . Renaming the polynomials if needed, assume rank p i ≤ rank p i+1 and rank p j ≤ rank p j+1 for all i < n, j < n . The set A is said to be of lower rank than A if there exists some i ≤ min(n, n ) such that p i < p i and rank p j = rank p j for 1 ≤ j < i else if n > n and rank p j = rank p j for 1 ≤ j ≤ n . Two sets of polynomials such that none of them is of lower rank than the other one are said to have the same rank. A subset A of R \ K is said to be triangular if the leaders of its elements are pairwise different.
If A ⊂ R then (A) denotes the smallest ideal of R containing A. If a is an ideal of R then the radical √ a of a is the ideal of all the elements of R, a power of which lies in a. An ideal equal to its radical is said to be radical. Any radical ideal r of a polynomial ring R = K [X ] (X finite) is a finite intersection of prime ideals which is unique when minimal. A component (say p 1 ) of an intersection r = p 1 ∩ · · · ∩ p n is said to be redundant w.r.t. r if r = p 2 ∩ · · · ∩ p n . An element p of a ring R is said to be a divisor of zero if p = 0 and there exists in R an element q = 0 such that the product pq = 0. If r is an ideal and S is a finite subset of a ring R then the saturation r : S ∞ of r by S is the ideal of all the polynomials p ∈ R such that there exists a power product h of elements of S such that hp ∈ r.
Gröbner bases
In this section R = K [X ] denotes a polynomial ring over a field. We only recall some properties of Gröbner bases. Reference books are those of Cox [8] and Becker and Weinspfenning [1] . If B is a Gröbner basis of an ideal r of a polynomial ring [24] proved then a generalized version of the lemma which is presented in Morrison [25] . Another proof was written later by Schicho and Li [38] . The one we give here only relies on elementary commutative algebra [46, Chap. IV] . In this sense, it is simpler than the other ones. The knowledge of Morrison's proof helped us to fix ours. Section 2.2 contains the argument [27] missing in Boulier et al. [4] .
Definition 1 (regular algebraic systems)
A system A = 0, S = 0 of a polynomial ring R is said to be a regular algebraic system (for an ordering R) if 1. A is triangular, 2. S contains the separants of the elements of A.
The ideal (A) : S ∞ is called the regular algebraic ideal defined by the system. The system is said to be inconsistent if (A) : S ∞ = R. It is said to be consistent otherwise. 
Proof
S ∞ A ⊂ R = K [N , L]. We assume (A) : S ∞ A = R.
Lazard's Lemma in dimension zero
In this section we consider the case |N | = 0. We denote by S
−1
A R the ring localized at S A and S
A (A) the ideal generated by the image of (A) in S 
. 
Proof Denote D the determinant of the jacobian matrix J = (∂ p/∂ x) p∈A, x∈L of A, which is the product of the elements of S A since A is triangular. Assume q ∈ i : (h).
Then there exists some α ≥ 0 and some m p ∈ R ( p ∈ A) such that
Assume x ∈ L. Differentiate relation (1) w.r.t. x, multiply it by D and h and apply the fact that ∂q/∂ x = 0. We conclude that
DenoteJ the cofactors matrix of J and I the identity matrix. Using the fact that JJ = DI we find that D 2 hm p ∈ (A) for each p ∈ A which implies m p ∈ i : (h) for each p ∈ A. Differentiate relation (1) w.r.t. some x ∈ N now, multiply by D and h and simplify. We conclude that ∂q/∂ x ∈ i : (h). 
Corollary 1 Denote
i = (A) : S ∞ A . If h ∈ R is a polynomial such that i : (h) = R then i : (h) ∩ K [N ] = (0). Proof If q ∈ i : (h) ∩ K [N ] then for any x ∈ L we have ∂q/∂ x = 0. Using Lemma 4 we see i : (h) ∩ K [N ] is
Computing in dimension zero
Let A = 0, S = 0 be a regular algebraic system of a polynomial ring The basis B 1 turns out to be much smaller and faster to compute than B 0 . It is sometimes faster to compute Gröbner bases of regular algebraic ideals in dimension zero in MAPLE than to compute the Gröbner bases in positive dimension using the GB software of Faugère (which runs usually one thousand times faster than the MAPLE's implementation of the Buchberger's algorithm).
Differential algebra preliminaries
The reference book is the one of Kolchin [17, Chap.s I-IV]. Readers who discover the theory had probably better however to start with the book of Ritt [36] . A differential ring is a ring endowed with m derivations δ 1 , . . . , δ m which commute pairwise. Derivation operators are denoted multiplicatively θ = δ 
According to this notation, R v denotes the ring of the differential polynomials whose leaders are less than or equal to v. Therefore
Let p ∈ R \ K and q ∈ R be differential polynomials. Denote rank p = v d . The differential polynomial q is said to be partially reduced w.r.t. p if no proper derivative of v appears in q; it is said to be reduced w.r.t. p if q is partially reduced w.r.t. p and deg(q, v) < d. A set A ⊂ R \ K is said to be autoreduced if any element of A is reduced w.r.t. any other element of the set.
Definition 3
A set A ⊂ R \ K is said to be differentially triangular if it is triangular and if its elements are pairwise partially reduced.
Every autoreduced set is finite [17, Chap. I, Sect. 9]. The proof holds also for differentially triangular sets. A characteristic set of a set 3 S ⊂ R is an autoreduced subset of S which has lowest rank among the autoreduced subsets of S. It is also a minimal (according to our definition) element in the set of the autoreduced subsets of S. If S ⊂ R admits autoreduced subsets then S admits a characteristic set.
A differential ideal of a differential ring R is an ideal of R stable under differ-
Since R has characteristic zero, the radical of a differential ideal is a differential ideal. Any radical differential ideal r of a differential polynomial ring R is a finite intersection of differential prime ideals which is unique when minimal [ 
Theorem 2 (theorem of zeros) Let R = K {U } be a differential polynomial ring over a differential field of characteristic zero and r be a differential ideal of R. A differential polynomial p vanishes on every solution of r, in any differential field extension of K , if and only if p
Proof The implication from right to left is immediate. The implication from left to right: if p / ∈ √ r then p does not belong to at least one differential prime ideal p minimal over √ r. The canonical ring homomorphism which maps R to the field of fractions of R/p furnishes a solution of r which is not a solution of p.
Corollary 3 A differential polynomial p vanishes on every solution of a system of polynomial differential equations and inequations
Proof Using the definitions of the radical and of the saturation of an ideal, we see 
where B i , C ∈ R. Apply on the terms of ( f ) the substitution v −→ (q − r )/s and multiply by some power of s to clear denominators. Since v does not appear in p and the p i one gets another formula ( f ) such that
where D i , E ∈ R and v only appears in q. Thus E = 0 and p ∈ (A) : s ∞ . 
Ritt's reduction algorithms

Specification of the partial reduction algorithm
Ifq = q partial-rem A denotes the partial remainder of q by A then 1.q is partially reduced w.r.t. all the elements of A,
there exists a power product h of elements of SĀ such that h q ≡q (mod (Ā v )).
The following instructions provide an algorithm to compute h andq from q. Build a sequence of pairs (h i , q i ). Initially, set h 0 = 1 and q 0 = q and stop at the first index n such that q n is partially reduced w.r.t. A (then take h = h n andq = q n ). If i is an index such that q i is not partially reduced w.r.t. A then let w be the highest derivative which occurs in q i which is also a proper derivative of the leader of some p ∈ A. If there are many different possibilities for p, take any of them. Now, let θ be the derivation operator such that ld θ p = w. Take for q i+1 the pseudo-remainder of q i by θ p. There exists then some α ∈ N such that s α
Specification of the full reduction algorithm
Ifq = q full-rem A denotes the full remainder of q by A then 1.q is reduced w.r.t. all the elements of A,
there exists a power product h of elements of HĀ such that h q ≡q (mod (Ā v )).
The following instructions provide an algorithm to compute h andq from q. Build a sequence of pairs (h i , q i ). Initially, set h 0 = 1 and q 0 = q and stop at the first index n such that q n is reduced w.r.t. A (then take h = h n andq = q n ). If i is an index such that q i is not reduced w.r.t. A then let w be the highest derivative which occurs in q i s.t. one of the next conditions holds:
1. w is a proper derivative of the leader of some p ∈ A, 2. w is the leader of some p ∈ A and deg(
If the first case arises then proceed as for the partial reduction algorithm else take for q i+1 the pseudo-remainder of q i by p. There exists then some α ∈ N such that
Properties of Ritt's reduction
We have q ∈ [A] : H ∞ A if and only if (q full-rem A) ∈ [A] : H ∞ A . In particular, q full-rem A = 0 ⇒ q ∈ [A]: H ∞ A . We have q ∈ [A]: S ∞ A if and only if (q partial-rem A) ∈ [A] : S ∞ A .
Regular differential systems
All the definitions given in this section are new (e.g. the definitions of "pairs" and "solved pairs"). We define the coherence as a property of systems of differential polynomial equations and inequations (condition C3 of Definition 7) instead of the traditional property of systems of differential polynomials. This important change turns out to be very convenient and permits us to formulate Rosenfeld's Lemma for regular systems instead of coherent autoreduced sets. Though this lemma only needs -polynomials to be defined between elements of differentially triangular sets, we give a more general definition because we want to prove an analog of Buchberger's second criterion in non-triangular situations.
Definition 4 (critical pairs)
A set { p 1 , p 2 } of differential polynomials is said to be a critical pair if the leaders of p 1 and p 2 have common derivatives. If A is a set of differential polynomials then critical-pairs(A) denotes the set of all the pairs which can be formed between any two elements of A.
We do not distinguish a critical pair { p 1 , p 2 } from the critical pair { p 2 , p 1 }. Let { p 1 , p 2 } be a critical pair. It may happen that the leader of (say) p 2 is a (nonnecessarily proper) derivative of the leader of p 1 . In that case, the critical pair { p 1 , p 2 } is called a reduction critical pair. Note however we will never consider a critical pair
If D is a set of critical pairs then (D) denotes the set of all the -polynomials of its elements.
With the same notations, if θ 1 u < θ 2 u then ld ( p 1 , p 2 ) < θ 12 u and there exist some α ∈ N and a differential polynomial q ∈ R such that
The notation for -polynomials comes from Rosenfeld's paper. 4 Seidenberg, Rosenfeld and Kolchin never considered reduction critical pairs. Our definition coincides with theirs in the other case.
Solved critical pairs
Definition 6 (solved critical pairs) A critical pair { p 1 , p 2 } is said to be solved by a differential system of equations and inequations A = 0, S = 0 if there exists a derivative v < lcd(ld p 1 , ld p 2 ) such that
In our algorithm, we shall apply the following criterion to test whether a critical pair is solved by a differential system.
Lemma 6 Let
According to the specifications of Ritt's reduction, there exist then h 1 , . . . , h n ∈ HĀ such that, for some positive integers α 1 , . . . , α n we have h
The next lemma is a generalization to a non-triangular situation of a lemma already proved by Seidenberg [40, 
The proof is done by induction on the order of γ . If the order is zero then the lemma is satisfied because of H2 else, decompose γ = δλ where δ is a mere derivation and φ = λθ 12 . Assume (induction hypothesis) that the critical pair {λp 1 , λp 2 } is solved by ( ). There exists then a derivative v < φu and a power product h of elements of
The second axiom of rankings implies that it belongs to (A δv ) and that δv < θu. Multiply it by h. One gets a sum (δh)h λ + h 2 δ λ whose first term is in (A v ) by induction hypothesis. Since (A v ) ⊂ (A δv ) we conclude h 2 δ λ belongs to this latter ideal. Expand this polynomial
The polynomials (φ/θ i ) p i (i = 1, 2) have both φu < θu for leaders. If w = max(φu, δv) then w < θu and the term (3) Proof Let A = {p 1 , . . . , p n }. Let q ∈ [A] : S ∞ be a differential polynomial partially reduced w.r.t. A. Denote F(q) the set of all the formulae ( f ) such that, for some power product h of elements of S we have a finite sum
In each formula ( f ) ∈ F(q) appears therefore some (at least one) proper derivatives of some leaders of elements of A. Denote v( f ) the greatest of them according to the ranking R. Among all the formulae ( f ) ∈ F(q) let us consider one such that v( f ) is minimal w.r.t. R. Such a formula exists for all rankings are wellorderings. We claim there exists another formula
This contradiction will prove the theorem.
By Lemma 1 and the minimality hypothesis, v( f ) is the derivative of the leader of at least one element of A. Let v( f ) = θ u be a proper derivative of the leaders Lemma 5) and multiply by some power s α i to erase denominators. Denoting γ j = (θ/lcm(θ i , θ j )) we get a formula
such that only derivatives less than v( f ) appear in the terms of the sums (6) and (7). Since the elements of S and q are partially reduced w.r.t. A,
If A is a system of ODE the sum (6) is empty and there exists a derivative
Assume A = 0, S = 0 is a PDE system. Since it is regular, condition C3 of Definition 7 holds and Lemma 7 applies: all the critical pairs {γ j p i , γ j p j } are solved. There exists thus a derivative w < v( f ) such that q ∈ (A w ) : S ∞ . Contradiction.
Corollary 4
If A = 0, S = 0 is a regular differential system of a differential polynomial ring R then
we have [A] : S ∞ = R if and only if (A)
2. Let p ∈ R be a differential polynomial. This point relies on the two following facts: 
Theorem 4 (lifting of Lazard's Lemma
Assume C i is a characteristic set of (p i ∩ R 0 ). Let p ∈ p i and q = p full-rem C i . We have q ∈ p i . By Lazard's Lemma, ld A = ld C i thus q ∈ R 0 . Since q ∈ p i ∩ R 0 is reduced w.r.t. C i we have q = 0. Therefore C i is a characteristic set of p i and This criterion is useful for practical purposes but only gives a sufficient condition. Consider the next differential system A = 0, S A = 0 for any elimination ranking such that u > v. It generates only one -polynomial (
is a multiple factor of p 3 , it is also a factor of the separant of p 3 whence ( p 1 , p 2 ) ∈ (A α ) : (S ∩ R α ) ∞ . Therefore A = 0, S A = 0 is a regular differential system. However, the -polynomial v y is reduced w.r.t. A.
The following example (borrowed from Boulier [3] ) shows that the coherence property is only a sufficient condition 5 
If the ranking is assumed to be orderly, then there exists a derivative α such that
e. the critical pair { p 2 , p 3 } is not solved by A = 0, S = 0. This differential system is not regular w.r.t. this latter ranking. However, since the leaders and the families S A are the same for both rankings, the conclusion of Rosenfeld's Lemma still holds.
Buchberger's criteria
Most of the results of this section are borrowed from Boulier [3] . Buchberger [6] established a few criteria which predict that some S-polynomials [1, Definition 5.46] are reduced to zero without having to actually reduce them. They turn out to be very important in practice since most of the CPU time is spent in S-polynomials reductions. Remark however they do not change the theoretical complexity of Gröbner bases since this complexity expresses the size of the Gröbner basis (which does not depend on the algorithm) in terms of the size of the input system.
Buchberger's first criterion [1, Lemma 5.66] states that if the leading terms of two polynomials p and q are disjoint (i.e. their least common multiple is equal to their product) then the S-polynomial S( p, q) gets reduced to zero by the set { p, q}. In differential algebra, we might conjecture that if p and q are two differential polynomials with leaders θ u and φu, respectively, and if θ and φ are disjoint then the -polynomial ( p, q) full-rem { p, q} = 0. This conjecture is false in general but true in the next case. 
This one shows that the conjecture is false if the coefficients of the equations are not constants: assume the coefficient c is such that c y = 1 and take p = u x + cu and q = u y . The -polynomial ( p, q) = cu y + u is reduced to u by { p, q}.
In Proposition 5, we prove an analog of Buchberger's second criterion. However we impose restrictions on the differential polynomials which have no counterpart in the Gröbner bases theory. This makes the proof of its implementation in the RosenfeldGröbner algorithm more painful than in the non-differential case. 
Denoting β = max(α 2 , α 3 ), there exists a differential polynomial C such that
Because of H1 we have ld(s
2 ) < θ 13 u. By H5 our lemma applies and the critical pair
Computing as above we find a relation
In the general case, one cannot apply our lemma for q 3 / ∈ S. Assume that deg ( p 1 , θ 1 u)=1. By H5 we have q 3 = s 1 ∈ S. Because of H1, we have ld(q 3 s 
Computing a regular decomposition
This section aims at proving Theorem 5 which constitutes the core of the RosenfeldGröbner algorithm. Our implementation of the algorithm, given in Fig. 1 , can be viewed as a mere translation in some pseudo programming language of the effective proof of this theorem.
Our implementation carries the analog of Buchberger's second criterion out. It is a lifting for the differential algebra of the version of Buchberger's algorithm by Gebauer and Möller [11] . The book of Becker and Weispfenning [1, pages 230-232] furnished us many important informations on that subject. It is much more efficient than the ones given by Boulier [2] or Boulier et al. [4] .
Theorem 5 (computing a regular decomposition)
If P 0 = 0, S 0 = 0 is a differential system
of a differential polynomial ring R then it is possible to compute finitely many consistent regular differential systems
A i = 0, S i = 0 (1 ≤ i ≤ n) such that p = [P 0 ] : S ∞ 0 = [A 1 ] : S ∞ 1 ∩ · · · ∩ [A n ] : S ∞ n .(9)
This decomposition may contain components redundant w.r.t. p. Operations needed are addition, multiplication, differentiation and equality test with zero in the base field of R.
A quadruple G = A, D, P, S is a data structure which contains a differential system being processed until it is regular. The set A ⊂ R contains equations already processed. The set P ⊂ R contains the equations which are not yet processed. The set D contains critical pairs which have to be solved and S ⊂ R contains the inequations.
Initially, P = P 0 , S = S 0 and A = D = ∅. If P = ∅ or D = ∅ then the current quadruple is rewritten as finitely many quadruples by a completion and splitting process. If P = D = ∅ then an autoreduction process transforms the differential system A = 0, S = 0 as an equivalent regular differential systemĀ = 0,S = 0. The autoreduction process decides if the system is consistent or not. In the former case, the regular differential ideal [Ā] :S ∞ becomes one of the components of intersection (9) ; in the latter, the system is discarded.
Let G = A, D, P, S be a quadruple. We denote by P(D) the set of all the differential polynomials p such that there exists a reduction critical pair 6 
The solutions of a quadruple G are defined as the solutions of the differential system F (G) = 0, S = 0. A critical pair is said to be solved by G if it is solved by the system F (G) = 0, S = 0. The following axioms give the definition of critical pairs nearly solved by G. We are now ready to state some properties which will become loop invariants of our implementation of the Rosenfeld-Gröbner algorithm. Let G = A, D, P, S be a quadruple.
A1 Every critical pair which is solved by
I1 The rank of the set
is a critical pair then rank p = rank p .
The final autoreduction process
Let G = A, D, P, S be a quadruple satisfying the invariants and s.t. D = P = ∅. The differential system is not necessarily regular. We present here one possible way to transform it as an equivalent regular differential system. This process may show that I (G) = R. In that case, the quadruple G is discarded. We build a sequence of differential systems. Let
Let k ≥ 0 be an index. If A k is not differentially triangular then let θ u be the greatest derivative occurring in some p ∈ A k being also a proper derivative of the leader θ u of some p ∈ A k . Denoting φ = θ/θ , computep = p full-rem φp and
If rank A k = rank A k+1 then I (G) = R (proved below) and the quadruple is discarded. Let's assume rank A k = rank A k+1 . If A k is differentially triangular then takeĀ = A k ,S = S k partial-remĀ.
Proposition 6 The autoreduction process terminates.
Proof The sequence of the rewritten derivatives θ u is strictly decreasing and rankings are well orderings.
Proposition 7 For each k ≥ 0 we have H A k ⊂ S k . Moreover, HĀ ⊂S.
Proof The first statement is clear. The second one is due to the fact that, sinceĀ is differentially triangular, the initials and the separants of its elements are partially reduced w.r.t. it, and are thus left inchanged by the final partial reduction.
Proposition 8 For each k
Proof If rank A k = rank A k+1 then some initial i p of some element of A k has been reduced to zero. By Proposition 7 we have
Let us now explicit the values ofp, its initial and its separant. Let k ≥ 0 be an index. Since rank A k is autoreduced, ld φp = θ u < ld p and there exist some α ∈ N and differential polynomials q 0 , q 1 , q 2 ∈ R θu such that
Lemma 8 If rank A k = rank A k+1 then for every derivative v we have 7
Since ld p = ldp we havep ∈ A k+1,v . Since ld φp = θ u < ld p we have φp ∈ A k+1,v and s p ∈ R v . Using (10) and Proposition 7, we conclude p 
Proposition 9 For each index k
≥ 0, we have [A k ] : S ∞ k = [A k+1 ] : S ∞ k+1 . Proof The inclusion [A k ] : S ∞ k ⊂ [A k+1 ] :, i p ∈ S k (Proposition 7) f ∈ [A k ] : S ∞ k .
Lemma 9 Assume that all the sets A k have the same rank. Then all critical pairs in
Proof The proof is an induction on k. Basis of the induction. Every critical pair { p, p } ∈ critical-pairs(A 0 ) is solved by A 0 = 0, S 0 = 0 by I3, the fact that D = ∅ and Proposition 5. The general case. Let k ≥ 0 be an index. We assume (induction hypothesis) that all critical pairs in critical-pairs(A k ) are solved by A k = 0, S k = 0 and we prove that, if
First subcase: p 1 =p and p 2 =p. Then { p 1 , p 2 } ∈ critical-pairs(A k ) is solved by the system A k = 0, S k = 0, i.e. there exists some v < lcd(ld p 1 , ld p 2 ) such that
∞ and the critical pair is solved by A k+1 = 0, S k+1 = 0. Second subcase: p 1 =p. Since rank A k = rank A k+1 we have ld p = ldp = ld p 1 = θ 1 u and (assuming with no loss of generality thatp < p 2 )
Expanding the value of (p, p 2 ) using formulae (10) and (11) and recalling ld φp < ld p 1 we see there exists a derivative v < θ 12 u such that (A k,v ) ). By the fact that the critical pair { p, p 2 } is solved by A k = 0, S k = 0 (induction hypothesis) and Lemma 8 the critical pair {p, p 2 } is solved by A k+1 = 0, S k+1 = 0.
Proposition 10 Every critical pair in critical-pairs(Ā) is solved by the systemĀ
Proof According to Lemma 9 every critical pair in critical-pairs(Ā) is solved bȳ A = 0, S k = 0, where k is the index such thatĀ = A k is differentially triangular. It suffices to prove that for any derivative v we have (Ā v 
Let s ∈ S k ∩ R v be not partially reduced w.r.t. A ands = s partial-rem A. There exists a power product h of elements of S A ∩ R v such that hs ≡s (mod (A v ) ). By Proposition 7 we have S A ⊂S and the proposition is proved.
By Propositions 8 and 9, if the rank of the set A k changes during the autoreduction process then the differential system A = 0, S = 0 is proved to be inconsistent and can be discarded. Let's assume this is not the case. The systemĀ = 0,S = 0 is a regular differential system. IndeedĀ is differentially triangular (condition C1 is satisfied);S contains HĀ (Proposition 7) and is partially reduced w.r.t.Ā (condition C2 is satisfied); Proposition 10 proves condition C3 holds forĀ = 0,S = 0. Computing a Gröbner basis of the ideal (Ā) :S ∞ in dimension zero, one decides whether the regular differential systemĀ = 0,S = 0 is consistent (Point 1 of Corollary 4). If it is inconsistent, it is discarded. Otherwise, I (G) = [Ā] :S ∞ by Point 1 of Theorem 4.
The completion process
We consider a quadruple G = A, D, P, S satisfying the invariants and such that D = ∅ or P = ∅. Roughly speaking, we pick a new equation q = 0 from these sets, Pick either a differential polynomial q 0 ∈ P or a critical pair { p 0 , p 0 } ∈ D. In the former case, let P * = P \{q 0 } let D * = D and q = q 0 full-rem A. In the latter let P * = P, let D * = D\{{ p 0 , p 0 }} and q = ( p 0 , p 0 ) full-rem A. Assume that q = 0 and that G = A , D , P , S be the quadruple returned by the complete function given in Fig. 2 .
Lemma 10 A ⊂ A ∪ P(D ).
Proof It suffices to show that if p ∈ A is such that ld p is a derivative of ld q then the reduction critical pair { p, q} is kept 8 in D 1 . By the hypothesis H2 of Proposition 5, if { p, q} is not kept in D 1 , there exists a differential polynomial p ∈ A such that lcd(ld p, ld q) = ld p is a derivative of ld p . This is impossible for p, p ∈ A and rank A is autoreduced.
Lemma 11 If
Proof Assume rank p > rank p . Since { p, p } is a reduction critical pair we have lcd(ld p, ld p ) = ld p. Thus, if the triple p, q, p satisfies the hypothesis H2 of Proposition 5 then ld p is a derivative of ld q hence lcd(ld p, ld q) = ld p = lcd (ld p, ld p ) and the critical pair is kept in D 2 .
Lemma 12 If v d is any rank, F
By Lemmas 10 and 11 we have F * ⊂ F . We thus have two cases to consider. First case: P * = P. Precisely, we assume q = q 0 full-rem A with q 0 ∈ P and we prove that, if rank
This comes from Lemma 10, the fact that the elements of A involved in the reduction process of q 0 have rank lower than or equal to that of q 0 that H A ⊂ S ⊂ S that q ∈ A and rank q ≤ rank q 0 . Second case: P(D * ) = P(D). Precisely, we assume q = ( p 0 , p 0 ) full-rem A and { p 0 , p 0 } is a reduction critical pair with rank p 0 > rank p 0 . We prove that, if
. Using Lemmas 10 and 11, the fact that G satisfies I2 and rank
according to the specifications of Ritt's algorithms of reduction, there exists a power product h of elements of S
Using the claim above, the lemma is proved. 
Proposition 11 I (G)
:
(D) ⊂ I (G), A ⊂ I (G) and H A ⊂ S. Since q ∈ I (G), we have A ⊂ I (G). If p ∈ P(D ) does not belong to P(D) then p belongs to a reduction critical pair { p, q} ∈ D with p ∈ A; thus P(D ) ⊂ I (G).
The proof follows the fact that P ⊂ P and S = S ∪ {i q , s q }. 
Proposition 15 G satisfies I3.
Proof This follows Lemma 13 and the fact that A ⊂ A ∪ {q}.
Splittings
When the completion process enlarges A with a new equation q = 0, the set S is also enlarged with two inequations i q = 0, s q = 0. In order not to loose solutions of the current quadruple, we must also consider its solutions which cancel the initial or the separant of q. This we do by splitting cases as in Seidenberg's elimination algorithms. The argument relies on the differential analog of Hilbert's theorem of zeros (Theorem 2). 
Lemma 14
G i = A, D * , P * ∪ {i q , q i }, S , G s = A, D * , P * ∪ {s q , q s }, S ∪ {i q } .
Proposition 16 I (G)
Proof Using Lemma 14, every solution of
and conversely. Using Lemma 14 again, every solution of the latter system is a solution of F (G) ∪ {s q } = 0, S ∪ {i q } = 0 (denoted by s ) or a solution of F (G) = 0, S ∪ {i q , s q } = 0 (denoted by ) and conversely. The system i (respectively s ) has the same solutions as the quadruple G i (respectively G s ). By Proposition 11, the system has the same solutions as the quadruple G . The proposition follows now from Corollary 5.
Observe that if a differential polynomial h does not divide zero modulo √ [ ] then there is no need of splitting on h since in that case
h ∞ . This is the case for instance if h ∈ K (h = 0).
The system G i satisfies all the invariants
Note: The proofs are simpler variants of the ones given for G in Sect. 5.2. They rely on the fact that q ∈ (i q , q i ) and rank i q , q i < rank q. Therefore, since q ∈ (s q , q s ) and rank s q , q s < rank q the same proofs hold for G s ; if q = 0 then they hold for the quadruple G * = A, D * , P * , S too.
Proof We only have to consider two cases. First case: P * = P. More precisely, we assume q = q 0 full-rem A with q 0 ∈ P and we prove that, if rank
This comes from the fact that the elements of A involved in the reduction process of q 0 have rank lower than or equal to that of q 0 , the fact that H A ⊂ S ⊂ S and the fact that q
Second case: P(D * ) = P(D).
More precisely, we assume q= ( p 0 , p 0 ) full-rem A and { p 0 , p 0 } is a reduction critical pair with rank p 0 > rank p 0 . We prove that, if
. Using the fact that G satisfies I2 and (F i,v ) . Using the claim, the lemma is proved.
Proposition 17 G i satisfies invariants I1, I4 and I6.
Proposition 18 G i satisfies invariant I5.
Proof Because I (G) ⊂ I (G i ) and G satisfies invariant I5.
Proposition 19 G i satisfies invariant I2.
Proof This proposition is a corollary of Lemma 15. 
Proof of Theorem 5
The axioms below define a partial ordering among quadruples. Let G= A , D , P , S and G = A, D, P, S be two quadruples such that rank A and rank A are autoreduced. O1 If A < A then G is said to be of lower rank than G. O2 If A = A and D has fewer elements than D then G is said to be of lower rank than G. O3 Assume A = A and D = D. If there exists a differential polynomial p ∈ P and a finite set E (possibly empty) of differential polynomials all of lower rank than p such that P = P \{ p} ∪ E then G is said to be of lower rank than G.
Lemma 16 The ordering defined above is artinian (i.e. every strictly decreasing sequence of quadruples is finite).
Proof We assume there exists an infinite strictly decreasing sequence (G n ) of quadruples and seek a contradiction. Denote G n = A n , D n , P n , S n . Since the ordering on autoreduced sets of differential polynomials is artinian, (G n ) contains an infinite subsequence (G i n ) of quadruples such that all A i 's have the same rank. By a similar argument, (G i n ) contains itself an infinite subsequence (G j n ) of quadruples such that all A j 's have the same rank and all D j have the same number of elements. By an argument of graph theory [18, Satz 6.6] (i.e. every infinite locally finite 9 tree contains a branch of infinite length) there exists (taken from the P j ) an infinite strictly decreasing sequence of differential polynomials. This cannot be for rankings are well-orderings. This final contradiction proves the Lemma.
Proof of Theorem 5 Differential systems are represented using quadruples. Let G = A, D, P, S be a quadruple of R satisfying the invariant properties I1 up to I6. The initial system, coded ∅, ∅, P 0 , S 0 satisfies them. We assume inductively that the theorem holds for any quadruple G < G satisfying the invariants. The induction is transfinite (Lemma 16). Basis of the induction. Assume D and P are empty Applying the method described in Sect. 5.1, one decides whether the differential system A = 0, S = 0 is consistent or not. It is discarded if it is inconsistent else one gets a regular differential system
In the former case, let P * = P \ {q 0 } let D * = D and q = q 0 full-rem A. In the latter let
Assume that q = 0 and let G * = A, D * , P * , S . The quadruple G * satisfies the invariants (cf. the note in Sect. 5.3.1). Since I (G) = I (G * ) and G * < G by O2 or O3 the quadruple G * can be disposed of by induction.
Assume q = 0. Let G be any quadruple obtained following Sect. 5.2. The quadruple G satisfies the invariants and is of lower rank than G according to O1. It can be disposed of by induction.
Denote rank q = v d . Let q i = q − i q v d and q s = d q − vs q . Form two quadruples G i and G s as in Sect. 5.3. Since q i , q s , i q , s q < q the quadruples G i and G s are both of lower rank than G according to O2 or O3. They satisfy the invariants. They can be disposed of by induction.
The proof of the theorem is now completed by Proposition 16.
About the implementation
The pseudo-code given in Fig. 3 provides a method for constructing D from D 0 and D * in the complete function given in Fig. 2 . Note that the first loop keeps the critical pairs which could be discarded using the analog of Buchberger's first criterion (Proposition 4). Let's pseudo-quote [1, page 231]: "if two or more critical pairs have the same least common derivative of leaders, so that there is a choice as to which one(s) should be deleted, then it is advantageous to try and keep one which will be discarded 
Avoiding splittings
As stated in Sect. 5.3, if a differential polynomial h does not divide zero modulo p = [P 0 ] : S ∞ 0 then there is nod need of splitting on h. Here is a way to apply this idea: before computing a decomposition of p w.r.t. to some desired ranking R first compute a decomposition of p w.r.t. another ranking R chosen heuristically so that the representation involves only few components. Afterwards, use it while computing the decomposition of p w.r.t. R: each time the algorithm is about to split computations between (say) h = 0 and h = 0, test whether h is a divisor of zero modulo p. If h is proved not to be a divisor of zero, the splitting can be avoided and the branch h = 0 discarded. The differential polynomial h ∈ p if and only if the branch h = 0 only leads to inconsistent regular differential systems. Such branches can therefore always be detected and discarded. If h is proved to be a divisor of zero or if nothing can be proved then the splitting must be generated. The method above is particularly interesting when p can be represented by a unique regular differential system C = 0 which is orthonomic (i.e. all the initials and separants of C belong to the base field of R). In that case (which turns out to happen quite often) p = [C] is prime. No differential polynomial can divide zero modulo a prime ideal. The implementation of the Rosenfeld-Gröbner algorithm in the diffalg package applies this improvement.
Reducing the inequations
It is interesting to keep S partially reduced w.r.t. A for inequations are usually small differential polynomials (for problems which can be handled): reducing them is not very CPU expensive and can point out inconsistencies. Note invariant I4 must then be changed and proofs modified.
Linear equations
If our implementation is given linear differential polynomials then the analog of Buchberger's second criterion always applies; moreover, no splittings are generated. In particular, if the given system is a set of non-differential polynomials, coded as differential polynomials linear, homogeneous, in one differential indeterminate with constant coefficients then this implementation behaves exactly (up to the implementation overhead) as a good implementation of the Buchberger's algorithm (the one of Gebauer and Möller [11] ).
Computing canonical representatives
According to the results of the previous sections any regular differential ideal may be presented by a regular differential system and by its associated Gröbner basis. This was the choice in Boulier et al. [4] . This representation is not only heavy but also non-canonical for different regular differential systems may define the same regular differential ideal. In this section, we define better representatives of regular differential ideals that we call characteristic presentations. Theorem 8 then shows how to compute characteristic presentations from regular differential systems. The RosenfeldGröbner algorithm (Theorem 9) can then be stated. 
Proof The implication from left to right. We assume (H1) that
We seek a contradiction. Denote B 1 = p 1 < · · · < p n and B 2 = q 1 < · · · < q m the Gröbner bases associated to the algebraic regular ideals. Apply H2 and assume B 1 < B 2 . There exists an index i ≤ n such that p i is not reduced to zero by B 2 and p j = q j (1 ≤ j < i). By H1 we have
By Corollary 2 and the fact that p j = q j (1 ≤ j < i), the differential polynomial p i is partially reduced w.r. In the next definition, the only purpose of conditions C2 and C3 is to ensure the canonicity property of characteristic presentations. 
Definition 8 (characteristic presentations) Let
Theorem 7 (canonicity of characteristic presentations) If it exists, the characteristic presentation of a regular differential ideal is a canonical representative of this ideal (it only depends on the ideal and on the ranking).
Proof It is an easy consequence of Theorem 6, conditions C2 and C3 and the canonicity property of reduced Gröbner bases.
Here is an algorithm to extract a minimal differential triangular subset C from the associated Gröbner basis B of a consistent regular differential system A = 0, S = 0: for each derivative v which is the leader of some element of A, pick from B a differential polynomial with leader v and with minimal degree in v (among the elements of B whose leader is v).
If C is such a set of differential polynomials then C is a triangular subset of B. By Lazard's Lemma, a derivative v is the leader of some element of B if and only if it is the leader of some element of A. Thus C is a minimal triangular subset of B. Since A is differentially triangular, so is C. 
An element h ∈ H C is a divisor of zero modulo (B) if and only if the reduced Gröbner basis of (B) : h ∞ (computed in dimension zero) is different from B.
Proof First note h / ∈ (B) for h is irreducible by B. Now, the ideal (B) is radical by Lazard's Lemma; the prime ideals which are minimal over (B) : h ∞ are the minimal prime ideals of (B) which do not contain h; a polynomial h is a divisor of zero modulo a radical ideal r if and only if it belongs to some but not all of the prime ideals which are minimal over r; reduced Gröbner bases are canonical representatives of the ideals they generate. 
The main theorem
Theorem 9 (the Rosenfeld-Gröbner algorithm) If P 0 = 0, S 0 = 0 is a differential system of a differential polynomial ring R then it is possible to compute finitely many regular differential systems given by characteristic presentations C i (i = 1, . . . , n) such that
Operations 
Proof The first claim is proved by Theorems 5 and 8. The property of being a normal simplifier is a consequence of condition C1 of Definition 8.
By applying a primary decomposition algorithm over the regular decomposition of p, one would get a (redundant) differential prime decomposition of p (see a remark below Theorem 4). This algorithm would probably be much more efficient than the characteristic sets algorithm of Ritt [36] and would provide the same result. Remark that decomposition of radical differential ideals in regular differential ideals does not depend on the base field whereas the decomposition in prime differential ideals does. The computed representation of a radical differential ideal p is not canonical because of the regular components which may be redundant w.r.t. p. Moreover, even if r is a regular differential ideal which is not redundant w.r.t. p, there may exist among the minimal differential prime components of r some differential ideals redundant w.r.t. p. Deciding whether a regular differential ideal is redundant or not w.r.t. a decomposition of type (14) is related to a famous open problem in differential algebra [17, page 166] . The computed representation of p is therefore not a canonical simplifier for the equivalence relation modulo p. However, being a normal simplifier is enough for deciding whether two given differential polynomials p and q are equivalent modulo p for p ≡ q if and only if p − q ≡ 0 modulo p. In the case of differential ideals generated by only one differential polynomial, the problem of the computation of the minimal prime decomposition is solved by the Low Power Theorem [17, Chap. IV, section 15], much studied by Ritt [36] and Levi [20] . See also [12] for an implementation of this theorem based on the Rosenfeld-Gröbner algorithm and a generalization of it to regular differential decompositions.
Formal power series solutions of regular differential ideals
The content of this section is a variant of Seidenberg's results [40, Theorem 11, page 59], [41, Embedding Theorem] and 1969. We give proofs for the sake of completeness and because the hypotheses of Seidenberg's theorems are slightly different from ours. This section was also partly inspired by Péladan-Germa [30] .
Let A = 0, S = 0 be a differential system of a differential polynomial ring R = K {u 1 , . . . , u n } and R 0 be the ring of the differential polynomials partially reduced w.r.t. A. Let φ 0 be any algebraic solution of A = 0, S = 0, viewed as a non-differential system of R 0 . The solution φ 0 defines a K -algebra homomorphism φ 0 : R 0 → G where G is some field extension of K . Note that φ 0 maps the elements of S to non-zero elements of G. We prove first (Proposition 21) that φ 0 extends to a unique solution φ of the differential ideal Let v ∈ U be a derivative and let p = v partial-rem A. There exists then a power product h of elements of S and a differential polynomial p ∈ R 0 such that
We define
Lemma 19 The map φ is well defined (i.e. the definition does not depend on the differential polynomials h and p).
Proof Let h, p be the differential polynomials defined in congruence (15) . Assume there exists another power product h of elements of S and another differential poly-
Since A = 0, S = 0 is a regular differential system, Rosenfeld's Lemma applies and
The map φ extends to a unique K -algebra homomorphism K [ U ] → G that we denote by φ also. Proof Assume there exists another homomorphism φ extending φ 0 which maps [A] : S ∞ to zero. Let v ∈ U be a derivative and h, p be the differential polynomials defined in congruence (15) . We have
To each differential indeterminate u ∈ U we can associate a formal power series (η is the point of expansion of the series):
The derivations defined over R act over such a formal power series according to the rules:
Lemma 20
The substitution u →ū defines a differential homomorphism of
We omit the proof which is purely computational.
Proposition 23 The n-tuple
Proof Using Lemma 20, for any differential polynomial p ∈ R we have 
Examples
We detail the resolution of the system presented in the introduction with the help of the diffalg package of MAPLE V.
The following instructions load the package and store in R the differential polynomial ring Q(x, y){u, v} endowed with derivations w.r.t. x and y and an orderly ranking over {u, v} such that The following instruction displays the characteristic presentation of the regular ideal as rewrite rules for Ritt's reduction algorithms: let p be a differential polynomial with rank
Looking at the leaders of the differential polynomials we see that there are only three derivatives (i.e. u, v and v x ) which are not derivatives of the leader of any equation of the characteristic presentation. The solutions of depend therefore on three arbitrary constants (the symbols starting with underscores denote initial conditions).
The following function call computes two objects from the computed representation which give us formal power series solutions of .
1. a "generic" formal power series solution of expanded at the origin and up to order 100 (the series turn out to be a polynomial); this is the returned value of the function call, 2. a triangular system of non-differential polynomial equations and inequations over the initial conditions (this is returned in the output parameter syst). The corresponding solutions of are obtained by specializing the formal power series of generic_series at algebraic_solution. This example consists in solving a system of linear partial differential equations depending on a parameter. By splitting cases, the Rosenfeld-Gröbner algorithm actually discusses the solutions w.r.t. the parameter. The example and a part of its analysis are borrowed from Reid [31] . It deals with Lie symmetries of differential equations. See [28, 29] We are looking for vector fields Derivatives of the parameter H appear in the coefficients of the linear differential equations. We enlarge the system with the two following equations, to express the fact that H only depends on u.
We want to discuss w.r.t. H the structure of the Lie algebra (in particular, its dimension as a vector space). For this reason, we consider H as a system of polynomial differential equations in four differential indeterminates V 1 , V 2 , V 3 and H and we call the Rosenfeld-Gröbner algorithm with a ranking which eliminates the V 's. By splitting cases, the Rosenfeld-Gröbner algorithm discusses the structure of the Lie algebra w.r.t. H . Four regular systems are generated. In the paragraphs below, computations of regular differential systems and Taylor expansions of solutions are performed using the diffalg package. Outputs are pretty printed. Taylors expansions are computed in the neighborhood of x = 0, y = 0, u = 0. The symbols starting with a C denote the constants appearing in these developments (e.g. CH = H (0, 0, 0), CH u = H u (0, 0, 0), . . .).
First system
Here is the characteristic presentation of the first system. The allowed transformations are translations in the (x, y) plane (λ, µ denote constants):
Second system
Here is the characteristic presentation of the second system. 
Third system
The third regular differential system correspond to the case H (u) = constant. 
Fourth system
The fourth system corresponds to the wave equation (H (u) = 0). There are still more symmetries than in the third case. See [28, page 124] for their descriptions.
Conclusion
We have described an algorithm which computes a representation of the radical p of any finitely generated differential ideal as an intersection of radical differential ideals. The representation separates the minimal differential prime components of p which do not have the same dimension. It permits to compute Taylor expansions of solutions of p and the Hilbert's polynomials associated to its minimal differential prime components. The algorithm is implemented in MAPLE within a package. Its implementation is quite tricky: it applies an analog of Buchberger's second criterion, it manages to perform Gröbner bases computations in dimension zero and is able to reuse a representation of p for a ranking to simplify the computation of a representation of p for another ranking. Quite surprisingly, the algebraic computations turn out to be much easier to handle than one might fear. In order to prove and present our algorithm, we had to improve some of Kolchin's theorems. Our results (e.g. Lazard's Lemma) do not only apply in differential algebra but also for the non-differential commutative algebra. Remark this phenomenon is not new: Ritt's characteristic sets theory, first developed for differential equations, has become later very popular for systems of usual polynomials.
