Concatenation is a method of building long codes out of shorter ones, it attempts to meet the problem of decoding complexity by breaking the required computation into manageable segments.
II. CPFSK System Model
Continuous Phase Frequency Shift Keying [11] , is quite often used for modulation in modern short-range wireless systems, e.g. according to the where E b is the transmitted signal energy per bit, T b is the bit duration, and θ(0), the value of the phase at t=0.
Equation (1) can be rewritten as

S o (t) = √ 2E b / T b cos { 2π f c t + θ(t) } (2) where θ(t) is the phase of S(t) given by
Minimum shift keying (MSK) is a special type of continuous phase-frequency shift keying (CPFSK) with a modulation index h=0.5, corresponds to the minimum frequency spacing, f 0 -f 1 = 1/(2T b ), that allows two FSK signals to be coherently orthogonal, and the name minimum shift keying implies the minimum frequency separation (i.e. bandwidth) that allows orthogonal detection.
III. Performance of Hybrid Concatenated Trellis Codes
Consider an (n, k) block code C with code rate R c = k / n and minimum distance h min . An upper bound on the conditional bit-error probability of the block code C over fading channels, assuming coherent detection, maximum likelihood decoding, and perfect Channel State Information ( CSI ) can be obtained in the form [10] 
The Q function can be represented as
The structure of (HCTC) is shown in Fig. 1 . It is composed of three concatenated codes: the parallel code C p with rate R Then substituting them into equation (6), we obtain the bit-error probability bound of the (HCTC) as 
where the constant B m is independent of N and can be computed from (12). A hybrid concatenated code with two interleavers is the parallel concatenation of an encoder, which accepts the permuted version of the information sequence as its input, with a serially concatenated code, which accepts the unpermuted information sequence.
These comparisons shows the superiority of HCTC over the classical SCCC and PCCC schemes. It is also demonstrated the significant in the performance and the decrease of the bit error rate and probability of errors to HCTC within increasing: the interleaver size N, the code constraint length, and the number of decoder iterations.
The main advantage of HCTC over SCCC, and PCCC could be seen from Fig.  2 . Based on analysis was derived in section III, the interleaver size N. As the frame of interleaver size increases, performance improves, as it was illustrated in Fig. 3 .
The bit-error probability versus the number of iterations was depicted in Fig. 6 . It is clear that performance improves as the number of decoder iterations increases.
