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Resumen: El objetivo de este artı´culo es encontrar un extractor de caracterı´sticas visuales que pueda
ser utilizado en un proceso de SLAM (Simultaneous Localization and Mapping). Este extractor de
caracterı´sticas consiste en la combinacio´n de un detector que extrae puntos significativos del entorno, y
un descriptor local que caracteriza dichos puntos. Este artı´culo presenta la comparacio´n de un conjunto
de detectores de puntos de intere´s y de descriptores locales que se utilizan como marcas visuales en un
proceso de SLAM. El ana´lisis comparativo se divide en dos fases diferenciadas: deteccio´n y descripcio´n.
Se evalu´a la repetibilidad de los detectores, ası´ como la invariabilidad de los descriptores ante cambios
de vista, escala e iluminacio´n. Los experimentos se han realizado a partir de un conjunto de secuencias
de ima´genes tanto interiores (entorno de oficinas) como exteriores, con diversas variaciones en la
imagen (iluminacio´n y posicio´n), representando ası´ de una forma bastante general los entornos tı´picos
de un robot. Se considera que los resultados de este trabajo pueden ser u´tiles a la hora de seleccionar
una marca adecuada en SLAM visual, tanto para entornos interiores como exteriores. Copyright c©
2010 CEA.
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1. INTRODUCCIO´N
La capacidad de construir un mapa del entorno y localizarse
en e´l es esencial para que un robot sea considerado como
auto´nomo. Por este motivo, el problema de SLAM (Simulta-
neous Localization and Mapping) ha sido estudiado con gran
intere´s en los u´ltimos an˜os y llevado a la pra´ctica en diversas
aplicaciones tales como tareas de rescate (Ribas et al. (2008)),
vehı´culos ae´reos (Be´jar and Ollero (2008)), asistencia a pesonas
con minusvalı´as (Rodriguez-Losada et al. (2005)) o robots guı´a
en museos (Burgard et al. (1998)). El problema de SLAM trata
la situacio´n en la que un robot construye un mapa mediante la
informacio´n que obtiene del entorno a trave´s de sus sensores,
y, de forma simulta´nea, se localiza en dicho mapa. Se trata de
un problema complejo, puesto que el ruido en la estimacio´n
de la pose del robot induce ruido en la estimacio´n del mapa y
viceversa. Muchos autores realizan tareas de SLAM utilizando
sensores LASER o SONAR en dos y tres dimensiones (Grisetti
et al. (2007);Ha¨hnel et al. (2003); Biber et al. (2004); Eustice et
al. (2005); Triebel and Burgard (2005)). Sin embargo, existe un
creciente intere´s en el uso de ca´maras como sensores. Esta pro-
puesta se conoce como SLAM visual. Las principales ventajas
del uso de ca´maras es que estos dispositivos proporcionan ma-
yor cantidad de informacio´n del entorno y son ma´s econo´micos
que los LASER. Adema´s, es posible obtener informacio´n 3D si
se utiliza visio´n estereosco´pica. En la configuracio´n ma´s tı´pica,
la ca´mara esta´ instalada a una altura y orientacio´n fijas sobre
el robot (Gil et al. (2006); Valls Miro et al. (2006)). En este
caso, el movimiento de la ca´mara queda restringido a un plano
paralelo al suelo.
La mayorı´a de soluciones de SLAM visual esta´n basadas en
caracterı´sticas. Estas caracterı´sticas visuales permiten tener co-
nocimiento del entorno e interactuar en e´l (Soria et al. (2008)).
En este artı´culo, las marcas (landmarks) que constituyen el
mapa, son puntos distintivos del entorno. En la extraccio´n de
dichas marcas visuales intervienen principalmente dos pasos:
deteccio´n y descripcio´n. El primer caso consiste en la deteccio´n
de puntos del entorno que puedan ser utilizados como marcas.
Para ello, un requerimiento importante que deben cumplir estos
puntos en SLAM visual es que se deben detectar desde distintas
posiciones. En la pra´ctica, cuando el robot navega, adquiere
de forma sucesiva ima´genes del entorno. En esta secuencia de
ima´genes, diversos puntos se observan con variaciones de punto
de vista y/o a´ngulo, e incluso iluminacio´n, debido al movimien-
to del robot. En el segundo paso, se realiza la descripcio´n de
estos puntos mediante un vector de caracterı´sticas. El uso de un
descriptor adecuado es decisivo para el problema de asociacio´n
de datos, en el que el robot tiene que decidir si la observacio´n
actual corresponde a una marca integrada previamente en el
mapa o a una nueva. Cada vez que el robot observa una marca,
calcula la distancia a dicha marca y le asocia un descriptor
visual. Durante la navegacio´n por el entorno, el robot suele
revisitar una zona previamente explorada, en este caso, el robot
se vuelve a encontrar con marcas previamente observadas. Si la
correspondencia entre las observaciones actuales y las marcas
del mapa se realiza correctamente, el robot puede reducir la
incertidumbre en su pose. En caso contrario, se puede llegar
a una situacio´n en la que el mapa creado sea inconsistente. Por
tanto, la correcta asociacio´n de datos es una parte fundamental
en el proceso de SLAM.
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Hasta ahora, se han utilizado diferentes combinaciones de de-
tectores y descriptores en procesos de SLAM con visio´n mono-
cular o estereosco´pica. Como ejemplo, las caracterı´sticas SIFT
(Scale-Invariant Feature Transform) se han utilizado comomar-
cas en el espacio 3D en (Se et al. (2001)). En (Little et al.
(2002); Gil et al. (2006)) se realizo´ adema´s un tracking de estas
caracterı´sticas para obtener las ma´s robustas. En (Jensfelt et al.
(2006)) se utilizo´ una versio´n invariante a rotacio´n de SIFT en
combinacio´n con el detector Harris-Laplace en SLAMmonocu-
lar. El detector de esquinas de Harris se utilizo´ en (Davison and
Murray (2002); Hygounenc et al. (2004)). Otro ejemplo, son las
caracterı´sticas SURF (Speeded Up Robust Features) utilizadas
en (Murillo et al. (2007)) en tareas de localizacio´n utilizando
ca´maras omnidireccionales. Existe, por tanto, una gran variedad
de detectores y descriptores que se han utilizado en el contexto
de SLAM visual. Sin embargo, en nuestra opinion, todavı´a no
se ha llevado a cabo un estudio que determine el detector y el
descriptor ma´s adecuados para SLAM visual.
Se han presentado con anterioridad diversos estudios evaluan-
do detectores y descriptores orientados al reconocimiento de
objetos. Este es el caso de (Schmid et al. (2000)), donde se
evalu´a un conjunto de detectores. Las caracterı´sticas detectadas
se evalu´an segu´n su validez en la correspondencia de ima´genes,
reconocimiento de objetos y reconstruccio´n 3D. Sin embargo,
en este trabajo no se evalu´an los detectores ma´s comunes en
SLAM visual.
Otras evaluaciones de detectores se pueden encontrar en (Miko-
lajczyk et al. (2005)) donde se estudian detectores de regiones
afines y en (Fraundorfer and Bischof (2005)), similar al anterior
pero incorporando un me´todo de seguimiento para superficies
no planares. Por otro lado, (Mikolajczyk and Schmid (2005))
se centran en la comparacio´n de descriptores. En este caso el
criterio de evaluacio´n se basa en el nu´mero de correspondencias
correctas e incorrectas entre pares de ima´genes.
A diferencia de estos trabajos, en este artı´culo se realiza un
estudio novedoso en el que se evalu´a la estabilidad e invaria-
bilidad de los puntos de intere´s detectados y la capacidad que
tienen los descriptores de caracterizar dichos puntos a lo largo
de secuencias con diferentes variaciones en la imagen (cambios
de punto de vista o de a´ngulo e iluminacio´n). Esta situacio´n
recrea las diferentes posiciones desde las que el robot observa
un punto cuando realiza tareas de SLAM. En nuestro caso, una
marca visual esta´ representada por un conjunto, (cluster), de
descriptores extraı´dos desde diferentes posiciones. De modo
que, en lugar de tener pares de puntos correspondientes entre las
ima´genes como en Mikolajczyk and Schmid (2005), tenemos
conjuntos de puntos. Un conjunto se compone de un punto que
ha sido observado desde diferentes posiciones en una secuencia
de ima´genes y tiene asociado un descriptor en cada imagen. El
objetivo de este artı´culo es determinar que´ detector es capaz de
extraer puntos de intere´s en secuencias con variaciones de a´ngu-
lo, punto de vista e iluminacio´n. En segundo lugar, se pretende
encontrar un descriptor que sea invariante a estos cambios en el
contexto de SLAM visual. Los primeros trabajos en este sen-
tido aparecen en (Ballesta et al. (2007), Martı´nez Mozos et al.
(2007), Gil et al. (2009)) . En este caso, adema´s, consideramos
la invarianza a iluminacio´n del extractor de caracterı´sticas y su
aplicacio´n en entornos exteriores.
2. EVALUACIO´N DE DETECTORES DE PUNTOS DE
INTERE´S
En esta seccio´n se detalla la metodologı´a utilizada para llevar
a cabo la evaluacio´n de un conjunto de detectores de puntos de
intere´s.
Los experimentos se han realizado con un conjunto de secuen-
cias de ima´genes capturadas para este fin. Se trata de secuencias
con cambios de punto de vista, escala e iluminacio´n. Estas
u´ltimas se han obtenido aprovechando cambios de iluminacio´n
naturales. La totalidad de secuencias se ha obtenido capturan-
do entornos interiores, con escenarios en 2 dimensiones, tales
como po´sters y en 3 dimensiones, en las que existen objetos en
diferentes planos. Adema´s, se han capturado tambie´n secuen-
cias de ima´genes exteriores. En la figura 1 se observan algunas
de las secuencias ma´s representativas de estos experimentos.
El objetivo que se persigue en este apartado es seleccionar el
detector que encuentre los mismos puntos en el espacio a pesar
de que la escena sea observada desde diferentes posiciones
y a´ngulos y que experimente cambios de iluminacio´n. Para
ello realizamos un seguimiento (tracking) de los puntos a lo
largo de las secuencias de ima´genes. El me´todo de seguimiento
utilizado se muestra en los apartados siguientes. No obstante, la
valoracio´n de este me´todo de seguimiento de puntos no es uno
de los objetivos primordiales de este trabajo.
Tras realizar el seguimiento de puntos, los seguidos a lo largo
de las secuencias son caracterizados por medio de descriptores
locales. De esta forma, los descriptores asociados a un mismo
punto que se ha seguido a lo largo de una secuencia, forman
un conjunto en el subespacio de descriptores. Esto se vera´ en el
apartado 3.
En lo sucesivo se presenta el conjunto de me´todos de deteccio´n
evaluados en este trabajo, el me´todo de seguimiento de puntos
y el criterio de evaluacio´n establecido para obtener el detector
que mejor funcione en SLAM visual.
2.1 Me´todos de deteccio´n
A continuacio´n se presenta el conjunto de detectores que se
evalu´an en este trabajo. Muchos de ellos han sido aplicados
anteriormente a tareas de SLAM.
Harris Corner Detector 1 : El detector de esquinas de Ha-
rris (Harris and Stephens (1998)) es uno de los detectores de
puntos de intere´s ma´s comunes. El punto caracterı´stico viene
dado por aquel pı´xel que tenga los valores propios elevados en
el ca´lculo de la matriz de momentos de segundo orden. En (Da-
vison and Murray (2002)), los puntos de Harris se utilizan para
extraer marcas visuales en SLAM monocular.
Harris-Laplace 2 : Los puntos extraı´dos con Harris-Laplace
son detectados mediante una funcio´n de Harris adaptada a
escala. Se seleccionan en el espacio de escalas por un operador
Laplaciano. Este detector se ha aplicado en (Mikolajczyk and
Schmid (2001); Jensfelt et al. (2006)).
SUSAN 1: El detector SUSAN (Smallest Univalue Segment
Assimilating Nucleus) funciona aplicando una ma´scara circular
sobre el pı´xel . Un pı´xel es punto caracterı´stico en funcio´n del
nu´mero de pı´xeles similares al pı´xel central situados dentro
1 Downloaded from http://www.mathworks.com/matlabcentral/fileexchange
2 Downloaded from http://lear.inrialpes.fr/people/dorko/downloads.html






Figura 1. Ejemplo con algunas de las ima´genes que componen cada secuencia. Se muestran los tipos de secuencias representativos.
(a) Ima´genes exteriores (3D) con cambios de escala. (b) Ima´genes exteriores (3D) con cambios de punto de vista. (c) Ima´genes
interiores (2D) con cambios de punto de vista. (d) Ima´genes interiores (3D) con cambios de escala. (e) Imagenes con cambios
de iluminacio´n.
de la ma´scara. SUSAN ha sido utilizado tradicionalmente en
aplicaciones de reconocimiento de objetos (Smith (1992)).
SIFT 2: El algoritmo SIFT (Scale-Invariant Feature Transform)
es un detector y descriptor de puntos caracterı´sticos. En este
apartado nos centramos en SIFT como detector. Los puntos
caracterı´sticos son detectados en las ima´genes mediante la fun-
cio´n DoG (Difference of Gaussian) aplicada en el espacio de
escalas (Lowe (2004)). Los puntos se seleccionan como los
extremos locales de la funcio´n DoG. El algoritmo fue presen-
tado inicialmente en (Lowe (1999)) y utilizado en tareas de
reconocimiento de objetos. Recientemente, SIFT se ha utilizado
en aplicaciones de SLAM visual (Gil et al. (2006),Sim et al.
(2005),Valls Miro et al. (2006)). En este articulo se separa la
etapa de deteccio´n de la de descripcio´n, de modo que cuando
se evalu´a como detector, los puntos se extraen utilizando la
funcio´n DoG.
SURF 3 : Presentadas en (Bay et al. (2006)), las caracterı´sti-
cas SURF (Speeded Up Robust Features) superan, segu´n sus
autores, a otros me´todos existentes en te´rminos de robustez,
3 Downloaded from http://www.vision.ee.ethz.ch/∼surf/
70 Análisis de Detectores y Descriptores de Características Visuales en SLAM en Entornos Interiores y Exteriores
repetitibilidad y distincio´n de los descriptores. El me´todo de
deteccio´n esta´ basado en la matriz Hessiana y depende de
ima´genes integrales para reducir el coste computacional. Al
igual que con las caracterı´sticas SIFT, nos centramos so´lo en
los puntos detectados cuando se evalu´a como detector.
2.2 Seguimiento de puntos detectados
El seguimiento de los puntos detectados se ha realizado estable-
ciendo u´nicamente restricciones geome´tricas. E´sto nos permite
evaluar los detectores independientemente del me´todo de des-
cripcio´n utilizado.
Para cada imagen en una secuencia, primero se extraen los
puntos de intere´s con los me´todos de deteccio´n presentados
en el apartado 2.1. A continuacio´n, se han implementado dos
algoritmos diferentes para realizar el tracking de los puntos en
ima´genes sucesivas, segu´n se trate de secuencias 2D o´ 3D. Se
considera que una escena es bidimensional cuando se constitu-
ye mayoritariamente por objetos planares (ej. un po´ster) visto
desde diferentes distancias y a´ngulos. Una escena 3D contiene
objetos en diferentes planos vistos tambie´n desde diferentes
posiciones. Las secuencias con cambios de iluminacio´n son
esta´ticas en cuanto a la posicio´n del punto de observacio´n, por
ello no es necesario aplicar estos me´todos de seguimiento.
En el caso 2D se ha utilizado un me´todo basado en la matriz de
homografı´a como en (Schmid et al. (2000)). En este caso, dado
un puntoX en el espacio 3D, se asume que este punto proyecta
en la posicio´n x1 = K1X en la imagen I1 y en la posicio´n
xi = KiX en la imagen Ii, donde K1 y Ki son matrices de
proyeccio´n (Fig. 2). Si suponemos que el puntoX se detecta en
ambas ima´genes, entonces
xi = H1ix1, con H1i = KiK
−1
1 (1)
La matriz de homografı´a H1i se calcula seleccionando, de for-
ma manual, cuatro correspondencias de puntos coplanares entre
las ima´genes 1 y i. La matriz de homografı´a permite encontrar
las correspondencias entre los puntos de intere´s para cada par
de ima´genes consecutivas. Dado un punto detectado en una
imagen, se puede predecir su posicio´n en la imagen consecu-
tiva mediante la matriz de homografı´a. Si la posicio´n predicha
esta´ situada a una distancia menor de ε pı´xeles respecto de un
punto de intere´s detectado en la segunda imagen, enconces se
considera que ambos puntos son correspondientes y, por tanto,
el tracking del punto de intere´s se ha realizado satisfactoriamen-
te. Por el contrario, si no hay ningu´n punto de intere´s detectado
en el entorno de la posicio´n predicha, entonces se considera que
el punto se ha perdido. En este trabajo, se ha seguido el criterio
de que si un punto se pierde durante el seguimiento, ya no se
vuelve a buscar en posteriores ima´genes de la secuencia. El
me´todo de la matriz de homografı´a se ha aplicado a secuencias
de ima´genes que contienen objetos coplanares (po´sters).
En el caso de las ima´genes con escenarios 3D, se ha imple-
mentado un me´todo de seguimiento basado en la matriz funda-
mental. La matriz fundamental, de dimensio´n 3 × 3 y rango 2,
relaciona los puntos correspondientes de dos ima´genes este´reo.
Dado un punto x en la imagen Ii, la matriz fundamental F
calcula la lı´nea epipolar sobre la que debe localizarse el punto
correspondiente x′ en la segunda imagen Ii+1. Esta lı´nea epi-
polar se calcula como Ep = Fx1 (ve´ase Figura 3). Como con-
secuencia, dos puntos correspondientes cumplira´n la siguiente
ecuacio´n:
x′Ti Fxi = 0 (2)
Para cada punto xi el punto correspondiente en la siguiente
imagen x′i se selecciona como el que tenga la menor distancia a
la lı´nea epipolar. Esta estrategia, en principio, puede dar lugar a
numerosas falsas correspondencias, ya que puede habermuchos
puntos cerca de la lı´nea. Por ello, se establece una restriccio´n,
por la cual el punto x′i debe caer dentro de una ventana de
10 × 10 pı´xeles centrada en el punto xi. Esto es va´lido para
las secuencias de los experimentos, ya que el movimiento de la
ca´mara entre ima´genes consecutivas es pequen˜o.
El ca´lculo de la matriz F se divide en dos pasos. En el pri-
mero, se seleccionan siete correspondencias entre cada par de
ima´genes consecutivas. Esto nos permite calcular una matriz
fundamentalF . En el segundo paso, a partir de esta matriz F se
obtiene un conjunto de correspondencias entre ambas ima´genes
que se utiliza, a su vez, para el ca´lculo de una segunda matriz
fundamental F ′. En este segundo paso, la matriz fundamental
se calcula utilizando RANSAC (RANdom Sample Consensus)
como en (Zhang et al. (1995)). De este modo, el resultado es
una matriz fundamental F ′ mejor estimada, que permite obte-
ner el conjunto final de correspondencias con mayor precisio´n.
La figura 4 muestra ejemplos de puntos seguidos a lo largo
de diferentes secuencias. Concretamente, muestra puntos de
interes obtenidos con Harris (cruces blancas). Primero, estos
puntos se extraen en cada imagen de la secuencia. A continua-
cio´n, se realiza el tracking a lo largo de dicha secuencia. En la
figura 4 se muestran los puntos que se siguieron a lo largo de la
secuencia completa. Los puntos que se pierden, incluso en una
sola imagen, son rechazados por nuestro algoritmo de tracking
ya que se considera que estos puntos no son suficientemente
estables para nuestro propo´sito.
2.3 Criterio de evaluacio´n
La evaluacio´n de los detectores de puntos de intere´s se realiza
estudiando la repetibilidad de dichos puntos ante cambios de
punto de vista, escala e iluminacio´n. Una vez realizado el
seguimiento de los puntos en una secuencia, se puede definir






donde npi es el nu´mero de puntos de intere´s seguidos hasta
la imagen i en la secuencia y np1 es el nu´mero de puntos de
intere´s detectados en la primera imagen de la secuencia. El
detector ideal serı´a el que detectase los mismos puntos a lo largo
de la secuencia, es decir, rsi = 100% para cada imagen de la
secuencia. Sin embargo, como se comprobara´ en los resultados,
se observa una tendencia decreciente de rsi, lo cual significa
que algunos de los puntos observados en la primera imagen se
pierden en las sucesivas ima´genes.
3. EVALUACIO´N DE DESCRIPTORES LOCALES
La evaluacio´n de los descriptores locales presentados en el
apartado 3.1 se realiza en tres pasos. Primero, se elige uno de
los detectores del apartado 2.1 y lo aplicamos a cada imagen
de las secuencias. En segundo lugar, se utiliza el me´todo de
seguimiento explicado en la seccio´n 2.2 con el fin de obtener
un conjunto de puntos que se hayan seguido a lo largo de
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Figura 2. El punto X se proyecta sobre las ima´genes de la secuencia en los puntos x1, x2, ..., xi. Las matrices de homografia H12
y H2i establece las correspondencias entre las ima´genes I1 − I2 e I2 − Ii respectivamente.
Figura 3. El punto p′ es la correspondencia de p en la imagen Ii+1. Este punto esta´ situado en la linea epipolar Ep calculada con
la matriz fundamental F .
la secuencia completa. Finalmente, se extrae cada uno de los
descriptores locales del apartado 3.1 en un entorno local de cada
punto de intere´s seguido en toda la secuencia.
Como resultado de estos pasos, un punto de intere´s x, que se
haya seguido en una secuencia completa {I1, ..., IN}, sera´ re-
presentado por M conjuntos diferentes Dx1 , ..., D
x
M , donde el




m(N)} representa el punto a
lo largo de la trayectoria utilizando el me´todo de descripcio´n
m, y cada elemento dxm(i) indica el descriptor representan-
do al punto x en la imagen Ii de la secuencia. En este caso
m ∈ {Ventana de niveles de gris (Patch),SIFT,SURF,E-SURF,
U-SURF, Zernike, Histograma}.
En la figura 5(a) se observan dos puntos {x1, x2} que se si-
guen a lo largo de una secuencia compuesta de tres ima´ge-
nes {Ii, Ii+1, Ii+2}. En cada imagen, cada punto de in-
tere´s se describe mediante ocho descriptores {d1, ..., d8} =
{Ventana de niveles de gris (Patch), SIFT, SURF, E-SURF,
U-SURF, Zernike, Histograma}. A partir del seguimiento d es-
tos puntos, obtenemos dos conjuntos de vectores del descriptor
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1 (i + 1), d
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1 (i + 2)},
(4)
Del mismo modo, podemos obtener dos conjuntos para el se-
gundo descriptor d2. En el caso general, tendremosV conjuntos
de vectores para cada descriptor m, donde V es el nu´mero de
puntos seguidos a lo largo de la secuencia completa. En este
trabajo, se considera que cada punto seguido completamente es
una marca visual, por tanto, se tendra´n V marcas visuales.
Supongamos que nos centramos u´nicamente en uno de los
descriptores, por ejemplo en d1. Cada uno de los V conjuntos
Dx11 , ..., D
xV
1 , pertenecientes al descriptor seleccionado, for-
man un conjunto en el subespacio de descriptores. Cada conjun-
to representa el punto x a lo largo de la secuencia de ima´genes
completa. En la figura 5(b) se muestra un ejemplo. En este caso,
los dos puntos {x1, x2} de la figura 5(a) se han seguido a lo
largo de las tres ima´genes en la secuencia {Ii, Ii+1, Ii+2}.Para
una mayor claridad en la representacio´n gra´fica, se asume que
el descriptor tiene dos componentes d1 = {a, b}. La figura 5(b)
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Figura 4. Las ima´genes de la parte superior representan una escena tı´pica del laboratorio con cambios de punto de vista. Las
ima´genes de la parte inferior corresponden a una escena exterior con cambios en escala. Estas ima´genes son la primera, central
y u´ltima de una secuencia de 21 ima´genes (laboratorio) o 11 ima´genes (exterior). Los puntos detectados esta´n indicados con
cruces blancas y con cruces rojas se resaltan aquellos que se siguen a lo largo de la secuencia.
muestra el caso ideal de comportamiento que se desea para un
descriptor. Como se aprecia en la figura, los descriptores que
representan un mismo punto esta´n muy agrupados formando
un conjunto y, a su vez, se diferencian claramente del conjunto
formado por los descriptores de un punto diferente. Este des-
criptor serı´a bastante distintivo, y, en consecuencia, ido´neo para
integrarlo en un proceso de SLAM visual.
3.1 Descriptores Locales
En este artı´culo se evalu´an descriptores que han sido aplicados
previamente en SLAM visual. A continuacio´n, se describen
brevemente los descriptores evaluados.
SIFT: En el algoritmo SIFT se asigna una orientacio´n global
a cada punto basada en las direcciones del gradiente en un
entorno local. A continuacio´n, se calcula un descriptor basado
en los histogramas de orientacio´n en una subregio´n 4 × 4 en-
torno al punto de intere´s, resultando en un vector de dimensio´n
128 Lowe (2004). Para obtener invarianza a iluminacio´n, el
descriptor se normaliza con la raı´z cuadrada de la suma de los
componentes al cuadrado.
SURF: El descriptor SURF representa una distribucio´n de
respuestas Haar-wavelet en el entorno del punto de intere´s y
utiliza ima´genes integrales eficientemente. En este artı´culo se
han estudiado las tres versiones de este descriptor: El descriptor
SURF esta´ndar, que tiene una dimensio´n de 64, la versio´n
extendida (E-SURF) con 128 elementos y la versio´n upright
(U-SURF). La versio´n U-SURF no es invariante a rotacio´n y el
vector tiene 64 elementos (Bay et al. (2006)).
Ventana de niveles de gris: Este me´todo describe cada marca
utilizando los valores de nivel de gris de una subregio´n entorno
al punto de intere´s. Este descriptor ha sido utilizado en un con-
texto de SLAM monocular en (Davison and Murray (2002)).
Histograma de orientacio´n: Los histogramas de orientacio´n se
calculan a partir de la imagen gradiente. Para cada pı´xel, se
calcula un mo´dulo y una orientacio´n. Los valores de orientacio´n
se dividen en intervalos y el histograma se forma con los valores
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Figura 5. (a) Dos puntos de intere´s se siguen a lo largo de tres ima´genes consecutivas. En cada ima´gen, cada pun-
to de intere´s x1 y x2 esta´ representado por los ocho descriptores estudiados en este artı´culo: {d1, ..., d8} =
{Ventana de niveles de gris (Patch),SIFT,SURF,E-SURF, U-SURF, Zernike, Histograma}. (b) Ejemplo de representacio´n en
el subespacio de descriptores de los puntos de la figura 5(a) considerando un descriptor, ej., d1.
del mo´dulo. En (Kosecka et al. (2003)) los histogramas de
orientacio´n se aplican en navegacio´n de robots mo´viles.
Momentos de Zernike: La formulacio´n de los polinomios de
Zernike (Zernike (1934)) parece ser una de las ma´s populares
en te´rminos de redundancia y capacidad de reconstruccio´n. Los
momentos complejos de Zernike se construyen mediante un
conjunto de polinomios que forma un conjunto base ortogonal
definido en el cı´rculo unidad.
3.2 Criterio de evaluacio´n
El comportamiento de los descriptores se ha evaluado en un
contexto de asociacio´n de caracterı´sticas mediante las curvas
de recall y precision. De este modo, se tienen en cuenta los
falsos positivos. No obstante, a diferencia de (Mikolajczyk
and Schmid (2005)) la evaluacio´n se realiza considerando que
cada marca esta´ representada por un conjunto. Este conjunto
esta´ formado por los descriptores a las diferentes vistas de
un punto en la escena. Esta situacio´n se da con frecuencia
en SLAM visual, ya que en muchas soluciones se realiza el
seguimiento de puntos en la escena antes de ser integrados
como marcas en el mapa (Gil et al. (2006); Se et al. (2001);
Valls Miro et al. (2006)).
Al comenzar este apartado 3, se explico´ que un punto de intere´s
x, que se sigue completamente a lo largo de una secuencia, se
representa por medio de M conjuntos diferentes Dx1 , ..., D
x
M .




m(N)} se considera un con-
junto y representa al punto, caracterizado por el descriptor m,
cuando es visto desde diferentes posiciones. En este caso consi-
deramos que existe un total de V conjuntos, que corresponden
al nu´mero total de puntos que se han seguido en las secuen-
cias completas. Dado un descriptor que representa una vista
especı´fica de una marca visual, nuestro propo´sito es asociar
ese descriptor a su conjunto correspondiente utilizando una
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medida de distancia. Para ello, se ha hecho uso de la distancia






m − μj) (5)
donde dxim es un descriptor que pertenece a la clase i,Sj es la
matriz de covarianza asociada al conjunto wj y μj es el vector
media del conjunto.
En los experimentos, se ha dividido de forma aleatoria cada
conjunto wj en dos grupos de taman˜o similar: uno de ellos se
utiliza para calcular la matriz Sj asociada al conjunto, mien-
tras que los A descriptores restantes se utilizan para evaluar
el proceso de clasificacio´n. En consecuencia, el nu´mero de
posibles correspondencias sera´A · V , donde V es el nu´mero de
conjuntos y A el nu´mero de ejemplos que queremos clasificar.
Por cada descriptor dxim que queremos clasificar, se calcula
la distancia de Mahalanobis a todos los conjuntos de la base
de datos y se busca el conjunto que minimiza esta distancia.
Adema´s, el nu´mero de correspondencias correctas es conocido:
una correspondencia es verdadera cuando el descriptor dxim se
asigna al conjunto wi y falsa cuando el descriptor se asigna a
un conjunto diferente. Como resultado, tenemos una lista de
correspondencias realizadas, y a cada una se le asocia con una
distancia de Mahalanobis al conjunto mı´nima y la indicacio´n
verdadera/falsa, segu´n se haya hecho correctamente la aso-
ciacio´n o no. A continuacio´n, se ordena la lista de correspon-
dencias en orden ascendente atendiendo a la distancia mı´nima
de Mahalanobis. Esta lista se utliza para calcular los para´metros
recall y precision, que se definen como:
recall = n
o correspondencias correctas seleccionadas
no total correspondencias correctas
precision = n
o correspondencias correctas seleccionadas
no correspondencias seleccionadas
En estas expresiones, recall representa la habilidad de en-
contrar todas las correpondencias correctas, mientras que
precision representa la capacidad de obtener corresponden-
cias correctas cuando el nu´mero de correspondencias selec-
cionadas varı´a. Tomando diferentes umbrales para la distan-
cia de Mahalanobis en la lista ordenada, da lugar a diferen-
tes conjuntos de correspondencias seleccionadas y, por tan-
to, a diferentes valores de recall y precision. El factor
no correspondencias seleccionadas es el nu´mero de corres-
pondencias en la lista cuya distancia es menor que un um-
bral establecido, y varı´a desde 1 hasta el nu´mero total de
correspondencias que componen la lista (A · V ). La variable
correspondencias correctas seleccionadas es el nu´mero de
correspondencias correctas obtenidas de la lista ordenada dado
un umbral. El factor no total correspondencias correctas
es un valor constante, que expresa el nu´mero total de posibles
correspondencias correctas. En nuestro caso, si la clasificacio´n
fuese perfecta se asignarı´a correctamente el total de descrip-
tores (A · V ) a sus conjuntos correspondientes. Por tanto, el
nu´mero total de posibles correspondencias correctas es A · V .
El descriptor ideal alcanzarı´a un valor de recall igual a 1, lo que
significa que todas las asociaciones realizadas son correctas.
En una curva recall vs. precision, un valor alto de precision
con un valor pequen˜o de recall indica que se han obtenido
so´lo una pequen˜a parte del total de posibles correspondencias
correctas. Por otro lado, un valor alto de recall acompan˜ado de
un valor pequen˜o de precision supone que se han encontrado
bastantes correspondencias correctas, pero que tambie´n hay
un nu´mero considerable de correspondencias incorrectas. Por
este motivo, la situacio´n ideal sera´ encontrar el descriptor que
obtenga valores elevados tanto de recall como de precision, de
modo que la curva recall vs. precision se situ´e en la esquina
superior derecha del gra´fico.
4. RESULTADOS EXPERIMENTALES
Para llevar a cabo los experimentos de evaluacio´n de los dife-
rentes detectores y descriptores, se ha capturado un conjunto de
ima´genes que se describe en la Tabla 1.
Tabla1. Conjunto de secuencias de ima´genes.
Tipo Cambio en la imagen nosecuencias noimagenes
en la secuencia
Punto de vista 12 21
Interiores Escala 14 12
Iluminacio´n 3 11
Punto de vista 5 11
Exteriores Escala 4 12
Iluminacio´n 10 14-17
Todas las secuencias se han capturado usando una ca´mara Vide-
re Design MDCS3. En el caso de las secuencias con cambios en
el punto de vista, la ca´mara describio´ una trayectoria semicir-
cular tomando como centro un punto de la escena. La variacio´n
entre ima´genes consecutivas es de 2,5 grados en ima´genes in-
teriores y de unos 20 grados en el caso de ima´genes exteriores.
En el caso de ima´genes con cambios de escala, la ca´mara
describio´ una trayectoria recta, movie´ndose 0,1 metros entre
ima´genes consecutivas. Las secuencias de ima´genes presentan
escenas en 2D y 3D. Diremos que son escenas 2D, aquellas
en las que los objetos se encuentran en un mismo plano (p.ej.
po´ster). Por otro lado, las ima´genes 3D, presentan objetos en
diferentes planos (p.ej. ima´genes del laboratorio e ima´genes
exteriores). Las ima´genes con cambios de iluminacio´n se han
capturado aprovechando variaciones naturales de luminosidad
en la escena. En la figura 1 se pueden ver ejemplos de todos
los tipos de ima´genes utilizadas. Finalmente, las ima´genes se
capturaron en diferentes resoluciones (320 × 240, 640 × 480
and 1280× 960), de modo que el conjunto de ima´genes sea lo
ma´s representativo posible.
4.1 Detectores de puntos
Como se ha descrito previamente, el proceso seguido para rea-
lizar la evaluacio´n de detectores ha sido el siguiente. Prime-
ramente, se extrajeron los puntos de intere´s con los detectores
presentados en el apartado 2.1. A continuacio´n, se realizo´ el se-
guimiento o tracking de estos puntos a lo largo de las secuencias
tal y como se explico´ en el apartado 2.2. Para cada secuencia se
calculo´ la ratio de supervivencia mediante la ecuacio´n 3. Los
resultados obtenidos se muestran en las Figuras 6, 7, 8 y 9.
Las figuras muestran el valor medio y desviacio´n 2σ obtenidos
para secuencias con el mismo tipo de variaciones en la imagen.
En todos los casos, se observa que Harris es el detector con los
mejores resultados. Por ejemplo, en la Fig. 6(b), este detector
alcanza una ratio de supervivencia de 55% al final de la se-
cuencia. En lo que respecta al resto de detectores, se observa
que Harris-Laplace y SURF tienen un comportamiento similar,
con peores resultados que el detector de Harris. El detector
SIFT obtiene resultados similares a Harris-Laplace y SURF en
el caso de ima´genes interiores (Figs. 6 y 7). En este caso, los
peores resultados se obtienen con el detector SUSAN. Sin em-
bargo, en los experimientos realizados con ima´genes exteriores
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y con cambios de iluminacio´n (Figs. 8 y 9 respectivamente)
se observa que SIFT muestra, junto con SUSAN, los peores
resultados.
Si se compara el caso 2D y el 3D, en ima´genes interiores, el
detector Harris obtiene mejores resultados en el u´ltimo caso,
con mayor diferencia respecto del resto de detectores. Como
ejemplo, en la Fig. 7(a) se observa que el detector Harris
consigue que un 30% de puntos se siga a lo largo de la
secuencia completa, mientras que el segundo mejor detector
(SURF) consigue entorno a un 20%. En el caso tridimensional
esta diferencia es mayor, mientras que Harris alcanza una ratio
de supervivencia de 50%, SURF tiene un 25%. Este resultado
se podrı´a explicar porque en las ima´genes 3D la cantidad de
esquinas o estructuras similares existentes es mayor, con lo que
se favorece la deteccio´n de este tipo de puntos
En los experimentos con ima´genes exteriores (Fig. 8), se ob-
serva, en general, un mayor descenso en el nu´mero de puntos
seguidos. Este feno´meno puede ser debido a que los cambios
entre ima´genes consecutivas son ma´s bruscos y a que la diver-
sidad de caracterı´sticas en la escena es mayor que en el caso de
entornos interiores. No obstante, en estos casos Harris muestra
tambie´n los mejores resultados.
A la vista de los resultados, el detector Harris, ha demostrado
gran estabilidad ante cambios en el punto de vista, escala e
iluminacio´n.
4.2 Descriptores de puntos
En el siguiente experimento, se calcularon los descriptores
correspondientes a los puntos seguidos en las secuencias de
ima´genes completas. Los descriptores se evalu´an con los puntos
detectados por Harris, ya que, segu´n los resultados obtenidos,
es el detector que mejor satisface el comportamiento deseado
en SLAM visual. Los descriptores que se han evaluado son los
descritos en el apartado 3.1.
Se ha implementado el criterio de matching de caracterı´sticas
explicado en el apartado 2.2. Las figuras 10 y 11 muestran los
resultados obtenidos en ima´genes con cambios en el punto de
vista y escala respectivamente, para escenas 2D y 3D en entor-
nos interiores. La figura 12 muestra los resultados obtenidos
en entornos exteriores, con cambios de punto de vista (Fig.
12(a)) y cambios de escala (Fig.12(b)). Finalmente la figura 13
muestra una secuencia ejemplo con cambios de iluminacio´n.
Las figuras muestran las curvas de recall y precision para cada
descriptor. Como se explico´ en el apartado 3.2, se busca que la
curva resultante se encuentre en la zona superior derecha del
gra´fico, indicando que se han encontrado bastantes correspon-
dencias correctas y el nu´mero de incorrectas es muy bajo. Bajo
este criterio, el descriptor U-SURF muestra los mejores resul-
tados, puesto que obtiene los valores de recall y precision ma´s
cercanos a 1. SURF y E-SURF presentan resultados similares,
que superan el resultado de SIFT.
El descriptor U-SURF destaca respecto del resto de descrip-
tores. Es importante destacar que las secuencias utilizadas en
nuestros experimentos no presentan cambios de rotacio´n. Es-
to es debido a que en la mayorı´a de aplicaciones de SLAM
visual (Gil et al. (2006); Jensfelt et al. (2006); Valls Miro et
al. (2006)) la ca´mara so´lo se mueve en un plano paralelo al
suelo, y rota u´nicamente entorno a un eje vertical. Este hecho
puede explicar los buenos resultados que se han obtenido con
el descriptor U-SURF.
Si comparamos solamente descriptores invariantes a rotacio´n
(SURF, SIFT, E-SURF), se observa que SURF y E-SURF
presentan resultados similares. Por este motivo, se podrı´a afir-
mar que el coste computacional que supone calcular la versio´n
E-SURF no merece la pena, ya que los resultados son similares.
Si comparamos SURF y SIFT, SURF obtiene siempre mejores
resultados que SIFT. Adema´s, SIFT es superado en varios casos
por el descriptor Patch.
Respecto al resto de descriptores (Histogramas y Momentos de
Zernike), no presentan resultados relevantes.
5. CONCLUSIONES
En este artı´culo, se ha realizado una evaluacio´n de detectores de
puntos de intere´s y descriptores locales que caracterizan estos
puntos para integrarlos como marcas visuales del entorno en un
proceso de SLAM visual. Los experimentos se han realizado
con una amplia baterı´a de ima´genes, que comprenden escena-
rios interiores, exteriores, 2D y 3D. De modo que los resultados
obtenidos se puedan aplicar en multitud de situaciones.
La evaluacio´n de los detectores y de los descriptores se ha
llevado a cabo de forma independiente. En primer lugar, se
realizo´ una evaluacio´n de detectores estableciendo los reque-
rimientos deseables en SLAM visual, como son la repetibilidad
y la estabilidad de los puntos detectados. Para este estudio se
capturaron secuencias de ima´genes en las que el movimiento
total de la ca´mara es significativo, al igual que ocurre en las
aplicaciones de SLAM visual. Adema´s, se definio´ una medida
de evaluacio´n denominada ratio de supervivencia, que mide
el porcentaje de puntos detectados que persiste a lo largo de
la secuencia completa. Tras este estudio, el detector que mejor
se ajusta a los requerimientos establecidos es el detector de
esquinas de Harris.
Una vez seleccionado el detector de puntos de intere´s, el
siguiente paso es buscar el descriptor, que en combinacio´n
con este detector (Harris) obtenga los mejores resultados para
SLAM visual. En este caso, los descriptores han sido evaluados
segu´n la capacidad de establecer correspondencias (matching).
Para ello, se utilizaron las curvas de recall y precision que
evalu´an la capacidad de clasificacio´n de los descriptores uti-
lizando la distancia de Mahalanobis. Ambos criterios coinciden
en que el descriptor U-SURF es el ma´s adecuado en el contexto
estudiado. Sin embargo, el descriptor U-SURF no es invariante
a rotacio´n. Por este motivo, estarı´a limitado a aplicaciones en
las que la ca´mara solo rota en torno a un eje vertical, que es el
caso que se estudia en este artı´culo. Si nos centramos u´nicamen-
te en los descriptores invariantes a rotacio´n (SURF,E-SURF y
SURF), se observa, en los resultados, que SURF es el mejor
descriptor. E´ste serı´a el descriptor ido´neo en las aplicaciones en
las que la camara pueda rotar.
Es tambie´n importante destacar que el descriptor SURF obtiene
mejores resultados que SIFT en la mayoria de los resultados ob-
tenidos. Adema´s, SURF tiene unmenor coste computacional, lo
cual facilita la extraccio´n online de caracterı´sticas visuales.
Los resultados muestran que el descriptor U-SURF en combi-
nacio´n con el detector Harris proporcionanmarcas visuales que
son estables y distintivas. Esto las hace ido´neas para realizar
tareas de SLAM visual.
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Figura 6. La imagen de la izquierda muestra la ratio de supervivencia medio de los puntos de intere´s en todas las secuencias 2D
de ima´genes interiores con cambios de punto de vista. La imagen de la derecha muestra los mismos resultados pero con
ima´genes 3D. En ambas figuras se muestra los lı´mites de error 2σ calculados para secuencias con los mismos cambios en la
imagen.
































































Figura 7. La imagen de la izquierda muestra la ratio de supervivencia medio de los puntos de intere´s en todas las secuencias 2D de
ima´genes interiores con cambios de escala. La imagen de la derecha muestra los mismos resultados pero con ima´genes 3D.
En ambas figuras se muestra los lı´mites de error 2σ calculados para secuencias con los mismos cambios en la imagen.
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Figura 10. La imagen de la izquierda muestra las curvas de recall vs. precision para las secuencias 2D interiores con cambios de











































Figura 11. La imagen de la izquierda muestra las curvas de recall vs. precision para las secuencias 2D interiores con cambios de











































Figura 12. La imagen de la izquierda muestra las curvas de recall vs. precision para las secuencias exteriores con cambios de punto
de vista. La imagen de la derecha muestra los mismos resultados pero imagenes exteriores con cambios de escala.
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