Introduction
To achieve good performance in a distributed database it is often recommended that portions of the database be located at the sites from which they are most frequently accessed. Prior research in the area of data allocation has typically assumed different site access frequencies are known, in order to formulate a discrete optimization problem and solve it offline to find near-optimal locations for parts of the database [1, 5,7,10,15,21,24, 25] -see [11, 30] for a survey. Our work is motivated by a key observation not applicable to much of past research in this area: site access patterns and their consequent workloads in a database are often not static. In "this paper, we address the problem of how to reallocate portions of the database in a distributed system with a changing workload, that is, when the access frequencies to various portions of the database from a particular site vary and access patterns to different portions of the database from the sites change for a variety of reasons. These reasons range from short-term system load fluctuations to long term global changes due to gradual growth in data and changes in daily patterns of human users.
Consider the example of a distributed global stock trading database.
Typically, at any given time, intensive trading (and hence database access) occurs at places that are currently within business hours. As the day progresses, places in the East start closing, resulting in diminished access, while active trading appears farther West. Rather than subject users to continually large communication costs during trading (by permanently assigning the data to fixed locations), it makes eminent sense to move the relevant parts of the database to where accesses are most active.
In this way, most accesses are likely to be local, thereby improving response times and throughput.
In such an environment of access patterns, no static assignment of the data across the different sites can be optimal throughout the twenty-four hour cycle.
Note that temporal variations in access patterns are also found in databases located entirely within a local area network, for example, when users switch among different tasks. To the best of our knowledge, nobody has successfully demonstrated data re-allocation algorithms in a working database with a realistically changing workload, although scores of papers propose schemes based on queueing models that work in theory (most of which make steady-state assumptions).
In this paper we study re-allocation in a working distributed database, in particular, a benchmarkstandard database wit h concurrency cent rol, tw~phaae commit and recovery overheads.
The re-allocations take place simultaneous with the regular operation of the database, and are achieved within the framework of a transaction, hence all data within a partition being re-allocated is locked during the move. We have implemented and tested two simple strategies in a distributed relational database (that utilizes an object server as the database engine) running a standard benchmark on a cluster of workstations. We consider only simple algorithms that maintain counts of the number of accesses made by sites to blocks of the database, and that try to place blocks where they are most frequently accessed. While our algorithms could be criticized for their simplicity, we find that a real system has a lot of "noise", especially with a changing workload, and that in practice it is quite difficult to get even simple schemes to work well. Nevertheless, we show that provided that the workload does not change too rapidly, simply-computed dynamic allocations can offer a significant improvement in transaction throughput over static allocations.
Our experimental results also show that. besides striving to maxim'ize the amount of local access to the data, load balancing is an important practical consideration when re-allocating the data. Loosely speaking, this paper is less about touting new load re-allocation algorithms than a proof-of-concept in implementing data re-a.llocation in a real system with a changing workload.
Our data re-allocation schemes were Implemented in a distributed relational databaae built upon the Exodus storage manager [3, 4] , which has built-in concurrency control, logging and robust communication protocols. While our system is not a highly tuned relational system comparable to large commercial databases, using the Exodus storage manager as our database engine enables us to easily inclu-de realistic overheads, thus adding credibility to the application of our results to real database management systems. The sizes of relations used in our experiments would generally classify the database as small; owing to resource limitations, larger sizes could not be tested.
In addition, we limit our system to two sites in this initial study to retain focus on the central issues. Nonetheless, our goal is to show proof of concept and thus we are interested in the relative performance of our system with and without dynamic re-allocation. The partitionability of the workload allows for a logical unit of re-allocation and load balancing.
The r&t of the paper is organized as follows.
In the next section we describe how our work is related to past work. In Section 3 we describe our system and the algorithms used for detecting changes to the access pattern and moving data in response to the change. In Section 4 we describe the workload we considered.
Section 5 contains our results. Our conclusions and plans for future work are presented in Section 6.
2
Related Work
The problem of where to locate relations or portions thereof among the sites in a distributed database, when given a static access pattern, is often treated under the File Allocation Problem [1, 5, 7, 10, 9, 11, 15, 24, 25, 30] . The general problem, which has been shown NP-complete [14] , is usually formulated as an integer-programming problem 'with separate query and update frequencies specified for each site. In other cases, a database is assumed to be arbitrarily fragmentable and queueing-theoretic considerations are used for a static optimum [21] . [12, 27] , to the best of our knowledge, practical implementations of these ideas have not been demonstrated in the literature. Some experimentation with load balancing of tssks (to balance CPU demands) has been reported in [22, 31, 33] , but the results do not apply to database partitions. Theoretical work on load balancing can be found in [23, 26, 6, 13] . We note that the problem of scheduling data redistributions so as to minimize re-allocation time has been examined in earlier work [28] . We do not address how to minimize transfer cost since we surmise this is secondary to the importance of identifying and transferring the partitions to be re-allocated. File replication hss also been used for providing fast local access (and availability) to data shared throughout a distributed database.
Issues that have been addressed include mechanisms for keeping replications consistent, tradeoffs between the availability acquired from numerous copies versus update cost, and the effect different concurrency control algorithms have on these tradeoffs [8, 17, 18, 19, 20] . In this study we do not consider replication, instead we assume only a single copy of the data exists.
We make this choice to allow us to understand the issues in this simpler case first before investigating more complicated systems. We believe our results can be extended to re-allocation of coDies of the data if replication is used. Further differences b~tween our work and prior research will be more apparent following a description of our system and the algorithms used, a matter to which we next turn.
3
System and Algorithm Description
This section contains a description of the distributed database used for our experiments.
The first subsection explains how our relational database is built on toD of the Exodus storage manager.
Our distributed process system structure is introduced next, and finally the last subsection describes the heuristic algorithms used for data re-allocation. Since all our data manipulation in the relational system is performed within Exodus transactions we rely on Exodus for concurrency control and recovery.
As discussed next, we also rely on Exodus to provide transparent access to data stored at remote sites. Each tuple in our relational database is associated with an object in the underlying Exodus database.
An object in Exodus is identified by an object identifier.
Whether the object is stored on a local or remote data volume is transparent to a user of the Exodus library.
The Exodus client library retrieves the data from a local or remote server as appropriate.
When multiple servers are involved in a transaction Exodus employs a distributed two-phase commit protocol to ensure consistency. Exodus provides functions for direct retrieval of an object given its object id as well as functions for scanning all objects in a file. A tile in Exodus is identified by a file identifier returned when the file is created.
Again, whether a file (relation) is stored at a local or remote server is transparent to a user accessing the file, To get a handle on the data on a data volume Exodus provides what is called "root entries". A root entry allows the user to store a small amount of data and to associate a name with this data.
Each relation in our relational database corresponds to a file of objects in Exodus. The file identifier for the file (relation) is stored in a root entry under the name of the relation. Thus to access a relation we need to know the name of the relation as well as the data volume on which it is stored. Accessing a remote root entry is again transparent to the user. Given a data volume, the Exodus client library determines whether the data volume is maintained by a locaf or remote server and retrieves the appropriate root entry. In our system the data is partitioned among the sites and a "Branch", "Teller", "Account", and "History" file (relation) exist on each data volume. A scan of a relation in our relational model is implemented on top of Exodus file-scanning functions.
Functions for inserting, deleting and updating a tuple are built on top of Exodus' object manipulation functions.
Our relational model supports primary B + tree indexing built on top of the B+ tree indexing provided by Exodus. For an indexed relation the object ids of the tuples (objects) in the relation are stored in an index provided by Exodus. The key used for the Exodus index is the same as the key used for the relational model. Retrieving a tuple from an indexed relation then involves two steps. Firstly, the key is used to retrieve the object id of the tuple from the Exodus index.
Secondly, the object id can be used for direct retrieval of the desired tuple (object). Similarly, inserting a tuple in an indexed relation involves two steps; first the tuple is inserted in the relation (file) and then the returned object id is inserted in the Exodus index.
Indexed scans are implemented on top of Exodus function for scanning an index.
We built indexes on the Account-ID, Teller-ID, and Branch-ID attributes of the Account, Teller, and Branch relations.
Distributed System Process Strtrcture
The database at each site consists of a copy of the Exodus server and several client processes bnilt on top of our relational database. All client processes are also implemented in C++ (about 2,500 lines of code). The data is non-replicated and partitioned among the sites. The data for a site is stored in a local data volume and is maintained by the Exodus server local to the site. The "home-site" of an account tuple refers to the original storage site of the tuple. Thus the "home-site" of a tuple never changes even though the tuple may be re-located to a different site in the system. All tuples in a block have the same "home-site".
A brief description of the processes at each site and their function is given below: of transactions which access account tuples with that site as their home-site.
As described above, the accessed tuples may or may not be physically stored at their home site.
When the database uses a dynamic data allocation scheme the stats process is also responsible for monitoring the access pattern for the tuples of its home-site and for deciding when a block of t uples need to be relocated. When the stats process decides that a move is needed it sends a message to a move process to carry out the action. The re-allocation algorithms are described in detail in the next subsection.
Move process:
The move process is active only when the database uses a dynamic data allocation algorithm. It receives requests for moving a partition of some relation, the Account relation in our application, from one site in the system to another.
Similar to the stats process, the move process at a site is responsible for moving tuples with that site as their home site. The Exodus client library in the move process interacts with two Exodus servers to move the tuples.
The move operation is performed aa a sequence of two Exodus transactions.
In the first transaction the tuples to be moved are copied over to the new site.
The data is unavailable during the copying. A message is then sent to all relevant processes in the system notifying them about the change in location.
The tuples are then deleted from the old site in a second transaction. Hence, during the move the data is unavailable and the throughput is decreased for transactions accessing the partition being moved.
In addition to the processes described above, which exist at each site of the database, we nse one driver procesg to control our experiments. The driver process is responsible for broadcasting workload changes and broadcasts a quit request at the end of an experiment.
The structure of our system is illustrated in Figure 1 . In the figure solid lines indicate communication provided by Exodus whereas dashed lines indicate communication external to Exodus. All communication external to Exodus is done through datagrams.
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igure 1: System Structure.
In our initial experiments we assume our database is distributed over tw~sites. Our algorithms generalize to multiple sites but we started with two sites to retain focus on the central issues.
3.3
Re-Allocation Algorithms
This subsection gives a description of the algorithms used for dynamic re-allocation of the data. As mentioned earlier, we are interested in simple heuristic algorithms that can be easily implemented and that will allow us to show that dynamic re-allocation is worthwhile in a distributed database with a changing workload.
We assume relations can be partitioned in some natural manner into several fixed-size blocks or groups of tuples.
In our case, the Account relation in the TPC-B benchmark [16] (see the next section for more details) is horizontally partitioned into fixed size partitions, where partition i consists of the account tuples belonging to branch i. This is a natural partition since accesses probabilities for the tuples within a branch are uniformly distributed in our workload.
To determine when a re-allocation is needed our algorithms maintain weighted counters of the number of accesses from each site to each block. The counters for a particular block is maintained at only one of the sites in the system, For example, assume site 1 is the home site for partition A. Site 1 maintains a counter for the use of A by site 1 and another counter for the use of A by site 2. In a system with N sites, site 1 would maintain N counters for partition A. When a transaction accessing an account tuple from block i completes, a message containing information about the transaction is sent to the stats process at the site responsible for block i. The counters for a block are updated each time a tuple within the block has been accessed by a transaction.
As is typical in estimating a moving average, we want to discount prior samples to allow the most recent samples to properly influence the current estimates.
We use a simple exponential aging scheme: the counters for a block are up dated by multiplying the current values by an aging~octor and then adding one (the latest sample) to the counter of the site where the access originated.
For effective estimation, the aging factor must be small enough to allow the counters to adjust to the dynamic workload but large enough to prohibit moves due to an "unlucky" streak of requests. For our system and workload we have found an aging factor of 0.9 to work well.
We now describe two simple algorithms for dynamically re-allocating the blocks of data using the counters described above. The first simply ranks the sites according to counter values and picks the best site. The second takes into account load conditions; after all, if too many blocks were placed on a single machine then potential inter-transaction parallelism could be lost and overall throughput might decrease. Our simple counter algorithm is shown below:
Simple Counter Algorithm:
1.
2.
3.
The stats process exam:neg the counters jor each block at regular intervals.
The tuples for a block are moved if the site with the highest counter value is a site other than the current storage site.
After checking the counters for a block the stats process will wait for t.check number of transactions to be completed for the block before checking the counters again.
Note that the value of t.check should be small enough to allow the system to respond quickly to workload changes but large enough to prevent premature signaling of a change in access frequencies and having the data bounce back from a move soon after.
The influence of the value of t-check on performance is evaluated in the section on experimental results.
Determining whether a data block needs to move is a fully local decision, since all counters for a block are stored at the same site. This is a very desirable property of the algorithm that greatly improves scalability.
The only part of the algorithm affected by the system size is the "new location" message broadcast when a data block is moved. Assuming that data relocation does not occur too frequently this broadcast should not impair performance. The communication overhead induced by monitoring the access pattern in the system is bounded by one message per transaction.
Considering the communication needed to ensure consistency (distributed two-phase locking, two-phase commit) and to access the data in a distributed database this is a very low overhead.
The simple counter algorithm works well as long as the load in the system remains low or relatively balanced. However, in some cases, tuples for ail blocks can end up at the same site if most requests for all blocks originate at the same site. Although the fraction of local access is optimal, this allocation may cause poor performance due to disk or CPU overloadirw at the site. The load sensitive counter algorithm addresses this problem:
Load Sensitive Counter Algorithm:
Monitor the load (data balance) in the system as well as the access frequencies.
The need for a moue is evaluated as in the simple counter algorithm.
However, the moves are only carried out as long as they do not cause the portion of data stored at a site to exceed a 9pec-:fied threshold value.
The maximum percentage of the total storage requirement for the database that is allowed storage at a site, the load threshold value, is a parameter of the algorithm.
As the algorithm indicates, our load balancing is performed based on the disk load in the system. By disk load we mean the portion of the total database stored at a given site. Note that other metrics such as CPU or disk utilization would have a similar result since our application is such that the CPU load is roughly proportional to the disk load at each server.
The threshold vafrre does not refer to the utilization of the disk, rather it refers to the portion of the data in the database allowed at a site.
Hence our threshold is an indicator of the data imbalance tolerated. It is assumed that each site has enough storage capacity to meet the imposed storage requirements.
The selected threshold value is a measure of the imbalance allowed in the system. When a threshold value of 100% is used the load sensitive counter algorithm reduces to the simple counter algorithm. The data is allowed to move without constraints and all data in the database could be stored at a single site. On the other hand, using a threshold value of 50% in a databaae with two sites enforces even-sized data partitions and results in static allocations.
4
Workload Description
The worfdoad in our system is based on the TPC-B benchmark [16] . We are using a modified version of the benchmark, where the access rules are slightly changed to create access distributions that vary with time. A single transaction which models a deposit or withdrawal from the bank is repeatedly performed.
The transaction updates a tuple in the Branch, Teller and Account relation to reflect the new balance for the respective entity and inserts a tuple in the History relation recording the transaction. The branch and teller accessed by a transaction are local to the site at which the transaction originated whereas the account may be either local or remote. The probability of accessing an account belonging to the branch being accessed is 85% for the TPC-B benchmark.
Our actual workload differs in that we assume a slightly larger percentage of calls to remote branches; 80~o of the account tuples are located on the local site and 2070 are located on the remote site. In addition, we assume each branch tuple has 10 teller tuples but only 2,500 account tuples associated with it. Due to resource limitations, the number of account tuples associated with a branch is smaller in our workload relative to the number specified in the TPC-B benchmark.
Our buffer sizes were chosen such that the Branch and Teller relations were memory resident, but 1/0 was required to access account tuples.
While the TPC-B benchmark is static in terms of workload statistics, our changing workload is derived from the benchmark by changing the access probabilities for the account tuples.
The access probabilities are given by an access matrix which specifies the probability of accessing an account tuple from a given branch when the transaction originates at a given site. The probability of accessing a given tuple within a branch is uniformly distributed. A changing workload is created by periodically changing the access matrix.
Thus the workload is completely described by the sequence of matrices used and the times at which they change. A sample access matrix for our system, which contains 8 branches distributed over two sites, is displayed in Figure 2 . If the same matrix values were used continually (static usage), the workload would not change; to create a changing workload, site access probabilities for the branches in the above matrix are made to vary with time (see next section).
Static usage of the matrix in figure 2 with branches O through 3 allocated to site one and branches 4 through 7 allocated to site 2 would create a workload very similar to the TPC-B benchmark. Rather than using the matrix statically, in our workload the matrix is used as the initial matrix in a sequence of different mat rices.
Results
In this section we present our experimental results. The performance of the system under our dynamic re-allocation schemes is compared to the performance of the system under a static data partitioning.
As mentioned earlier, our database system is admittedly somewhat slow and therefore the actual numbers presented in this section should not be seen as representative of a highly tuned relational database running on dedicated machines. Rather, we ask the reader to focus on the relative performance of the dynamic and static systems and on the performance trends exhibited by our dynamic algorithms as various parameters are varied. The machines used for our experiments were all Sun4 Workstations running SunOS 4.1.3 and connected through a local Ethernet.
The totaf storage requirement of our database was approximately 3M. We allocated (via the server buffer group) a buffer pool of 800K at each site. We chose a small buffer size to reflect the fact that most reaf databases are not memory resident.
The data was stored on raw disk partitions to prevent secondary buffering by the operating system.
The Branch, Teller and Account relations were all implemented as indexed relations. The Branch-ID, Teller-ID, and Account-ID were used as the key for their respective indexes.
5.1
The Simple Counter Algorithm
The first set of experiments evaluates the influence of various parameters on our simple counter algorithm and compares its performance to the static system. The results are intended to answer the question: when is it useful to use dynamic re-allocation? We find that dynamic re-allocation is desirable over a broad range of parameters; however, it is not effective when the system workload is changing very rapidly.
The changing workload used for the experiments is defined by a sequence of matrices, each of which is used in one interval in the sequence of intervals that comprise the progress of time. By successively numbering these intervals and identifying a matrix with each one, we will have speci-fied the changing workload. The matrix shown in Figure 2 was used for interval zero. The matrix used for interval i + 1 was constructed by swapping the access frequencies for site one and two for branches i mod 8 and (i + 4) mod 8. Thus the workload is periodic with 8 matrices in a period. The access matrix was changed every t.change seconds. Except for in the second experiment t-change was set at a constant value of 800 seconds. Averaged over all matrices in a period the probability of an access coming from a particular site is 0.5 for every branch.
Thus any static allocation which positions half of the branches at each site is optimal (among static allocations).
The static data partitioning we used placed branches O through 3 at site one and branches 4 through 7 at the second site. These were also the initial branch allocations used for the dynamic system. Thus the system was started in the same initial state irrespective of which allocation mechanism -dynamic or static -was used. Furthermore, the system was started up with the data in an optimal static partition. The first experiment assesses the influence of the value of t.check on our simple counter afgorithm.
Recall that t-check is the number of accesses needed for a data block before relocation of the block is considered. The throughput for various values of t.check (measured in seconds) M well as the throughput for the static system is displayed in Figure  3 . We can see that the dynamic re-allocation scheme clearly outperforms the static allocations for our workload. The influence of t-check on the performance is what we would intuitively expect.
When the value of t-check is too small, performance degrades since the partitions may bounce back and forth between the two sites during workload changes. Since our threshold on the fraction of requests coming from a site for re-allocation to occur is 5070 an unfortunate streak of requests will cause a bouncing effect. Note, this could be mitigated by increasing the threshold. On the other hand, when the vafue of t.check is too large the algorithm responds too slowly to workload changes and performance plummets. We can see in Figure 3 that a vafue of t.check = 6 works well for our system. This was the value used in the remainder of the experiments.
In practise, the value for t.check could be adjusted adaptively. Our next experiment was designed to evaluate how the effectiveness of our dynamic re-allocation scheme is influenced by the rate at which the workload changes. The total run time of the experiment was held fixed but the rate at which the workload changed was doubled between each successive run. As a result the overall time spent using a certain access matrix remained constant for all runs and thus the performance of the static system was unaffected. The performance of the counter afgorithm as a function of t-change, the time between workload changes, is displayed in Figure  4 . The performance of the static system is also displayed in the figure.
As we might expect, the dynamic re-allocation scheme performs best when the rate of change is low. In this situation, our dynamic re-allocation scheme can maintain op timaf allocations most of the time.
As the rate of change increases the dynamic re-allocation algorithm cannot keep up with the changing workload and performance drops. Performance is at its worst when the algorithm is attempting to keep up with the workload but is unable to do so. At this point lots of m-allocation is performed but by the time a partition is re-allocated, the workload is about to change or has already changed again. Hence, the data ends up being in the wrong place most of the time and the system performs worse than when static allocations are used. When the work- Over a WAN, remote access to the data will be more costly and thus the allocation of the data even more cruciaf.
Load Balancing Considerations
For the workload used in the experiments described in the previous subsection the load in the system remains fairly balanced.
However, as mentioned earlier, if the majority of the account requests come from the same site for all blocks, then all the data will end up at the same site under our simple counter algorithm.
Although this produces an optimal fraction of local requests the lo-ad in the system is highly imbalance and performance may not improve. Our load sensitive counter algorithm and our final experiment was designed to evaluate the tradeoff between maximizing the fraction of Iocaf requests and maintaining a balanced load in the system.
It is not hard to envision a situation where all requests for a relation temporarily originate at the same site. Consider a database distributed over a cluster of workstations. Only a subset of the workstations may be able to physically store portions of the database.
(In our system only two machines run a database server. ) If only one of the machines running a server has users logged in at the moment, then all requests relevant to the allocation of the data originate at one site. Additional users may be using the database from sites which do not have a database server, and thus cannot be considered when relocating the data, thereby creating Focusing stric~ly on maximizing the fraction of local requests in this situation may then cause poor performance. Note that requests from users at sites which cannot store portions of the database will always have to be serviced remotely.
For these requests load balancing strongly influences performance. The workload for our final experiment was modified to represent a situation similar to the one described above. Only one of our two sites containing the database generated TPC-B transactions.
To increase the load in the system additional transactions were generated at three new sites in our network of workstations.
Since there was no local database at these sites, modifications to the 10CS.I Branch, Teller and History relations were omitted.
The transactions generated at the new sites only modified a tuple in the Account relation.
Requests were uniformly distributed within entire relations for all transactions.
The workload should be seen as representative of one configuration of a changing workload where load balancing might have to be considered. As before, the branches were initially divided evenly between the two sites of the database.
Performance of the system under our load sensitive counter algorithm was measured while varying the load threshold value for the algorithm. Figure 5 displays the system throughput as a function of the load threshold used to restrict data movement. The tradeoff between load balancing and maximizing the fraction of local transactions is clearly displayed by the graph. For our system and the workload used, a load threshold value of i'i!i~o gives optimal observed performance. When the load threshold is set at 50% the system is fully load balanced but the system is static and the fraction of local transactions is far from maximized.
As ) The balance of load in the system is therefore also an important consideration.
Conclusions
Performance in distributed database systems is heavily dependent on the allocation of data among the sites of the database.
The allocation of data is traditionally static and determined off-line, using estimates of access frequencies. However, in many situations the access frequencies from varies sites in the database are not known a priori or fluctuate with time thereby creating a changing workload. This paper showed that for a database with a changing workload dynamic re-allocation of the data can significantly improve performance.
A simple counter algorithm was presented which monitors the access frequencies in the system and moves the data so as to maximize the fraction of local accesses in the system. For our workload the algorithm offered up to 30% performance gain over static allocations in a Local Area Network. We would expect even higher performance gains in a Wide Area Network as the cost of going across the network increases. Our experiments also showed that for certain workloads load balance must be considered when re-allocating the data. We presented a load sensitive counter algorithm which was shown to outperform the simple counter algorithm as well as static idlocations for a class of workloads. While our experiments with a small-scale database make a practical case for dynamically re-allocating data in a changing environment, more work is needed to study various possible algorithms for dynamic data allocation and to test these algorithms on large-scale distributed databases. 
