In this paper, the traditional metaheuristic Particle Swarm Optmization (PSO) and the Bat Algorithm (BA) are used to optimal design digital low pass (LP) Finite Impulse Response (FIR) filters. These filters have a wide range of applications because of their characteristics. They are easy to be designed, they have guaranteed bounded input-bounded output (BIBO) stability and can be designed to present linear phase at all frequencies. Traditional optimization methods based on gradient are susceptible to getting trapped on a local optima solution when they are applied to optimize multimodal problems, such as the FIR filter design. Here, to overcome this drawback, the aforementioned metaheuristics are adopted to obtain the coefficients of low pass FIR filters of order 20 and 24. The performance of BA and PSO algorithms are compared with the classical Parks and McClellan (PM) filter design algorithm, which is a deterministic procedure. For this comparison is considered the filters pass band and stop band ripples, transition width and statistical data. The simulation results demonstrate that the proposed filter design approach using BA algorithm outperforms PM and PSO.
INTRODUCTION
The digital filters have a relevant role in digital signal processing systems. By performing mathematical operations in a given signal, they are able to reduce or amplify certain aspects of this signal. Digital filters are used in a large number of applications, such as, video and audio processing, control and communication systems, systems for medical purposes, among others (Mandal et al., 2012a) . The Finite Impulse Response (FIR) and Infinite Impulse Response (IIR) filters are the two major types of digital filters (Mandal et al., 2012b) .
The impulse response of a FIR filter has finite duration. On the other hand, the same response of a IIR filter theoretically extends to infinity. The FIR filters are guaranteed to be bounded input-bounded output (BIBO) stable once they are non-recursive filters. The IIR filters are known as recursive filters, so their application requires caution regarding their stability. The IIR filters are useful for high-speed designs because they typically require a lower number of multiplies compared to FIR filters, however their implementation is more complicated (Litwin, 2000) . Therefore, the FIR filters are an attractive approach in practical applications. They are easily implemented in digital systems and do not present instability issues. Furthermore, the FIR filter coefficients can be designed to be symmetrical about the center coefficient position, what guarantees a linear phase characteristic (Litwin, 2000; Mandal et al., 2012a) .
The optimal design of a filter consists in choosing a set of coefficients of the filter to have a frequency response that optimally approximates the desired response (Ouadi et al., 2013) . The FIR filter design is a nonlinear, non-differentiable and multimodal optimization problem that requires a suitable objective function to provide an accurate control of the various parameters of frequency spectrum. Therefore, the traditional optimization methods based on gradient do not represent a proper approach to solve this problem.
The Remez Multiple Exchange routine is used by the classical Parks and McClellan (PM) algorithm to design an optimal Chebyshev FIR filter (Parks and McClelland, 1972) . This deterministic algorithm executes an iterative process based on the Chebyshev's alternation theorem in order to minimize the ripple value, considering another design specifications, such as the edge frequency and the filter size. However, this algorithm does not allow explicit selection of the maximum of the absolute ripple in the pass band and stop band (δ p , δ s ), instead one can only specify their ratio (Ababneh and Bataineh, 2008) .
In literature, different metaheuristics have been used to optimal design digital FIR filters, such as Particle Swarm Optimization (PSO) (Mandal et al., 2012a; Mandal et al., 2012b; Saha et al., 2013) , Genetic Algorithms (GA) (Najjarzadeh and Ayatollahi, 2008; Ababneh and Bataineh, 2008) , Gravitational Search Algorithm (GSA) (Saha et al., 2012) , Cuckoo Search Algorithm (CSA) (Singh and Josan, 2014) . Among the different metaheuristics, PSO and Bat Algorithm (BA) stand out for their simplicity of implementation and the low number of parameters that control their performance and convergence.
The PSO was proposed by Kennedy and Eberhart (Kennedy and Eberhart, 1995) . It is based on simulating the social behavior of swarm of bird flocking, bees, and fish shooling (Ababneh and Bataineh, 2008) . The BA was proposed by Yang (Yang, 2010) , based on the echolocation behavior of bats. Due to the echolocation, the microbats can find their prey and discriminate different types of insects even in complete darkness. Both of these nature inspired metaheuristics are able to solve multi-dimensional and multi-modal optimization problems, overcoming some drawbacks of optimization gradient based methods.
In this work, the BA and PSO metaheuristics are employed to optimal design digital low pass (LP) Finite Impulse Response filters of order 20 and 24. The performance of these algorithms are compared with the Parks and McClellan filter design method. The stop band and pass band ripples, the transition width and statistical information are evaluated in this comparison. The simulation results demonstrated that in general BA presented the best performance in this specific study. It is noteworthy that according to the No Free Lunch Theorem of optimization affirms that a general purpose universal optimization strategy is impossible, and the only one strategy can outperform another is if it is specialized to the structure of the specific problem under consideration (Ho, 2001) .
The remainder of this paper is organized as follows. Next section presents some basical concepts of the FIR filter and the objective function used by PSO and BA. Section 3 briefly describes the mechanisms of traditional PSO and BA metaheuristics. In Section 4, the obtained LP FIR filters are presented and the filter design approaches are compared. Finally, in Section 5 concluding remarks are given.
FIR FILTER DESIGN
Depending on what criteria are used, filters can be classified in several different ways. The two major types of digital filters are Finite Impulse Response (FIR) and Infinite Impulse Response (IIR) filters. The digital FIR filter, that is the focus of this study, can be mathematically described as follows:
where N is the FIR filter order with (N + 1) coefficients to be set. Once the designed filters in this paper are positive and features even symmetry, N is an even number and only (N/2 + 1) coefficients of h(n) need to be designed. After the optimization they are concatenated to obtain all the (N + 1) low pass FIR filters coefficients. In this work, the PSO and BA are used to find these coefficients. Therefore, each individual (particle and bat) of these metaheuristics corresponds to a coefficient vector
The frequency response of a FIR filter can be defined as follows:
where
is the complex vector of the Fourier transform, which provides the FIR filter frequency response. The frequency is sampled from 0 to π with N samples. The PM algorithm for filter design uses the approximate error presented in (3).
where H d (e jw ) is the frequency response of the designed filter and H i (e jw ) is the frequency response of the ideal filter. G(ω) is the weighting function that provides the suitable weights for E(ω) in its different frequency bands. The H i (e jw ) of an ideal filter can be expressed by the following relation:
where ω c is the edge frequency. The fixed ratio between the pass band (δ p ) and stop band (δ s ) ripples, presented by δ p /δ s is the major drawback of the PM algorithm. In order to obtain more flexibility in the optimization of the error function, allowing to specify the desired levels of δ p and δ s , equation (5) has been used to design digital filters (Ababneh and Bataineh, 2008; Mandal et al., 2012b; Singh and Josan, 2014) . The cost function J used by the metaheuristics evaluated in this paper is given by (5).
OPTIMIZATION ALGORITHMS

Particle Swarm Optimization
The Particle Swarm Optimization is a nature based metaheuristic that uses a swarm of particles based on the social behavior of bird flocking and fish schooling to search the best solution for a problem to be optimized. Each particle is a possible optimal solution that moves inside the space of feasible solutions. The actual position in the search space and the velocity of the i-th particle of the swarm are given by x i and v i , respectively. Besides, after each iteration, the best position (Pbest i ) or solution reached by the i-th particle is determined. Regarding the design of FIR filters, each dimension of a particle position corresponds to one coefficient of the filter to be designed. Therefore, a particle represents a set of coefficients of a digital filter.
The swarm also have a global feature which corresponds to the best global position (Gbest) already visited by all particles of the swarm. x i , v i , Pbest i and Gbest are n-dimensional vectors, where n is the dimension of the search space. In traditional PSO the velocity and position of the i-th particle can be updated using (6) and (7).
The updated values of velocity and position of the i-th particle is v t+1 i and x t+1 i , respectively. ω is the inertia weight, φ 1 and φ 2 are constants that indicate the confidence of the particle in its own experience (local search) and the confidence of the particle in the swarm experience (global search). r 1 and r 2 are uniform random numbers between 0 and 1.
Bat Algorithm
The Bat Algorithm (BA) is inspired in the echolocation behavior used by bats during their flight movements. The echolocation is based on the emission of ultrasonic waves and the measurement of the time spent by these waves to return to their source after reach the prey or obstacle. The BA pseudocode is presented in Figure 1 .
Initially, a set of N bats is randomly generated inside the search space of feasible solutions. The bats are described according to their position (x t i ), velocity (v t i ), emission frequency ( f i ), loudness (A t i ) and
While (t < maximum number of iterations)
For i = 1:N Generate a new bat (B new ) using (8), (9) and (10) If rand > r new Select one among the best solutions and generate a local solution around this one, using (11) Select randomly a solution and generate a local solution around this one, using (11)
Else
End if
Evaluate the bats If (rand < A i ) and (B new < x i )
Increase r i and reduce A i , using (12) and (13) End for Rank bats to find the best solutions in population rate of pulse emission (r t i ). Regarding the digital filter design, each dimension of the bat position represents one of the digital filter coefficients. Therefore, a solution described by one bat is a set of coefficients of the digital filter. f max and f min are the maximum and minimum emission frequency defined as 0 and 0.002 in this work, respectively. β ∈ [0, 1] is a vector of random numbers with normal distribution. ε is a random variable between -1 and 1. α and γ are constant parameters defined as 0.35 in this work. The variable x * is the current global best position, which is located after comparing all the solutions among all the bats.
(10)
RESULTS AND DISCUSSION
In this section the simulation results of the optimal design for LP FIR filters are presented. FIR filters of order 20 and 24 is evaluated after the adjust of their 21 and 25 coefficients, respectively. The value of the sampling frequency adopted is f s = 1 Hz and the number of sampling points is taken as 256. The specification parameters of the LP FIR filters to be designed are the pass band ripple (δ p ) = 0.1, the stop band ripple (δ s ) = 0.01, pass band (normalized) edge frequency (ω p ) = 0.45; stop band (normalized) edge frequency (ω s ) = 0.55; and transition width = 0.1. In order to establish a fair comparison between PSO and BA, different parameter values was evaluated for these algorithms. The PSO and BA was executed 100 times for each combination of parameters. In each execution, 20 particles/bats move inside the search space in 1000 epochs/generations. The empirical best parameters found for PSO and BA to design the FIR filters in this work are: ω = 0.002, φ 1 = 2, φ 2 = 1.4, α = 0.35, γ = 0.35, A 0 i = 0.35, r 0 i = 0.35, f max = 0.002, f min = 0.0. The following results were obtained using these parameters.
The Tables 1 e 2 list the coefficients of the best filters of order 20 and 24, respectively, designed by PSO and BA. The coefficients of the filters obtained by PM are also presented.
The Table 3 presents a summary of the simulation results obtained by PM, PSO and BA. This table presents the worst (maximum) ripple value, the average of the ripples and the best transition width found in 100 executions of PSO and BA. For the LP FIR filter of order 20, we can notice that the best values of maximum and average pass band ripple was obtained by PM. However, the average pass band ripple of the filters designed by BA is only slightly higher. Regarding the stop band, the PSO presented higher values for the maximum and average ripple than PM. The BA obtained the best average stop band ripple. The PSO and BA obtained smaller values for the transition width than PM. The BA presented the best performance considering this last parameter.
Regarding the LP FIR filters of order 24, the maximum and average values of the pass band ripples obtained by PSO are higher than the same values obtained by PM. The BA presented the best average pass band ripple value. Considering the stop band, the PM algorithm presented better results than PSO. The BA obtained an average stop band ripple better than PSO and only slightly higher than PM algorithm. The PSO and BA obtained smaller values for the transition width than PM. The BA presented the best performance considering this evaluation index for the LP filter of order 24.
The Table 4 Figures 4 and 9 . The magnitude response in dB can be seen in Figures 5 and 10 , and the magnitude response in dB of the stop band is illustrated in Figures  6 and 11 .
In Figure 3 we can notice that the pass band ripple of the best LP FIR filter of order 20 designed by PSO is slightly smaller than PM, and the BA obtained the best result regarding this performance parameter. The smallest stop band ripple was obtained by PSO, followed by BA. This is confirmed by Figure 6 that demonstrates that the highest attenuation was obtained with the LP FIR filter designed by PSO.
For the LP FIR filter of order 24, the Figure 8 il- lustrates that the pass band ripple of the best filters designed by PSO and BA is better than PM. The BA obtained the best result for this performance parameter. The smallest stop band ripple was obtained by the filter designed by BA, followed by PSO. This is confirmed in Figure 11 that demonstrates that the best BA LP FIR filter presented the highest attenuation.
Some performance parameters of the best LP FIR filters designed by PSO and BA are presented in Table  5 : normalized pass band ripple, normalized stop band ripple and stop band ripple in dB. 
CONCLUSIONS
In this work the traditional Particle Swarm Optimization and the Bat Algorithm were adopted to optimal adjust the coefficients of a low pass FIR filter. The performance of these metaheuristics were compared with the Parks and McClellan algorithm, a well known and succeeded deterministic technique to design digital filters. The simulation results demonstrated that PSO and BA are also efficient approaches to solve the problem of filter design. The average band ripples of the filters designed by these techniques are close to the ones obtained by PM algorithm, with the closest results being presented by BA. Regarding the best LP FIR filters designed by the metaheuristics evaluated in this work, the bat algorithm presented better results for pass band ripple and transition width than PSO and PM. The best FIR filter designed by PSO obtained the smallest pass band rip- ple, but BA presented a close value for this same performance parameter. Therefore, the simulation results presented in this work demonstrated that the best LP FIR filters of order 20 and 24 were designed by BA. Once the PSO also have presented satisfactory results, both metaheuristic algorithms analyzed can be considered efficient optimizers to solve the problem of digital filters design. In future works, another metaheuristics and deterministic methods will be considered in order to realize a more extensive comparison between methods that can be used to project FIR and IIR digital filters. We also expect to evaluate the use of different objective functions for this problem.
