Abstract. The timing of life-cycle events crucially influences fitness, particularly in migratory birds, which visit chains of sites with varying seasonality. Here, we used a proportional hazards model to identify local environmental factors, which a long-distance migrant, the Pink-footed Goose (Anser brachyrhynchus), uses for departure decisions on multiple sites along its spring flyway from Denmark via Norway to Svalbard. Our results not only identified day length, local accumulated temperature, and their interaction as likely candidates, but also (more importantly) showed for the first time that their relevance changes en route.
INTRODUCTION
In seasonal environments, the timing of activities crucially influence an organism's fitness. Thus, we would expect natural selection to favor individuals that can synchronize energy-demanding processes with peak availability of resources. This particularly applies to migratory birds as they use chains of sites during their annual cycle that often differ in seasonality. Growth and reproduction in particular are restricted to short time frames of favorable conditions within the year. For instance, a number of studies have already shown that, in particular, arctic breeders need to arrive in a (very) narrow time window to make breeding a successful endeavor. Arrival outside this window leads to severe reductions in reproductive success or even complete breeding failure (e.g., Alerstam and Lindstro¨m 1990 , Prop et al. 2003 , Bety et al. 2004 , Madsen et al. 2007 ). On one hand, arriving too early can be costly when environmental conditions are still adverse (e.g., Brown and Brown 2000) , and on the other hand, late arriving individuals may suffer from enhanced competition for mates and high-quality territories, loss of body reserves built up in prelude to breeding, and the time constraint to raise young to fledging.
Timely arrival on the breeding grounds, however, requires ''correct'' performance in the preceding weeks and months. Migration has to commence at the right time and (northward) advancement should be tuned to seasonal development of food en route (''green-wave hypothesis'' as coined for herbivores; Drent et al. 1978 , van der Graaf et al. 2006 ). The latter, in particular, has been proposed as the determinant of overall migration speed, as birds typically spend much longer time on stopover sites to replenish reserves than in actual flight episodes (e.g., Nolet 2006 ). Thus, birds should be assumed to respond proximately to external factors, such as photoperiod, weather, or food, so as to anticipate the most favorable arrival time in the breeding grounds, but also the periods with the most favorable conditions on the stopover sites during migration.
However, recent climatic alterations may have caused such well-developed adjustments to be out of sync, and thus, resulted in significant consequences on individual fitness and population demographic parameters. There is already ample evidence that phenological patterns of many species including (migratory) birds have been especially responsive to climate warming (e.g., Parmesan and Yohe 2003, Root et al. 2003) , and many species have advanced their vernal activities over the past decades (Walther et al. 2002) , e.g., by advancing egg laying with earlier onsets of spring (e.g., Sanz 2002 , Both et al. 2004 , 2005 Visser and Both 2005) and to which factors individuals actually react in order to schedule their activities. Therefore, an accurate understanding of the interaction between environmental variables and individual reactions is crucial in predicting the consequences of future climatic changes on individuals and populations. Most attempts at describing phenologies have used a correlative approach between averages of climatic variables measured over a fixed period and the phenological event, e.g., mean egg-laying or mean departure date. Such procedures have a number of drawbacks. First, calculating averages over a number of periods and finding which period explains most variance is a statistically unsatisfying approach. Second, proper choice of the relevant climatic parameters has to be inferred from a large number of possibilities, where a multitude of combinations are also possible. For example, it has frequently been shown that local temperatures are important for timing of breeding in birds (McCleery and Perrins 1998 , Meijer et al. 1999 , Both et al. 2004 , Brommer et al. 2005 , but day length can also play a role (Lambrechts and Perret 2000) . Ideally, therefore, several variables need to be explored simultaneously. Third, an average of a climatic variable is unlikely to be a correct approximation of the relevant factor that a given individual is responding to. For example, if the average temperature is measured over a fixed period describing the entire spring migration period many individuals will have migrated before the end of this period, and alas, the temperatures after the birds have actually departed are included in the calculation of the ''predictive average.'' Fourth, averages as a proxy of climate are flawed in case one wants to construct a predictive model because the relationship between the average and the true (unknown) proximate factor(s) does not necessarily remain when the climate is changing. For example, an average of a climatic variable over a certain time period does not fully capture changes in spring temperatures that occur only in part of the chosen time interval, and tells little about changes in temperature before the interval chosen. Such changes may, however, be important considerations for the organism.
Analyzing individual observations rather than annual means and including all climatic data up until the event can help to solve the problems inherent to the standard methods to phenology description. The proportional hazards model (Cox 1972) allows exactly this since it is based on individual observations as data points and can handle time-dependent covariates. This model was originally developed for medical survival analysis, but has been applied to biological questions, e.g., foraging behavior in parasitoids (reviewed in Wajnberg 2006) or timing of egg laying in birds (Gienapp et al. 2005) . While individual properties such as age or condition can be included as fixed variables, temperature or day length (and even their interactions) can be included as timedependent variables. These time-dependent variables are the key advantage of this model because they provide a way to circumvent the problems described in the previous paragraph.
We employed such a proportional hazards model using individual responses to the values of a set of (environmental) variables to improve our understanding of the spring migration phenology and its driving forces in a long-distance, Arctic-breeding migrant: the Pinkfooted Goose Anser brachyrhynchus. This species winters in Belgium, The Netherlands, and Denmark and commences spring migration in late March/early April. Individuals then travel via two sites in mid-Norway and northern Norway to the breeding grounds on Svalbard, where they arrive in late May/early June (Fig. 1) . In particular, we aimed to (1) describe the migration phenology of Pink-footed Geese, (2) identify the predominant factors determining individual departure decisions along the flyway, (3) detect possible differences between sites, and (4) detect changes over time. 
METHODS

Source goose data
Between the years 1990 and 2004, 2100 Pink-footed Geese were captured, aged (into first-winter and older birds, respectively) and individually marked with plastic neck rings during March-April in West Jutland, Denmark (data available online).
5 Throughout the study period, an intensive resighting program by trained observers was carried out in the spring staging areas. We used resighting data from the three main sites Denmark, mid-Norway, and northern Norway to estimate departure dates of individual geese from each of these sites. Therefore, we considered the last day within a year at which a bird was seen on a particular site as departure date. To prevent the inclusion of false band readings and to determine ''true'' departure dates, we introduced the following criteria to confirm individual departure dates: For Denmark, birds were included in the analyses if they were resighted in the same year in mid-Norway at most 20 days after the presumed departure from Denmark or in northern Norway at most 40 days after their presumed departure from Denmark. Whereas both Norwegian staging areas are more-or-less well confined, the wintering area is less well confined. Hence, very early departure dates stem most likely from individuals moving to other areas along the Wadden sea coast. By using these thresholds, we removed these observations, which otherwise could create an extremely long left tail in the distribution of departure dates without being too restrictive. A similar criterion was used for departure dates from midNorway: Only departure dates of birds that were resighted in northern Norway at most 20 days after departure from mid-Norway were included. Since northern Norway is the last staging area before the nonstop flight to the breeding grounds, no resightings can be used to ''validate'' observed departure dates, and we, therefore, included all observations (for resulting sample sizes of all sites, see Appendix A: Table A1 ). The departure date distribution from northern Norway, however, does not show the long left tail as in Denmark, and thus, no or very few false departure dates are included in this data set. Re-running the analyses for Denmark and mid-Norway using different thresholds did not alter the results substantially (results not shown). Hence, our data selection should not lead to biased results. Furthermore, a study using satellite radiotracking yielded departure and staging times similar to those derived from ''conventional'' resightings (Glahder et al. 2006) .
The proportional hazards model
The time until a goose departs from its staging ground can be viewed as a ''time to event'' and can thus be analyzed with survival analysis (Kleinbaum 2005) . The proportional hazards model (Cox 1972) describes the probability per unit of time that an event occurs as a function of the baseline hazard, and a set of variables that can include fixed and time-dependent variables. The model is nonparametric in the sense that no assumptions about the distributions of the times to event or the baseline hazard are made. Using a partial maximum likelihood method allows us to estimate the regression coefficients for the different (fixed and time-dependent) variables without specifying the baseline hazard function Prentice 2002, Prentice and Kalbfleisch 2003) . For example, a model for departure dates including only age (A) as a two-level factor (0 as first year, 1 as older), temperature (T ), and day length (D) as time-dependent variables would be specified as follows:
hðt; A; T; DÞ ¼ h 0 ðtÞ
where h(t, A, T, D) is the hazard at time t (in days), h 0 (t) the baseline hazard at t, T(t) the temperature value at t, D(t) day length at t, and b A , b T , and b D the coefficients for age, temperature, and day length, respectively. A positive value of, e.g., b A means that the hazard for older individuals is higher, i.e., they depart earlier than firstyear birds. In the same way, a positive value of b T means that warmer temperatures increase the hazard and, consequently, individuals will depart earlier. The timedependent variables T and D do not have to be included with their daily measured values but can, for instance, be the average over the last month or the change over the last 10 days, whatever describes the observed values best. A biologically intuitive way to measure such timedependent variables is a ''linear predictor'' (Bush and Mosteller 1955) , which exponentially discounts earlier temperatures (cf. Gienapp et al. 2005) :
where k is the linear predictor (here used to describe local temperature), T(t) is the daily mean temperature, and a is the weighting factor indicating how important current temperatures are relative to previous ones (Bush and Mosteller 1955 7 Day lengths for each location were obtained from the U.S. Naval Observatory website (data available online).
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Since several individuals were included more than once in our data set and all individuals in a given year experience the same environmental conditions, we fitted a ''marginal'' proportional hazards model (Therneau and Grambsch 2000) including individual and year as grouping factors to account for this nonindependence of data points.
To identify the optimal model, we ran a series of models for k based on different a's, day length, and their interaction. The values of a ranged from 0.01 to 0.2, with increments of 0.01, except in the case where the best model was based on the lower limit value for a, where we additionally tested a's in the range from 0.001 to 0.09 using increments of 0.001.
On finding the best model, the effect of age was tested. Overall model fit was judged from Wald statistics, and the significance of a single explanatory variable was judged from z scores calculated using the ''robust SE,'' since these statistics take the nonindependence of ''grouped'' data points into account (Therneau and Grambsch 2000) . All analyses were conducted with R 2.4.1 (R Development Core Team 2006).
RESULTS
In general, our model predictions showed good agreement with the observed mean departure dates (Fig. 2) . For departures from Denmark, a model including k's based on a ¼ 0.03, day length, and their interaction (all significant), produced the best model out of all a's tested (Fig. 3, Table 1 ). The subsequent inclusion of age was also significant. The coefficients indicate that warmer temperatures and longer days increased the probability of departure. In addition, the effect of temperature depended on day length such that temperatures later in the year are of greater influence, and thus, lower temperatures suffice to let the birds commence migration in the advanced season. Furthermore, younger birds had a lower probability to leave than older birds, given the same temperature and day length.
For mid-Norway, the best model included k based on a ¼ 0.01 and age (Fig. 3, Table 1 ). Day length and the interaction between it and k were nonsignificant (P ¼ 0.35 and P ¼ 0.33, respectively). Thus, as in Denmark, birds departed earlier from mid-Norway when it is warmer. However, the birds ''integrate'' this information over a longer period than in Denmark. Younger birds again departed later, on average.
FIG. 2. Pink-footed Geese start migrating from
Denmark between mid and late April, stay ;20 days on the midNorwegian stopover site until late April/early May, and leave thereafter to the northern Norwegian staging site, where they stay until mid/end of May. The three panels show observed (solid symbols) and predicted (open symbols) departure dates (mean 6 SD, where day 1 is 1 January), for Denmark, midNorway, and northern Norway, from 1990 to 2004. For calculating predicted departure dates, the best models and empirically observed proportions of young in the population were used (Madsen et al. 2007 ; J. Madsen, unpublished data).
The best model for northern Norway included k based on a ¼ 0.03. Neither day length nor the interaction between day length and k was significant (Fig. 3, Table  1 ). Thus, the birds departed from northern Norway earlier when it is warmer and the birds integrate temperatures over a period of the same length as in Denmark. Again, age had a significant effect, with younger birds departing later on average than older birds.
DISCUSSION
We aimed to describe the migration phenology of Pink-footed Geese and, in particular, we sought to identify environmental factors on which individual birds might base their departure decisions. We found significant effects of day length and local accumulated temperatures, indicating that birds are most likely to depart when days are long (;15 hours in Denmark, ;18 hours in mid-Norway, and ;21 hours in northern Norway), and it has been warm (on average, 6.38C in Denmark, 5.98C in mid-Norway, and 4.38C in northern Norway) for the previous month. Furthermore, the effect of temperature was affected by day length such that birds become more sensitive to temperature under longer day conditions.
In addition, we tested age as a bird-specific variable for its potential impact on departure decisions. Consistently, we found that age was of approximately equal importance on all sites: young birds depart later than older individuals. This finding is in agreement with earlier observations of younger or less-experienced birds departing later in comparison to the most experienced individuals, which are the first to arrive at a site (Hake et al. 2003 , Saino et al. 2004 , Lee et al. 2007 , Mitrus 2007 . In migratory birds, this behavior might simply be a consequence of a lower foraging efficiency due to inexperience of younger birds (Daunt et al. 2007 ). Moreover, young birds are usually the lowest in dominance hierarchies and are therefore often excluded FIG. 3 . Model likelihoods (Wald statistics; see Methods for statistical details) for all models in relation to a (weighting factor indicating how important current temperatures are relative to previous ones) on which k (local accumulated temperatures) were based for Denmark, mid-Norway, and northern Norway. Models included either k, k and day length, or their interaction. Solid symbols indicate that all variables were significant (P , 0.05), while open symbols indicate that at least one variable was not significant. Note: Significance levels for the Wald statistic z (see Methods for statistical details) are indicated as follows: * P , 0.05; ** P , 0.01; *** P , 0.001; ns, nonsignificant. from good foraging sites (Stahl et al. 2001) . As a consequence of either or both of these processes, young individuals will have lower fuelling rates, and thus, achieve departure fuel stores later (Heise and Moore 2003) . Alternatively, young birds might behave in a riskadverse fashion (Schaub and Jenni 2001, Bayly 2006) , and therefore, either leave wintering and stopover sites with extra fuel stores or have higher threshold values. It should be noted that in Pink-footed Geese, families disassociate in late winter, with very few instances of families traveling together on spring migration recorded (J. Madsen, unpublished data). Another explanation for the different behavior of young birds is that they only migrate to test the breeding grounds rather than actually striving to breed. Therefore, they might be less time constrained as there is no pressure on them for timely arrival.
To our knowledge, this is the first explicit demonstration that the degree to which birds integrate these environmental variables in their departure decisions changes en route: While in Denmark, local accumulated temperature (k), day length, and their interaction significantly explained departure dates; in mid-Norway and in northern Norway, only the temperature term (k) remained explanatory. Moreover, these factors not only changed qualitatively but also quantitatively, e.g., coefficients for k decreased from site to site as the birds move northwards, indicating a reduction in k's influence on migration scheduling. Thus, birds in Denmark determine when they should initiate migration using day length as a strong, dominant proxy (''zeitgeber'') for time of the year. Earlier studies have already characterized the role of photoperiod as ''permissive'' (Hau and Gwinner 1997 ), e.g., for initiating migratory restlessness (Gwinner 1996a, Helm and Gwinner 2005) , gonadal development (Beebe et al. 2005) , or egg laying (Lambrechts et al. 1996) . Thus, day length dictates the possible time frame in which a given activity can be successfully performed and within which synchronization with other factors comes into play. The interaction term between both, which our model has shown to be significant only in Denmark, supports this: Temperatures will be more relevant on longer days. Thereafter, in mid-Norway and northern Norway, birds do not react to photoperiod anymore (a phenomenon referred to as photorefractoriness; Beebe et al. 2005 ) because once migration has commenced, there remains only the need to adjust the speed of northward progression to prevailing climatic conditions. Besides, in the northerly sites, the dark period becomes shorter as the season progresses, disappears eventually completely in the high North, and plays, thus, only a minor role.
This provokes the question: What information can the birds actually infer from these changes in day length and temperatures? The birds cannot foresee the conditions they will encounter at a distant site on departure from the preceding site. However, it would be highly energy inefficient if they would depart only needing to return due to adverse conditions on the following site. Although such behavior has been observed, it has mainly been described in passerines (Richardson 1978 , Å kesson 1999 , Thorup 2004 , its frequency remains obscure, and neckband and satellite transmitter studies of larger birds such as geese and swans suggest that this behavior is an exception rather than the norm: In our well-studied species it has never been observed (e.g., Glahder et al. 2006; J. Madsen, unpublished data) . Thus, local environmental factors must reliably inform the birds about the conditions on the destination site. The identified best a's indicate that the birds ''integrate'' temperatures over two to three months and, hence, react to general vegetation development (cf. Menzel et al. 2001, Fitter and Fitter 2002) . Similar weather conditions in relevant periods indicate similar growth stages of vegetation and, therefore, if climatic variables were correlated over certain distances, they might be used by the geese to predict the approximate food availability on the following stopover site(s). Indeed, April and May temperatures are significantly correlated between the sites (Table 2) . However, the degree to which conditions on a future site can be predicted from conditions on the actual site differs with distance: While the Danish conditions can predict temperatures in mid-Norway, the reliability of these predictions lessens for the conditions further north, that is, for northern Norway and even more for Svalbard. Similarly, temperatures in mid-Norway were a good indicator for conditions in northern Norway, but again, less so for Svalbard. Moreover, there was considerable variation in these correlations between years such that, in some years, conditions were only slightly or not correlated (not shown).
What, then, are the implications of our findings with regard to projected climatic changes? Climate change may alter the correlation between climatic variables in the wintering and breeding areas as temperature trends differ between regions (Luterbacher et al. 2004 ). Consequently, species or populations wintering closer to their breeding areas and/or staging for longer or more often during migration should be better able to adjust to climate change. Although long-distance migrants wintering south of the Sahara are thought to rely mainly on internal rhythms and photoperiod to schedule their migration (Berthold 1996 , Gwinner 1996b , it has recently also been found that environmental conditions in the wintering areas and temperatures en route are important (Ahola et al. 2004 , Saino et al. 2004 , Hu¨ppop and Winkel 2006 . However, whether and how well short-and long-distance migrants can adjust to climate change by phenotypic plasticity will depend on the nature of the relevant factors. The environmental factors affecting migratory timing in Pink-footed Geese identified here include local accumulated temperatures (susceptible to climate change) and day length (not affected by any change to the climatic regime). This means that the relationship between photoperiod and general advancement of spring, on which the geese are reliant for successful timing of their departure from wintering and staging grounds, is likely to change in the future under ongoing climate change. Consequently, the geese may be leaving too late and arriving too late at the breeding grounds to breed successfully. Coping with this uncoupling of environmental factors (or cues) requires a microevolutionary change of the way in which the geese respond to photoperiod. Genetic variation in the timing of autumn migration in relation to photoperiod has been demonstrated in warblers (Pulido et al. 2001, Pulido and Widmer 2005) . Assuming a similar genetic component in geese, the possible microevolutionary change is, however, likely to be too slow to keep up with the rate of climate change (cf. Parmesan 2006 , Gienapp et al. 2007 , 2008 . In contrast to this, the temperature dependency of the timing of migration suggests that the geese can advance their spring migration by phenotypic plasticity, as long as conditions on successive stopover sites remain correlated and temperatures in one place continue to provide reliable proxies on conditions on next site. However, temperature increases induced by climate change have been heterogeneous in time and space (Easterling et al. 1997 , Luterbacher et al. 2004 ) and photoperiod, which is used as a factor to determine departure, will not change. Consequently, the phenotypic plastic response to spring temperature will enable the geese to track changes in their environment to some extent. It is however, unclear whether this response will be sufficient since photoperiod will not change and an evolutionary change in phenotypic plasticity is probably too slow. A resulting mismatch between arrival time at the breeding grounds and quality and quantity of the geese's food supply could reduce their reproductive success with consequences at the population level in the long term.
