. A typical HFT is calibrated in such a manner that the thermopile output indicates the heat flux normal to the HFT surface [1] . While HFT calibration relates to steady state conditions, HFT can also be used under transient conditions if the transducer is calibrated as a function of temperature and if the transducer has a response period much shorter than that of the tested system. An alternative approach is to reduce the effect of short-term responses by locating the transducers between two layers of insulation, as is done in the Roof Thermal Research Apparatus at the Oak Ridge National Laboratory [2] .
While Wilkes [2] compared measured and calculated heat fluxes, Anderlind [3] applied a multiple regression analysis of in situ heat flux measurements to derive information on the thermal resistance of loose fill insulation in an attic space. More detailed analysis was presented by Courville and Beck [4] , who reviewed various techniques for calculating the thermal properties of insulations from transient heat flux measurements.
The method presented in this paper employs similar principles to the multiple regression technique reported by Anderlind [3] and the sum of least squares technique introduced by Courville and Beck [4] , but differs in details of calculations and measurements. Instead of using a small HFT, the reference material has a surface area as large as that of the test material. This eliminates the increase of heat flow at the edges of the HFT and permits using a permeable reference material, viz. glass fiber insulation. Both the thermal conductivity and the heat capacity of the reference material must be known as a function of temperature. The measurements required for application of the heat flux comparator (HFC) technique involve only the temperatures of the free surfaces of the test specimen and the reference material and at the interface of the two (see Figure 1 ). This implies that HFC technique can be used for field measurements on existing structures, for materials forming sides of an outdoor exposure box (as in this paper), or for laboratory measurements performed under varying environments.
A numerical algorithm developed in this work optimizes the thermal properties of the test specimen to correspond to the changing temperatures FIGURE 1. Placement of thermocouples on surfaces of the test and the reference specimens as used m the actual field study [11 In Equations (2) where ~o and {3 are the thermal conductivity at 0°C and the temperature coefficient of thermal conductivity, respectively, then, fl-function is related to temperature as follows:
The calculations are performed with a numerical approximation of the energy conservation equation, Equation (3) . To derive such an approximation, both the reference and test specimens are divided into N layers, numbered so that the outer surface of each material is the first position and the contact surface is (N + 1) position (see Figure 2) . The and for one time step back, Equation (7) calculates the l1-function at the time point &dquo;t -6&dquo; from the value of 77 at time zero:
Substituting the 17-function for backward and forward differences, one and two tline steps backward into Equation (3) , and rearranging yields:
By rearranging and solving Equation (8) where A, is the matrix defining coefficient of each q-function at time t, X, is the vector of the q-function at time t, and K, is the solution matrix defined by the previous ~-function values at time steps t -6 and t -26. This system of equations is solved by Cacamburas [8] with the tri-diagonal matrix algorithm (TDMA) introduced by Pantakar [9] . The application of TDMA is also described in Reference [10] .
For each time step, two heat fluxes are calculated-one for the reference and one for the test specimen. (Thermal properties of the test specimen are initially guessed.) The heat fluxes through the contact plane are matched using optimization of linear regression parameters. An iteration technique involves two algorithms, one optimizing the thermal conductivity coefficient and the other the specific heat selection. These algorithms start with assuming one parameter, e.g., intercept of thermal conductivity, and change the second parameter, i.e., temperature coefficient of thermal conductivity, recording the standard error of each calculation. Then, the iteration is repeated while changing the first parameter. This is done for selected in--crease or decrease of the second parameter.
The calculation continues with a pair of parameters that give a regression slope of one and the lowest standard error. In this step, however, the increase or decrease of the selected parameter is equal to half of that in the previous step. The calculation continues as long as any of these iterations produce a standard error smaller than the one previously calculated.
Further details of the HFC computer code may be found in the report of Cacamburas [8] Figure 3) . This permits the use of four different criteria for analysis of uncertainty, namely: The absolute values of heat fluxes are chosen instead of the relative difference in these two heat fluxes, for instance (Q, -Q,)/Q,. The latter measure would depend on the value of the reference flux and cause excessive errors when the heat flux approaches zero. To illustrate the effect of heat flux reversals which are caused by solar radiation during a cold and sunny day, Figure 4 shows the standard error of the ratio of (Q, -Qs)/Qr. Figure 6) . A large scatter can also be caused by a large random variation of heat flux established on the reference material, an effect likely attributed to the error in the temperature measurements.
Curvature or Non-Zero Intercept of the Regression Line These two kinds of deviations from a straight line passing through the origin of the coordinate system may be observed on graphic representation of data (note that graphics are included in the HFC code). Figure 7 illustrates a deviation in the heat flux calculations performed on the same experimental data as those shown in Figure 3 _ ters (intercept and temperature coefficient in thermal conductivity and constant specific heat), it was necessary to perform several series of calculations to assess the reliability of this calculational model. These calculations are described below.
Sensitivity to a Change in Material Properties
The sensitivity analysis was performed exclusively for low density thermal insulating materials. This analysis was performed with a sinusoidal data set generated to determine how the specific changes in material properties, time step or distance between two adjacent grid points would affect an error w' of the HFC calculations based on the same time step (e.g., 10 minutes). This analysis was compared with results obtained by Stephenson [5] and provided valuable information about response to specific changes in the input data (see Table 1 ).
Changing the thickness of the specimen has the most significant effect on the standard error. Overestimating the specimen thickness caused the specimen heat flux to fall below the reference heat flux. Conversely, increasing [4, 5] .
This analysis indicates that material properties such as thickness and density must be accurately measured for both reference and tested specimens. Thermal conductivity at the standard test conditions (room temperature) must also be carefully measured for each reference specimen. Determination of the temperature coefficient of thermal conductivity for each reference specimen appears less important.
Sensitivity to a Change in Calculation Parameters Increasing the number of grid points for each material layer and reducing the duration of time steps at which the temperature measurements are taken Muzychka [7] , assuming that temperature variations between time steps are small because of the short time step used in these calculations (10 minutes) and that uncertainty in 1]-function is the same for each point of the material, showed that the relative uncertainty of Equation (5) An overall uncertainty in the thermal conductivity coefficient determined during the analyzed application of the test method has been found to be between 4 and 7 percent [7] . Approximately 3.5 percent was attributed to thickness and density determination and thermal properties of the referenct material, and 0.5 to 3.5 percent was attributed to uncertainty in thermal properties of the tested material.
APPLICATION OF THE HFC CODE TO FIELD MEASUREMENTS
A roof exposure box which houses 600 X 600 mm square test specimens is shown in Figure 8 [11] . A reference material (glass fiber board with average density of 112 kg/m3 and 24.4 mm thickness) was placed on a 12 mm thick plywood substrate. As shown in Figure 1, The surface temperatures were recorded at two-minute intervals and averaged for each ten minute period by an automated data acquisition system [7] . Field measurements were started at the beginning of February; however, FIGURE 8 . A roofing exposure box as used for measuring the thermal resistance of different polymeric foams manufactured with non-CFC blowing agents [11] . large temperature variations inside the exposure box coupled with daily and periodic temperature variations that occurred during the early spring made the calculations imprecise. Kossecka et al. [12] , discussing the effect of thermal mass distribution within the wall on a transient heat flux that would be measured on a wall surface, showed that the heat flux is generally more sensitive to the temperature difference in the vicinity of the analyzed surface than in the vicinity of the opposite surface. As HFC analysis is solely based on temperatures measured on each surface of the reference material, the analysis [12] implies the need to reduce the &dquo;noise&dquo; temperature fluctuations on the inner surface of the reference material.
Indeed, when the temperature control within the exposure box was improved (namely, the electric baseboard heater was replaced with a large capacity heating/cooling bath and heat exchanger and a continuously operating fan), the precision of HFC calculations was significantly improved. Therefore Figure 9 shows the thermal resistance of EPS and XPS foams determined with the HFC computer code and recalculated to mean temperature of 24°C, i.e., the temperature used in standard laboratory testing. Figure 9 shows a high repeatability of thermal resistance determined with different reference specimens; in addition, it shows that the difference between tests performed with sealed and open GFI specimens is small. Furthermore, R-values of the EPS foam measured under laboratory conditions were practically identical to those measured under field conditions. Thermal resistivity of 23.7 (m K)/W was determined under field conditions, while eight laboratory tests gave a mean value of 23.95 (m K)/W with a standard deviation of 0.32 (m K)/W [11] . This figure also shows that thermal resistance was determined with high precision during all the seasons except for the period of early spring (410 to 430 days in Figure 9 ). A probable cause for the anomaly shown in Figure 9 is discussed below.
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