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Using firm-level innovation survey data, this research examines several important 
facets of innovation, including innovation strategy, innovation in services, innovation 
networks, and public innovation support.  This dissertation consists of four essays 
which intend to fill a number of conceptual and empirical gaps in the innovation 
literature.  Each essay constitutes a separate chapter. 
 
Exploration and exploitation are fundamentally different logics, which require disparate 
structures, processes, strategies, capabilities and cultures, and compete for firms’ 
limited resources.  In the first essay (Chapter 3), I extend the exploration vs. 
exploitation construct to define innovation strategy—explorative innovation strategy 
vs. exploitative innovation strategy, and test how exploration and exploitation can 
jointly influence firm performance.  I find that there is a positive interaction effect 
between the two strategies on firm performance (“fit as moderating”) and that the 
relative imbalance (absolute difference) between the two strategies is negatively related 
to firm performance (“fit as matching”). 
 
While most knowledge-intensive business services (KIBS) studies focus on their 
functions as innovation agent in innovation systems, in the second essay (Chapter 4), I 
focus on the innovation behavior of KIBS firms in their own right by investigating how 
knowledge interaction with manufacturing clients influences KIBS firms’ innovation 
behavior.  I find that knowledge interaction is positively related to the propensity and 
intensity of KIBS firms’ innovation. 
 
 x
A central argument of much of the innovation network research focuses on the 
importance of spatial proximity of the participating actors of innovation networks.  In 
the third essay (Chapter 5), rather than seeing the two as mutually exclusive or one is 
more important than the other, I suggest that global networking can be viewed as 
complementary or adding strength to local embeddedness.  I find that manufacturing 
firms in Singapore are likely to form innovation linkages both locally and globally, and 
that there is a significant positive interaction effect between local embeddedness and 
global networking on firm innovation performance. 
 
In spite of extensive adoption of public innovation support programs, the evidence on 
the impact of such government intervention on stimulating innovation in the recipient 
firms has been inconclusive.  This inconsistency in the empirical evidence indicates the 
need for further micro-level studies on how public innovation support interacts with 
internal organizational variables.  In the fourth essay (Chapter 6), I propose that the 
effectiveness of public innovation support may be contingent on certain organization 
variables, e.g., firms’ internal climate for innovation.  I find that the positive 
relationship between public innovation support and firm innovation activities is more 
likely to be observed in firms with a “promotive” internal climate for innovation, rather 
than in firms with a “restrictive” one. 
 
The four essays in this dissertation draw upon a diverse literature to study firm 
innovation and make a number of contributions to the literature.  Findings of this 
research are helpful to answer several important research questions regarding 
innovation strategy, determinants and performance, and public policy evaluation. 
 
 xi




In this chapter, I introduce the dissertation, summarize the key findings and 
contributions, and provide an organizing framework for the following six chapters. 
 
1.1 OVERVIEW AND MOTIVATION 
Firms are under greater pressure to innovate due to increasing speed of technology and 
market change.  The rise of the “New Economy” has led to growing recognition of the 
importance of innovation as a critical source of competitive advantage not only at firm 
level but also at country level.  Using firm-level innovation survey data, this research 
examines several important facets of innovation, including innovation strategy, 
innovation in services, innovation networks, and public innovation support.  This 
dissertation consists of four essays which intend to fill a number of conceptual and 
empirical gaps in the innovation literature.  Each essay constitutes a separate chapter.  
Table 1-1 provides a summary of the research questions, hypotheses, key findings and 
contributions of each essay. 
 
Innovation strategy  A fundamental concern of the innovation literature is how 
innovation actually influences firm performance.  The first essay (Chapter 3) applies 
the exploration vs. exploitation construct in organization learning (March, 1991) to 
study the impact of innovation strategy on firm performance measured by average sales 
growth rate.  Exploration and exploitation are fundamentally different logics, which 
require disparate structures, processes, strategies, capabilities and cultures, and compete 
for firms’ limited resources.  There is a tension between exploration and exploitation.  
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One the one hand, adaptation to existing environmental demands may foster structural 
inertia and reduce firms’ capacity to adapt to future environmental changes and new 
opportunities (Hannan and Freeman, 1984).  On the other hand, experimenting with 
new alternatives reduces the speed at which existing competencies are improved and 
refined (March, 1991).  This tension tends to suggest that increase in explorative efforts 
should come at a cost of decrease in exploitative efforts, or marginal benefits from 
exploitation are forfeited to achieve marginal benefits from exploration, implying the 
possibility of substitutive relationship between exploration and exploitation.  This 
trade-off perspective between exploration and exploitation predicts that they drive out 
each other, and few firms can be successful at both exploration and exploitation. 
 
However, March (1991) also suggested that maintaining an appropriate balance 
between exploration and exploitation is critical for firm survival and prosperity.  The 
need for an appropriate balance between exploration and exploitation has been most 
cogently crystallized by Tushman and O’Reilly’s (1996) conceptualization of the 
ambidextrous organization.  They predicted that an ambidextrous firm that is capable of 
operating simultaneously to explore and exploit is likely to achieve superior 
performance than firms specializing in either exploration or exploitation alone.  As far 
as I know, empirical evidence for the ambidexterity hypothesis remains anecdotal and 
inconclusive in the literature.  Neither the trade-off nor the balance perspective between 
exploration and exploitation has carefully investigated how exploration and 
exploitation can jointly influence firm performance in the literature. 
 
In Chapter 3, I extend the exploration vs. exploitation construct to define innovation 
strategy—explorative innovation strategy vs. exploitative innovation strategy, assuming 
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firms have to allocate attention and resources between innovation activities with 
explorative vs. exploitative objectives.  I test how the balance between the two 
innovation strategies influences firm performance in terms of both “fit as moderating” 
and “fit as matching” (Venkatraman, 1989).  While “fit as moderating” implies a 
positive interaction effect on firm performance between explorative and exploitative 
innovation strategies, “fit as matching” indicates that the relative imbalance (absolute 
difference) between explorative and exploitative innovation strategies is negatively 
related to firm performance. 
 
Innovation in services  While much of the innovation literature focuses on 
manufacturing firms, there is now growing recognition that innovation in services is 
just as important.  The second essay (Chapter 4) focuses on innovation in a particular 
service sector—knowledge-intensive business services (KIBS).  The KIBS sector 
constitutes one of the characteristics of the rise of knowledge-based economy, and is 
one of the most dynamic components of the services sector in most industrialized 
countries (Muller and Zenker, 2001; Strambach, 2001).  KIBS firms’ innovation efforts 
extend far beyond their internal organizations to the service relationship and directly 
into the domain of service clients by providing competence-enhancing knowledge 
services to their clients.  The SI4S (Services In Innovation, Innovation In Services) 
project summarized three functions that KIBS play in innovation systems—facilitator, 
carrier and source of innovation (Hauknes, 1998). 
 
Most KIBS studies are dominated by concerns about how they positively affect the 
innovation process of client firms.  However, KIBS firms and their clients often work 
in a symbiotic relationship, and the interactive service relationship between KIBS firms 
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and their clients is essentially a bilateral learning process that benefits both KIBS users 
and providers.  Muller and Zenker’s study (2001), among the first, provided empirical 
support to the important “virtuous innovation cycle hypothesis” that the interaction 
between KIBS firms and their clients should mutually contribute to their respective 
innovation capabilities.  Although Muller and Zenker’s empirical evidence is 
encouraging, one major weakness is that their study was based on direct Chi-square 
test, without controlling for many other factors which would also shape KIBS firms’ 
innovation behavior.  Moreover, they used a rather vague measure of the presence of 
“innovation-related interaction” (i.e., dummy variable) which was not clearly defined. 
 
In Chapter 4, I focus on the innovation behavior of KIBS firms in their own right rather 
than their supporting role as the innovation agent for their clients.  I define knowledge 
interaction as how frequently KIBS firms provide four types of innovation support to 
manufacturing clients: product innovation, process innovation, organizational 
innovation and market development.  I use a linear combination of the four types of 
innovation support to test how such knowledge interaction with manufacturing clients 
can also shape KIBS firms’ innovation behavior. 
 
Innovation networks  Firms seldom innovate in isolation, but through 
innovation networks with multiple actors, such as customers, suppliers, producer 
services firms, competitors and research institutes.  The third essay (Chapter 5) 
examines the spatial pattern of innovation networks and its impact on firm innovation 
performance.  A central argument of much of the innovation network research focuses 
on the importance of spatial proximity of the participating actors of innovation 
networks (see Sternberg, 1999; Arndt and Sternberg, 2000 for a review).  All the major 
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theoretical approaches to analyzing innovation networks—innovative milieu (Camagni, 
1991), industrial district and flexible specialization (Marshall, 1919; Hirst and Zeitlin, 
1989), national innovation system (Lundvall, 1992) and regional innovation system 
(Cooke et al., 1997), and industrial cluster (Porter, 1990; OECD, 1999a)—have argued 
for the importance of spatial proximity, or “local embeddedness”, of the innovation 
process.  The underlying assumption for their common focus on locality of innovation 
networks appears to be the localized nature of knowledge spillovers. 
 
The focus on local embeddedness in the innovation research literature stands in strong 
contrast to the growing populist writing about increasing globalization leading to “the 
death of distance” and “the end of geography”.  In particular, there has also been an 
emerging research literature showing growing internationalization of innovation 
networks as well (see e.g., Ernst 1999: Hagedoorn, 2002; Howells, 1990).  While 
proponents of local embeddedness have emphasized the high cost of developing and 
maintaining innovation networks across long geographic distance, recent studies 
suggest that a number of globalization forces, especially the rapid advances and 
diffusion of information and communication technology (ICT), are making it possible 
and/or necessary for firms to engage in more distant innovation collaboration. 
 
In Chapter 5, I analyze the limitations of local networks, and propose a more balanced 
view that recognizes the need for firms to reap benefits of both local embeddedness and 
global networking.  Rather than seeing the two as mutually exclusive or one is more 
important than the other, I suggest that global networking can be viewed as 
complementary or adding strength to local embeddedness.  I test the complementarity 
between local embeddedness and global networking in terms of both behavioral and 
 5
                                                                                                                             Chapter 1 
performance impact.  Firstly, in terms of networking behavior, I hypothesize that there 
is a positive correlation between a firm’s propensity to form local and global innovation 
networks.  Secondly, I hypothesize that firms that engage in both local and global 
innovation networks will achieve better innovation performance, i.e., there is a positive 
interaction effect between local embeddedness and global networking. 
 
Public innovation support  Public innovation support is a prevalent practice 
among OECD countries and some developing countries.  The fourth essay (Chapter 6) 
explores how firms’ internal climate for innovation moderates the impact of public 
innovation support on firm innovation behavior.  The vast literature on the market 
failure associated with technological innovation has shown that reliance on market 
alone will result in under-investment in innovation by profit-seeking firms, from a 
social point of view.  The likelihood of under-investment in innovation justifies the 
desirability of public support for private innovation activities to correct for the market 
failure in the production and/or application of scientific and technological knowledge. 
 
In spite of extensive adoption of public innovation support programs, the evidence on 
the impact of such government intervention on stimulating innovation in the recipient 
firms has been inconclusive.  David et al. (2000) surveyed the body of econometric 
evidence accumulated over the years since Blank and Stigler (1957) first attempted to 
test for a complementary or substitutive relationship between public support and private 
R&D.  Among 33 studies included in their review, one third of the cases reported that 
public R&D funding behaved as a substitute for private R&D investment, sixteen cases 
concluded a complementary relationship, and the remaining six cases showed either 
insignificant or mixed results.  This inconsistency in the empirical evidence indicates 
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the need for further micro-level studies on how public innovation support interacts with 
internal organizational variables.  As pointed out by Bozeman and Link (1983), much 
of the literature on the impact of public policy on firms’ innovation suffers from the 
limitation that the firm is treated as a unitary actor with overly simplified rationality 
assumptions.  This simplification largely ignores much of the recent developments in 
organizational behavior research. 
 
In Chapter 6, following Bozeman and Link’s suggestion, I propose that the 
effectiveness of public innovation support may be contingent on certain organization 
variables, e.g., firms’ internal climate for innovation.  In particular, I hypothesize that if 
there is a positive relationship between public innovation support and firm innovation 
activities, this phenomenon is more likely to be observed in firms with a “promotive” 
internal climate for innovation, rather than in firms with a “restrictive” one. 
 
1.2 KEY FINDINGS 
In the first essay (Chapter 3), I use both hierarchical regression and structural equation 
modeling (SEM) to test how exploration and exploitation can jointly influence firm 
performance in the context of innovation strategy.  Firms carry out innovation projects 
with different strategic objectives.  Factor analysis reduces these innovation objectives 
into two variables—explorative innovation strategy and exploitative innovation 
strategy.  I use three-year average sales growth rate to proxy firm performance.  Firstly, 
I find innovation strategies influence firm performance through two intermediary 
variables—product and process innovation intensities.  Secondly, both hierarchical 
regression and SEM show that explorative and exploitative innovation strategies jointly 
influence firm performance besides their main effects on firm innovation performance.  
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The ambidexterity hypothesis is confirmed in terms of both “fit as moderating” (H1a) 
and “fit as matching” (H1b) with a weaker support from “fit as matching”.  The third 
interesting finding in Chapter 3 is that when the criterion to be ambidextrous becomes 
more stringent, the relationship between ambidexterity and firm performance becomes 
less and even not significant.  It seems to suggest that firms may run into organizational 
difficulties when pursuing both strategies equally aggressively, causing the positive 
interaction effect to disappear. 
 
In the second essay (Chapter 4), I use Logistic and Tobit regression to test how 
knowledge interaction with manufacturing clients influences KIBS firms’ innovation 
behavior (H2).  KIBS firms provide four types of innovation support to manufacturing 
clients.  I measure knowledge interaction as a linear combination of the four types of 
innovation support.  I find that knowledge interaction is positively related to the 
propensity of KIBS firms to innovate, to do R&D, and to collaborate with R&D 
institutes/universities for innovation. Knowledge interaction is also found to be 
positively related to KIBS firms’ innovation spending intensity, diversity of innovation 
activities, and new services intensity, but not R&D spending intensity. 
 
In the third essay (Chapter 5), I measure local embeddedness and global networking as 
the number of different types of innovation collaboration partners in Singapore and the 
advanced economies (North America, EU and Japan) respectively.  Product innovation 
intensity is used to proxy innovation performance.  Firstly, I find that manufacturing 
firms in Singapore are likely to form innovation linkages both locally and globally 
(H3a).  Secondly, there is a U-shaped pattern of innovation collaboration with 
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geographic distance when an intermediate spatial scale, ASEAN1, is added into the 
picture.  Therefore, manufacturing firms in Singapore tend to collaborate more with 
partners located in distant advanced economies than with partners located in less 
advanced neighboring countries.  Thirdly, I find a significant positive interaction effect 
between local embeddedness and global networking on innovation performance (H3b). 
 
In the fourth essay (Chapter 6), I use sub-group regression to test the hypothesis (H4) 
that predicts the positive relationship between public innovation support and firm 
innovation behavior is more likely to be found in firms with a promotive internal 
climate for innovation, rather than firms with a restrictive one.  Factor analysis 
generates two dimensions of internal climate for innovation—organizational policies 
and individual attitudes towards innovation.  Eight dependent variables are used to 
measure firm innovation input, output and collaboration.  For most dependent variables, 
I find the two dimensions of internal climate for innovation significantly moderate the 
relationship between public innovation support and firm innovation behavior (H4).  I 
also find that the impact of public innovation support may become obscured if the 
moderating effect of firms’ internal climate for innovation is not taken into account.  
Another interesting finding is that firms with a promotive internal climate rate the 
external environment for innovation in Singapore significant higher than do firms with 
a restrictive internal climate.  It seems that firms with a promotive internal climate have 
a more optimistic perception of the external environment for innovation, and hence are 
more predisposed to act on the opportunities created or facilitated by public innovation 
support programs. 
 
                                                 
1 Association of South East Asian Nations, including Brunei, Cambodia, Indonesia, Laos, Malaysia, 
Myanmar, Philippines, Singapore, Thailand, and Vietnam. 
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1.3 CONTRIBUTIONS TO THE LITERATURE 
This research generates a number of interesting findings that add to our understanding 
of several important research questions regarding innovation strategy, determinants and 
performance.  Chapter 3 is rooted in organizational learning literature, but implemented 
as an innovation strategy study.  Chapter 4 focuses on how knowledge interaction with 
manufacturing clients shapes KIBS firms’ innovation behavior.  Chapter 5 is closely 
related to innovation geography literature by examining the spatial pattern of 
innovation networks and its impact on innovation performance.  Chapter 6 focuses on 
how organizational variables influence the effectiveness of public innovation support.  
The four essays in this dissertation draw upon a diverse body of literature to study firm 
innovation and make a number of contributions to the literature. 
 
The first essay (Chapter 3) makes certain contributions to organization and strategy 
research.  I provide clear and comprehensive support to the ambidexterity hypothesis 
which is originated from organization learning research.  It also makes a 
methodological contribution by developing a path model to test the ambidexterity 
hypothesis in terms of both “fit as moderating” and “fit as matching”.  This essay 
highlights the importance of ambidexterity in innovation strategy.  Firms can be seen as 
a dialectic being that have “synthesizing capability” to embrace contradicting forces, 
and derive benefits from balancing exploration and exploitation.  However, there may 
be limits to ambidexterity, possibly due to organizational tensions inherent between 
exploration and exploitation may become unmanageable when both strategies are 
pushed to extreme limits. 
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The second essay (Chapter 4) distinguishes itself from existing KIBS literature by 
examining the feedback effect from knowledge interaction with manufacturing clients 
on KIBS firms, rather than their supporting role as the innovation agent in innovation 
systems.  Not only do a significant proportion of KIBS firms provide innovation 
support to manufacturing clients, but also there is a significant positive relationship 
between innovation behavior of KIBS firms and their engagement in this knowledge 
interaction process, thus confirming the “virtuous innovation cycle hypothesis” (Muller 
and Zenker, 2001).  Therefore, policy makers should take a holistic, interactive system 
view of the effect of innovation policy, and focus on how to promote the learning 
interaction and knowledge transfer between manufacturing and services. 
 
The findings from the third essay (Chapter 5) are in contrast with the mainstream 
innovation geography literature which often emphasizes the importance of spatial 
proximity in the innovation process.  It seems that spatial proximity in innovation 
collaboration is more pronounced for firms located within relatively homogeneous 
regions with comparable levels of economic and technological development.  When 
such a condition does not hold, as in the ASEAN region, the quality of partner becomes 
more prominent than spatial proximity, as shown by the geographic “leapfrogging” of 
Singapore manufacturing firms in innovation collaboration.  This result strongly 
indicates an under-recognition of the importance of longer-distance innovation 
networks in the literature.  By showing the complementarity between local 
embeddedness and global networking, I suggest firms should learn to manage its 
innovation networks at both local and global scales to maximize their synergies.  An 
important policy implication from this essay is that policy makers should encourage the 
co-development of both local and global innovation networks.  For developing 
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countries in particular, global linkages may well be necessary to compensate for 
initially weak domestic linkages. 
 
The fourth essay (Chapter 6) looks “inside the black box” to evaluate the effectiveness 
of public innovation support.  This essay makes an attempt at correcting the negligence 
of organizational variables in innovation policy research.  By allowing internal climate 
for innovation to moderate firms’ response to public innovation support, the finding of 
this essay may reconcile the conflicting evidence in the literature.  From a policy point 
of view, this essay suggests the need to consider organizational variables in the 
formulation, implementation and evaluation of public innovation programs.  Moreover, 
I also find both of the two dimensions of internal climate for innovation, individual 
attitudes and organizational policies, are important moderating variables.  Therefore, 
besides encouraging organizational and management improvements of firms, public 
policy should also look into the need to change the values, mindsets and attitudes of it 
population towards innovation in general.  This essay is also of interest to managers 
and management research because it clearly shows that how much a firm can gain from 
public innovation support depends very much on the firm itself. 
 
1.4 ORGANIZING FRAMEWORK OF THE DISSERTATION 
This dissertation is structured as follows.  Chapter 2 explains the data source of this 
research—three innovation surveys, two in Singapore (manufacturing and KIBS), one 
in the State of Penang in Malaysia (manufacturing), and sampling frame is elaborated.   
Chapter 3 to 6 present the four essays, each with introduction, literature review, 
hypotheses, data and methods, results and discussion.  Due to the generic nature of 
innovation surveys, many parts of the surveys are not relevant to this research.  
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Therefore, relevant survey instruments are explained in each essay separately (detailed 
survey questionnaire is available upon request).  It is possible to read each essay 
without loss of understanding.  Chapter 7 provides overall conclusions and 
implications. 
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 Table 1-1. Summary of the Four Essays 
 Chapter 3 Chapter 4 Chapter 5 Chapter 6 
Research 
Questions 
Do exploration and exploitation enhance each 
other’s value, or detract from each other’s 
value?  How can exploration and exploitation 
jointly influence firm performance?  In the 
context of innovation strategy, can firms derive 
benefits from maintaining a balance between 
explorative innovation strategy and 
exploitative innovation strategy? 
How does the knowledge 
interaction with manufacturing 
clients shape KIBS firms’ 
innovation behavior? 
What is the spatial pattern of 
innovation networks of 
manufacturing firms in Singapore?  
Does global networking add 
strength to local embeddedness to 
positively influence firm 
innovation performance? 
How does internal organizational 
variable influence the effectiveness 
of public innovation support?  In 
particular, can firms’ internal 
climate for innovation moderate 
the impact of public innovation 
support on firms’ innovation 
behavior? 
Hypotheses H1a: There is a positive interaction effect on 
firm performance between explorative and 
exploitative innovation strategies (“fit as 
moderating”). 
H1b: The relative imbalance (absolute 
difference) between explorative and 
exploitative innovation strategies is negatively 
associated with firm performance (“fit as 
matching”). 
H2: KIBS firms that provide 
innovation support to 
manufacturing firms show higher 
levels of innovation behavior than 
KIBS firms that do not provide 
innovation support to 
manufacturing firms. 
 
H3a: There is a positive correlation 
between a firm’s propensity to 
form local and global innovation 
networks. 
H3b: Firms that engage in both 
local and global innovation 
networks will achieve better 
innovation performance, i.e., there 
is a positive interaction effect on 
innovation performance between 
local embeddedness and global 
networking. 
H4: The relationship between 
public innovation support and firm 
innovation behavior is 
significantly positive for firms 
with promotive internal climate for 
innovation, but not for firms with a 
restrictive one. 
Data Innovation survey in Singapore and the State of 
Penang in Malaysia (manufacturing) 
Innovation survey in Singapore 
(KIBS) 
Innovation survey in Singapore 
(manufacturing) 




Firm Firm   Firm Firm
Sample Size 206    181 145 145










 Table 1-1. Summary of the Four Essays (continued) 
 Chapter 3 Chapter 4 Chapter 5 Chapter 6 
Key 
Findings 
• Explorative and exploitative innovation 
strategies influence firm performance 
differently through two intermediary 
variables—product and process innovation 
intensities. 
• The ambidexterity hypothesis is confirmed 
by showing that there are both “fit as 
moderating” and “fit as matching” effect on 
firm performance between explorative and 
exploitative innovation strategies. 
• When the criterion to be ambidextrous 
becomes more stringent, the relationship 
between ambidexterity and firm 
performance becomes less and even not 
significant. 
• KIBS firms engaging in 
innovation support to 
manufacturing clients exhibit 
higher levels of innovation 
behavior (propensity to 
innovate or to do R&D, 
innovation spending intensity, 
new services intensity etc.). 
• Manufacturing firms are likely to 
form innovation linkages both 
locally (Singapore) and globally 
(North America, EU and Japan). 
• There is a U-shaped pattern of 
innovation collaboration with 
geographic distance—
manufacturing firms in 
Singapore tend to collaborate 
more with partners located in 
distant advanced economies than 
with partners located in 
neighboring countries. 
• There is a positive interaction 
effect between local 
embeddedness and global 
networking on innovation 
performance. 
• The positive relationship 
between public innovation 
support and firm innovation 
behavior (input, output and 
collaboration) is more likely to 
be observed in firms with a 
promotive internal climate for 
innovation than in firms with a 
restrictive one. 
• If this moderating effect is not 
taken into account, the impact 
of public innovation support on 
some aspects firm innovation 
behavior may be obscured 
• Firms with a promotive internal 
climate for innovation have a 
more optimistic perception of 





• Provide clear and comprehensive support to 
the ambidexterity hypothesis. 
• Make a methodological contribution by 
developing a path model to test the 
ambidexterity hypothesis. 
• Highlight the importance of ambidexterity 
in innovation strategy. 
• However, there may be limits to 
ambidexterity, possibly due to 
organizational tensions between exploration 
and exploitation may become 
unmanageable when both strategies are 
pushed to extreme limits. 
• There are positive feedback 
effects for KIBS firms from 
knowledge interaction with 
manufacturing clients, thus 
confirming the “virtuous 
innovation cycle hypothesis”. 
• Policy makers should take a 
holistic, interactive system view 
of the effect of innovation 
policy, and promote interactive 
learning between manufacturing 
and services. 
• There is an under-recognition of 
the importance of longer-distance 
innovation networks in the 
literature.  The quality of partner 
may be more important than 
spatial proximity. 
• Firms should learn to manage its 
innovation networks at both local 
and global scales to maximize 
their synergies. 
• Policy makers should encourage 
the co-development of both local 
and global innovation networks. 
• Look “inside the black box” to 
evaluate the effectiveness of 
public innovation support.  This 
is a possible way to reconcile 
previous conflicting empirical 
evidence. 
• Public policy should also look 
into the need to change the 
values, mindsets and attitudes 
of its population towards 
innovation in general. 
• How much a firm can gain from 
public innovation support 
depends very much on the firm 
itself. 
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CHAPTER 2 
THREE INNOVATION SURVEYS 
 
This chapter provides a detailed explanation of the data source of this research—three 
postal innovation surveys, two in Singapore (manufacturing and KIBS), one in the State 
of Penang in Malaysia (manufacturing).  Many innovation surveys have been launched 
to study various elements and relationships in innovation systems mostly in the OECD 
countries.  Perhaps the best-known of these are the Community Innovation Surveys 
(CIS) that covered most West European countries (see e.g., Archibugi et al., 1995).  
However, few innovation surveys have been conducted in Asia, and—prior to this 
research—none in Singapore and Malaysia.  The three surveys on which my thesis is 
based were designed and administrated by the NUS Entrepreneurship Centre during 
1999-2000.  Although I was not directly involved in the design and operation of the 
three surveys except some data compiling, recoding and cleaning work, I chose to use 
them for my PhD research because I found that they provided valuable information to 
study firm-level innovation in a less investigated non-OECD context. 
 
Like most innovation surveys, the two manufacturing surveys in this research followed 
the widely adopted Oslo Manual (OECD-EUROSTAT, 1997) wherever applicable.  In 
particular, the development of innovation collaboration instruments was greatly 
benefited from discussions with Dr. Javier Revilla Diez and Dr. Matthias Kiese at the 
department of economic geography of Hannover University, e.g. in terms of how to 
distinguish different types of partners for innovation collaboration and different spatial 
scales for innovation collaboration.  Some of such survey instruments were adapted 
from their work on innovation in several European regions (e.g. Fischer et al., 2001). 
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It has been controversial to apply manufacturing innovation survey instruments (e.g., 
the Oslo Manual) to study innovation in services.  Therefore, for the KIBS survey, 
while many variables common to the manufacturing survey were adopted, some 
adaptations were made to account for the peculiarities of services (see Section 2.3). 
 
As a newly industrialized economy (NIE), Singapore has accumulated considerable 
technological capabilities over the last three decades of rapid economic development.  
Singapore’s gross expenditure on R&D had increased nearly five-fold between 1990 
and 1999, reaching S$2.66 billion in 1999, or 1.84% of GDP.  This GERD/GDP ratio 
still falls behind Taiwan, Korea, and many developed countries, for example, Finland, 
Japan, USA, and Germany.  The number of research scientists and engineers (RSEs) 
per 10,000 labor force reached 70 in 1999 from 28 in 1990.  This figure is slightly 
above that of Taiwan and Korea, but it still lags behind countries like Japan and Finland 
(see Table 2-1, Table 2-2, and Table 2-3).  As its innovation intensities have 
approached the average level of OECD countries, there should have been a sufficiently 
large base of Singapore firms engaging in innovation activities. 
 
Table 2-1. R&D Expenditure and Research Scientists & Engineers in Singapore 
Private sector  Public sector Total R&D expenditure Year 
S$m % of total S$m % of total S$m GERD/GDP (%) 
RSE per 10,000 
labor force 
1990 309.5 54 262.2 46 571.7 0.86 27.7 
1991 442.1 58 314.7 42 756.7 1.02 33.6 
1992 577.5 61 371.9 39 949.3 1.19 39.8 
1993 618.9 62 379.3 38 998.2 1.07 40.5 
1994 735.2 63 439.8 37 1175.0 1.10 41.9 
1995 881.4 65 458.2 35 1366.6 1.16 47.7 
1996 1133.4 63 658.7 37 1792.1 1.39 56.3 
1997 1314.5 63 790.1 37 2104.5 1.50 60.2 
1998 1536.1 62 956.1 38 2492.3 1.80 65.5 
1999 1670.9 63 958.5 37 2656.3 1.84 69.9 
Source: National Survey of R&D in Singapore (NSTB, various years) 
a. GERD—gross expenditure on R&D 
b. RSE—research scientists and engineers 
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Table 2-2. International Comparisons—GERD/GDP Ratio 
Country GERD/GDP (%) 
Finland (1999) 3.11 
Japan (1998) 3.06 
USA (1999) 2.84 
Switzerland (1996) 2.73 
Korea (1998) 2.52 
Germany (1998) 2.29 
Taiwan (1998) 1.98 
Singapore (1999) 1.84 
United Kingdom (1998) 1.83 
Singapore (1998) 1.80 
Ireland (1997) 1.41 
                    Source: National Survey of R&D in Singapore (NSTB, 1999) 
a. GERD—gross expenditure on R&D 
 
Table 2-3. International Comparisons—RSE per 10,000 Labor Force  
Country RSE per 10,000 labor force 
Japan (1998) 96 
Finland (1998) 94 
USA (1993) 74 
Singapore (1999) 70 
Singapore (1998) 66 
Taiwan (1998) 66 
Germany (1998) 60 
Switzerland (1996) 55 
United Kingdom (1998) 55 
Ireland (1997) 51 
Korea (1997) 48 
                   Source: National Survey of R&D in Singapore (NSTB, 1999) 
a. RSE—research scientists and engineers 
 
Penang is a manufacturing hub in Malaysia.  Penang and Singapore enjoy similar 
social-economic environments. For example, 1) both are former island colonies of 
Britain, serving a role of entrepot in the early years; 2) both have a MNC-led economy 
with a strong base for electronics manufacturing (Hobday, 2000); 3) both are an 
overseas Chinese dominated society; and 4) both are making a push into biotechnology.  
Penang’s industrialization program began in 1972 with the establishment of the first 
Free Trade Zone in Malaysia.  Rapid industrialization of the last twenty years has seen 
the manufacturing sector emerging as the main engine of growth in Penang.  In 1999, 
the manufacturing sector contributed 52% of the state's GDP.  Although official data of 
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innovation intensities (such as GERD/GDP ratio and RSE per 10, 000 labor force) are 
not available, according to Penang Development Corporation (a government industrial 
promotion agency), innovation activities in Penang’s manufacturing sector may well be 
approaching the level of Singapore manufacturing firms. 
 
2.1 THE DEFINITION OF INNOVATION 
Innovation is a widely used concept and various definitions have been proposed to 
reflect the particular context of a specific study.  In general, innovation can be 
technological or organizational (see e.g., Damanpour and Evan, 1984; Poole and Van 
de Ven, 1989).  While organizational innovations involve changes to organizational 
structures and administrative processes, this research focuses on technological 
innovations which comprise new or technologically improved products/services and 
processes.  I chose this focus for the controllability of my research as well as due to the 
lack of survey instruments to study organizational innovation.2  This bias towards 
technological innovation cannot be regarded as neglecting the importance of 
organizational change in determining firms’ competitiveness.  On the one hand, 
adoption of new technologies often requires corresponding changes in the social system 
of an organization, or vice versa.  On the other hand, new technologies can realize their 
full potential only if combined with other organizational assets, such as new strategies 
and new structures.3  Damanpour and Evan (1984) actually found that the lag between 
the rates of adoption of the two types of innovations (“organizational lag” in their 
language) was negatively related to organizational performance. 
 
                                                 
2 The Oslo Manual, CIS-I, and CIS-II did not cover organizational innovations. 
3 For example, organizational change is believed to be indispensable for an organization to realize the 
growth potential of ICT (OECD, 2001). 
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This research adopted the Oslo Manual to define innovation as new or technologically 
improved products and processes.  The distinction between product and process 
innovation is well established since Schumpeter (1934).4  Following the Oslo Manual, 
product innovation was defined as a product new to the business or a substantially 
improved product, and process innovation was defined as a new or substantially 
improved production process through new equipment or re-engineering. 5   In this 
research, an innovation only needs to be new or improved to the firm in question; it 
does not need to be new to the world and/or the industry.  This broad interpretation of 
innovation is appropriate in the context of this research because, different from firms in 
advanced economies, firms in Singapore and Malaysia may not often generate world-
class innovation. 
 
A major concern with innovation surveys in services is co-terminality (or interactivity, 
co-production) of service production and consumption in time and space.  Close 
interaction between production and consumption is thought to cause difficulties in 
distinguishing between product and process innovation in services (see Miles, 2000a 
for a discussion).  However, Sirilli and Evangelista (1998) found that only a quarter of 
the innovation service firms in their Italian survey were unable to distinguish between 
product and process innovation.  Hipp et al. (2000) and Preissl (2000) also found that 
the distinction between product and process innovation was reasonably robust in 
empirical investigations, but it was difficult to maintain a clear distinction between 
process and organizational innovation in services.  In this research, the distinction 
                                                 
4 For Schumpeter (1934: 66), product innovation is “the introduction of a new good … or a new quality 
of a good”, and process innovation is “the introduction of a new method of production….a new way of 
handling a commodity commercially”. 
5 The European surveys (e.g., CIS-I and CIS-II) however, provided more details regarding what did and 
did not constitute a technological innovation.  This may have resulted in the European respondents 
having a narrower definition of innovation than the respondents in this research. 
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between product and process innovation was kept for the KIBS survey—product 
innovation was defined as new or substantially improved services, and process 
innovation was defined as new or substantially improved methods of service provision.6
 
As there is a considerable presence of foreign subsidiaries in both Singapore and 
Penang, for all essays in this thesis, Singapore (Penang)-unit-specific data are used for 
foreign firms because examining foreign MNCs’ overall innovation and performance is 
beyond the scope of this study.7  A major concern of using host-country-unit-specific 
data is transfer-price.  Transfer-price adjusted data are desirable but such information is 
hardly available.  However, the threat of transfer-price practice is not expected to be 
serious in the case of Singapore (and to a lesser extent Penang).  Transfer-price is 
basically a result of market failure, but Singapore is famous for its open, efficient and 
free market.  In Singapore, foreign MNCs are basically free to repatriate their overseas 
profit from Singapore to their home countries, and thus have less incentive to carry out 
transfer-price practice. 
 
2.2 THE SINGAPORE MANUFACTURING INNOVATION SURVEY 
One major data source of this research is the first National Innovation Survey 
(manufacturing) in Singapore.   This survey was conducted in 1999 by the Centre for 
Entrepreneurship of National University of Singapore (NUS), with the support of the 
Economic Development Board (EDB) of Singapore.  The sampling frame was 
                                                 
6 Miles et al. (1995) introduced “delivery innovation” as a specific category of innovation besides the 
conventional product and process innovation to describe innovation at the service provider-client 
interface.  But it has been rarely used in empirical investigations, and sometimes, it was embraced in 
process innovation.  For example, in Sirilli and Evangelista’s (1998: 898) study, process innovation in 
services was defined as “adoption of a production or delivery method which is new from a technological 
point of view”.  Similarly, in the CIS-II (Tether et al., 2001: 17), process innovation in services was 
defined as “new or significantly improved methods to produce or deliver services”.  The present research 
did not distinguish delivery innovation from process innovation. 
7 I am indebted to one of the three anonymous thesis examiners because his comments prompted me to 
clarify this important issue. 
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constructed from the EDB database which covered most manufacturing firms in 
Singapore.  The survey covered the four most important and largest manufacturing 
sectors in Singapore: electronics, chemicals, precision and process engineering, and 
transport engineering (see Appendix I for a decomposition of the sectors based on 
Singapore Standard Industrial Classification 1996 (SSIC 1996)).  The targeted sample 
of 1872 firms represented more than two thirds of the population of manufacturing 
firms in these sectors. 
 
1872 questionnaires (excluding closures, non-traceable relocations and cases turned out 
to be non-manufacturing) were mailed to the CEOs of these firms.  Missing data as well 
as doubtful or contradictory responses were clarified by telephone call-ups, or removed 
from the sample where clarification was not possible.  At the end of the survey, 371 
valid responses were received, with a response rate of 19.8%.  Respondents were either 
CEOs or Managing Directors.  Response rates varied slightly between sectors, ranging 
from 21.6% for chemicals to 19.0% for electronics (Table 2-4), but foreign and large 
firms had a higher response rate (Table 2-5).  136 of 371 (36.7%) respondents were 
foreign firms (30% or less locally owned).  This is not surprising because Singapore is 
a manufacturing hub for multinational corporations (MNCs) to locate their overseas 
manufacturing activities.   127 of 371 respondents (34.2%) had 100 or more employees. 
 
Five fields of information were solicited from the respondents: (1) general company 
details, (2) innovation activities, (3) internal climate for innovation, (4) external 
collaboration in innovation, and (5) evaluation of innovation environment of Singapore.  
To control for the fact that some of the sampled firms may be engaged in little 
technological innovation activities and hence it may not be meaningful to speak of 
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internal climate for innovation, innovation strategy and innovation networks, a 
minimum threshold of innovation activities was defined.  Following the Oslo Manual, 
respondents were regarded as innovating if they had introduced at least one of the 
following during the last three years: (1) a product new to the business or a 
substantially improved product (product innovation); (2) a new or substantially 
improved production process through new equipment or re-engineering (process 
innovation).  Non-innovating respondents were not required to offer information on (2) 
innovation activities, (3) internal climate for innovation, and (4) external collaboration 
in innovation.  This resulted in 145 usable observations of innovating firms for essay 3 
(Chapter 5) and essay 4 (Chapter 6) of the 371 valid responses.  There were relatively 
more innovating firms from two sectors: electronics and chemicals (Table 2-4). 
 
Table 2-4. Population, Sample and Response Rate of Singapore Manufacturing Survey 





Population b 261 502 1616 352 2731 
Targeted sample c 210 320 1032 310 1872 
Realized sample 
(valid responses) 
40 69 202 60 371 
Response rate d 19.0% 21.6% 19.6% 19.4% 19.8% 
Innovating firms 30 32 66 17 145 
Innovating ratio e 75.0% 46.4% 32.7% 28.3% 39.1% 
a. See Appendix I for a decomposition of the sectors based on SSIC 1996. 
b. Source: Report on the Census of Industrial Production 1997 (EDB, 1999). 
c. Source: EDB database. 
d. Response rate was not significantly related to sectors (Chi-square=.771, p=.856). 
e. Innovating ratio=innovating firms/valid responses. 
 
Response bias towards foreign and large firms in the Singapore manufacturing survey 
was not adjusted for data analysis for the following chapters for three reasons: (1) only 
data on 145 innovating firms were used, foreign and large firms in Singapore were 
more likely to innovate, and consequently more likely to answer the survey 
questionnaire (see e.g. Wong, 2001); (2) firm nationality and size were controlled for 
all the analysis; (3) it was impossible to reduce response bias by grossing up the 145 
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innovating respondents according to the nationality and size structure of the “targeted 
innovating sample” which was unknown. 
 
Table 2-5. Response Bias towards Foreign and Large Firms of Singapore Manufacturing Survey 
 Targeted sample Realized sample 
(valid responses) 
Response rate Chi-square e
Foreign a 578 136 23.5% 
Local 1292 235 18.2% 
7.162  
(p=.007) 
Singapore 1000 b 169 57 d 33.7% 
Non-Singapore 1000 1701 289 d 17.0% 
28.561 
(p=.000) 
Total 1872 c 371 19.8% -- 
a. For both targeted sample and realized sample, foreign firm was defined by 30% or less locally 
owned.  This stringent foreign firm definition was used due to very high stock and flow of foreign 
direct investment (FDI) in Singapore.  Singapore has the highest FDI per capita in the world 
(OECD, 2000a). 
b. Singapore 1000 includes 1000 largest firms in Singapore ranked by total sales.  Singapore 1000 
1999/2000 (DP Information Network, 2000) was used as reference. 
c. Note that 2 cases could not be assigned. 
d. 25 respondents did not disclose their company name; hence it was not known whether these 25 
firms were included in Singapore 1000. 
e. This statistics measures whether response rate was significantly related to foreign/local, or 
Singapore 1000/non-Singapore 1000. 
 
2.3 THE SINGAPORE KIBS INNOVATION SURVEY 
The Singapore KIBS innovation survey was conducted in 1999 by the Centre for 
Entrepreneurship of National University of Singapore (NUS).  The working definitions 
of KIBS vary considerably in the literature.  Following Miles et al. (1995) and den 
Hertog (2000), the Singapore KIBS survey included three major KIBS sectors: IT and 
related services; business and management consulting, and engineering and technical 
services (see Appendix II for a decomposition of the sectors based on SSIC 2000).  
This is a rather restrictive KIBS operationalization because the working definition 
based on industrial classification may miss the emerging activities which can be 
regarded as KIBS across industries (Miles et al., 1995). 
 
Since there was no available comprehensive list of KIBS firms, a variety of business 
directories were painstakingly used to construct the KIBS sample and company address 
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list.8   3728 questionnaires (excluding closures and non-traceable relocations) were 
mailed to the CEOs of these firms.  A total of 181 valid responses were achieved, 
yielding a response rate of only 4.9% (Table 2-6).  Respondents were either CEOs or 
Managing Directors.  The response rate was considerably lower than the typical range 
of 12% and 10% for mail surveys targeted at senior executives (Hambrick et al., 1993), 
and average response rate of 10% for mail survey in Singapore (Wong et al., 1993).  It 
was also significantly lower than the 19.8% response rate of the Singapore 
manufacturing survey (see Section 2.2), possibly due to the absence of government 
endorsement, such as the Economic Development Board (EDB) in the case of 
Singapore manufacturing survey.  Nevertheless, the absolute size of valid responses 
(181) was adequate for hypothesis testing in Chapter 4.  Response rates varied slightly 
between sector, ranging from 5.4% for IT and related services to 4.1% for business and 
management consulting.  Most respondents were small, local firms.  150 of 181 
(82.9%) respondents had less than 25 employees, and 135 of 181 (74.6%) respondents 
were local firms (more than 30% locally owned).  However, no information was 
available to gauge response bias in terms of nationality and size.9
 
Four fields of information were solicited from the respondents: (1) general company 
details, (2) innovation activities including external innovation collaboration, (3) support 
of innovation in manufacturing clients, (4) personal contact networks for business 
information. As in the case of Singapore manufacturing survey, respondents were 
                                                 
8  Including Singapore Business Services (directory by Trade Development Board), Singapore 
Information Technology Federation Membership Directory (online), Times Business Directory of 
Singapore (online), 1998 list from then National Computer Board, 1998 Kompass Singapore Directory, 
Singapore Industrial and Commercial Directory, and so on. 
9 Although there was no information available to gauge response bias in terms of nationality and size, the 
aggregate data from Singapore Department of Statistics (DOS) indicated that the realized sample (181) 
could be biased towards large firms.  Among the population 9867 of KIBS firms, 9316 (94.4%) had less 
than 25 employees, compared to 150 in the realized sample of 181 (82.8%). 
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regarded as innovating if they have introduced at least one of the following during the 
last three years: (1) new or substantially improved services (product innovation); (2) 
new or substantially methods of service provision (process innovation).  Non-
innovating respondents were not required to offer information on the 2nd field—
innovation activities.  There were relatively more innovating firms from two sectors: IT 
and related services, business and management consulting (Table 2-6). 
 
Table 2-6. Population, Sample and Response Rate of Singapore KIBS Survey 








Population b 1729 5748 2390 9867 
Targeted sample c 1018 1422 1288 3728 
Realized sample 
(valid responses) 
55 58 68 181 
Response rate d 5.4% 4.1% 5.3% 4.9% 
Innovating firms 41 36 27 104 
Innovating ratio e 74.5% 62.1% 39.7% 57.5% 
a. See Appendix II for a decomposition of the sectors based on SSIC 2000. 
b. Source: calculated from Economic Surveys Series: Business Services and Real Estate 1999 
(Singapore Department of Statistics (DOS), 2001).  The aggregate data from DOS may cover 
cases which were not KIBS firm according to the restrictive definition used in this research. 
c. Source: compiled from various directories (see footnote 8). 
d. Response rate was not significantly related to sectors (Chi-square=3.018, p=.221). 
e. Innovating ratio=innovating firms/valid responses. 
 
While the Singapore KIBS survey adopted many instruments from the OECD Oslo 
Manual, some adaptations were also made to account for the peculiarities of services.10  
For example, a group of questions were asked on KIBS firms’ innovation support to 
their manufacturing clients.  This information was used to study how knowledge 
                                                 
10 Summarizing works of Miles (1993), Sirilli and Evangelista (1998), and Hipp et al. (2000), a common 
but not necessarily comprehensive list of these peculiarities includes (1) low levels of capital equipment; 
(2) non-continuous production and limited role of economies of scale; (3) co-terminality (or interactivity, 
co-production) of service production and consumption in time and space, which implies difficulties in 
distinguishing between product and process innovation, and the importance of client in services 
innovation; (4) high information intensity or intangibility of service products; (5) the key role of human 
capital because most service production is heavily dependent on specialized knowledge and skills of 
individual employees; (6) the critical role of organizational factors in determining service firms’ 
competitiveness due to the intangible nature of most services.  Nevertheless, it must be said that these 
peculiarities do not apply to all services given the highly diverse nature of the services sector. 
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interaction with manufacturing clients affects KIBS firms’ innovation behavior in 
Chapter 4. 
 
2.4 THE PENANG MANUFACTRUING INNOVATION SURVEY 
The Singapore manufacturing innovation survey was replicated in the State of Penang 
in Malaysia in 1999 by the Centre for Entrepreneurship of National University of 
Singapore (NUS), with support from the state government.  The sampling frame was 
constructed from the database maintained by Penang Development Corporation11 which 
had the most comprehensive list of manufacturing firms in Penang.  The targeted 
sample of 921 firms represented more than half of the population of manufacturing in 
Penang. 
 
921 questionnaires (excluding closures, non-traceable relocations and cases turned out 
to be non-manufacturing) were mailed to CEOs of these firms.  Missing data as well as 
doubtful or contradictory responses were clarified by telephone call-ups, or removed 
from the sample where clarification was not possible.  The Penang survey covered 
almost all manufacturing industries which were grouped into five broad industry 
sectors: electrical machinery, chemicals, non-electrical machinery, metal and mineral 
products, and a combined sector comprising food, textile, wood and paper products (see 
Appendix III for a decomposition of the sectors based on International Standard 
Industrial Classification (ISIC)).  At the end of the survey, 192 valid responses were 
achieved, with a response rate of 20.8%.  Respondents were either CEOs or Managing 
Directors.  Response rates did not vary significantly between sectors, ranging from 
31.5% for chemicals to 20.9% for the combined sector of food, textile, wood and paper 
                                                 
11 A number of other directories were also used to complement the database of Penang Development 
Corporation, such as SAMENTA Member List, Small and Medium Industry Centre Member List, and 
The Association of PRAI Industrial Companies (APIC). 
 27
                                                                                                                             Chapter 2 
products (Table 2-7).  58 out of 192 (30.2%) respondents were foreign firms (50% or 
less locally owned).  96 out of 192 (50%) respondents had 100 or more employees.  
However, no information was available to gauge response bias in terms of nationality 
and size. 
 
Table 2-7. Population, Sample and Response Rate of Penang Manufacturing Survey 











Population b 132 198 148 299 835 1612 
Targeted sample c 176 143 74 223 211 921 
Realized sample 
(valid responses) 
38 45 17 48 44 192 
Response rate d 21.6% 31.5% 23.0% 21.5% 20.9% 20.8%
Innovating firms 20 19 3 23 16 81 
Innovating ratio e 52.6% 42.2% 17.6% 47.9% 36.4% 42.2%
a. See Appendix III for a decomposition of the sectors based on International Standard Industrial 
Classification (ISIC).  Note that an older version of ISIC, ISIC Rev. 2, was used by Penang 
Development Corporation. 
b. Source: Penang Statistics (Socio-Economic and Environmental Research Institute (SERI), 
December, 1999).  Note that for the electrical machinery sector, population was smaller than 
targeted sample, possibly due to different industrial classification code. 
c. Source: Penang Development Corporation database.  Note that 94 cases could not be assigned. 
d. Response rate was not significantly related to sectors (Chi-square=6.745, p=.150).  Sectoral 
response rate was larger than total response rate because 94 cases in the targeted sample did not 
have information to be assigned into one of the five sectors. 
e. Innovating ratio=innovating firms/valid responses. 
 
Five fields of information were solicited from the respondents: (1) general company 
details, (2) innovation activities, (3) internal climate for innovation, (4) external 
collaboration in innovation, and (5) evaluation of innovation environment of Penang.  
Like in the case of Singapore manufacturing survey, respondents were classified as 
either innovating or non-innovating, following the Oslo Manual.  Non-innovating 
respondents were not required to offer information on (2) innovation activities, (3) 
internal climate for innovation, and (4) external collaboration in innovation.  81 
innovating firms were identified from the Penang survey.  There were relatively more 
innovating firms from two sectors: electrical machinery, metal and mineral products 
(Table 2-7). 
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2.5 THE COMBINED DATASET FOR ESSAY ONE 
Essay 1 (Chapter 3) uses a combined dataset of innovating firms from Singapore and 
Penang manufacturing surveys.  For the combined dataset, foreign firms from countries 
or regions other than North America, EU and Japan were deleted for three reasons: (1) 
small number of foreign firms from outside advanced economies of North America, EU 
and Japan; (2) a few Taiwanese firms in the Penang manufacturing survey reported 
exceptionally high levels of innovation investment (e.g., R&D spending as percentage 
of total sales larger than 20%), which was unlikely according to Penang Development 
Corporation; (3) to drop these observations enabled essay 1 to distinguish different 
foreign ownership rather than to just use a foreign/local dummy.  After dropping these 
firms, the sample size for essay 1 was 206 (Table 2-8). 
 
Table 2-8.  Innovating Firms of Two Manufacturing Surveys for Essay 1  
(by nationality) 
Foreign firms c Total  
North America EU Japan 
Local firms 
 
Singapore a 27 15 23 72 137 
Penang b 6 4 10 49 69 
Total 33 19 33 121 206 
a. 4 innovating foreign firms of origin other than North America, EU and Japan were dropped—1 
from India, 2 from Malaysia, and 1 from Panama.  2 innovating foreign firms with nationality 
missing were dropped.  2 local firms with missing key information needed for analysis in essay 1 
were also dropped. 
b. 10 innovating foreign firms of origin other than North America, EU and Japan were dropped—8 
from Taiwan, 2 from Singapore.  2 innovating foreign firms with nationality missing were 
dropped. 
c. Note that in the Singapore manufacturing survey, foreign firm was defined by 30% or less locally 
owned, while in the Penang manufacturing survey, foreign firm was defined by 50% or less 
locally owned. 
 
Another issue in combining the two surveys for essay 1 was different industrial 
classifications code used in the two surveys—SSIC was used in the Singapore 
manufacturing survey, but ISIC was used in the Penang manufacturing survey.  I 
reclassified Penang data according to SSIC code based on the following information: 
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(1) description of main product provided by Penang respondents; (2) Factories in 
Penang available online at http://www.investpenang.com.my/factories/indfac.htm; and 
(3) eGuide Directory available online at www.eguide.com.sg which covers companies 
in Australia, Indonesia, Malaysia, Singapore, Thailand and Vietnam.  Then, these 206 
firms were grouped into five broad industry sectors for the analysis in essay 1: 
electronics, chemicals, machinery and equipment, metal and mineral products, and a 
combined sector of food, textile, wood and paper products (see Appendix IV for a 
decomposition of the sectors based on SSIC 1996).  Ten innovating firms from the 
combined sector of food, textile, wood and paper products were all from Penang (Table 
2-9).  Therefore, there could be ambiguity between the impact of this industry dummy 
and that of location (Singapore vs. Penang).  However, this should not pose a threat to 
hypothesis testing in essay 1 since they were control variables, and more importantly, 
the correlation between the two (r=-.318, p=.000) was not big enough to cause serious 
multicollinearity problem in the regression analysis of essay 1. 
 
Table 2-9. Innovating Firms of Two Manufacturing Surveys for Essay 1  
(by industry sectors) 







wood and paper 
products 
Total 
Singapore b 30 36 48 23 0 137 
Penang c 13 21 10 15 10 69 
Total 43 57 58 38 10 206 
a. See Appendix IV for a decomposition of the sectors based on SSIC 1996. 
b. Note that 8 cases were dropped from 145 innovating firms of the Singapore manufacturing survey 
(see note a in Table 2-8). 
c. Note that 12 cases were dropped from 81 innovating firms of the Penang manufacturing survey 
(see note b in Table 2-8). 
 
These 206 innovating firms were also classified into technology classes (high, medium-
high, medium-low and low) according OECD’s (1996) definition.  Technology classes 
were used as alternative control measure to industry clusters in the data analysis of 
essay 1.  Medium low and low technology classes were collapsed into a single low 
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technology class because of the small number found in the low technology category, 
and medium high was relabeled as medium instead (Table 2-10). 
 
Table 2-10. Innovating Firms of Two Manufacturing Surveys for Essay 1  
(by technology classes) 
Technology classes a High technology Medium technology Low technology Total 
Singapore b 37 61 39 137 
Penang c 13 21 35 69 
Total 50 82 74 206 
a. See Appendix V for a decomposition of the classes based on Science, Technology and Industry 
Outlook 1996 (OECD, 1996).  Note that medium low and low technology classes were collapsed 
into a single low technology class because of the small number found in the low technology 
category, and that medium high was relabeled as medium instead. 
b. Note that 8 cases were dropped from 145 innovating firms of the Singapore manufacturing survey 
(see note a in Table 2-8). 
c. Note that 12 cases were dropped from 81 innovating firms of the Penang manufacturing survey 
(see note b in Table 2-8). 
 
The combined sample size of 206 enabled essay 1 to meet the appropriate sample size 
for structural equation modeling (SEM)—200 or greater suggested by Hair et al (1998: 
605).  Actually, respondents of the two manufacturing surveys were quite similar in a 
number of ways, e.g., firm size, percentage of innovating firms, percentage of foreign 
firms, and R&D intensity, etc.  Nevertheless, a dummy location variable (Singapore=1, 
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CHAPTER 3 
EXPLORATION VERSUS EXPLOITATION: AN EMPIRICAL 
TEST OF THE AMBIDEXTERITY HYPOTHESIS 
 
3.1 INTRODUCTION 
A central concern of corporate strategy has to do with making choices about how much 
to invest in different types of activities.  Two broad types of qualitatively different 
learning activities between which firms divide attention and resources, exploration and 
exploitation, have been proposed in the literature (Levinthal and March, 1993; Levitt 
and March, 1988; March, 1991).  Exploration implies firm behaviors characterized by 
search, discovery, experimentation, risk taking and innovation, while exploitation 
implies firm behaviors characterized by such terms as refinement, implementation, 
efficiency, production, and selection (Cheng and Van de Ven, 1996; March, 1991). 
 
The conceptual distinction between exploration and exploitation has been used as an 
analytical construct, explicitly or implicitly, in a wide range of management research 
areas, including strategic management (e.g., Bierly and Chakrabarti, 1996; Burgelman, 
2002; Danneels, 2002; Rosenkopf and Nerkar, 2001; Winter and Szulanski, 2001), 
organization theory (e.g., Lewin et al., 1999; Levinthal, 1997; McGrath, 2001; Smith 
and Zeithaml, 1996; Van den Bosch et al., 1999; Volberda, 1996), and managerial 
economics (e.g., Ghemawat and Ricart i Costa, 1993; Knott, 2002).  These studies have 
shown that exploration and exploitation require substantially different structures, 
processes, strategies, capabilities and cultures, and have different impacts on firm 
adaptation and performance. 
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While the conceptual distinction between exploration and exploitation and their 
implications for strategy and structure have been intensively studied, there has been 
surprisingly few empirical investigation of the interaction effect between the two—does 
the simultaneous pursuit of both activities enhance each other’s value, or detract from 
each other’s?  And for a given amount of resources, would a more balanced allocation 
between exploration and exploitation provides better performance than a more extreme 
distribution?  Notwithstanding the popular “ambidexterity” premise assumed by 
Tushman and O’Reilly (1996)—that firms need to achieve a “balance” between the two 
to achieve superior performance—there has been few empirical findings reported in the 
literature on how exploration and exploitation can jointly influence firm performance. 
 
This essay seeks to test the ambidexterity hypothesis in the specific context of a firm’s 
investment in technological innovation.  Specifically, I apply the exploration vs. 
exploitation construct to characterize how firms strategically prioritize their investment 
in technological innovation with explorative vs. exploitative objectives, and examine 
their joint effect on the sales growth performance of the firms.  Based on a sample of 
206 manufacturing firms, I find that explorative and exploitative innovation strategies 
influence sales growth performance differently through two intermediary variables—
product and process innovation intensities.  More importantly, using two alternative 
measures of joint effect, “fit as moderating”12 and “fit as matching”13 (Venkatraman, 
                                                 
12 As suggested by Venkatraman (1989: 426), fit as moderating has two different forms.  First, if a 
researcher hypothesizes that the impact of certain strategies differs across different contingencies, the 
strength of moderation can be tested using subgroup analysis.  Second, if a researcher hypothesizes that 
the performance is jointly determined by two independent variables, the strength of moderation can be 
tested using moderated regression analysis which includes the interaction term as an explanatory variable 
in addition to the two component variables.  This essay argues for the second scenario where the 
predictor and the moderator are often indistinguishable. 
13 For example, in a three-variable system where performance Y is a function of X and Z, |X-Z| indicates 
a lack of fit between X and Z, and the performance implication of fit can be tested by examining the 
impact of |X-Z| on Y.  The formal specification of the equation is Y= β0+β1X+β2Z+β3(|X- Z|) 
(Venkatraman, 1989: 431). 
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1989), I confirm the ambidexterity hypothesis by showing that (a) there is a positive 
interaction effect on firm performance between explorative and exploitative innovation 
strategies, and (b) the imbalance between explorative and exploitative innovation 
strategies is negatively related to firm performance.  I also highlight a number of 
managerial and research implications. 
 
3.2 LITERATURE REVIEW 
3.2.1 The Distinction between Exploration and Exploitation 
The distinction between exploration and exploitation has been highlighted, explicitly or 
implicitly, in a wide range of management literature.  In organization theory research, 
scholars have long distinguished between structures designed for efficiency and those 
designed for innovation, for example, mechanistic versus organic structures (Burns and 
Stalker, 1961; Thompson, 1965; Kanter, 1983).  Galbraith (1982) even argued that 
innovating and operating are fundamentally opposing logics. 
 
In the literature of organizational learning, Argyris and Schön (1978) distinguished 
between single-loop and double-loop learning.  Similar conceptualization is first-order 
vs. second-order learning (Fiol and Lyles, 1985), local search vs. “long jump” 
(Levinthal, 1997), refinement search vs. innovative search (Levinthal and March, 
1981).  Single-loop learning is organizational error detection and correction in response 
to discrepancies between intentions and outcomes within a given framework of beliefs.  
Double-loop learning occurs when the simple error detection and correction mechanism 
no longer produces the desired results so that the assumptions underlying the creation 
of the goals and action sets are re-examined, i.e., double-loop learning leads to 
paradigm shift (see e.g., Phan and Peridis, 2000). 
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In strategy research, Burgelman’s (1991, 2002) internal ecology model of strategy 
making distinguishes between two types of strategy processes, variation-reducing 
induced processes and variation-increasing autonomous processes.  Induced strategy 
processes are a logic of incrementalism to further extend in a firm’s current product-
market environment, and realignment effects through induced processes serve to stay in 
a given state of adaptation.  Autonomous strategy processes explore outside the scope 
of current strategy and provide the basis for entering into new product-market 
environment, and strategic renewal through autonomous processes allows an 
organization to move to a new state of adaptation (Burgelman, 1991; 2002). 
 
In managerial economics, static efficiency and dynamic efficiency are distinguished 
from each other (see Ghemawat and Ricart i Costa, 1993 for a review).  Klein (1984) 
defined the former as continuous search for improvement given constraints imposed by 
a fixed production function, and the latter as discontinuous shift from one production 
function to another that is more profitable. 
 
As succinctly summarized by March (1991), the distinction between “exploration of 
new possibilities” and “exploitation of old certainties” captures a number of 
fundamental differences in firm behavior and strategy that have significant 
consequences on firm performance.  In general, exploration is associated with organic 
structures, loosely-coupled systems, path breaking, improvisation, autonomy and chaos, 
and emerging markets and technologies.  Exploitation is associated with mechanistic 
structures, tightly-coupled systems, path dependence, routinization, control and 
bureaucracy, stable markets and technologies (Ancona et al., 2001; Brown and 
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Eisenhardt, 1998; Lewin et al., 1999).  The returns associated with exploration are more 
variable and distant in time, while the returns associated with exploitation are more 
certain and closer in time.  In other words, explorative firms generate larger 
performance variation by experiencing substantial success as well as failure, while 
exploitative firms are likely to generate more stable performance.  Explorative firms are 
variance-pursuing, trying their luck in capturing the right-hand tail of the performance 
distribution, while exploitative firms are mean-pursuing, and hence tend to cluster 
around a more certain and predictable performance goal (Levinthal and March, 1993; 
McGrath, 2001). 
 
3.2.2 The Tension between Exploration and Exploitation 
There is a tension between exploration and exploitation.  One the one hand, adaptation 
to existing environmental demands may foster structural inertia and reduce firms’ 
capacity to adapt to future environmental changes and new opportunities (Hannan and 
Freeman, 1984).  On the other hand, experimenting with new alternatives reduces the 
speed at which existing competencies are improved and refined (March, 1991).  A 
failed explorative effort may disrupt successful routines in a firm’s existing domain, 
without any significant success in the new field to compensate the loss in existing 
business.  For example, Mitchell and Singh (1993) found that firms in medical 
diagnostic imaging industry that expanded into new technical subfields survived longer 
and achieved better subsequent market share in their base subfield than competitors that 
did not expand, but a failed such attempt may be even more harmful to the base 
business than non-expansion.  They called this phenomenon “spillback disadvantages”. 
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This tension may also cause firms to be trapped into dynamics of accelerating 
exploration or exploitation (March, 1991; Levinthal and March, 1993).  On the one 
hand, the self-reinforcing nature of organizational learning makes it attractive for a firm 
to maintain current focus and to augment current capabilities even if the environment 
has changed, thus causing core capabilities to be turned into core rigidities (Leonard-
Barton 1995).  Abernathy and Wayne (1974) provided a classic illustration of this 
dysfunction: while Ford could drive down the cost of the Model T continuously, the 
transition to the Model A was so difficult that it required shutting down the 
manufacturing facility for a considerable length of time.  To counter such excessive 
focus on exploitation which results in organizational myopia (Radner, 1975) and a 
competency trap (Levitt and March, 1988), the need for “going beyond local search” 
(Rosenkopf and Nerkar, 2001) has been very much emphasized in the literature.  For 
example, Peter (1990) advocated a radical self-generating innovation strategy that 
obsoletes oneself from the inside, including licensing the firm's most advanced 
technology and selling off old winners to force dependence on the new.  Similarly, 
D’Aveni (1994) strongly argued that no firm can build a competitive advantage that is 
sustainable because today’s strength becomes tomorrow’s weakness so quickly.  
Instead of trying to create stability and equilibrium, firms must actively work to disrupt 
their own advantages and the advantages of competitors by creating a series of 
temporary advantage (D’Aveni, 1994).  The strategic logic here is to counter-balance 
exploitation with exploration. 
 
On the other hand, although firms are said to be more likely to favor exploitative 
adaptation over explorative adaptation (Lewin et al., 1999), Levinthal and March 
(1993) have argued that the balance can also be skewed to excessive exploration that is 
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equally destructive—“…failure leads to search and change which lead to failure which 
leads to even more search, and so on” (pp.105).  The inability of many otherwise 
innovative firms to achieve success in the marketplace can be traced at least partly to 
their tendency to constantly explore new products and unfamiliar markets without 
allocating enough resources to exploit their competence in a more familiar or narrower 
niche. 
 
In sum, there is tension between exploration and exploitation because: (1) firms have 
limited resources; (2) exploration and exploitation are fundamentally different logics 
and require rather different strategies and structures.  Exploration and exploitation 
compete for firms’ scarce resources, resulting in the need for firms to manage the trade-
offs between the two.  It has been commonly argued that it is difficult to be successful 
at both exploration and exploitation, and ambidextrous organizations are rare in reality 
(e.g., Bierly and Chakrabarti, 1996).  This tension tends to suggest that increases in 
explorative effort should come at a cost of decreases in exploitative effort, or marginal 
benefits from exploitation are forfeited to achieve marginal benefits from exploration, 
implying the possibility of substitutive relationship between exploration and 
exploitation. 
 
However, there may also be synergistic effects between the two as well, and hence 
there is a need for firms to manage the balance between the two to optimize the 
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3.3 HYPOTHESES 
3.3.1 Balancing Exploration and Exploitation—the Ambidexterity Hypothesis 
Although trade-offs between exploration and exploitation are certainly necessary 
because they compete for scarce firm resources, March (1991) also suggested that 
maintaining an appropriate balance between exploration and exploitation is critical for 
firm survival and prosperity.  As argued by Levinthal and March (1993: 105), “The 
basic problem confronting an organization is to engage in sufficient exploitation to 
ensure its current viability and, at the same time, to devote enough energy to 
exploration to ensure its future viability”.  Similarly, Burgelman (1991, 2002) has 
proposed that a combination of variation-reducing induced strategic processes and 
variation-increasing autonomous strategic processes in strategy making would give 
firms a chance to outrun environmental selection pressures.  His analysis suggests that 
firms may have to keep both processes in play at all times, even though this means that 
firms never completely maximize benefits from the current domain. 
 
The need for an appropriate balance between exploration and exploitation has been 
most cogently crystallized by Tushman and O’Reilly’s (1996) conceptualization of the 
ambidextrous organization.  They used a “juggler” metaphor to describe an 
ambidextrous firm that has the capabilities to both compete in mature markets (where 
cost, efficiency, and incremental innovation are critical) and to develop new products 
and services for emerging markets (where experimentation, speed, and flexibility are 
critical).  More specifically, they argued that an ambidextrous firm that is capable of 
operating simultaneously to explore and to exploit is likely to achieve superior 
performance than firms emphasizing one at the expense of the other.  The concept of 
ambidexterity is also implicit in the more recent conceptualization of dynamic 
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capabilities by Eisenhardt and Martin (2000) who suggested that overall, dynamic 
capabilities require a blend of the two different strategic logics, namely, the logic of 
exploration and the logic of exploitation.  Ancona et al. (2001: 658) likewise argued 
that dynamic capabilities “are rooted in streams of innovation—in simultaneously 
exploiting and exploring”. 
 
Nonaka and Toyama’s (2002) discussion of “synthesizing capability” is also relevant to 
the ambidexterity hypothesis.  Nonaka and Toyama described the firm as a dialectal 
being to embrace and synthesize various contradictions, such as competition and 
cooperation, creativity and efficiency, and exploration and exploitation.  They used 
“synthesizing capability” to explain why a firm can be more efficient at knowledge 
generation and application than market.  Synthesizing capability is about “the dialectic 
combination of thesis and antithesis into a high stage of truth” (Marrian-Webster’s 
Collegiate Dictionary) and “It is not ‘either/or’ but ‘both/and’” (Nonaka and Toyama, 
2002: 999).  According to them, firms consistently face contradictions, and they can 
embrace these contradicting forces, and derive benefits from balancing exploration and 
exploitation.  An important mechanism for benefits derived from “synthesizing 
capability” could be absorptive capacity (Cohen and Levinthal, 1990).  Exploitation of 
existing capabilities is often needed to explore new capabilities, and exploration of new 
capabilities also enhances existing knowledge bases—exploration and exploitation 
form a dynamic path of absorptive capacity (see e.g., Katila and Ahuja, 2002). 
 
Despite the growing theoretical support for the need to balance exploration versus 
exploitation in the management literature, empirical evidence for the ambidexterity 
hypothesis has so far been largely anecdotal and inconclusive.  While theoretically 
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predicting a positive interaction effect between exploration and exploitation provided 
that firms adopt the ambidextrous organizational design they advocated, Tushman and 
O’Reilly (1996) did not provide empirical support beyond citing several case studies.  
Moreover, as organizational theorists, they suggested that, in practice, few firms can 
succeed at managing ambidexterity, because exploration and exploitation are 
fundamentally different logics that require very different strategies and structures, and 
the resulting tension between the two are difficult to reconcile.  Implicit in their 
argument is that, unless this tension is well managed, firms that try to pursue both 
exploration and exploitation may actually end up worse off, i.e., the interaction effect 
between exploration and exploitation may turn out to be negative rather than positive.  
Thus, the empirical case for ambidexterity may be ambiguous. 
 
Apart from Tushman and O’Reilly (1996), a few other studies also provided empirical 
support for the ambidexterity hypothesis, but only in a limited way.  For example, 
Knott (2002) found that exploration and exploitation coexisted in Toyota’s product 
development, and concluded that the two are likely complementary “since it is non-
optimal to combine them if they are substitutes” (pp. 340).  Bierly and Daly (2001) did 
formally test the impacts of ambidexterity on firm performance with a sample of 98 
manufacturing firms and found no significance, but their results need to be interpreted 
with caution, since they did not control for the influence of other factors.  Katila and 
Ahuja (2002) used search scope (propensity to cite new patents) and search depth 
(propensity to cite patents repeatedly) to proximate exploration and exploitation 
learning behavior.  They found a positive interaction effect between search scope and 
search depth on new product development, but did not test their effect on overall firm 
performance, and they might measure exploration and exploitation too narrowly. 
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3.3.2 The Ambidexterity Hypothesis in the Context of Technological Innovation 
While the ambidexterity hypothesis has so far been couched in general terms, I propose 
to test it in the particular context of technological innovation.  Following the 
established literature (e.g., Damanpour and Evan, 1984; Poole and Van de Ven, 1989), 
I distinguish technological innovations from organizational innovations.  While 
organizational innovations involve changes to organizational structures and 
administrative processes, this essay focuses on how firms commercialize new 
technological knowledge and ideas in the form of new products or processes.  Although 
technological innovation represents only a subset of organizational learning activities, 
such a focus has the advantage of allowing me to bound the range of exploration and 
exploitation activities to a hopefully manageable set.  Moreover, a new typology of 
technological innovation behavior grounded in the exploration vs. exploitation 
construct may provide new insights on strategic choices regarding investment in 
technological innovation, just as it has in other management fields. 
 
Although a wide range of typologies of technological innovation strategy have been 
used in the existing innovation management literature, none has been explicitly 
grounded in the exploration vs. exploitation construct.  For example, Zahra and Das 
(1993) summarized the four most commonly used typologies of innovation strategy as: 
(1) pioneer vs. follower posture; (2) product vs. process innovation (or both); (3) the 
intensity of investment in innovation (low vs. middle vs. high); and (4) the sources of 
innovation — internal vs. external (or both).  None of these draws explicitly on the 
exploration vs. exploitation distinction. 
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In this essay, I extend the exploration vs. exploitation construct to define a new 
typology of technological innovation strategy along two generic dimensions: (1) an 
exploitative innovation dimension to denote technological innovation activities that are 
aimed at improving existing product-market position; and (2) an explorative innovation 
dimension to denote technological innovation activities that are aimed at entering new 
product-market domains.  I will refer to these two generic dimensions as explorative 
innovation strategy and exploitative innovation strategy for short in the rest of the 
essay. 
 
While most firms are likely to pursue some combination of explorative and exploitative 
innovation, I define a firm to be “ambidextrous” in terms of innovation strategy in two 
ways.  Firstly, a firm is regarded as ambidextrous if it scores high on both explorative 
and exploitative innovation strategies, in which case the product of the two scores 
would be a good proxy measure of ambidexterity.  Secondly, I examine the absolute 
difference between the two scores: a firm is regarded as ambidextrous if it has 
relatively equal emphasis on both dimensions.  In this case, even a firm that has a low 
emphasis on both dimensions of innovation strategy may get classified as 
ambidextrous.  These two different ways of defining ambidexterity correspond to the 
two types of strategic fit—“fit as moderating” and “fit as matching”—in the strategy 
literature (Venkatraman 1989).  In my case, a positive “fit as moderating” test would 
mean that exploration and exploitation add value to each other to improve firm 
performance, i.e., there is a positive interaction effect between the two on firm 
performance.  On the other hand, the “fit as matching” test is concerned with whether a 
match (smaller absolute difference) between exploration and exploitation can enhance 
firm performance. 
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To clarify how the ambidexterity hypothesis can be tested, the following simple 
mathematical representation may be useful.  Assume that a firm allocates α and 1-α 
units of resources for exploitation (X) and exploration (Y) respectively, with X having 
a performance distribution of ),,(
2





2 , wher) µµ < and 2221 σσ < .14  If X and Y are independent, i.e. there are 
no synergistic effects between exploration and exploitation, the firm as a whole will 
have a performanc ,(





22 )1( σασασ −+= .  If synergistic benefits are larger than the organizational 
coordination and communication costs involved nflicting goals of 
exploration and exploitation, 21 )1(
in balancing the co
µααµµ −+>  and/or 2222122 )1( σασασ −+< , i.e., 
the firm may achieve either higher average return (at the same or lower variance) or 
lower variance (at the same or higher average return), by pursuing exploration and 
exploitation simultaneously.  While the “interaction” between exploration and 
exploitation can be measured by (1-α) * α, the extent of “imbalance” between 
exploration and exploitation can be measured by ⏐(1-α) - α⏐.  If there are some firms 
in the population can more or less achieve a balance between exploration and 
exploitation and derive positive synergistic effects from this balance despite limited 
resources and the tension between the two, we should be able to observe that firm 
performance may be positively related to (1-α) * α and/or negatively related to ⏐(1-α) - 
⏐.  Hence, I posit the following two versions the ambidexterity hypothesis: 
  
                                                
α
 
14 If 21 µµ > , firms are likely to specialize in exploitation.  However, under severe selection conditions, 
a firm can only survive with a draw from the far right-hand tail of the performance distribution, i.e., the 
mean is not relevant anymore and only luck matters. 
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H1a: There is a positive interaction effect between explorative and exploitative 
innovation strategies on firm performance. 
 
H1b: The relative imbalance (absolute difference) between explorative and 
exploitative innovation strategies is negatively associated with firm performance. 
 
3.4 DATA AND METHODS 
3.4.1 Data Source 
Data for this essay were drawn from two innovation surveys of manufacturing firms 
conducted in Singapore and the State of Penang in Malaysia respectively in 1999 (see 
Section 2.2 and 2.4 for a detailed description).  The sampling frame was constructed 
from the databases provided by the Economic Development Board of Singapore and 
Penang Development Corporation, as these two government agencies maintained the 
most complete coverage of manufacturing firms in Singapore and Penang respectively.  
The survey approach was used because archival data providing detailed information 
needed to measure firm innovation strategy and performance were not available. 
 
Questionnaires were sent to the CEOs of 1872 manufacturing firms in Singapore and 
921 manufacturing firms in Penang.  A total of 371 valid responses from Singapore and 
192 valid responses from Penang were achieved at the end of the surveys, yielding 
response rates of 19.8% and 20.8% respectively (see Section 2.2 and 2.4 for the 
details).  For both surveys, response rates did not vary significantly between sectors 
(see Table 2-4 and 2-7).  Foreign firms and larger firms tended to have a higher 
response rate in the Singapore survey (see Table 2-5), but no information was available 
to gauge response bias in terms of nationality and size in the Penang survey.  Given the 
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similar social-economic environment in Singapore and Penang (see Chapter 2), I expect 
similar response bias for the Penang survey. 
 
To control for the fact that some of the respondent firms may be engaged in so little 
technological innovation activity that it may not be meaningful to speak of an 
innovation strategy for such firms, I defined a minimum threshold of innovation 
activities to filter out such low-innovation firms.  Following the widely adopted 
definition of Oslo Manual (OECD-EUROSTAT, 1997), respondents were classified as 
innovating or non-innovating (see Section 2.2 and 2.4 for the details).  There were 145 
innovating firms from the Singapore survey, and 81 from the Penang survey. 
 
I combined innovating firms from the two surveys for the analysis of this essay (see 
Section 2.5 for a detailed explanation).  For the combined dataset, foreign firms from 
countries or regions other than North America, EU and Japan were deleted because of 
their small numbers.  There were 206 innovating firms (137 from Singapore, 69 from 
Penang) after dropping these firms (see Table 2-8).  Therefore, the valid sample size for 
this essay was 206.  This combined sample size enabled this essay to meet the 
appropriate sample size for structural equation modeling (SEM)—200 or greater 
suggested by Hair et al. (1998: 605).  Actually, respondents of the two manufacturing 
surveys were quite similar in a number of ways, e.g., firm size, percentage of 
innovating firms, percentage of foreign firms, and R&D intensity, etc.  Nevertheless, a 
dummy location variable (Singapore=1, Penang=0) was used to control for unobserved 
differences between the two sites.  The regression results without Penang data are 
shown in Appendix VIII (the smaller sample size of the Singapore data alone does not 
allow the use of SEM).  There are no material changes in the main results (Model 4 and 
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5 in Appendix VIII and Table 3-5) except that hypothesis 1b finds stronger support in 
the Singapore data alone (p=.017 compared with p=.074).  As such, I will focus on the 
results based on the combined dataset for this essay. 
 
3.4.2 Variables 
Measures for variables used in this essay are shown in Table 3-1. 
Dependent  variable  The dependent variable is sales growth rate measured as 
self-reported compounded average sales growth rate in the last three years (from 1996 
to 1999 with 1996 as the base year).  This 3-year time frame was used as most firms in 
Singapore and Malaysia carry out technological innovation projects with less than 1-
year duration, and most firms have payback expectation of less than two years.15  Thus, 
while the 3-year period will not be appropriate for studying large global high tech firms 
in advanced countries that are willing to invest substantially in explorative innovation 
spanning 5-10 years, it should be appropriate for our sample of firms in Singapore and 









                                                 
15 Among 206 firms in the sample, only three firms (1.5%) reported average project duration (from 
innovation idea to full implementation) of more than three years, while 142 firms (68.9%) reported 
average project duration of less than one year.  Similarly, 31 firms (15.0%) reported average payback 
period for innovation projects of more than three years, while 136 (66.0%) firms reported average 
payback period for innovation projects of less than two years. 
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Table 3-1. Variable Description for Essay 1 
Variable a Measure/Description Remark 
Sales growth 
rate (DV) 
Average sales growth rate in 
the last 3 years 
Compounded average sales growth rate from 1996 to 




Average score of the 
importance of 4 explorative 
objectives for undertaking 
innovation projects 
Factor analysis was used to identify this variable (see 




Average score of the 
importance of 4 exploitative 
objectives for undertaking 
innovation projects 
Factor analysis was used to identify this variable (see 





Percentage of total annual 
sales that consist of 
new/improved products 
introduced over the last 3 
years (log) 
0=none, 1=less than 10%, 2=10%-24%, 3=25%-49%, 
4=50%-74%, 5=75% and above. Mid-point estimate of 
these 6 ordinal intervals was used.  Cases in the 6th 






Percentage of production 
volume using new/improved 
processes introduced over 
the last 3 years (log) 
0=none, 1=less than 10%, 2=10%-24%, 3=25%-49%, 
4=50%-74%, 5=75% and above.  Mid-point estimate of 
these 6 ordinal intervals was used.  Cases in the 6th 




1=Singapore, 0=Penang Dummy variable 
Technology 
classes (CV) 
High technology, medium 
technology and low 
technology 
This was used as an alternative set of controls to 
industry sectors.  It was based on OECD (1996) 
definition—high, medium high, medium low and low 
technology (see Appendix V).  Medium low and low 
technology classes were collapsed into a single low 
technology class (as the reference category) because of 
the small number found in the low technology category.  




machinery and equipment, 
metal and mineral products, 
and others 
“Others”—a combined sector comprising food, textile, 
wood and paper products as the reference category (see 




Nationality of foreign 
subsidiaries’ major 
shareholder 
Three dummy variables—Japan, North America, EU. 
Firm age 
(log) (CV) 
1999-founding year Natural log transformation was applied to compensate 
for skewness. 
Firm size (log 
of total fixed 
asset) (CV) 
 1=below S$5 million, 2=S$5-S$9.9 million, 3=S$10-
S$49.9 million, 4=S$50-S$99.9, 5=S$100-S$499, 
6=S$500 million and above.  Mid-point estimate of 
these 6 ordinal intervals was used with the 6th interval 
taking value of S$750 million.  Natural log 
transformation was applied to compensate for skewness. 
Export (CV) Share of turnover during the 






Total R&D expenditure as a 
percentage of total sales 
0=none, 1=less than 1%, 2=1%-2.9%, 3=3%-4.9%, 
4=5%-5.9%, 5=10%-19.9%, 6=20% and above.  Mid-
point estimate of these 7 ordinal intervals was used.  3 
cases in the 7th interval (20% and above) were combined 
into the 6th interval (10%-19.9%) because of their small 
number and indeterminacy. 
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While recognizing that firm performance is a multidimensional concept, I focused only 
on average sales growth rate in this study for several reasons.  Firstly, sales growth 
estimates are more easily available and reliable than profitability estimates from a 
survey.  Secondly, sustained average sales growth has been found to be a reliable proxy 
indicator of other dimensions of superior firm performance, including long-term 
profitability and survival (Timmons 1999, Weiss 1971).  Lastly, I was able to collect 
archival data on sales growth for a subset of the respondent firms, and found very high 
correlation between the self-reported survey data and the actual archival data.16
 
Independent  variable  Since exploration vs. exploitation is a quite general and 
broad concept, previous studies have suggested a diverse range of operationalization, 
e.g., the radicalness of innovation (Bierly and Chakrabarti, 1996); patent search scope 
and depth (Katila and Ahuja, 2002); the degree to which new product development 
draws on new technological and customer competences (Danneels, 2002); the degree to 
which search behavior is both technological and organizational boundary spanning 
(Rosenkoph and Nerkar, 2001); and a composite measurement on the newness of a 
number of characteristics/factors of business development project (McGrath, 2001). 
 
In this essay, exploration vs. exploitation is regarded as with reference to a firm’s ex-
ante strategic objective in pursuing innovations, whereas the radical vs. incremental 
innovation is often used in an ex-post outcome sense.  Another well-known dichotomy 
in the innovation literature is invention vs. innovation.  While the creation of new 
                                                 
16 I also collected archival data from Singapore 1000, Singapore SME 500, Financial Highlights of 
Companies on the SES, Malaysia Corporate Handbook (both main board and second board), and ISI 
Emerging Markets.  90 firms’ sales data and financial performance data (1996-1999) were abstracted 
from the above archival sources to compare with the survey-based sales growth rate.  I found survey-
based sales growth rate was positively related to archival-based sales growth rate (.821, p= .000), ROS 
(.351, p= .001), ROA (.276, p= .018), ROS growth (.398, p= .000), ROA growth (.418, p= .000). 
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technologies is often identified with invention, the development of these inventions into 
commercial products/processes is often identified with innovation (e.g. Daghfous and 
White, 1994; Mowery, 2001).  Such an invention/innovation (or research/development) 
distinction seems related to exploration vs. exploitation.  However, exploration vs. 
exploitation should be with reference to a firm itself and its existing capabilities, 
resources and processes, not to a competitor or at the industry level.  An exploration 
activity to one firm might be an exploitation activity to another, or vice versa.   
Nevertheless, invention/innovation distinction might be a suitable proxy for exploration 
vs. exploitation for firms in the advanced economies like the US, Japan and EU, but not 
for the Singapore and Malaysia firms in this study. 
 
Following Bierly and Daly (2001), and Katila and Ahuja (2002), I regard exploration 
and exploitation as two distinct dimensions of learning behavior, rather than a spectrum 
from exploitation to exploration.  Eight Likert-scale items were used to measure how 
firms divide attention and resources between innovation activities with explorative vs. 
exploitative objective in the last three years.  These items were designed to measure 
how important it is for a firm to carry out innovation projects to enter new product-
market domain or to improve existing product-market efficiency (e.g., introduce new 
generation of products vs. improve existing product quality; open up new market vs. 
reduce production cost.  See Table 3-2).  Collectively, I believe that these items capture 
the essence of “exploration of new possibilities” and “exploitation of old certainties”.  I 
did not use scales related to radical vs. incremental innovation because relatively few 
firms in Singapore and Malaysia engage in breakthrough innovation activities like 
firms in the US, Japan and EU.  I similarly did not use patent data to operationalize 
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exploration vs. exploitation (e.g., Katila and Ahuja, 2002; Rosenkoph and Nerkar, 
2001) as relatively few firms in the sample reported patenting activities. 
 
Factor analysis (Table 3-2) was used to reduce the eight items into two variables which 
can be interpreted as explorative innovation strategy and exploitative innovation 
strategy with acceptable Cronbach Alpha (.752 and .807 respectively).  As suggested 
by several researchers, I centered the independent variables on their means before 
creating the interaction term17 (e.g., Jaccard et al., 1990; Venkatraman, 1989). 
 
Table 3-2. Factor Analysis for Innovation Strategy 
Please indicate the degree of importance of the following as 
objectives for undertaking innovation projects in the last three 





Cronbach Alpha .752 .807 
Introduce new generation of products .706 -.042 
Extend product range .844 .067 
Open up new markets .786 .099 
Enter new technology fields .707 .085 
Improve existing product quality .235 .554 
Improve production flexibility -.004 .827 
Reduce production cost .002 .868 
Improve yield or reduce material consumption -.010 .892 
a. Software used: SPSS 10.0 
b. Sample size (206) meets the general requirement of ten times as many cases as the number of 
items (8) to be analyzed (Hair et al., 1998: 99).  Factor loading larger than .40 is regarded as 
significant based on this sample size (Hair et al., 1998: 112).  Measure of Sampling Adequacy 
(MSA)=.726 (.80 or above, meritorious; .70 or above, middling; .60 or above, mediocre; .50 or 
above, miserable; and below .50, unacceptable (Hair et al., 1998: 99)).  Bartlett test of 
sphericity=556.609 (p=.000). 
c. Extraction Method: Principal Component Analysis.  Criterion for the number of factors to extract: 
eigenvalue >1.  Rotation Method: Varimax with Kaiser Normalization.  Explained variance: 62%. 
d. The generally accepted lower limit of Cronbach Alpha is .70, and it may decrease to .60 for 
exploratory research (Hair et al., 1998: 118).  However, a Cronbach Alpha beyond .90 may 
indicate redundant items and inefficiency in developing measurement scales (Van de Ven and 
Ferry, 1980: 80).  Note that Cronbach Alpha increases with the number of items in the scale. 
e. 5 items are dropped from the factor analysis owing to their irrelevance to the topic or ambiguous 
(similar) loadings on more than one factor: “fulfill regulations & standards”, “improve cycle 
time”, “reduce energy consumption”, “reduce environment effects”, and “improve work 
conditions for employees”. 
                                                 
17 As suggested by Venkatraman (1989), quadratic effects of the original variables (the two innovation 
strategy variables in my case) should be partialled out in order to detect the presence or absence of 
interaction effects.  Diminishing returns on exploration/exploitation are theoretically reasonable (see 
Katila and Ahuja, 2002 for a discussion).  I tried including the squared terms of explorative strategy and 
exploitative strategy in all regressions, but none of the squared terms was significant at 0.1 level.  I 
suggest this is probably because the limited 1-5 scale used in the questionnaire was not sensitive to 
quadratic effects.  This essay reports results without squared terms. 
 51
                                                                                                            Chapter 3—Essay 1 
 
Intermediary variable  A key challenge in isolating the impacts of strategy 
variables on firm performance is to identify appropriate intermediary organizational or 
operational performance variables through which the impacts of strategy variables are 
transmitted.  Prior research has shown that a path model that incorporates such 
intermediary variables is likely to perform better than the reduced model that correlates 
strategy variables with firm performance variables directly (see e.g., Lumpkin and 
Dess, 1996; Zahra and Das, 1993). 
 
I modeled the impact of innovation strategy on market performance as a two-stage 
process in which innovation strategy affects innovation performance which, in turn, 
affects sales growth rate.  I included two intermediary variables to measure innovation 
performance: product innovation intensity and process innovation intensity.  Product 
innovation intensity was measured as the percentage of total annual sales that consist of 
new/improved products introduced over the last three years.  Process innovation 
intensity was measured as the percentage of production volume using new/improved 
processes introduced over the last three years.  Natural log of product and process 
innovation intensity was used to compensate for skewness.18  Prior research has shown 
that product and process innovation intensities have positive impact on firm 
performance in general and sales growth in particular (e.g., Baldwin and Johnson, 
1996; McCann, 1991; Skinner, 1992; Zahra and Das, 1993; Zairi, 1992), justifying their 
choice as intermediary variables.  More generally, the path model approach is 
consistent with Eisenhardt and Martin’s (2000: 1106) argument that “dynamic 
capabilities are necessary, but not sufficient, conditions for competitive advantage”, 
                                                 
18 For both intermediary variables, natural log was applied to 10 plus mid-point estimate of 6 ordinal 
intervals.  A top-up of 10 was used because natural log cannot be applied to zero values. 
 52
                                                                                                            Chapter 3—Essay 1 
and “their value for competitive advantage lies in the resource configurations that they 
create, not in the capabilities themselves”.  In my path model, the impact of the two 
innovation strategies on firm performance was measured through their effect on the 
firm’s resource configuration (new products and processes in this essay). 
 
Conceptually, both explorative and exploitative innovation strategy can affect product 
and process innovation.  Traditional technological life cycle (TLC) theory (e.g., 
Abernathy and Utterback, 1978) suggests that explorative innovation may have the 
highest payoff in the early stage of TLC characterized by radical product innovation 
and competing product designs, and that exploitative innovation may have greater 
payoff in the later post dominant design stages when incremental process innovation to 
reduce costs becomes more important.  However, other paths of influence are also 
possible.  In particular, an exploitative innovation strategy may influence product 
innovation performance through its emphasis on incremental improvement of existing 
products; likewise, an explorative innovation strategy may affect process innovation 
performance through discovering entirely new process technologies (e.g., in 
semiconductor and chemical industries).  Therefore, rather than pre-selecting certain 
paths in the path model, I empirically test for the significance of all paths in the path 
model. 
 
Control variable  The following variables—firm size (log of total fixed 
asset, firm age (log), nationality of foreign subsidiaries’ majority shareholder (North 
America, EU and Japan), geographic location (Singapore=1, Penang=0), export, R&D 
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spending intensity, and industry dummies—were used as control variables.19  I used 
fixed asset to control for firm size as size has been found to have effect on organization 
growth (Carroll and Hannan, 2000); also, in my case, big firms may have less resource 
constraints to be ambidextrous.  I similarly controlled for firm age following Carroll 
and Hannan (2000).  Natural log of total fixed asset and firm age were used to 
compensate for skewness.  The export control was used because of Singapore and 
Penang’s open economy, and a firm’s growth could be affected by its linkage with 
global markets.  Prior research has found the nationality of foreign subsidiaries to be a 
significant factor in the context of Singapore and Penang where the presence of 
multinational corporations (MNCs) is very significant, and Japanese-owned 
subsidiaries appear to have poorer performance than those of North American and 
European origin (see e.g., Wong, 1998; 2001). 
 
Five broad industry sectors were used as control variables, namely electronics, 
chemicals, machinery and equipment, metal and mineral products, and a combined 
sector comprising food, textile, wood and paper products as the reference category (see 
Table 2-9 and Appendix IV).  However, since these industry controls may not capture 
the technological dynamism of different markets, OECD’s (1996) definition of 
technology classes (high, medium-high, medium-low and low) was also used as an 
alternative control measure (see Appendix V for a decomposition of the classes).20  I 
                                                 
19 There has been a large body of economics and industrial organization oriented innovation literature 
which examines five broad issues of innovation: 1) firm size and innovation, 2) monopoly and 
innovation, 3) market demand and innovation, 4) technological opportunity and innovation, and 5) 
appropriability regime and innovation (see Cohen, 1995 for a review).  Issues 2-5 are often examined at 
the industry level.  In this essay and the following chapters, only firm size and crude industry dummies 
are included as control variables due to data limitations.  Therefore, I cannot distinguish different types 
of industry level effects on innovation.  I did try to compute concentration indices at more fine-grained 
industry levels (e.g. SSIC 2-digit level), but I found such archival data were not available. 
20 The OECD classification is based on direct and indirect R&D intensity: ratio of R&D expenditures and 
embodied technology flows per unit of output in 22 manufacturing sectors in ten OECD countries from 
1980 to 1995.  Although it has been widely used, direct measures of technology dynamism are desirable 
 54
                                                                                                            Chapter 3—Essay 1 
collapsed medium low and low technology classes into a single low technology class 
(as the reference category) because of the small number found in the low technology 
category, and relabeled medium high as medium instead (see Table 2-10).  The two 
different sets of controls yielded very similar results.  I will only show the results with 
technology class controls in this essay unless otherwise specified. 
 
It would be desirable to control for prior-period sales growth, as it may influence 
current-period sales growth as well as current-period innovation strategy through slacks 
and changes in a firm’s aspiration levels (Cyert and March 1963).  Unfortunately, 
constraints of the survey methodology, including unreliable recalls by respondents 
about firm performance in much earlier period, did not allow me to capture a measure 
of prior-period sales growth (1993-96) as a control.  Nevertheless, I managed to collect 
sales growth data for 44 firms in our sample for the previous period (1993-1996) using 
various archival data sources (see footnote 16).  Based on data for these 44 firms, I 
found no significant correlation between current and prior period sales growth rate 
(r=.156, p=.199).  Moreover, prior-period sales growth rate was not significantly 
correlated with either explorative (r=.217, p=.126) or exploitative (r=.187, p=.188) 
innovation strategy.  I also found year-to-year sales growth rate to have no significant 
correlation with each other, indicating substantial fluctuation in yearly sales. 21   
                                                                                                                                              
for future research.  For example, Miller (1987) and his followers (e.g. Jaworski and Kohli, 1993) used 
survey scales to measure technology dynamism directly, such as “high uncertainty of function of new 
technology” and “high uncertainty of technical development of future industry”.  Unfortunately, I do not 
have such items in the innovation surveys. 
21 There are two possible reasons for the significant fluctuation in sales growth.  First, many other 
exogenous shocks could influence sales growth, especially the Asian financial crisis during 1997-1998.  
Second, changes in exchange rate and accounting practice may substantially influence some firms’ sales 
growth in the sample.  While using average sales growth rate and innovation strategy for the last three 
years (in Table 3-2, innovation strategy is examined in a 3-year timeframe) may flatten the fluctuation to 
get a general picture about the relationship between innovation strategy and sales growth rate, future 
research should address the endogeneity issue directly and control for prior sales performance, and if data 
available, include other factors that may influence sales performance.  I am indebted to one of the three 
anonymous thesis examiners for this point. 
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Although I could not rule out the possibility of endogeneity between sales growth and 
innovation strategy, the above suggests that this problem may not be serious in my 
study.  Moreover, prior research has indicated that innovation strategy tends to be quite 
stable across a number of years (Bierly and Chakrabarti 1996).  While slack could 
encourage the adoption of explorative innovation strategy, lack of slack may also have 
the same effect; as pointed out by Levinthal and March (1993), when a firm is 
operating below its aspiration level (e.g., negative sales growth rate), the firm may 




I chose both hierarchical regression and structural equation modeling (SEM) to test 
hypothesis 1a and 1b.  Hierarchical regression adds controls, explanatory variables and 
joint effect terms incrementally to gauge their relative contribution to R-square, while 
SEM gives a comprehensive picture of the relative strengths of all hypothesized 
relationships.  Although the regression results differed slightly from the SEM results, 
the overall conclusions were not affected by the choice of the methods. 
 
Another empirical issue here is the possible sample selection bias.  As mentioned 
earlier, I followed the Oslo Manual to define the minimum threshold of innovation 
activity, as this is the most commonly accepted definition.  Respondents that did not 
meet the threshold criterion were allowed to skip all questions pertaining to their 
innovation activities in the last three years, and consequently I had to drop them from 
the final sample.  However, firms may be self-selected to be innovating or not 
innovating, and some unobserved factors in the self-selection may continue to influence 
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the dependent variable (sales growth rate) in the analysis for the innovating sample.  To 
address this concern, I used Heckman two-stage regression to see whether there was 
significant sample selection bias (Heckman, 1979).  In step one, the inverse Mills’ ratio 
was obtained from the probit regression (innovating or not innovating) using all 
observations.  In step two, the inverse Mills’ ratio was included as an additional 
variable to explain the variation in sales growth rate, using the innovating sample.  This 
procedure is also called the Heckit method.  The Heckit results are shown in Appendix 
VII.  It can be seen that inverse Mills’ ratio is significant in none of the eight 
regressions, and the key results remain the same compared with the usual OLS results 
in Table 3-5, except that the support for H1b becomes stronger in Model 5 (from 
p=.074 to p=.029).  Since sample selection bias seems to be not serious, I use usual 
OLS results (Table 3-5) for this essay. 
 
Moreover, I did find that innovating firms had higher sales growth rate than non-
innovating firms (p=.026) after controlling for location, technology classes, foreign 
nationality, firm age, firm size and export (Table 3-3).  This result can be regarded as 
sample validation since innovating firms are expected to outperform non-innovating 
firms.  I also found that for the full sample (both innovating and non-innovating firms), 
the relationship between firm age (log) and sales growth rate was negative and 
significant (p=.005), but not for the innovating 206 firms, suggesting that innovation 
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Table 3-3. Full Sample Regression for Sales Growth Rate 
 Average sales growth rate 
Location -3.913 (.125) 
High technology 9.490** (.036) 
Medium-high technology .345 (.930) 
Medium-low technology .002 (.1.000) 
Japan -7.692** (.021) 
North America 1.569 (.672) 
EU -3.410 (.483) 
Firm age (log) -4.145*** (.005) 
Firm size (log of total fixed asset) .407 (.595) 
Export .047 (.143) 
Innovating firm 5.052** (.026) 
  
R-square .142 
Adjusted R-square  
a. Software used: Eviews 3.1.  *** p<.01, **p<.05, *p<.10, two-tailed test, p value in parenthesis.  
OLS White-Heteroskedasticity-Robust estimate. Constant included. 
b. Sample size=527, with 360 from Singapore, and 167 from Penang.  11 and 25 foreign firms 
from countries and regions other than North America, EU and Japan were dropped from the 
Singapore and Penang survey respectively. 
 
3.5 RESULTS 
3.5.1 Hierarchical Regression Results 
Mean, standard deviation and correlation are presented in Appendix VI.22  Table 3-4 
shows the results of regressing product and process innovation performance against the 
innovation strategy variables.   Explorative innovation strategy is found to significantly 
influence product innovation, but not process innovation.  In contrast, exploitative 
innovation strategy is found to affect both product and process innovation when the 
interaction term, not the absolute difference is used, although more significantly so in 
the latter.  Both results hold regardless of whether R&D spending intensity is controlled 
for.  The R&D intensity control has a very strong impact on product innovation 
intensity, but not on process innovation intensity.  Among the other control variables, 
high technology is found to positively affect product innovation intensity but not 
                                                 
22 Appendix VI shows that several control variables are related to exploration or exploitation.  For 
example, explorative innovation strategy and R&D spending intensity are positively correlated (r=.165, 
p<.05).  As pointed out by one of the three anonymous thesis examiners, some other factors may also 
influence or “censor” firms’ scope for exploration or exploitation.  It is desirable to control for these 
factors in future research.  A study to investigate the determinants of exploration vs. exploitation 
orientation is also needed. 
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process innovation intensity, although its effect becomes less significant when R&D 
intensity is included (Model 2 and 4).  European firms appear to have better product 
and process innovation performance.  Bigger firms have higher process innovation 
intensity, while older firms have lower process innovation intensity.  The results are 
similar if industry dummies are used instead of technology classes. 
 
Table 3-5 summarizes the regression results for testing hypotheses H1a and H1b.  
Model 2-5 show that only process innovation intensity appears to influence sales 
growth rate, not product innovation intensity.  Japanese subsidiaries seem to under-
perform firms of other nationalities.  Firms in high-tech industries seem to achieve 
higher sales growth rate (Model 1), but when firms’ innovation intensities are 
accounted for, the impact of the high-tech dummy becomes insignificant (Model 2).  
Model 4 and Model 5 test the ambidexterity hypotheses H1a and H1b respectively.  
Model 4 shows that the interaction effect between the two innovation strategies on sales 
growth rate is positive and significant (p=.035), while Model 5 shows that the absolute 
difference between the two strategies is negatively related to sales growth rate (p=.074).  
When the intermediary variables of product and process innovation intensities are not 
included, significant result is still found for “fit as moderating” (p=.030) (Model 7) but 
not for “fit as matching” (p=.123) (Model 8).  Overall, H1a and H1b are supported, 
although the support for H1b is weaker.  The results are similar if industry dummy 
controls are used instead of technology classes. 
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 Table 3-4.  Regression for Innovation Intensities 
Product innovation intensity (log) Process innovation intensity (log)  
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 
Location -.037 (.742) -.009 (.937) -.022 (.846) .005 (.967) -.144 (.225) -.143 (.239) -.154 (.193) -.153 (.208) 
High technology .317** (.039) .241 (.109) .318** (.037) .245 (.102) .237 (.159) .235 (.164) .246 (.143) .242 (.150) 
Medium technology .188 (.122) .141 (.247) .187 (.125) .144 (.243) -.079 (.551) -.081 (.546) -.068 (.607) -.070 (.598) 
Japan  .048 (.763) .062 (.686) .038 (.809) .052 (.734) .208 (.216) .208 (.216) .215 (.193) .215 (.193) 
North America  .031 (.838) .056 (.700) .033 (.825) .059 (.687) .108 (.545) .109 (.544) .119 (.495) .120 (.493) 
EU .392** (.043) .405** (.039) .397** (.038) .409** (.034) .439* (.075) .439*(.076) .429* (.084) .429* (.085) 
Firm age (log) -.027 (.709) -.014 (.845) -.023 (.756) -.010 (.892) -.158* (.065) -.158*(.065) -.158* (.065) -.158* (.066) 
Firm size (log of total fixed 
asset) 
.023 (.493) .032 (.330) .021 (.525) .030 (.367) .082** (.020) .082** (.022) .080** (.025) .080** (.027) 
Export .002 (.134) .002 (.159) .002 (.136) .002 (.160) -.002 (.387) -.002 (.388) -.001 (.395) -.001 (.395) 
Explorative innovation 
strategy 
.156*** (.002) .140*** (.005) .124** (.030) .111** (.047) .023 (.790) .022 (.798) .059 (.458) .058 (.471) 
Exploitative innovation 
strategy 
.106* (.055) .097* (.071) .087 (.146) .081 (.168) .160** (.016) .160** (.016) .191*** (.007) .190*** (.007) 
Explorative innovation 
strategy × Exploitative 
innovation strategy 
-.080 (.238) -.090 (.176)   -.038 (.691) -.038 (.687)   
|Explorative innovation 
strategy – Exploitative 
innovation strategy| 
        -.048(.443) -.040 (.509)  .099 (.223) .099 (.223)
R&D spending intensity  .032** (.029)  .031** (.038)  .001 (.939)  .002 (.919) 
         
R-square .165        .190 .163 .186 .152 .152 .158 .158
Adjusted R-square         .113 .135 .111 .131 .099 .095 .106 .106
Change in R-square  .025**  .023**  .000  .000 








 Table 3-5.  Regression for Sales Growth Rate 
Average sales growth rate  
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 
Location -5.281 (.159) -4.272 (.245) -4.541 (.230) -4.309 (.258) -4.180 (.273) -5.053 (.179) -4.787 (.206) -4.806 (.206) 
High technology 8.581** (.030) 6.080 (.150) 6.033 (.158) 5.719 (.175) 5.934 (.158) 8.327** (.038) 8.114** (.040) 8.269** (.037) 

















North America -.855 (.858) -1.060 (.825) -.885 (.857) -.688 (.886) -1.245 (.800) -.302 (.951) -.161 (.974) -.567 (.908) 
EU -2.561 (.534) -6.264 (.166) -6.384 (.166)   -6.510 (.163) -6.212 (.188) -2.95 (.483) -3.035 (.479) -2.721 (.525) 
Firm age (log) -2.054 (.429) -1.295 (.618) -1.309 (.614) -1.205 (.635) -1.239 (.628) -1.878 (.465) -1.752 (.486) -1.855 (.465) 
Firm size (log of total 
fixed asset) 
.416 (.684) -.148 (.884) -.141 (.891) -.145 (.885) -.124 (.903) .358 (.725) .340 (.732) .392 (.698) 
Export .051 (.251)  .048 (.281)  .047 (.308) .039 (.405) .046 (.320) .052 (.255) .046 (.313) .050 (.275) 
R&D spending intensity -.096 (.770) -.317 (.402) -.315 (.413) -.362 (.346) -.342 (.376) -.130 (.705) -.157 (.648) -.158 (.643) 
Product innovation 
intensity (log) 
 4.244 (.113) 4.280 (.132) 4.727 (.102) 4.163 (.142)    
Process innovation 
intensity (log) 
 4.686** (.025) 4.812** (.021) 4.557** (.030) 5.080** (.015)    
Explorative innovation 
strategy 
  .325 (.823) 0.374 (.806) -.943 (.593) 1.091 (.444) 1.188 (.411) -.005 (.997) 
Exploitative innovation 
strategy 
  -.824 (.600) -1.297 (.417) -1.870 (.276) .367 (.807) -.064 (.966) -.516 (.754) 
Explorative innovation 
strategy × Exploitative 
innovation strategy 
         4.539** (.035)  4.229** (.030)
|Explorative innovation 
strategy – Exploitative 
innovation strategy| 
         -3.026* (.074)  -2.598 (.123)
         
R-square         .107 .160 .161 .175 .170 .110 .122 .116
Adjusted R-square         .061 .108 .099 .110 .104 .055 .063 .057
Change in R-square  .053*** .001 .014** .009* b    .012** .006 c
a. Software used: Eviews 3.1.  *** p<.01, **p<.05, *p<.10, two-tailed test, p value in parenthesis. OLS White-Heteroskedasticity-Robust estimate. Constant included. 
b. Compared to model 3  c.    Compared to model 6
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3.5.2 Structural Equation Modeling Results 
Figure 3-1 and 3-2 provide a graphical presentation of the SEM analysis for testing “fit 
as moderating” and “fit as matching” respectively.  The SEM analysis results conform 
to the earlier regression results very well, except that product innovation intensity 
shows a significant impact on sales growth rate in the SEM analysis.  The goodness-of-
fit statistics (GFI, CFI, NFI, and RMSEA) indicate acceptable model fit (see Appendix 
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Table 3-6. Standardized Path Coefficients for Essay 1 
Description of path Coefficient a Coefficient a Coefficient b Coefficient b
Explorative innovation strategy Æ 
Product innovation intensity (log) .196** (.016) .194** (.017) .188** (.023) .187** (.023) 
Exploitative innovation strategy Æ 
Process innovation intensity (log) .146* (.055) .148** (.050) .158** (.045) .153** (.050) 
Product innovation intensity (log) Æ 
Sales growth rate .179** (.020) .162** (.036) .179** (.020) .160** (.037) 
Process innovation intensity (log) Æ 
Sales growth rate .177** (.015) .200*** (.006) .184** (.013) .209*** (.005) 
Interaction Æ Sales growth rate .140** (.046)  .138** (.050)  
Absolute difference Æ Sales growth rate  -.167* (.073)  -.190** (.044) 
Exploitative innovation strategy Æ 
Product innovation intensity (log) .142* (.072) .137* (.082) .138* (.072) .141* (.067) 
Explorative innovation strategy Æ Sales 
growth rate -.020 (.813) -.102 (.303) -.032 (.705) -.126 (.216) 
Exploitative innovation strategy Æ Sales 
growth rate  -.073 (.358) -.113 (.192) -.083 (.306) -.132 (.138) 
Control variables     
Location Æ Product innovation intensity 
(log) .002 (.975) .002 (.976) .015 (.846) .015 (.842) 
Location Æ Process innovation intensity 
(log) -.080 (.290) -.081 (.285) -.113 (.150) -.114 (.149) 
Location Æ Sales growth rate -.100 (.179) -.095 (.200) -.071 (.368) -.061 (.434) 
High technology Æ Product innovation 
intensity (log) .141 (.112) .141 (.113)   
High technology Æ Process innovation 
intensity (log) .120 (.192) .120 (.192)   
High technology Æ Sales growth rate .121 (.185) .127 (.166)   
Medium technology Æ Product 
innovation intensity (log) .079 (.344) .079 (.341)   
Medium technology Æ Process 
innovation intensity (log) -.046 (.597) -.046 (.591)   
Medium technology Æ Sales growth 
rate -.030 (.722) -.040 (.634)   
Electronics Æ Product innovation 
intensity (log)   .077 (.607) .076 (.613) 
Electronics Æ Process innovation 
intensity (log)   .252* (.098) .252* (.098) 
Electronics Æ Sales growth rate   .044 (.775) .010 (.946) 
Chemicals Æ Product innovation 
intensity (log)   -.017 (.912) -.017 (.911) 
Chemicals Æ Process innovation 
intensity (log)   .082 (.603) .081 (.604) 
Chemicals Æ Sales growth rate   -.100 (.522) -.160 (.305) 
Machinery and equipment Æ Product 
innovation intensity (log)   -.001 (.997) -.001 (.996) 
Machinery and equipment Æ Process 
innovation intensity (log)   .195 (.240) .194 (.244) 
Machinery and equipment Æ Sales 
growth rate   -.146 (.375) -.186 (.260) 
Metal and Mineral products Æ Product 
innovation intensity (log)   -.061 (.663) -.062 (.661) 
Metal and Mineral products Æ Process 
innovation intensity (log)   .256* (.076) .256* (.076) 
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Table 3-6. Standardized Path Coefficients for Essay 1 (continued) 
Description of path Coefficient a Coefficient a Coefficient b Coefficient b
Metal and Mineral products Æ Sales 
growth rate   -.065 (.623) -.098 (.496) 
Japan Æ Product innovation intensity 
(log) -.007 (.927) -.007 (.923) -.002 (.983) -.002 (.981) 
Japan Æ Process innovation intensity 
(log) .052 (.519) .052 (518) .064 (.424) .064 (.424) 
Japan Æ Sales growth rate -.216*** (.006) -.221*** (.005) -.229*** (.004) -.234*** (.003)
North America Æ Product innovation 
intensity (log) .036 (.666) .036 (.671) .049 (.555) .049 (.556) 
North America Æ Process innovation 
intensity (log) .045 (.599) .044 (.600) .057 (.491) .057 (.492) 
North America Æ Sales growth rate -.017 (.837) -.033 (.698) -.001 (.989) -.017 (.840) 
EU Æ Product innovation intensity 
(log) .145* (.054) .145* (.054) .154** (.043) .154** (.043) 
EU Æ Process innovation intensity 
(log) .150* (.053) .150* (.053) .165** (.034) .165** (.034) 
EU Æ Sales growth rate -.088 (.259) -.082 (.295) -.100 (.208) -.089 (.263) 
Firm age (log) Æ Product innovation 
intensity (log) .022 (.766) .022 (.765) .015 (.840) .015 (.836) 
Firm age (log) Æ Process innovation 
intensity (log) -.110 (.156) -.110 (.155) -.112 (.144) -.112 (.143) 
Firm age (log) Æ Sales growth rate -.045 (.559) -.047 (.542) -.043 (.569) -.045 (.558) 
Firm size (log of total fixed asset) Æ 
Product innovation intensity (log) .077 (.359) .078 (.357) .082 (.335) .082 (.334) 
Firm size (log of total fixed asset) Æ 
Process innovation intensity (log) .201** (.022) .201** (.021) .227*** (.009) .227*** (.009)
Firm size (log of total fixed asset) Æ 
Sales growth rate -.010 (.906) -.003 (.974) -.016 (.859) -.007 (.935) 
Export Æ Product innovation 
intensity (log) .118 (.157) .118 (.157) .113 (.184) .113 (.183) 
Export Æ Process innovation 
intensity (log) -.083 (.342) -.083 (.340) -.058 (.510) -.058 (.507) 
Export Æ Sales growth rate .067 (.437) .078 (.365) .076 (.391) .088 (.310) 
R&D spending intensity Æ Product 
innovation intensity (log) .134* (.060) .134* (.060) .139** (.050) .139** (.050) 
R&D spending intensity Æ Process 
innovation intensity (log) .028 (.697) .029 (.693) .0 43 (.552) .043 (.550) 
R&D spending intensity Æ Sales 
growth rate -.061 (.402) -.056 (.441) -.063 (.385) -.061 (401) 
Software used: AMOS 4.0.  *** p<.01; ** p<.05; *p<.10, two-tailed test, p value in parenthesis 
a. Technology classes as control variables. 
b. Industry dummies as control variables. 
 
3.5.3 Sensitivity Analysis 
I performed sensitivity analysis to test the robustness of the findings using 
progressively more stringent cutoff criteria.  Table 3-7 shows that when the criterion to 
be ambidextrous becomes more stringent, the relationship between ambidexterity and 
sales growth rate becomes less significant.  When a firm is ambidextrous only if it 
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scores in the upper quarter for both strategies (in this case, the firm would have to rate a 
majority of the eight objectives for undertaking innovation projects as “very 
important”), the relationship between ambidexterity and sales growth rate becomes 
insignificant (p=.363).  Although this may be due to the small number problem (only 
26 firms meet this requirement), it seems to suggest that firms may run into 
organizational difficulties when pursuing both strategies equally aggressively, causing 
the positive interaction effect to disappear. 
 
Table 3-7. Comparison of Different Grouping Methods 






Explorative innovation strategyÆProduct innovation intensity .193** (.018) .180** (.026) .180** (.026) 
Exploitative innovation strategyÆProcess innovation intensity .150* (.056)  .146* (.064) .149* (.058) 
Product innovation intensityÆSales growth rate .170** (.026) .185** (.019) .175** (.024) 
Process innovation intensityÆSales growth rate .177** (.015) .179** (.014) .182** (.014) 
Ambidextrous firms (dummy)ÆSales growth rate .269*** (.008) .193** (.049) .077 (.363) 
Exploitative innovation strategyÆProduct innovation 
intensities 
.145* (.056) .136* (.074) .139* (.070) 
Explorative innovation strategyÆSales growth rate -.126 (.189) -.093 (.308) -.053 (.553) 
Exploitative innovation strategyÆSales growth rate -.184* (.061) -.139 (.139) -.078 (.371) 
Software used: AMOS 4.0.  *** p<.01; ** p<.05; *p<.10, two-tailed test, p value in parenthesis. 
a. A firm was labeled as ambidextrous if it scored the upper half for both strategies (59 cases). 
b. A firm was labeled as ambidextrous if it scored the upper 3/8 for both strategies (42 cases). 
c. A firm was labeled as ambidextrous if it scored the upper quarter for both strategies (26 cases). 
 
3.6 DISCUSSION 
3.6.1 Contributions and Implications 
This essay makes several contributions to the organization learning and innovation 
management literature.  Firstly, I provide new empirical evidence confirming the 
positive effect of ambidexterity in the context of technological innovation.  Neither the 
trade-off nor the balance perspective between exploration and exploitation has carefully 
investigated how exploration and exploitation can jointly influence firm performance in 
the literature.  While the beneficial effect of balancing exploration and exploitation has 
been widely hypothesized in the literature, there had been few prior studies providing 
suitable measurement constructs and empirical support.  This essay takes into account 
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two different conceptual interpretations of ambidexterity in the literature, and found 
empirical support for both interpretations. 
 
Secondly, this essay also makes a methodological contribution by developing a path 
model to test the ambidexterity hypothesis in terms of both “fit as moderating” and “fit 
as matching”.  Although my findings are limited to the domain of technological 
innovation and not organizational learning in general, the methodological approach 
used in this essay may be generalized to test the ambidexterity hypothesis in other 
management research domains. 
 
Thirdly, the findings of this essay lend support to various organization designs which 
have been proposed in the literature to solve the “paradox of duality”—the tension 
between exploration and exploitation, such as flexible form (Volberda, 1996), network 
form (Miles and Snow, 1986), and N-form (Hedlund, 1994).  Weick (1979) argued that 
organizations have to maintain a balance between flexibility and stability, and if 
organizational flexibility is to have value it must be combined with stability because 
total flexibility makes it impossible for an organization to retain a sense of identity and 
continuity.  Building upon this idea, Brown and Eisenhardt (1998: 12) suggested a form 
of “semi-structures” which lie in an intermediate zone between structure and chaos 
where “organizations never quite settle into a stable equilibrium but never quite fall 
apart”.  Tushman and O’Reilly (1996) recommended strong social control or a common 
overall culture to “glue” highly differentiated subunits in an ambidextrous organization.  
Similarly, Ancona et al. (2001: 658) suggested “a clear, emotionally engaging vision” 
to prevent exploration and exploitation from destroying each other. 
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Fourthly, this essay enhances the existing literature on technological innovation 
management by extending the exploration vs. exploitation construct to characterize 
how firms prioritize their resources for technology innovation.  This essay has validated 
a new typology of technological innovation strategy by showing that the resulting 
constructs (explorative vs. exploitative innovation strategy) have significant and 
distinctive influences on overall firm performance mediated through well-established 
measures of different dimensions of innovation performance (product and process 
innovation intensities).  Just as the exploration vs. exploitation distinction has been 
found to generate significant insights in other domains of management research, I 
suggest that the exploration vs. exploitation construct in the domain of innovation 
strategy will have significant practical implications for senior managers. 
 
One obvious managerial implication is the need for senior managers to become more 
explicitly aware of the need to allocate resources between explorative vs. exploitative 
innovation.   While existing innovation management and organizational practices have 
been largely founded on established typologies with corresponding resource allocation 
and performance benchmark metrics (e.g. % allocation of R&D expenditure into basic 
vs. applied research, product/process innovation intensities), senior managers may need 
to consider introducing new metrics to prioritize resource allocation and benchmark 
performance along the explorative vs. exploitative innovation dimensions.  The 
construct used by this essay could be a useful starting point towards the development of 
such new metrics. 
 
Another implication from my findings is the need for senior managers to be aware of 
the need to manage explorative and exploitative innovation simultaneously in “a 
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steady-state perspective”, besides “a life-cycle perspective” (Winter and Szulanski 
2001: 731).  Burgelman (2002: 354) has identified two organizational adaptation 
patterns: (1) a punctuated equilibrium pattern involving a series of discrete periods, 
each focused on exploration or exploitation, or (2) a more continuous evolutionary 
process of balancing exploration and exploitation.  Earlier literature has characterized 
environments as following a punctuated equilibrium pattern in which stable market and 
technology conditions are interrupted by radical changes or “environmental jolts” (e.g., 
Tushman and Anderson, 1986; Tushman and Romanelli, 1985).  Therefore, firms 
should match different learning styles, strategies and structures with different 
environmental dynamism, e.g., exploration for a turbulent environment and exploitation 
for a stable environment, or develop new capabilities through exploration in one period 
and subsequently exploit these capabilities in the next period (see Smith and Zeithaml, 
1996 for a case study of Bell Operating Companies).  The findings of this essay suggest 
that this life-cycle perspective could have been overemphasized.  Firstly, more recent 
literature indicates that today’s environment change is more like a punctuated 
disequilibrium due to growing globalization and competition, rapid technological 
change and shortened product life cycle.  “Change is ubiquitous—in every industry, in 
every geography, in every firm” (Brown and Eisenhardt, 1998: 4).  Firms using a 
particular learning style to achieve a long period of extraordinary success, such as 
McDonalds which has been using “replication strategy” (Winter and Szulanski, 2001) 
to leverage its business model for decades, may well be extreme cases in the 
population.  Secondly, firms cannot rapidly switch back and forth between exploration 
and exploitation like a “chameleon organization” due to the accumulativeness of time 
consuming competence building processes and non-transient organization memory.  
Thirdly, firms often have to operate in multiple environments, e.g., multiple 
 69
                                                                                                            Chapter 3—Essay 1 
technological life cycles which require different learning styles, and thus need to strike 
a balance between exploration and exploitation. 
 
Burgelman (2002: 354) has called for “a conceptual framework for considering more 
explicitly and sooner the trade-offs involved in balancing induced and autonomous 
strategic processes and exploitation and exploration in organizational learning” (pp. 
354).  The findings of this essay also suggest the need for managers to manage the 
tension between explorative and exploitative innovation on a continuous basis.  This 
may require them to develop the kind of “synthesizing capability” advocated by 
Nonaka and Toyama (2002) to create competitive advantage out of conflicting forces, 
or to adopt the kind of ambidextrous organizational design principles advocated by 
Tushman and O’Reilly (1996) to integrate exploration and exploitation, or a “semi-
structures” design suggested by Brown and Eisenhardt (1998) to compete “on the edge 
of chaos”. 
 
However, while affirming the benefits of ambidexterity, the sensitivity analysis of this 
essay (Table 3-7) also suggests that there may be limits to ambidexterity, possibly due 
to the fact that the organizational tension inherent in an ambidextrous firm may become 
unmanageable when pushed to extreme limits.  Table 3-7 also shows when 
ambidexterity dummy (column a) is used, the negative relationship between 
exploitative strategy and sales growth rate is marginally significant (p=.061), but not 
for explorative strategy.  This is consistent with the common finding that firms are 
more likely to stumble into a competency trap by promoting exploitation and 
suppressing exploration.  On the other hand, exploitative strategy seems to be a 
stronger driver of sales growth than explorative strategy because the former is 
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positively related to both product and processes innovation intensities which positively 
influence sale growth rate.24  In sum, there is no one best way to innovate (Angle and 
Van de Ven, 1989: 676) “[J]ust as we learned many years ago that there is no best way 
to manage, we expect that we will never find one best way to innovate”. 
 
3.6.2 Limitations and Future Research 
This essay is subject to a number of limitations.  Firstly, the eight Likert-scale measures 
adopted for constructing the technological innovation strategy typology capture only 
limited dimensions of the exploration vs. exploitation distinction.   Future research may 
examine the usefulness of additional measures. 
 
Secondly, the effective balance between exploration and exploitation may vary 
significantly with market and technological dynamism.  Due to sample size limitations, 
I was only able to use rather aggregated industry dummies and technology classes as 
control variables.  Future research may be able to assemble a larger number of 
observations to provide more fine-grained controls for market and technological 
environmental factors to examine how the optimal balance between exploration and 
exploitation may be contingent upon environmental factors. 
 
Thirdly, due to data limitations, I have not been able to address the impact of 
explorative and exploitative innovation on long term performance (10 years or more), 
which will be necessary if we were to examine highly technology-intensive firms in 
more advanced nations.  To address this, future research may need to assemble 
longitudinal data over a sufficiently long period. 
                                                 
24 However, the impact of exploration may be underestimated due to its longer incubation time to bear 
fruits. 
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CHAPTER 4 
THE IMPACT OF KNOWLEDGE INTERACTION WITH 




There is a clear trend towards more knowledge-intensive manufacturing and services 
across the OECD countries, with a growing recognition of the importance of 
knowledge as a critical source of competitive advantage not only at firm level but also 
at country level.  In this knowledge intensification process, knowledge-intensive 
business services (KIBS), such as IT and consulting services, have experienced the 
fastest growth and become increasingly important sources of innovation.  Accordingly, 
increasing attention has been paid to the innovation activities in services and 
particularly in KIBS, and the role of KIBS in national innovation systems.  Miles et 
al.’s (1995) highly cited work characterized KIBS as user, carrier and source of 
innovation.  The final report from the European SI4S (Services In Innovation, 
Innovation In Services) project concluded that KIBS play a key role in transforming 
client firms into dynamic learning organizations (Hauknes, 1998).  Den Hertog (2000) 
illustrated that KIBS are critical for facilitating innovation across economy, and thus 
take an important role in national innovation systems as innovation agent. 
 
There are several gaps in the burgeoning KIBS literature.  Firstly, while a substantial 
part of the literature on KIBS stresses their functions of innovation agent to their 
clients’ innovation process and their contributions to knowledge transfer and diffusion 
in innovation systems, little attention has been paid to the internal innovation dynamics 
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of KIBS firms.  However, the interactive service relationship between KIBS firms and 
their clients is essentially a bilateral learning process that is supposed to also expand 
KIBS firms’ innovation capabilities.  Secondly, the investigations of KIBS innovation 
remain highly exploratory, and empirical evidence is still incomplete and anecdotal.  
There are still few econometric analyses about how KIBS firms interact with their 
clients in the process of knowledge co-production and how this knowledge interaction 
may shape their own innovation activities.  Thirdly, research on services innovation in 
the non-OECD context is still rare, although some exceptions do exist, e.g., Chan et 
al.’s (1998) survey of services innovation in Hong Kong. 
 
Muller and Zenker’s (2001) study provided among the first empirical support to the 
important “virtuous innovation circle hypothesis” that the interaction between KIBS 
firms and their clients should mutually contribute to their respective innovation 
capabilities.25  Their results were based on a French and German sample showing that 
interacting KIBS firms and manufacturing SMEs had a higher propensity to innovate 
than those that were not interacting.  Although Muller and Zenker’s empirical evidence 
is encouraging, one major weakness is that their study was based on direct Chi-square 
test, not controlling for many other factors which would also shape KIBS firms’ 
innovation behavior.  Moreover, they used a rather vague measure of the presence of 
“innovation-related interaction” (i.e., dummy variable) which was not clearly defined in 
their paper. 
 
                                                 
25 On the one hand, they found that manufacturing SMEs interacting with KIBS firms were more likely 
to innovate, more likely to be innovative (spend more than 8% of turnover for innovation as their 
criterion), and more likely to collaborate with institutions of technological infrastructure (ITI, e.g., 
universities and research institutes).  On the other hand, they found that KIBS firms interacting with 
manufacturing SMEs were more likely to innovate, but the other two mirroring hypotheses about KIBS 
firms were not supported by their data. 
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This essay focuses on the innovation behavior of KIBS firms in their own right rather 
than their supporting role as innovation agent for their clients.  The aim of this essay is 
to provide fresh empirical evidence from Singapore, a non-OECD country, on how the 
knowledge interaction with manufacturing clients can influence KIBS firms’ 
innovation behavior.  I define the knowledge interaction as how frequently KIBS firms 
provide four types of innovation support to manufacturing clients: product innovation, 
process innovation, organizational innovation and market development.  My results 
show that KIBS firms that engage in providing innovation support to manufacturing 
clients exhibit higher levels of innovation behavior. 
 
4.2 LITERATURE REVIEW 
4.2.1 Innovation in Services 
It is well known that services account for about two-thirds of GDP in developed 
countries, and nearly half of GDP in developing countries.  With the European Union 
as an example, the services sector accounted for 50 per cent of its GDP and 46 per cent 
of its total employment in 1970, but 67 per cent of its GDP and total employment in 
1997 (including both market and non-market services).  In the meantime, the share of 
manufacturing was decreasing (EUROSTAT, 1999; see also Appendix X for a 
comparison between OECD countries and Singapore). 
 
Despite their economic importance, services were seen as innovation laggards until 
recently. 26   Manufacturing was considered as the main source of technological 
                                                 
26 For example, Pavitt (1984) developed a taxonomy of sectoral technological trajectories: science-based 
sectors (e.g., pharmaceuticals, electronics), scale-intensive sectors (e.g., automobile), specialized 
suppliers (e.g., instruments), and supplier-dominated sector.  He regarded services indiscriminately as 
being supplier-dominated.  In this way, services were treated as technology laggards as traditional 
manufacturing industries like textile, food, wood and paper products etc.  But in his later work (e.g., 
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innovation and productivity growth, and not surprisingly innovation theory has been 
basically derived from the analysis of technological innovation in manufacturing.  This 
traditional assertion that services contribute little to productivity growth was not 
seriously challenged before the 1990s (Miles, 2000a).  However, recent empirical 
evidence shows that services are actively engaged in innovation, and some of them are 
highly innovative: 
i) Services are active users and adopters of new technologies, especially ICT.  The services sector 
is by far the main purchaser of ICT.  ICT has enabled productivity improvements in many 
services, although official productivity estimates may obscure their impact because of 
measurement problems (OECD, 2000b). 
ii) Services can be the source of innovation in their own right.  The European Union’s CIS 
(Community Innovation Survey) survey showed that service firms spent between 1.2 per cent 
and 4 per cent of their sales on innovation (OECD, 2000b).  Many services have been found to 
be highly innovative, such as computing services and consulting services. 
iii) Services do carry out R&D and can be the producer of technology.  Taking the OECD countries 
as a whole, the share of business enterprise R&D (BERD) expenditure conducted by the 
services sector rose from less than 5 per cent of total BERD in 1980 to more than 15 per cent in 
1995 (Figure 4-1; see also Appendix XI for detailed information on R&D in services in 
Singapore).27  Based on R&D data of the OECD countries, Young (1996) identified three “S&T 
intensive” service industries: R&D services, computer services and communication services.  
He also found a general growing propensity to perform R&D across service industries, even 
among “non-S&T" based services. 
                                                                                                                                              
Pavitt et al., 1989), he added a new category to this taxonomy: information intensive sectors, which 
includes financial services and (large scale) retailing. 
27 However, this can be the result of growing outsourcing of manufacturing R&D to specialized R&D 
service firms which either already exist in the market or are spun off from manufacturing firms. 
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Figure 4-1. Share of Services in Business R&D Expenditure in Singapore and Selected OECD 
Countries 
 
Source: STI Outlook (OECD, 2001), National Survey of R&D in Singapore (NSTB, 1999). 
 
Accordingly, a large number of serious scholars have studied innovation in services, 
especially from the 1980s onwards (e.g., Barras, 1986, 1990; Soete and Miozzo, 1989; 
Miles, 1993; Young, 1996; Gallouj and Weinstein, 1997; Sirilli and Evangelista, 1998).  
In particular, most EU countries included many service industries in the second round 
of the Community Innovation Survey (CIS-II) in 1997, 28  while CIS-I had been 
restricted to manufacturing in most member countries.  With the flourish of services 
innovation studies, Miles (2000a: 371) declared that research on services innovation 
has “come of age in the knowledge-based economy”.  The research question has moved 
from “do services innovate” to “which services are most innovative” and “how they 
innovate” (Miles, 2000b). 
 
4.2.2 Knowledge-Intensive Business Services 
Since the late 1990s, there have been significant research efforts directed to one 
particular type of services—Knowledge-Intensive Business Services (KIBS).  KIBS 
constitute one of the characteristics of the rise of knowledge-based economy (Muller 
                                                 
28 This represents the first international systematic attempt to investigate technological innovation in 
services. 
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and Zenker, 2001), and is one of the most dynamic components of the services sector in 
most industrialized countries (Strambach, 2001). 
 
There are two explanations on the growth of KIBS.  Firstly, firms’ concentration on a 
narrower scope of core competencies (Prahalad and Hamel, 1990) and structural 
changes across industries (e.g., division of labor, flexible specialization) have led to 
increasing externalization and/or spin-off of service functions that were in the past 
provided in-house in manufacturing industries.  This explanation suggests that the 
growth of KIBS is basically a statistical phenomenon without actual changes in the 
economy.  Another explanation on the growth of KIBS is that firms increasingly rely 
on interactions with a variety of actors (especially KIBS firms) for complementary 
knowledge and competencies because of the increasing complexity and inter-
disciplinary nature of the innovation process as a result of accelerating knowledge 
growth.  This explanation underscores the increasing demand for knowledge services in 
the economy.  I believe the combination of the two perspectives can provide a more 
complete picture of increasing knowledge outsourcing and the growth of KIBS.29
 
Miles et al. (1995: 18) defined KIBS as services that involve “economic activities 
which are intended to result in the creation, accumulation or dissemination of 
knowledge”.  Another general definition is from Muller (2001: 2): “KIBS can be 
described as firms performing, mainly for other firms, services encompassing a high 
                                                 
29 For example, Strambach (2001: 62) argued: “The growing national and international division of labor, 
the increase in knowledge, and the resulting concentration on the core competences of firms means that 
the competence of any individual firm is becoming narrower. Because the half life of knowledge is 
becoming shorter, it will be increasingly difficult for firms to provide abundant intra-organizational 
know-how in all relevant areas and to keep up with the latest development.  On the other hand, 
independent KIBS firms, which must establish themselves and ensure their survival with new products in 
the national and international markets, are faced with innovation, time and quality competition which 
forces them to continually build up new competences in their fields of knowledge”. 
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intellectual value-added”.  Based on Miles et al.’s (1995) extensive discussion of KIBS, 
den Hertog (2000: 505) provided a more comprehensive definition: “private companies 
or organizations who rely heavily on professional knowledge, i.e., knowledge or 
expertise related to a specific (technical) discipline or (technical) functional domain to 
supply intermediate products and services that are knowledge based”.  The working 
definitions of KIBS vary considerably in the literature.  Following Miles et al. (1995) 
and den Hertog (2000), I include three major KIBS sectors in this study: IT and related 
services, business and management consulting, and engineering and technical services 
(see appendix II for a decomposition of the sectors based on SSIC 2000). 
 
One may argue that KIBS are just similar to the third category of Soete and Miozzo’s 
(1989) taxonomy of services—specialized technology suppliers and science-based 
sectors.30  However, the key difference is that Soete and Miozzo’s approach is based on 
internal technological innovation activities within service firms’ organizational 
boundary using a framework drawn from manufacturing (e.g., Pavitt, 1984), but KIBS 
are defined on the basis of high client intensity and knowledge interaction in service 
provision.  KIBS may be or may not be technology-intensive.31  What is important is 
that the definition of KIBS provides a platform to study a group of services which are 
very actively integrated into innovation systems by joint knowledge development with 
                                                 
30 Soete and Miozzo (1989) distinguished three types of services: (1) supplier dominated sectors (e.g., 
personal service like hairdresser) where innovations are basically determined by technologies developed 
in manufacturing industries; (2) production-intensive or scale-intensive (e.g., transportation) and network 
(e.g., banking and telecommunication) sectors. Although innovations in these sectors may still originate 
from manufacturing industries, the nature of service can play an important role in defining innovations 
and the use of new technologies; (3) specialized technology suppliers and science-based sectors (e.g., IT 
services, technical consulting services, and specialized business services) where the main source of 
innovation resides in service firms and they can innovate in their own right. 
31 Miles et al. (1995: 29-30) distinguished between P-KIBS and T-KIBS.  P-KIBS are “traditional 
professional services, liable to be intensive users of new technology” (such as marketing/advertising 
services, business and management consulting services, legal and accounting services and so on).  T-
KIBS “are related to emerging technologies and technological challenges” (such as IT related services, 
engineering services, R&D consulting services and so on). 
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their clients, and which consequently create considerable positive externalities and 
possibly accelerate knowledge intensification across economy.  Miles et al. (1995) 
stressed that the distinction between knowledge co-development and information 
transfer is crucial to define KIBS (although it could be difficult to operationalize in 
practice).  KIBS are not general information services whose major function is to store 
and transport data and information, such as telecommunication and banking services.  
KIBS firms’ innovation efforts extend far beyond their internal organizations to the 
service relationship and directly into the domain of service clients by providing 
competence enhancing knowledge services to their clients, i.e., to “foster knowledge 
development elsewhere in the economy” (Miles et al., 1995: 25). 
 
4.2.3 The Role of KIBS in Innovation Systems 
The positive effects of KIBS firms as innovation agent have been widely discussed in 
the recent literature, for both technology based and non-technology based KIBS, and at 
both micro and macro level.  By examining the interactive technology transfer process, 
Bessant and Rush (1995) demonstrated that KIBS (including accounting and 
management consulting, engineering and technology consulting, software and systems 
supplier, and human development consulting etc. in their case) were critical to promote 
the adoption of Advanced Manufacturing Technology (AMT) by supporting the 
selection and implementation of innovations in their manufacturing clients.  In 
Howells’ (2000) case study, contract R&D services were not just playing a peripheral 
role in the innovation process, but were often actively involved in technical 
specification and product design for manufacturing firms.  Moreover, in some cases, 
R&D service firms took the lead by tapping manufacturing firms’ technical inputs and 
manufacturing capability to realize their own innovations in the market. 
 79
                                                                                                            Chapter 4—Essay 2 
Antonelli (1998) suggested that KIBS serve as a dynamic source of “quasi-generic” 
knowledge and an interface between client firms’ local tacit knowledge base and the 
generic knowledge available within the economy.  In so doing, KIBS increase the 
connectivity among actors and the receptivity of client firms to external sources of 
information and knowledge.  Using input-output tables, his econometric analysis 
demonstrated the high output (measured by value added) elasticity of KIBS across 
industries in France, Italy, Germany, and the UK (after controlling for the usage of 
labor and capital).  Similar results were found by Windrum and Tomlinson (1999), and 
by Katsoulacos and Tsounis (2000).32
 
KIBS integrate different stocks of knowledge and competences in innovation systems 
(Strambach, 2001).  The SI4S project summarized three functions that KIBS play in 
innovation systems (e.g., Hauknes 1998: 54): 
i) KIBS as facilitator of innovation when a KIBS firm supports a client firm in its innovation 
process, but the innovation at hand does not originate from this KIBS firm. 
ii) KIBS as carrier of innovation when a KIBS firm plays a role in transferring existing innovations 
from one firm or industry to the client firm or industry.  However, the innovation at hand does not 
originate from this particular KIBS firm. 
iii) KIBS as source of innovation when a KIBS firm plays a major role in initiating and developing 
innovations in the client firm. 
 
KIBS firms make two types of contribution to innovation systems: direct effects for 
national and regional competitiveness resulting from own innovative activities of KIBS 
                                                 
32 However, the lack of a common operationalization of KIBS compromises the significance of many 
empirical KIBS studies.  For example, Antonelli (1998), and Katsoulacos and Tsounis (2000) used 
business services as a proxy for KIBS due to the unavailability of disaggregated data.  However, business 
services also cover many services which are not knowledge-intensive.  Toh (2000), and Windrum and 
Tomlinson (1999) included finance, insurance and telecommunication services besides KIBS defined by 
Miles et al. (1995) and den Hertog (2000), and labeled them as knowledge-intensive services (KIS). 
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firms, and indirect effects and positive feedbacks that increase their clients’ 
competitiveness through the use of their services (Strambach, 2001: 60. see Figure 4-2).  
These two types of effects are highly interdependent.  Strambach (2001) stressed that 
the strategic significance of KIBS stems primarily from indirect effects.  Den Hertog 
(2000) also concluded that by co-producing innovation, KIBS operate as catalysts to 
promote a fusion between generic explicit knowledge dispersed in the economy and 
more tacit knowledge located in the firms or sectors they service.  He further suggested 
that by creating and combining knowledge resources in innovation systems, KIBS are 
gradually evolving into a second knowledge infrastructure alongside the more 
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4.3 HYPOTHESIS 
The above literature review shows that most KIBS studies are dominated by concerns 
about how they affect client firms’ innovation process.  However, KIBS firms and their 
clients often work in a symbiotic relationship, and the knowledge interaction between 
KIBS firms and their clients is essentially a bilateral learning process that benefits both 
KIBS users and providers.  This essay focuses on how the knowledge interaction 
between KIBS firms and their clients (manufacturing firms in my case) can also shape 
KIBS firms’ innovation behavior. 
 
The importance of knowledge interaction for innovation was initially emphasized in the 
interactive innovation process models, e.g., Kline and Rosenberg’s (1986) chain-linked 
model, Lundvall’s (1988) user-producer interaction, and Rothwell’s (1992) fifth 
generation innovation process—the systems integration and networking model (SIN).  
These models go beyond the traditional linear model by focusing on the internal 
interaction across different functional areas or innovation phases, as well as the external 
interaction with network partners for knowledge creation and transfer.  In particular, 
von Hippel (1988) has stressed the importance of feedbacks from lead users33 for 
successful innovations. 
 
Interactive learning is also central to the national innovation system literature.  
Lundvall (1992: 2) defined innovation system as “a system of innovation constituted by 
elements and relationships which interact in the production, diffusion and use of new, 
and economically useful, knowledge”.  This systemic understanding of innovation 
process suggests that firms generate their innovations through a complex interplay with 
                                                 
33 According to von Hippel (1988: 107), lead users are those that “… face needs that will be general in 
the market place, but … face them months or years before the bulk of that marketplace encounters them”. 
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various actors, such as buyers, suppliers, competitors, R&D institutes/universities, and 
government institutions.  These dynamic learning and interactive innovation theories 
are particularly pertinent to KIBS since the importance of KIBS in innovation systems 
just lies in their linkages with other actors as discussed earlier. 
 
On the one hand, KIBS firms integrate different areas of knowledge and competencies 
to solve their clients’ innovative problems.  On the other hand, the interactive 
innovation theory suggests that knowledge flows between KIBS firms and their clients 
are not unilateral: KIBS firms also receive knowledge from the interaction with their 
clients to enhance their own knowledge base.  A three-stage knowledge processing 
model for this knowledge interaction was proposed by Strambach (2001) and Muller 
and Zenker (2001): (1) knowledge acquisition—KIBS firms acquire knowledge (tacit 
and explicit) in the course of interaction process that takes place when the service is 
provided; (2) knowledge recombination—KIBS firms combine knowledge gained from 
interaction with existing knowledge, and new knowledge is generated through this 
knowledge recombination/codification process, and overall absorptive capacity is 
increased for the next round of knowledge processing;34 (3) knowledge diffusion—
KIBS firms apply this new knowledge into new service products or processes which 
open up new opportunities for them to interact with and transfer knowledge to their 
clients.  It is evident that this is an iterative, circular and reciprocal process in which the 
knowledge interaction expands KIBS firms’ knowledge base which in turn leads to new 
possibilities of interaction (Figure 4-3).  This knowledge interaction process is very 
consistent with Nonaka’s (1994) thesis that organizational knowledge is created and 
                                                 
34  Several authors have discussed extensively the importance of knowledge recombination for 
innovation, e.g., “architectural innovation” by Henderson and Clark (1990), “combinative capability” by 
Kogut and Zander’s (1992), “architectural competence” by Henderson and Cockburn (1994), and 
“invention as a process of recombinant search” by Fleming and Sorenson (2001). 
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expanded through a spiraling cycle of social interaction between tacit knowledge and 
explicit knowledge (within and between KIBS firms and their clients in this essay). 
 
Similarly, Muller (2001) suggested that KIBS firm can develop their own knowledge 
base and innovation capability through the interaction with manufacturing SMEs in 
terms of better integration into innovation systems and better activation of 
internal/external innovation resources.  Moreover, the knowledge interaction with 
manufacturing clients can also function as a demand-pull factor to force KIBS firms to 
continually build up new competences and to catch up with the latest development in 
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In this essay, I measure knowledge interaction between KIBS firms and their clients in 
terms of the frequency of their innovation support to manufacturing clients.  This 
measure is reasonable since interactive learning implies the penetration of organization 
boundaries.  I propose that there is a positive relationship between knowledge 
interaction with manufacturing clients and KIBS firms’ innovation in their own right.  
Specifically I hypothesize that: 
 
H2: KIBS firms that provide innovation support to manufacturing firms show 
higher levels of innovation behavior than KIBS firms that do not provide 
innovation support to manufacturing firms. 
 
I use a number of indicators to measure KIBS firms’ innovation behavior, such as 
propensity to innovate or to do R&D, propensity to collaborate with R&D 
institutes/universities for innovation, innovation/R&D spending intensity, diversity of 
innovation activities, and new services intensity (see the next section for the 
definitions). 
 
4.4 DATA AND METHODS 
4.4.1 Development of KIBS in Singapore 
KIBS actually cover a wide range of service sectors, and there has been no uniform 
operationalization of KIBS in the literature.  Particularly the working definition based 
on industrial classification may miss the emerging activities which can be regarded as 
KIBS across industries (Miles et al., 1995).  Based on the rather restrictive KIBS 
operationalization used in this essay (see appendix II), I constructed a rough picture of 
the evolution of KIBS in Singapore over the 1990s (Table 4-1 and 4-2).  Steady growth 
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of KIBS is observed.  Share of KIBS employment in the service sector increased from 
12.9% in 1990 to 17.3% in 1999, and the corresponding share of KIBS value added 
increased from 9.4% to 13.8%.  In particular, a strong trend of growth is found for IT 
and related services. 
 
Table 4-1. Share of KIBS Employment in the Service Sector (%) 
 1990 1991 1992 1993 1994b 1995 1996 1997 1998 1999 
KIBS 12.9 13.6 13.5 14.0 15.1 16.2 15.2 15.8 15.9 17.3 
Share of IT and related 
services in KIBS 14.2 14.5 15.1 16.1 16.3 16.4 18.5 18.9 20.0 23.8 
Share of business and 
management consulting 
in KIBS 54.7 54.9 55.6 52.9 53.9 54.9 53.6 51.4 49.4 50.6 
Share of engineering and 
technical services in 
KIBS 31.1 30.6 29.2 31.0 29.9 28.8 27.9 29.7 30.6 25.7 
Total a 100 100 100 100 100 100 100 100 100 100 
Source: Calculated from Economic Surveys Series: the Services Sector (various years, DOS). 
a. Figures may not add up to 100 due to rounding. 
b. Year 1994 data not available, based on interpolation. 
 
Table 4-2. Share of KIBS Value Added in the Service Sector (%) 
 1990 1991 1992 1993 1994b 1995 1996 1997 1998 1999 
KIBS 9.4 9.6 9.9 10.0 10.8 11.6 11.0 12.3 12.9 13.8 
Share of IT and related 
services in KIBS 13.5 16.0 17.8 17.7 18.4 19.0 20.6 20.9 21.6 23.4 
Share of business and 
management consulting 
in KIBS 57.4 56.6 54.4 54.2 53.7 53.2 52.0 52.6 52.3 53.3 
Share of engineering 
and technical services 
in KIBS 29.2 27.4 27.8 28.2 28.0 27.7 27.4 26.5 26.1 23.3 
Total a 100 100 100 100 100 100 100 100 100 100 
Source: Calculated from Economic Surveys Series: the Services Sector (various years, DOS). 
a. Figures may not add up to 100 due to rounding. 
b. Year 1994 data not available, based on interpolation. 
 
4.4.2 Data Source 
Data for this study were drawn from a national innovation survey focusing on KIBS in 
Singapore conducted through the Centre for Entrepreneurship of National University of 
Singapore (NUS) in 1999.  Since there was no available comprehensive list for KIBS 
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firms, a variety of business directories were used to construct the KIBS sample and 
company address list.35
 
Structured survey questionnaires were sent to the CEOs of 3728 KIBS firms 
(eliminating closures and non-traceable relocations).  A total of 181 valid responses 
were achieved, yielding a response rate of only 4.9%.  The response rate was 
considerably lower than the typical range of 12% and 10% for mail surveys targeted at 
senior executives (Hambrick et al., 1993), and average response rate of 10% for mail 
survey in Singapore (Wong et al., 1993).  Nevertheless, the absolute size of valid 
responses (181) was adequate for hypothesis testing in this study.  Response rates 
varied slightly between sectors, ranging from 5.4% for IT and related services to 4.1% 
for business and management consulting (see Table 2-6).  Most respondents were 
small, local firms. 150 of 181 (82.9%) respondents had less than 25 employees, and 135 
of 181 (74.6%) respondents were local firms. 
 
Some survey instruments were adopted from the OECD Oslo Manual (OECD-
EUROSTAT, 1997) wherever applicable.  In particular, the distinction between product 
and process innovation was kept (see a discussion in Section 2.1).  This distinction is 
widely used and seems working well in services innovation surveys (e.g., Sirilli and 
Evangelista, 1998; Hipp et al., 2000).  Indeed, the Oslo Manual does not rule out 
application of its procedure to services closely related to manufacturing (Miles, 1995).  
On the other hand, to study the specific characteristics of the innovation process of 
KIBS firms, several additional questions about the innovation support of KIBS firms to 
manufacturing clients were asked. 
                                                 
35 See footnote 8 in Section 2.3. 
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4.4.3 Variables 
KIBS firms were asked how often (from 0=not at all to 4=frequently) they supported 
four types of innovation activities in manufacturing clients: product innovation, process 
innovation, organizational innovation, and market development.  Since internal 
innovation and innovation support to manufacturing clients of KIBS firms can be 
highly interdependent, to resolve possible ambiguity in answering the questionnaire, 
respondents were reminded at the beginning of innovation support section: “This 
section is about innovations introduced by your manufacturing clients.  Please do not 
refer to innovation in your own enterprise any longer!”  KIBS firms’ own innovation 
and their innovation support to manufacturing clients are two related but different 
constructs.  It is truly possible for a non-innovating KIBS firm to provide innovation 
support services to manufacturing clients.  In this sample, 55 out of 180 KIBS firms 
provided innovation support to manufacturing clients but they themselves were not 
innovating. 
 
Factor analysis was used to construct a synthetic indicator.  These four types of support 
were found to load onto one factor (72% variance explained, Cronbach Alpha= .87).  
This factor was named as innovation support which was a linear combination of the 
original variables (equation [1]).  The standardized values of innovation support were 
used in the following analysis. 
Innovation support= .292 * product innovation support + .303 * process 
innovation support + .288 * organizational innovation support + .298 * market 
development support                         [1] 
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Measures for the key variables are showed in Table 4-3.  Both R&D intensity and 
innovation intensity indicators were used as dependent variables.  Compared with 
manufacturing innovation, services innovation appears to draw less on R&D, and the 
management of services innovation is often ad hoc in nature, e.g., without R&D 
department and managers that are usually found in large or technology-intensive 
manufacturing firms (Sundbo, 1997).  R&D represents only one type of innovation 
activities.  Instead, services firms may invest more in other innovation activities, such 
as market analysis, training, acquisition of new equipment and external technology, 
which are captured in the broader innovation intensity indicator (see e.g., Wong and 
He, forthcoming). 
 
Industry dummies, firm nationality (foreign or local), firm age, firm size, export, human 
capital intensity, firm strategic orientations, and client size were included as control 
variables.  Large firms have an advantage in innovative activities due to economies of 
scale and scope in research, and also because they are more likely to possess 
specialized complementary assets (Teece, 1986) to reap the rents of innovations.  Most 
empirical studies in manufacturing have confirmed the Schumpeterian hypothesis that 
firm innovation increases with firm size (Cohen, 1995).  However, since the economies 
of scale are very limited in services, size effect may not be significant.  Actually, the 
analysis of CIS-II dataset for UK (Green et al., 2001) showed that the propensity to 
innovate in technical services firms appears to be similar across the size distribution.  
The quadratic term (firm size square) was also included in order to account for the 
possible non-linearity in the relationship between innovation and size.36
                                                 
36 While total fixed asset is used as a proxy for firm size in essay 1 (Chapter 3) and essay 4 (Chapter 6) 
for manufacturing firms, I chose total employment for this essay because the main asset of KIBS firms is 
human capital, and the main competitiveness of KIBS firms is professional skills and knowledge 
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Barras’ (1986) influential “reverse product cycle” (RPC) model proposes that new 
technologies are adopted by service firms initially to improve the efficiency of service 
production or delivery, then in the second phase to improve service quality and 
flexibility, and finally in the third phase to introduce new service products.  Despite 
Barras’ model provides a useful conceptual framework for analyzing how technology 
adoption, especially ICT adoption, impacts services innovation, it has been widely 
criticized especially for its technology determinism (Buzzacchi et al., 1995; 
Uchupalanan; 2000).  Strategic choice does exist in services innovation.  For example, 
Uchupalanan’s (2000) detailed case study of 15 Thai banks found that the 
characteristics of their innovation process varied systematically with competitive 
strategies for growth and competition.  Innovations are formulated within the 
framework of firm strategy, and they are primarily determined by the strategic situation 
of the firm (Sundbo, 1997).  In this study, KIBS firms’ self-reported importance of 
strategic factors for sales success was used as proxies for their strategic orientations. 
 
Level of export may also affect KIBS firms’ innovation behavior.  The recent massive 
ICT adoption, combined with extensive liberalization and deregulation, is said to make 
services more tradable and storable, and thus make the international service market 
more accessible.  This service internationalization is opening up more opportunities as 
well as bringing about more competition, which may also encourage innovation in 
KIBS. 
 
                                                                                                                                              
embedded in the expertise of their staff (Miles et al., 1995). Natural log was not applied to firm size 
because log transformation may offset non-linear effect. 
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Human capital intensity may be another key factor in KIBS innovation.  KIBS 
provision is heavily dependent on specialized knowledge and skills of individual 
employees involved.  The main competitiveness of KIBS firms is professional skills 
and knowledge embedded in the expertise of their staff (Miles et al., 1995).  Skilled 
personnel are instrumental in solving clients’ innovative problems as well as in KIBS 
firms’ own innovation process. 
 
The demand-pull hypothesis (Schmookler, 1966) in mainstream innovation studies 
suggests that client size could be another determinant of KIBS innovation.  KIBS firms 
may derive legitimacy or status from their affiliation with big customers (Podolny and 
Page, 1998).  Moreover, large client size implies bigger and more stable transaction 
volumes which make innovation more profitable due to economies of scale and scope 
in innovation spending.  Big client size also makes it easier to predict future change in 
demand, and therefore makes innovation less risky (Peters, 2000).  However, doing 
business with big clients may not stimulate innovation activities of KIBS firms at least 
for the following two reasons: (1) high client intensity and customization in KIBS 
provision severely limit economies of scale and scope in innovation investment, i.e., 
KIBS firms have to address the specific innovative problems of customers and 
industries they service (see also footnote 10 in Section 2.3 for a list peculiarities of 
services in general); (2) the interactive learning nature of KIBS innovation suggests that 
social capitals (Nahapiet and Ghoshal, 1998, Uzzi, 1997), such as a shared language, 
overlapping knowledge structures, and a common cognitive frame, are particularly 
important for KIBS innovation, but doing business with big clients on the basis of 
discrete (or spot, arm’s-length) market exchange does not foster these conducive 
conditions for KIBS innovation, and thus does not capture the positive feedback effects 
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from “learning by interacting” or “learning by networking”.  As such, I do not predict 
the sign of this control variable. 
 
Table 4-3. Variable Description for Essay 2 
Variable a Description 
Product innovation 
(DV) 




1 if adopted new or substantially improved methods of service provision over 
the last three years, 0 otherwise 
Innovation (DV) 1 if either product or process (or both) innovation takes value of 1, 0 otherwise 
(when product innovation=0 and process innovation=0) 
Diversity of innovation 
activities (DV) 
Number of different innovation activities engaged in: (1) R&D, (2) acquisition 
of R&D services, (3) acquisition of machinery & equipment linked to 
innovation, (4) acquisition of software and other external technology linked to 
innovation, (5) preparations to introduce new or significantly improved services 
or methods to deliver them, (6) training directly linked to technological 
innovation, (7) market introduction of technological innovations, (8) adoption 
of e-commence applications, if innovation=1 (assuming each type of innovation 
activity has the same weight).  0 if innovation=0 
Innovation spending 
intensity (DV) b
Total expenditure on the above innovation activities as a % of total sales if 
innovation=1, 0 if innovation =0  
R&D (DV) 1 if doing R&D in Singapore, 0 otherwise 
R&D spending 
intensity (DV) b
R&D spending in Singapore as a % of total sales if R&D=1, 0 if R&D=0 
New services intensity 
(DV) b
% of total annual sales from new or substantially improved services introduced 
over the last three years, 0 if product innovation=0 




Innovation support (IV) A composite indicator based on how frequently the KIBS firm provides four 
types of innovation support to manufacturing clients over the last three years: 
product innovation, process innovation, organizational innovation, and market 
development (from 0=not at all to 4=frequently). Cronbach Alpha= .87 
Strategic orientation 
(CV) 
Importance of the following strategic factors for the sales success: (1) price, (2) 
quality (3) on time fulfillment, (4) large-scale of services, (5) broad scope of 
services, (6) novelty of product, (7) short delivery time, (8) flexibility upon 
customer request, (9) multiple distribution channels, (10) marketing & 
communications, (11) environmental acceptability.  1=little influence, 5=most 
decisive. 
Foreign firm (CV) 1 if foreign company, 0 otherwise 
Industry dummies (CV) IT and related services (reference category), business and management 
consulting, technical and engineering services 
Firm size (CV) Total employment 
Firm size square (CV) Square of total employment/100 
Firm age (CV) 1999-founding year 
Export (CV) Share of turnover during the last business year from outside Singapore 
Human capital intensity 
(CV) 
Percentage of university graduates and diploma holders in total employment 
Big client (CV) How frequently doing business with business customers of 500 employees and 
more. 0=not at all, 4=frequently 
a. DV—dependent variable, IV-independent variable, CV-control variable. 
b. Mid-point estimate of ordinal intervals was used as innovation spending intensity, R&D spending 
intensity, product innovation (new services) intensity as in Table 3-1.  Information on process 
innovation intensity was not available from the KIBS survey. 
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4.4.4 Methods 
Logistic regression was used to test the impacts of innovation support on KIBS firms’ 
propensity to innovate, to do R&D, and to collaborate with R&D institutes/universities, 
since the dependent variables were binary.  The logistic model estimates the impact of 
independent variables on the odds ratio for a dependent variable to be one.  Taking the 
propensity to innovate as an example, the logistic model takes the form of equation [2]: 
XinnovateN ββ +=)Pr(                                            
innovate
L − 0)Pr(1                                          [2] 
here Pr is probability, and X is a vector of independent variables. 
 spending intensity as an example, the Tobit model 
Innovation spending intensity = 
W
 
When dependent variables were innovation spending intensity, R&D spending 
intensity, diversity of innovation activities, and new services intensity, Tobit model was 
used because a considerable proportion of sample firms reported no innovation or no 
R&D activity.  Taking innovation
can be expressed as equation [3]: 
Xββ +0  if Innovation spending intensity>0 
                                      [3] 
here X is a vector of independent variables. 
make the results of the second step not reliable (104 firms with innovation = 1; 47 firms 
Innovation spending intensity = 0; otherwise   
W
 
A coefficient in the above standard Tobit regression is a weighted average of two 
effects: (i) the probability that a dependent variable takes positive values and (ii) the 
increase/decrease in the dependent variable given it is positive.  Heckman’s (1979) 
two-step model can solve this ambiguity (see Section 3.4.3 for an explanation of 
Heckman two-stage regression).  However, the small sample size in this study may 
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with R&D = 1; and 84 firms with product innovation = 1).   Therefore, I only used 
Heckit results (shown in Appendix XIII) as a comparison with Tobit results. 
 
4.5 RESULTS 
4.5.1 Hypothesis Testing 
Mean, standard deviation and correlation are presented in Appendix XII.  Results of 
Logistic regression for KIBS firms’ propensity to innovate and to do R&D are showed 
in Table 4-4.  Model 1 examines the determinants of overall innovation propensity.  
The positive coefficient of innovation support (p<.05) in model 1 suggests that the 
mutual enhancing effects of knowledge interaction make KIBS firms providing 
innovation support to manufacturing clients more likely to innovate.  Model 2 and 3 
distinguish between product innovation and process innovation.  Sharp differences 
among the determinants of product innovation and process innovation can be observed.  
In particular, the positive feedback effects from innovation support are only found for 
product innovation, not for process innovation.  One possible explanation from 
established manufacturing innovation theory is that product innovation may require 
more feedback and knowledge exchange with users (von Hippel, 1988; Lundvall, 
1988), but process innovation may require more support and interaction with equipment 
suppliers.  Model 4 shows that innovation support has marginally significant (p=.088) 
impacts on KIBS firms’ R&D propensity.  As for model 5, innovation support is found 
to have significant impacts on KIBS firms’ propensity to collaborate with R&D 
institutes/universities.  This result implies that those KIBS firms providing innovation 
support to manufacturing clients are better integrated into public knowledge 
infrastructures, possibly because KIBS firms need to draw upon knowledge and 
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competencies from R&D institutes/universities to solve their clients’ innovative 
problems. 
 
Several control variables also show significant impacts on KIBS firms’ innovation 
behavior.  IT and related services are more likely to innovate (especially product 
innovation) or to do R&D than the other two KIBS sectors.  Firm size and human 
capital intensity are found to be important determinants of KIBS firms’ propensity to 
engage in product innovation, but do not have significant impacts on their propensity to 
engage in process innovation.  The impact of export is significant and positive for both 
product and process innovation, as well as R&D propensity, but not for the overall 
innovation propensity.37  The non-linear effects of firm size are found in model 2 and 
model 4.  Regarding strategic orientations, a marketing and communication focus is 
found to significantly increase KIBS firms’ propensity to innovate (process innovation 
specifically) and to collaborate with R&D institutes/universities.  In all the five 








                                                 
37 There are two possible reasons for this seemingly strange result.  First reason is the definition of 
innovation: innovation=1 if either product or process (or both) innovation takes value of 1, 0 otherwise 
(i.e. when product innovation=0 and process innovation=0) (see Table 4-3 for variable descriptions).  If I 
define innovation as “both product and process innovation”, the coefficient of export in Model 1 is 
positive and significant (p=.026).  Second, there might be interference from “marketing and 
communication”, if I drop this control variable, the coefficient of export in Model 1 is positive and 
significant (p=.073). 
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-2 log likelihood 192.699 176.428 203.208 182.962 167.368 
Nagelkerke R-square .348 .446 .309 .185 .269 
No. of Obs. 181 181 181 181 178 
No. of Obs. with DV=1 104 84 89 47 46 
a. Software used: Eviews 3.1.  ***p<.01, **p<.05, * p<.10, two-tailed test, p value in parenthesis. 
Constant included. 
b. In order to save degree of freedom, insignificant strategic orientation variables were dropped from 
analysis using stepwise regression. 
 
Table 4-5 presents the Tobit regression results about the determinants of innovation and 
R&D spending intensity, diversity of innovation activities, and new services intensity.  
In model 6, innovation support has marginally significant impacts (p= .061) on KIBS 
firms’ innovation spending intensity.  Similar results are found in model 7—regression 
for diversity of innovation activities.  Regarding model 8—regression for R&D 
spending intensity, the coefficient of innovation support is found to be positive but not 
significant.  Model 9 examines the determinants of new services intensity.  It is found 
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that KIBS firms providing innovation support to manufacturing clients may have higher 
new services intensity. 
 
Among control variables, export is found to be a significant determinant for both 
innovation and R&D spending intensity, and diversity of innovation activities; human 
capital intensity is found to be positively related to innovation spending intensity, 
diversity of innovation activities and new services intensity; foreign firms and old firms 
seem to be less innovative; IT and related services are more innovative than the other 
two KIBS sectors; and the non-linear effects of firm size are also found in two out of 
four regressions.  Regarding strategic orientation, KIBS firms with a quality focus have 
marginally higher R&D spending intensity (p=.089); the effect of marketing and 
communication focus is significant in terms of innovation spending intensity, diversity 
of innovation activities, and new services intensity.  However, the coefficient of 
flexibility focus is negative (p=.062) in model 6, suggesting that KIBS firms that 
emphasize “flexibility upon customer request” may in fact invest less in innovation, 
even though the co-terminality arguments in the literature highlight the importance of 
customer involvement for services innovation.  The significant impact of marketing and 
communication focus (six out of nine regressions) is remarkable here, although the use 
of stepwise regression makes this result less reliable.  This result is consistent with the 
importance of customer orientation in services innovation.  Again, the coefficient of big 
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Table 4-5. Tobit Regression for KIBS Firms’ Innovation and R&D Spending Intensity,  
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Strategic orientation     
Quality   5.852* 
(.089) 
 
Flexibility upon customer request -3.578* 
(.062) 
   














     
Log likelihood -515.844 -316.167 -256.442 -477.056 
R-square .225 .313 .234 .260 
N 181 181 181 181 
a. Software used: Eviews 3.1.  ***p<.01, **p<.05, * p<.10, two-tailed test, p value in parenthesis. 
Constant included. 
b. In order to save degree of freedom, insignificant strategic orientation variables were dropped from 
analysis using stepwise regression. 
 
Compared with the Tobit results, the corresponding Heckit results (Appendix XIII) 
show that the impact of innovation support is positive and significant only for 
innovation spending intensity (p=.089).  However, the smaller sample size may make 
the Heckit results not reliable (in the second step of Heckit method, only the selected 
sample with a dependent variable=1is used).  Nevertheless, it seems that conditional on 
a KIBS firm doing R&D or innovation, the relationship between innovation support 
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and R&D or innovation intensity is relatively weaker compared with its relationship 
with the firm’s propensity to do R&D or innovation. 
 
4.5.2 Sensitivity Analysis 
A statistical issue arises from the significant correlation between innovation support 
and client size (r=.325, p<.01, see Appendix XII).  Although this does not constitute a 
serious multicollinearity problem, it may still introduce noise to make result 
interpretation difficult.  To test the sensitivity of the results, I compare the regression 
results dropping either innovation support or big client (Table 4-6).  When innovation 
support is dropped, the impact of big client is significant and positive for innovation 
(p=.014), product innovation (p=.028), and process innovation (p=.053) in Logistic 
regression, and for innovation spending intensity (p=.087), diversity of innovation 
activities (p=.073), and new services intensity (p=.014) in Tobit regression.  When big 
client is dropped, the corresponding coefficients of innovation support are larger and 
more significant than those of big client when innovation support is dropped. 
 
Table 4-6. Compare the Impact of Big Client and Innovation Support a 
 Logistic regression Tobit regression 
Model b 1 2 3 4 5 6 7 8 9 






































a. Software used: Eviews 3.1.  ***p<.01, **p<.05, * p<.10, two-tailed test, p value in parenthesis. 
b. The same as in Table 4-4 and Table 4-5, results for controls are not shown. 
c. When innovation support is dropped. 
d. When big client is dropped. 
 
It is difficult to give a definite explanation for this phenomenon, but I suggest that it 
does not compromise the overall hypothesis testing in Section 4.5.1.  Firstly, it may just 
reflect a tendency for larger manufacturing clients to have a strong demand for external 
knowledge and to have more resources to acquire innovation support services from 
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KIBS firms.  Secondly, client size may only capture the aspect of arm’s-length 
transaction between KIBS firms and their clients, not the embedded relationship 
between the two which is characterized by interdependence, reciprocity, high levels of 
trust, and mutual supportive actions (Granovetter, 1985; Powell, 1990; Uzzi, 1997).  
Uzzi (1997: 45) has argued: “information exchange in embedded relationships was 
more proprietary and tacit than the price and quantity data that were traded in arm’s-
length ties”, so arm’s-length market transaction cannot be a major channel for 
organization learning and innovation of KIBS firms.  Therefore, the significant impact 
of big client is more likely to be spurious compared with the impact of innovation 
support.  After all, when both big client and innovation support are included, big client 
does not show any significant impact across the nine regressions, but the hypothesized 
positive impact of innovation support is found in seven regressions.  In sum, H2 can be 
seen as supported. 
 
4.6 DISCUSSION 
4.6.1 Contributions and Implications 
Notwithstanding the small sample size, this essay highlights a number of contributions 
and implications for public policy as well as innovation management.  Firstly, I 
recommend public policy makers to pay more attention to support and promote 
innovation in the services sector, especially the KIBS sector because: (1) KIBS 
contribute to the overall national innovation intensity—KIBS firms are found to invest 
more aggressively in innovation, and exhibit higher human capital and training 
spending intensity, than manufacturing firms (see e.g., Wong and He, forthcoming); (2) 
KIBS play important bridging roles in knowledge generation and diffusion through 
knowledge interaction with their clients.  Much of the public policies on promoting 
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innovation are more geared towards manufacturing industries, especially in many 
newly industrialized economies (NIEs) where the manufacturing sector had 
traditionally been the key driver for rapid economic growth.  A recent study in UK 
showed that innovating manufacturing enterprises were approximately five times more 
likely to participate in government innovation support programs than their counterparts 
in the services sector (Green et al., 2001).  Their result is echoed in my sample in which 
manufacturing firms are two times more likely to receive government support for 
innovation than KIBS firms.38
 
Secondly, this essay distinguishes itself from existing KIBS literature by assessing the 
feedback effect from knowledge interaction with manufacturing clients on KIBS firms, 
rather than their supporting role as the innovation agent in innovation systems.  Not 
only do a significant proportion of KIBS firms provide innovation support to 
manufacturing clients, but also there is a significant positive relationship between 
innovation behavior of KIBS firms and their engagement in this knowledge interaction 
process, thus confirming the “virtuous innovation cycle hypothesis” (Muller and 
Zenker, 2001).  The findings of this essay highlight the need for policy makers to take a 
holistic, interactive system view of the effects of innovation policy.  It is not enough to 
examine innovation policy for the manufacturing sector and the services sector in 
isolation from one another; instead, public policy makers need to focus on how to 
promote learning interaction and knowledge transfer between the two. 
 
Thirdly, the results of this essay are highly consistent with interactive learning theory.  
The service relationship between KIBS firms and their clients can take a variety of 
                                                 
38 See footnote 71 in Section 6.4.2. 
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forms.  For example, Tordoir (1993) distinguished three different modes of service 
interaction: (1) sparring relations where a non-expert client is guided by a KIBS 
specialist; these relations are most frequent in strategic and organizational problems 
solving; (2) jobbing relations where the client is itself an expert, directing a process of 
service provision; these relations are frequent in engineering and technical service 
provision; and (3) selling relations where the client buys “boxed” service products 
embodying specialist expertise of the KIBS firm.  Both sparring and jobbing relations 
are interactive, and “as long as relations to some extent involve sparing and jobbing, the 
relation between the two parties may be characterized as a co-producing relation at a 
point where the generic, horizontal expertise of the KIBS provider meets the vertical, 
specific and localized knowledge of the client” (Hauknes, 1998: 53).  On the contrary, 
selling relations are impassive and do not provide opportunities for interactive learning, 
especially for the party of KIBS firms.  The insignificance of client size in the 
regression analysis may to some extent reflect this point of view. 
 
4.6.2 Limitations and Future Research 
Like usual innovation survey studies, this essay has a number of limitations.  First of 
all, great caution should be exercised if we interpret the results in Table 4-4 and 4-5 as 
causal relationships.  The opposite relationship, in which more innovative KIBS firms 
are more likely to provide various kinds of innovation support to manufacturing clients, 
could also explain the results in Table 4-4 and 4-5.39  Given the data limitations, it is 
not possible for me to tackle this endogeneity problem.  However, I believe that this 
weakness does not nullify this essay’s efforts.  While most previous studies focused on 
how manufacturing firms can benefit from using KIBS services, this essay provides the 
                                                 
39 I am indebted to two of the three anonymous thesis examiners for this point. 
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other half of the empirical foundation for a systemic and holistic approach in national 
innovation policies regarding manufacturing and services.  My initial intention was to 
prove Muller and Zenker’s (2001) “virtuous innovation circle hypothesis” from the 
KIBS side (there has been enough empirical evidence from the manufacturing side in 
the literature).  Since it is supposed to be a “virtuous circle”, it would be difficult, if not 
impossible, to disentangle this circle to determine the causality.  The policy importance 
of so doing is also marginal since what we need to know is whether there is a virtuous 
innovation circle between KIBS and manufacturing, not how precisely one causes 
another. 
 
Second, the composite measure of innovation support used in this essay is a crude 
proxy for knowledge interaction between KIBS firms and their manufacturing clients, 
and much work has to be done to examine the complex process of such knowledge 
interaction and how exactly it can enhance KIBS firms’ own innovation.  However, this 
may require case study approach. 
 
Third, as Bilderbeek et al. (1998) pointed out, the service sector (including both the 
private and public part) could be the major part of the demand of KIBS in OECD 
economies.  For the sample of this essay, it is found that the manufacturing sector 
consists of an average of 27% of KIBS firms’ sales, compared to 49% from the service 
sector, and 16% from the public sector.  It could be useful to extend the framework of 
this study to investigate how KIBS firms interact with service clients and public clients.  
It is possible that the knowledge interaction process in these cases can be very different. 
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Moreover, it is difficult, if not impossible to construct an accurate statistical 
relationship between the service relationship and measure of KIBS firms’ performance.  
For the sample of this essay, I find no direct linkage between knowledge interaction 
and KIBS firms’ performance, such as sales growth and employment growth.  
However, there is an indirect linkage where the performance impacts of knowledge 
interaction are transmitted through innovation spending intensity and new services 
intensity.  It is very possible that the effect of knowledge interaction and the resulting 
higher levels of innovation behavior may take time to unfold.  Thus, a longitudinal 
study is desirable to capture the performance effect of this knowledge interaction. 
 
Lastly, knowledge interaction with manufacturing clients can also trigger 
organizational changes in KIBS firms.  Organizational innovation is supposed to 
perform a key role in determining service firms’ competitiveness due to the intangible 
nature of most services (Miles, 2000a; Sirilli and Evangelista, 1998).  The bias towards 
technological innovation runs the danger of missing substantial parts of the innovation 
dynamics in KIBS.  The practical difficulties to study organizational innovation in 
services do not negate its theoretical importance.  How such knowledge interaction 
affects KIBS firms’ organizational changes which in turn affect their performance 
should be addressed by future research. 
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CHAPTER 5 
LOCAL EMBEDDEDNESS, GLOBAL NETWORKING, AND THE 
INNOVATION PERFORMANCE OF FIRMS 
 
5.1 INTRODUCTION 
Firms seldom innovate in isolation, but through innovation networks with multiple 
actors, such as customers, suppliers, producer services firms, competitors and research 
institutes.  Increasing speed of technological change is enhancing the value of 
innovation networks for firms to share costs/risks, to access complementary assets and 
knowledge of other organizations, to maintain flexibility to respond swiftly to diverse 
sources of new knowledge and market opportunities, and to hedge on new technology 
fields to avoid being subject to subsequent exclusion (Debresson and Amesse, 1991; 
Hagedoorn et al., 2000; OECD, 2002).  Part of the value of the firm derives from its 
participation in a network (Kogut, 2000), and the capability to manage innovation 
networks can itself be a source of competitive advantage (Tidd et al., 1997).  In short, 
innovation networks are ‘the rule rather than the exception’ (OECD, 1999a: 10). 
 
A central argument of much of the innovation network research literature focuses on 
the importance of spatial proximity40 of the participating actors of innovation networks 
(see Sternberg, 1999; Arndt and Sternberg, 2000 for a review).  All the major 
theoretical approaches to analyzing innovation networks—innovative milieu (Camagni, 
1991), industrial district and flexible specialization (Marshall, 1919; Hirst and Zeitlin, 
1989), national innovation system (Lundvall, 1992) and regional innovation system 
                                                 
40 Proximity can be discussed in geographical, social, and cultural context.  This essay focuses on 
proximity in a geographical sense which is different from but highly related to social and cultural 
proximity. 
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(Cooke et al., 1997), and industrial cluster (Porter, 1990; OECD, 1999a)—have argued 
for the importance of spatial proximity, or “local embeddedness”, of the innovation 
process.  Highly innovative regions as disparate as the ‘Third Italy’ (Bathelt, 1998) and 
the Silicon Valley (Saxenian, 1994) have been often cited as empirical evidence for 
how intensive local innovation networks can lead to increased innovative capability of 
the firms located in these regions. 
 
The focus on local embeddedness in the innovation research literature stands in strong 
contrast to the growing populist writing about increasing globalization leading to “the 
death of distance” and “the end of geography”.  In particular, rapid advances in 
information and communication technologies (ICTs) have been expected to reduce ‘the 
friction of distance’ for economic transactions (e.g. “the electronic cottage” (Toffler, 
1980); “electronic Eden” (Dizard, 1982); “wired society” (Martin, 1978); and “all 
information in all places at all times” (Godfrey, 1979)), thereby reducing the need for 
local embeddedness and replacing it with global networks (see Gillespie, 1991; Dicken, 
2000 for a review).  While much of the populist writings on economic globalization 
have focused on more traditional forms of economic relations such as trade, investment, 
and supply chain, there has also been an emerging research literature showing growing 
internationalization of innovation networks as well (see e.g. Ernst, 1999; Hagedoorn, 
2002; Howells, 1990). 
 
Rather than seeing “global networking” as a substitute for “local embeddedness”, this 
essay suggests that the two may be complementary.  In particular, I hypothesize that 
firms engaging in both innovation collaboration with local as well as global partners are 
likely to achieve superior innovation performance.  Based on data collected on the 
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spatial pattern of innovation networks of 145 manufacturing firms in Singapore, I 
provide empirical evidence in support of the complementarity hypothesis.  In addition, I 
find a U-shaped pattern of innovation networks with geographic distance—Singapore-
based firms collaborate intensively both locally within Singapore as well as globally 
with the advanced economies of North America, Japan, and EU, but rarely with 
neighboring ASEAN countries.  Although this finding is in contrast to the usual 
prediction of monotonic decline of innovation collaboration with distance found in 
studies of the US and advanced European countries, it is consistent with my prediction, 
and is likely to be generalizable to other newly industrialized economies located in 
developing regions (e.g. Israel in the Middle East). 
 
5.2 LITERATURE REVIEW 
5.2.1 The Importance of Local Embeddedness for Innovation 
A growing number of regional economists and economic geographers appear to be 
supporting the thesis of endogenous growth model based on dense local innovation 
networks (Sternberg, 2000).  Many innovation policy initiatives have also explicitly 
emphasized the intensification of local/intraregional innovation networks (e.g. 
European Commission, 1997; OECD, 1999a), and various new policy instruments have 
been proposed to increase the number and quality of local innovation linkages based on 
the ‘institutional thickness’ argument (Amin and Thrift, 1995). 
 
The term “local embeddedness” has been used to summarize various arguments for the 
importance of spatial proximity in facilitating informal linkages, social communities, 
trust and reduction in moral hazard and transaction costs, and localized knowledge 
diffusion (Arndt and Sternberg, 2000: 468).  Locally embedded systems are said to be 
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stable and durable; they are “sticky places in slippery space” (Markusen, 1996).  While 
taking different approaches to analyzing innovation networks, all the four major 
theoretical frameworks widely used for analyzing innovation networks—innovative 
milieu, industrial district and flexible specialization, national innovation system and 
regional innovation system, and industrial cluster41—have all argued for the importance 
of spatial proximity, or “local embeddedness”, of the innovation process. 
 
Innovative milieu  The milieu approach was developed in the mid-1980s 
from the French GREMI (Groupe de Recherche Européen sur les Milieux Innovateurs) 
group and has been continuously improved since then (e.g., Aydalot, 1986; Camgni, 
1991).  The concept of innovative milieu presents a model of regional development 
where learning occurs collectively between local innovative actors and thus firms are 
embedded in the local networks.  Camagni (1991: 3) defined innovative milieu as “a set 
of complex network of mainly informal social relationships on a limited geographical 
area, often determining a specific external ‘image’ and a specific internal 
‘representation’ and sense of belonging, which enhance the local innovative capability 
through synergistic and collective learning processes”.  The milieu approach 
emphasizes that the local environment performs various important functions to reduce 
uncertainties in the innovation process, such as information gathering and screening, 
transcoding of complex knowledge, selecting appropriate decision routines and 
controlling other actors’ economic conduct, “in a collective and socialized way” 
(Camagi, 1991: 142).  Most studies in this tradition are case research. 
 
                                                 
41 Other similar concepts are technology districts (Storper, 1993) and learning region (Morgan, 1997). 
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Industrial district and flexible specialization  This school of research was 
pioneered by Alfred Marshall (1919).  An industrial district results from “economies 
external to the firm but internal to the district”.  These agglomeration economies are: 
(1) knowledge spillovers among firms in an industry;42 (2) a pool of specialized inputs 
and services providers induced by industrial demand; and (3) a pooled labor market for 
specialized skills induced by industrial demand. 
 
The neo-Marshallian scholars or the followers of the “flexible specialization” thesis 
(e.g., Piore and Sabel, 1984; Hirst and Zeitlin, 1989) argued for the coming back of 
district economies which share many characteristics and driving mechanism of the old 
urban craft communities in Marshall’s work in the early 20th century.  They argued that 
growth in consumer power, increasing market uncertainty, and shortened product life-
cycle require a transformation from mass production43 to flexible specialization44 to 
turn out short-runs of better quality and differentiated goods with minimum time and 
effort (see Amin, 1993: 82; Amin and Robins, 1991 for a critique of flexible 
specialization).  Flexible specialization, in turn, favors an organizational geography of 
industrial district due to firms’ “overriding need for inter-firm collaboration, trust and 
social solidarity, combined with the external economies and the potential for 
innovativeness resulting from spatial agglomeration” (Amin and Robins, 1991: 106). 
                                                 
42 Marshall (1916: 271) is one of the earliest scholars who discussed knowledge spillovers, although he 
did not use the term explicitly: “When an industry has thus chosen a locality for itself, it is likely to stay 
there long: so great are the advantages which people following the same skilled trade get from near 
neighborhood to one another.  The mysteries of the trade become no mysteries; but are as it were in the 
air, and children learn many of them unconsciously.  Good work is rightly appreciated, inventions and 
improvements in machinery, in processes and the general organization of business have their merits 
promptly discussed: if one man (or woman) starts a new idea, it is taken up by others and combined with 
suggestions of their own; and thus is becomes the source of new ideas”. 
43 Mass production is characterized by size, scale, hierarchy, vertical integration, and task dedication of 
machinery and employees etc. 
44  Flexible specialization is characterized by decentralized coordination and control, vertical 
disintegration, task flexibility among the workforce, and multipurpose and flexible tools and machinery 
etc. 
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NIS and RIS  The system approach of innovation conceptualizes innovation as 
a complex, interactive, and non-linear learning process contingent on the institutional 
set-up (Edquist, 1997; Lundvall, 1992; Nelson, 1993).  This systemic understanding of 
the innovation process suggests that firms generate their innovations through a complex 
interplay with various actors in innovation systems.  Most research in this area is 
couched at national level (e.g., Lundvall, 1992; Nelson, 1993).  In recent years, an 
increasing number of scholars stress the need to complement national innovation 
systems with a sub-national focus for both conceptual and methodological reasons.  
This gave rise to regional innovation system (RIS, e.g., Cooke et al., 1997; Braczyk et 
al., 1998) and metropolitan innovation system (MIS, e.g., Fischer et al., 2001). 
 
The geographic limit of innovation systems is explicit in these analyses.  For example, 
Lundvall (1992: 2) defined NIS as “the elements and relationships which interact in the 
production, diffusion, and use of new, and economically useful, knowledge and that a 
national system encompasses elements and relationships, either located within or rooted 
inside the borders of a nation state”.  A common underlying assumption of NIS/RIS 
research is the positive relationship between the intensity of national/regional networks 
and the effectiveness of the focal innovation systems as well as the innovation potential 
of networking firms.45
 
Industrial cluster  Porter’s (1990) book, The Competitive Advantage of 
Nations, gives industrial clusters a prominent role with respect to a firm’s innovation 
                                                 
45 For example, Anderson (1992: 85) argued that: “Intranational relationships are normally better than 
international relationships as means of transferring semi-formal and informal information. By ‘better’ we 
mean that the transfer is not as strongly filtered and disturbed in intranational as in international 
channels”. 
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potential.  Porter defined industrial clusters as geographical concentrations of vertically 
interconnected firms and related institutions (e.g., universities and trade associations).  
For Porter, competitive advantage is created and sustained through a highly localized 
process.  In particular, Porter (2000: 261) argued that local clustering promotes firm 
innovation for three reasons: (1) a firm within a cluster can perceive buyer needs more 
clearly and rapidly and benefit from the concentration of firms with buyer knowledge 
and relationships; (2) a firm within a cluster can more rapidly source the new 
components, services, machinery, and other elements needed to implement innovations; 
(3) the existence of repeated, personal relationships and community ties foster trust, 
facilitate the information and knowledge flow within clusters. 
 
All the above-mentioned four approaches examine the relationship between 
agglomeration economies, networks and innovation potential of the firm, but with 
different emphasis.  For example, while the national/regional innovation system 
approach focuses on the role of institutions in facilitating local interactions, the milieu 
approach stresses the particular socio-cultural context that is conducive for the 
emergence and growth of local networks.  Similarly, while the industrial district 
approach highlights the importance of concentration of similar firms in a particular 
industry within a local district, the industrial cluster perspective emphasizes the 
importance of close spatial proximity of vertical relationships along the value chain.46  
Of course, the distinction between them can sometimes become blurred due to their 
common advocacy for local networking, trust-based relations, and social or institutional 
solidarity in the analysis of firm innovation and economic growth.  In all four 
                                                 
46 Industrial districts are based on specialization of many firms in the same industry (Marshall-Arrow-
Romer, or MAR externalities), while industrial clusters are based on diversity of many firms across 
related industries (Jacobs externalities).  See Adams (2002) and Harrison et al. (1996) for a discussion of 
the two types of externalities and the distinction between industrial districts and industrial clusters. 
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approaches, innovation is regarded as primarily a localized process, embedded in 
specific social, economic, cultural and political context.  The underlying assumption for 
their common focus on locality of innovation networks appears to be the localized 
nature of knowledge spillovers. 
 
5.2.2 Localized Nature of Knowledge Spillovers 
Knowledge spillovers arise because knowledge has the two attributes of public good: 
(1) lack of excludability, i.e., some knowledge is freely available to those searching for 
it and it is difficult for knowledge producers to fully appropriate the returns and prevent 
other actors from using the knowledge without compensation; (2) non-rivalry, which 
means essentially that a new piece of knowledge can be utilized many times in many 
different circumstances (Romer, 1990).  To the extent that much knowledge remains 
tacit, i.e., difficult to be isolated from its individual, organizational, and social context, 
and thus difficult to codify, face-to-face interaction and frequent and repeated contact 
are needed for its transmission (Nonaka, 1994). 47   Therefore, knowledge is often 
spatially embedded and knowledge spillovers are “a public good, but a local one” 
(Breschi and Lissoni, 2001: 258).  Such tacit knowledge can be “internal to an area 
without being internal to any specific firms” or “tradable locally without being tradable 
outside the regional cluster” (Enright, 1998: 326).  Hence, geographic proximity is said 
to matter in transmitting knowledge and exploiting knowledge spillovers; “intellectual 
breakthroughs must cross hallways and streets more easily than oceans and continents” 
(Glaeser et al., 1992: 1126).  Local informal networks or epistemic communities have 
                                                 
47 A piece of knowledge is usually more or less tacit, or in von Hippel’s (1994) language, “sticky” 
information.  Codified or explicit knowledge is “objective and rational knowledge and can be expressed 
in such forms as data, scientific formulas, specific actions and manuals”, tacit knowledge “is subjective 
and experiential and hard to formalize.  Belief, perspective, mental models, ideas are examples of tacit 
knowledge” (Nonaka et al., 2000: 5). 
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been argued to be an important channel for the transmission of tacit knowledge (see 
e.g., Dahl and Pedersen, 2003). 
 
Krugman (1991: 53) was once skeptical about the operational relevance of knowledge 
spillovers in the discussion of agglomeration economies48 because “knowledge flows, 
by contrast, are invisible; they leave no paper trail by which they may be measured and 
tracked”.  However, a number of studies in the US have shown that “knowledge flows 
do sometimes leave a paper trail”, e.g., in the form of patent citation (Jaffe et al., 1993: 
587).  These studies have demonstrated that knowledge spillovers tend to be highly 
localized.  According to Jaffe et al. (1993), patents citations (excluding self-citation) 
are two to six times as likely to come from the same Metropolitan Statistical Area 
(MSA), and roughly twice as likely to come from the same state, as control patents.49  
Implementing Grilliches-Jaffe knowledge production function50 with Small Business 
Administration data, Anselin et al. (1997: 15) found that “spillovers of university 
research extended over a range of 75 miles from the innovating MSA, and over a range 
of 50 miles with respect to private R&D”.  These results provided empirical support for 
the argument that knowledge spillovers rapidly attenuate with distance and hence can 
only be exploited through local networks. 
 
                                                 
48 According to Arthur (1990: 237), there are agglomeration economies “if the net benefits to being in a 
location together with other firms increase with the number of firms in the location”.  Krugman (1991) 
and his follower focus on static agglomeration economies which are efficiency gains from (1) increasing 
returns to scale (2) save in transportation costs (3) input-output linkage.  The debate of localized 
knowledge spillovers (LKS) is related to dynamic agglomeration economies which focus on learning and 
knowledge creation in relatively dense locations (see Harrison et al., 1996 for a discussion of these two 
types of agglomeration economies). LKS is actually a rediscovery of Alfred Marshall’s pioneering 
insight (see footnote 42). 
49 For each citing patent, Jaffe et al. (1993) chose a control patent that closely resembles the citing patent 
in terms of technology and time of innovation, but does not cite the major patent. 
50  See Audretsch (1998: 22-24) for a brief introduction of knowledge production function that 
incorporates the spatial dimension. 
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The tacitness of knowledge has been emphasized as a major cause for the localization 
of knowledge spillovers.  As Audretsch (1998: 23) strongly argued, “It is tacit 
knowledge, as opposed to information, which can only be transmitted informally, and 
typically demands direct and repeated contacts”.  Proponents of social capitals similarly 
argue that modern ICTs do not negate the need for co-location in the complex process 
of knowledge exchange (Nahapiet and Ghoshal, 1998; Hämäläinen and Schienstock, 
2001; Woolcock, 2000).  In their view, social capitals such as trust, shared 
understanding and mutual obligations are needed to sustain collaborative relationships, 
but since the formation of such social capitals requires a long period of extensive 
communication, they are difficult to develop if individuals or firms are physically 
distant from one another. 
 
Another argument for continuing localization of innovation despite increasing 
globalization of R&D capability (Patel and Pavitt, 1998) is the relatively immobility of 
innovative actors.  For example, Lundvall and Maskell (2000: 364) argued that 
“…National Innovation Systems are, by definition, localized and immobile and thus 
able to provide firms with value capabilities and framework conditions not available to 
competitors located abroad, even under the most open market conditions imaginable.  
In an age of accelerating globalization, National Innovation Systems thereby play an 
increasingly crucial role by preserving heterogeneity across space”. 
 
5.3 HYPOTHESES 
Notwithstanding the above strong arguments for spatial proximity of innovation 
networks, in this section I analyze a number of limitations to local innovation networks: 
the incompleteness of knowledge sources within the local networks, and the risk of 
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local network failure.  I further discuss the complementary role of global networking, 
and hypothesize the complementarity between local embeddedness and global 
networking in terms of both behavioral and performance impact terms. 
 
5.3.1 Limitations of Local Networks 
Incompleteness of knowledge sources within the locality Many studies advocating 
the importance of locality tend to assume that all relevant component elements needed 
to sustain an innovation process are present locally.  In the discussion of national 
innovation systems, “elements and relationships” of national innovation systems are 
assumed to be often co-located within the limits of national boundaries.  For example, 
according to Andersen (1992: 92, endnote 6), a national innovation system should 
contain “a broad set of advance producers and possible ‘lead users’”.51  Similarly, 
Cooke et al. (1997: 484) argued that a regional innovation system should have co-
presence of firms, suppliers, customers, knowledge institutions, technology-transfer 
agencies, business associations and government departments, and linkages between 
them at a more localized scale to generate endogenous innovation.  Porter (2000: 260) 
also argued that, besides “closely knit social-cultural links” and “willingness to 
cooperate” in industrial clusters, an important benefit of clusters is “the availability of 
information about current buyers needs” because “sophisticated buyers are often part of 
clusters”. 
 
The assumption that all relevant sources of knowledge needed for a firm’s innovation 
effort should be located locally, while desirable, may not hold in practice, especially for 
firms located outside of the most advanced economic regions.  Indeed, the recent trend 
                                                 
51 See footnote 33 in Section 4.3 for a definition of lead users. 
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in globalization of innovatory capacity (Dunning, 1994; Porter and van Opstal, 2001) 
has created many diverse nodes of technological excellence distributed across the 
globe.  This growing internationalization of technological capability among countries 
and regions forces firms to source knowledge globally to complement their local 
networks.  The relative importance of local vs. non-local innovation networks may thus 
depend on the relative completeness and sophistication of knowledge sources of the 
country/region in which the firms are located (Echeverri-Carroll and Brennan, 1999).  
In particular, for firms located in most developing countries and even the newly 
industrialized economies (NIEs) and second tier OECD countries where lead users and 
advanced producers are often absent, we would expect their need to establish global 
innovation networks to be much greater.  Besides distance from the lead user markets, 
they are also likely to be distant from the leading sources of technology (Hobday, 1995; 
Wong, 2001).  For example, Ernst’s (2000) case study showed that international 
linkages were of primary importance when Taiwanese firms began to enter the 
computer industry during the late 1970s, as domestic linkages were largely absent or at 
best embryonic, and local science and technology infrastructure and scope for 
knowledge spillovers were very limited.  Lall (1997) further suggests that, as a country 
progresses in its industrial transformation, its reliance on international knowledge 
linkages may need to increase for continuous technological upgrading, even as its own 
local innovation networks are intensifying as well. 
 
It should also be noted that the more abundant local innovation linkages often found in 
the literature do not prove their superiority and/or importance over international 
linkages.  For example, Kristensen and Lund Vinding (2001) found in their study that 
although Danish manufacturing firms had more domestic innovation collaboration 
 116
                                                                                                            Chapter 5—Essay 3 
partners than foreign ones, a significant larger proportion of those domestic partners 
than of foreign partners were regarded as of minor importance.  This suggests that the 
distant partners in foreign countries may have a greater role in providing critical 
knowledge inputs.  The lower incidence of international linkages may be just a result of 
higher cost barrier for establishing and maintaining a collaborative relationship with a 
foreign partner over distance than with a domestic partner in proximity. 
 
In sum, localized innovation networks, while important, are often not sufficient for 
successful innovation.  From a firm’s point of view, knowledge or complementary 
know-how necessary for innovation should not be bounded by spatial proximity, but 
found wherever it is available.  While geographical proximity facilitates interaction, if 
certain crucial knowledge sources are missing locally, firms will have no choice but to 
develop linkages with sources further away. 
 
Local network failure  Localized networks seem to be more durable and stable 
than international collaborations because spatial proximity reinforces trust and social 
solidarity.  But for these same reasons, localized networks are more likely to run the 
risk of suffering from two related types of network failure—network rigidity and 
network homogeneity. 
 
If networks are meant to reduce uncertainties in the innovation process, they will 
likewise be unable to avoid completely future rigidities (Debresson and Amesse, 1991).  
High levels of interdependence can make network partners conservative and risk 
averse, and a radical change in technology and market can make previously beneficial 
strong networks irrelevant or even counter-productive (Uzzi, 1997; Hämäläinen and 
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Schienstock, 2001).  This network rigidity may be exacerbated by proximity—a 
strongly shared cognitive frame and language in a local network may make local firms 
insensitive to contradictory information and totally new perspectives.  Strong inter-
personal relations, which are common in dense localized networks, are said to make 
individuals unwilling to take effective economic actions which could break the social 
harmony (Uzzi, 1997).  Trust-based relations, which are often exalted by regional 
economists, may become a case of ‘over-embeddedness’.  For example, in their study 
of young British technology-based firms, Yli-Renko et al. (2001) found a negative 
relationship between relationship quality (measured by trust and opportunistic 
tendency) and the effectiveness of knowledge acquisition.  They cautioned that a high 
level of trust may smoothen a collaborative relationship but may not actually increase 
knowledge acquisition. 
 
Another type of network failure is homogenization of “world views” often observed 
among localized network partners because firms and managers tend to respond to 
signals in their neighborhoods (Grabher, 1993; Kogut et al., 1993).  In their framework 
of “hot spot” (industrial district) evolution into “blind spot”, Pouder and John (1996) 
pointed out that homogenization of managers’ mental model is the key reason behind 
the decline in innovation and eventually the demise of a hot spot.  Managers within the 
hot spot will be locked into a similar, parochial view of competition because they place 
too much emphasis on hot spot competitors and too little emphasis on non-hot spot 
competitors.  This homogenization process is further petrified by various forms of 
institutional isomorphism52 which is the very nature of geographically circumscribed 
competition.  Over time, this network homogeneity precludes competing perceptions 
                                                 
52 See DiMaggio and Powell (1983) for a discussion of three isomorphic processes—coercive, mimetic 
and normative. 
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and interpretations of information, innovation is suppressed, and biased assessment of 
environment makes hot spot firms more susceptible than non-hot spot firms to 
environmental jolts (Grabher, 1993; Pouder and John, 1996).  As Grabher (1993: 24) 
put it, “The strongly embedded regional networks insidiously turned from ties that bind 
into ties that blind”.53
 
In sum, network rigidity and network homogeneity may lead to various structural and 
technological lock-in by firms in strongly localized innovation networks. 54   
Consequently, opportunities for interorganizational learning outside the local system 
are inadequate.  In this sense, “localized collective learning” and “institutional 
thickness” emphasized by regional economists may be a curse rather than a blessing. 
 
5.3.2 The Complementary Role of Global Networking 
While proponents of local embeddedness have emphasized the high cost of developing 
and maintaining innovation collaboration across long geographic distance, recent 
studies suggest that a number of globalization forces, especially the rapid advances and 
diffusion of ICTs, are making it possible for firms to engage in more distant innovation 
collaboration.  In particular, firms may reap benefits by engaging in both local and 
global innovation networks. 
 
                                                 
53 Although Alfred Marshall was also very much concerned with “the evil of one-sided dependence”, he 
may be too optimistic: “although even a little obstinacy or inertia may ruin an old home of industry 
whose conditions are changing, and although the opening out of new sources of supply or new markets 
for sale may quickly overbear the strength which old districts have inherited from past conditions; yet 
history shows that a strong centre of specialized industry often attracts much new shrewd energy to 
supplement that of native origin, and is thus able to expand and maintain its lead” (Marshall, 1919: 287). 
54 Grabher (1993: 260-264) systematically analyzed three mechanisms of lock-in dangers of localized 
networks: functional lock-in, cognitive lock-in, and political lock-in.  His typology is actually very 
similar to Zukin and Dimaggio’s (1990) four forms of embeddedness: structural, cognitive, political, and 
cultural. 
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Declining cost of developing global networks  A number of recent studies 
have begun to question the assumption of locality of knowledge spillovers.  Overall, 
ICTs have radically changed the economics of knowledge production and innovation 
activities—“knowledge is increasingly being codified, transmitted and accessed 
globally at a reduced cost, thanks to the development of ICT” (OECD, 2002: 57).  Ernst 
(1999) also suggested that ICTs create new opportunities for knowledge sharing and 
interactive learning without co-location or through ‘virtual co-location’ enabled by the 
Internet, video-conferencing, and regular visits.  The fundamental challenge is from 
Cowan et al. (2000) and Breschi and Lissoni (2001), who pointed out that tacitness is 
not an intrinsic property of knowledge stock, but a property of knowledge flow.  What 
is important is not distance, but common understanding between the parties involved in 
knowledge exchange.  Tacitness is a relative concept, and firms can always invest to 
reduce the tacitness of knowledge at some locations or with some partners (von Hippel, 
1994).  Due to this investment to reduce tacitness, so-called tacit knowledge can be 
exchanged by codified means over a long distance as long as there is a sufficient level 
of mutual understanding.  The code system is specific to partners involved in 
collaborative relationships, but not disclosed to other firms.  Therefore, distance should 
not be a problem ex ante and may not reduce a firm’s ability to receive knowledge. 
 
Quality of knowledge sources  Notwithstanding the earlier cited findings of 
localization of knowledge spillovers, there are emerging empirical findings showing 
that firms are prepared to engage in longer distance collaboration with higher quality 
sources of knowledge.  For example, Mansfield and Lee (1996) found that both quality 
and spatial proximity significantly influenced the likelihood of a university being 
chosen as a R&D collaborator by private firms; in particular, only universities with 
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good-to-distinguished faculties55 seemed to have much chance of obtaining industrial 
R&D support by firms located more than 100 miles away.  Similarly, Mckelvey et al. 
(2003) found a clear trend of Swedish biotech-pharmaceutical firms to interact more 
internationally (especially with US partners) for innovation collaboration than at local 
and European scale.  The importance of spatial proximity may also be contingent on the 
type of innovation activity involved; for example, Mansfield and Lee (1996) found that 
a university’s quality was more valued by firms for basic R&D than for applied R&D. 
 
5.3.3 The Local/Global Complementarity Hypothesis 
Based on a synthesis of the recent literature, I propose a more balanced view that 
recognizes the need for firms to exploit the benefits of both local embeddedness and 
global networking; rather than seeing the two as mutually exclusive or one is more 
important than the other, I believe that global networks can be viewed as 
complementary or adding strength to local embeddedness.  As Amin and Robins (1991: 
113) put it, “The point is that these different spatial dynamics are not contradictory or 
incompatible.  It is not the case that some are simply residual and anachronistic.  They 
are all contemporaneous, reflecting new and more complex articulations of global 
mobility and local fixity, new geographical combinations in the present corporate 
repertoire”. 
 
I suggest that the complementarity between local embeddedness and global networking 
can be measured in terms of both behavioral and performance impact.  Firstly, in terms 
of behavior, complementarity can be expressed in a firm’s propensity to form 
innovation linkages both locally and globally.  While acknowledging that spatial 
                                                 
55 Rated by the US National Academy of Sciences on the following scale: 0—not sufficient for doctoral 
education, 1—marginal, 2—adequate, 3—good, 4—strong, and 5—distinguished.  See Mansfield and 
Lee (1996) for a detailed explanation. 
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proximity may continue to be important for innovation collaboration for various 
reasons discussed in the literature, I suggest that the twin forces of globalization and 
ICTs may facilitate the development of international collaborative relationships, 
especially with organizations located in the advanced economies of North America, 
Japan and Europe. 
 
Recent evidence does show that firms tend to establish innovation linkages 
simultaneously at different spatial scales.  For example, according to OECD calculation 
(OECD, 2002: 68), in the US, Japan and EU, both the number of national and 
international technological alliances increased during 1994-1996 over 1988-1990.  In 
particular, in Japan and the EU, international alliances increased more proportionally 
than national alliances. 
 
At the firm level, I can verify the complementarity between local embeddedness and 
global networking if I can show that firms that engage in local innovation networks are 
also likely to establish innovation networks globally, hence the following hypothesis: 
 
H3a: There is a positive correlation between a firm’s propensity to form local and 
global innovation networks. 
 
Secondly, the complementarity between local embeddedness and global networking can 
be measured in terms of their impact on the innovation performance of the firms 
concerned.  Possibly due to the excessive focus on local embeddedness in the 
innovation literature, the possible positive interaction between the local and the global 
has not been much investigated.  One of the few reported empirical studies by Keeble et 
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al. (1998), which focused on technology-based SMEs in the Cambridge and Oxford 
regions, showed that internationalist firms (those exporting 50% or more and/or 
reporting that 50% or more of their innovation collaboration activity is with overseas 
firms) were significantly more innovative than nationalist firms, measured as the 
proportion of current sales accounted by new products or services developed in the last 
three years.  However, they also found that these internationalist firms were more 
embedded within the local milieu of other firms, research institutes, and professional 
and scientific labor markets, than are their more nationally oriented counterparts.  In the 
same vein, I hypothesize that: 
 
H3b: Firms that engage in both local and global innovation networks will achieve 
better innovation performance, i.e., there is a positive interaction effect of local 
embeddedness and global networking on innovation performance. 
 
5.4 DATA AND METHODS 
5.4.1 Data Source 
Data for this study were extracted from a national innovation survey conducted by the 
authors with the sponsorship of the Economic Development Board (EDB) of 
Singapore.56  Singapore is ideally suited for our empirical testing for three reasons: (1) 
Singapore is one of the most advanced newly industrialized economies (NIEs), having 
accumulated considerable technological capabilities over the last three decades of rapid 
economic development.  In terms of the two key OECD R&D intensity indicators 
(Gross Expenditure on R&D (GERD)/GDP ratio and Research Scientists and Engineers 
(RSE) per 10, 000 labor force), Singapore has already approached the average level of 
                                                 
56 Penang data were not included because the spatial scales of innovation collaboration in the Penang 
survey were different and not compatible. 
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OECD countries by the end of the 1990s (Wong, 2001; see also Table 2-2 and 2-3).  
There is thus a sufficiently large base of manufacturing firms engaging in innovation 
activities in general and innovation collaboration in particular;  (2) Singapore is a 
highly open economy, with one of the freest trade regimes and a high degree of inward 
and outward foreign direct investment.  Manufacturing firms in Singapore are thus not 
constrained from establishing innovation linkages globally if they choose to do so;  (3) 
Singapore is located within a geographic region (Southeast Asia) in which all her 
geographic neighbors are at a significantly lower level of innovation capability.  As 
such, it allows us to compare the propensity of innovation networks with nearby 
countries vs. more distant countries that have significantly higher levels of knowledge 
sources. 
 
The sampling frame was constructed from the EDB database which covered most 
manufacturing firms in Singapore.  The survey covered the four most important and 
largest manufacturing sectors in Singapore: electronics, chemicals, precision and 
process engineering, and transport engineering (see Appendix I for a decomposition of 
the sectors based on SSIC 1996).  The targeted sample of 1872 firms represented more 
than two thirds of the population of manufacturing firms in these sectors.  At the end of 
the survey, 371 valid responses were received, with a response rate of 19.8% (see 
Section 2.2 for the details). 
  
As in essay 1, to control for the fact that some of the sampled firms may be engaged in 
little technological innovation activities and hence it may not be meaningful to speak of 
a spatial pattern of innovation networks, I followed the Oslo Manual to define a 
minimum threshold of innovation activity (see Section 2.2 for the details).  Only 145 
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firms were found to be innovating according to this definition.  Therefore, the valid 
sample size for this study was 145. 
 
5.4.2 Variables 
Measures for the variables are shown in Table 5-1.  The dependent variable, innovation 
performance, was measured as the percentage of total annual sales from new/improved 
products introduced over the last three years.  This is by now a widely accepted 
measure of innovation performance (see OECD-EUROSTAT, 1997; Arndt and 
Sternberg, 2000; Keeble et al., 1998).  Innovation networks were defined as 
collaborative relationships in the context of innovation activities (above and beyond 
normal business relations) covering the following stages: general information 
exchange, generation of new ideas, conception/front-end development, prototype 
development, pilot application, and market introduction.  Since the number of partners 
does not represent the importance of innovation linkage at different spatial scales 
(Kristensen and Lund Vinding, 2001), local embeddedness and global networking were 
measured by the number of different types of partners in Singapore and the advanced 
economies (North America, Japan and EU) respectively.57  Innovation networks at an 
intermediate spatial scale, ASEAN, was similarly measured to allow me to examine 
whether Singapore firms collaborate with partners in neighboring countries for 
proximity benefits or with partners in advanced economies for more advanced 
knowledge. 
 
                                                 
57 Singapore is a well-known location for MNCs to locate their overseas manufacturing activities.  Many 
firms may be linked to overseas knowledge sources indirectly by linkages with foreign subsidiaries in 
Singapore.  This essay regards these linkages as local innovation networks.  While this may lead to a 
slight overestimate of the extent of local embeddedness, it should not detract from the overall results, 
which highlight the importance of positive interaction effect between local embeddedness and global 
networking; if anything, it implies a conservative bias in the findings on the role of global networking. 
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A number of controls were included to account for possible confounding effects, 
including industry sector, nationality of ownership  (foreign vs. local), firm size, firm 
age, local market orientation (% sales in local market) and innovation spending 
intensity.  I used innovation spending intensity instead of R&D spending intensity to 
control for the level of firms’ investment in innovation as the latter represents only one 
of six categories of innovation expenditures (see Table 5-1) and hence would be a less 
complete indicator of innovation investment. 
 
Table 5-1. Variable Description for Essay 3 
Variable a Description 
Innovation 
performance b (DV) 




Number of different types of partners for innovation collaboration located in 
Singapore (0-6)—buyer, supplier, R&D institutes/universities, business service 
providers, technical service providers, competitors  
Global networking 
(IV) 
Number of different types of partners for innovation collaboration located in the 
triad economies of North America, Japan, and EU (0-6)—buyer, supplier, R&D 




Electronics, chemicals, transport engineering, and precision and process 
engineering as reference category 
Foreign (CV) 1 if foreign company, 0 otherwise 
Firm age (CV) 1999-founding year 
Firm size c (CV) Log of total employment 
Local market 
orientation (CV) 
Share of turnover for the latest business year in the domestic market 
Innovation spending 
intensity b (CV) 
Total expenditure on the following innovation activities as a % of total sales (1) 
R&D, (2) acquisition of R&D services, (3) acquisition of machinery, equipment 
& software linked to product & process innovation, (4) licensing of external 
technology linked to product & process innovation, (5) industrial design, market 
research & marketing expenses linked to product & process innovation (6) 
training directly linked to technological innovation 
a. DV—dependent variable, IV-independent variable, CV-control variable. 
b. Mid-point estimate of ordinal intervals was used as innovation spending intensity, product 
innovation intensity in Table 3-1.  Using R&D spending intensity rather than innovation spending 
intensity produced same results, but with slightly lower R-square. 
c. Using log of total fixed asset as proxy for firm size (as in essay 1 and 4) generated same results, 
but with slightly lower R-square. 
 
5.4.3 Methods 
Correlation analysis was used to test Hypothesis 3a about the positive correlation 
between firms’ innovation networks at local and global scales.  I also used non-
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parametric Wilcoxon test58 to examine the difference in innovation network propensity 
between ASEAN and advanced economies. 
 
Regression analysis was used to test Hypothesis 3b about the impact of local vs. global 
innovation networks on innovation performance.  Multicollinearity is often a concern 
when an interaction term is included in regression.59  Following Kumar (2001: 173), I 
adjusted the interaction term for the two main effect variables (local embeddedness and 
global networks).  This adjusted variable was denoted as RESIDUAL which represents 
the portion of the interaction term that could not be explained by the two variables (see 
equation 1). 
RESIDUAL=local embeddedness * global networking - (α0 + α1 * local embeddedness 
+ α2 * global networking)        [1] 
where α0 α1 α2 are estimated coefficients. 
 
Another way to get around multicollinearity is to use center-to-the-mean method 
(Venkatraman, 1989: Jaccard et al., 1990) to transform the two main effect variables by 
centering them around their means before the interaction term is computed.  Since this 
method generated the same results for this study, I present only the results based on the 
use of RESIDUAL. 
 
Since some innovating firms did not report having any new products introduced into 
the market over the last three years (33 out of 145), the Tobit regression model was 
                                                 
58 This is a nonparametric procedure for testing the hypothesis that the two related variables have the 
same distribution.  It makes no assumptions about the shapes of the distributions of the two variables. 
This test takes into account information about the magnitude of differences within pairs and gives more 
weight to pairs that show large differences than to pairs that show small differences. 
59 In my case, Tolerance and VIF of the interaction term, local embeddedness * global networking, are 
.099 and 10.110 respectively, indicating serious multicollinearity problem. 
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used.  I also tested with OLS White-Heteroskedasticity-Robust estimate and found very 
similar results (although with a slightly lower R-square).  I therefore report only the 
Tobit regression result in this paper.  The Tobit model can be expressed as in equation 
2: 
Innovation performance=β0 + βX if a firm introduced new products over the last three 
years 
Innovation performance=0; otherwise       [2] 
where X is a vector of explanatory variables. 
 
As mentioned earlier, I followed the Oslo Manual to define the minimum threshold of 
innovation activity, and respondents that did not meet the threshold were dropped from 
the final sample (see Section 2.2 for the details).  As in essay 1, there is an issue of 
sample selection bias in this essay.  As such, the Heckit results are shown in Appendix 
XV (see Section 3.4.3 for an explanation of Heckman two-stage regression).  It can be 
seen that inverse Mills’ ratio is significant in none of the three regressions, and the 
Heckit results are basically the same as the usual Tobit results in Table 5-4.  Since 
sample selection bias seems to be not serious, I use usual Tobit results for this essay. 
 
5.5 RESULTS 
5.5.1 Spatial Pattern of Innovation Networks 
Table 5-2 presents the propensity of innovation collaboration with six categories of 
partners located locally, in neighboring ASEAN countries, and globally respectively.  If 
I compare first local vs. global innovation collaboration, it is found that the propensity 
for local collaboration is significantly higher than for global collaboration for three out 
of the six categories of partners: R&D institutes/universities, business service providers 
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and technical service providers.  This pattern is consistent with the result of a large 
scale European Regional Innovation Survey (ERIS) (Koschatzky and Sternberg, 2000), 
which also found that collaboration with service providers were more localized, and 
that collaboration with R&D institutes/universities was significantly more local.  
Global collaboration frequency appears to be slightly higher for vertical relationships 
(suppliers, buyers) and competitors than local collaboration (although the differences 
are not statistically significant), perhaps reflecting the more globalized nature of such 
sources of innovation partners. 
 
Table 5-2. Spatial Pattern of Innovation Networks a 




Customers, buyers 66.7% 38.6% 67.4%  *** 
Suppliers 58.5% 17.8% 62.2%  *** 
R&D institutes/universities 69.5% 3.0% 49.3% *** *** 
Business service providers 34.5% 4.3% 22.4% * *** 
Technical service providers 51.6% 4.9% 36.9% * *** 
Competitors 12.6% 4.2% 13.4%  ** 
a. Percentage of firms who have innovation collaboration partners across regions. 
b. Non-parametric test for Singapore vs. Global and ASEAN vs. Global, ***p< .001, **p< .01, *p< 
.05. 
 
When collaboration with ASEAN partners is added into the picture, we see a clear U-
shaped pattern of innovation collaboration with geographic distance (Figure 5-1).  One 
may be concerned with the presence of foreign subsidiaries in the sample.  However, 
the U-shaped pattern remains for local firms alone (74 local firms, see Figure 5-2), i.e., 
indigenous firms, like foreign subsidiaries in Singapore, also tend to collaborate more 
with partners located in distant advanced economies than with partners located in 
neighboring countries.  Wilcoxon test indicates that the propensity for global 
collaboration is significantly higher than for ASEAN collaboration for all six types of 
partners.60
                                                 
60 The same result is found if foreign firms are excluded. 
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R&D institutes/universities Business service providers
Technical service providers Competitors
Figure 5-2. Spatial Pattern of Innovation Networks Excluding Foreign Firms 
 
 
Since innovation networks at ASEAN scale are rather negligible, I focus on the effect 
of innovation collaboration at the local and global scales only.  Table 5-3 summarizes 
the relevant correlation statistics between local and global innovation networks for 
testing Hypothesis 3a.  Overall, Hypothesis 3a is supported—local embeddedness and 
g or positi orrela 40 .  a  
                                                
61  However, diverselobal netw king are vely c ted (r=.3 , p=.000)
 
61 This significant correlation between local embeddedness and global networking does not cause serious 
multicollinearity problem.  For local embeddedness, Tolerance=.755, VIF=1.325 and for global 
networking, Tolerance=.649, VIF=1.542. 
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pattern is observed if I dis fer  of  It is found that if a firm 
has innova stitute ersitie mpetito ocal s  
 also likely to collaborate with similar partners at global scale (r=.538, p=.000 and 
ade-off between 
Universities providers providers 
 
tinguish dif ent types partners. 
tion collaboration with in s/univ s or co rs at l cale, it
is
r=.592, p=.000 respectively).  However, there seems to be a tr
collaborating with local customers vs. global customers (r=-.183, p=.036). 
 
Table 5-3. Pearson Correlation between Local and Global Innovation Networks a 





















a. **p< .01, *p<.05, two-tailed. 
 
5.5.2 The Impact of Innovation Networks on Innovation Performance 
Table 5-4 presents Tobit regression results to test Hypothesis 3b about the positive 
interaction effect between local embeddedness and global networking on innovation 
erformance.  As can be seen, the control variables alone account for R-square of .165 
ith significant model fit (p=.002) (Model 1).  Including the two innovation network 
ariables improves model fit (Model 2, R-square change from .165 to .184 is 
arginally significant (p=.073)).  Finally, the addition of RESIDUAL, the adjusted 
teraction term, leads to significant model improvement (Model 3, R-square change 
from .184 to .208 is significant (p=.028)). 







 As the coefficient for RESIDUAL is 
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Table 5-4. Tobit Regres r Innovation Performance 
M  M  M  
sion fo
 odel 1 odel 2 odel 3
Constant 3.196 (.791) 3.349 (.784) .800 (.947) 
El rect onics 24.183*** (.002) 23.497*** (.002) 21.516*** (.005) 
Chemicals 11.100 (.104) 5.832 (.404) 7.388 (.287) 
Transport engineering 10.167 (.257) 6.188 (.489) 6.421 (.466) 
Foreign 6.330 (.304) 7.760 (.202) 8.198 (.171) 
Firm age .349 (.193) .280 (.293) .308 (.240) 
Firm size (log of employment) -.729 (.717) -1.116 (.582) -.587 (.770) 
Local market orientation -.107 (.251) -.057 (.546) -.057 (.538) 
Innovation spending intensity .690*** (.003) .670*** (.004) .669*** (.003) 
Local embeddedness  -3.200 (.108) -3.390* (.086) 
Global networking  4.608** (.032) 4.427** (.036) 
RESIDUAL   2.509** (.026) 
    
N 142 141 141 
R-square .165 .184 .208 
F-statistics 3.280 3.203 3.394 
Probability .002 .001 .000 
R-square change  .019 (p= .073) .024 (p= .028) 
a. Software used: Eviews 3.1. ***p<.01, **p< .05, *p< .10, two-tailed test, p value in parenthesis. 
 
variables are found to be highly significant 
dummy and innovation spending intensity.  The positive and significant influence of 
higher rate of new product innovation, while that of the latter is consistent with many 
 
sed if we interpret the results in Table 5-4 as causal 
relationships.  For example, the positive coefficient of global networking may well 
partners for innovation collaboration.  However, since I am focusing on the interaction 
endogeneity problems may not be a serious threat to the hypothesis testing. 
It is worth noting that two of the control 
throughout Model 1 to 3 (significant at level of .005 or less)—electronics industry 
the former is consistent with the fact that the global electronics industry experiences a 
prior studies showing that innovation spending intensity is a major contributor to 
innovation performance. 
Special caution should be exerci
means that more innovative firms are more likely to participate in overseas innovation 
collaboration, or are more likely to be chosen by overseas organizations/companies as 
effect between local and global innovation networks, not their direct/main effects, such 
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5.6 DISCUSSION 
The finding of a U-shaped pattern of innovation collaboration with geographic distance 
stands in strong contrast with many prior empirical studies of the geography of 
innovation, especially in Europe, which have shown that innovation collaboration tends 
to decrease monotonically with distance.  For example, Fischer et al. (2001) found that 
firms in three European metropolitan regions, Vienna, Barcelona, and Stockholm, 
relied more on local linkages than global linkages for innovation collaboration, with 
linkages at intermediate scale (EU) in between.  I suggest that this essay’s finding can 
be reconciled with the European findings by noting that the EU region itself is home to 
many sources of sophisticated customers, suppliers, service providers and public 
research institutions, whereas ASEAN member countries, aside from Singapore, are all 
developing countries with significantly lower level of technological capabilities.  It thus 
seems that spatial proximity in innovation collaboration is more pronounced for firms 
located within relatively homogeneous regions with comparable levels of economic and 
technological development.  When such a condition does not hold, as in the ASEAN 
gion, the quality of partner becomes more prominent than spatial proximity, as shown 
 the literature of the ‘friction of distance’, and consequently, an under-
recognition of the importance of longer-distance innovation networks. 
 
re
by the geographic ‘leapfrogging’ pattern observed in the innovation collaboration 
choices of Singapore manufacturing firms covered in our study.  In this sense, the 
finding of monotonic decline of innovation collaboration with distance found in 
advanced regions as frequently reported in the literature may actually not be 
representative of other regions, and may have inadvertently reinforced an uncritical 
acceptance in
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This essay’s empirical results supporting Hypothesis 3b is also consistent with 
economies 
IEs) as well, especially those located far away from the advanced economic regions 
.g. Israel, Hong Kong and South Africa).  Moreover, when the interaction term is 
icient of local embeddedness becomes marginally 
Koschatzky’s (1998) finding.  In his innovation study of German and French regions, 
Koschatzky found no evidence that intraregional linkages by themselves increase firms’ 
probability to innovate, but when firms engage in both intraregional and interregional 
networking activities, they exhibited significantly higher performance in product 
innovation.62
  
It is interesting to note in Table 5-4 that only global networking appear to have a 
significant main effect on innovation performance, not local embeddedness (see Model 
2), and that this remains true after controlling for the interaction between local 
embeddedness and global networking (Model 3).  It thus suggests that global networks 
may actually have a stronger impact on the innovation performance of Singapore firms.  
Although the small size of Singapore’s domestic economy and its highly open nature 
may have accentuated the importance of global networking, it does highlight the 
possible importance of global networks for other newly industrialized 
(N
(e
included, the negative coeff
significant (Model 3, p=.086), indicating some evidence of local network failure 
(network rigidity and homogeneity).  However, I should not make a strong argument 
about this result because of the previously mentioned threat of endogeneity. 
 
 
                                                 
62 However, Koschatzky did not test for interaction effect and control for main effects, instead, he used 
two dummy variables in his regression analysis to denote (1) whether a firm was involved in 
intraregional innovation collaboration with suppliers and/or clients and (2) whether a firm was involved 
simultaneously in both intra and interregional innovation collaboration with suppliers and/or clients. In 
this way, the main effect and interaction effect in his study were not distinguished. 
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5.6.1 Theoretical Implications 
This essay’s findings suggest that the importance of spatial proximity may have been 
over-estimated, while the importance of global interdependence under-estimated by 
previous studies based on advanced economic regions.  While acknowledging the 
presence of global linkages, many of these existing studies still pay greater attention to 
local linkages on the ground that they are more intense than global ones, without 
examining the possible complementary effects that the latter may have on the former.  
For example, Fischer et al. (2001) actually found that firms typically established 
innovation linkages with various types of partners simultaneously at different spatial 
scales, but they still concluded this way: “There is clear empirical evidence that 
teractive learning, which takes place within networks of organization, is localized and 
my setting, this study suggests the need for future research to pay 
reater attention to interregional collaboration patterns in contexts outside of the highly 
howing the existence of positive interaction 
                                                
in
territorially specific” (pp. 171).  Another example is from Arndt and Sternberg (2000) 
in their large scale ERIS study.  Despite finding that firms linked to both intraregional 
and interregional innovation networks had higher share of turnover from new products 
than other firms,63 they believed that, “Despite the continuous process of globalization 
a tendency toward international cooperation in innovation has not yet been detected” 
(pp. 482). 
 
By highlighting the significant level of global innovation networks found in a newly 
industrialized econo
g
developed regions.  More importantly, by s
between local and global innovation networks, this study suggests the need for future 
research not to discount the contribution of global networks, even if their intensities 
 
63 Their results were descriptive (presented in the form of bar chart), with no significance levels given. 
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may still be lower than local networks.  Instead, research should focus on their actual 
impacts on the innovation performance of firms, rather than on their relative frequency 
vs. local networks. 
 
5.6.2 Managerial and Policy Implications 
This study has salient managerial and policy implications as well.  Firstly, I 
demonstrate that the spatial dimension of innovation networks is a significant factor in 
firm strategy.  In particular, a firm should both be locally embedded as well as globally 
connected to maximize its innovation performance.  In sourcing for innovation 
partners, firms need to seek out quality partners, rather than be constrained by spatial 
roximity considerations alone.  Moreover, while recognizing the importance of 
hts the need for national innovation policy makers to 
corporate global networking into their policy consideration.  As pointed out by Ernst 
p
exploiting local embeddedness, firms may also want to diversify the geographic sources 
of their innovation partners to avoid possible risks of local network failure due to 
rigidity and homogeneity.  Tidd et al. (1997) have earlier suggested that one source of 
competitive advantage of the firm is the capability to manage its innovation networks.  
This study further suggests that firms should learn to manage its innovation networks at 
both local and global scales to maximize their synergies.       
 
Secondly, this study highlig
in
(1999), an important weakness of existing national innovation system theory is the 
neglect of the international dimension and the tendency to define national innovation 
systems as relatively closed systems.  Although Lundvall and Borras (1998) admitted 
that national innovation systems can benefit from participating in global innovation 
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networks, in the eyes of Ernst (1999), this issue has remained at the margin of national 
innovation systems research. 
 
To the extent that this essay’s finding of a synergistic effect between local and global 
innovation networks is generalizable, policy makers should therefore not treat the latter 
s weakening the former, but should instead encourage the co-development of both.  
ular, global innovation linkages can be beneficial 
specially at the initial stage of technological take-off.  In particular, policy makers 
ay want to explore ways to promote global innovation linkages (e.g. through inviting 
iaries that conduct R&D in collaboration with 
 
a
Firms tend to rely on both local embeddedness and global networking for their 
competitiveness.  Moreover, many firms, especially SMEs, may be connected to the 
global innovation networks indirectly through their linkages with local big firms and 
foreign subsidiaries.  Policies aiming to promote global networking should not have the 
effect of discouraging local collaboration, as argued by Bramanti and Senn (1991: 236) 
earlier: “A policy which aims to promote local integration does not contradict a policy 
aiming to increase the internationalization of local firms”. 
 
For developing countries in partic
e
m
foreign MNCs to establish local subsid
the parent headquarters) to help compensate for initially weak domestic linkages.  Our 
study suggests that a developing country may even be able to leverage globalization to 
develop national innovation systems in a reverse sequence as suggested by Ernst (1999: 
31):  “It can now proceed in a reverse order from international linkages to the final 
development of localized cluster”. 
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5.6.3 Limitations and Future Research 
Several limitations of this paper indicate avenues for future research.  Firstly, the 
easure of local and global innovation networks needs to be improved to better test the 
rptive 
apacity” (Cohen and Levinthal, 1990) benefit more from global linkages?  Do firms in 
m
robustness of my findings.  In particular, besides taking into account the number of 
different types of innovation partners, we need to develop some instruments to weight 
different types of collaborative relationships, e.g. a measure of the cost of these 
collaborations, or their intensity or importance.  Future research should further 
investigate how firms organize different types of innovation networks across different 
spatial scale for competitiveness. 
 
Secondly, the limited size of the sample prevented me from testing additional possible 
interaction effects.  With a larger sample, a contingency approach can be used to test 
for possible interaction between local/global innovation networks and other 
organizational/ environmental variables, e.g., do firms with stronger “abso
c
more knowledge-intensive industries have greater necessity of spatial proximity in 
innovation collaboration?  For example, Audretsch and Feldman (1996) found that 
innovation activities are more likely to cluster spatially at the early stage of industry life 
cycle when the role of tacit knowledge in generating innovation is presumably the 
greatest.  It is also possible that different types of innovation activities (e.g. basic R&D 
vs. applied R&D) require different global/local interface of innovation networks. 
 
Lastly, the approach of this study relies on survey data and hence is unable to address 
the issue of inter-temporal dynamics.  According to Ernst (1999: 32), there may be a 
dynamic coupling of domestic and international innovation linkages over time—“a 
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continuous upgrading of international knowledge linkages was predicted on the 
development of domestic knowledge linkages; the latter in turn has substantially 
benefited from knowledge creation through gradually more sophisticated international 
linkages”.  Whether firms should develop local innovation linkages first before 
embarking on global linkages, or whether they should seek to pursue both 
simultaneously, remains an open question.  As such, an empirical examination of both 
spatial and temporal processes of innovation networks and how they affect the 
innovation performance of firms may shed important lights on the theory of innovation 
systems and innovation management. 
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CHAPTER 6 
THE MODERATING EFFECT OF FIRMS’ INTERNAL CLIMATE 




Economists have long recognized the importance of technological innovation in 
productivity improvement at the firm level and spillover benefits at the level of industry 
and society.  Governments have a wide range of S&T policy tools to influence either 
the supply side, the demand side, or the general economic, political and legal 
environment of the innovation process (Rothwell and Zegveld, 1981; Mowery, 1995; 
Kim and Dahlman, 1999; Wong, 2001).  In particular, the provision of public 
innovation support has been an important instrument of government S&T policy.  A 
key empirical issue is therefore the effectiveness of such public innovation support 
programs on the innovation behavior of the recipient firms. 
 
The vast theoretical literature on market failure associated with technological 
innovation (e.g., limited appropriability (Nelson, 1959; Arrow, 1962), financial market 
failure (Martin and Scott, 1999), standardization and coordination failure (Aoki et al., 
1997)) has led to the recognition that reliance on market processes alone will result in 
under-investment in innovation by profit-seeking firms,64 from a social point of view.  
The likelihood of under-investment in innovation justifies the desirability of public 
support for private innovation activities to correct for the market failure in the 
                                                 
64  However, Fudenberg and Tirole (1987) suggested at least the possibility of overinvestment in 
innovation by competing rivals to seek post-innovation competitive advantage. 
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production and/or application of scientific and technological knowledge.  Indeed, all 
OECD countries, followed by the Asian newly industrialized economies (NIEs), have 
spent significant amount of public money on programs intended to stimulate firm 
innovation. 
 
In spite of the extensive adoption of public support programs to stimulate private 
innovation activities, the evidence on the impact of such government intervention on 
stimulating innovation and productivity gains in the recipient firms has been mixed.  
David et al. (2000) surveyed the body of econometric evidence accumulated over the 
years since Blank and Stigler (1957) first attempted to test for a complementary or 
substitutive relationship between public support and private R&D.  Among 33 studies 
included in their review, one third of the cases reported that public R&D funding 
behaved as a substitute for private R&D investment, sixteen cases concluded a 
complementary relationship, and the remaining six cases showed either insignificant or 
mixed results. 
 
This inconsistency in the empirical evidence indicates the need for further micro-level 
studies on how public innovation support programs interact with internal organizational 
variables.  As pointed out by Bozeman and Link (1983), much of the literature on the 
impact of public policy on firms’ innovation suffers from the limitation that the firm is 
treated as a unitary actor with overly simplified rationality assumptions.  This 
simplification largely ignores much of the recent developments in organizational 
behavior research.  Bozeman and Link (1983) suggested that, by taking into account 
internal organizational variables such as decentralization, bureaucratic control, and 
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hierarchy, we may deepen and broaden our understanding of the impact of public 
innovation support on firms’ innovation behavior. 
 
This essay is intended to contribute to the literature by investigating explicitly the 
moderating effect of firm’s internal climate for innovation on the effectiveness of 
public innovation support.  I hypothesize that if there is a positive relationship between 
public innovation support and firm innovation activities, this phenomenon is more 
likely to be observed in firms with a “promotive” internal climate for innovation, rather 
than in firms with a “restrictive” one.  Another contribution of this essay is that it 
studies the impact of public innovation support on a comprehensive set of innovation 
indicators, including input, output and collaboration.  Based on a sample of 145 
manufacturing firms in Singapore, this essay shows that the impact of public innovation 
support on firm innovation behavior is significantly moderated by firm’s internal 
climate for innovation.  Interestingly, I find that if this moderating effect is not taken 
into account, the impact of public innovation support on some aspects of firm 
innovation behavior may be obscured.  Moreover, this essay identifies two distinct 
dimensions of internal climate for innovation (organizational policies and individual 
attitudes) which exhibit different moderating effects. 
 
The remainder of this chapter is structured as follows.  The next section briefly reviews 
the empirical evidence on the impact of public innovation support on firm innovation 
behavior.  Section 6.3 develops the hypothesis on the moderating effect of firms’ 
internal climate for innovation.  Section 6.4 describes data and methods.  Section 6.5 
presents empirical findings.  Section 6.6 provides a discussion of policy and managerial 
implications. 
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6.2 LITERATURE REVIEW 
6.2.1 Public Innovation Support Program 
Public innovation support is a prevalent practice among OECD countries.  A number of 
public support programs have been investigated with great detail in the literature.  
Prominent among these are SEMATECH (Semiconductor Manufacturing Technology 
program), SBIR (Small Business Innovation Research program), and ATP (Advanced 
Technology Program) in the US; VLSI (Very Large Scale Integrated Circuit) program 
in Japan; ESPRIT (European Strategic Program for Research and Development of 
Information Technology), and EUREKA (European Research Coordinating Agency) in 
the European Union.  Public money poured into these programs is tremendous.  For 
example, about half of SEMATECH consortium’s annual budget (about US$200 
million) was financed through government subsidies in the period 1987-1996 (Irwin 
and Klenow, 1996).  The budget of EUREKA projects varied between less than 1 
million ECU and more than 40 million ECU (van Rossum and Cabo, 1995).  The most 
celebrated program in Japan, VLSI, was conducted between 1975-1985 with a budget 
of ¥130 billion (US$591 million) of which 22% was financed by the government 
(Sakakibara, 1997). 
 
In terms of policy design and execution, public support for firm innovation and 
innovation collaboration are often intertwined.  Governments typically encourage firms 
to work with their suppliers, customers, competitors, universities and research institutes 
by allocating a pool of funds for collaborative projects.  Besides providing funding, 
another important government role in promoting collaborative innovation is to 
discourage opportunistic behavior by “institutional” and “administrative” mechanisms 
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(Tripsas et al., 1995).  For the government, the rationale for promoting innovation 
collaboration is dual.  First, collaborative innovation may restore the incentive for firm 
innovation investment when there is a market failure due to limited appropriability or 
excessive technical and market risks.  Second, collaborative innovation helps improve 
the efficiency of public innovation support by eliminating overlapping investment,65 
reducing the time horizons for innovation and stimulating additional spillovers from 
public research (OECD, 1999b). 
 
6.2.2 Evaluating Public Innovation Support Program 
The evaluation of public innovation support programs has focused on whether public 
innovation can stimulate innovation input (e.g., R&D investment) and innovation 
output (growth and productivity).  A typical research approach is to ask managers in 
participating firms how they would have behaved if no public innovation support had 
been available.66  Most such studies seem to indicate that the positive effect is rather 
weak (Kauko, 1996).  Sanchez and Elola (1991) even found that public financial aid 
was considered the least important factor among twelve different suggested innovation 
stimuli by Spanish managers.  Sakakibara’s (1997) reported an average increase of 38% 
in private R&D investment as a result of public-sponsored R&D projects, but she also 
reported that the participants did not perceive public R&D support to be critical to the 
establishment of their competitive position. 
 
                                                 
65 In some cases, focusing on one technological paradigm, especially in the early stage of a technology 
life cycle, may actually inhibit innovation (Nelson and Langlois, 1983).  Brodley (1990) also warned that 
cooperative research can reduce competition and delay research progress because of free-riding behavior. 
66 However, in this hypothetical case, respondents may have an interest in the continuation of public 
innovation support, and hence will over-emphasize the effects it has, or the management is reluctant to 
admit that an external stimulant has influenced its behavior, and hence under-emphasize the effects of 
public innovation support (see e.g., Sakakibara, 1997). 
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The typical econometric approach to this research question is to regress measures of 
private innovation input or output on the government support (dummy or magnitude), 
along with other control variables.  While econometric studies have been often 
criticized for producing biased results because of selection bias67, endogeneity68 and 
common latent variable 69  problems (see David et al., 2000 for a review).  For 
innovation output analysis in particular, we have to face the paradoxical situation that if 
we find little difference between the supported group and the non-supported group, it 
could be either because the public support program was unsuccessful and generated 
little innovation, or because the public support program was highly successful in 
generating new innovations which created large positive spillovers to the non-supported 
firms (see Klette et al., 2000 for a review).  Spillovers are difficult to identify and 
account for, and to realize economic effects of research, a range of complementary 
factors within and beyond the innovation process should be accounted for, confounding 
the relationship under study (Georghiou and Roessner, 2000). 
  
While sophisticated econometric techniques have been used to address these estimation 
problems, and many studies have been able to support the hypothesis that public 
support can stimulate private innovation, there is no shortage of investigations that 
arrive at the contrary conclusion (see David et al., 2000; Klette et al., 2000 for a review 
of empirical evidence in the literature).  In Taiwan, the effectiveness of public 
                                                 
67  Selection bias may arise when the innovation behavior of non-supported firms may differ 
systematically from that of the supported firms even in the absence of the public support schemes.  
Nevertheless, constructing a valid control group is challenging because the counterfactural—how much 
more did firms invest in innovation given the existence of public support than they would have done if 
there had been no public support, is never observed. 
68 The issue of endogeneity arises when we cannot distinguish whether public support causes firms to do 
more innovation or whether firms doing more innovation receive more public support. 
69 The existence of omitted common latent variables which are correlated with both public support and 
private innovation behavior can also compromise research findings.  For instance, the effects of 
unobserved inter-industry differences in the technological opportunity are likely to induce positive 
covariation in public support and private innovation investment. 
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innovation programs was put under doubt because several such undertakings had not 
performed as well as expected (Wang, 1994). 
 
Besides innovation input and output, indicators of indirect impacts of public innovation 
support have been increasingly adopted, especially by firm-level studies.  These 
indirect impacts are spillovers from the program to other activities of the participant, 
such as reputation enhancement via the program, organizational or management 
improvements, and human capital and knowledge accumulation (see Georghiou and 
Roessner, 2000; Buisseret et al., 1995 for a discussion).  Previous firm-level studies 
also demonstrated that firms rarely attempt to estimate the precise dollar benefits 
gained from their participation in public innovation support programs.  The perceived 
benefits of public innovation support programs may be rather intangible, such as 
training of researchers, increased awareness of technological opportunities in general, 
and establishment of innovation networks (Sakakibara, 1997).  Tripsas et al. (1995) 
found Italian firms participating in the Societa di Ricerca (a public-sponsored research 
consortium) valued government assistance in establishing long-term relationships and 
facilitating networking as much as they valued government funding.  Respondents in 
the SEMATECH study by Link et al. (1996) also placed higher value on intangible 
benefits, such as benefits related to R&D management and integration, compared to 
tangible benefits flowing directly from research results. 
 
In sum, direct and indirect impacts of public innovation support programs can 
potentially be very large, but the existing empirical evidence is rather inconclusive.  
Besides innovation input and output, I also investigate how firms’ external innovation 
collaboration and networking behavior are influenced by public innovation support.  
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However, distinct from previous studies which employed increasingly complex 
econometrics to achieve a more “accurate” estimate of the hypothesized positive impact 
of public innovation support on private innovation, this essay takes a completely 
different angle towards this research question.  I argue that the relationship between 
public innovation support and firms’ innovation behavior (input, output and 
collaboration) is likely to be moderated by certain characteristics of the firms 
themselves, i.e., we need to look “inside the black box”. 
 
6.3 HYPOTHESIS 
6.3.1 Internal Climate for Innovation 
A wide range of candidate organizational variables theoretically could influence the 
impact of public innovation support programs on the innovation behavior of recipient 
firms (Bozeman and Link, 1983).  However, there have been surprisingly few studies 
that provide empirical support for any of these possible candidate variables.  In the 
absence of such empirical guidance, I adapt from the extant organizational behavior 
literature an analytical construct for the “internal climate for innovation”, and 
hypothesize that it constitutes a significant factor that moderates the impact of public 
innovation support on the recipient firms’ innovation behavior. 
 
The conceptualization of a firm’s internal climate for innovation is derived from the 
broader concept of organizational climate (Glick, 1985; Schneider and Rentsch, 1988; 
Shepard, 1967).  Organizational climate and organizational culture are closely related 
but distinct constructs.  The most critical distinction is that culture operates at a greater 
level of abstraction than climate.  While climate refers to organization members’ shared 
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perceptions of policies and procedures, culture represents the basic value and 
assumptions that underlie those policies and procedures (Tesluk et al., 1997). 
 
Organizations need to forge an internal climate to promote organizational readiness for 
innovation in the face of fierce competition and rapidly changing technological, 
economic, regulatory, and market conditions (Tesluk et al., 1997).  Souder (1987) has 
developed a comprehensive list of organizational characteristics which he classified as 
either promotive or restrictive for innovation to occur within organizations.  Some 
commonly suggested aspects of promotive internal climate for innovation are 
willingness to tolerate unpredictability and failure, openness and trust, employee 
involvement practices that promote participation, supportiveness and commitment to 
innovation at the level of management, and reward/recognition mechanisms that 
encourage risk-taking and experimenting (Abbey and Dickson, 1983; Kopelman et al., 
1990; Shrivastava and Souder, 1987; Souder, 1987; Susanj, 2000). 
 
6.3.2 The Moderating Hypothesis 
The internal climate for innovation may moderate the impact of public innovation 
support programs in a number of ways.  First, firms with a promotive innovation 
climate might be more responsive to public support stimuli.   Using the analytical 
framework of David et al. (2000), I model an individual firm as having its own unique 
innovation MCC (Marginal Cost of Capital for innovation) and innovation MRR 
(Marginal Rate of Return for innovation) curves, and the same degree of public support 
may shift different firms’ MCC and/or MRR curves differently, i.e., firms may exhibit 
heterogeneous responses to public innovation support.  It is quite plausible that firms 
with a promotive internal climate for innovation are more sensitive to public support, 
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and more likely to acquire the benefits of public support and to change their innovation 
behavior.  For example, public innovation subsidies may signal future demand and thus 
shift up firms’ expected MRR schedule in general (thus increase the level of 
innovation), but firms with a restrictive climate for innovation may ignore this signal or 
their internal organizational procedures may not allow them to respond quickly to this 
opportunity (see Figure 6-1 for an illustration).  Gold (1986) also argued that although 
the potential contributions of the government are important, and indeed necessary, they 
are limited to providing a helpful and supportive environment within which the 
direction and magnitude of achievement are determined by managerial vision, 
capabilities, and commitments.  In Klettle et al.’s (2000: 479) discussion of a fixed 
effect models, firm heterogeneous response to public innovation support can be taken 
into account in panel data analysis by including a firm specific intercept to account for 
unobserved, time-constant factors, but this firm specific intercept is not the focal 
variable and the source of heterogeneity is not specified.  Here, I propose explicitly that 
the heterogeneity in response elasticity may be related to this basic organizational 
variable—internal climate for innovation. 
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Figure 6-1. Shift of MRR Curve by Firms with Promotive or Restrictive  
Internal Climate for Innovation 
 
Source: Adapted from David et al. (2000: 503).  However, Davide et al. (2000) treated firm as a unitary 
actor, and did not distinguish firms with either promotive or restrictive internal climate for innovation. 
a. I—level of a firm’s innovation 
MCC—a firm’s MCC (marginal cost of capital) schedule for innovation 
MRR—a firm’s MRR (marginal rate of return) schedule for innovation 
MRRP—the MRR schedule of a firm with a promotive internal climate for innovation given a 
stimulus of public innovation support. 
MRRR—the MRR schedule of a firm with a restrictive internal climate for innovation given a 
stimulus of public innovation support. 
b. Assumptions: (1) innovation projects are finely divisible, so MCC and MRR schedules are 
continuous and continuously differentiable; (2) a firm first uses internally generated funds (i.e., 
retained earnings) for innovation, causing the flat range at the left of the MCC curve, but as a firm 
moves to call upon external funding (e.g., equity and debt) for more innovation, the MCC curve 
goes upwards; (3) innovation projects are ranked in descending order of expected rate of return, 
thereby forming downwards slope of MRR curve; (4) the optimal level of innovation is found at 
MCC=MRR (see David et al., 2000 for a detailed explanation). 
 
Second, many public innovation support programs are designed explicitly to encourage 
innovation collaboration among firms and/or between firms and public research 
institutes/universities.  Besides the financial inducement, such programs create an 
opportunity for inter-organizational learning among the participating firms, which in 
turn would allow them to enhance their innovation capability, broaden their awareness 
of innovation opportunities, build social capital for future collaboration, and generally 
become better at capturing spillover benefits from their collaborators.  However, this 
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inter-organizational learning process may be limited in the absence of a promotive 
internal environment for innovation.  Related to this, Leyden and Link (1991) has 
advanced the argument that infratechnology70 is the critical link between public support 
and private innovation.  Infratechnology is basically learning and training effects from 
participating public innovation support programs.  They pointed out that the observed 
complementarity between public support and private innovation is the result of 
technical complementarity in the production of private technological knowledge and 
infratechnology.  Infratechnology accumulated through public support programs can be 
exploited in private innovation, and the resulting increased innovation efficiency may 
enhance “absorptive capacity” (Cohen and Levinthal, 1990) and lower the firm’s MCC 
schedule, and hence the participating firms are induced to do more private innovation 
on their own.  However, firms that have a restrictive climate for innovation may not be 
able to acquire infratechnology effectively through public innovation support programs 
(see Figure 6-2 for an illustration).  As pointed out by Geroski (2000: 621), there are 
real limits of public policy when the problem lies within firms—“one can subsidize all 
kinds of things, but that may not be enough”.  In sum, I postulate that the impact of 
public innovation support on the innovation behavior of firms might be contingent upon 
the recipient firms’ internal climate for innovation (i.e., IP – I > IR – I in Figure 6-1 and 
6-2): 
 
H4: The relationship between public innovation support and firm innovation 
behavior will be significantly positive for firms with a promotive internal climate 
for innovation, but not for firms with a restrictive one. 
                                                 
70 Infratechnology is used to facilitate the innovation process, and it may be embodied in such things as 
structures used for innovation activities, equipment, or pre-existing knowledge used to understand, 
characterize, or interpret the innovation process. See Link and Tassey (1987) for a description of the 
general place of infratechnology in facilitating the innovation process. 
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Figure 6-2. Shift of MCC Curve by Firms with Promotive or Restrictive 
Internal Climate for Innovation 
Source: Same as Figure 6-1. 
a. I—level of a firm’s innovation 
 MCC—a firm’s MCC (marginal cost of capital) schedule for innovation 
 MCCP—the MCC schedule of a firm with a promotive internal climate for innovation given a 
stimulus of public innovation support. 
 MCCR—the MCC schedule of a firm with a restrictive internal climate for innovation given a 
stimulus of public innovation support. 
 MRR—a firm’s MRR (marginal rate of return) schedule for innovation 
b. Assumptions: see note b of Figure 6-1. 
 
6.4 DATA AND METHODS 
6.4.1 Background Information on Singapore 
The existing empirical literature on public innovation support programs is mostly based 
on observations drawn from OECD countries with a considerable greater weight in the 
body of US evidence.  Although the gross expenditure on R&D (GERD) and Research 
Scientists and Engineers (RSE) of South Korea, Taiwan, and Singapore are 
approaching the level of OECD countries (see Table 2-2 and 2-3), and the NIEs 
governments have adopted aggressive policies to provide strong public support for 
private innovation and networking among various industry sectors (Wong, 2001), there 
has been relatively little econometric analysis on the impact of public innovation 
support programs in these rapidly growing economies. 
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A number of public support programs have been launched by the Singapore 
government to stimulate industrial innovation and innovation collaboration among 
different sectors.  Appendix XVI provides a selected list of these programs.  Most of 
these programs are administered by the National Science and Technology Board 
(NSTB), but other government agencies are also involved, such as the Economic 
Development Board (EDB), the Trade Development Board (TDB), the Productivity and 
Standards Board (PSB), and the Infocomm Development Authority (IDA) etc.  These 
programs range from tax incentives (e.g., Double Tax Deduction for R&D Expenses), 
research grants (e.g., Research and Development Assistance Scheme (RDAS)), R&D 
manpower developments (Initiatives in New Technology Scheme (INTECH)), to 
intellectual property applications (Patent Application Fund (PAF)).  Some programs are 
especially focused on collaborative innovation with local research institutes/universities 
(e.g., Cooperative Research Program (CRP)). 
 
It is worth noting that most of these programs do not have restrictions on the nationality 
of participating firms.  Moreover, several programs have a focus on encouraging 
foreign MNCs to set up research facilities in Singapore (e.g., Research Incentive 
Scheme for Companies (RISC)).  This is very different from the practice of many 
OECD countries.  For example, foreign firms were not allowed to join Italian’s Societa 
di Ricerca (Tripsas et al., 1995), and SBIR awardees must have a majority of shares 
owned by US citizens (Klette et al. 2000).  This sharp difference between Singapore 
and the OECD countries is not surprising because Singapore’s rapid technological 
development has, until recent years, been largely dependent on foreign MNCs.  Not 
only does the Singapore government stimulate indigenous innovation, it also offers 
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incentives for foreign MNCs to establish high value-added research activities in 
Singapore (Wong, 2001). 
 
6.4.2 Data Source 
Data for this essay were extracted from the first National Innovation Survey 
(manufacturing) in Singapore.71  The sampling frame was constructed from the EDB 
database which covered most manufacturing firms in Singapore.  The survey covered 
the four most important and largest manufacturing sectors in Singapore: electronics, 
chemicals, precision and process engineering, and transport engineering (see Appendix 
I for a decomposition of the sectors based on SSIC 1996).  The targeted sample of 1872 
firms represented more than two thirds of the population of manufacturing firms in 
these sectors. 
 
At the end of the survey, 371 valid responses were received, with a response rate of 
19.8%.  Response rates varied slightly between sectors, ranging from 21.6% for 
chemicals to 19.0% for electronics, but foreign and large firms had a higher response 
rate.  136 of 371 (36.7%) respondents were foreign firms (30% or less locally owned).  
This is not surprising because Singapore is a manufacturing hub for multinational 
corporations (MNCs) to locate their overseas manufacturing activities.  As explained in 
Section 2.2, non-innovating respondents were not required to offer information on their 
innovation activities or internal climate for innovation.  This resulted in 145 usable 
observations of innovating firms for this essay (see Section 2.2 for the details). 
                                                 
71 Data from the Penang manufacturing survey were not included for this essay because only six of 81 
innovating respondents in the Penang manufacturing survey received public innovation support, 
compared to 60 of 145 in the Singapore manufacturing survey.  Among 104 innovating KIBS firms of 
the Singapore KIBS survey, 21 received public innovation support, but the sharp differences between 
manufacturing and services may forbid combined dataset for this essay (see Wong and He, forthcoming 
in The Service Industries Journal). 
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6.4.3 Variables 
Measures for variables used in this essay are shown in Table 6-1. 
 
Dependent variable  Eight dependent variables were used to measure different 
dimensions of firm innovation behavior (input, output and collaboration).  R&D and 
innovation spending intensities were two variables for innovation input.  Product and 
process innovation intensities were two variables for innovation output.  Mid-point 
estimate of ordinal intervals was used for innovation input and output variables (Table 
6-1).  Although one shortcoming of this method is that I cannot accurately quantify the 
extent to which public innovation support can stimulate firm innovation, it is conducive 
to ensure a good response rate because: (1) firms may be reluctant to reveal their 
accurate innovation input and output figures (especially R&D spending intensity); (2) 
using ordinal intervals makes these questions answerable without consultation of 
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Table 6-1. Variable Description for Essay 4 





Total R&D expenditure 
as a percentage of total 
sales 
0=none, 1=less than 1%, 2=1%-2.9%, 3=3%-4.9%, 4=5%-
5.9%, 5=10%-19.9%, 6=20% and above.  Mid-point estimate 
of these 7 ordinal intervals was used.  3 cases in the 7th 
interval (20% and above) were combined into the 6th interval 







spending as a 
percentage of total 
sales. 
Innovation spending includes expense on the following six 
types of innovation activities: a) R&D, b) acquisition of 
R&D services, c) acquisition of machinery, equipment & 
software linked to product & process innovation, d) licensing 
of external technology linked to product & process 
innovation, e) industrial design, market research & 
marketing expense for product innovation, f) training directly 
linked to technological innovation.  1=less than 2%, 2=2%-
4.9%, 3=5%-9.9%, 4=10-19.9%, 5=20-39.9%, 6=40% and 
above.  Mid-point estimate of these 6 ordinal intervals was 
used.  4 cases in the 6th interval (40% and above) were 
combined into the 5th interval (20%-39%) because of their 





Percentage of total 
annual sales that consist 
of new/improved 
products introduced 
over the last 3 years 
0=none, 1=less than 10%, 2=10%-24%, 3=25%-49%, 
4=50%-74%, 5=75% and above. Mid-point estimate of these 
6 ordinal intervals was used.  Cases in the 6th interval (75% 









over the last 3 years 
0=none, 1=less than 10%, 2=10%-24%, 3=25%-49%, 
4=50%-74%, 5=75% and above.  Mid-point estimate of these 
6 ordinal intervals was used.  Cases in the 6th interval (75% 








with 4 types of 
knowledge sources.  
Factor analysis was used to identify this variable (see Table 








with 4 types of 
industrial players 
Factor analysis was used to identify this variable (see Table 






Counts of innovation 
collaboration with 9 
types of partner at first 
3 stages of the 
innovation process 
9 types of innovation collaboration partner: 1) 
customers/buyers, 2) suppliers, 3) parent/associate 
companies overseas, 4) R&D institutes/universities in 
Singapore, 5) R&D institutes/universities overseas, 
6)business services providers, 7) technical services 
providers, 8) competitors, 9) other firms.  First 3 stages of 
the innovation process: 1) general information exchange, 2) 
generation of new ideas, 3) conception/front-end 
development.  The possible maximum value is 27=3*9.  This 






Counts of innovation 
collaboration with 9 
types of partner at 
remaining 3 stages of 
the innovation process 
9 types of innovation collaboration partner: same as the row 
above in this table.  Remaining 3 stages of the innovation 
process: 4) prototype development, 5) pilot application, 6) 
market introduction.  The possible maximum value is 
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Table 6-1. Variable Description for Essay 4 (continued) 








over the last 3 years. 
This is a dummy variable.  A short list of important public 
innovation support programs was provided (IDS, RISC, 






Average score of 4 
items for organizational 
policies (reversed 
coded) 
Factor analysis was used to identify this variable (see Table 







Average score of 4 
items for individual 
attitudes (reversed 
coded) 
Factor analysis was used to identify this variable (see Table 
6-3).  Cronbach Alpha=.766 
Firm age 
(log) (CV) 
1999-founding year Natural log transformation was applied to compensate for 
skewness. 
Firm size (log 
of total fixed 
asset) (CV) 
 1=below S$5 million, 2=S$5-S$9.9 million, 3=S$10-S$49.9 
million, 4=S$50-S$99.9, 5=S$100-S$499, 6=S$500 million 
and above.  Mid-point estimate of these 6 ordinal intervals 
was used with the 6th interval taking value of S$750 million.  
Natural log transformation was applied to compensate for 
skewness. 
Foreign (CV) 1=foreign firms, 
0=local firms 





precision and process 
engineering, transport 
engineering 
Transport engineering as the reference category.  See 
Appendix I for a decomposition of the sectors based on SSIC 
1996. Dummy variable 
Export (CV) Share of turnover 
during the last business 
year from outside 
Singapore 
Continuous variable 
a. DV—dependent variable, IV-independent variable, MV-moderating variable, CV-control variable. 
 
Factor analysis was used to reduce innovation collaboration with eight types of partner 
(1=not at all to 5=intense cooperation) into two variables—innovation collaboration 
intensity with knowledge sources or industrial players (Table 6-2).  The corresponding 
mean values were used to indicate the two different innovation collaboration variables.  
Reliability (Cronbach Alpha) for innovation collaboration with knowledge sources was 
.823, but only .530 for innovation collaboration with industrial players.  The possible 
explanation for the low reliability might be that firms in different industries may have 
very different propensity to cooperate with buyer, supplier or competitor because of 
 157
                                                                                                            Chapter 6—Essay 4 
their different market and technological conditions.72  Although this reliability is lower 
than the general acceptance level of .60 for exploratory research (Hair et al., 1998: 
118), it is within the range for broad constructs (from .35 to .55) recommended by Van 
de Ven and Ferry (1980: 79). 
 
Table 6-2. Factor Analysis for Innovation Collaboration with External Parties 
How intensely do you cooperate with any of the following 
external parties in your innovation activities? 








Cronbach Alpha .823 .530 
R&D institutes/universities in Singapore .802 -.005 
R&D institutes/universities overseas .856 .044 
Business Service Providers (management consultants, 
market research, etc.) 
.799 .225 
Technical Service Providers (technical & engineering 
consultants, IT services, etc) 
.713 .307 
Customers, buyers -.018 .674 
Suppliers .004 .653 
Competitors .319 .618 
Other firms .238 .523 
a. Software used: SPSS 10.0 
b. Respondents answered this question for both product innovation collaboration and process 
innovation collaboration on every item.  Items in this factor analysis were the average of the two 
collaboration scores.  If a respondent had only product innovation or process innovation, the single 
item score was used. 
c. Sample size (145) meets the general requirement of ten times as many cases as the number of 
items (8) to be analyzed (Hair et al., 1998: 99).  Factor loading larger than .50 is regarded as 
significant based on this sample size (Hair et al., 1998: 112).  Measure of Sampling Adequacy 
(MSA)=.768 (.80 or above, meritorious; .70 or above, middling; .60 or above, mediocre; .50 or 
above, miserable; and below .50, unacceptable (Hair et al., 1998: 99)).  Bartlett test of sphericity 
=289.493 (p=.000). 
d. Extraction Method: Principal Component Analysis.  Criterion for the number of factors to extract: 
eigenvalue >1.  Rotation Method: Varimax with Kaiser Normalization.  Explained variance: 61%. 
e. The generally accepted lower limit of Cronbach Alpha is .70, and it may decrease to .60 for 
exploratory research (Hair et al., 1998: 118).  However, a Cronbach Alpha beyond .90 may 
indicate redundant items and inefficiency in developing measurement scales (Van de Ven and 
Ferry, 1980: 80).  Note that Cronbach Alpha increases with the number of items in the scale. 
f. One item, “parent/associate company overseas”, is dropped from the factor analysis because it has 
ambiguous (similar) loadings on the two factors and causes explained variance lower than a 
general acceptance level of 60% in social sciences suggested by Hair et al. (1998: 104). 
 
I do not deliberately predict which type of innovation collaboration public support 
programs will encourage, but leave it as an empirical question.  The role of multiple 
                                                 
72 I split the sample according to industry sectors (see Appendix I), and found that Cronbach Alpha was 
.739 for the electronics sector, .575 for the chemicals sector, .383 for the precision and process 
engineering sector, and .388 for the transport engineering sector.  This result suggests that the four items 
of this factor are highly intercorrelated only for electronics firms in this sample. 
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external linkages in the innovation process has been emphasized many times in the 
literature (Rothwell, 1992; von Hippel, 1988), and previous studies have revealed that 
both types of collaboration are important and the government can play an important 
role in promoting both of them (Schoening et al., 1998; OECD, 1999b; Tripsas et al., 
1995). 
 
Besides partners involved in innovation collaboration, respondents were also asked to 
provide information on innovation collaboration with different types of partner (nine 
types in total, see Table 6-1) in each of the six stages of the innovation process, namely, 
general information exchange, generation of new ideas, conception/front-end 
development, prototype development, pilot application, and market introduction.  If a 
respondent collaborated with one type of partner at one stage of the innovation process, 
it was one count.  I aggregated the counts at the first three stages of innovation process 
to represent pre-competitive collaboration intensity, and counts at the remaining three 
stages to represent near-market collaboration intensity. 73   This method implicitly 
assumes that every count carries the same weight. 
 
Much of the literature has argued that public innovation support is most desirable at the 
pre-competitive stage of the innovation process where market failure is most likely to 
                                                 
73 As pointed out by one of the three anonymous thesis examiners, including prototype development as 
“near-market” is contestable.  Different types of prototypes are often involved in different stages of an 
innovation project—alpha prototypes, beta prototypes, and preproduction prototypes.  Alpha prototypes 
are typically used to assess whether the product works as intended.  Beta prototypes are often used to 
assess reliability and to identify remaining bugs in the product.  Preproduction prototypes are the first 
products produced by the entire production process to verify production process capability (Ulrich and 
Eppinger, 2000: 289).  Moreover, analytical prototypes which represent the product in an intangible 
manner (e.g. computer simulations) are sometimes used in the early stages of an innovation project for 
the purpose of experimenting and learning.  Nevertheless, prototyping often indicates considerable 
presence of intellectual property issues which may hinder firms’ innovation collaboration.  For my 
sample, collaboration at this stage is significant lower than at the first three stages, and it is also more 
significantly correlated with collaboration at the following two stages.  Therefore, I include prototype 
development as a “near-market” stage. 
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occur.  However, public innovation support to encourage commercializing new 
technologies could also be justified if market failures (e.g., in financial markets) lead to 
under-investment in the use and application of technology for developing new products 
and processes (OECD, 1999b).  Again, I leave this issue as an empirical question, for I 
am focusing on the moderating role of internal climate for innovation. 
 
The above four innovation collaboration variables provide a tool to capture firms’ 
networking behavior in the innovation process. 
 
Independent variable  The respondents were asked to indicate whether or not 
they received any government assistance/support for innovation over the last three 
years.  A short list of important public innovation support programs launched by the 
Singapore government was provided (IDS, RISC, RDAS, LETAS, etc) to the 
respondents.  To investigate the overall impact of public innovation support, only a 
dummy variable was used to distinguish the supported firms from non-supported firms.  
While relatively imprecise, this measure has the merit that all respondents provided 
responses, which may not be the case if detailed information, such as different support 
programs they participated in or the amount of support they received, is required. 
Differentiating various types of public innovation support programs is also not realistic 
given the small sample size.  Among 145 respondents, 60 were found to be in the 
supported group, and the other 85 reported no support from the government. 
 
Moderating variable  Factor analysis was used to reduce eight items of internal 
climate for innovation (1=strongly agree to 5=strongly disagree) into two factors which 
can be interpreted as representing organizational policies and individual attitudes 
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respectively (Table 6-3).  The organizational policies factor has high loading on 
organizational compensation and evaluation system, innovation project management 
process, and organizational support for intrapreneurship.  The individual attitudes factor 
has high loading on measures of the employees and management’s openness, readiness 
and commitment to innovation.74  After reverse coding, the corresponding mean values 
were used to indicate the two dimensions of internal climate for innovation.  Reliability 
for the two factors (Cronbach Alpha) was acceptable, with .817 for the organizational 
policies factor, and .766 for the individual attitudes factor. 
 
Discriminant validity75 was examined for this factor analysis because the two factors 
were significantly correlated (r=.559, p=.000, see Appendix XVIII).  According to 
Anderson and Gerbing (1988) and Bagozzi and Phillips (1982), if the confidence 
interval of the estimate of the inter-factor correlation does not include 1.0, discriminant 
validity is demonstrated.  The 90% confidence interval of correlation between the two 
factors,76 organizational policies and individual attitudes, was from .441 to .665, which 
did not contain a value of 1.0.  I also compared two-factor model with one-factor model 
                                                 
74  As one of the three anonymous thesis examiners points out, surveys of “internal climate”, and 
particularly of individual attitudes, are notoriously difficult.  In this study, the respondents were CEOs or 
Managing Directors who may self-claim they are supportive of innovation and/or refuse to admit they are 
not.  One way to assess the severity of such “self-glorification” is to compare the three items regarding 
top management, middle management, and employees (please note that the item regarding middle 
management was dropped from the factor analysis in Table 6-3 due to its ambiguous loadings, see note e 
of Table 6-3).  It is found that top management is more positively commented than employees and 
middle management, indicating the possibility of “self-glorification”.  However, top management also 
receives very bad comments (5=I disagree strongly) for 6 cases, no less than the other two (6 for middle 
management, and 3 for employees), thus showing certain degrees of “self-criticism” or objectivity.  
Therefore, I expect that this problem may not pose a serious threat to hypothesis testing when several 
items are combined through factor analysis. 
75 Discriminant validity assesses the degree to which two conceptually similar concepts (the two factors 
of internal climate for innovation in this essay) are distinct (Hair et al., 1998: 118). 
76 The confidence interval of inter-factor correlation was obtained by bootstrapping.  Bootstrapping is a 
re-sampling procedure by which multiple sub-samples of the same size as the original sample are drawn 
randomly, with replacement, from the original sample.  I used a structural equation modeling (SEM) 
software, AMOS 4.0 to do bootstrapping (number of bootstrap=200; bootfactor=1).  AMOS 4.0 also 
provides bias-corrected confidence interval which was from .403 to .650 (90%) in my case.  The bias 
here represents the difference between the bootstrap mean estimate and the original estimate (see Byrne, 
2001 chapter 11 for an introduction of bootstrapping using AMOS). 
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using confirmatory factor analysis (CFA, see Appendix XVII).  A statistically 
significant Chi-square difference provides evidence of discriminant validity (Bagozzi 
and Phillips, 1982).  In my case, the Chi-square for one-factor model is 86.971, and 
43.964 for two-factor model, with a difference of 43.007 (df=1, p=.000).  This result 
indicates the two-factor model clearly outperforms the one-factor model, and 
organizational policies and individual attitudes are two distinct dimensions of internal 
climate for innovation. 
 
Table 6-3. Factor Analysis for Internal Climate for Innovation 
Please characterize your internal environment for innovation in 





Cronbach Alpha .817 .766 
Our compensation system is oriented towards rewarding 
employees for being innovative 
.711 .338 
Our corporate performance measurement system closely 
monitors our innovation performance 
.821 .172 
We have in place a good process for managing innovation 
projects 
.803 .094 
We encourages intrapreneurship among our employees .706 .387 
Our employees are very open to changes and new ideas .122 .705 
Our top management is highly supportive of innovation .149 .865 
Our management strongly advocates the use of IT in innovating 
our business processes 
.350 .602 
Our management tolerates failure and encourages staff to learn 
from mistakes 
.292 .726 
a. Software used: SPSS 10.0 
b. Sample size (145) meets the general requirement of ten times as many cases as the number of 
items (8) to be analyzed (Hair et al., 1998: 99).  Factor loading larger than .50 is regarded as 
significant based on this sample size (Hair et al., 1998: 112).  Measure of Sampling Adequacy 
(MSA)=.837 (.80 or above, meritorious; .70 or above, middling; .60 or above, mediocre; .50 or 
above, miserable; and below .50, unacceptable (Hair et al., 1998: 99)).  Bartlett test of 
sphericity=421.636 (p=.000). 
c. Extraction Method: Principal Component Analysis.  Criterion for the number of factors to extract: 
eigenvalue >1.  Rotation Method: Varimax with Kaiser Normalization.  Explained variance: 63%. 
d. The generally accepted lower limit of Cronbach Alpha is .70, and it may decrease to .60 for 
exploratory research (Hair et al., 1998: 118).  However, a Cronbach Alpha beyond .90 may 
indicate redundant items and inefficiency in developing measurement scales (Van de Ven and 
Ferry, 1980: 80).  Note that Cronbach Alpha increases with the number of items in the scale. 
e. One item, “Our middle management constantly delivers innovative proposals to the top”, is 
dropped from the factor analysis because it has ambiguous (similar) loadings on the two factors. 
 
Using the two moderating variables, hypothesis 4 can be re-stated as follows: 
 
 162
                                                                                                            Chapter 6—Essay 4 
H4a: The relationship between public innovation support and firm innovation 
behavior will be significantly positive for firms with promotive organizational 
policies for innovation, but not for firms with restrictive ones. 
 
H4b: The relationship between public innovation support and firm innovation 
behavior will be significantly positive for firms with promotive individual 
attitudes toward innovation, but not for firms with restrictive ones. 
 
Control variable  Firm age (log), firm size (log of total fixed assets), firm 
nationality (foreign or local), industry dummies, and export were included as control 
variables.  Firm size and age and industry dummies are often important determinants of 
firm innovation, but their impacts have not been conclusive in the literature (see Cohen, 
1995 for a review).  Natural log transformation was applied to these two controls to 
compensate for skewness.  Industry dummies can capture various technology 
dimensions such as technological opportunity, appropriability regimes, cumulativeness, 
necessity for complementary and specialized assets, and hence often significantly 
improve explanatory power (Cohen, 1995).  Another consideration for accounting for 
industry dummies is the possible endogenous response of both government and firm to 
technological opportunities across industries. 
 
Firm nationality is relevant because Singapore is a well-known location for 
multinational corporations (MNCs) to locate their overseas manufacturing activities.  
Foreign firms in Singapore are usually larger, more integrated, more highly 
internationalized, and probably more engaged in innovation activities, compared with 
local firms (Wong, 2001).  However, the sample did not show any preference for 
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foreign firms or local firms by the Singapore government.77  This finding is consistent 
with the public policy of public innovation support programs in Singapore discussed in 
Section 3.4.1.  The export control measure was used because of Singapore’s highly 
open economy, and some scholars have suggested that global market linkage, 
especially with advanced economies like North America, EU and Japan, can be a 
stimulus and a channel for innovation and technology (e.g., Hobday, 1995; Wong, 
2001). 
 
 6.4.4 Methods 
Two methods to identify moderating variables have been widely used in the literature: 
moderated regression analysis and subgroup regression analysis, 78  but different 
implementations have been proposed in the literature.  For moderated regression 
analysis, a moderating effect can be identified by the statistical significance of an 
interaction term irrespective of the statistical significance of its component variables 
(Southwood, 1978; Schoonhoven, 1981).  However, by Cohen and Cohen’s (1975) 
definition, a moderating variable cannot be a significant explanatory variable nor can it 
be related to other independent variables.  For subgroup regression analysis, some 
researchers emphasize the use of R-square to determine the presence of a moderating 
variable whereas others test whether the form of relationship differs across subgroups 
(see Sharma et al., 1981 for a review). 
 
                                                 
77 In the sample of 145 innovating firms, 32 of 74 (43.2%) local firms received public innovation 
support, and 28 of 71 (39.4%) foreign firms received public innovation support. 
78 Suppose we are evaluating the moderating role of Z on the relationship between X (independent 
variable) and Y (dependent variable).  Moderated regression analysis can be represented by the following 
equation: Y=β0+β1X+β2Z+β3XZ.  The moderating hypothesis is supported if β3 is significantly different 
from zero.  Subgroup regression analysis typically splits the sample into groups based on the 
hypothesized moderating variable (Z), and the moderating hypothesis is supported if the coefficient of X 
is significantly different across groups (Venkatraman, 1989: 426). 
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Sharma et al. (1981) presented a typology of moderating variables and developed a 
framework to identify their presence.  Following their process, I first conducted 
moderated regression analysis to examine the interaction effect between internal 
climate for innovation and public innovation support on the eight dependent variables.  
The interaction term was never significant, and the main effect of internal climate for 
innovation was also not significant.  Second, the moderating variable (internal climate 
for innovation) should not be related to the independent variable (public innovation 
support).  I found that the two dimensions of internal climate for innovation were not 
significantly related to public innovation support at .05 level (see Appendix XVIII).  
Therefore, I proceeded to step three—use subgroup regression analysis to test the 
existence of moderating effect.79
 
I divided the sample by mean values of the two factors of internal climate for 
innovation.  If the value of the focal variable was larger than mean value, the firm was 
identified as having a promotive internal climate for innovation (either organizationally 
or individually); otherwise it would be identified as having a restrictive internal climate 
for innovation.  The eight dependent variables were run separately on two moderating 
variables which divided sample into two subgroups respectively.  Therefore, 32 
regressions were run in total.  When dependent variable was R&D spending intensity, 
product innovation intensity, and process innovation intensity, Tobit regression was 
used because a considerable proportion of the sample firms reported zero value for 
                                                 
79 Moderated regression analysis often has multicollinearity problem, because the interaction term XZ is 
likely to be strongly correlated with X and Z (Drazin and Van de Ven, 1985).  In all the moderated 
regression analysis, the two major multicollinearity statistics, VIF and Tolerance for the interaction term, 
were not acceptable (VIF>10, and Tolerance <0.10).  As suggested by several researchers, center-to-the-
mean method (center the two component variables to their means before creating the interaction term) 
can avoid this problem (e.g., Jaccard et al., 1990; Venkatraman, 1989).  However, the use of dummy 
independent variable (public innovation support) in this essay makes this method not meaningful, 
because interval data are often required to test the interaction effect (Jaccard et al., 1990; Venkatraman, 
1989). 
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these three dependent variables.80   OLS regression was used for other dependent 
variables. 
 
As mentioned earlier, non-innovating respondents were dropped from the final sample 
(see Section 2.2 for the details).  As in essay 1 and three, there is an issue of sample 
selection bias in this essay.  As such, the Heckit results are shown in Appendix XIX 
(see Section 3.4.3 for an explanation of Heckman two-stage regression).  It is found 
that the Heckit results are basically the same as the usual OLS results in Table 6-5, and 
that inverse Mills’ ratio is significant in only three of 32 subgroup regressions.  Since 
sample selection bias seems to be not serious, I use usual OLS results for this essay. 
 
6.5 RESULTS 
Mean, standard deviation and correlation are presented in Appendix XVIII.  All 
collaboration intensity variables are positively correlated, which implies that both 
knowledge sources and industrial players are involved in collaboration at different 
stages of the innovation process.  However, the positive correlation between 
collaboration with industrial players and collaboration at near-market stages is not 
significant (r=.120, p=.153, Appendix XVIII).  A possible explanation is that firms are 
more concerned about intellectual property protection when they collaborate with 
industrial players (customers/buyers, suppliers, competitors and other firms) at near-
market stages of the innovation process, but this concern is eased when they collaborate 
with knowledge sources (R&D institutes/universities, business services provider, 
technical service providers).81  Two innovation input variables, R&D spending intensity 
                                                 
80 Among the 145 sample firms, 43 reported no R&D spending, 33 reported no product innovation, and 
35 reported no process innovation. 
81 It is also found that overall firms tend to collaborate more at the pre-competitive stages than at the 
near-market stages—the mean difference of the two variables is 2.32 and significant at .001 level. 
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and innovation spending intensity, are positively correlated.  Two innovation output 
variables, product innovation and process innovation, are also positively correlated.  
However, innovation input and output variables do not appear to have any significant 
correlation with any of the four variables of innovation collaboration.  This is not 
surprising due to the complex relationship between internal and external innovation 
strategy (see Veugelers, 1997 for a review).  Between input and output variables, only 
R&D spending intensity and product innovation are positively correlated.  The relative 
independence of these three groups of dependent variables suggests that they represent 
qualitatively different dimensions of firm innovation behavior. 
 
The pooled sample regression (Table 6-4) shows that of the eight dependent variables, 
four—R&D spending intensity, innovation spending intensity, collaboration with 
knowledge sources, and collaboration at pre-competitive stages—show significant 
positive relation with public innovation support, with product innovation intensity 
marginally significant at 0.10 level.  No significant relationship is found for process 
innovation intensity, collaboration with industrial players, and collaboration at near-
market stages.  This result suggests that innovation collaboration cannot be treated uni-
dimensionally, and that different stages of the innovation process should be accounted 
for.82
 
Table 6-5 presents subgroup regression results when the overall sample is divided along 
two dimensions of internal climate for innovation: organizational policies (H4a) and 
individual attitudes (H4b).  In terms of organizational policies, for six of the eight 
dependent variables, a significant positive relationship with public innovation support 
                                                 
82 If collaboration with all external parties and collaboration along all 6 stages are summated respectively 
as two overall collaboration variables, public innovation support has significant positive impact on both 
of them (p<0.01 and p<0.05, respectively), but this result might be very misleading. 
 167
                                                                                                            Chapter 6—Essay 4 
is found for the promotive sub-sample; in contrast, for the restrictive sub-sample, 
significant relationship is found for only one dependent variable—R&D spending 
intensity.  Similarly, for the dimension of individual attitudes, five of the eight 
dependent variables show significant positive relationship with public innovation 
support for the promotive sub-sample; again, only R&D spending intensity exhibits a 
significant relationship with public innovation support for the restrictive sub-sample.  
However, the moderating effect of internal climate for innovation may still persist for 
R&D spending intensity, because the coefficient of public innovation support is larger 
and more significant in the promotive sub-sample (Table 6-5).  Overall, H4a and H4b 
are supported. 
 
One may argue that firms may be forced to cooperate with R&D institutes/university by 
the public innovation support program, so I also reduced this measurement to two items 
excluding the other two related to R&D institutes/universities.  Then, I found that the 
impact of public innovation support on collaboration with knowledge sources (reduced 
two-item measurement, Cronbach Alpha=0.747) was significant (p<.05) in promotive 
individual attitudes group, but not significant in other groups.  Besides mean value 
grouping, quartile grouping (upper quartile and lower quartile) was also examined and 
the results were not materially changed.  But the small sample size in quartile grouping 
may reduce the reliability of the results.  Overall, the analysis is rather robust. 
 
Overall, the combined results of Table 6-4 and 6-5 suggest that firms with a promotive 
internal climate for innovation appear to be more pre-disposed to respond to public 
innovation support than firms with a restrictive one.  This causality interpretation is 
plausible, for the possibility that there may have been a selection bias, i.e., that the 
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government may have deliberately chosen firms with a promotive internal climate to 
support, can be largely ruled out because the correlation analysis (Appendix XVIII) has 
shown that there is no significant relationship between the moderating variables and the 
independent variable, and the moderating variables also exhibit no main effect on the 






 Table 6-4. Pooled Sample Regression Analysis of the Impact of Public Innovation Support 





















Firm age (log)  -1.059* 
   (.080) 
  -1.877 
    (.135) 
   1.859 
   (.734) 
   -5.924 
     (.365) 
          .148 
         (.264) 
         .319*** 
        (.000) 
          1.115 
          (.100) 
          .800 
         (.123) 
Firm size (log of total 
fixed asset) 
  -.407** 
  (.034) 
    -.994** 
    (.012) 
 -1.578 
   (.369) 
    2.991 
    (.161) 
          .072 
         (.154) 
        -.061** 
        (.035) 
           .406** 
          (.040) 
          .335** 
         (.025) 
Foreign   -.483 
  (.521) 
     .294 
    (.852) 
   8.967 
   (.187) 
  11.960 
    (.142) 
         -.368* 
         (.057) 
        -.608*** 
        (.000) 
          -.226 
          (.786) 
         -.229 
         (.675) 
Electronics   3.132*** 
  (.008) 
   3.289** 
   (.050) 
 13.596 
   (.192) 
  19.988 
    (.113) 
         -.424 
         (.115) 
        -.211 
        (.205) 
          2.037 
          (.113) 
          .604 
         (.525) 
Chemicals   2.065* 
  (.084) 
   2.842* 
   (.093) 
   4.906 
   (.638) 
     .529 
    (.967) 
         -.151 
         (.601) 
        -.213 
        (.193) 
           .417 
          (.684) 
         -.701 
         (.446) 
Precision and process    .779 
  (.497) 
   2.100 
   (.179) 
 -5.742 
   (.568) 
  10.810 
    (.372) 
          .011 
         (.969) 
        -.279* 
        (.075) 
           .441 
          (.664) 
         -.583 
         (.532) 
Export    .004 
  (.686) 
   -.031 
   (.211) 
    .009 
   (.929) 
   -.010 
   (.929) 
          .003 
         (.232) 
         .003* 
        (.092) 
          -.002 
          (.864) 
         -.003 
         (.697) 
Public Innovation 
support 
  3.400*** 
  (.000) 
   3.162** 
   (.049) 
 12.132* 
   (.057) 
   9.798 
   (.205) 
          .488*** 
         (.003) 
         .051 
        (.667) 
          1.498** 
          (.046) 
          .810 
         (.154) 
         
R-square         .284 .118 .087 .102 .176 .242 .176 .176
Adjusted R-square .233 .063 .025 .039 .126 .196 .126 .126 
N 137       139 142 139 141 141 141 141
a. Software used: Eviews 3.1.  ***p<.01; **p<.05; *p<.10, two-tailed test, p value in parenthesis.  Sample size was reduced to 137-142 by data missing. 
b. OLS White-Heteroskedasticity-Robust estimate for innovation spending intensity and 4 innovation collaboration variables.  Constant included. 





 Table 6-5. Subgroup Regression Analysis of the Impact of Public Innovation Support 






















Organizational policies    
Coefficient  3.470***

















subgroup N         66 68 68 68 68 68 68 68
Coefficient  1.893**

















N         71 71 74 71 73 73 73 73
Individual attitudes    
Coefficient  3.777***




       (.192) 
15.480 
       (.168) 
.486** 




          (.008) 
1.806** 
         (.029) 
Promotive 
subgroup 
N         72 76 76 75 76 76 76 76
Coefficient  2.841***

















N         65 63 66 64 65 65 65 65
a. Software used: Eviews 3.1.  ***p<.01; **p<.05; *p<.10, two-tailed test, p value in parenthesis.  Sample size was reduced to 137-142 by data missing. 
b. OLS White-Heteroskedasticity-Robust estimate for innovation spending intensity and 4 innovation collaboration variables. 
c. Tobit regression for R&D spending intensity, product innovation intensity, and process innovation intensity. 
d. All after control for firm age (log), firm size (log of total fixed asset), foreign, industry dummies and export. Constant included. 
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6.6 DISCUSSION 
6.6.1 Three Interesting Findings 
This essay has three interesting findings.  Firstly, it suggests that the impact of public 
innovation support on certain aspects of firm innovation behavior may become 
obscured if the moderating effect of internal climate for innovation is not taken into 
account.  Recall that, from Table 6-4, for collaboration at near-market stages and 
process innovation intensity, their positive relationship with public innovation support 
is not significant when the sample is pooled.  However, when the moderating effect of 
organizational policies is taken into account, the relationship becomes significant for 
collaboration at near-market stages and process innovation intensity (Table 6-5).  
Similarly, when the moderating effect of individual attitudes is accounted for, the 
relationship becomes significant for collaboration at near-market stages (Table 6-5). 
 
The second interesting finding is that different dimensions of internal climate for 
innovation may have different moderating effects on the impact of public innovation 
support.  For example, with respect to collaboration at pre-competitive stages, the 
individual attitudes factor plays a more significant moderating role than the 
organizational policies factor (p=.008 vs. p=.054, see Table 6-5).  Conversely, the 
organizational policies factor has a significant moderating effect on process innovation 
intensity, but the individual attitudes factor does not.  These results further demonstrate 
that organizational policies and individual attitudes are two distinct dimensions of 
internal climate for innovation, although their inter-factor correlation is significant.  It 
is also found that internal climate has a rather weak moderating effect on innovation 
output.  This could be well because many complementary factors within and beyond the 
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innovation process as well as time lag are involved to realize the final innovation 
output, thus confounding the relationship under study. 
 
Thirdly, more research is needed to better understand how internal climate actually 
operates to influence the impact of public innovation support.  One possibility is that 
firms with a more promotive internal climate may have a more optimistic perception of 
the external environment for innovation, and hence are more pre-disposed to act on the 
opportunities created or facilitated by public innovation support programs.  Evidence in 
this direction can be derived from section 5 of the survey on how the respondent firms 
perceive the external environment for innovation.  The respondent firms were asked to 
evaluate the 14 aspects of the environment for innovation in Singapore (1=poor to 
5=good).  Usual t-test reveals that the firms’ perception of external innovation 
environment differs significantly depending on whether the firms have a promotive or 
restrictive internal climate for innovation (Table 6-6).  Firms with a promotive internal 
climate for innovation rate all the items of external environment for innovation in 
Singapore higher than do firms with a restrictive internal climate for innovation.  Of the 
14 items, two have significant t-test for both factors of internal climate for innovation, 
and eight have significant t-test for either one of the two factors.  Only four items do 
not show statistically significant mean difference.  It is interesting to note that one of 
these four items with no significant difference pertains to the perception of the 
availability of government incentives for innovation, i.e. the two groups of firms differ 
not because they have different perceptions of the accessibility of public innovation 
support (hence discrimination is not an issue), but rather because they have different 
perceptions of most other aspects of the external environment for innovation.  A 
possible policy implication here is that public policies and programs to make the 
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external environment more conducive for innovation are unlikely to be effective if most 
of the firms still have a restrictive internal climate for innovation. 
 
Table 6-6. T-test for Environment for Innovation in Singapore 
Organizational policies Individual attitudes How do you assess the current 
business environment in Singapore 
for innovation activities? 
(1=poor to 5=good) 
Promotive Restrictive Mean 
difference
Promotive Restrictive Mean 
difference
R&D institutions for technical 
support and R&D collaboration 
3.18 2.88 .30* 3.19 2.86 .33** 
Attitude of people towards 
innovation 
3.30 3.03 .27* 3.34 2.98 .35** 
Openness of customers to 
innovation 
3.54 3.18 .36** 3.47 3.25 .22 
Availability of suitable manpower 
in business sector 
3.16 2.81 .35** 3.06 2.90 .16 
Availability of suitable manpower 
in scientific-technical sector 
3.02 2.70 .32* 2.91 2.80 .11 
Openness of government 
departments & regulatory 
authorities to innovation 
3.57 3.27 .30* 3.46 3.38 .08 
Openness of suppliers to innovation 3.40 3.17 .23 3.49 3.06 .43** 
Listing requirements on local stock 
exchange 
3.20 3.08 .12 3.31 2.96 .35** 
Tolerance for failure 2.80 2.62 .18 2.84 2.56 .28* 
Quality of telecommunication & IT 
services for enabling innovation 
4.03 3.88 .15 4.08 3.83 .25* 
Availability of government 
incentives for innovation 
3.53 3.29 .24 3.52 3.29 .23 
Local universities for technical 
support and R&D collaboration 
3.06 2.95 .11 3.06 2.95 .11 
Intellectual property protection 3.50 3.32 .18 3.45 3.37 .08 
Availability of venture capital 3.03 2.95 .08 3.10 2.88 .22 
a. ** p<.05, * p<.10, two-tailed test. 
 
6.6.2 Limitations and Implications 
This essay has a number of limitations associated with data and analysis methods.  
Firstly, the limitation of small sample size and data availability preclude me from the 
use of simultaneous equation systems incorporating multiple dependent variables and 
instrumental variables to control for possible endogeneity of public innovation support 
and interactions among the dependent variables.  Secondly, the dataset is not detailed 
enough to investigate how internal firm factors may influence the impact of different 
types of public innovation support programs.  Public innovation support programs may 
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have very different objectives and processes (e.g., tax incentives, direct subsidies for 
R&D, government R&D contracts and grants, see David et al., 2000 for a review).  This 
heterogeneity in public innovation support is not accounted for by this essay.  Further 
case studies are also desirable to investigate how exactly a public innovation support 
program can exert different influences on firms with different internal climate for 
innovation.  Lastly, firms’ experience in R&D and innovation collaboration prior to 
their participation in public innovation support programs has not been controlled for 
due to the lack of data.  It is plausible that the marginal impact of public innovation 
support might be different between firms with prior government project experience and 
firms without this kind of experience. 
 
The above limitations notwithstanding, our study does shed some new lights on the on-
going policy debate on the role of public innovation support programs.  Firstly, this 
essay looks “inside the black box” to evaluate the effective of public innovation 
support.  This essay makes an attempt at correcting the negligence of organizational 
variables in innovation policy research.  By allowing internal climate for innovation to 
moderate firms’ response to public innovation support, the finding of this essay may 
reconcile the conflicting evidence in the literature.  This essay suggests a fruitful 
avenue to embrace micro organizational variable for future innovation policy research. 
 
Secondly, this essay studies the impact of public innovation support on a 
comprehensive set of innovation indicators, including input, output and collaboration.  
Policy makers and researchers (e.g., Buisseret et al., 1995) have voiced increasing 
interest in assessing the impact of S&T policy on a broader array of measurable firm 
behavioral variables, rather than the traditional focus on input and output measurements 
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that effectively treat the firm as a black box.  By showing that the impact of public 
innovation support programs can be meaningfully detected using specific behavioral 
indicators, such as the four variables of innovation collaboration, this essay encourages 
policy makers to devise more comprehensive monitoring tools to capture the broader 
impact of public policy. 
 
Thirdly, from a policy point of view, this essay suggests the need to consider 
organizational variables in the formulation, implementation and evaluation of public 
innovation programs.  This essay shows that both individual attitudes and 
organizational policies are important moderating factors on how well firms respond to 
public innovation policy stimuli.  While organizational policies are largely a function of 
the specific management in place within given organizations, the individual attitudes of 
management and employees toward innovation are likely to be shaped not only by 
factors specific to the organizational environment, but also broader, socio-cultural 
influences prevailing in the country or society as a whole.  Besides encouraging 
organizational and management improvements of firms, public policy makers should 
also look into the need to change the values, mindsets and attitudes of its population 
towards innovation in general.  It is interesting to note in this regard that the 
government of Singapore has recently recognized the need to play a proactive role to 
nurture an entrepreneurial culture and innovation-oriented climate among its 
population.  This is part of a major shift in S&T policy design where the Singapore 
government has increasing emphasis on fostering high-tech entrepreneurship and 
indigenous innovation as a counter-balance to past emphasis on attracting foreign 
investment to effect technology transfer (Wong, 2001).  The recent announcement of 
the Technopreneurship Initiative (T21 for short) with a public US$1 billion 
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technopreneurship fund by the government of Singapore will certainly accelerate this 
emerging trend. 
  
Lastly, the findings of this essay should also be of interest to managers and 
management researchers.  The environment within which firms operate includes a 
variety of institutions, ranging from regulatory authorities to universities to government 
departments, whose policies can make a great difference to their competitive advantage 
(Nelson, 1995).  As stated earlier, public innovation support is not just funding.  It is 
also an opportunity for organizational learning and a platform for expanding innovation 
networks.  For example, the networks created through public support programs may 
give rise to partnership in other collaborative projects outside the government 
initiatives because the initial collaborative experience in public support programs can 
build the foundations, recognitions and definitions for further collaboration (Vavakova, 
1995).  This essay strongly suggests that how much a firm can gain from public support 
programs also depend on the firm itself. 
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In this thesis, I have investigated four different aspects of technological innovation at 
the firm level in Singapore (and to some extent Malaysia), a newly industrialized 
economy (NIE).  In essay 1, I apply the exploration vs. exploitation construct to 
investigate how innovation strategy can influence firm performance.  I find that 
explorative and exploitative innovation strategies influence sales growth rate differently 
through the two intermediary variables, product and process innovation intensities.  I 
have tested and found support for the two alternative interpretations of the 
ambidexterity hypothesis by showing that (1) the interaction between explorative and 
exploitative innovation strategies is positively related to sales growth rate (H1a); and 
(2) the relative imbalance (absolute difference) between explorative and exploitative 
innovation strategies is negatively related to sale growth rate (H1b). 
 
In essay 2, I focus on how knowledge interaction with manufacturing clients shapes 
KIBS firms’ own innovation, rather than their supporting role as the innovation agent in 
innovation systems.  I find that knowledge interaction with manufacturing clients is 
positively related to KIBS firms’ innovation behavior (H2).  By confirming the 
“virtuous innovation cycle hypothesis” (Muller and Zenker, 2001), this essay highlights 
the need for policy makers to take a holistic, interactive system view of the effects of 
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Essay 3 intends to contribute to the literature of innovation networks by providing new 
empirical findings on whether firms can achieve higher innovation performance by 
utilizing both local and global innovation networks.  This essay provides empirical 
support for the hypotheses that firms tend to engage in both local and global networks 
(H3a), and that there is a positive interaction effect between local and global networks 
on the firms’ innovation performance (H3b).  In contrast to the pattern of monotonic 
decline of innovation networks with distance commonly observed in advanced 
economic regions, I find in the case of Singapore a U-shaped pattern of innovation 
collaboration that I believe may be applicable to other small, newly industrialized 
economies located within less developed regions. 
 
Essay 4 examines the moderating role of internal climate on the relationship between 
public innovation support and firm innovation behavior (input, output and 
collaboration).  Using subgroup regression analysis, I have confirmed the hypothesis 
that the positive relationship between public innovation support and firm innovation is 
more likely to be observed in firms with a “promotive” internal climate for innovation, 
rather than in firms with a “restrictive” one (H4).  I suggest the need for policy makers 
to incorporate understanding of organizational characteristics of firms in designing and 
implementing innovation support programs. 
 
In each essay, I have highlighted the key contributions that the respective research 
findings have made to the literature.  In addition to these standalone contributions, 
however, I believe that the four essays, taken as a collective, offer additional insights.  
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First, most interesting ideas and hypotheses in the innovation literature have been 
developed and tested based on insights from advanced economies, but not carefully 
examined in non-OECD contexts like Singapore and Malaysia.  On the one hand, this 
thesis shows that these basic concepts can be generally useful to study innovation in 
less advanced economies, such as exploration vs. exploitation, KIBS-manufacturing 
interaction, innovation networks, and internal climate for innovation.  On the other 
hand, I have also demonstrated that empirical results can be different from what we 
have known about advanced economies.  For example, in essay 3, it is found that 
Singapore manufacturing firms collaborate more with partners located in advanced 
economies for innovation than with partners in nearby ASEAN countries.  This is in 
contrast to the traditional focus on geographical proximity especially by European 
scholars.  This difference can be explained by Hobday’s (1995) two competitive 
disadvantages of developing countries: 1) dislocation from major international sources 
of technology and R&D, and 2) far distance from advanced markets and the user-
producer links essential to innovation.  However, essay 3 does not say that localized 
linkages or learning regions are irrelevant for Singapore because they may complement 
global networking to improve firms’ innovation performance.  This thesis as a whole 
indicates the desirability of more innovation studies to test the applicability of many 
other basic concepts in non-OECD contexts, such as absorptive capacity (Cohen and 
Levinthal, 1990), the R&D boundaries of the firm (Pisano, 1990), combinative 
capability (Kogut and Zander, 1992) and so on. 
 
Second, while there has been a rich body of literature examining the process of 
technological catch-up and economic development of the Asian NIEs’ (especially 
South Korea and Taiwan probably because of their more phenomenal technological 
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performance compared with Singapore and Hong Kong) at industry, country, economic 
and policy levels (e.g., Hobday, 1995; Mahmood and Singh, 2003; Kim and Nelson, 
2000; Wong, 1999; Wong and Ng, 2001), firm-level innovation studies, especially 
those based on a broad sample of firms (like what this thesis has done), have received 
relatively little attention with a few exceptions (e.g., Kim and Lee, 1995; Kim et al., 
1993; Wong, 1992).  Firms are the instruments of economic development, and national 
technological performance is essentially determined by industrial firms’ conscious and 
purposive efforts at learning and innovating (Dodgson and Bessant, 1995; Lall, 2000).  
As pointed out by Teece (2000), while the Asian NIE’s institutional environments are 
often different from that of advanced economies, many fundamental elements of 
learning and strategizing inside the firm may be more general.  While I agree with 
Teece upon this point, I would like to stress the importance of those firm-level studies 
which present different results from the experience of advanced economies.  As many 
scholars (e.g. Kim and Dahlman, 1992; Wong, 1999; Hobday, 2000; Amsden, 2001) 
have suggested, firms in developing country often follow a reversed western innovation 
paths—they begin with mature, standardized manufacturing with proven technology 
and market, gradually move to more advanced stages of technology, and finally 
approach the technological frontier.  In this sense, firms in the Asian NIEs progressed 
“backward” along the normal stages of the product life cycle or technology 
evolutionary path found in advanced economies (e.g., Abernathy and Utterback’s 
(1978) industrial innovation patterns).  This catch-up nature implies that western 
innovation models emphasizing radical innovation, dominant design, and technology 
leadership strategy may be of less importance to many firms in the Asian NIEs (except 
for some leading companies like Samsung and TSMC), and that it is very possible for 
us to achieve empirical results which are different from western innovation literature 
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(like essay 3 in this thesis).  Therefore, policy makers in the Asian NIEs should 
carefully examine the applicability and transferability of best practice from advanced 
economies before adopting or adapting similar policy measures.  Moreover, when 
innovation policies are found to be not as effective as intended, firm level investigation 
is often necessary to identify the roots of policy dysfunction (as essay 4 in this thesis). 
 
Third, the four essays collectively show that there are substantial innovations going on 
in an NIE like Singapore, and that firms’ conscious and purposeful technological 
efforts have significant performance impacts, just as what have been found in advanced 
economies.  Previous TFP (total factor productivity) debate suggested that the rapid 
growth of East Asia has been attained essentially “through sweats rather than brains”, 
because the high GDP growth performance of the Asian NIEs could be explained by 
more inputs of capital and labor, with little or no productivity growth through 
technological development (e.g., Kim and Lau, 1994; Krugman 1994; Young, 1994).  
The TFP approach has been widely criticized for its well-known data and 
methodological problems (see Cappelen and Fagerberg, 1995 for a review), and part of 
the controversy is the lack of firm level data.  One key weakness of the TFP model is to 
ignore the fact that technical accumulation in developing countries entails tremendous 
learning efforts to use and improve on technologies that already exist in advanced 
economies.  To a certain extent, the first three essays represent an attempt to open the 
"black box" assumed by the TFP model, i.e. to elucidate what is driving 
the unexplained “residual” of the TFP model — through a closer empirical 
investigation of the various key technological learning mechanisms hypothesized in the 
innovation literature: explorative vs. exploitative learning, interaction with customers, 
and innovating by networking with local and global partners.  On the other hand, once 
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the assumption of accumulation without learning efforts is dropped, the role for the 
government to overcome the market failure in technological development should be 
recognized.  Essay 4 indeed has demonstrated that public innovation support in 
Singapore is useful albeit its effectiveness is also contingent upon the firm itself. 
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Appendix I 
 
Definition of Manufacturing Sectors for the Singapore Manufacturing Survey 
 
Sector/SSIC 1996 code    Description 
 
Electronics 
305 Manufacture of electric lamps and lighting equipment 
309 Manufacture of other electrical equipment nec 
304 Manufacture of electronic products and components 
32301  Manufacture of fully electronic watches and clocks 
 
Chemicals 
24 Manufacture of coke, refine petroleum products and nuclear fuel 
25 Manufacture of chemicals and chemical products 
251 Manufacture of rubber products (exclude 25193=>precision and process 
engineering) 
252 Manufacture of plastic products (exclude 25214, 25215, 25216=>precision  
and process engineering 
26  Manufacture of non-metallic mineral products except products of petroleum 
and coals 
304 Manufacture of accumulators, primary cells and primary batteries 
35 Recycling 
 
Precision and process engineering 
 25193  Manufacture of industrial and mechanical rubber goods 
 25214  Manufacture of plastic bolds, boxes and containers (except for household use) 
              25215  Manufacture of plastic pipes and tubes 
 25216  Manufacture of plastic precision engineering parts 
27 Manufacture of basic metals 
28 Manufacture of fabricated metal products except machinery and equipment 
29 Manufacture of machinery and equipment (exclude 29231, 29232=>transport 
engineering) 
301 Manufacture of electrical motors and generators 
302 Manufacture of electricity distribution and control apparatus 
303 Manufacture of insulated wire and cable 
305 Manufacture of medical, precision and optical instruments, watches and 
clocks (exclude 32301=>electronics) 
  
Transport engineering 
 29231  Manufacture and repair of oil rigs 
29232 Manufacture and repair of other oilfield and gasfield machinery and 
equipment (e.g. derricks, tool joints) 
              33  Manufacture of transport equipment 
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Appendix II 
 
Definition of KIBS Sectors for the Singapore KIBS Survey 
 
Sector/SSIC 2000 code    Description 
 
IT and related services 
721 IT consultancy 
722 IT development 
723 IT services 
724 Maintenance and repair of office, accounting and computing machinery 
729  Other IT and related services 
 
Business and management consulting 
7411 Legal activities 
7412  Accounting, book-keeping and auditing activities; tax consultancy 
 7413  Market research and public opinion polling 
7414  Business and management consultancy activities 
7430  Advertising activities 
7498  Exhibition Fair and Convention Activities 
 
Engineering and technical services 
7421  Architectural and land survey activities 
7422  Engineering activities 
7423  Technical testing and analysis services 
7424  Industrial design activities 
731  Research and experimental development on natural science and engineering 
 





































Definition of Manufacturing Sectors for the Penang Manufacturing Survey 
 
Sector/ISIC Rev. 2 code    Description 
 
Electrical machinery 
383 Manufacture of electrical machinery apparatus, appliances and supplies 
 
Chemicals 




382 Manufacture of machinery except electrical 
384 Manufacture of transport equipment 
385 Manufacture of professional and scientific, and measuring and controlling 
equipment not elsewhere classified, and of photographic and optical goods 
 
Metal and mineral products 
36 Manufacture of Non-Metallic Mineral Products, except Products of Petroleum 
and Coal 
37 Basic Metal Industries 
381 Manufacture of fabricated metal products, except machinery and equipment 
 
Food, textile, wood and paper products 
31 Manufacture of Food, Beverages and Tobacco 
32 Textile, Wearing Apparel and Leather Industries 
33 Manufacture of Wood and Wood Products, Including Furniture 
34 Manufacture of Paper and Paper Products, Printing and Publishing 
39 Other Manufacturing Industries 
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Appendix IV 
 
Definition of Manufacturing Sectors for the Combined Dataset of Two 
Manufacturing Surveys 
 
Sector/SSIC 1996 code    Description 
 
Electronics 
31 Manufacture of electronic products and components 
 
Chemicals 
23 Manufacture of coke, refined petroleum products and nuclear fuel 
24 Manufacture of chemicals and chemical products 
25 Manufacture of rubber and plastic products 
35 Recycling 
 
Machinery and equipment 
29 Manufacture of machinery and equipment 
30 Manufacture of electrical machinery and apparatus 
32 Manufacture of medical, precision and optical instruments, watches and 
clocks 
33 Manufacture of transport equipment 
 
Metal and mineral product 
26 Manufacture of non-metallic mineral products except products of petroleum 
and coals 
27 Manufacture of basic metals 
28 Manufacture of fabricated metal products except machinery and equipment 
 
Food, textile, wood and paper products 
15 Manufacture of food products and beverages 
16 Manufacture tobacco products 
17 Manufacture of textiles 
18 Manufacture of wearing apparel, dressing and dyeing of fur 
19 Tanning and dressing of leather, manufacture of luggage, handbags, saddlery, 
harness and footwear 
20 Manufacture wood and of products of wood and cork except furniture, 
manufacture of articles of straw and plaiting materials 
21 Manufacture of paper and paper products 
22 Printing and reproduction of recorded media 
34 Manufacture of furniture, manufacturing nec 
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Appendix V 
 
OECD Definition of Technology Classes a
Aerospace  













Non electrical machinery 
Shipbuilding 
Rubber and plastic equipment 
Other transport equipment 











Textiles and clothing 





Source: Science, Technology and Industry Outlook 1996 (OECD, 1996) 
a. Based on direct and indirect R&D intensity: ratio of R&D expenditures and embodied 
technology flows per unit of output in 22 manufacturing sectors in ten OECD countries from 
1980 to 1995. 
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 Appendix VI. Mean, Standard Deviation and Correlation for Essay 1 
                 Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1. Sales growth rate 11.64 21.01  
2. Explorative 
innovation strategy
3.94 .83 .074  
3. Exploitative 
innovation strategy
3.89 .84 .043 .112  
4. Product 
innovation intensity
23.00 25.95 .217** .185** .139*  
5 Process 
innovation intensity
31.53 31.38 .209** .048 .199** .392**  
6. Location .67 .47 -.120 -.043 -.199** .058 -.031  
7. High technology .24 .43 .214** .066 .092 .233** .242** .090  
8. Medium 
technology 
.40 .49  -.171* -.007 -.153* .006 -.097 .136 -.460**
9. Low technology .36 .48 -.019 -.052 .074 -.215** -.117 -.219** -.424** -.609**  
10. Japan .16 .37 -.185* -.019 .038 .040 .073 .030 -.062 .132 -.079  
11. North American .16 .37 .127 -.175* -.043 .006 .025 .142* .247** -.031 -.189** -.191**  
12. EU .10 .29 -.027 .108 -.013 .146* .088 .084 .054 .084 -.134 -.139* -.139*  
13. Firm age  15.68 12.19 -.073 -.031 -.035 -.034 -.076 .129 -.077 -.022 .091 -.048 -.088 .208**  
14. Firm size  103.87 194.18 .034 .044 .111 .126 .085 .147* .293** -.107 -.154* .129 .205** .012 .069  
15. Export 51.17 38.34 .061 -.036 -.037 .141* .074 .152* .237** .046 -.261** .251** .340** .152* -.018 .290** 
16. R&D spending 
intensity 
2.42 3.55  .041 .165* .091 .173* .026 -.109 .137* .044 -.168* -.050 -.038 .020 -.093 -.080 .005
All descriptive statistics reported from non-transformed values (i.e., firm age, firm size, product innovation intensity and process innovation intensity are not natural log 











 Appendix VII. Regression for Sales Growth Rate (Heckit results) 
Average sales growth rate  
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Modle 8 
Location -7.062*
(.062) 
 -6.244* (.085) -6.778* (.069) -6.726* (.073) -6.499* (.084) -6.331* (.087) -6.317* (.090) -6.904* (.063) 
High technology 11.656** 
(.039) 























North America  -.934 (.847) -1.119 (.819) -1.022 (.839) -.830 (.865) -1.193 (.813) -.171 (.973) .005 (.999) -.749 (.882) 
EU .459 (.925) -2.939 (.577) -2.761 (.607)   -2.588 (.631) -2.207 (.709) -.999 (.849) -.460 (.931) .803 (.874) 
Firm age (log)  -2.413 (.387) -1.675 (.545) -1.760 (.524) -1.690 (.532) -1.296 (.647) -1.847 (.521) -1.722 (.531) -2.298 (.401) 
Firm size (log of total fixed 
asset) 
2.994 (.382) 2.679 (.447) 2.934 (.402) 3.186 (.362) 1.664 (.701) 1.026 (.802) 1.205 (.769) 3.348 (.336) 
Export .100 (.166)  .103 (.173)  .106 (.156) .102 (.163) .084 (.218) .067 (.404) .066 (.404) .106 (.143) 
R&D spending intensity -.098 (.767) -.326 (.394) -.319 (.410) -.368 (.342) -.387 (.321) -.151 (.657) -.182 (.596) -.157 (.648) 
Product innovation 
intensity (log) 
 4.225 (.117) 4.328 (.129) 4.792* (.098) 4.355 (.128)    
Process innovation 
intensity (log) 
 4.726** (.024) 4.897** (.020) 4.641** (.028) 5.291** (.012)    
Explorative innovation 
strategy 
  .183 (.899) 0.223 (.883) -1.609 (.377) .958 (.503) 1.000 (.487) -.254 (.883) 
Exploitative innovation 
strategy 
  -1.081 (.495) -1.590 (.328) -2.628 (.146) .128 (.932) -0.403 (.789) -.83 5 (.614) 
Interaction    4.672** (.032)   4.616** (.022)  
Absolute difference     -3.857** (.029)   -2.675 (.112) 
Inverse Mills’ ratio 6.275 (.783) 6.846 (.771) 8.579 (.714) 10.368 (.659) 12.400 (.606) 5.016 (.823) 6.408 (.777) 8.308 (.716) 
         
R-square       .111 .164 .166 .181 .180 .111 .126 .120 
R-square change  .053*** .002 .015** .014** b    .015** .009 c
a. Software used: Eviews 3.1.  *** p<.01, **p<.05, *p<.10, two-tailed test, p value in parenthesis. OLS White-Heteroskedasticity-Robust estimate. Constant included. 




 Appendix VIII. Regression for Sales Growth Rate (without Penang Data) 
 Average sales growth rate 
 Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 
High technology 4.477 (.368) 1.859 (.723) 1.752 (.745) 1.711 (.749) 1.214 (.817) 4.462 (.378) 4.566 (.366) 4.020 (.420) 

















North America -2.867 (.585) -2.637 (.608) -2.613 (.623) -2.441 (.643) -4.002 (.449) -2.825 (.602) -2.712 (.614) -3.994 (.458) 
EU -2.046 (.633) -6.181 (.201) -6.004 (.233)   -5.495 (.271) -5.095 (.324) -2.027 (.654) -1.428 (.751) -1.083 (.812) 
Firm age (log) -1.643 (.649) -.943 (.796) -1.271 (.729) -1.272 (.726) -1.098 (.760) -1.669 (.639)   -1.689 (.633) -1.644 (.638)
Firm size (log of total 
fixed asset) 
.044 (.971) -.379 (.754) -.308 (.799) -.429 (.719) -.323 (.792) .055 (.964) -.018 (.988) .084 (.944) 
Export      .036 (.457) .026 (.592) .020 (.697) .019 (.710) .018 (.727) .035 (.486) .036 (.483) .033 (.516) 
R&D spending 
intensity 
.186 (.720) -.184 (.782) -.182 (.792) -.258 (.694) -.181 (.791) .187 (.725) .147 (.776) .137 (.795) 
Product innovation 
intensity (log) 
 5.058 (.132) 5.331 (.135) 5.653 (.111) 4.837 (.169)    
Process innovation 
intensity (log) 
 3.969* (.063)         4.294* (.052) 4.676** (.034) 5.100** (.018)
Explorative 
innovation strategy 
    -.335 (.849) -1.052 (.596) -2.836 (.187) .025 (.987) -.510 (.767) -2.196 (.288) 
Exploitative 
innovation strategy 
        -1.671 (.346) -2.305 (.180) -4.045**
(.046) 
-.189 (.909) -0.582 (.714) -2.169 (.269)
Interaction          5.101** (.033)  3.915* (.055)




         
R-square         .085 .144 .149 .173 .178 .085 .099 .107
R-square change  .059** .005 .024** .029** b    .014* .022** c
a. Software used: Eviews 3.1.  ***p<.01, **p<.05, *p<.10, two-tailed test, p value in parenthesis.  OLS White-Heteroskedasticity-Robust estimate.  Constant included. 
b. Compared to model 3  c.    Compared to model 6 
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Appendix IX 
 
A List of Model Fit Indices in SEM 
 
Structural equation modeling (SEM) is a multivariate technique combining multiple regression and factor 
analysis to estimate a series of interrelated dependence relationships simultaneously.  SEM is often a 
two-stage procedure.  In the first stage, the measurement model is estimated using confirmatory factor 
analysis (CFA) for latent constructs.  In the second stage, the structural model is estimated for hypothesis 
testing (Anderson and Gerbing, 1988). SEM gives researchers the ability to use multiple measures to 
represent latent constructs, model pictorially a conceptualization of the theory under study, and account 
for measurement error to provide more accurate estimates of the causal relationships (this is especially 
important because measurement error in explanatory variables makes OLS estimators not only biased but 
also inconsistent).  A number of model fit indices are often used in SEM: 
 
1) Chi-square—a significant Chi-square (or a large value of Chi-square relative to the degrees of 
freedom) indicates significant discrepancy between the model and the data.  However, this statistic is 
too sensitive to sample size.  If the sample size becomes large enough, significant Chi-square will be 
found for any specified model. Although the use of Chi-square can be appropriate for sample sizes 
between 100 and 200, it is generally recommended that other goodness-of-fit statistics be used to 
assess overall model fit.  Chi-square statistic is most useful in comparison between alternative 
models (e.g., to compare one-factor model and two-factor model in Appendix XVII). 
 
2) GFI—goodness-of-fit index.  GFI is a measure of the relative amount of variance and covariance in 
the data that is jointly explained by the model.  AGFI is GFI adjusted by the ratio of degrees of 
freedom for the hypothesized model to the degrees of freedom for the null model.  GFI and AGFI 
can be classified as absolute indices of fit because they basically compare the hypothesized model 
with no model at all (null model).  Both indices range from zero to 1.0, with values close to 1.00 
being indicative of good fit.  A recommended acceptance level for GFI is .90 or greater. 
 
3) PGFI—parsimonious goodness-of-fit index. PGFI modifies GFI to take into account the complexity 
(i.e., number of estimated parameters) of the hypothesized model.  The value varies between zero 
and 1.0, with higher values indicating greater model parsimony. 
 
4) CFI—comparative fit index.  CFI represents comparisons between the hypothesized model and a 
null or independent model.  Relative fit index (RFI) represents a derivative of NFI.  Both range from 
zero to 1.0, and larger values indicate higher levels of goodness-of-fit.  CFI has been found to be 
more appropriate in a model development strategy or when a smaller sample is used. 
 
5) NFI—normed fit index.  NFI is a relative comparison of the hypothesized model to the null model. 
NFI is one of the most popular goodness-of-fit indices, but NFI has a tendency to underestimate fit 
in small samples.  A commonly recommended value for NFI is .90 or greater.  IFI (incremental fit 
index) is NFI adjusted by degrees of freedom.  Both NFI and INI range from zero to 1.0, and larger 
values indicate higher levels of goodness-of-fit.  PNFI is NFI adjusted by the number of degrees of 
freedom used to achieve a level of fit. 
 
6) TLI—Tucker-Lewis index.  TLI is another incremental fit measure.  TLI combines a measure of 
parsimony into a comparative index between the hypothesized model and the null model.  TLI 
ranges from zero to 1.0, and larger values indicate higher levels of goodness-of-fit.  A commonly 
recommended value is .90 or greater. 
 
7) RMSEA-root mean square error of approximation.  RMSEA is one of the most informative criteria 
in SEM.  RMSEA is the discrepancy per degree of freedom. Values less than .05 indicate good fit, 
and values as high as .08 represent reasonable errors of approximation in the population, and those 
greater than .10 indicate poor fit. 
 
Note: 
a. The above explanation is extracted from Byrne (2001) and Hair et al. (1998). 
b. Chi-square, GFI, CFI, NFI and RMSEA are selected to report in this dissertation. 
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Appendix X 
 
Services in Selected OECD Countries and Singapore 
 
Table AX-1. Share of Services and Manufacturing in GDP in Selected OECD Countries and 
Singapore 
Share of manufacturing in 
GDP 
Share of service in GDP  
1980 1990 1996 1980 1990 1996 
PPP a GDP per 
capita (2000) 
USD 
Australia 19 15 14 58 67 71 23200 
Austria 25 23 20 60 65 68 25000 
Belgium 21 21 18 64 68 72 25300 
Finland 28 23 25 51 58 62 22900 
France 24 21 19 62 67 72 24400 
Italy 28 22 20 55 63 66 22100 
Japan 29 28 24 54 56 60 24900 
South Korea 28 29 26 45 48 51 16100 
Norway 15 12 11 61 66 68 27700 
UK 27 23 21 55 63 67 22800 
US 22 19 18 64 70 71 36200 
Singapore 29 29 25 62 64 65 26500 
Source: Handbook of International Trade and Development Statistics (UNCTAD, 2000), The World 
Factbook (CIA, 2001). 
b. Purchasing power parity 
 
 
Table AX-2. Singapore’s GDP Distribution by Sectors 1970-2000 (%) 
 1970 1980 1990 1995 1996 1997 1998 1999 2000 
Agriculture and Mining 2.7 1.5 0.4 0.2 0.2 0.2 0.2 0.1 0.1 
Manufacturing 20.2 28.1 28.0 26.3 25.4 24.5 23.1 24.4 25.9 
Utilities and Construction 9.4 8.3 7.3 8.6 9.3 9.9 11.0 9.3 7.6 
Services 67.7 62.0 64.2 65.0 65.2 65.4 65.7 66.2 66.4 
Total a 100 100 100 100 100 100 100 100 100 
Source: Calculated from Yearbook of Statistics Singapore (DOS, various years), and Economic Survey of 
Singapore (MTI, various years). 
a. Figures may not add up to 100 due to rounding. 
 
 
Table AX-3. Singapore’s Employment by Sectors 1970-2000 (%) 
 1970 1980 1990 1995 1996 1997 1998 1999 2000 c
Manufacturing 22.0 30.1 28.4 24.2 23.2 22.6 21.6 21.0 20.8 
Services 66.4 60.7 61.7 67.8 69.5 69.5 70.5 71.1 65.5 
Others a 11.6 9.2 9.9 7.9 7.3 7.9 7.9 7.9 13.7 
Total b 100 100 100 100 100 100 100 100 100 
Source: Calculated from Yearbook of Statistics Singapore (DOS, various years), and Economic Survey of 
Singapore (MTI, various years). 
a. Including Agriculture, Mining, Utilities, Construction, and Activities Not Adequately Defined. 
b. Figures may not add up to 100 due to rounding.  
c. Year 2000 data may not be comparable because the adoption of new industry classification 
SSIC2000. 
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 Appendix XI 
 
Singapore’s Distribution of Business R&D Expenditure by Industry (1981-2000) 
R&D spending (millions Singapore dollars)  
% 
Contribution to 
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100 100 100 
Source: Calculated from National Survey of R&D in Singapore (NSTB, various years). 













 Appendix XII. Mean, Standard Deviation and Correlation for Essay 2 
 Mean SD                      
IT and related services .30 .46                      
Management and 
business consulting 
.32 .47 -.45**                     
Engineering   and 
technical services 
.38 .49 -.51** -
.53**
                   
Foreign firm .25 .44 -.03 .06 -.03                   
Firm age 7.88 7.00 -.23** -.09 .31** -.05                  
Firm size 18.55 33.75 .14 -.14 -.00 .14 .12                 
Export 23.81 33.40 -.02 .20** -.17* .52** -.08 .11                
Human capital 78.17 27.03 .12 .08 -.19* .10 -.12 -.03 .21**               
Quality 4.44 .75 .09 .09 -.17* .08 -.01 .08 .13 .11              
Flexibility upon 
customer request 





.01 .15* -.15* .01 -.08 .04 .24** .16* .31** .21**            
Big client 1.69 1.61 -.03 .14 -.11 .15* -.03 .20** .19* .22** .10 .19* .14           
Innovation support .00 1.00 .07 .02 -.08 .07 -.08 -.05 .22** .06 .07 .08 .10 .33**          
Innovation  .57 .50 .23** .06 -.28** .12 -.18* .13 .26** .23** .14 .13 .28** .29** .26**         
Product innovation .46 .50 .33** .03 -.33** .12 -.18* .20** .31** .28** .13 .11 .23** .29** .25** .80**        
Process innovation .49 .50 .14 .06 -.19** .04 -.17* .11 .26** .20** .13 .17* .33** .24** .22** .85** .61**       
R&D .26 .44 .24** -.06 -.17* .00 -.10 .13 .15* .07 .16* .15* .14 .04 .15* .51* .46** .53**      
Innovation spending 
intensity 
10.94 17.42 .22** .03 -.23** -.09 -.16* .06 .16** .19** .12 -.04 .20** .13 .17* .54** .49** .52** .45**     
Diversity of 
innovation activities 
2.37 2.45 .31** -.01 -.28** .08 -.13 .15* .28** .23** .12 .17* .25** .23** .27** .84** .73** .76** .67** .57**    
R&D spending 
intensity 
4.09 10.09 .35** -.12 -.21** .02 -.05 .10 .19* .17* .14 .11 .15* .01 .12 .35** .39** .35** .69** .49** .52**   
New services intensity 18.25 27.96 .30** -.01 -.27** -.02 -.19* .10 .16* .22* .10 .11 .30** .23** .21** .56** .70** .50** .46** .67** .57** .50**  
Collaborate with R&D 
institutes/universities 
.26 .44 .17* -.13 -.04 .17* -.15* .04 .17* .12 .00 .05 .25** .15 .24** .52** .36** .48** .44** .41** .58** .32** .41** 
** p<.01, * p<.05, two-tailed. 
a. Insignificant strategic orientation variables in the regression analysis were dropped.
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 Appendix XIII 
 
Tobit Regression for KIBS Firms’ Innovation and R&D Spending Intensity,  
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Strategic orientation     
Quality   .917  
(.775) 
 
Flexibility upon customer request -5.267** 
(.018) 
   






















     
R-square .245 .271 .411 .184 
N 104 104 47 84 
a. Software used: Eviews 3.1.  ***p<.01, **p<.05, * p<.10, two-tailed test, p value in parenthesis. 
Constant included. OLS White-Heteroskedasticity-Robust estimate. 
b. In order to save degree of freedom, insignificant strategic orientation variables were dropped from 
analysis using stepwise regression. 
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 Appendix XIV. Mean, Standard Deviation and Correlation for Essay 3 
 Mean SD            
1. Innovation performance 23.77 27.62            
2. Local embeddedness 2.68 1.51 -.041           
3. Global networking 2.29 1.49 .170* .340**          
4. Electronics .21 .41 .265** .096 .064         
5. Chemicals .22 .42 .029 -.231** .097 -.272**        
6. Process and precision 
engineering 
.46 .50 -.230** .046 -.294** -.467** -.486**       
7. Transportation engineering .12 .32 -.013 .107 .247** -.186* -.194* -.333**      
8. Foreign .49 .50 .139 -.135 .079 .079 .177* -.203* -.014     
9. Firm age  16.95 11.14 .003 .190* .213* -.128 .061 .001 .081 .034    
10. Firm size 536.23 1201.14 .082 .094 .247** .395** -.166* -.244** .095 .020 .105   
11.Local market orientation 45.53 37.59 -.153 .081 -.301** -.227** -.078 .356** -.165* -.522** .124 -.167*  
12. Innovation spending 
intensity 
7.17 8.31 .205* -.024 -.053 -.008 -.015 .098 -.122 -.076 -.168* -.079 .161 
All descriptive statistics reported from non-transformed values (i.e., firm size is not natural log transformed). ** p<.01, * p<.05, two-tailed.
 218 
                                                                                                                             Appendix 
Appendix XV 
 
Tobit Regression for Innovation Performance (Heckit results) 
 Model 1 Model 2 Model 3 
Constant -10.808 (.725) -5.445 (.859) -7.934 (.794) 
Electronics 26.561*** (.004) 24.992*** (.006) 22.996*** (.010) 
Chemicals 12.998* (.089) 7.089 (.366) 8.694 (.264) 
Transport engineering 8.520 (.375) 5.188 (.589) 5.439 (.564) 
Foreign 6.987 (.267) 8.175 (.188) 8.627 (.159) 
Firm age .394 (.158) .309 (.266) .339 (.215) 
Firm size (log of employment) .931 (.816) -.091 (.982) 0.425 (.913) 
Local market orientation -.136 (.219) -.075 (.499) -.075 (.492) 
Innovation spending intensity .692*** (.003) .671*** (.004) .670*** (.003) 
Local embeddedness  -3.139 (.118) -3.329* (.095) 
Global networking  4.581** (.034) 4.390** (.039) 
RESIDUAL   2.520** (.026) 
Inverse Mills’ ratio 6.310 (.624) 3.928 (.757) 3.888 (.757) 
    
N 142 141 141 
R-square .167 .185 .210 
F-statistics 2.938 2.907 3.108 
Probability .003 .002 .001 
R-square change  .018 (p=.079) .025(p=.028) 
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Appendix XVI 
 
A Selected List of Public Innovation Support Programs in Singapore 




To assist Singapore's local enterprises develop and apply 
their technology capabilities, knowledge and skills base 
for greater competitiveness in conjunction with local 
research institutes and universities. 
NSTB 
Double Tax Deduction 
for R&D Expenses 
To encourage companies (especially foreign MNCs) to 




To encourage and assist Singapore-registered companies 
to engage in and develop capabilities in the innovation of 




Initiatives in New 
Technology Scheme 
(INTECH) 
To encourage manpower development in the application 
of new technologies, industrial R&D, professional know-
how, and design and development of new products, 
processes and services, so as to establish new capabilities 
within companies or industries. 
EDB 
Joint Industry Study 
Grant (JISG) 
To encourage industry to upgrade their R&D scientists, 
engineers and managers so that these employees will be 
able to contribute towards greater sophistication R&D 






To help local enterprises engage external expertise to 
modernize and upgrade their operations, including the 
application if information technology (IT). 
PSB 
Patent Application Fund 
(PAF) 
To encourage Singaporean companies and individuals to 
register their innovations and inventions to protect their 





To support companies’ medium-term, mission oriented 
R&D projects which enhance international 
competitiveness of Singapore-made products or services. 
NSTB 
Research Exchange 
(REX) Local Program 
To facilitate technology transfer and to increase 
collaboration between industry and the local universities 





To upgrade the research capability of companies through 
sending their R&D staff overseas for training or to bring 




Scheme for Companies 
(RISC) 
To encourage companies (especially foreign MNCs) to 
develop in-house R&D capabilities and facilities in 
Singapore in strategic areas of technology which would 
increase a company’s long term competitiveness. 
NSTB 
Source: List of Government Development Assistance Programs (Times Publishing Group) available 
online at: http://www.timesone.com.sg/ttd_tradelink/editorial/11GDAPrg.html; A Pandora’s Box: 
Subsidies in the Light of GATS (Chong, 2001)—Appendix I: Assistance Schemes Available in Singapore. 
a. BCA—Building and Construction Authority 
EDB—Economic Development Board 
IDA—Infocomm Development Authority of Singapore 
NSTB—National Science & Technology Board (now Agency for Science, Technology and 
Research (A*STAR)) 
PSB—Singapore Productivity and Standards Board 
STB—Singapore Tourism Board 
TDB—Trade Development Board (now International Enterprise Singapore) 












a. Software used: AMOS 4.0.  err1 to err8 are error terms, op1 to op4 are 4 corresponding items of 
the organizational policies factor, ia1 to ia4 are 4 corresponding items of the individual attitudes 
factor.  Latent constructs (factors) are represented by ovals.  Observed items are represented by 
rectangles. 
c. The Chi-square difference between one-factor model and two-factor model is 43.007 (df=1, 
p=.000). Other model fit indices (GFI, CFI, NFI and RMSEA) also indicate two-factor model is 
superior to one-factor model (see Appendix IX for an explanation of these indices). 
d. In the two-factor model, GFI, NFI and NFI meet the general acceptance level of .90 or above, but 
RMSEA larger than .08, and Normed Chi-square larger than 2.0 or 3.0 indicate that the model 
may not be truly representative of the observed data and thus needs improvement.  However, the 
focus here is the comparison between one-factor model and two-factor model, so model 








































Chi-square=43.964, df=19, p=.001, Normed Chi-square=2.261, 
 GFI=.933, CFI=.941, NFI=.901, RMSEA=.094 
One-factor Model 
Chi-square=86.971, df=20, p=.000, Normed Chi-square=4.349, 
 GFI=.856, CFI=.834, NFI=.799, RMSEA=.153 
 Appendix XVIII. Mean, Standard Deviation and Correlation for Essay 4 
  Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1. R&D spending 
intensity 
    1.99     3.20                   
2. Innovation 
spending intensity 
    7.17     8.31  .36**                  
3. Product innovation 
intensity 
  23.77   27.62  .31**  .16                 
4. Process innovation 
intensity 
  31.29   33.01 -.00  .10  .41**                
5. Collaboration with 
knowledge sources 
    2.20       .93  .06 -.07 -.04 -.07               
6. Collaboration with 
industrial players 
 2.50       .69  .05 -.05  .05 -.12  .36**              
7. Collaboration at 
pre-competitive stages
 6.75     4.09  .13 -.09  .01  .01  .29**  .17*             
8. Collaboration at 
near-market stage 
 4.43     2.98  .14 -.07  .09  .11  .21**  .12  .66**            
9. Public innovation 
support 
  .42       .50  .32**  .07  .21*  .18*  .31**  .10  .30**  .28**           
10. Organizational 
policies 
 3.10       .81  .08  .13  .14  .16  .10 -.07  .11  .09  .16          
11. Individual 
attitudes 
 3.62       .83  .03  .10  .08  .09 -.02 -.00  .09  .11  .05  .56**         
12. Firm age   16.95   11.14 -.15 -.17*  .00 -.05  .14  .18*  .20*  .18*  .11 -.06 -.01        
13. Firm size 122.55 219.67 -.08 -.21*  .07  .06  .16 -.11  .25**  .28**  .26**  .05  .07  .04       
14. Foreign    .49      .50 -.08 -.11  .10  .17* -.13 -.39**  .03  .00 -.04  .03 -.14  .03  .13      
15. Electronics    .21      .41  .29**  .04  .24**  .23** -.05 -.07  .24**  .21**  .28**  .15  .03 -.13  .26**  .08     
16. Chemicals    .22      .42 -.01 -.03  .01 -.10 -.04 -.09 -.04 -.07 -.08  .02 -.04  .06  .12  .18* -.27**    
17. Precision and 
process engineering 
   .46      .50 -.17*  .08 -.18* -.09 -.01  .04 -.18* -.19* -.28** -.10 -.00  .00 -.38** -.20* -.47** -.49**   
18. Transport 
engineering 
   .12      .32 -.09 -.13 -.03 -.02  .14  .13  .02  .11  .19* -.05  .01  .08  .10 -.01 -.19* -.19* -.33**  
19. Export  54.47   37.59  .07 -.15  .11  .16  .08 -.13  .10  .09  .22**  .00 -.16 -.12  .25**  .52**  .23**  .08 -.36**  .17* 
All descriptive statistics reported from non-transformed values (i.e., firm age and firm size are not natural log transformed).  ** p<.01, * p<.05, two-tailed. 
 222 
 Appendix XIX 
 
Subgroup Regression Analysis of the Impact of Public Innovation Support (Heckit results) 




























































N 71 71 74 71 73 73 73 73 






































N 65 63 66 64 65 65 65 65 
a. Software used: Eviews 3.1.  ***p<.01; **p<.05; *p<.10, two-tailed test, p value in parenthesis.  Sample size was reduced to 137-142 by data missing. 
b. OLS White-Heteroskedasticity-Robust estimate for innovation spending intensity and 4 innovation collaboration variables. 
c. Tobit regression for R&D spending intensity, product innovation intensity, and process innovation intensity. 
d. All after control for firm age (log), firm size (log of total fixed asset), foreign, industry dummies and export. Constant included. 
e. For these 32 regressions, inverse Mills’ ratio is significant in only 3 of them, indicating sample selection bias is not serious: 1) promotive subgroup (organizational 
policies) for R&D spending intensity (p=.012), 2) promotive subgroup (individual attitudes) for R&D spending intensity (p=.013), 3) restrictive subgroup 
(organizational policies) for collaboration with knowledge sources (p=.085). 
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