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"Sigmas" at which simple biasing is ruled out
R





































































































































































































































































33.1. Upper limits on r
Let us lengthen the 2-dimensional vector x = (Æ; g) from














i = 1; :::; n
c





























is the rms uctua-















clearly correspond to the correlations we discussed earlier,
except that there is now one r for each clan, a vector of
correlations r. These are the numbers we are interested
in, although all we can measure directly are the remain-





submatrix in the lower right corner).
What constraints can we place? Consider rst the simpler
case involving only n
c





















where  denotes the one number that we can measure: the
correlation between clans 1 and 2. Since a correlation ma-
trix cannot have negative eigenvalues, detR  0. After
















Thus the larger we make r
2
, the more tightly constrained
r
1
becomes, and vice versa. If r
2
= 1, then the right hand
side vanishes, forcing r
1
= . This gives an upper bound




. The most weakly constrained
















For the case with n
c
= 4 clans, we get analogous inequali-




+1)=2 = 10 pairs of clans. Addi-
tional more complicated constraints follow from requiring
a nonnegative determinant for all 4  4-submatrices and
for the whole 5  5 matrix, although these will not be
considered here.





Galaxy correlation matrix Q
1 2.97:04 1 .63.02 .44.02 .42.03
2 1.28:01 .63.02 1 .88.02 .81.02
3 1.21:01 .44.02 .88.02 1 .76.03
4 1.00:01 .42.03 .81.02 .76.03 1
















galaxy covariance matrix (the bottom right submatrix
of P). Based on the analysis of Tegmark et al. (1998,








minus shot noise, removed as in Ap-
pendix B of T98 by simply omitting self-pairs. The pair




, where N is
some typical shot noise covariance matrix { since it is dif-







as a compromise. We make the choice F = I, which
corresponds to measuring the rms uctuations in the









k, we nd thatG
ij
mainly probes
scales around   2=k  10h
 1
Mpc.
Converting G back to Q, we calculate error bars for
its elements and all quantities derived below by generat-
ing 10
4




, adding this to the observed values and processing the
result in exactly the same manner as the real data. Since
our primary goal is to rule out r
i
= 1, we clearly do not
care about sample variance in Q: if biasing were simple,
one would measure r
i
= 1 in all samples. When reading
Tables 1 and 2, the reader should thus bear in mind that
the error bars reect shot noise only.
The results are shown in Table 1. The 2
nd
column con-
rms that the clustering strength drops with clan num-
ber, as shown by Bromley et al. (1998a). All o-diagonal
elements in the correlation matrix are seen to be signi-
cantly below unity, ranging from the 88% correlation be-
tween clans 2 and 3 to a mere 42% correlation between
the earliest and latest galaxy types. Correlations generally
decrease with separation in clan number, as expected. Ap-
plying equations (9) or (10) to this table gives a plethora
of constraints on r
i







(1 + 0:42)=2  84%.





 :::  
n
c
be the eigenvalues of G, sorted















). It is instructive to
























. If biasing were simple and linear,
we would have x = b Æ for some vector b of bias values
b
i
. Equation (11) would therefore have only one term,
with e
1
/ b and y
1
/ Æ. Additional terms in equa-
tion (11) would correspond to random physical processes,
uncorrelated with Æ, that are pushing r
j
below unity. If
we want a model with a minimal amount of stochasticity,
we should therefore interpret the rst (largest) principal
component as tracing the underlying matter distribution,





x for some constant a.
Since hxx
t




























































These coeÆcients are shown in the last row of Table 2.
The fraction of the variance of clan j that is caused by
























simply the square of the correlation coeÆcient, so this is
a useful way to interpret r
j
.
Table 2 is indeed consistent with the hypothesis that
the rst principal component traces the matter: since all
4of its four components (boldface) have the same sign, we
can interpret them as the (relative) bias factors that the


















, we can also inter-
pret them as the best t slopes in linear regressions of x
j
against Æ, the quantity that Dekel & Lahav (1998) call





types (their ratios are 5:1 : 1:7 : 1:3 : 1) is thus caused




column of Table 1) and the correlation r
j
.
Table 2. Principal components decomposition of the uctuations.
i 
i
Components of eigenvector e
i
1 .564.013 .91.01 .31.01 .23.01 .18.01
2 .122:004 -.41.01 .51.01 .60.01 .46.02
3 .016:002 .01.02 -.08.13 -.56.16 .82.15
4 .008:001 -.08.01 .80.03 -.52.10 -0.28.14
Clan correlation r
j
.98.002 .77.02 .60.02 .57.03
4. CONCLUSIONS
Our basic conclusion is that bias is complicated. Rather




galaxy type, evidence is mounting that bias is


















Complication (1) was predicted by Dekel & Lahav (1998),
and we have observationally conrmed it here. Complica-
tion (2) has long been observed on small scales (see e.g.
Mann et al. 1996, B98 and references therein), while Com-
plication (3) was predicted by Fry (1996) and TP98 and is
gathering support from both simulations (Katz et al. 1998;
B98) and observations (Giavalisco et al. 1998).
However, this is not cause for despair. The scale de-
pendence is predicted to abate on large scales (Scherrer &
Weinberg 1998), and the time-evolution due to gravity is
calculable (TP98). As long as we limit ourselves to second





(k) with an additional function r
i
(k).
Furthermore, our constraints on r
i
using galaxy data alone
| without knowledge the underlying mass distribution |
suggest strong regularities: The more similar two morpho-
logical types are, the stronger they are correlated.
More strikingly, our tentative identication of the 1
st
principal component of the galaxy covariance matrix as
the underlying matter distribution is in excellent agree-
ment with the recent simulations of B98: galaxies with
high bias are almost perfectly correlated with matter (we
nd r
1
 98%), whereas the less biased populations have
weaker correlations (we nd r  60% 80%). Thus matter
clustering explains only r
2
 40%   60% of the variance
of these galaxies.
This analysis is merely a rst step towards observation-
ally measuring the parameters of stochastic biasing. It re-
mains to explore the scale-dependence and time-evolution
of r as well as probing higher-order moments of the joint
distribution of galaxy types (e.g., Lahav & Saslaw 1992).
However, our success in constraining r in the absence of
diÆcult mass measurements is an encouraging indication
for the analyses of upcoming galaxy surveys: With the
techniques presented here, along with theoretical and nu-
merical modeling, it may be possible to understand bias
well enough to realize the full potential of these surveys
for measuring fundamental cosmological parameters.
We thank the LCRS team for kindly making their data
public and John Bahcall, Michael Blanton, Avishai Dekel,
Ofer Lahav, Jim Peebles and Uros Seljak for useful discus-
sions. MT was funded by NASA though grant NAG5-6034
and Hubble Fellowship HF-01084.01-96A from STScI, op-
erated by AURA, Inc. under NASA contract NAS5-26555.
BB was funded by NSF Grant PHY 95-07695 while at
the Harvard-Smithsonian CfA and acknowledges comput-
ing support from NASA and the Caltech Center for Ad-
vanced Computing Research.
REFERENCES
Bagla, J. S. 1998, MNRAS, 299, 417
Blanton, M., Cen, R., Ostriker, J. P., & Strauss, M. A. 1998, astro-
ph/9807029 (\B98")
Bromley, B. C. et al. 1998a, ApJ, 505, 25
Bromley, B. C. et al. 1998b, astro-ph/9805197
Catelan, P., Lucchin, F., Matarrese, S., & Porciani, C. 1998a,
MNRAS, 297, 692
Catelan, P., Matarrese, S., & Porciani, C. 1998b, ApJ, 502, L1
Colin, P. et al. 1998, astro-ph/9809202
Dekel, A. 1997, astro-ph/9705033
Dekel, A., Bertschinger, E., & Faber, S. M. 1990, ApJ, 364, 349
Dekel, A., & Lahav, O. 1998, astro-ph/9806193
Dressler, A. 1980, ApJ, 236, 351
Eisenstein, D. J., Hu, W., & Tegmark M 1998, astro-ph/9807130
Fry, J. N 1996, ApJ, 461, L65
Giavalisco, M. et al. 1998, ApJ, 503, 543
Goldberg, D. M., & Strauss, M. A. 1998, ApJ, 495, 29
Hu, W., Eisenstein, D. J., & Tegmark, M. 1998a, PRL, 80, 5255
Hu, W., Eisenstein, D. J., Tegmark M, & White, M. 1998b, astro-
ph/9806362
Katz, N., Hernquist, L., & Weinberg, D. H. 1998, astro-ph/9806257
Lahav, O. 1996, Helvetica Physica Acta, 69, 388, astro-ph/9611093
Lahav, O., & Saslaw, W. C. 1992, ApJ, 396, 430
Lin, H. et al. 1996, ApJ, 471, 617
Mann, R. G., Peacock, J. A., & Heavens, A. F. 1998,MNRAS, 293,
209
Matarrese, S., Coles, P., Lucchin, F., & Moscardini, L. 1997,
MNRAS, 286, 115
Mo, H. J., & White, S. D. M. 1996, MNRAS, 282, 347
Mo, H. J., Jing, Y. P., & White, S. D. M. 1997, MNRAS, 284, 189
Moscardini, L., Coles, P., Lucchin, F., & Matarrese, S. 1998,
MNRAS, 299, 95
Pen, U. 1998, ApJ, 504, 601
Porciani, C. et al. 1998, MNRAS, 298, 1097
Scherrer, R. J., & Weinberg, D. H. 1998, ApJ, 504, 607
Schectman, S. A. et al. 1996, ApJ, 470, 172
Sheth, R. K., & Lemson, G. 1998, astro-ph/9808138
Santiago, B. X., & Strauss, M. A. 1992, ApJ, 387, 9
Tegmark, M. 1997, Phys. Rev. Lett., 79, 3806
Tegmark, M., & Peebles, P. J. E. 1998, ApJL, 500, 79 (\TP98")
Tegmark, M., Hamilton, A. J. S., Strauss, M. A., Vogeley, M. S.,
& Szalay, A. 1998, ApJ, 499, 555 (\T98")
Tegmark, M. 1998, astro-ph/9809001
Taruya, A., Koyama, K., & Soda, J. 1998a, astro-ph/9807005
Taruya, A., & Soda, J. 1998b, astro-ph/9809204
Tucker, D. L. et al. 1997, MNRAS, 285, L5
Van Waerbeke, L. 1998, astro-ph/9807041
Wechsler, R. H. et al. 1998, astro-ph/9712141
