Abstract-Full power scale back-to-back power converter PMSG wind turbine system, with direct-drive configuration, is an attractive solution, particularly for off-shore wind energy applications. For such systems, (nonlinear) direct control, which requires neither a modulation process nor cascaded linear controllers, but will operate the system at very high control dynamics, is a very promising control class. In this work, we reviewed and experimentally assessed the classical (C-), the duty-optimal (DO-), the ripple-reduced (RR-) and the multi-vector direct model predictive torque control (MV-DMPTC) solutions to deal with the generator side control of grid-tied full power scale back-to-back power converter PMSG wind turbine systems. Their theoretical background, realizations and control performances are presented and discussed. The realizations and experimental assessments of all the discussed control approaches are carried out with a fully FPGA based realtime controller, at a lab-constructed test-bench. The resource usage and implementation complexity are provided. Comprehensive evaluation results are given at the end.
I. IntroductIon W IND energy installations have steadily increased over the last years.Wind turbine systems (WTSs) using fullscale back-to-back power converter and permanent-magnet synchronous generator (PMSG) with direct-drive configuration (without mechanical gear) are an interesting and promising alternative to doubly-fed induction generator based WTSs, due to its higher power density and more degrees of freedom in control and during grid faults. The electrical block diagram of a WTS with direct-drive PMSG and grid-tied back-to-back converter is shown in Fig. 1 . Such a configuration allows for (see, e.g., [1] ): (i) bidirectional power flow, (ii) an operation over a wide wind speed range, (iii) small DC-link capacitor volume and size, (iv) simple fault-ride through capabilities, and (v) reduced maintenance. These features make such WTSs attractive, in particular, for off-shore applications.
Control schemes for the machine side convertor (MSC) of such systems (as shown in Fig. 1 ) can be divided into two classes (see, e.g., [2] , [3] ): (i) (Linear) control schemes (with modulator) (e.g. with space vector modulation (SVM)), such as (a) PI controller methods, e.g. field-oriented control (FOC) or (b) direct torque control (DTC) with modulator, and (c) deadbeat-like model predictive control (DBC) methods; and (ii) (nonlinear) direct control schemes (without modulator) such as (a) DTC with switching table (ST-DTC) and (b) (nonlinear) direct model predictive control (DMPC) approaches. From the concept point of view, the first class (partially) approximates the plant (i.e., the power converters and drives) as a linear and continues system, thereby, applying the "timed-average principle" with a modulator to emulate certain continues commands to the system. However, a switching power converter-fed energy conversion system is in essence a nonlinear and switching-mode plant. Modern digital controllers process a control algorithm in discrete format as well. Therefore, a more proper control philosophy shall be nonlinear direct control, which requires no linear and continuous approximation, but takes the nonlinear and switching-mode nature of the power converters and digital controllers into account and combines the modulation and switching sequence selection processes into a single step.
Switching table based direct control (direct torque control (ST-DTC) [4] , [5] for machine side, and direct power control (ST-DPC) for grid side), which was originally developed in the 1980s for induction motor drives, has already been a very matured concept. In such solutions, the switching se- Recently, DMPC has been developed very fast in the field of power electronics and electrical drives. For such concept, instead of using a switching table, a very flexible cost function (also called the objective function) is utilized to define the control objectives and the full system model (including the power converter) is taken into account to determine an optimal control sequence. Similarly, no (complex) modulation process is required therein. Shortcoming, in the analogy to the ST-DTC approach, is that, the control variable ripples are very high in comparison with the classical modulator based solutions, due to that, only one switching vector will be selected and applied in a whole sampling interval.
To conquer this, many alternatives have been developed, e.g., the duty-optimal two-vector based direct predictive control (DO-DMPTC) method was proposed and presented in [6] , [7] , a ripple-reduced two vector direct model predictive torque control (RR-DMPTC) was proposed and reported in [8] , [9] , a multi-vector direct model predictive power control (MVDMPPC) was proposed and evaluated in [10] , a long-horizon direct model predictive torque control (LH-DMPTC) was investigated in [11] , [12] , etc. Although LH-DMPTC results in a considerably improved control performances, in particular, at very low switching frequency cases, the required computational demands increase exponentially with the prediction horizon, and the key technologies to use such solution lie at the computationally intelligent methods to solve the so-called nonlinear mixed-integer optimization problem [12] , [13] , which goes beyond the scope of this work. On the other hand, the DO-, the RR-, and the MV-DMPTC remain still within the short-horizon direct model predictive control domain, invoking the so-called time-optimal concept. Simple modifications from the C-DMPTC will result in considerably improved control performances. Their slightly higher computational demands can be easily coped with by using field programmable gate array (FPGA) based real-time controller targets, which have already been a very popular solution (see e.g., [14] ).
In this work, the C-, the DO-, the RR-and the MV-DMPTC control approaches for the machine side control of a two voltage level full-scale back-to-back power converter based PMSG wind turbine system are reviewed and comprehensively assessed. Both the controller designs and their theoretical backgrounds are discussed in detail. All methods are implemented on an FPGA-based real-time platform. Their control performances are compared experimentally with a labconstructed grid-tied PMSG wind energy system emulator.
This paper is organized as follows: In Sec. II, the machine side part of a grid-tied direct-drive back-to-back power converter PMSG wind turbine system is described and modeled in both continues-and discrete-time formats. In Sec. III, after revisiting the C-, the DO-and the RR-DMPTC solutions, we introduce a time-optimal MV-DMPTC approach. In Sec. IV, the FPGA design and measurement results are presented.
At the end, Sec. V concludes this paper.
II. system descrIptIon And modelIng
In this section machine side system of a grid-tied fullscale back-to-back power converter PMSG wind turbine is described and modeled in both continues-and discrete-time formats to ease the understanding of the following controller design and analysis sections.
A. Continuous-Time Models
The dynamics of a PMSG are given by [13] where
, T e and T l are machine (applied) voltage and current vector, stator resistance, d-, q-stator inductances, number of pole pairs, machine angular velocity, permanent magnet flux linkage, inertia, electromagnetic torque and load torque, respectively. For two-level power converters, the admissible switching state u i is within a finite set (See Fig.  2(a) ), i.e., Neglecting losses, the converter voltage vector in the dq-reference frame is calculated as [15] where T P and T C are the Park and Clark transformation matrices (See e.g., [13] ), V d is the DC-link voltage.
B. Discrete-Time Models
Defining the slope of x(t) at sampling instant k as g x (k) = , where T s is the sampling interval, and applying the Euler-Forward equation (i.e, ) to (1), yields the discrete-time slopes of the currents and electron-magnetic torque of the generator, at the drive force of switching vector u i , as [13] The discrete models are useful to predict the future behaviors of the system, e.g., at k + 1, at a drive force with vector u i , where
III. clAssIcAl And AdvAnced dIrect predIctIve torque control methods
For a grid-tied direct-drive PMSG wind turbine system, the inner loop control objectives of the machine (here the PMSG) side includes: (co 1 ) torque tracking with fast dynamics and accuracy (to meeting the outer maximum power point tracking), and (co 2 ) to achieve maximum efficiency and to best utilize the available stator currents, i.e., to meet the socalled maximum-torque-per-ampere (MTPA) requirements, and (co 3 ) the system shall operate within the allowed power range/constraint. Additionally, low torque/current ripples are desirable to reduce losses and mechanical bearing. Therefore a cost function of can be defined for a surface-mounted PMSG 1 to guarantee the above mentioned control objectives, where is the prediction horizon, i ∈ {0, 1, …, 6, 7} represents the number of the available switching vectors, J TS represents the targets for torque and MTPA control.
represents the limitation constraint of the system, where ||I m || max is the system permissible current limit, (> 0) is the weighting factor 2 . In this work, a "one-step" prediction is considered for a fair comparison.
In the following, within the nonlinear direct control class, the classical direct model predictive torque control (i.e., the C-DMPTC), and three recently reported more advanced direct model predictive torque control solutions (i.e., the DO-, the RR-and the MV-DMPTC) are presented. Note that, the outer speed controller (here the same proportional integration (PI) controller as in [16] , [17] is adopted) is not the scope of this paper and is therefore not redundantly reported.
A. Classical DMPTC (C-DMPTC)
The C-DMPTC scheme [13] evaluates the given cost function (6) for all the admissible (finite) set (see (2)) by using the prediction model presented in (5), i.e., However, the optimal vector u * x in this case can only be one of the original eight fundamental vectors, i.e., one of the black lines or the origin in Fig. 2(a) , and will be applied for a whole control interval (so t * x := T s ), i.e., "one-vector-per-control-interval". Therefore, when the ideal equivalent voltage vector (which could "zerolize" the difference between the reference and the real value) is far away from these fundamental vectors, a rough approximation will lead to big control variable ripples during the steady state. Inspired by this, a duty-opt direct model predictive control method (i.e., the DO-DMPTC) was firstly proposed in [6] , [7] . In the following, it will be detailed. = 0 will lead to the so-called MTPA control, for which, the detailed analysis can be found in e.g., [13] . 2 Note that, for both the DO-and RR-DMPTC methods to be introduced in the following, in (6) is set to be zero (i.e., the constraint is not considered) so that the cost function becomes (globally) differentiable, and the duty cycles can be calculated.
B. Duty-Optimal DMPTC (DO-DMPTC)
In the concept of the DO-DMPTC, instead of "one-vector-per-control-interval", two vectors, i.e., one active and one zero vector, are chosen to minimize the cost-function. Detailed realizations are as follows: Inserting (5) into the targeting set of (6) and invoking the time-optimal concept [10] , [14] , i.e., for all the six neighboring vector pairs 3 . Then through the following optimization process of Fig. 2(b) ). Therefore, better steady state performance than the C-DMPTC can be achieved. However, an equivalent vector with phases (directions) other than that of the fundamental active vector cannot be synthesized; the performance improvement is hence still limited.
C. Ripple-Reduced DMPTC (RR-DMPTC)
Inspired by the analysis above, a so-called "ripple reduced direct model predictive control" (RR-DMPC) scheme was proposed to further enhance the system performance [8] , [13] . Different from both the C-and the DO-DMPTC schemes, with the RR-DMPC, an equivalent vector, is still synthesized with two vectors. However, instead of only one active and one zero vector, any of the neighboring vector pairs, including the two active ones are also used. To realize RR-DMPTC concept, again, the time-optimal concept will be applied, considering both the vector pairs of two active ones, and one active with one zero vectors. In the analogy, through the following optimization process of The optimal switching vectors with their operating time durations will be obtained and applied. Note that, u y in this case includes also the active neighbors of u x . With such process, both optimized "phase" (at a full length, reaching the boundary of the hexagon plane) and an arbitrary length (at all the original active vector phases) are now available (see Fig.  2(c) ). Easy to understand, better performances than both the C-DMPTC and DO-DMPTC are expected.
D. Multiple-Vector DMPTC (MV-DMPTC)
Although both the DO-and RR-DMPTC have extended the available candidate vector range, the entire potential of a power converters operation range, i.e, the whole hexagon plane, however, remains to be fully explored. Meanwhile, the undifferentiable constraint (e.g., system operation limits) was not included into the cost function. In [10] , [13] , a multiple vector direct model predictive power control (MV-DMP-PC) scheme, which will utilize maximally three vectors, was presented to deal with the grid side control of the wind energy systems. Such scheme has fully utilized the whole plane of the hexagon, but still combines the optimization and modulation stages within one single process. The concept, when applied to the machine side with torque control, i.e., MV-DMPTC, will go through the following three steps: 1) Optimal direction detection: Ease to understand, only grouping an active pair will synthesize a new vector with different directions (other than any of the original active pair). In this step, all the neighboring active vector pairs will be selected. Again the time-optimal concept will be used to obtain their duration times. I.e., applying (14) for all the six neighboring vector pairs, and invoking again the minimization process of will lead to a single optimal pair of vectors, with which, through the following equation of a vector with a new direction will be obtained. This vector will be used in the following step to further tune its length, in combination with a zero vector. 2) Optimal vector length detection: Less ideally, the length of the above obtained new vector of u * new shall be tuned again, so an optimal vector can be obtain to achieve good steady state control performances. In this case, a zero vector shall be combined again with u * new . This process requires again the time optimal concept, i.e., At the end, the final duration times of the above vectors (u x , u y , u null ) will be obtained by where 3) Constraint inclusion: Not difficult to understand, the constraint violence happens when the current limit has already been reached but the reference tracking is still not met. A deep analysis for this situation will yield that, since the length of the vector obtained after
Step D-1) can be tuned down to zero in Step D-2), only an improper direction/phase (i.e., direction optimization process in
Step D-1) is improper) will lead to such violence. Inspired by this, a solution to include the system constraint by adding a comparison step, invoking the predictive constraint term in (6), after the aforementioned two steps, so to respect the whole cost function more properly.
Iv. fpgA desIgn
The use of Field Programmable Gate Arrays (FPGAs) as part of the control platform in power electronics and electrical drive systems has been reported in both academic and industrial applications [18] , [19] . In this work, all the algorithms (including C-, the DO-, the RR-and the MV-DMPTC) are divided into sub-routines and implemented invoking the Single-Cycle-Timed-Loop (SCTL) technique on an entirely FPGA based platform. Due to the limited space, only the overall FPGA design structure for the MV-DMPTC is given in Fig. 3 .
The overall comparison during the FPGA program implementation is presented in TABLE I. As can be seen, higher resource usage is seen with the more advanced direct control approaches.
v. effectIveness evAluAtIon And AnAlysIs
In this section the effectiveness evaluations of all the aforementioned approaches were compared with both simulation and experimental data. The system configuration and parameters are collected in TABLE II.
A. Simulation Verification
The overall control performance comparison among the C-, the DO-, the RR-and the MV-DMPTC methods are carried out through Matlab/Simulink as a preliminary concept of proof. The simulation results are shown in Fig. 4 , where the same outer control loop and test situations are configured for all these four methods for a fair comparison. As can be seen, control dynamics remain almost the same, while greatly reduced steady state control variable ripples are seen with all the DO-, the RR-and the MV-DMPTC control solutions, with the MV-DMPTC being the best solution among the afore-discussed approaches.
To illustrate the detailed steady state control performances and to better understand the background forces for the steady state current/torque performances, a steady state control performances are shown in Fig. 5 . As can be seen, at the same sampling frequency, the best current quality is achieved with the MV-DMPTC solutions, where the estimated synthesized voltage vector of (estimated with the switching vector)
Ch.s Gate Signal Generat. Fig. 3 . FPGA design of the proposed MV-DMPTC control scheme (note that, to keep the scope, the speed and MPPT control loops are not presented in this figure. The time compensation part is the same as presented in e.g., [8] , [10] ). These data show the FPGA resource usage of the four schemes (solely for the grid side control). The resource cost for commutation interfaces, data acquisitions, signal saving blocks, etc. was not taken into account. Primary code optimizations are considered to save some resources, in particular for the last three methods (i.e., the DO-, RR-and MV-DMPTC), during their FPGA realizations. shows the most smooth waveform. These voltage vectors at a large extend determines the steady state performances of a switching power converter driven system.
B. Experimental Verification
To experimentally evaluate the proposed scheme, a Lab- prototype of a grid-connected PMSG wind turbine system with full scale back-to-back power converter and grid side (R)L-filter has been constructed. The laboratory prototype is depicted in Fig. 6 . A variac is installed between grid and choke (RL-filter) to step down the grid side voltage for safety reasons. A fully FPGA based reconfigurable real-time system (NI-cRIO system) is used to implement all the discussed predictive controllers. The measurement results are shown in Fig. 7 . As expected, considerably improved performances, in terms of smaller torque and current ripples and THD values, are seen in particularly with the RR-and MV-DMPTC solutions.
C. Discussion
In deep view of any control method for a switching power con-verter based system (including both the modulator and non-modulator based techniques) will yield such a conclusion: for all the available methods, forces to fulfill the control objectives are no more than three types, i.e., the admissible vector slopes during one control interval, duration time of each slope and their actuating arrangement (i.e., the pulse pattern). Considering only the first two, we can category the four direct model predictive control methods discussed in this paper with TABLE III.
As can be seen from TABLE III, both the vector slopes and their actuating times can be optimized with the MV-DMPTC solution, therefore, best control performances are expected using such solution, in comparison with the C-, the DO-and the RR-DMPTC methods. 
vI. conclusIon
As a promising nonlinear direct control class, direct model predictive control has already become a viable alternative for both grid-tied active front end and machine side power converter control of wind turbine systems. However, the inherent one-vector-per-control-interval character of the classical DMPTC leads to relatively big control variable ripples, in particular for the two-level cases. This makes the investigation on steady state performance enhanced approaches quite necessary. Following such requirement, the DO-, the RRand the MV-DMPTC solutions have been investigated and discussed comprehensively in this paper. The former two solutions utilize (maximum) two vectors (which can be two active ones or one active and one zero vector), and extend the candidate synthesized vector range to another freedom: phases (directions) other than the fundamental active ones; The latter (MV-DMPTC), by using (maximally) three vectors, makes the whole hexagon plane reachable.
Although the DO-, the RR-and the MV-DMPTC solutions have improved the control performances very considerably, both the required computational efforts and switching frequencies are higher than those for the C-DMPTC solution. However, looking into the future, increasing advanced embedded/real-time hardware (e.g., FPGAs) and the new power electronic devices (e.g., SiC devices) have already been accessible, the computational demands and high switching frequency requirements will not be a problem. 
