In this paper, we describe the category of bi-equivariant vector bundles on a bi-equivariant smooth (partial) compactification of a connected reductive algebraic group with normal crossing boundary divisors. Our result is a generalization of the description of the category of equivariant vector bundles on toric varieties established by A. A. Klyachko (Math. USSR Izvest. 35 No. 2 (1990)). As an application, we prove splitting of equivariant vector bundles of low rank on the wonderful compactification of an adjoint simple group in the sense of C. De Concini and C. Procesi (Lect. Notes Math. 996 (1983)). Moreover, we present an answer to a problem raised by B. Kostant in the case of complex groups.
Introduction
Let G be a connected reductive algebraic group over an algebraically closed field k of characteristic zero. Then we have a G Â G-action on G defined as ðg 1 ; g 2 Þ:x ¼ g 1 :x:g À1 2 . Let X be a G Â G-equivariant smooth partial compactification of G with normally crossing boundary divisors. (Here, a nonsingular toric variety (cf. Oda [23] ) and the wonderful compactification of an adjoint semisimple group in the sense of De Concini-Procesi [11] satisfy the condition.) By the general theory (Theorem 1.2), such a partial compactification is described by a fan S.
A (G Â G-) equivariant vector bundle is a vector bundle E on X with an action of G Â G which is linear on each fiber and makes the following diagram commutative:
Here, V ðEÞ denotes the total space of E.
Let EV ðX Þ be the category of G Â G-equivariant vector bundles and morphisms of *) The author is supported by JSPS Research Fellowship for Young Scientists.
G Â G-equivariant coherent O X -modules. (Our actual setting is to handle a finite coverG G of G instead of G. Here we restrict the situation for simplicity.) Our goal (cf. Theorem F) is to describe this category explicitly via linear algebra data.
Let e be the point of X corresponding to the identity element of G. Choose a maximal torus T of G. An equivariant vector bundle E is completely determined by the following data:
. E n kðeÞ: the fiber at e. . A family of subspaces
for every one-parameter subgroup t : G m ! T and every n A Z. In other words, the asymptotic behavior of elements of E n kðeÞ with respect to all one-parameter subgroups.
Thus, the problem is to find a su‰cient condition for the existence of an equivariant vector bundle which corresponds to a given asymptotic datum.
Klyachko [18] described the category of equivariant vector bundles on toric varieties by using the above asymptotic data À E n kðeÞ; fF t ðn; EÞg t Á . His description is based on the fact that there is no ''local'' obstruction for the existence of an equivariant vector bundle with a given asymptotic behavior. (For another description in this case, see Kaneyama [15] , [16] .)
In this paper, we extend such a description to the compactification of an arbitrary reductive algebraic group by introducing a new constraint which we call the transversality condition.
Let Sð1Þ be the set of one-skeletons of the fan S which is identified with a set of oneparameter subgroups of T. We put P t :¼ n g A G; b lim t!0 tðtÞgtðtÞ À1 A G o . Put g :¼ Lie G. For each root a, let us denote the a-root space of g by g a .
Definition A. We define the category CðX Þ þ by the following:
Á consisting of a G-module V and exhausting Zindexed decreasing P t -filtrations F t ðÞ of V such that: -For each s A S, there exists a basis B s of V which spans every F t ðnÞ when t A sð1Þ.
Then, we define
for every n A Z and every t A Sð1Þ É :
We also define a full-subcategory CðX Þ of CðX Þ þ by the following:
Kato, Equivariant vector bundles . À V ; fF t ðÞg t A Sð1Þ Á A ObCðX Þ þ is in ObCðX Þ if, and only if, F t ðÞ satisfies the following (t-) transversality condition for each t A Sð1Þ.
(Transversality Condition) For every n A Z and each root a of g such that ht; ai < 0, we have g a F t ðnÞ H F t ðn þ ht; aiÞ.
(2) (Case G ¼ PGL 2 and X ¼ P 3 ) Fix a triangular decomposition sl 2 ¼ n À l b. Then, an object of CðX Þ þ is a pair consisting of a PGL 2 -module V and its b-stable decreasing filtration F ðÞ. Transversality condition says n À F ðnÞ H F ðn À 1Þ for every n.
Proposition C (cf. Proposition 2.35 and 3.10). The map X : ObEV ðX Þ C E 7 ! À E n kðeÞ; fF t ðn; EÞg t A Sð1Þ Á A ObCðX Þ þ is injective. Moreover, it gives a faithful covariant functor EV ðX Þ ! CðX Þ þ which we denote by the same letter X.
Remark D. Let D t be the G Â G-equivariant divisor corresponding to t A Sð1Þ. Then, tensoring O X ðnD t Þ at the LHS corresponds to shifting the degree of F t by Àn at the RHS.
The idea in the proof of Proposition C is to measure the asymptotic behavior of an equivariant vector bundle by bounding it with a certain family of ''standard'' vector bundles instead of using the asymptotic behavior of elements on the identity fiber.
Next, our key result is as follows:
Proposition E (cf. Proposition 3.12) . The image of the map X : ObEVðX Þ ! ObCðX Þ þ is contained in ObCðX Þ.
In the above, there are two choices of families of ''standard'' vector bundles. It turns out that each of them yields di¤erent constraints about filtrations. Proposition E follows from the comparison of these constraints by means of the theory of Tannakian categories (cf. [13] ). Now we state our main result.
Theorem F (cf. Theorem 4.1). We have a category equivalence X : EV ðX Þ ! G CðX Þ:
For the proof of Theorem F, we construct the inverse functor F of X. The construction of F depends on the fact that the boundary behavior of equivariant vector bundles is completely controlled by their restriction to certain toric varieties. Thus, we devote our-selves to check that the reconstruction process prescribed by F is compatible with the action of the ''unipotent part''.
If G is commutative, the left and the right multiplications are essentially the same. In this case, the transversality condition is a void condition. However, we cannot identify the left and the right multiplications if G is non-commutative. To establish Theorem F in this setting, we need to control the G Â G-action via a single group G, which is the stabilizer of the G Â G-action on G at the identity element of G. This is why the transversality condition appears. Moreover, it imposes a strong restriction on the existence of equivariant vector bundles. A typical example of this kind of phenomena is the following.
Example G. In the same setting as in Examples B (2) , simple objects are classified as follows: Let V n be an irreducible PGL 2 -module of dimension 2n þ 1. Then, every irreducible equivariant vector bundle of rank 2n þ 1 has V n as its identity fiber. From this fact, one can prove that irreducible equivariant vector bundles are classified by Dynkin quivers of type A 2nþ1 up to line bundle twist. In particular, there are only finitely many (namely 2 2n ) possibilities.
For more details, see Example 4.3. In general, a simple equivariant vector bundle may have nontrivial equivariant deformations even in the case of the wonderful compactification.
Kostant has raised the question of the existence of a canonical extension of an equivariant vector bundle on a symmetric space to its wonderful compactification in order to deduce representation theoretic data from asymptotic expansions of matrix coe‰cients (see §5.2). Our description gives the following answer to his problem in the case of complex groups.
Theorem H (¼ Theorem 5.8) . Let G be a semisimple adjoint group, and let X be its wonderful compactification. For every G-module V, there exists a unique G Â G-equivariant vector bundle E V on X which satisfies the following properties:
(1) E V n kðeÞ G V as a G-module.
(2) For every v A E V n kðeÞ and every one-parameter subgroup t : G m ! G, there exists a limit value lim
(3) Every G Â G-equivariant vector bundle E with the above two properties can be G Â G-equivariantly embedded into E V .
Though the above Kostant problem is known by some experts, there is no existing literature. Thus, we also present the whole picture of his problem in §5.2. (The author learned about this problem from Prof. Brion, Prof. Kostant, and Prof. Uzawa. He wants to express gratitude to them.)
As a bonus of our description, we have the following result.
Theorem I (¼ Corollary 5.5). Let G be an adjoint simple group and let X be its wonderful compactification. Then, every G Â G-equivariant vector bundle of rank less than or equal to r ¼ rk G splits into a direct sum of line bundles.
This kind of material is treated in §5.1. For a classical (simple) group, the wonderful compactification is obtained by successive blowing-ups of a partial flag variety of an overgroup of G (cf. Brion [8] ). On projective spaces or Grassmannians, we have a splitting criterion of vector bundles in terms of the vanishing of intermediate cohomologies (see Horrocks [14] , Ottaviani [25] , or Arrondo and Grañ a [1] ). Thus, if we have an analogous result of [18] , 1.2.1 (a vector bundle is equivariant if its infinitesimal deformation is zero), we may find a splitting criterion of vector bundles using our result. There are plenty of vector bundles with nontrivial infinitesimal deformations, but a direct sum of line bundles on the wonderful compactification has no nontrivial infinitesimal deformation (cf. Tchoudjem [31] , [32] , [33] and Kato [17] ). However, there exists a line bundle with non-vanishing intermediate cohomologies in this case. Hence, a naive reformulation of the splitting criterion of vector bundles in terms of cohomology vanishing has a counterexample in this case.
The organization of this paper is as follows. In §1, we fix our notation and introduce objects which we concern. In particular, we assume the notation and terminology introduced in §1 in the whole paper unless stated otherwise. In §2, we present some fundamental results which is needed to formulate our main theorem. More precisely, in §2.1, we devote ourselves to the preparation of the working ground. In §2.2, we construct a functor X in its full generality (Proposition 2.35). In §3, we develop a technique to discuss the boundary behavior of equivariant vector bundles and prove that the ''image'' of X is contained in CðX Þ (Proposition 3.12). In §4, we state and prove Theorem 4.1, which is our main result. Finally, we deal with some consequences of Theorem 4.1 in §5. This paper is a revised version of the main body of the author's Doctoral Dissertation at University of Tokyo.
Notation and terminology
1.1. Notation on algebraic groups. The general reference for the material in this subsection is Springer's book [28] .
Let G be a connected reductive group of rank r over an algebraically closed field k of characteristic zero. There exists a connected finite coverG G of G which is isomorphic to the direct product of a torusT T 0 and a simply connected semisimple algebraic group G G s . We putZ ZðGÞ :¼ ker½G G ! G. For a group H, we denote its center by ZðHÞ. We havẽ Z ZðGÞ H ZðG GÞ. We put G ad :¼ G=ZðGÞ, T ad :¼ T=ZðGÞ, andT T s :¼G G s XT T.
Let B and B À be (mutually opposite) Borel subgroups of G, with a unique common maximal torus T; let N G ðTÞ be its normalizer, and put W ¼ N G ðTÞ=T the corresponding Weyl group. Let U and U À be the unipotent radicals of B and B À , respectively. We denote byB B;T T; . . . the preimages of B; T; . . . inG G.
For a torus S, we denote the weight lattice HomðS; G m Þ of S by X Ã ðSÞ and the coweight lattice HomðG m ; SÞ of S by X Ã ðSÞ. We put X Ã ðSÞ R :¼ X Ã ðSÞ n Z R. We regard X Ã ðTÞ as a subset of X Ã ðT TÞ. We have a natural Z-bilinear pairing h ; i : X Ã ðTÞ Â X Ã ðT TÞ ! Q:
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Let h H X Ã ðTÞ be the root system of ðG; TÞ and let h þ be its subset of positive roots defined by B. Let g; b; t; . . . be the Lie algebras of G; B; T; . . . : For each a A h, we fix a root vector e a A g. Let P ¼ fa 1 ; . . . ; a l g H h þ be the set of simple roots. We denote by P 4 LetZ ZðGÞ 4 be the character group ofZ ZðGÞ and let h be its order. SinceZ ZðGÞ is contained in ZðG GÞ, we have natural surjection X Ã ðT TÞ !Z ZðGÞ 4 . For each l A X Ã ðT TÞ, we denote its image inZ ZðGÞ 4 by l. l A X Ã ðT TÞ is called a dominant weight if, and only if, ha 4
i ; li f 0 for every 1 e i e l. For a dominant weight l, we denote by V l the irreducible rational representation ofG G with highest weight l. Let v w 0 l be a lowest weight vector of V l , where w 0 is the longest element of W .
For every t A X Ã ðTÞ, we define the following three Lie subalgebras of g:
We also put u t
For a group H, we denote the diagonal embedding H ,! H Â H by h d . Also, we denote by V H the space of H-fixed vectors of V for a H-module V .
1.2. Notation on partial compactifications. Here we assume that readers are familiar with the standard material in the theory of toric varieties (cf. Oda [23] , Chapter 1). The contents in this subsection are found in the papers by De Concini-Procesi [12] , Uzawa [34] , and Knop's survey [19] .
For every fan S in X Ã ðTÞ R , we denote by SðnÞ the set of n-dimensional cones of S. By abuse of notation, we denote the fan consisting of a cone s of S and its faces by the same letter s. Moreover, we denote the integral generator of a one-dimensional cone t by the same letter. (Thus, t defines a one-parameter subgroup of T when S is a fan of X Ã ðTÞ R .)
We define a fan S 0 of X Ã ðT ad Þ R by
S 0 is the fan consisting of the dominant Weyl co-chamber and its faces.
Let X 0 be the wonderful compactification of ðG ad Â G ad Þ=h d ðG ad Þ in the sense of De Concini-Procesi [11] . We consider X 0 as a G Â G-equivariant compactification of G ad via the quotient map G Â G ! G ad Â G ad . Definition 1.1 (Regular embeddings). A regular embedding X of G is a G Â Gequivariant smooth partial compactification of X with the following conditions:
(1) X nG is a union of normal crossing divisors D 1 ; . . . ; D p .
(2) Each D i is smooth and is the closure of a single G Â G-orbit.
(3) Every G-orbit closure in X is a certain intersection of D 1 ; . . . ; D p .
(4) For each x A X , the total space of the normal bundle of ðG Â GÞx in X contains a dense G Â G-orbit. 3.5 . See also [12] ). Let S be a fan of X Ã ðTÞ R such that the following two conditions hold:
(1) The natural quotient map q : X Ã ðTÞ ! X Ã ðT ad Þ yields a morphism S ! S 0 of fans.
(2) The toric variety TðSÞ corresponding to S is nonsingular.
Then, there exists a unique regular embedding X ðSÞ of G such that:
(a) We have an embedding TðSÞ H X ðSÞ.
(b) Each G Â G-orbit in X ðSÞ intersects with a unique T-orbit in TðSÞ.
(c) There exists a dominant G Â G-equivariant morphism p : X ðSÞ ! X 0 .
Its converse is also true. We denote by O s the closure of a G Â G-orbit O s corresponding to s A S. If t A Sð1Þ, we also denote O t by D t . (We regard it as a prime divisor.) Theorem 1.2 is more or less a consequence of the results in the references we list above and known by experts. However, since the author does not know an appropriate reference, we provide a proof. In the proof, we need the following modification of a theorem of Strickland, Theorem 1.3 which is obtained by pulling back the original version (X ðSÞ ¼ X 0 case) via p. is an open dense subset. Hence, G ad G G ad Â G ad =h d ðG ad Þ and its compactification is a spherical variety. For a reductive group K and its (mutually opposite) Borel subgroups B K and B À K with a common torus T K , we define L K as follows:
Here superscript ðB K Â B À K Þ means the eigenpart with respect to the B K Â B À K -action. Then, we have HomðL K ; ZÞ G X Ã ðT K Þ. As is described in Brion [6] , 2.2, Remarques (i), the Kato, Equivariant vector bundles wonderful compactification corresponds to the colored fan ðS 0 ; jÞ (¼ usual fan in X Ã ðT ad Þ). Then, by Knop [19] , 3.3 and 4.1, we have a G Â G-equivariant (partial) compactification X 0 ðSÞ of ðG Â GÞ=h d ðGÞ with a G Â G-equivariant dominant map X 0 ðSÞ ! X 0 for each fan S satisfying (1) . Here each cone of S corresponds to a unique G Â G-orbit of X 0 ðSÞ by [19] , 3.2 and 3.3. Since L G G L T , the closure of T H X 0 ðSÞ contains TðSÞ by [19] , 4.1. Since the smoothness is an open condition, Theorem 1.3 and the equality ðG Â GÞ:TðSÞ ¼ X 0 ðSÞ asserts that X 0 ðSÞ is smooth if, and only if, TðSÞ is smooth. Therefore, setting X ðSÞ :¼ X 0 ðSÞ completes the proof of Theorem 1.2. r From now on, we always assume the assumptions of Theorem 1.2. For simplicity, we may write X instead of X ðSÞ.
l t . Let U s þ ; U s À , and L s be the algebraic subgroups of G corresponding to u s þ ; u Às þ , and l s , respectively. Denote L s U s þ by P s (this is a parabolic subgroup of G).
Since X ðSÞ dominates X 0 , the same arguments as in [11] , §5.2 assert the existence of a G Â G-equivariant fibration p s : O s ! G=P s Â G=P Às . We denote the point of X ðSÞ corresponding to the identity element of G by e. We have TðSÞ H T:e H X . Hence, x s :¼ lim t!y À 1 Â P t A sð1Þ tðtÞ Á e exists in TðSÞ for each s A S. Let G t m be the image of G m via ð1 Â t À1 Þ : G m ! T Â T for each t A Sð1Þ. We denote by G s the stabilizer of the G Â Gaction at x s . Then we have
This is another consequence of the fact that X ðSÞ dominates X 0 .
For simplicity, we denote n O X by n X , or even by n when there is no risk of confusion.
The category C(S).
In order to formulate our main theorem, we introduce some notation and a category CðSÞ c which contains the category CðX Þ ¼ C À X ðSÞ Á in the introduction as a fullsubcategory. This enhancement is necessary in order to handle all line bundles on X in the main theorem (cf. Theorem 2.7).
We denote the universal enveloping algebra of a Lie algebra a by UðaÞ. For each t A Sð1Þ and every n A Z, we define UðgÞ t n :¼ fX A UðgÞ; tðtÞX tðtÞ À1 ¼ t n X for every t A G m ðkÞ G k Â g:
We have UðgÞ ¼ L n A Z UðgÞ t n . For each t-stable subalgebra f of g, we put UðfÞ t n :¼ UðfÞ X UðgÞ t n . Since the t-action on g is semi-simple, we have UðfÞ ¼ L n A Z UðfÞ t n . Every Lie algebra defined in §1.1 satisfies this property.
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Now we introduce our linear algebra data, the category CðSÞ. The most remarkable property of CðSÞ is the (t-) transversality condition.
is a decreasing filtration of V indexed by Z such that:
(1) For each n A Z, F ðnÞ is aP P t ÂZ ZðGÞ-module via restrictionP P t HG G.
(2) F ðÀnÞ ¼ V and F ðnÞ ¼ f0g for n g 0.
A t-standard filtration F ðÞ is called a t-transversal filtration if, and only if, the following condition holds:
. (Transversality condition) For every n; m A Z, we have Uðu t À Þ t m F ðnÞ H F ðn þ mÞ:
Definition 1.6. Let V be a finite dimensional vector space. A family of linear subspaces fU l g l A L forms a distributive lattice if, and only if, there exists a basis B of V such that B X U l is a basis of U l for every l A L.
For a category Z, we denote the class of objects of Z by ObZ. Also, for every X; Y A ObZ, we denote the set of morphisms of X to Y by Hom Z ðX; YÞ. (Objects) We define ObCðSÞ l c as pairs À V ; fF t ðÞg t A Sð1Þ Á such that the following three conditions hold:
(1) V is aG G ÂZ ZðGÞ-module.
(2) For each t A Sð1Þ, F t ðÞ is a t-standard filtration of V .
(3) For each s A S, a family of subspaces fF t ðnÞg t A sð1Þ; n A Z of V forms a distributive lattice.
Let CðSÞ c be the full-subcategory of CðSÞ l c obtained by replacing condition (2) by the following stronger condition:
For simplicity, we may write (Morphisms) For
for every n A Z and every t A Sð1Þ;
ðRÞ ff ðV 1 Þ; fF t 2 ðnÞg t A sð1Þ; n A Z g forms a distributive lattice for every s A S: É
We regard CðSÞ as a fullsubcategory of CðSÞ l .
1.4. The category EV(S) and the map X. For a G-variety Y , we denote the category of G-equivariant coherent sheaves on Y by Coh G Y . . (Morphisms) We define the morphisms of EV ðSÞ c as the morphisms ofG G ÂG Gequivariant coherent O X ðSÞ -modules. We define the morphisms of EV ðSÞ as morphisms in EV ðSÞ c such that both their kernel and cokernel exist in EVðSÞ. We call a morphism of EV ðSÞ a (G G ÂG G-equivariant) vector bundle morphism.
Remark 1.11. The category EVðSÞ c introduced above contains the category EV ðX Þ ¼ EV À X ðSÞ Á in the introduction as a fullsubcategory.
We denote the total space of aG G ÂG G-equivariant vector bundle E by V ðEÞ.
Definition 1.12. For eachG G Â G-equivariant vector bundle E, we define a pair XðEÞ as follows:
Here BðEÞ and F t ðnÞ are vector spaces such that:
Kato, Equivariant vector bundles . BðEÞ :¼ E n X kðeÞ is the identity fiber of E.
for every t A Sð1Þ and every n A Z.
In particular, F t ðÞ is a decreasing filtration of V for each t A Sð1Þ.
A refinement of X gives an equivalence of EV ðSÞ c to CðSÞ c in §4.
Foundational results
2.1. Preliminaries. . (Objects) We define ObCðS; wÞ c and ObCðS; wÞ by
. (Morphisms) We consider CðS; wÞ; CðS; wÞ c , and CðS; wÞ l c as full-subcategories of CðSÞ; CðSÞ c , and CðSÞ l c , respectively.
We have an analogous decomposition to that of Corollary 2.4 for CðSÞ c . Until Lemma 2.8, we assume that X is complete. In vector bundle case, a naive extension of Theorem 2.7 is false. For an arbitrary irreducibleG G-module V of dimension f 2, V Â X has at least threeG G ÂG G-equivariant vector bundle structures. One is given by
of trivial line bundles. The others are given by
We denote theG G ÂG G-equivariant vector bundles (2.1.1) and (2.1.2) by V n O X and O X n V , respectively. Moreover, we also write V n L and L n V for their twist by ã G G ÂG G-equivariant line bundle L.
Hence, to obtain a proper analogue of Steinberg's theorem for vector bundles, we must impose some auxiliary condition.
Then, theG G ÂG G-equivariant structure of E is given by the restriction of that of F. r Corollary 2.9. Let E be a vector bundle on X. If we fix a compatible ðG G ÂG G; k½GÞmodule structure on EðGÞ ð¼ GðG; EÞÞ, then theG G ÂG G-equivariant vector bundle structure on E is unique if it exists. r Let f0g be the fan consisting of a unique cone f0g H X Ã ðTÞ R . Lemma 2.10. We have an equivalence of categories Ind : Cðf0gÞ ! G EV ðf0gÞ. Its inverse functor is given by the restriction to the fiber at e.
Proof. We have X ðf0gÞ ¼ G. In particular, X ðf0gÞ is a homogeneous space under G G ÂG G-action. Its isotropy group at e is isomorphic tõ G G ÂZ ZðGÞ C ðg; hÞ 7 ! ðg; ghÞ AG G ÂG G:
By definition, the set of one-dimensional cones of f0g is an empty set. Hence, we have Cðf0gÞ G RepG G ÂZ ZðGÞ. Thus, the desired equivalence is standard (cf. Chriss and Ginzburg [10] , 5.2.16). r Lemma 2.11. Assume that X ¼ G (i.e. S ¼ f0g). Let Ind be as in Lemma 2.10. Then, we have
Here l is the image of l inZ ZðGÞ 4 as in §1.2.
Proof. As aG G ÂZ ZðGÞ-module, we have V l n O X n X kðeÞ G V l n k. Hence, we have the first isomorphism. Next, we prove IndðV l n kÞ G Indðk n l À1 Þ n V l to complete the proof. k n l À1 is trivial as aG G Â 1ðHG G ÂZ ZðGÞÞ-module. Thus, we have aG G Â 1-module isomorphism À Indðk n l À1 Þ n V l Á n X kðeÞ G V l . Here the action of 1 ÂZ ZðGÞ HG G ÂZ ZðGÞ is the right action. This action is trivial sinceZ ZðGÞ acts by Àl þ l ¼ 0. As a result, we have IndðV l n kÞ G Indðk n l À1 Þ n V l . r 2.1.3. Equivariant divisors. In this section, we introduce and explain the notion of equivariant divisors. First, we present their definition. Recall that O s is the closure of the G Â G-orbit of X corresponding to s A S.
and only if, we have n t 1 f n t 2 for every t A Sð1Þ. Moreover, D 1 is said to be su‰ciently large if, and only if, n t 1 g 0 for every t A Sð1Þ.
Before we exploit some properties of equivariant divisors, we need a result.
Lemma 2.13. There exists a fan S þ such that X ðS þ Þ is a complete regular embedding of G which (equivariantly) contains X ðSÞ.
Proof. By the theory of spherical embeddings, we have a G Â G-equivariant complete embedding Y of G which contains X ðSÞ (cf. [19] ). Then, we successively blow-up along the singular locus (which is G Â G-stable) to obtain a regular embedding. Now Theorem 1.2 gives the result. r
We fix one S þ of Lemma 2.13 hereafter. (1) For each s A SðrÞ, the restriction map
is an injection.
(2) We have the following short exact sequence:
Here Pic 1ÂG G is the 1 ÂG G-equivariant Picard group. Moreover, the image of k determines the right 1 ÂZ ZðGÞðHG G ÂZ ZðGÞÞ-module structure of the identity fiber.
Remark 2.15. The origin of Theorem 2.14 is somewhat complicated. If G is an adjoint semisimple group and X is complete, the above formulation is essentially due to Bifet [4] . For another extreme of our scope, namely toric varieties, the description of the equivariant Picard group is a corollary of Klyachko's theorem [18] . In the meantime, Brion [6] established a general description of Picard groups using B Â B À -orbits. Hence, Theorem 2.14 is essentially a corollary of his result (but not a direct consequence). Anyway, since the author could not find a proper reference to this form of the theorem, we provide a proof.
For the proof of Theorem 2.14, we need some preparation.
The following is a modification of Strickland's Theorem [30] , 2.4 to our setting. It is easily deduced from [30] , 2.4 by twisting a character ofT T 0 ÂT T 0 .
Recall the morphism p : X ðSÞ ! X 0 introduced in Theorem 1.2.
Next, we review the Key Proposition of [18] . 
exists in E Â TðsÞ if, and only if, ht; li e Àn.
Proof of Theorem 2.14. First, we prove (1). We restrict our attention to TðSÞ. Let ft 1 ; t 2 ; . . . ; t r g be the Z-basis of X Ã ðTÞ which spans s. Let fm 1 ; m 2 ; . . . ; m r g be its dual basis (i.e. ht i ;
Moreover, by the definition of the coordinate ring of toric varieties [23], 1.2, we have O X ðD t i Þ n X kðx s Þ ¼ m i asT T-module for each 1 e i e r. As a result, the image of D t i under 
By a theorem of Rosenlicht, we have
Hence, (1) yields a t ¼ 0 for every t A Sð1Þ. Therefore, we have a short exact sequence
We have Pic 1ÂG G G GZ ZðGÞ 4 . By restricting the above short exact sequence to X ðSÞ, we obtain (2) and the assertion about k. r By Theorem 2.14, the pullback of the line bundle L l defined in Theorem 2.16 corresponds to an element D l of Pic 1ÂG G X ðSÞ. We denote theG G ÂG G-equivariant line bundle p Ã L l by L l (when we want to stress characters) or O X ðD l Þ (when we want to stress divisors).
ht; liD t in Pic 1ÂG G X ðSÞ n Z Q. In particular, the RHS is an element of Pic 1ÂG G X ðSÞ.
Proof. First, we consider the case S ¼ S þ . We use the same notation as in the proof of Theorem 2.14 (1) ht; liD t A Pic 1ÂG G X ðsÞ. We have the following exact sequence of free Zmodules:
X Ã ðT TÞ is injective by Theorem 2.14 (1) and the above arguments. As a result, we conclude
For eachG G ÂG G-equivariant line bundle L, n X L yields the following category (auto-) equivalence. Proof. By Theorem 2.14 (2), we have aG G ÂG G-equivariant line bundle L such that kðLÞ ¼ x À w. Hence, the result follows from the fact that n X L yields an autoequivalence of EV ðSÞ c and the definition of EV ðS; wÞ c . r 2.2. Redefinition of the functor X. In this subsection, we rewrite the definition of the functor X in order to handle subtle behaviors at the boundaries. Main ingredients in this subsection are the introduction of another functor X 0 (Definition 2.26 and Definition 2.28), the proof of X ¼ X 0 (Proposition 2.30), and a description of X (Proposition 2.35).
2.2.1.
Bounding an equivariant bundle by standard ones.
Proof. There exists aG G-module Z such that we have Z n k G E 1 n X kðeÞ as G G ÂZ ZðGÞ-modules (cf. Lemma 2.10). Then, we have Z n O G G E 1 j G by Lemma 2.11. By looking at 1 ÂZ ZðGÞ-action, we have GðG; such that BðEÞ G BðFÞ asG G-modules. Then, we can take the intersection E X D 0 F of E and F asG G ÂG G-equivariant coherent subsheaves of BðEÞ D 0 for a su‰ciently large equivariant divisor D 0 . Moreover, we have the following commutative diagram of G G ÂG G-equivariant coherent sheaves:
Proof. We have an embedding E ,! BðEÞ D 0 asG G ÂG G-equivariant coherent sheaves by Corollary 2.23. By the isomorphism BðEÞ G BðFÞ, we also have an embedding F ,! BðEÞ D 0 asG G ÂG G-equivariant coherent sheaves. Hence, we can take their intersection. Here, E X D 0 F is aG G ÂG G-equivariant coherent subsheaf of BðEÞ D 0 because thẽ G G ÂG G-equivariant structure of BðEÞ D 0 preserves both E and F by Lemma 2.8. By Corollary 2.22, everyG G ÂG G-equivariant embedding BðEÞ Ã n O X ðÀDÞ ,! E 4 (resp. F 4 ) factors through BðEÞ Ã n O X ðÀD 0 Þ ,! E 4 (resp. F 4 ). By taking their dual, we obtain the second assertion. r Remark 2.25. From now on, we freely use the notion of the intersection of twõ G G ÂG G-equivariant vector bundles in the sense of Lemma 2.24. Notice that such an intersection is defined if, and only if, we specify an isomorphism between identity fibers (as G G ÂZ ZðGÞ-modules) and a su‰ciently large equivariant divisor.
2.2.2.
Redefinition of X. Now we redefine the map X introduced in §1.4. We first introduce another map X 0 and prove X ¼ X 0 at Proposition 2.30. At the same time, we extend the definition of the map X to the whole of ObEVðSÞ c . Definition 2.26 (X 0 for EV ðS; 1Þ c ). For each E A ObEV ðS; 1Þ c , we define a pair
by the following rules:
. BðEÞ :¼ E n X kðeÞ as aG G ÂZ ZðGÞ-module. (By assumption, the 1 ÂZ ZðGÞ-action is trivial.)
. For each t A Sð1Þ, let f t : BðEÞ n O X ! BðEÞ n kðx t Þ be the residual map at x t .
Then we define
for every n A Z and a su‰ciently large equivariant divisor D.
We call this map X 0 . Here the existence (and the stability) of intersections with respect to D is guaranteed by Lemma 2.24. By fixing an isomorphism kðeÞ G kðx t Þ, we have an inclusion 0 F t ðn; EÞ H BðEÞ for every t A Sð1Þ and every n A Z.
Remark 2.27. The isomorphism kðeÞ G kðx t Þ in Definition 2.26 looks like quite artificial. However, since we deal with only vector spaces, we cannot detect the diagonal G maction for each vector space. If X is complete, we can use the space of the global sections of BðEÞ n O X to canonicalize kðeÞ G kðx t Þ.
For a rational number x; bxc denotes the maximal integer which does not exceed x. 
Using the above decomposition, we define a pair X 0 L ðEÞ as the direct sum
Á determined by the following rules:
. BðE i n X L l i Þ :¼ BðE i Þ n ðk n l i Þ as aG G ÂZ ZðGÞ-module. . For each t A Sð1Þ, let f i t : BðE i Þ n O X ! BðE i Þ n kðx t Þ be the residual map at x t . Then, we define
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We have an inclusion
BðE i n X L l i Þ ¼ BðEÞ for every t A Sð1Þ and every n A Z.
. . .g and L 2 ¼ fl 1 ; l 2 ; . . .g be two choices of L. By changing the numbers of the elements of L 1 , we can assume l i À l 0 i A X Ã ðTÞ for every 1 e i e h. We put L i :¼ fl 1 ; l 2 ; . . . ; l i ; l 0 iþ1 ; . . .g. Then, it su‰ces to check the assertion X 0
for an arbitrary 0 e i e h. For each l A X Ã ðTÞ, we have ht; li A Z for every t A Sð1Þ.
ht; l 0 i À l i iD t is an equivariant divisor by Lemma 2.19. As a consequence, we have
for every t A Sð1Þ by the construction of Definition 2.28. Therefore, Definition 2.28 does not depend on the choice of l i . r
Now we come to one of the main results of this subsection.
Proposition 2.30. For each E A ObEV ðS; 1Þ c , we have X 0 ðEÞ G XðEÞ as vector spaces equipped with families of filtrations.
Proof. Let t A Sð1Þ. The definition of F t ð; EÞ ( §1.4) makes sense if we restrict ourselves to TðtÞ. Thus, we restrict our attention to TðtÞ. Ej TðtÞ is isomorphic to E Â TðtÞ for some T-module E by Theorem 2.18 (1) .
m. Then, Definition 2.26 turns into the following: Let f 0 t : R ! kðx t Þ and f 0 e : R ! kðeÞ be the residual maps at x t and e, respectively. We define f t :¼ id n f 0 t : E 0 n R ! E 0 n kðx t Þ and f e :¼ id n f 0 e : E 0 n R ! E 0 n kðx e Þ. We have an isomorphism E n kðx t Þ G E n kðeÞ induced from the constant section Hence, we have F t ðn; EÞ H E n R n R kðeÞ G E 0 n R n R kðeÞ for every n A Z. In this setting, we have
By comparing term by term, we conclude 0 F t ðn; EÞ ¼ F t ðn; EÞ as subspaces of the identity fiber E 0 n kðeÞ for each t. r
Thanks to Proposition 2.30, we do not need to distinguish X and X 0 . Thus, we consider X 0 L in Definition 2.28 to be the primary definition of X hereafter because it prolongs the original X in §1.4 and is independent of the choice of L by Lemma 2.29.
2.2.3.
Making X into a functor. In the definition of X in §1.4, we only need the closure of ð1 Â TÞe (inside X ðSÞ) to define F t . As a consequence, our definition of X coincides with the composition of the restriction to TðSÞ and Klyachko's functor [18] , 0.1. Therefore, we obtain the following from Klyachko's description [18] Proof. By Definition 2.28, it su‰ces to prove the assertion for ObEV ðS; 1Þ c . By Lemma 2.24, EðÀnH t Þ X D BðEÞ n O X is aG G Â G-equivariant O X -module for a su‰ciently large equivariant divisor H. Thus, its fiber at x t admits an action of the stabilizer at x t . Hence, F t ðn; EÞ is aG G t -submodule of BðEÞ. By the definition of h d , we haveP P t ¼L L t U t þ ,! h dL L t ðU t þ Â 1Þ HG G t . By Lemma 2.11, theP P t ¼L L t U t þ -action on BðEÞ ðG BðEÞ n O X n X kðx t ÞÞ coincides with the action of stabilizer h dP P t on BðEÞ ðG BðEÞ n O X n X kðeÞÞ (notice that we have fixed an isomorphism kðeÞ G kðx t Þ in Definition 2.26). r Lemma 2.34. Let E 1 ; E 2 A ObEVðSÞ c and let f : E 1 ! E 2 be a morphism of EV ðSÞ c . Then, we have aP P t ÂZ ZðGÞ-module morphism f 0 : F t ðn; E 1 Þ ! F t ðn; E 2 Þ such that the morphism of their ambient spaces f 0 : BðE 1 Þ ! BðE 2 Þ is obtained by the specialization of f at e for every t A Sð1Þ and every n A Z.
Proof. By Definition 2.28 and Corollary 2.4, it su‰ces to prove the assertion for ObEVðS; 1Þ c . We have a natural morphism f 0 : BðE 1 Þ ! BðE 2 Þ induced by f . We have
Let D be a su‰ciently large divisor. By Lemma 2.21
and Corollary 2.22, we have aG G ÂG G-equivariant inclusion GðG;
Enlarging D if necessary, we have the following commutative diagram ofG G ÂG Gequivariant coherent sheaves by Corollary 2.23:
Here we can take the intersection of
Applying f t (in Definition 2.26) to both sides, we obtain aG G t -module morphism F t ðn; E 1 Þ ! F t ðn; E 2 Þ because all sheaves and morphisms in the above diagram areG G ÂG Gequivariant. Hence, we obtain the result from the same argument as in the proof of Lemma For each nonzero morphism of EV ðSÞ c , its restriction to G is nontrivial since a locally free O X -module cannot contain a torsion submodule. Then, it induces a nontrivial morphism between the identity fibers by Lemma 2.10. Hence, X must be faithful. r 3. Actions and toric slice 3.1. Toric decomposition. Here we develop a method to studyG G Â G-equivariant vector bundles via the study of equivariant vector bundles of a certain one-dimensional toric variety.
3.1.1. Reduction to A 1 . First, we fix an arbitrary one-dimensional cone t of S. We define A t :¼ G t m e H TðSÞnfx Àt g. We have A t ¼ G t m W fx t g (as sets) and A t G A 1 (as G t m -toric varieties). By Theorem 1.3, we have an open embedding B À :A t :B ,! X ðSÞ. Hence, we have the following composition of faithful functors
where the second functor is the composition of the restriction (cf. [ 
Here h d ðL L t Þ acts on BðEÞ as a subgroup ofG G viaL L t HG G and acts on t trivially. G t m acts on BðEÞ trivially and acts on t by weight one.
Proof. By Corollary 2.23, all we have to do is to check the compatibility with respect to the group actions. Since h d ðL L t Þ fixes A t pointwise, it acts on t trivially (cf. §1.2). By the definition of BðEÞ n O X ( §2.1.2), h d ðL L t Þ acts on BðEÞ asL L t HG G and G t m acts on BðEÞ trivially. Since x t is a limit of t:e with t ! 0 in G t m , G t m acts on t by degree one. r Corollary 3.2. Let E A ObEV ðS; 1Þ c . Let N be an integer. Then, we have
EÞ n kt Àn as h d ðL L t ÞG t m -submodules of BðEÞ n t ÀN k½t for a su‰ciently large equivariant divisor D. In particular, the RHS is the G t m -isotypical decomposition.
Proof. By Lemma 3.1, G t m acts on
BðEÞ n kt n H BðEÞ n t ÀN k½t ¼ G À A t ; BðEÞ ND t j A t Á by degree n. Thus, we have the G t m -isotypical decomposition
BðEÞ n kt Àn :
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as a compatible ðG t m ; k½tÞ-submodule for M g 0. Hence, we have the G t m -isotypical decomposition
Since the latter is k½t-free, 0 F t ð; EÞ is a decreasing filtration of BðEÞ. If t 3 x A Sð1Þ, then twisting by D x has no e¤ect on coherent sheaves on A t . Moreover, twisting D t is equivalent to multiplying t À1 . Thus, we have
as vector subspaces of BðEÞ by Definition 2.26. (Here we put
as compatible ðG t m ; k½tÞ-modules. By Lemma 2.33, each inclusion F t ðn; EÞ ,! BðEÞ is a h d ðL L t Þ-module inclusion. r For aG G-module V , we define the formal loop space V t ½t of V with respect to t A Sð1Þ as follows:
Here t; t À1 , and V n k generates V t ½t .
Definition 3.3. We define the category BðSÞ t as follows:
. (Objects) Triples ðR; V ; iÞ such that:
For simplicity, we may also denote it by ðR H V t ½t Þ.
. (Morphisms) We define the morphism by the following commutative diagram of
A ObBðSÞ t :
Here
For each E A ObEV ðS; 1Þ c , we define an object r t y ðEÞ A ObBðSÞ t as follows:
Here D is a su‰ciently large equivariant divisor which depends on E (cf. Lemma 2.24). We work under the same settings as in §3.1.1. In particular, t A Sð1Þ. Here, we compute r t y for two kinds ofG G Â G-equivariant vector bundles. The description of the first series ofG G Â G-equivariant vector bundles is a direct consequence of the definition.
Proof. It is a direct consequence of Corollary 3.5. r
To describe our second series ofG G Â G-equivariant vector bundles, we need a preparation.
Definition 3.8. Let l be a dominant weight. Let v Ã w 0 l be a highest weight vector of V Àw 0 l (cf. §1.1). We define We call this filtration the maximal filtration of theG G ÂZ ZðGÞ-module V l n k.
Let V be a finite dimensional rationalG G-module. We denote its (G G-) irreducible decomposition by L m V ln m m . Then, we define
We call this filtration the maximal filtration of theG G ÂZ ZðGÞ-module V n k. It is independent of the choice of an irreducible decomposition of V .
Taking account the weight decomposition of V and Definition 1.6, we see that F t max ð; V Þ is an t-transversal filtration.
Now we can state and prove the description of our second series ofG G Â G-equivariant vector bundles.
Proof. We have L Àw 0 l A ObEV ðS; Àw 0 lÞ c by Theorem 2.16 and the definition. Thus, we have L Àw 0 l n V l A ObEV ðS; 1Þ c . We compute the boundary behavior as in §1.4 via Proposition 2.30 for each direction. We choose an arbitrary t A Sð1Þ. By the remarks at the beginning of §3.1.1, we restrict ourselves to ðL Àw 0 l n V l Þj A t . By Theorem 2.18 (1), we have
as G t m -equivariant vector bundles on A t . Therefore, we have First, we prove a simple special case. 
Proof. We prove by induction on p. We have E 1 X H BðE 1 Þ pD t ¼ E 2 X H BðE 1 Þ pD t for every su‰ciently small integer p. By assumption, we have O t ¼ O t . Hence, everỹ G G Â G-equivariant O X ðtÞ -module annihilated by O X ðtÞ ðÀD t Þ is aG G Â G-equivariant vector bundle on O t . In particular, it is determined by its fiber at x t . Suppose
Then, we have the following commutative diagrams:
is uniquely determined by the inclusions s p and u.
Proof of Claim. The preimage of Q pþ1 ðE 1 Þ under j p i is uniquely determined in BðE 1 Þ ð pþ1ÞD t . By standard homological algebra (cf. Rotman [26] , , the ambiguity of extension is given by a morphism We fix an arbitrary t A Sð1Þ.
Left actions.
Definition 3.13. For eachG G-module V , we introduce a left u t þ -action L t on V t ½t as follows:
for every X A u t þ . We extend it to a left g-actionL L t on V t ½t as follows:
for every X A g. Proof. Since the construction of F t ðÞ factors through A t , this is a rephrasement of Lemma 2.33 and Corollary 3.5. r
Right action.
Here we introduce a u t À -action on BðÞ t ½t which is compatible with the natural u t À -action on the fiber of O X n BðÞ at x t . What we do here is only to switch from left to right in the definition of L t . However, this is little complicated because our description heavily relies on Definition 2.26, where we choose BðÞ n O X as the stan-dardG G Â G-equivariant vector bundle (its alternative was O X n BðÞ).
We define t G m to be the image of ðt Â 1Þ :
In particular, tG G m acts on V t ½t . Fix a set of representatives fl 1 ; l 2 ; . . . ; l h g ofZ ZðGÞ 4 in X Ã ðT TÞ. Then, we define RðEÞ for each E A ObEVðS; 1Þ c as follows: 
Lemma 3.15. For every E A ObEV ðS; 1Þ c , there exists a section s : RðEÞj x t ,! BðEÞ t ½t which yields the following tG G m -isotypical decomposition:
Proof. We have the residual map c R t ðlÞ : ðL Àw 0 l n V l Þj A t ! ðL Àw 0 l n V l Þj x t . By Proposition 3.9, we have an inclusion (of tG G m -modules)
Here the image of s l is contained in a tG G misotypical component since ðL Àl i n V l Þj x t is of the form l ldim V l i regarded as a representation of tG G m . Moreover, the image of s l generates ðV l Þ t ½t as a k½t; t À1 -module.
Let f R t : RðEÞ ! RðEÞj x t be the residual map. It factors through
We define a tG G m -module inclusion RðEÞj x t ,! s V t ½t as
Since we have ht; w 0 l À l i i A Z for every t A Sð1Þ, the above construction is well-defined. s is a sum of the inclusions of the form s l with t-twist. Hence, the image of s generates V t ½t as a k½t; t À1 -module. By the above construction, the image of s i is contained in a tG G misotypical component. Therefore, the image of s i forms a tG G m -isotypical component sincẽ Z ZðGÞ Â 1 acts on the various Im s i by distinct characters. r
Since RðEÞj x t has a natural u t À -action induced from ð1 Â U t À Þ HG G t , we can introduce a u t À -action on the image of s. 
for every n A Z. This is aP P Àt -submodule of BðEÞ by a similar argument as in the proof of Lemma 2.33 via the same isomorphism kðeÞ G kðx t Þ as in Definition 2.26. Then, we have Theorem 3.18. Let a be a root of g such that e a A u t À (i.e. ht; ai < 0Þ. Then, the right u t À -action R t ðe a Þ of e a is written as
whereL L t is the left g-action and c is a non-zero constant.
We first prove our main result (Proposition 3.12) by assuming Theorem 3.18. Let a be a root such that e a A u t À . By Corollary 3.17, R t ðe a Þ must preserve r t y ðEÞ in BðEÞ t ½t . By Theorem 3.18, it su‰ces to check whether the composition of theL L t ðe a Þ-action and multiplying t Àht; ai preserves r t y ðEÞ or not. Then, to preserve r t y ðEÞ, we must have ð1 n t Àht; ai Þ:e a F t ðn; EÞ n kt Àn H F t ðn þ ht; ai; EÞ n kt ÀnÀht; ai : This is the t-transversality condition. Hence, we have proved the result for t. Since t is an arbitrary one-dimensional cone, we obtain the result. r
Before the proof of Theorem 3.18, we need some preparations. We define two fullsubcategories L and R of EV ðS; 1Þ c as follows:
We put V R l :¼ L Àw 0 l n V l for each l A X Ã ðT TÞ. L is a rigid tensor category (cf. Deligne-Milne [13] ) by the usual tensor product over O X . Lemma 3.19. There exists a tensor structure n 0 on R which makes R a rigid tensor category which is equivalent to RepG G.
Proof. Since R is semisimple as an abelian category, it su‰ces to construct tensor products for each pair of irreducible objects. For each dominant weights l; g, we write an irreducible decomposition of V l n V g by
Again by semisimplicity, we can twist the above direct sum decomposition isotypical componentwise. We have
We twist the component L 4 w 0 ðlþgÞ n V lm e l; g e by L 4 w 0 ðeÀlÀgÞ . Notice that we have ht; w 0 ðe À l À gÞi A Z for every t A Sð1Þ. In particular, D Àw 0 ðeÀlÀgÞ is an equivariant divisor. Hence, defining the twisted tensor product n 0 by
ðV R e Þ lm e l; g yields the result. r
Hence, we obtain two di¤erent rigid tensor categories L and R which are equivalent to RepG G. We denote their images under r t y byL L t andR R t , respectively. Then, we have the following:
for every E; F A ObEV ðS; 1Þ c , and Kato, Equivariant vector bundles By the above formulas, we equipL L t andR R t with tensor products n 0 and n 0 0 that arise from n X and n 0 , respectively. We also define a tensor product n 0 of BðSÞ t by À
A ObBðSÞ t . This tensor product coincides with the tensor product of EVðS; 1Þ c via r t y . Therefore, it is an extension of n 0 inL L.
Proof of Theorem 3.18. Exponential exp R t ðe a Þ of R t ðe a Þ acts on any object ofR R t and commutes with the tensor product n 0 of two elements ofR R (in BðSÞ t ). By construction, the right u À -action commutes with t-twists. Hence, exp R t ðe a Þ-action commutes with the tensor product n 0 0 ofL L. We define a twisted right u t À -action on formal loop spaces by the following:
Here, the weight of this endomorphism of V t ½t with respect to G t m -action is zero. Thus, Rðe a Þt ht; ai preserves r t y ðV n O X Þ. Hence, it operates on objects ofL L compatibly with n 0 . Moreover, its image under the residual map
½t nontrivially. c t commutes with the decomposition rule of the tensor category RepG G. Hence, c t is a fiber functor ofL L.
Here exp À sRðe a Þt ht; ai Á commutes with c t for every s A k. Thus, exp À sRðe a Þt ht; ai Á defines some element ofG G (as an automorphism of V n kðx t Þ for every V A RepG G) by [13] , II, Prop. 2.8. Hence, its derivative Rðe a Þt ht; ai defines some element of g. The weight of Rðe a Þt ht; ai is a by h d ðT TÞ-action. Moreover, every root space of a reductive Lie algebra is one-dimensional. Therefore, Rðe a Þt ht; ai must operate as a nonzero constant multiple of L L t ðe a Þ. r Remark 3.20. The term ''tensor category'' in [13] (and this paper) is the same as ''symmetric tensor category'' in the standard notation after the invention of quantum groups (cf. Bakalov and Kirillov [2] ).
Main theorem
Now we can state our main result as follows: Here e a is a root vector of g and we put
ke a , then the corresponding vector bundle is the ''logarithmic'' tangent bundle of X along the reduced union of boundary divisors (cf. Bien-Brion [3] ).
. In this case, the only nontrivial (partial) compactification of PGL 2 is the projectification PðM 2 Þ of the set of two by two matrices M 2 , which is the wonderful compactification. Here, we haveG G ¼ SL 2 . Moreover, SL 2 Â SL 2 -action on PðM 2 Þ factors through the following action:
We have a unique boundary divisor D of PðM 2 Þ described as the zeros of the determinant. Let a be a unique positive root of PGL 2 and let $ be the unique fundamental coweight of PGL 2 .
For a SL 2 -module V , we have theT T-isotypical decomposition V ¼ L l A X Ã ðT TÞ V l . In this case, we define the character ch V of V as ch V :¼ P
Let E be a SL 2 Â SL 2 -equivariant vector bundle on X such that E n X kðeÞ G sl 2 n k as SL 2 Â Z=2Z-modules. By Theorem 4.1, we can classify such SL 2 Â SL 2 -equivariant vector bundles in ObCðS 0 Þ. We have XðEÞ G À sl 2 n k; F $ ðÞ Á . Then, we have the following classification by the transversality condition of Definition 1.5.
Every object in CðS 0 Þ with the form À sl 2 n k; F $ ðÞ Á is given by one of the following four objects up to degree shift: We say a SL 2 Â SL 2 -equivariant vector bundle E on PðM 2 Þ is irreducible, if there exists no proper SL 2 Â SL 2 -equivariant vector subbundle in EVðS 0 Þ. Applying the inverse functor of X, we obtain:
Every irreducible rank three SL 2 Â SL 2 -equivariant vector bundle on P 3 is isomorphic to sl 2 n O X , O X n sl 2 , TX , or T Ã X up to line bundle twist.
Similarly, we can prove that the number of isomorphism classes of irreducible SL 2 Â SL 2 -equivariant vector bundles of rank n on P 3 is just 2 nÀ1 up to line bundle twist.
Remark 4.4 (Tensor structures). All categories in Theorem 4.1 have natural tensor products. In fact, X is a tensor functor when we restrict to EV ðS; 1Þ c or EVðS; 1Þ. However, due to our presentation of the category C; X does not preserve natural tensor products in general.
We postpone the proof of our main theorem until §4.2 since we need the inverse functor F : CðSÞ c ! EV ðSÞ c in order to prove Theorem 4.1.
Construction of the inverse functor.
In this subsection, we construct an inverse functor F of X. To achieve this, we construct someG G Â G-equivariant vector bundle from a given object À V ; fF t ðÞg Á of CðS; 1Þ c . Then, there exists aG G Â G-equivariant vector bundle F t ðAÞ with the following properties:
for a su‰ciently large integer N.
Moreover, for each B :
1Þ c which satisfies Å, we have a natural inclusion Hom CðSÞ c ðA; BÞ ,! Hom EV ðSÞ c À F t ðAÞ; F t ðBÞ Á :
For aG G-module V , we define a filtration F null ð; V Þ of V indexed by Z as follows:
This is clearly a t-transversal filtration for every t A Sð1Þ.
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For every A ¼ À V ; fF t ðÞg Á A ObCðS; 1Þ c and every t A Sð1Þ, we define
A t satisfies the assumption of Proposition 4.5. We put D 0 :
Here we assume that M is a su‰ciently large integer and drop the su‰ciently large equivariant divisor D needed to define the intersection (Lemma 2.24) by letting D ¼ MD 0 . We use this convention throughout this subsection. It is clear that F 1 ðAÞ does not depend on the choice of M. We have F 1 ðAÞj X ðtÞ G F t ðA t Þj X ðtÞ for each t A Sð1Þ.
Proof. What we need to show is that F 1 ÀÀ V ; fF t ðÞg ÁÁ is a vector bundle. We restrict our construction from X ðSÞ to TðSÞ to obtain the corresponding object in Klyachko's category. We fix an inclusion
It induces the corresponding inclusion between the identity fibers. For each s A S, the family of filtrations F null ð; V Þ and fF t ðÞg t A sð1Þ forms a distributive lattice. Hence, they satisfy the condition of Klyachko's category [18] , 1.1. As a result, T t A Sð1Þ 
For each morphism f :
1Þ c , we have a base morphism V ! V 1 . Hence, we have a corresponding morphism f t :
Á t for every t A Sð1Þ. By Proposition 4.5, we have a corresponding morphism
Then, by taking the intersection of both sides compatibly with
we have a corresponding morphism
If f is nontrivial, then its base morphism V ! V 1 is also nontrivial. Hence, f 00 induces a nontrivial morphism. r
For each l A X Ã ðT TÞ, we have a category equivalence l : CðS; 1Þ c ! CðS; lÞ c induced from
For l A X Ã ðTÞ, l yields a category auto-equivalence which corresponds to n X O X ðD l Þ via X (from Lemma 2.19 and Definition 2.28). Hence, we have the following commutative diagram: Similarly, we have a category auto-equivalence l on CðSÞ c for every l A X Ã ðT TÞ as the direct sum of the composition of the inverse of m and l þ m in CðS; mÞ c m CðS; 1Þ c ! lþm CðS; l þ mÞ c for m A X Ã ðT TÞ:
Notice that the above construction is independent of the representative m of m. By the category auto-equivalence l on CðSÞ c , define the category equivalence F l as Summarizing the above, we have the following result. 
Simple case.
Here we prove Proposition 4.5. We fix t A Sð1Þ which is the same as in the statement of Proposition 4.5. First, we recall some notation and prove a preliminary result.
By the description of §1.2, we have O t G ðG Â GÞ=G t . Moreover, the base point 1 Â 1 mod G t corresponds to x t . We denote the Lie algebra of G t by g t . Lemma 4.9. For every E A ObEVðS; 1Þ c , combining h d ðL L t ÞG G t m -action, the left u t þaction, and the right u t À -action, we can introduce a g t -module structure on
which coincides with the natural g t -module structure on E n X kðx t Þ.
Hence, the only nontrivial part is about the left u t þ -action and the right u t À -action. We show that the left u t þ -action and the right u t À -action defined in §3.2 indeed satisfy the above property. For each a; b A h such that e a A u t þ and e b A u t À , we have
r t y ðEÞ is preserved by both the left u t þ -action and the right u t À -action. Hence, for each v A GðA t ; Ej A t Þ, we have ÀL L t ð½e a ; e b Þ n t Àht; aþbi Á v A GðA t ; Ej A t Þ:
We have ht; a þ bi > ht; bi. As a result, the left u t þ -action and the right u t Àaction commute on GðA t ; Ej A t Þ=tGðA t ; Ej A t Þ. Therefore, we can restrict ourselves to h d ðL L t ÞG G t m ðU t þ Â 1Þ. In this case, the assertion is a consequence of Lemma 2.33 and the isotypical decomposition of Corollary 3.5. r Proof of Proposition 4.5. Let N be an integer such that F t ðN À 1Þ ¼ f0g and F t ðÀNÞ ¼ V . By induction on n, we construct aG G Â G-equivariant vector bundle F t n ðAÞ with the following properties (which we call ðKÞ n ):
Here we put F t ðAÞ :¼ F t N ðAÞ. Since ðKÞ N is the same as the conditions of Proposition 4.5, F t ðAÞ has the desired property if such an induction proceeds. We have F t À m; F t ÀN ðAÞ Á ¼ F t ðm þ 2NÞ ¼ 0 for m > ÀN. Thus, F t ÀN ðAÞ :¼ V n O X ðÀND t Þ satisfies the property ðKÞ ÀN .
Then, assuming ðKÞ n , we construct F t nþ1 ðAÞ with the property ðKÞ nþ1 .
We denote coker½F t n ðAÞ ! F t n ðAÞ n X O X ðD t Þ by Q nþ1 ðAÞ. Consider the following short exact sequence ofG G Â G-equivariant coherent sheaves: 0 ! F t n ðAÞ ! F t n ðAÞ n X O X ðD t Þ ! Q nþ1 ðAÞ ! 0: ð4:1:1Þ
Since O X ðÀD t Þ annihilates Q nþ1 ðAÞ, we can regard Q nþ1 ðAÞ as aG G Â G-equivariant vector bundle on D t . To proceed the proof, we need a lemma. Lemma 4.10. We have a natural inclusion of g t -modules
Proof. By Corollary 3.5, we have
Since each term is À h d ðL L t ÞG t m ; L t ; R t ; k½t Á -stable by the induced action from V t ½t , we have the result by Lemma 4.9. r Continuation of the proof of Proposition 4.5. We denote by S 0 nþ1 ðAÞ theG G Â Gequivariant vector bundle on O t whose fiber at x t is isomorphic to the LHS of the Lemma 4.10 as a g t -module. Hence, we have an inclusion ofG G Â G-equivariant vector bundles S 0 nþ1 ðAÞ H Q nþ1 ðAÞj O t . We define aG G Â G-equivariant coherent subsheaf S nþ1 ðAÞ of Q nþ1 ðAÞ as follows:
for every Zariski open set U H D t :
The preimage 0 F t nþ1 ðAÞ of S nþ1 ðAÞ by F t n ðAÞ n X O X ðD t Þ ! Q nþ1 ðAÞ is aG G Â Gequivariant O X -module by the assumption (on F t n ðAÞ) and the construction (of Q n ðAÞ and (4.1.1)).
Since we have 0 F t nþ1 ðAÞ H 0 F t n ðAÞ n X O X ðD t Þ, it follows that 0 F t nþ1 ðAÞ satisfies the condition (1) of ðKÞ nþ1 .
We show that 0 F t nþ1 ðAÞ is a vector bundle in order to check ðKÞ nþ1 . We have a composition Res : CohG GÂG X ðSÞ ! CohB BÂB U À :TðSÞ:U ! G CohT TÂT TðSÞ of restriction functors. Here the second equivalence is a consequence of the local structure theorem (Theorem 1.3). This also implies that aG G Â G-equivariant coherent sheaf on X ðSÞ is a vector bundle if, and only if, its restriction to TðSÞ is a vector bundle. Hence, what has to be proved is:
For each s A S such that t A sð1Þ, 0 F t nþ1 ðAÞj TðsÞ is a vector bundle.
Proof. S nþ1 ðAÞj TðsÞ is isomorphic to the sheaf obtained by replacing U by U X TðsÞ and taking tensor products with O TðsÞ at the RHS of (4.1.2). Since TðsÞ is smooth, we can write TðsÞ :¼ Spec R, where R ¼ k½t; t 2 ; . . . ; t m ; t G1 mþ1 ; . . . ; t G1 r . Here we assume that D t X TðsÞ is defined by t ¼ 0 and each of t; t 2 ; . . . ; t m spans an extremal ray of the dual cone s 4 . By Theorem 2.18 (1), 0 F t n ðAÞj TðsÞ is written as V 0 n R by some 1 Â Tmodule V 0 . We have
Hence, we have
as an R=tR-module. For a vector subspace
Thus, we have
Since this module is R-free, we obtain the result. r
Continuation of the proof of Proposition 4.5. The definition of F t À ; 0 F t nþ1 ðAÞ Á makes sense since 0 F t nþ1 ðAÞ is aG G Â G-equivariant vector bundle. We have
by the comparison with the corresponding extension over TðtÞ via Res.
In other words, 0 F t nþ1 ðAÞ satisfies (2) and (3) of ðKÞ nþ1 . Hence, putting F t nþ1 ðAÞ :¼ 0 F t nþ1 ðAÞ proceeds the induction on n.
We construct a morphism f 0 n : F t n ðAÞ ! F t n ðBÞ by induction on n. For n ¼ ÀN, we put
Assume that we have f 0 n . For each morphism f : A ! B, we have the following associated commutative diagram of compatible À h d ðL L t ÞG t m ; L t ; R t ; k½t Á -modules for all n A Z:
Hence, we have the following commutative diagram arising from the g t -module homomorphism of Lemma 4.9: 
Our construction of F coincides with that of Klyachko's when restricted to TðSÞ. Therefore, the condition (R) of Definition 1.7 yields We have a naturalT T ÂT T-equivariant embedding TðSÞ ,! X ðSÞ. We denote the category ofT T ÂT T-equivariant vector bundles on TðSÞ by EVðSÞ T (to distinguish it from EV ðSÞ, the category ofG G ÂG G-equivariant vector bundles on X ðSÞ). Then, pullback defines a functor rest S : EV ðSÞ ! EV ðSÞ T :
Let CðSÞ T be the category CðSÞ in §1.3 which is obtained by replacing G with T. We define a functor restricting theG G-action to theT T-action by rest 0 S : CðSÞ ! CðSÞ T :
Then, we have X rest S ¼ rest 0 S X since the construction of X in §1.4 is in terms of Torbits of e. Define a full-subcategory CðSÞ À T of CðSÞ T as follows:
Here we regardT T XG G s as a subgroup ofT T ÂZ ZðTÞ.
In this case, we can naturally regard V as aG G s -module with trivialG G s -action. Since the transversality condition of Definition 1.5 is a void condition for a direct sum of trivial G G s -modules, we have the following section of rest 0 S :
sect S naturally gives rise to a functor which we denote by the same letter. Its inverse functor is rest 0 S .
We review the a‰ne local description of Klyachko. Notice that the left T-action and (the inverse of ) the right T-action on TðSÞ are the same since T is commutative. As a result, a T Â T-equivariant vector bundle on TðSÞ is a vector bundle on TðSÞ with two commutative T-equivariant structures. Now we state an analogous statement of Corollary 5.1 in the wonderful setting, which the author does not know any non-equivariant counterpart.
Theorem 5.2. Let G be an adjoint semisimple group and let X ¼ X 0 ¼ X ðS 0 Þ be its wonderful compactification as defined in [11] . Then, aG G ÂG G-equivariant vector bundle E on X splits into a direct sum ofG G ÂG G-equivariant line bundles if, and only if, E n X kðeÞ is trivial as aG G-module.
Proof. We have À V ; fF t ðÞg t A Sð1Þ Á :¼ XðEÞ A ObCðS 0 Þ À T . By assumption, we haveG G s GG G. Hence, V is a direct sum of trivialG G Â 1-modules for each
V w be the isotypical decomposition of V with respect to the 1 Â ZðGÞ-action. By Corollary 2.6, we have À V ; fF t ðÞg t A S 0 ð1Þ Á ¼ L w AZ ZðGÞ 4 À V w ; fF t ðÞ w g t A S 0 ð1Þ Á :
S 0 consists of a unique r-dimensional cone s and its faces. For each w AZ ZðGÞ 4 , we have a basis B s w of V w such that F t ðnÞ w is spanned by a subset of B s w for every t A sð1Þ and every n A Z. Thus, À V ; fF t ðÞg t A S 0 ð1Þ Á A ObCðS 0 Þ À T splits into a direct sum of one-dimensional objects. Sending by F sect S 0 , we obtain the result. r
We formulate corollaries of the above result by using the following well-known result. Lemma 5.3 (Minimal dimension of modules cf. [35] ). Let G be an adjoint simple group. Then, the minimal dimension d G of a nontrivial representation of a simply connected coverG G of G is the following:
Together with Theorem 5.2, we obtain the following Corollary 5.4. Let G be an adjoint simple group and let X ¼ X 0 be its wonderful compactification. Then, everyG G ÂG G-equivariant vector bundle of rank less than d G splits into a direct sum of line bundles.
Since d G is always greater than the rank r ¼ rk G of a simple group G, we have the following Corollary 5.5. Let G be an adjoint simple group and let X ¼ X 0 be its wonderful compactification. Then, everyG G ÂG G-equivariant vector bundle of rank less than or equal to rk G splits into a direct sum of line bundles.
5.2.
Kostant's problem. The first part of this subsection is independent of the other parts of this paper. A general reference for the material in this subsection is the book of Borel-Wallach [5] .
Kostant [20] raised the question of existence of a canonical extension of an equivariant vector bundle on a (complexified) symmetric space to its wonderful compactification. His question is connected to the existence of a vector bundle corresponding to the asymptotic behavior of the minimal K-type of a given unitary representation. More precisely, he seeks an algebraic framework to handle the celebrated Casselman theorem (cf. [5] , Chapter X, Theorem 2.4) about the n 0 -coinvariants of a unitary representation using the boundary behavior of equivariant vector bundles. In our setting, his general conjecture is as follows.
Conjecture 1 (Kostant's problem). Let G 0 be a real reductive linear Lie group, and K 0 its maximal compact subgroup. We fix an Iwasawa decomposition G 0 ¼ K 0 A 0 N 0 of G 0 . Here A 0 is an abelian group which normalizes N 0 . We define G; K; . . . to be the complexification of G 0 ; K 0 ; . . . respectively. Let e A G=K be the point corresponding to ½K A G=K. Then, for each irreducible K-module V which appears as the minimal K 0 -type of a unitary representation of G 0 , we have a G-equivariant vector bundle E V on the wonderful compactification Y of G=K with the following properties:
(1) There exists an isomorphism E V j G=K G G Â K V of G-equivariant vector bundles.
(2) For every v A V G E V n O Y kðeÞ, and every one-parameter subgroup t : G m ! A, the limit value lim t!y tðtÞv exists in the total space V ðE V Þ of E V .
(3) For every G-equivariant vector bundle E on Y with the above two properties, we have a G-equivariant embedding E ,! E V .
Remark 5.6. The wonderful compactification of a symmetric space is an algebraic analogue of the Oshima compactification [24] in the real-analytic setting. Sato [27] described the analogous complex-analytic compactification in the case of adjoint semisimple groups, which coincides with the wonderful compactification in the sense of De Concini-Procesi [11] .
In the rest of this subsection, we assume that X ð¼ X 0 ¼ X ðS 0 ÞÞ is the wonderful compactification of an adjoint semisimple group over C and use the notation and terminology introduced in §1.1 and §1.2.
We define the canonical extension of a G Â G-equivariant vector bundle corresponding to the G-module V on G G ðG Â GÞ=h d ðGÞ as follows. By Lemma 2.10, V n O G is the only G Â G-equivariant vector bundle on G whose identity fiber is isomorphic to V (as a Gmodule). Let V ¼ L l A X Ã ðTÞ V l be the T-isotypical decomposition of V .
Kato, Equivariant vector bundles
Then, we define the canonical filtration of V with respect to $ A S 0 ð1Þ as follows:
V l H V for each n A Z:
We regard V as aG G ÂZ ZðGÞ-module via natural surjection.
Lemma 5.7. For each G-module V, À V ; fF $ can ð; V Þg $ A S 0 ð1Þ Á is an object of CðSÞ.
Proof. Since F $ can ðn; V Þ is a direct sum of T-isotypical components for every $ A S 0 ð1Þ, fF $ ðnÞg $ A S 0 ð1Þ; n A Z clearly forms a distributive lattice. Moreover, it is a p $stable decreasing filtration since p $ V l H L 
This is a G Â G-equivariant vector bundle on X which is isomorphic to V n O G when restricted to G. Since G Â G is the complexification of a complex group G regarded as a real group, Gð¼ ðG Â GÞ=h d ðGÞ) is a symmetric space. Here the group is G Â G and its (complexified) Cartan involution Q swaps its first and second factor. Iwasawa's abelian subgroup is defined as the exponential of the maximal abelian subalgebra in the set of semisimple elements of À1-eigenpart of the induced Q-action on g l g. Thus, in our case, it is the antidiagonal embedding of the torus T into G Â G defined by t 7 ! ðt; t À1 Þ. Let a : T h X be the action coming from T Â G C ðt; gÞ 7 ! t:g:t A G. By the above arguments, this is the (complexified) action of Iwasawa's abelian subgroup.
Now we present an answer to Kostant's problem in this case.
Theorem 5.8. For every G-module V ; E V satisfies the following properties:
(1) E V n X kðeÞ G V n k as aG G Â ZðGÞ-module.
(2) For every v A E V n X kðeÞ, there exists a limit value lim t!0 aðtÞv in VðE V Þ, the total space of E V .
(3) Let E be another G Â G-equivariant vector bundle with the above two properties. Then, we have a G Â G-equivariant inclusion E ,! E V . In other words, E V is maximal among the G Â G-equivariant vector bundles with the above two properties.
Proof. (1) follows from the definition of E V . Since the a-action preserves TðS 0 Þ, we restrict our attention to TðS 0 Þ. Let $ A S 0 ð1Þ. G m acts on O X ðD $ Þ n X kðx $ Þ via a $action by degree À2. For each weight l of V , V l n O X j TðS 0 Þ is a T Â T-equivariant vector subbundle of V n O X j TðS 0 Þ . G m acts on V l n O X j TðS 0 Þ n O TðS 0 Þ kðx $ Þ via a $-action by
