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DAMPED OSCILLATORY INTEGRALS AND BOUNDEDNESS OF
MAXIMAL OPERATORS ASSOCIATED TO MIXED
HOMOGENEOUS HYPERSURFACES
ISROIL A.IKROMOV, MICHAEL KEMPE, AND DETLEF MU¨LLER
Abstract. We study the boundedness problem for maximal operators in 3-dimen-
sional Euclidean space associated to hypersurfaces given as the graph of c+ f , where
f is a mixed homogeneous function which is smooth away from the origin and c is a
constant. Assuming that the Gaussian curvature of this surface nowhere vanishes of
infinite order, we prove that the associated maximal operator is bounded on Lp(R3)
whenever p > h ≥ 2. Here h denotes a “height” of the function f defined in terms of its
maximum order of vanishing and the weights of homogeneity. This result generalizes
a corresponding theorem on mixed homogeneous polynomial functions by A. Iosevich
and E. Sawyer. In particular, it shows that a certain “ellipticity” conditon used by
these authors is not necessary. If c 6= 0, our result is sharp.
1. Introduction
A by now “classical” theorem of real analysis is E.M. Stein‘s maximal theorem for
spherical means on Euclidean space Rn . Stein’s results in [14] covered the case n ≥ 3,
and the remaining 2-dimensional case was later dealt with by J. Bourgain [1]. These
results became the starting point for the study of various classes of maximal operators
associated to subvarieties, such as maximal operators defined by
(1) Mg(x) = sup
t>0
∣∣∣∫
S
g(x− ty)ψ(y)dσ(y)
∣∣∣,
where S is a smooth hypersurface, ψ is a fixed non-negative function in C∞0 (S), and
dσ the surface measure on S. For instance, A. Greenleaf [5] proved that M is bounded
on Lp(Rn), if n ≥ 3 and p > n
n−1
, provided S has everywhere non-vanishing Gaussian
curvature and is star-shaped with respect to the origin. In contrast, the case where the
Gaussian curvature vanishes at some points is still widely open, and sharp results for
this case are known only for particular classes of surfaces. A result of general nature
is given by C.D. Sogge and E.M. Stein in [13], where they show that if the Gaussian
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curvature of S does not vanish of infinite order at any point of S then M is bounded
on Lp in a certain range p > p(S). However, the exponent p(S) in that paper is in
general far from being optimal.
It is well-known that the Lp-estimates of the maximal operator (1) are strongly
related to the decay of the Fourier transform of measures carried on S, i.e. to oscillatory
integrals of the form
(2)
∫
S
e−iξ·xψ(x) dσ(x),
where ψ is a compactly supported density on S.
The decay of the oscillatory integral (2) as |ξ| → ∞ in return is connected to geomet-
ric properties of the surface S and has been considered by various authors, including van
der Corput, E. Hlawka, C.S. Herz, W. Littman, B. Randol, I. Svensson, A. Varchenko,
C.D. Sogge, E.M. Stein, J.J. Duistermaat, Colin de Verdier, et al.. We refer to [15] for
references, also to results on maximal operators associated to surfaces.
Another important idea, introduced in [13] and applied in several subsequent articles,
is to “damp” the oscillatory integral (2), by multiplying the amplitude a by a suitable
power of the Gaussian curvature on S, in order to obtain the “optimal” decay of order
|ξ|−(n−1)/2.
A case which has been studied quite comprehensively is the case of convex hyper-
surfaces of finite type. Sharp estimates for the Fourier tranform of measures carried
on such surfaces S have been obtained by J. Bruna, A. Nagel and S. Wainger [2]. In
that article, the authors introduce a family of nonisotropic balls on S, called “caps”,
by setting
B(x, δ) := {y ∈ S| dist(y, TxS) < δ},
where TxS denotes the tangent space of S at x. Suppose that ξ is normal to S at x0
and that the density ψ is smooth with sufficiently small support. Then it is shown that
the estimate
(3) |ψ̂dσ(ξ)| ≤ C|B(x0, |ξ|−1)|
holds, where |B(x0, δ)| denotes the surface area of B(x0, δ).
The results by A. Nagel, A. Seeger and S. Wainger in [9] on maximal operators
associated to such convex surfaces are based on this type of estimates for Fourier
transforms of surface-carried measures. Moreover they obtain sharp results for convex
hypersurfaces given as the graph of a mixed homogeneous convex function Q (i.e.
there exist even integers (a1, . . . , an) such that Q(s
1
a1 x1, . . . , s
1
an xn) = sQ(x), s > 0),
generalizing the results by M. Cowling and G. Mauceri in [3].
Further results on the boundedness problem for maximal operators associated to
convex hypersurfaces were based on a result due to H. Schulz [11] (see also [17]),
which states that, possibly after rotating the coordinate system, any smooth convex
finite type function Φ can be written in the form Φ(x) = Q(x) + R(x), where Q is a
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convex mixed homogeneous polynomial that vanishes only at the origin, and R(x) is a
remainder term, in the sense that it tends to zero under non-isotropic dilations of Q.
By using this result, A. Iosevich and E. Sawyer [7] proved that if p > 2 then the
operator (1) is Lp bounded if and only if the inequality p > ( 1
a1
+ · · ·+ 1
an
)−1 holds.
However, it seems that the damping by powers of the Gaussian curvature does not
give the best possible results for the associated maximal operators, if the hypersurface
is non-convex.
For this reason, M. Cowling and G. Mauceri [4] and also A. Iosevich and E. Sawyer
[7] have considered oscillatory integrals with another damping factor, namely powers
of the original phase function, if one expresses (2) in terms of local coordinates for S.
In this way, they obtained sharp results for finite type convex hypersurfaces.
In general, the boundedness problem for maximal operators associated to non-convex
hypersurfaces is widely open.
This is partly due to the fact that, for non-convex hypersurfaces, Bruna, Nagel,
Wainger–type estimates (even Randol type estimates [10]) like (3) fail to be true, even
for non-convex smooth hypersurfaces in R3 (see [6]).
In order to describe our results, let us introduce some notation. For any pair κ =
(κ1, κ2) of ”weights” κ1, κ2 > 0, we define a group of dilations {δr}r>0 on R2 by setting
δr(x) := (r
κ1x1, r
κ2x2). A function f on R
2 \ {0} is called κ-homogeneous of degree
α ∈ R, if
f(δr(x)) = r
αf(x) for all x 6= 0, r > 0.
If f is twice differentiable at x, denote by D2f(x) the Hessian matrix of f at x, and
its determinant by Hessf(x) := detD2f(x).
The order ordf(x) of f in x is understood to be the smallest non-negative integer j
such that Djf(x) 6= 0, where Djf(x) denotes the j-th order total derivative of f in x.
If f is κ-homogeneous, then clearly
ordf := sup
x∈R2\{0}
ordf(x) = sup
x∈S1
ordf(x),
where S1 denotes the unit circle in R2.
The height of a κ-homogeneous function f is defined by
h := max
{ 1
κ1 + κ2
, ordf
}
.
We consider surfaces of the form
S = {(x1, x2, c+ f(x1, x2))| (x1, x2) ∈ R2} ⊂ R3,
where f is a κ-homogeneous function of degree 1 which is smooth away from the origin,
and where c ∈ R is fixed. Let M denote the corresponding maximal operator, i.e.
Mg(x) := sup
t>0
∣∣∣∫
S
g(x− ty)ψ(y) dσ(y)
∣∣∣, g ∈ C∞0 (R3),
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where ψ ∈ C∞0 (S) and dσ denotes the surface measure on S.
Partial derivatives of differentiable functions are written in the form ∂kj1,...,jkf(x) :=
∂kf
∂xj1 ...∂xjk
(x).
Theorem 1.1. Assume that f is κ-homogeneous of degree 1 and smooth away from
the origin, where κ 6= (1, 1), and that ord(Hessf) < ∞ and h ≥ 2. Then the maximal
operator M is bounded on Lp(R3) whenever p > h.
Moreover, if ψ(0)c 6= 0, then the maximal operator is unbounded for p ≤ h.
Remarks. a) This theorem is in fact a generalization of a theorem by A. Iosevich
and E. Sawyer [8], who study the case of κ-homogeneous polynomial phase functions f
with isolated critical point at the origin such that Hessf and f have no common zero,
except for the origin.
b) We shall use damping of the arizing oscillatory integrals (2) by powers of a “ho-
mogenized” version of |∇f(x)| instead of powers of |f(x)|. This has some technical
advantages and seems, in a way, to be even more natural.
c) If f is a (1, 1)-homogeneous function of degree 1 then the surface S is conic. In
this case damped oscillatory integrals can not decay faster than O(|ξ|− 12 ), so that the
boundedness problem for associated maximal operators becomes much more compli-
cated. Nevertheless, if at every point one principal curvature of the conic surface does
not vanish then the Lp-boundedness of the maximal operator for p > 2 follows from C.
Sogge’s results in [12]. In view of this, Theorem 1.1 gives an almost complete answer to
the question of Lp-boundedness of the maximal operator M , in the case where h ≥ 2.
In the case where h < 2, damping of the oscillatory seems to be of no use, and new
ideas seem to be needed in order to obtain sharp results. This case remains open at
this time.
The article is organized as follows: In Section 2, we outline some well-known reduc-
tions to oscillatory integral estimates. Basic for these estimates will be some structural
results on κ-homogeneous functions, which will be derived in Section 3. Section 4 will
then contain the required estimates of the damped oscillatory intergrals which arize in
the context of Theorem 1.1. The proof of the sharpness of our main theorem will be
carried out in Section 5.
2. Preliminary reductions
Following a standard approach (see e.g. [15]), the theorem will be shown by embed-
ding M respectively linearizations of M into an analytic family of operators and then
interpolating an L2 → L2 and an L∞ → L∞-estimate.
Define ψ˜ ∈ C∞0 (R2) by ψ˜(x) := ψ(x, c + f(x)). First, we restrict ourselves to the
situation where κ1 6= 1 6= κ2. The remaining cases will be discussed afterwards. To
start with, we observe that the zeros of ∇f |S1 form a discrete, hence finite subset of
the unit circle. This follows immediately from Lemma 3.2. Choose a partition of unity
ϕj on S
1, 0 ≤ j ≤ k such that at exactly one zero xj of ∇f lies in suppϕj if 1 ≤ j ≤ k,
and ∇f does not vanish on suppϕ0.
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Obviously ϕj admits exactly one continuation to a κ-homogeneous function of degree
0 on R2 \{0}, which is again denoted by ϕj. If we define maximal operatorsMjg(x) :=
supt>0 |
∫
g(x− ty)ψ(y)ϕj(y) dσ(y)|, then
Mg(x) ≤
k∑
j=0
Mjg(x).
We can therefore assume without loss of generality that either ∇f does not vanish on
supp ψ˜ or that there is exactly one x0 ∈ S1 such that every x ∈ supp ψ˜ with ∇f(x) = 0
lies on the κ-homogeneous curve {δr(x0)| r > 0} generated by x0. Denote by n the
order of f at that point and by Gf : R
2 \ {0} → R the unique κ-homogeneous function
of degree one with Gf(x) = |∇f(x)|
n
n−1 , x ∈ S1.
For w ∈ C with Rew > − 1
h
define a measure dσw(x) := Gf (x)
wψ(x)dσ(x) on S as
well as the corresponding maximal operator
Mwg(x) := sup
t>0
∣∣∣∫
S
g(x− ty) dσw(y)
∣∣∣.
If ∇f does not vanish on supp ψ˜ we do not need any damping factor and just take
Gf ≡ 1.
Obviously, M0 = M . It follows easily from the κ-homogeneity of f and Lemma 3.2
that Gwf is locally integrable if Rew > − 1h , and thus Mw is bounded on L∞(R3) for
these values of w. Moreover, if we assume without loss of generality that ψ ≥ 0, then
Mwg(x) ≤ MRew|g|(x). Once we can show the L2-boundedness of Mα for α > 12 − 1h ,
then Theorem 1.1 follows from Stein’s interpolation theorem for analytic families of
operators [16]. But, it is an easy consequence of Sobolev’s embedding theorem that
Mα is bounded on L
2 if the Fourier transform of the measure dσα satisfies
(4) |d̂σα(ξ)| ≤ C(1 + |ξ|)−( 12+ε),
(5) |∇d̂σα(ξ)| ≤ C(1 + |ξ|)−( 12+ε)
for some ε > 0 (see e.g. [13]). These estimates will be established in Theorem 4.1.
If now for example κ1 = 1 (the case κ2 = 1 can be treated analogously), in view
of Lemma 3.2 we can choose a more refined partition of unity in order to ensure
that either ∂2f does not vanish on supp ψ˜ or there is exactly one x
0 ∈ S1 such that
every x ∈ supp ψ˜ with ∂2f(x) = 0 lies on the curve {δr(x0)| r > 0}. Now define
f˜(x) := f(x) − ∂1f(x0)x1. Note that f˜ is also κ-homogeneous of degree one and
∇f˜(x0) = 0. Furthermore the analytic family of measures on S will in this case be
defined by dσw(x) := Gf˜(x)
wψ(x)dσ(x) (again we take Gf˜ ≡ 1 if ∂2f does not vanish
on supp ψ˜). As in the case above, the proof of Theorem 1.1 is reduced to the estimates
(4) and (5) for α > 1
2
− 1
h
.
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3. Auxiliary results on κ-homogeneous functions
In this section we shall prove some lemmas which will be useful in the study of the
oscillatory integrals arizing in the proof of Theorem 1.1.
Lemma 3.1. Let U ⊆ R2 be open and g ∈ C∞(U). If x0 ∈ U is such that ∂2g(x0) = 0
and ∂222g(x
0) 6= 0 then there exists a smooth function γ of the form γ(x1) = (x1, γ2(x1)),
defined in a neighbourhood of x01, such that ∂2g(γ(x1)) = 0, and we have
(6) (g ◦ γ)′′(x1) = (Hess g)(γ(x1))
∂222g(γ(x1))
.
Proof. The existence of γ is clear, by the implicit mapping theorem. But then
(g ◦ γ)′(x1) = ∂1g(γ(x1)),
and hence
(g ◦ γ)′′(x1) = ∂211g(γ(x1)) + ∂221g(γ(x1))γ′2(x1).
On the other hand, by implicit differentiation we also have the formula
γ′2(x1) = −
∂212g(γ(x1))
∂222g(γ(x1))
.
This gives (6). 
Lemma 3.2. Let f ∈ C∞(R2 \ {0}) be a κ-homogeneous function. If x0 ∈ R2 \ {0}
with x01 6= 0, say x01 > 0, and if n := ord f(x0) <∞, then there exists a κ-homogeneous
neighbourhood U of x0 on which f is of the form
(7) f(x) =
(
x2 − bx
κ2
κ1
1
)n
g(x), x ∈ U,
where g is a κ-homogeneous smooth function with g(x0) 6= 0 and b is given by b :=
x02(x
0
1)
−
κ2
κ1 . If x02 6= 0, then an analogous statement holds, with the roles of the two
coordinates interchanged.
Proof. By the homogeneity of f , we see that f has finite order of vanishing at the point
(1, b), too, and that ∂k2f(1, b) 6= 0, for some k ∈ N. By Taylor’s formula, applied to
the function y 7→ f(1, y), one therefore gets f(1, y) = (y − b)kG(y), with G(b) 6= 0.
Homogeneity then implies formula (7), with exponent k in place of n. But then evidently
k = ord f(x0). 
Recall that a κ-homogeneous function f of degree α ∈ R satisfies the following
version of Euler’s identity:
(8) ∇f(x) · (κ1x1, κ2x2) = αf(x).
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Furthermore it should be noted that the partial derivative ∂jf of f is also κ-
homogeneous, of degree α − κj . Applying Euler’s identity to the first derivatives of f
instead of f then gives
(9) D2f(x)(κ1x1, κ2x2) = ((1− κ1)∂1f(x), (1− κ2)∂2f(x)),
if f is κ-homogeneous of degree 1.
Lemma 3.3. Assume that f is κ-homogeneous of degree 1 and smooth away from the
origin, let x ∈ R2 \ {0} and j ∈ {1, 2}. If κj 6= 1 and ∂jf(x) 6= 0, then either D2f(x)
is non-degenerate, or ∂2jjf(x) 6= 0.
Proof. Assume for instance j = 1. Since ∂1f(x) 6= 0 and κ1 6= 1, (9) implies D2f(x) 6=
0, hence the rank of D2f(x) is at least one. Therefore, if D2f(x) is degenerate, it has
rank one. By (8), we have
κ1∂
2
11f(x)x1 + κ2∂
2
12f(x)x2 = (1− κ1)∂1f(x) 6= 0.
If ∂211f(x) were 0, this would imply ∂
2
12f(x) 6= 0, so that D2f(x) would be non-
degenerate. We therefore conclude that ∂211f(x) 6= 0. The case j = 2 can be treated in
the same way. 
Proposition 3.4. Assume that f is κ-homogeneous of degree 1, smooth away from
the origin, ord f < ∞, and that κ2 6= 1. Let x0 ∈ R2 \ {0}. If σ0 := −∂2f(x0) 6= 0
and ∂222f(x
0) 6= 0, then there exists a smooth function γ, defined on a neighbourhood
U of (x01, σ
0) such that, for all (x1, σ) ∈ U , the function x2 7→ F (x) := f(x1, x2) + σx2
has a non-degenerate critical point at γ(x1, σ), and furthermore the function x1 7→
F (x1, γ(x1, σ)) does not vanish of infinite order at x
0
1.
Proof. By the implicit mapping theorem there exists a smooth function γ, defined on
a small neighbourhood of (x01, σ
0), such that
∂2f(x1, γ(x1, σ)) = −σ and γ(x01, σ0) = x02.
If we define Φ(r, x1, σ) := δr(x1, γ(x1, σ)), then homogeneity gives
∂2f(Φ(r, x1, σ)) = −r1−κ2σ,
and, by differentiating with respect to x1 and r at r = 1, we obtain
∇∂2f(x1, γ(x1, σ)) · Φx1(1, x1, σ) = 0,
∇∂2f(x1, γ(x1, σ)) · Φr(1, x1, σ) = (κ2 − 1)σ 6= 0.
Since Φx1(1, x1, σ) = (1, γx1(x1, σ)) 6= 0, we conclude that detD(r,x1)Φ 6= 0, and thus,
for any fixed σ, the mapping Φ is a local diffeomorphism w.r. to the variables (r, x1)
near r = 1, x1 = x
0
1.
From the homogeneity of the Hessian we also get the identity
(Hessf) ◦ Φ(r, x1, σ) = r2(1−κ1−κ2)Hessf(x1, γ(x1, σ)).
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The expression on the left hand side cannot vanish of infinite order with respect to
the (r, x1) variables, due to our assumptions. We therefore see that some derivative of
Hessf(x1, γ(x1, σ)) with respect to x1 does not vanish at x
0
1. In view of Lemma 3.1, we
conclude that the mapping x1 7→ F (x1, γ(x1, σ)) does not vanish of infinite order at
x01, because Hessf = HessF .

4. Oscillatory integral estimates
Throughout this section let f ∈ C∞(R2 \ {0}) be a real-valued κ-homogeneous
function of degree one, and let α > 0. By definition (see Section 2),
d̂σα(ξ) = e
−iξ3c
∫
R2
a(x)Gf (x)
αe−iξ·(x,f(x)) dx,
where a(x) = ψ(x, c + f(x))
√
1 + |∇f(x)|2. We assume here that either ∇f does not
vanish on supp a or every x ∈ supp a with ∇f(x) = 0 is of the form x = δr(x0) with
a single x0 ∈ S1 as indicated in Section 2. Then Gf is well-defined. The estimates (4)
and (5) actually follow from the next theorem.
Theorem 4.1. Assume that κ 6= (1, 1). If h ≥ 2, ord(Hess f) < ∞ and α > 1
2
− 1
h
then, given any bounded neighbourhood V ⊂ R2 of the origin, there exist C, ε > 0 such
that the integral J(t, s) :=
∫
R2
a(x)Gf (x)
αeit(f(x)+x·s) dx satisfies
(10) |J(t, s)| ≤ C‖a‖L1
3
(1 + |t|)−( 12+ε), for all t ∈ R, s ∈ R2,
for any function a ∈ C∞0 (V ). Here, Lpk denotes the Lp-Sobolev space of order k ∈ N.
Proof. We decompose the integral J(t, s) dyadically. To this end, let ψ be a smooth
function supported in the annulus D = {1 ≤ |x| ≤ 2} satisfying
∞∑
k=0
ψ(δ2kx) = 1, if 0 < |x| < 1.
After scaling by means of some suitable dilation δr, we may assume that V is sufficiently
small, so that we can write J(t, s) as a sum of integrals
J(t, s) =
∞∑
k=0
Jk(t, s),
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where Jk is defined by
Jk(t, s) =
∫
R2
a(x)ψ(δ2kx)Gf(x)
αeit(f(x)+x·s) dx
= 2−k(α+κ1+κ2)
∫
R2
ak(x)ψ(x)Gf (x)
αeit2
−k(f(x)+x·σ) dx,
with σ1 := 2
k(1−κ1)s1, σ2 := 2
k(1−κ2)s2 and ak(x) := a(δ2−kx). Using Lemma 4.2 and
Theorem 4.3 below and the fact that δ := α + κ1 + κ2 − 12 − ε > 0, if ε > 0 is chosen
sufficiently small, we get
|Jk(t, s)| ≤ 2−k(α+κ1+κ2)(1 + 2−k|t|)−( 12+ε)‖a‖L1
3
≤ 2−kδ(1 + |t|)−( 12+ε)‖a‖L1
3
Thus summation over k yields the desired estimate (10) of J(t, s). Note that we also
used the fact, that ∇Gαf is still locally integrable. 
We have thus reduced the estimation of the oscillatory integrals J(t, s) to the case
where the amplitude function a is supported away from the origin.
Lemma 4.2. Let f be κ-homogeneous of degree one and x0 ∈ R2 \ {0}. For every
neighbourhood U of −∇f(x0) and each N ∈ N, there exist CN > 0 and a compact
neighbourhood K of x0 such that for all σ /∈ U , λ ∈ R and a ∈ C∞0 (R2) with supp a ⊆ K∣∣∣∫
R2
a(x)eiλ(f(x)+σ·x)dx
∣∣∣ ≤ CN‖a‖L1N (1 + |λ|)−N .
Proof. The result follows from integrating by parts N times and the trivial estimate
| ∫
R2
a(x)eiλ(f(x)+σ·x)dx| ≤ ‖a‖L1 . 
Theorem 4.3. Let f be a κ-homogeneous function of degree one and x0 ∈ R2 \ {0}.
(i) Fix j ∈ {1, 2}. If κj 6= 1 and ∂jf(x0) 6= 0, then there are an ε > 0 and
neighbourhoods K of x0 and U of σ0 := −∇f(x0) such that, for σ ∈ U ,∣∣∣∫
R2
a(x)Gf (x)
αeiλ(f(x)+σ·x)dx
∣∣∣ ≤ Cα‖a‖L1
3
(1 + |λ|)−( 12+ε), for all λ ∈ R,
for any α ≥ 0 and any smooth function a supported in K.
(ii) If ∇f(x0) = 0, and if α > 1
2
− 1
h
, then there are an ε > 0 and neighbourhoods
K of x0 and U of 0 in R2 such that, for σ ∈ U,
∣∣∣∫
R2
a(x)Gf (x)
αeiλ(f(x)+σ·x)dx
∣∣∣ ≤ Cα‖a‖L1
3
(1 + |λ|)−( 12+ε), for all λ ∈ R,
for any smooth function a supported in K.
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Proof. In both cases we may assume λ > 1.
(i) Assume j = 2. By modifying a, if necessary, we may assume without loss of
generality that α = 0 in this case. IfD2f(x0) is non-degenerate, we apply the stationary
phase method in two dimensions to get the stronger estimate∣∣∣∫
R2
a(x)eiλ(f(x)+x·σ)dx
∣∣∣ ≤ C‖a‖L1
2
(1 + |λ|)−1.
Assume therefore that D2f(x0) is degenerate. Then Lemma 3.3 implies ∂222f(x
0) 6= 0.
That means that we can use the stationary phase method in the x2-variable in order
to get
∫
R
a(x)eiλ(f(x)+σ·x) dx2
=
√
2piiλ−
1
2
a(x1, γ(x1))√
∂222f(x1, γ(x1))
eiλ(f(x1,γ(x1))+σ2γ(x1)+σ1x1) +R(x1, σ, λ),
where the remainder term R can be estimated by |R(x1, σ, λ)| ≤ λ−1‖a‖L1
2
, locally
uniformly in σ and x1. Furthermore, by Proposition 3.4, the phase function x1 7→
f(x1, γ(x1)) + σ2γ(x1) + σ1x1 does not vanish of infinite order at x
0
1. Thus, van der
Corput’s lemma gives∣∣∣∫
R
a(x1, γ(x1))e
iλ(f(x1,γ(x1))+σ·(x1,γ(x1))) dx1
∣∣∣ ≤ C(1 + |λ|)− 1k ‖a‖L1
2
,
with a certain k ∈ N, which gives the estimate in (i).
(ii) Let us assume without loss of generality that x01 6= 0, say x01 > 0. We denote the
complete phase function by Fσ(x) := f(x) + σ · x. By (8), we have f(x0) = 0, and
therefore, by Lemma 3.2,
f(x) =
(
x2 − bx
κ2
κ1
1
)n
g(x),
where g is a smooth function on a κ-homogeneous neighbourhood of x0 with g(x0) 6= 0,
and where n := ordf(x0) ≥ 2. This implies that Gf(x) = |x2 − bx
κ2
κ1
1 |nG(x), where G
is κ-homogeneous and smooth, with G(x0) 6= 0. Introduce the new coordinate
z := x2 − bx
κ2
κ1
1 .
The map Φ(x1, z) := (x1, x2) is a local diffeomorphism near (x
0
1, 0), since
DΦ(x1, z) =
(
1 0
∗ 1
)
.
Expressing Fσ in the variables x1 and z gives
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(Fσ ◦ Φ)(x1, z) = zng˜(x1, z) + zσ2 + bx
κ2
κ1
1 σ2 + σ1x1,
with g˜ := g ◦ Φ. Assume for instance that σ2 ≥ 0, and set τ := σ
1
n−1
2 . We have to
estimate
∫
R2
a(x)Gf (x)
αeiλFσ(x) dx =
∫
R2
a˜(x1, z)|z|nαeiλ(ϕx1,τ (z)+bτn−1x
κ2
κ1
1
+σ1x1) d(x1, z),
where ϕx1,τ (z) := z
ng˜(x1, z) + zτ
n−1 and a˜ := (aGα) ◦ Φ.
We examine first the case when λτn ≤ 1, in which the theorem can obviously be
reduced to proving
(11)
∣∣∣∫
R
a˜(x1, z)|z|nαeiλϕx1,τ (z)dz
∣∣∣ ≤ C‖a˜‖L1
2
max
(
λ−1, λ−
1+nα
n
)
, λτn ≤ 1,
since 1
n
+ α ≥ 1
h
+ α > 1
2
. But, notice that we may assume that |z| is small, and thus
if zc is a critical point of the phase ϕx1,τ then zc ∼ τ. Moreover, the n-th derivative
of the phase is bounded from below. Therefore the estimate above is suggested by a
formal application of van der Corput’s lemma.
In order to give a proof, we split the integral into the integral over the region where
|z| ≤ Cλ−1/n and the integral over its complement. The first integral is trivially
bounded by a constant times (λ−1/n)nα+1. In order to estimate the second integral,
observe that
|ϕ′x1,τ (z)| ≥ C|z|n−1 if |z| & τ , |ϕ′′x1,τ(z)| ≤ C|z|n−2,(12)
since g˜(x01, 0) 6= 0. Apparently, if C is chosen sufficiently big, these estimates apply
where |z| ≥ Cλ−1/n, and thus an integration by parts yields∣∣∣ ∫
|z|≥Cλ−1/n
a˜(x1, z)|z|nαeiλϕx1,τ (z)dz
∣∣∣ . ‖a˜‖L1
3
λ−1
(
znα
zn−1
∣∣∣
Cλ−1/n
+
∫ 1
Cλ−1/n
znα−1
zn−1
dz
)
. ‖a˜‖L1
3
max
(
λ−1, λ−
1+nα
n
)
.
We remark that, with a little more effort, by iterated integration by parts one can even
estimate by a constant times λ−
1+nα
n , since |ϕ(k)x1,τ (z)| ≤ Ck|z|n−k, for k ≥ 2, but we
won’t need this.
The main difficulties occur if λτn > 1. Let θ ∈ C∞0 (R) be a cut-off function with
θ(z) = 1 if |z| ≤ r and supp θ ⊆ [−2r, 2r], where r > 0 is chosen such that (12) holds
for |z| ≥ rτ .
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By means of an integration by parts, one finds that (12) implies∣∣∣∫
R
a˜(x1, z)|z|nα(1− θ)(z/τ)eiλϕx1,τ (z)dz
∣∣∣ ≤ Cλ− 1+nαn .
We are therefore finally left to consider
I(λ, σ) :=
∫
R2
a˜(x1, z)|z|nαθ(z/τ)eiλ(ϕx1,τ (z)+bτn−1x
κ2
κ1
1
+σ1x1) d(x1, z)
= τ 1+nα
∫
R2
aτ (x1, z)|z|nαθ(z)eiλ(τnϕ˜x1,τ (z)+bτn−1x
κ2
κ1
1
+σ1x1) d(x1, z),
with aτ ∈ C∞ given by aτ (x1, z) := (aGα)(Φ(x1, τz)) and ϕ˜x1,τ by
ϕ˜x1,τ (z) = z
ng˜(x1, τz) + z.
Recall that we may assume that |τ | is sufficiently small. Then one readily sees that
ϕ˜x1,τ has only nondegenerate critical points, all bounded away from the origin, and
with Hessians also bounded away from zero. Consider the local solutions γ of the
equation ϕ˜′x1,τ (γ(x1, τ)) = 0. Then |γ(x1, τ)| ∼ 1. By the method of stationary phase,
we therefore obtain that
(13)∫
R
aτ (x1, z)|z|nαeiλτnϕ˜x1,τ (z) dz =
√
2piiλ−
1
2 τ−
n
2 eiλτ
nϕ˜x1,τ (γ(x1,τ))b˜(x1, τ) +R(x1, τ, λ),
where the remainder term R satisfies an estimate |R(x1, τ, λ)| ≤ Cs(λτn)−s, for any
s < 1, locally uniformly in x1. Choosing s = 1/2+ε, we see that the contribution of the
remainder term R to I(λ, σ) is at most of order τ 1+nα(λτn)−
1
2
−ε = λ−
1
2
−ετ 1+nα−
n
2
−εn.
Since 1 + nα − n
2
> 0, the exponent of τ is positive for ε sufficiently small and so we
get the right estimate.
In order to estimate the contribution of the main term in (13), we shall apply the
method of stationary phase to the integral of the main term with respect to x1. We
therefore need to estimate the second derivative of
ψτ,σ1(x1) := τ
nϕ˜x1,τ (γ(x1, τ)) + bτ
n−1x
κ2
κ1
1 + σ1x1.
For convenience Fσ will be denoted by F throughout the following.
First we observe, that by definition ψτ,σ1(x1) = (F ◦ Φ)(x1, τγ(x1, τ)). Setting
F˜ (x1, z) := (F ◦ Φ)(x1, τz) it is obvious that ∂F˜∂z (x1, γ(x1, τ)) = τnϕ˜′x1,τ (γ(x1, τ)) = 0
and on the other hand ∂F˜
∂z
(x1, γ(x1, τ)) = τ
∂(F◦Φ)
∂z
(x1, τγ(x1, τ)). From that we conclude
∂(F ◦ Φ)
∂z
(x1, τγ(x1, τ)) = 0,
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first for every τ 6= 0 and by continuity for τ = 0 as well. Furthermore τ 2 ∂2(F◦Φ)
∂z2
(x1, τz) =
∂2F˜
∂z2
(x1, z) = τ
nϕ˜′′x1,τ (z) which means
∂2(F ◦ Φ)
∂z2
(x1, τz) 6= 0,
for τ 6= 0, z ∼ 1 and |x1 − x01| small enough. Now Lemma 3.1 yields
(14) ψ′′τ,σ1(x1) =
(Hess(F ◦ Φ))(x1, τγ(x1, τ))
∂2(F◦Φ)
∂z2
(x1, τγ(x1, τ))
In order to compute the right hand side, we will now express the second partial deriva-
tives of F ◦ Φ in terms of derivatives of F . The chain rule for second derivatives
gives
(15) (F ◦ Φ)′′(x1, z) =t[Φ′(x1, z)] · F ′′(Φ(x1, z)) · Φ′(x1, z) + F ′(Φ(x1, z)) ◦D2Φ(x1, z)
where D2Φ(x1, z) is the second total derivative of Φ at (x1, z), understood as a bilinear
mapping on R2 × R2 with values in R2. If Φj denotes the j-th component of Φ, the
second term in (15) takes the form
F ′(Φ(x1, z)) ◦D2Φ(x1, z) =
(
∂1F ∂
2
11Φ1 + ∂2F ∂
2
11Φ2 ∂1F ∂
2
12Φ1 + ∂2F ∂
2
12Φ2
∂1F ∂
2
12Φ1 + ∂2F ∂
2
12Φ2 ∂1F ∂
2
22Φ1 + ∂2F ∂
2
22Φ2
)
=
(
∂2F (Φ(x1, z)) ∂
2
11Φ2(x1, z) 0
0 0
)
,
where the second equality follows from the fact that all second partial derivative of
Φ except for ∂211Φ2 are vanishing. Using this together with
∂F
∂x2
(Φ(x1, τγ(x1, τ))) =
∂(F◦Φ)
∂z
(x1, τγ(x1, τ)) = 0 one observes that
(F ◦ Φ)′′(x1, τγ(x1, τ)) = [tΦ′ · (F ′′ ◦ Φ) · Φ′](x1, τγ(x1, τ)),
and because det Φ′(x1, z) = 1 this finally leads to (Hess(F ◦ Φ))(x1, τγ(x1, τ)) =
(HessF )(Φ(x1, τγ(x1, τ))). Using (14) we conclude that
ψ′′τ,σ1(x1) =
(HessF )(Φ(x1, τγ(x1, τ)))
∂2F
∂x2
2
(Φ(x1, τγ(x1, τ)))
=
(Hessf)(Φ(x1, τγ(x1, τ)))
(∂222f)(Φ(x1, τγ(x1, τ)))
.
Now Hessf and ∂222f are κ-homogeneous and thus, by Lemma 3.2, (Hessf) ◦ Φ ∼ zk
and (∂222f) ◦ Φ ∼ zl near (x01, 0), where k = ord (Hessf)(x0) and l = ord (∂222f)(x0).
Now l = n − 2 ≤ k and therefore ψ′′τ,σ1(x1) ∼ (τγ(x1))m for x1 near x01, where m :=
k − l ≥ 0. Moreover the higher derivatives of ψτ,σ1 are also bounded by a constant
times τm. We conclude that the main term in (13) leads to a contribution of order
τ 1+nαλ−
1
2 τ−
n
2 (λτm)−
1
2 )ε, for any 0 < ε ≤ 1. Since 1+nα− n
2
> 0, choosing ε sufficiently
small, we get the desired estimate of I(λ, σ), namely
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|I(λ, σ)| . ‖a‖L1
3
λ−
1+ε
2 .

5. Sharpness of the condition p > h
That p > h is necessary can be seen by means of standard examples. Assume that
c = 1 and that ψ(x) > 1 if |x1|, |x2| ≤ 1. We fix ε > 0 such that |f(x)| ≤ 1 if
|x1|, |x2| ≤ ε. If κ1, κ2 < 1, we denote for N >> 1 by gN the characteristic function of
the set [−N,N ]2 × [−1, 1] ⊆ R3 and define
AN :=
{
y > 1
∣∣ |y|1−κj ≤ N
2ε
, j = 1, 2
}
.
Let y ∈ AN and |x| < N2 . Then for every x′ with |x′j | ≤ εy−κj we have |yx′j| ≤ N2
and yκj |x′j | ≤ ε and therefore |yf(x′)| = |f(yκ1x′1, yκ2x′2)| ≤ 1. Thus gN(x − yx′, y −
y(f(x′) + 1)) = 1, which implies
MgN (x, y) ≥
∣∣{x′∣∣ |x′j| ≤ ε|y|−κj , j = 1, 2}∣∣ ∼ |y|−(κ1+κ2).
If we now assume M to be bounded on Lp then∫
AN
|y|−(κ1+κ2)pdy
has to stay bounded as N →∞. But this is of course equivalent to p > 1
κ1+κ2
.
On the other hand if 0 6= x0 ∈ suppψ is chosen such that ordf(x0) = n, then the
local expansion from Lemma 3.2 gives f(x) ∼ (x2 − bxκ2/κ11 )n near x0, if for example
x01 > 0. That yields |yf(x′)| ≤ 1 whenever |x′2 − bx′1κ2/κ1| ≤ δ|y|−
1
n , where δ > 0 is a
sufficiently small constant. If |x| ≤ N
2
and 1 < y ≤ δN then, for δ small enough,
MgN (x, y) ≥
∣∣{x′∣∣ |x′2 − bx′1κ2/κ1 | ≤ δy− 1n , |x′ − x0| ≤ δ|x0|}∣∣ ∼ y− 1n .
Thus the integral
∫ δN
1
y−
p
ndy has to be bounded for N → ∞ which implies p > n.
In combination, these estimates show that the condition p > h is necessary, since
h = ordf , if κj ≥ 1 for some j.
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