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RESUME 
Les technologies spatiales evoluent actuellement vers la fabrication de plusieurs microsatellites 
autonomes volant en formation plutot que vers la construction de gros satellites. Cette strategie est 
avantageuse. Par exemple, elle permet d'accrottre la resolution des mesures en correlant les signaux 
provenant des instruments scientifiques des microsatellites. Cette antenne synthetique de grande 
ouverture serait impossible a deployer avec un seul satellite. 
Pour profiter des avantages de cette strategie, des lois de commande optimales (a au sens du temps 
et du cout en propergol) et autonome qui permettent de maintenir et de reconfigurer une formation 
doivent etre developpees. Ce travail de recherche s'interesse a ce sujet. Plus precisement, il traite des 
aspects suivants: 
1. Pour developper la loi de commande d'un systeme, il est necessaire de savoir le modeliser. Ce 
document debute done par une presentation des modeles dynamiques les plus utilises pour 
decrire le mouvement relatif entre deux satellites volant en formation sur une orbite terrestre. 
2. Plusieurs auteurs se sont interesses a asservir une formation de satellites, les plus importantes 
de celles-ci sont presentees dans ce document. Par cette etude de la litterature, le candidat 
demontre que les lois de commande predictives sont des solutions efficaces comportant 
plusieurs avantages. Par exemple, ces approches sont optimales et permettent de traiter des 
contraintes sur les entrees et les sorties du systeme asservi. 
3. En lien avec ce qui precede, une etude detaillee de la theorie des lois de commande predictives 
lineaires et non lineaires discretes est presentee. 
4. Par la suite, ces lois de commande predictives sont appliquees sur un systeme simple, soit une 
grue a trois axes. Ces exemples ont ete developpes pour accroftre I'expertise de I'auteur dans 
ce domaine ainsi que pour presenter les avantages et les performances des lois de commande 
predictives. 
5. Finalement, ce document presente le developpement d'une loi de commande predictive pour 
le vol en formation de satellites basee sur le modele de Lawden et de GVE (Equations de 
Variation de Gauss) linearisees. Les precedentes approches basees sur ce type de loi de 
commande reposaient sur I'optimisation de I'effort de commande soumis a des contraintes sur 
les entrees et les sorties du systeme en utilisant un algorithme complexe et non autonme pour 
maintenir et reconfigurer la formation. La technique proposee est plutot de minimiser une 
fonction cout quadratique incluant directement les erreurs relatives futures, et ce, en 
considerant des contraintes sur les actionneurs (contraintes sur les entrees du systeme). La 
commande optimale est obtenue avec un algorithme analytique base sur la projection de la 
fonction cout sur les contraintes permettant ainsi de reduire considerablement le temps de 
calcul. 
Mots cles: formation de satellites, grue a trois axes, lois de commandes predictives, optimisation 
quadratique explicite avec contraintes, satellites autonomes, orbites excentriques. 
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Les technologies spatiales evoluent actuellement vers la fabrication de plusieurs microsatellites 
autonomes volant en formation plutot que vers la construction de gros satellites multimissions. Cette 
strategie presente de nombreux avantages. Premierement, elle permet d'accrottre radicalement la 
precision et la resolution des mesures en correlant les signaux provenant des instruments 
scientifiques des microsatellites de la formation. Cette antenne synthetique de grande ouverture 
serait impossible a deployer avec un seul satellite. En fait, cela necessiterait une structure enorme 
tres couteuse a lancer. Deuxiemement, le vol en formation permet de modifier facilement la 
configuration geometrique des instruments en fonction de la nature des mesures a prendre. 
Troisiemement, cette strategie permet de diminuer considerablement les couts de conception des 
satellites. En effet, les multiples instruments utilises lors d'une mission spatiale exigent des conditions 
d'operation souvent concurrentes et parfois meme conflictuelles. Cette realite rend la conception des 
satellites monolithiques tres laborieuse et allonge les delais de livraison. Cela peut etre evite en 
distribuant adequatement les instruments sur une formation de satellites. Finalement, cette strategie 
diminue grandement les risques d'echec des missions spatiales puisqu'un satellite de la formation 
peut cesser de fonctionner sans necessairement compromettre la mission entiere. 
Cependant, pour profiter de tous ces avantages, des lois de commande optimales (au sens du temps 
et du cout en propergol) et autonomes qui permettent de maintenir et de reconfigurer une formation 
doivent etre developpees. L'autonomie est un aspect important du vol en formation. En effet, la 
complexity de ces missions ne permet pas de faire intervenir un centre de controle terrestre pour 
controler les actionneurs des satellites en temps reel. Ces operations de base doivent etre assurees 
automatiquement par I'ordinateur de bord des satellites. Pour ce faire, les lois de commande utilisees 
doivent d'etre simples etant donne la puissance de calcul disponible limitee et stables pour minimiser 
les risques d'echecs des missions. 
Ce memoire porte sur le developpement d'un Compensateur Predictif base sur le Modele (MPC) 
autonome pour le vol en formation sur une orbite d'excentricite elevee basee sur le modele de 
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Lawden et le modele GVE linearisees (Equations de Variation de Gauss linearisees). Les precedentes 
approches basees sur un compensateur predictif reposaient sur 1'optimisation de I'effort de 
commande en utilisant un algorithme complexe et non autonome pour maintenir I'erreur de position 
relative des satellites de la formation dans un intervalle defini par les operateurs. La technique 
propose plutot de minimiser une fonction cout incluant directement I'erreur relative future. Cette 
alternative permet de considerer seulement les contraintes sur les actionneurs. La commande 
optimale est obtenue avec un algorithme explicite base sur la projection de la fonction cout sur les 
contraintes, permettant ainsi de reduire considerablement le temps de calcul. La loi de commande 
autonome proposee permet des manoeuvres de reconfiguration et de maintenance d'une formation 
avec de bonnes performances. 
Ce memoire est divise en dix chapitres organises dans quatre sections. La premiere section est une 
revue de I'etat de Tart. Celle-ci presente les bases mathematiques et theoriques de ce travail de 
recherche en mettant en evidence les principaux auteurs ayant contribue dans le domaine du vol en 
formation et de I'asservissement de systemes en utilisant des lois de commande predictives. Cette 
section contient quatre chapitres presentes a la Figure 1.1. 
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Figure 1.1: Organisation de I'etat de Tart 
En fait le Chapitre 2 traite de la dynamique orbitale absolue et relative necessaire a la conception de 
lois de commande ou de guidage de formations de satellites. Le Chapitre 3 porte sur des lois de 
commandes adaptees au vol en formation etudiees par le candidat. Cela permet de mettre en 
evidence les differentes architectures d'asservissement utilisables et de justifier les avantages de 
•'utilisation de compensateurs predictifs. Cependant, ce chapitre ne se veut pas un resume exhaustif 
de toutes les approches existantes. Enfin, les Chapitres 4 et 5 expliquent respectivement en quoi 
consistent les lois de commande predictives discretes lineaires et non lineaires. 
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La deuxieme section contient seulement le Chapitre 6. Ce dernier concerne les objectifs et la 
methodologie de ce projet de recherche. 
La troisieme section, constitute de trois chapitres, resume le processus de developpement de la loi 
de commande predictive pour les formations de satellites. En fait, dans le Chapitre 7, les techniques 
predictives, expliquees dans I'etat de I'art, sont appliquees sur une grue trois axes de maniere a 
demontrer leur fonctionnement sur un systeme simple et a converger vers celles qui semblent les 
mieux adaptees aux formations de satellites. Dans le Chapitre 8, les architectures d'asservissement et 
les lois de commande predictives proposees par I'auteur pour asservir une formation de satellites sur 
une orbite excentrique y sont expliquees. Enfin, dans le Chapitre 9, les resultats de simulation sont 
presentes. Ce dernier explique la structure du simulateur non lineaire developpe par I'auteur pour 
mettre a I'epreuve les lois de commande proposees dans le Chapitre 8. De plus, les performances de 
celles-ci sont demontrees et sont comparees entre elles. 
Finalement, la derniere et quatrieme section est la conclusion. Un bref resume des lois de commande 
proposees, une critique de ces dernieres et une synthese des innovations de ce projet de recherche y 
sont presentes. 

II. ETAT DE L'ART 

CHAPITRE 2 
Moderation d'une formation de satellites 
Les scientifiques dans le domaine de I'aerospatiale et plus particulierement dans celui du vol en 
formation de satellites ont publie plusieurs ouvrages concernant la mise en equations du mouvement 
orbital relatif. Leurs objectifs etaient, et sont encore aujourd'hui, d'obtenir des equations 
dynamiques simples, possedant une solution homogene analytique, modelisant les orbites elliptiques 
et incluant les principales perturbations telles la trainee aerodynamique et les perturbations 
gravitationnelles. Ces defis ont donne naissance a plusieurs theories dont les plus importantes sont 
resumees dans ce chapitre. En fait, ce dernier debute par la presentation des systemes de reperes 
dans lesquels s'expriment les equations dynamiques. Par la suite, les dynamiques orbitales 
cartesiennes et par elements d'orbite y sont expliquees. Ensuite, les differents modeles decrivant le 
mouvement relatif sont demontres. Enfin, le chapitre se termine en montrant les types de formations 
les plus utilises. 
2.1. Systeme de reperes 
Avant de debuter la mise en equation de la dynamique orbitale d'un satellite et d'une formation de 
satellites, il est necessaire d'etablir et d'expliquer les systemes de reperes dans lesquels les equations 
dynamiques vectorielles peuvent etre exprimees. Le document de (de Lafontaine 2003) presente 
ceux generalement utilises. Les paragraphes qui suivent utilisent la theorie des vectrices et les 
mathematiques vectorielles de base, pour plus de details sur ce sujet voir I'annexe A. 
Le premier repere est le repere inertiel identifie par la vectrice 37 = [lx, Iy, Iz] . II est inertiellement 
fixe et son origine est le centre de la Terre. II est souvent designe par « Earth Centred Inertial (ECI) ». 
Le vecteur unitaire Ix pointe vers I'equinoxe du printemps, le vecteur lz pointe vers le pole Nord et 
enfin Iy = fzx lx. 
Le deuxieme repere est le repere orbital identifie par la vectrice 3o = \Or, Oe, On] . Son origine est 
egalement le centre de la Terre. Cependant, le vecteur radial Or pointe vers le satellite, le vecteur 
normal On est normal au plan de I'orbite et le vecteur transversal correspond a Oe = On x Or. 
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Les reperes inertiel et orbital sont illustres a la figure 2.1, 
Plan Orbital 
Plan Tx-Ty 
Figure 2 . 1 : Reperes utilises pour decrire le mouvement d'un satellite en orbite 
OU : 
• le vecteur I est la ligne des noeuds, I'orientation de ce vecteur est defini par la droite formee 
par I'intersection du plan orbital et du plan equatorial forme par I'axe Ixet Iy; 
• Tangle i est Tinclinaison, soit Tangle entre le plan orbital et le plan equatorial; 
• Tangle 12 est Tascension droite du noeud ascendant; 
• Tangle u est Targument de latitude du satellite, soit Tangle entre le nceud ascendant et la 
position du satellite. 
Le repere 3 0 est obtenu de 3* par une rotation 3-1-3 des angles S2, i et u. La matrice de cosinus 
—* —> 
directeurs qui definit 3 0 par rapport 3£- est montree a Tequation suivante : 
^m — 
cos(u) cos(fi) — sin(u) sin(/3) cos(i) cos(u) sin(fi) + sin(u) cos((i) cos(i) sin(u) sin(i) 
- sin(u) cos(/3) — cos(u) sin(^ 2) cos(i) — sin(u) sin(fi) + cos(u) cos(/2) cos(i) cos(u) sin(j) 
sin(i3) sin(i') — cos(/3) sin(i) cos(i) 
(2.1) 
Avec ce resultat, un vecteur u quelconque dont les composantes sont definies dans 3 ; peut etre 
exprime par rapport a 3 0 et vice versa en utilisant ces relations mathematiques : 
(2.2) 
De la meme maniere, la derivee par rapport au temps de ce meme vecteur peut etre transformed 
d'un repere a Tautre : 
u° = C0,(u'- (.m'oiyu>) , , , . 
u> = CT0I(u° + (<o°0,ru°) [2i) 
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il sin(i) cos(u) + i cos(u) 
fl sin(i) cos(u) — i sin(u) 
n cos(i) + il 
,J — r T,& 





ou (OQ, et (o'OI sont definis par: 
i ( ( ] rco
,.0 _ /S_:_r.^ r..\ • _:_/-..-> _ /•,!„ 
(2.4) 
ou il, i et u sont respectivement la variation par rapport au temps des angles 12, i et u. 
Finalement, le troisieme repere est le repere Local Horizontal, Local Vertical (LVLH) communement 
nomme repere de Hill, identifie par la vectrice 3H = [x y z\. Celui-ci est centre sur le satellite et 
est souvent utilise pour positionner un satellite par rapport a un autre. Le vecteur unitaire x de ce 
repere est parallele au vecteur radial Or, y est parallele a Og et enfin z est parallele a On. La figure 2.2 
illustre ce dernier. 
Plan orbital 
Figure 2.2 : Repere de Hill 
Un vecteur u quelconque exprime 3 j peut etre transforme dans 3 H et vice versa 




ou r1 est la position inertielle du satellite par rapport au centre de la Terre. Les memes 
transformations peuvent etre effectuees pour le vecteur vitesse u : 
M« = C 0 / ( « ' - r ' - « ) x u O 
u' = r' + C01T(uH + (<ug,)xM") * ' 
ou r' est la vitesse inertielle du satellite. Pour plus details sur les mathematiques vectorielles, voir 
I'annexe A. 
2.2. Dynamique orbitale cartesienne 
L'equation differentielle vectorielle de la dynamique orbitale est exprimee par: 
f=fam+fP (z-?) 
oil r est I'acceleration du satellite dans le repere 37 / fg(f) = ~n/r3f est I'acceleration 
gravitationnelle definie par la loi de Newton, I'acceleration fp correspond aux perturbations orbitales, 
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JU est le parametre gravitationnel de la Terre et enfin r = \\r|| correspond a I'altitude du satellite par 
rapport au centre de la Terre. Pour obtenir la solution homogene de cette equation, il faut debuter 
par ^utilisation de la theorie de la cinematique des vectrices, presentee a I'annexe A, de maniere a 
obtenir I'expression de r dans le repere 3o : 
r = f + 2<0O1 x f + OJ0; x ( 3 0 , x f) + <30I x f (2-8) 
o oo 
ou ( ) et ( ) represente respectivement une derivee de premiere et deuxieme ordre evaluee dans 
le repere 3 0 - Par la suite, la meme transformation doit etre effectuee pour le terme de droite de 
I'equation (2.7): 
/at?) + % = -jOr + fp,r0r + fp,eOg + fp„0n (2.9) 
ou les accelerations fpr, / p n et fPig correspondent respectivement aux perturbations radiales 
(dirigees vers le centre de la Terre), normales au plan orbital et perpendiculaires aux deux 
precedentes. En remplacant I'equation (2.8) et (2.9) dans (2.7) et en prenant le produit scalaire 
3 0 • ( ) , il est possible d'obtenir la version composante de la dynamique d'un satellite : 
f° + 2(«g,)**° + («8, ) x (Gag,)"!-0) + {<i>°o,rr° =f°a+f°P (2.10) 
ou ( ) x est la matrice croisee, definie a I'annexe A, des composantes du vecteur dans la 
n —* 
parenthese, O)QJ correspond aux composantes de la vitesse angulaire exprimees dans le repere 3o» 
montree a I'equation (2.4) et r°, r°, r° sont definis par: 
(2.11) 









-(oif + ofij 
Oir01e + (bn 
O)r(0n — ti)0 
r = 




En procedant de la meme maniere, il est possible de definir vitesse, notee v, du satellite. En effet, la 
derivee de f par rapport au temps evaluee dans 37 peut s'exprimer en fonction de la vitesse mesuree 
dans le repere 3 0 et de la position du satellite : 
f = f + (S0i x r t2-1^) 
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II aussi est utile de definir la quantite de mouvement angulaire du satellite exprimee dans le repere 
orbital: 
h° = (r°)xv° •• (2.15) 
En considerant une orbite Keplerienne non perturbee, c'est-a-dire que fpr = fp6 = fpn = 0 et done 
















En integrant I'equation (2.16), il est facile d'obtenir la trajectoire d'un satellite exprimee en 
coordonnees polaires: 
h2/n (2.19) 
1 + e cos(u — &j) 
ou h est le module de h°, e et co sont des constantes d'integration qui correspondent 
respectivement a I'excentricite de I'orbite et a I'argument du perigee. II est a noter que le sens 
physique de ces constantes est explique plus loin. En prenant le module de I'equation (2.17), il 
possible de definir la vitesse du satellite, voir I'equation (2.20), 
v = Jvr2 + v\ (2.20) 
ou vr = f = fie sin(u — a)) /h est la vitesse radiale du satellite obtenue en prenant la derivee par 
rapport au temps de I'equation (2.19) et ve = rii = ^ ( 1 + e cos(u — (o))/h est la vitesse 
transversale du satellite. En considerant que 0 < e < 1, I'equation (2.19) demontre qu'un satellite en 
orbite suit une trajectoire elliptique toujours dans le meme plan et se deplace a une vitesse definie 
par I'equation (2.20), comme le montre la figure 2.3. 





Figure 2.3 : Parametres du plan orbital 
Les parametres qui apparaissent sur la figure permettent de decrire la trajectoire et la position d'un 
satellite en orbite. Ceux-ci ont ete etablis par Kepler et ils sont presentes dans le volume de (Bate 





L'apogee est le rayon orbital du satellite le plus eleve. 
Le perigee est le rayon orbital du satellite le plus bas. 
L'axe semi-majeur est la demi-distance representee par la droite qui relie l'apogee au 
perigee. 
L'excentricite de I'orbite est un parametre qui s'exprime en fonction de ra et rp : 
c =
 ra~rP 
ra + rp 
Le semi-lactus rectum est un parametre definit fonction d e / i e t ^ o u d e a e t e : 
p = —= a ( l - e 2 ) (2.22) 
Ce parametre correspond a la distance entre le centre de la Terre et l'apogee. Celui-ci 
peut etre calcule en utilisant les valeurs de p et e ou de a et e 
v 
l - e = a(l + e) (2.23) 
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rp : Ce parametre correspond a la distance entre le centre de la Terre et le perigee. Celui-ci 
depend des memes parametres que ra : 
r p = - ^ - = a ( l - e ) (2.24) 
H
 1 + e 
na et nd Les nceuds ascendant et descendant sont respectivement les points de I'orbite ou le 
satellite croise le plan equatorial du sud vers le nord et du nord vers le sud. 
a): L'argument de latitude du perigee est Tangle entre le nceud ascendant de I'orbite et le 
perigee mesure dans le plan orbital. 
6 : L'anomalie vraie est la position angulaire du satellite mesuree a partir du perigee 
E : L'anomalie excentrique est un parametre qui permet de calculer le rayon de I'orbite r 
facilement lorsque Taxe semi-majeur et I'excentricite sont connus : 
r = a ( l - e c o s £ ) (2.25) 
En plus, de caracteriser une orbite, Kepler a developpe quelques equations qui permettent de relier 
le temps a l'anomalie vraie. Celles-ci sont presentees dans les volumes de (Bate 1971; Vallado 2001). 
Avec ces equations, il est possible de determiner le temps de vol d'un satellite a partir de l'anomalie 
vraie. Pour ce faire, il faut utiliser les equations (2.26), (2.27) ou (2.28), pour determiner l'anomalie 
excentrique a partir de l'anomalie vraie. 
Vl + e 2 s in0 . , , , , 
sin E = — — (2-26) 
1 + e cos 8 
cos 9 + e .„ __, 
cos E = (2.27) 
1 + e cos 6 
Par la suite, il faut calculer l'anomalie moyenne, notee M, a I'aide de I'equation de Kepler : 
M = E + sinE (2.29) 
Finalement, il reste seulement a calculer le temps t de vol en utilisant I'equation suivante : 
M = n(t-10) (2.30) 
ou n est la Vitesse angulaire moyenne du satellite definie a I'equation (2.31) et t0 est le temps lors de 
son passage au perigee. 
n = JJ (2.31) 
II est aussi tres utile de faire la procedure inverse, c'est-a-dire de calculer l'anomalie vraie en fonction 
du temps. Cependant, cette tache est plus complexe. II faut commencer par calculer M a partir de t 
avec I'equation (2.30). Par la suite, il faut trouver E avec M. Cependant, I'equation (2.29) est 
transcendantale, c'est-a-dire que M peut etre calculee analytiquement a partir de E, mais il 
impossible de le faire en solutionnant I'equation pour E. (Vallado 2001) expose done quelques 
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techniques approximatives pour y arriver. La premiere propose d'utiliser une decomposition par 
series en appliquant I'equation suivante : 
oiiJk(k,e) est defini par: 
V sin I KM) 
si k > 0, j = 0,1,2,... 
si k < 0, ;' = -k, -k + 1, -k + 2,. 
(2.32) 
(2.33) 
La deuxieme technique, plus classique, implique I'algorithme iteratif de Newton-Raphson : 
M - En + e sin En , 
ff
"+i = £ " + 1 .




1 — e cos En 
(Vallado 2001) propose d'utiliser £"0 = M + e s i 0 < M < IT et E0 = M — e sinon, comme valeur 
initiale pour assurer la convergence. Finalement, il ne reste qu'a appliquer I'equation (2.35), (2.36) ou 
(2.37) afin de calculer I'anomalie vraie a partir de I'anomalie excentrique. 
cos E — e 
cos 9 = 
1 — e cos E 
sin E VI - e2 
sin 9 = — =-
1 — e cos E 
(6\ VI + e (E\ 




2.3. Dynamique orbitale par elements d'orbite 
La dynamique d'un satellite peut aussi etre decrite en utilisant les elements d'orbite, soit I'axe semi-
majeur, I'excentricite, I'inclinaison, I'ascension droite du nceud ascendant, I'argument du perigee et 
I'anomalie moyenne initiale definis precedemment. Ceux-ci sont souvent presentes sous forme de 
vecteur d'etats: 
e = [a M i e a) n]T (2.38) 
La dynamique orbitale qui utilise ce vecteur d'etats repose sur les Equations de Variation de Gauss 
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ou rj = V l — e2. La demonstration de ces equations est presentee a I'annexe B. 
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2.4. Dynamique orbitale relative cartesienne 
La dynamique orbitale relative correspond aux equations decrivant le comportement d'un vecteur d 
qui situe un satellite esclave par rapport un satellite chef ou une orbite de reference. La situation est 
decrite a la Figure 2.4. 
Figure 2.4: Formation de deux satellites de type chef-esclave 
Dans la litterature scientifique, plusieurs auteurs ont tente de decrire mathematiquement ce systeme 
en considerant I'excentricite de I'orbite de reference ainsi que les perturbations importantes telles 
que la non-uniformite du champ gravitationnel de la Terre et la trainee aerodynamique due aux 
impacts des particules de la haute atmosphere sur la structure du satellite. Les scientifiques, pour la 
plupart, orientent leurs travaux sur I'obtention d'une solution simple et analytique impliquant 
I'utilisation d'equations dynamiques lineaires. 
Le schema de la figure 2.5 montre les auteurs et leurs theories les plus importantes. Les zones 
colorees regroupent les articles selon I'excentricite de I'orbite de reference utilisee. Les theories qui 
decrivent le mouvement relatif sur une orbite circulaire (e = 0) et quelconque (0 < e < 1) sont 
respectivement contenus dans les zones verte et rouge. Chacune des bottes represente un article et 
les fleches les liens qui les unissent. Ces articles sont resumes dans les paragraphes qui suivent. 
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Figure 2.5: Organigramme de la theorie concemant la modelisation du mouvement orbital relatif cartesien 
2.4 .1 . Modele non lineaire 
II est important de comprendre que toutes les theories presentees a la figure 2.5 decoulent de 
I'etude de la dynamique exacte et non lineaire du mouvement relatif. Dans I'article de (Ploen, Scarf et 
al. 2004), la dynamique non lineaire du mouvement relatif est demontree. Cette section presente les 
grandes lignes de cette demonstration. 
En se basant sur les explications de la Section 2.2, il est possible d'etablir la dynamique du satellite 
sur I'orbite de reference perturbee : 
?c=f3(?c)+fP,c (2-40) 
De la meme maniere, il est possible de definir I'equation dynamique du satellite esclave, sachant que 
celui-ci est soumis, en plus de I'acceleration due aux perturbations, a une force de commande qui lui 
permet de maintenir sa position relative par rapport a I'orbite de reference (satellite chef): 
?e =fa{fe)+fV,e+ll <2-41) 
ou m est la masse du satel l i te esclave. La pos i t ion relat ive du satel l i te esclave, no tee d e t presentee a 
la figure 2.4, s'exprime mathematiquement comme le montre I'equation suivante : 
En derivant deux fois le vecteur d, il est possible d'obtenir I'acceleration relative : 
d = fe-fc 
En substituant les equations (2.40) et (2.41), I'equation (2.43) devient: 
(2.42) 
(2.43) 
d = /„(re) - fg(fc) + f„e - Lc + — (2.44) 
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En utilisant la theorie de la cinematique des reperes toumants, le vecteur d peut etre exprime en 
oo o 
-» -» « -» 
fonction de d, d, c50I et a>0l, c'est-a-dire les derivees deuxieme et premiere du vecteur d dans le 
repere 3W et I'acceleration ainsi que la vitesse angulaire du repere 3// par rapport a 3/ . L'equation 
(2.44) devient alors: 
ci + 2 S 0 , x d + cS0I x ( S 0 , x d) + a)0I x d = /fl(rB) - /9(fc) + fViB - fViC + — (2-45) 
Cette equation ne possede pas de solution analytique du fait qu'elle est non lineaire et a parametres 
variant dans le temps. Cependant, plusieurs solutions approximatives ont ete developpees. Celles-ci 
sont presentees dans les prochaines sections. 
2.4.2. Mode le de Lawden 
Le modele de Lawden permet d'obtenir une solution analytique du mouvement relatif sur orbite 
I'elliptique non perturbee. Cependant, cette solution depend de I'anomalie vraie. La solution obtenue 
par Lawden a ete amelioree par Carter qui proposait une alternative pour eliminer les singularites. 
Tous ces resultats sont presentes dans I'article de (Inalhan 2002). lis sont resumes brievement dans 
les paragraphes qui suivent. 
Le modele de Lawden est base sur la version linearisee de l'equation (2.45) en considerant que les 
perturbations sont nulles. Pour se faire, il faut effectuer un developpement limite de fg(fe) autour de 
I'orbite de reference en utilisant I'expansion par une serie de Taylor: 
f9{fe)"U?c) + Vfa{rc-)-d (2.46) 
En soustrayant^(fc) des deux cotes, l'equation suivante est obtenue : 
/ , « ) - £ 0 9 * ? / , & ) • * (2-47) 
En substituant l'equation (2.47) dans l'equation (2.45) sachant que fpe = fpc = 0, il est possible 
d'obtenir: 
d + 2c30, xd + 3 o ; x (tuo; x +d) + 5 0 , xd = Vfg{rc)-d + — (2.48) 
La version composante de cette equation dynamique peut etre obtenue en prenant le produit 
scalaire 3# • ( ) : 
d" + 2{m"0,rd» + (A^,)* ( « , ) * d") + <a>o7)*d" = 7/»(r?)d* + %• (2-49) 
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En utilisant les equations (2.19), (2.22) et (2.50), il est possible de former le modele variables d'etat 










































ou fo est defini par: 
(2.52) , / l + ecosfl\ 
La dynamique dans le plan x-y fait reference au mouvement dans le plan, tandis que la dynamique 
selon I'axe z correspond au mouvement hors du plan. Pour obtenir les expressions qui definissent 8 
et 6, il faut utiliser quelques definitions importantes presentees dans le volume de (Bate 1971). En 
effet, I'expression de 8 en fonction de I'anomalie excentrique est presentee a I'equation suivante : 
(2.53) a V T ^ 
L'expression de E peut etre obtenue en derivant I'equation d'Euler presentee a I'equation (2.29): 
E = • 
1 — e cosE 
En substituant les equations (2.25) et (2.54), I'equation (2.53) devient: 
6 = -
nVl — e2 
(2.54) 
(2.55) 
(1 — ecos£) 2 
L'equation (2.35) permet d'exprimer le denominateur du terme de droite de I'equation precedente 
en fonction de I'anomalie vraie : 
l - e 2 
1 — e cos E = -
e cos 6 + 1 
En substituant I'equation (2.56) dans (2.55), la vitesse angulaire est obtenue : 
n(ecos0 + l ) 2 6=- (1 - e2)2 
(2.56) 
(2.57) 
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Finalement, pour obtenir I'acceleration angulaire, il suffit de deriver I'expression precedente 
—2ensin0 0 , 
8 = j - (e cos 0 + 1) (2.58) 
(1 - e2)2 
En substituant ces resultats dans I'equation (2.51) et en appliquant le changement de variable defini 
a I'equation (2.59), il est possible d'obtenir le resultat de I'equation (2.60). 
( }
-^re 













-2e sin 6 
1 + e cos 6 1 + e cos 8 
2e sin 8 e cos t 
- 2 
1 + e cos 0 
2e sin 8 
1 + e cos ( 1 + e cos 8 1 + e cos 6 
(1 - e2)3 
















l + ecos0 l + ecos0 
2 1 
le 
( l - e 2 ) 3 1 rO-
Cl + e cos 8) —-Hi". 4 n 2 m LlJL 
Ce systeme d'equations differentielles lineaires a coefficients variant en fonction de I'anomalie vraie 
possede une solution homogene analytique obtenue en posant ux = uy = uz = 0 : 
x(0) = sin 6 (dxe + 2d2e2tf (0)) - cos 8 [ ( 1 + e(?0!.fl )2 + ds] 
dx(0) 
de 
y(6») = dt + 1 ^ \ a + 2d2etf (0) + sin 8 f 3 „ + d3] + cos 8 [dte + 2d2e2tf (0)] 1 + e sin 0 t l + e cos 0 J 
. / . - . ,.....•>. . . L . ,<W(fl)l . . . r <te . 1 . f 2 d 2 i 
= cos0(d 1e + 2d2e2tf(0)) + sin0 2d,e ; d8 + sin0 1(1 + ( l + ecos0) 2 • ] -+ d, — cos 
2d 2e 2s in0 
(1 + e cos 0)3 
dy(0) d 4esin0 dfl(0) 
- -+2d2e———hcos0 d8 (1 + e sin0)2 ' ~~'~ d0 
- sin 0 [ d ^ + 2d2e2//(0)] + cos 0 
r d3 i r d 3esin6 i 





^ 5 ^1 ; 
z(0) = sin 0 — - + cos 0 -v
 ' l + ecos0 1 + e cos 0 
ds d s es in0 d6 d 6esin0 
: + sin e -rz—. ^TT — sin 8 — r + cos 8 -d8 1 + e cos 0 (1 + e cos 0)2 1 + e cos 8 (1 + e cos 0)2 




~~ Jo (1 + e cos COS0)' 
s r3e£ e 
•d8 = - ( l - e 2 ) 2 |— ( l - e 2 ) s i n £ c o s £ + - s i n £ c o s £ + dH L 2 
d//(0) cos0 (2.62) 
d8 ( l + ecos0) 3 
ou dH est aussi une constante d'integration calculee de maniere a ce que H(60) = 0, 80 etant 
I'anomalie vraie initiale. (Inalhan 2002) propose une technique pour determiner la valeur des 
constantes d'integration en fonction des conditions initiales dans le repere 3W . En fait, il suffit de 
resoudre le systeme d'equations suivant: 
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ou r* sont les vecteurs ligne qui correspondent aux coefficients de d; extraits de I'equation (2.61). De 
plus, (Inalhan 2002) demontre qu'il faut imposer la contrainte montree a I'equation (2.64) pour 
annuler les termes seculaires et eviter que le satellite esclave derive par rapport au satellite chef 
lorsque ceux-ci sont places sur une orbite elliptique. 
rfy(o) 2 + e 
*(0) (2.64) de 1 + e 
En fait, cette contrainte maintient la periodicite du mouvement relatif et assure la cohesion de la 
formation. De plus, celle-ci permet de conserver la solution du modele valide, c'est-a-dire pres de son 
point de linearisation. En effet, en laissant la formation deriver, la position relative du satellite 
esclave augmente inevitablement et ce, jusqu'a ce que I'equation (2.61) ne soit plus valide. 
Pour approfondir I'anayse de la litterature, le candidat propose de comparer la performance de la 
solution homogene du modele de Lawden au mouvement relatif non lineaire et non perturbe, et ce, 
pour differentes valeurs d'excentricite. Pour ce faire, considerer les parametres montres au Tableau 
2.1 et au Tableau 2.2. En fait, le premier tableau presente les elements d'orbite du satellite chef 
tandis que le deuxieme montre la position et la vitesse relatives initiales du satellite esclave. 
Tableau 2 . 1 : Elements d'orbite initiaux du satellite 
chef 
Tableau 2.2 : Positions et vitesses relatives initiales 











































II est a noter que la vitesse y a ete determinee en utilisant la contrainte de I'equation (2.64) pour 
eviter une derive de la position relative. Les parametres precedents sont utilises avec I'Algorithme 2.1 
afin d'obtenir une trajectoire relative basee sur la solution homogene du modele de Lawden. 
1. Former la matrice Rxy et Rz en utilisant les coefficients des constantes dt de I'equation (2.61). 
2. Calculer dxy = R^l[y(6>0) x(60) dx(fi0)/dQ dy(60)/d6] et dz = R-X[z(80*) dz(6l0)/de] en utilisant 
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I'equation (2.59) pour obtenir ( ) ' a partir de ( ) et les parametres de I'orbite du satellite chef. 
3. Considererle vecteur temps t = [0 ... tmax\. Pour tous les elements de cevecteur, note tkl faire les etapes 4-5. 
4. Utiliser la demarche expliquee dans la Section 2.3 pour calculer I'anomalie vraie 8k a partir de tk. 
5. A partir des valeurs de dxy, dz et 9k evaluer I'equation (2.61) pour obtenir la position et la vitesse relative de la 
formation. Utiliser, si necessaire, I'equation (2.59) pour convertir les derivees par rapport a I'anomalie vraie en 
vitesse relative. 
6. Fin de I'algorithme. 
Algorithme 2 . 1 : Calcul d'une trajectoire relative en utilisant la solution homogene du modele de Lawden 
La Figure 2.6 et la Figure 2.7 montrent respectivement revolution de la position et de la vitesse 
relatives du satellite esclave obtenue en utilisant le modele de Lawden et les erreurs relatives 
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Etats relatifs obtenus par le modele de 
Lawden avece = 0.1 
Figure 2.7 : Erreurs relatives du modele de Lawden 
par rapport au mouvement relatif non 
lineaire avec e = 0.1 
Ces figures demontrent que le modele de Lawden represente bien le modele non lineaire. En effet, 
I'erreur de propagation du modele est tres faible. La Figure 2.8 et la Figure 2.9 montre les memes 
resultats, mais lorsque que I'excentricite de I'orbite du satellite chef est elevee, c'est-a-dire 0.7. 
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Figure 2.8 : Etats relatifs obtenus par le modele de 
Lawden avec e = 0.7 
Figure 2.9 : Erreurs relatives du modele de Lawden 
par rapport au mouvement relatif non 
lineaire avec e = 0.7 
II est possible de constater que la precision du modele de Lawden se degrade legerement avec 
I'augmentation de I'excentricite. Cependant, le modele est suffisamment precis pour la plupart des 
applications. De plus, les erreurs de propagation du modele de Lawden, concentrees pres du perigee, 
n'augmentent que tres legerement avec le temps. 
2.4.3. Modele de Hill 
Plusieurs lois de commande pour les formations de satellites ont ete developpees en utilisant le 
modele de Hill, aussi appele Clohessy-Wiltshire. Ce modele suppose que I'orbite du satellite chef est 
circulaire. Cette realite permet de decrire le mouvement relatif en fonction du temps, contrairement 
au modele de Lawden qui le fait en fonction de I'anomalie vraie. Le volume de (Fehse 2003) presente 
le developpement complet de ces equations. Les paragraphes qui suivent en presentent les grandes 
lignes. 
En supposant que I'orbite de reference est circulaire, c'est-a-dire que 8 = n = -Jl^hc • rc e s t constant 







































*2<0 X'f> •>»» 
La solution homogene de ce systeme d'equations, obtenu en utilisant la transformed de Laplace avec 
u = 0, est presentee a I'equation suivante : 
CHAPITRE 2 : Moderation d'une formation de satellites 25 
x(t) = —sin(nt) — I—- + 3x0)cos(nt) + (4x0 1 
i ( t ) = x0 cos(nt) + (2y0 + 3x0) sin(nt) 
2x0 /4y0 \ / 2 i 0 \ y(t) = cos(nt) - I + 6x0 Jsin(nt) + (6nx0 + 3y0)t + ly0 1 
y(t) = — 2x0 sin(nt) — (4y0 + 6nx0) cos(nt) + (6nx0 + 3y0) 
(2.66) 
z(t) = —sin (nt) — z0 cos(nt) 
77. 
z(t) = z0 cos(nt) + z0n sin(nt) 
ou x0 , y0< zo> *o> yo e t ^o s o n t des constantes d'integration qui correspondent aux donnees relatives 
initiales en position et en Vitesse. De la meme maniere qu'avec le modele de Lawden, il faut elimer 
les termes seculaires presents dans la solution du systeme pour maintenir la periodicite du 
mouvement relatif en imposant une contrainte sury0 : 
y0 = ~2x0n (2.67) 
II est a noter que cette contrainte est equivalente a celle de I'equation (2.64) lorsque e = 0 et que 
6 = n. II est interessant de comparer les equations de Hill avec le modele non lineaire et non 
perturbe comme cela ete fait avec le modele de Lawden. La premiere simulation a ete realisee avec 
les parametres presentes aux Tableau 2.3 et Tableau 2.4. 
Tableau 2.3: Elements d'orbite initiaux du satellite 
chef 
Tableau 2.4 : Positions et vitesses relatives initiales 










































Les resultats sont presentes a la Figure 2.10 et a la Figure 2.11. 
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Figure 2.10: Etats relatifs obtenus par le modele de 
Hill avecx0 = [100,100,100, 0, -200n, 0] r 
Figure 2.11: Erreurs relatives du modele de Hill par 
rapport au mouvement relatif non 
lineaire avec 
x0 = [100,100,100, 0, -200/1, 0]T 
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II est a noter que les mouvements en x et en z sont superposes. Ces figures montrent que la precision 
du modele est tres bonne. De plus I'erreur est periodique et n'augmente pas avec le temps. Pour 
pousser plus loin I'analyse, les conditions initiales peuvent etre modifiees de maniere a ce que la 
position relative du satellite esclave soit plus grande, c'est-a-dire 10 km au lieu de 100 m pour les 
axes x, y et z. Les resultats sont montres a la Figure 2.12 et a la Figure 2.13. 
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Figure 2.12: Etats relatifs obtenues par le modele de 
Hill avec 
x0 = [104,104,104, 0, -2Xl04n, 0]T 
Figure 2.13 : Erreurs relatives du modele de Hill par 
rapport au mouvement relatif non 
lineaire avec 
x0 = [104,104,104, 0, -2xl04n, 0]T 
Ces figures montrent que plus la distance relative augmente, plus I'erreur de propagation du modele 
de Hill est elevee. Cette realite est causee par la linearisation du modele relatif non lineaire qui 
repose sur I'hypothese que la position relative doit etre petite par rapport au rayon de I'orbite pour 
que le modele lineaire demeure valide. II est a noter que I'augmentation de I'erreur n'est pas 
proportionnelle a I'augmentation de la position relative initiale. En fait, celle-ci est exponentielle. 
Les resultats precedents ont ete presentes pour demontrer revolution de chacune des composantes 
du mouvement relatif en fonction du temps. Cependant, il est aussi interessant d'afficher les resultats 
sous forme de diagramme des phases en position relative. La Figure 2.14 presente le graphique 
obtenu en utilisant cette representation a partir des donnees de la Figure 2.10. 
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y (m) -200 -150 x(m) 
Figure 2.14 : Diagramme des phases en position obtenu par la solution homogene du modele de Hill avecx0 = [100, 
100,100, 0, -200n, 0]T 
II est possible de constater que le mouvement relatif entre deux satellites, lorsque le satellite chef est 
sur une orbite circulate, forme une ellipse. En fait, I'article de (Lovell, Homeman et al. 2004) 
proposent de transformer I'equation (2.66) sous une forme parametrique : 
x(t) = yCOS/? + Xd 
y(t) = aesmp + yd+yrt 
Z ( t ) = Zmax Sin (j> 
ou ae, zmax, xd, yd, yr, /? et # sont definis par: 
x(i) = -^-nsin/? 
y(t) = aen cos P +yrt 




yr = -nxd 
2xn 
ya = yo-- (2.69) 
0 = nt + tan - 1 1-
i0 -r 2y0J V i 0 • 
Cette version des equations de Hill est plus intuitive, car elle illustre le fait que le mouvement relatif 
\3nx  + 2y  ,za I 
decrit une trajectoire elliptique centree a (xd,yd, 0). Cette ellipse glisse dans la direction y avec une 
vitesse definie pary r . Sa projection dans le plan orbital est une ellipse 2 x 1 d'axe semi-majeurae. Le 
parametre /? indique la position de I'esclave sur cette derniere. 
2.4.4. Mode le de Hill i nc luan t / 2 
Les modeles presentes jusqu'a present consideraient que les perturbations fv agissant sur les 
satellites de la formation sont nulles. Cependant, quelques auteurs se sont interesses a modeliser le 
mouvement relatif en presence des perturbations orbitales ]2- En effet, la Terre n'est pas 
completement spherique ce qui provoque des anomalies dans son champ gravitationnel non 
representees dans la dynamique keplerienne. Plus precisement, les perturbations orbitales causees 
par I'aplatissement aux poles de la Terre exprimees dans le repere orbital sont definies par: 
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Jh(r) = - - ~ r ~ ( ( 1 - 3 sin2 i sin2 u)0r + (1 - 3 sin2 i sinu cosu)0a + 2 sin i cos i sinu 0n) I2-70) 
ou J2 = 1082.64 x 10"6 et rt = 6.37816 x 106 m est le rayon de la Terre. (Schweighart 2002) 
propose une approche complexe pour ajouter ces perturbations au modele de Hill. Par contre, ce 
modele possede une solution homogene analytique utile. Pour I'obtenir, il faut considerer la 
dynamique non lineaire du satellite esclave lorsque celui-ci est soumit aux perturbations J2 : 
*i = / f l f t )+4 f t ) (2-71) 
En linearisant cette equation par rapport a I'orbite de reference, il est possible d'obtenir: 
I * /sft) + ^ f t ) • d + 4 ft) + 174ft) • d (2.72) 
En substituant I'equation precedente dans I'equation (2.43), I'equation (2.73) est obtenue. 
i = fg ft) + V?a ft) • d + 4 ft) + Vfh ft) • d - fc (2.73) 
En utilisant la cinematique des reperes tournants comme cela a ete fait a I'equation (2.45), I'equation 
(2.73) devient: 
d + 2S0, x d + w0I x (w0, x +d) + S0, x d = fg ft) + Vfg ft) • d + 4 ft) + 174 ft) -d-'i <2-74) 
Etant donne la presence des perturbations orbitales, les parametres de cette equation differentielle 
varient en fonction de I'argument de latitude. Cette realite fait qu'il est difficile de la solutionner 
directement. En fait, pour y arriver (Schweighart 2002) propose d'appliquer deux approximations. 
Premierement, il faut evaluer le gradient de fj2(rc) en prenant sa moyenne sur une revolution 
d'orbite : 
F/Ltt) -l-J^I "vfj,<?c)du • d (2.75) 
Deuxiemement, il faut etablir la dynamique du satellite chef de maniere a ce que celle-ci ait une 
vitesse angulaire constante malgre I'effet des perturbations orbitales. Dans ce contexte,/2 modifie la 
periode orbitale du satellite chef. Pour traduire mathematiquement ces affirmations, il suffit de 
considerer que seulement la moyenne de fj2(rc) est exercee sur le centre de masse du satellite chef: 
?c = fg ft) + ^ j 7;2 ft)d9 (2-76) 
En substituant les equations (2.75) et (2.76), I'equation (2.74) devient: 
d + 2S0, x d + w0, x (u0l xd) + S0,xd = Vfg{rc-) • d + 4 f t ) + Vfh(rc)d6 • d - 4 f t ) dB (2.77) 
Pour obtenir les composantes de cette equation, il faut de prendre le produit scalaire 3# • ( ) : 
J -In r2n 
vfl ft")de • d - /« ft") de (2.78) 
0 ^0 
ou : 
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4s 0 0 
0 - s 0 






/?2(r") = - 3/2A"-t
2 
2 r 4 
1 — 3 sin2 i sin2 (net) 
1 — 3 sin2 i sin u cos(nct) 





sachant que c = V I + 5 et s = 3/2r t 2( l + 3cos(2 i ) ) / (8r 2 ) . II est a noter que dH, dH, dH et 
Vfg(r") ont deja ete presentees a I'equation (2.50). De cette maniere, I'equation suivante est 
obtenue: 
x = 2ncx — (5c2 — 2~)n2x = — 3n2/2 1(1 3 sin2 i sin2 (net) • 1 + 3 cos(2 8 2 ) 
y = 2ncx — 3n2J2 — sin2 isin(nct) cos(nct) 
z + (3c2 — 2)n2z = —3n2y2 — sin i cos(i) sin(nct) 
(2.80) 
La solution de ces equations differentielles lineaires peut etre obtenue analytiquement 
V l - ; 
x(t) = (x0 — a) cos(ntVl — s) :y0n2 sin(ntVl — s) + a cos(2?xtVl + s) 2VTTs 
Vl + s , , . , . 1 + 3s . . . 
y(£) = ij0 — a ) s in (n tv l — s) +y 0 cos(n tVl - s) + -rrz r a s i n ( 2 n t v l + s) 
z(t) = z0 cos(ntVl + 3s) +—7J===sm(ntyfTTJs) + /?(Vl + ssin(2ntVl + s) - Vl - 3ss in(2ntVl+ s)) 
n v l + 3s 






8rc(3 + 5s) 4rcsV(l + 3s) 
En posant la constante/2 a zero, les equations de Hill presentees a I'equation (2.66) sont obtenues. 
La solution de (Schweighart 2002) comporte egalement six degres de liberte. Cependant, il faut 
contraindre la Vitesse initiale dans les directions x et y pour annuler les termes seculaires : 
•yan + -
1 - s 




Cette consideration empeche que I'esclave derive jusqu'a ce que I'approximation realisee lors de la 
linearisation ne soit plus valide. 
2.5. Dynamique orbitale relative par elements d'orbite 
Jusqu'a maintenant, les variables d'etats des modeles dynamiques relatifs etaient exprimees en 
coordonnees cartesiennes. Cependant, celle-ci peuvent etre decrites en utilisant la difference entre 
les elements d'orbite du satellite esclave et ceux du satellite chef : 
Ae(t) = ee-ec = [Aa AM Ai Ae A<o Ailf (2.84) 
Quelques modeles utilisant cette representation ont ete proposes dans la litterature, la Figure 2.15 
repertorie les plus importants. 
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MII'I". : m . . 
r'-.-jn" :J.T-
Figure 2.15 : Organigramme de la theorie concernant la modelisation du mouvement orbital relatif par elements 
d'orbite 
Le volume de (Schaub et Junkins 2003) base sur les travaux de (Alfriend, Schaub et al. 2000) et de 
(Gim et Alfriend 2003) presente une technique pour obtenir la matrice d'etats de transition, notee 
^AeCt'to)/ decrivant le comportement de la difference des elements d'orbite d'une formation de 
satellites evoluant sur une orbite elliptique. Celle-ci permet d'obtenir la matrice d'etats de transition 
#x(t>to)» c'est-a-dire a la solution homogene du mouvement relatif dans le repere de Hill, en 
utilisant la correspondance lineaire M(e c ) entre les coordonnees relatives cartesiennes et la 
difference d'elements d'orbite presentee a I'Annexe C. Une matrice d'etat de transition est une 
matrice qui, multiplied par les etats initiaux du systeme au temps t0, donne les etats a un temps futur 
t. Cette entite mathematique est tres utilise pour predire le comportement d'un systeme, mais il est 
difficile de I'utiliser pour faire la synthese d'une loi de commande. En effet, dans cette situation les 
equations differentielles dynamiques representees sous forme de modele variable d'etat est 
necessaire. Mathematiquement, la matrice d'etat de trasition de (Schaub et Junkins 2003) est definie 
par: 
0x(t, t0) * M{ec)0ieit, to)M(ec)"1 (2.85) 
Lorsque I'orbite de la formation est non perturbee, seulement la difference d'argument de latitude 
varie dans le temps. De cette maniere, il est possible d'etablir que : 
Au(t) = Aco + AB(f) (2.86) 
Au(t0) =A(o + A8{tQ) (2.87) 
Pour former ^AeC^to)* '' suffit done d'exprimer A0(t) en fonction de Ae(t0) . Pour ce faire, il faut 
calculer la variation de M, donnee a I'equation (2.30), par rapport aux elements d'orbite du satellite 
chef: 
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AM = AM0 + - — (M - M„) (2.88) 
2 a 
II est noter que pour simplifier la notation, I'indice 0 indique que I'etat est evalue au temps t0. En 
faisant la meme operation avec I'equation de Kepler, presentee a I'equation (2.29), il est possible 
d'obtenir: 
AM = (l-e cosE)AE - sinE Ae (2.89) 
Pour evaluer AE, il suffit de prendre la variation de I'equation (2.37): 
n sin0 Ae , 
AE=- • -A0-- - — (2.90) 
1 + e cos 6 1 + e cos 6 r) 
our] = V l — e2. En substituant ce resultat dans I'equation (2.89), il est facile d'obtenir: 
m
=T% ^ OlA0 - (2 + e cos 0) sin 8 Ae) (2.91) 
( l + ecos0) 2 l ' 
La difference en anomalie moyenne initiale est exprimee en prenant avantage du fait que seulement 
I'anomalie varie en fonction du temps, c'est-a-dire en posant 6 = 80 dans I'equation precedente : 
AM
" = n i **
 a^2 ^Aeo ~ C2 + e c o s eo) sin e0 Ae) (2.92) 
[1 + e cos vay 
En substituant les equations (2.91) et (2.92) dans I'equation (2.88) et en isolant le parametre Ad du 
resultat, I'equation suivante est obtenue : 
A6 = AAa + BAf0 + CAe (2.93) 
ou A, B et C sont definis par: 
A = —-£(M-Ma) 3 arj 2 ? 
B=Q\ (2-94) 
C = — (sin 0 (2 + e cos 8) - (—) (2 + e cos 0O) s in60) 
En utilisant les elements d'orbite de I'equation (C.2), les parametres de I'equation (2.93) se reecrivent 
comme suit: 
3<z»7 , A = -~{M-M0) 
-©" 
(2.95) C = I ( s i n u ^ — cosuq2)(2 + q-^cosu + q2sinu) 
rj2V<72 + ql\ 
— (~) (<7iSinu0 — ^2cosu0)(2 + q1cosu0 + <?2sinu0) 
ou r est defini a (C.13) et 77 = yjl — ql — q\. Par la suite, il faut utiliser les definitions de I'equation 
(C.3) pour obtenir la difference en excentricite et en argument du perigee : 
^=-!===={q1Aq1 + q2Aq2) 
^ + * (2.96) 
Ao> = : , (M<?i - HzMi) 
V<7? + <?2 
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En remplacant les equations (2.86), (2.87) et (2.96) dans I'equation (2.93), il devient possible 
d'exprimer la difference en argument de latitude au temps t en fonction de la difference des 
elements d'orbite initiale : 
Au = AAa + BAB0 + C1Aq1 + C2Aq2 (2.97) 
ou Ct et C2 sont definis par: 
Cl =
 (c7fef-(1-B)ra) 
V MW2 <& + <&) 
(2.98) 
En organisant ces resultats sous une forme matricielle, &&e(.t, t0) peut etre obtenue : 
*4«(t,to) = 
1 0 0 0 0 0 
A B 0 Cx C2 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 lJ 
(2.99) 
II est interessant de comparer ce modele avec le modele non lineaire integre numeriquement en 
utilisant I'Algorithme 2.2. 
1. Calculer I'anomalie moyenne initiale M0 a partir de I'anomalie vraie initiale du satellite chef sachant que 80 = u0 + 
co. Conserver les parametres 90 et u0. 
2. Calculer r0 a I'aide de I'equation (2.19) pour une anomalie vraie de 60. 
3. Considerer le vecteur temps t = [0 ... tmax\. Pour tous les elements de ce vecteur, notes tk, faire les etapes 4-5-
6-7-8. 
4. Utiliser la demarche expliquee dans la Section 2.2 pour calculer I'anomalie vraie Mk, 6k a partir de tk. 
5. Calculer rk a I'aide de I'equation (2.19) pour une anomalie vraie de 8k. 
6. Calculer I'argument de latitude uk correspondant a une anomalie de 9k en utilisant I'argument du perigee du 
satellite chef. Utiliser la valeur de uk ainsi que les autres elements d'orbite initiaux du satellite chef pour evaluer eck 
et ainsi la matrice M(eck) definie par les equations (C.15) et (C.21). 
7. Calculer <PAe(t, t0) presente a I'equation (2.99) en utilisant M0l 60, uQ, r0, Mkl 6k uk et rk. 
8. Appliquer I'equation (2.85) pour obtenir la position et la Vitesse relatives de la formation. 
9. Fin de I'algorithme. 
Algorithme 2.2 : Calcul d'une trajectoire relative en utilisant la matrice d'etats de transition de Schaub 
En utilisant les parametres montres aux Tableau 2.1 et Tableau 2.2, les resultats obtenus pour une 
excentricite de 0.1 et de 0.7 sont montres aux Figure 2.6, Figure 2.7, Figure 2.8 et Figure 2.9. 
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Figure 2.16 : Etats relatifs obtenus par le mod el e de 
Schaub avec e = 0.1 
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Figure 2.17 : Erreurs relatives du modele de Schaub 
par rapport au mouvement relatif non 
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Figure 2.18 : Etats relatifs obtenus par le modele de 
Schaub avec e = 0.7 
Figure 2.19 : Erreurs relatives du modele de Schaub 
par rapport au mouvement relatif non 
lineaire avec e = 0.7 
Ces figures sont identiques a celles obtenus a partir du modele de Lawden. Ces deux modeles 
dependent de l'anomalie vraie et demandent environ le meme nombre de calculs. Cependant, le 
modele de Schaub permet de traiter les conditions initiales beaucoup plus facilement. 
2.6. Type de formation de satellites 
II existe plusieurs types de formation de satellites. Cependant, il est possible de les separer en deux 
categories, a savoir les formations naturelles et les formations forcees ou articifielles. La section qui 
suit presente ces deux types de formations. 
2 .6 .1 . Formations naturel les 
Les formations naturelles se maintiennent naturellement, c'est-a-dire sans effort de commande, dans 
un environnement sans perturbation. II en existe un nombre limite et elles peuvent etre decrites par 
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un ensemble de conditions initiales. L'article de (Sabol 2004) presente quelques exemples de 
formations obtenues a partir des equations de Hill: 
• Formation dans le plan: Ce type de formation est le plus simple. Elle est constitute d'un 
groupe de satellites qui occupent le meme plan orbital et qui sont separes par une anomalie 
moyenne. Dans les equations de Hill, cette formation est representee en mettant toutes les 
conditions initiales a zero excepte pour y0. 
• Formation dans la route : Ce type de formation permet aux satellites de suivre la meme trace 
au sol. Les conditions initiales a utiliser pour obtenir ce type de formation sont semblables a 
celles associees aux formations dans le plan. Cependant, la condition initiale de z0 est 
determinee en fonction du choix de y0 : 
Zo -—y0sini (2.100) 
n 
• Formation circulaire: La formation circulaire est celle qui permet de maintenir une distance 
constante entre chaque satellite de la formation en respectant la contrainte suivante : 
x
2
 + y2 + z2 = r2 (2.101) 
ou r est le rayon de la formation. Cette contrainte impose d'initialiser la formation comme 
su i t : 
£^o z0 = +V3i0 
y
°~n i„ = ±V3*„ <2102> 
y0 = -2nx0 
Les deux degres de liberte restants, c'est-a-dire x0 et x0 permettent d'ajuster le rayon de la 
formation et la phase du satellite esclave sur sa trajectoire circulaire par rapport au satellite 
chef: 
/ r \ ,rri\ 
x0 = (jJ cos 0 *o = ~ ( y j s in <P (2.103) 
• Formation circulaire projetee: Celle-ci est semblable a la formation circulaire. La seule 
difference est que la formation circulaire projetee maintient une distance fixe seulement dans 
le plan y-z: 
y2 +zz = r2 (2.104) 
Les conditions initiales a utiliser deviennent alors : 
_ ^ o z0 = ±2x0 
y
°~ n z0 = ±2x0 (2.105) 
y0 = -2nx0 
Les conditions initiales x0 et x0 servent encore une fois a ajuster le rayon et la phase de la 
trajectoire circulaire projetee. Elles sont calculees de la meme maniere qu'avec une formation 
circulaire. 
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2.6.2. Formations forcees ou artif icielles 
Les formations forcees, non naturelles ou artificielles n'utilisent pas la dynamique naturelle du 
mouvement relatif pour se maintenir. En fait, il est necessaire de maintenir la position des satellites 
en utilisant des actionneurs. Evidemment, il existe une infinite de formations qui correspond a cette 
categorie. La forme geometrique que decrivent les satellites est souvent nominee polyedre. 
Quelques missions utilisent ce type de formation, telle celle presentee dans I'article (Curtis 1999). 
2.7. Resume 
Ce chapitre a couvert la dynamique orbitale cartesienne et par elements d'orbite d'un satellite de 
maniere a introduire la dynamique orbitale relative. En effet, les caracteristiques, resumees au 
Tableau 2.5, des modeles de Lawden, de Hill, de Hill + J2 et de Schaub ont ete presentees. 
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lineaires a parametres variants 
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fonction du temps 
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0 < e < 1 
e = 0 
e = 0 
0 < e < 1 
De plus, la demontration de ces derniers a ete effectuee. Enfin, certains de ces modeles ont ete 
compares au modele non lineaire d'une formation de satellites afin de valider leur efficacite. En ce 
sens, le modele relatif cartesien de Lawden s'est avere etre equivalent au modele par elements 
d'orbite de Schaub. De plus, il a ete demontre experimentalement sur le modele de Hill que la 
precision des modeles linearises se degrade rapidement lorsque la distance relative entre les 
satellites augmente. Ces modeles sont a la base de la conception des lois de commande et de guidage 
d'une formation de satellites. 

CHAPITRE 3 
Lois de commande d'une formation de satellites 
Ce chapitre presente quelques methodes pour asservir une formation de satellites. Ce resume de la 
litterature ne se veut pas une etude exhaustive de toutes les methodes existantes. II s'agit plutot de 
celles etudiees par I'auteur pour cerner les types de lois de commande pour lesquelles il serait utile 
de contribuer. Ces dernieres sont organisees dans le schema montre a la Figure 1.1. 
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Figure 3 . 1 : Organigramme de la theorie concernant les lois de commande pour les formations de satellites 
En fait, toutes les lois de commande d'une formation de satellites peuvent etre classees dans deux 
categories, c'est-a-dire continues et impulsives. La premiere categorie implique {'utilisation de 
commandes continues dans le temps et necessite I'utilisation de propulseurs a poussee variable. Les 
lois de commande de cette categorie peuvent etre de trois types: cartesiennes-inertielles, 
cartesiennes-Hill et par elements d'orbite. La deuxieme categorie contient les techniques qui 
requierent des commandes discretes decrites par une variation de Vitesse qu'elles induisent sur le 
satellite. Ces lois de commande peuvent etre divisees en deux types: cartesiennes-Hill et par 
elements d'orbites. Ce chapitre decrit differentes lois de commande qui appartiennent a chacune de 
ces categories. 
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3.1. Lois de commande continues cartesiennes-inertielles 
Dans la litterature, peu d'auteurs utilisent cette loi de commande pour asservir une formation de 
satellites. En effet, elle implique une retroaction de la position et de la vitesse inertielle du satellite 
esclave. La consigne ne peut done pas etre exprimee directement dans le repere de Hill. En fait, cette 
approche est plus couramment utilisee pour controler I'orbite d'un seul satellite. 
Pour implementer ce type de loi de commande, (Schaub et Junkins 2003) propose d'utiliser 
I'approche de Lyapunov basee sur la dynamique des satellites chef et esclave exprimee dans le repere 




 J glTc) . . 
L'erreur a poursuivre est definie par: 
Ar' = r'e-{r'e)d (3.2) 
oil r'e et (r'e)d sont respectivement la position inertielle mesuree et desiree du satellite esclave. En 
utilisant ce signal d'erreur et sa derivee, la fonction Lyapunov V, definie positive, peut etre etablie : 
V = ^A(r'YAr'+^A(r'YK1Ar' (3.3) 
oil K1 est une matrice de gain de retroaction definie positive de dimensions 3 x 3 . En prenant la 
derivee de V, I'equation (3.4) est obtenue. 
V = (Ar')T(r'e - (r'e)d + KxAr<) (3.4) 
En utilisant I'equation (3.1), I'equation precedente devient: 
V = (Ar')T(fg(r'e) - / ' ( ( r ' e ) d ) + u> + K^Ar') (3.5) 
Pour assurer la stabilite de la loi de commande, cette equation doit etre definie negative. Par 
consequent, en forcant V a la grandeur—A(r')TK2Ar' la loi de commande suivante est obtenue : 
W = - (fa (r'e) - fg «r'eyi) - K1 Ar' - K2Ar' (3.6) 
Celle-ci peut etre linearisee pour faciliter son implementation : 
/i(ri)-/i((ri)'l)«^ Ar' = Pf'g((r'e)d)Ar' (3.7) 
Par consequent, la loi de commande de I'equation (3.6) devient: 
u' = -{Vf'giir'^Ar' + K^Ar' - K2Ar' (3.8) 
Les auteurs ont demontres en pratique que cette approche donne lieu a un effort de commande 
considerable. En fait, elle semble etre mieux adaptee aux manoeuvres rapides. 
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3.2. Lois de commande continue cartesienne-Hill 
Ce type de lois de commande est base sur la dynamique relative d'une formation de satellites. La 
consigne est done directement specifiee dans le repere de Hill. Les sections qui suivent presente les 
lois de commande les plus utilisees de cette categorie : Lyapunov, robuste et predictive. 
3 .2 .1 . Loi de commande de Lyapunov 
La loi de commande de Lyapunov, developpee encore une fois dans le volume de (Schaub et Junkins 
2003), utilise une retroaction de I'erreur relative exprimee dans le repere de Hill: 
Ad" = dH- (d")d (3.9) 
Ad" = dH- (d")d (3.10) 
ou dH et (dH)d correspondent respectivement a la positon mesurees et desirees. Cette loi de 
commande est basee sur la dynamique de Lawden ou de Hill presentee dans la Section 2.4 et reecrite 
i c i : 
d« = Aid" + B{u" 
d" = Ac2d" + Bc2u" l ' 
Pour obtenir le vecteur de commande uH en fonction de I'erreur relative qui assure la stabilite du 
systeme, il suffit d'etablir la fonction Lyapunov definie positive montree a I'equation suivante : 
V = ^A{dH)TAdH + ^A(dH)TK3Ad» (3.12) 
ou K3 est une matrice de gain definie positive de dimensions 3 x 3. En derivant V, I'equation (3.12) 
devient : 
V = A(d»jr(Ad" + K3AdH) (3.13) 
En substituant I'equation (3.11) dans I'equation precedente et en forcant cette derniere a 
T 
—4(d H ) K4Ad", I'equation suivante est obtenue : 
-A(dH)TKtAd." = Kd")T(Akid" + Ass,2<lH + «" - dH* + K3Ad") (3.14) 
ou KA est une matrice de gain definie positive. II reste a mettre uH en evidence : 
u" = (d")* - A[dH - Ac2dH - K4Ad" - K3Ad" (3.1S) 
Si le mouvement relatif desire est naturel, e'est-a-dire que (dH) = At(dH)d + Ac2{dH} , la loi de 
commande devient : 
u" = [Ai + K3 i l i + *4][JJa] (3-16) 
Bien que cette loi de commande soit facile a implementer, il est difficile de determiner les matrices 
K3 et K4 de facon a obtenir des performances optimales. 
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3.2.2. Loi de commande predict ive 
La commande predictive utilise les etats actuels du systeme pour faire la prediction de son 
comportement sur un horizon fini, a I'aide de son modele pour calculer la commande optimale selon 
une fonction cout. (Tillerson et How 2001) propose d'utiliser ce principe pour reconfigurer et 
maintenir une formation de satellites en utilisant le modele de Lawden. La section qui suit presente 
I'approche qu'il propose. 
Cette loi de commande est basee sur le modele de Lawden discret montre a I'equation suivante : 
x(k + l|fe) = ALAW(k)x(k\k) + BMWWu"(k) . , 
V(k + l|fc) — ('LAW 
x(k + l\k) + DLAWuH(k) ' ' 
o u
 CLAW = I> ^LAW = 0- " e s t a noter que ce modele doit etre discretise a chaque pas en temps 
etant donne que celui-ci est a parametres variant dans le temps. La plupart des auteurs proposent 
d'utiliser une discretisation avec bloqueur d'ordre zero. Ce modele discret permet d'etablir I'equation 
de prediction. Celle-ci exprime mathematiquement la valeur future des sorties du systeme, en 
fonction de la sequence future de commande et de la reponse naturelle future, calculee a partir de 
I'etat actuel du systeme : 
y « — Gss,y,k.NuN + fss,y,k,N (3.18) 
ou uN = [uH(k\kY uH(k + l\k)T - uH(k + N-2\k)T uH(k + N-l\k)T]T, yN = 
[y(k + l\k)T y(k + 2\kY ... y(k + N- l\k)T y(k + N\k)T] , la matrice des parametres de 
Markov GSSyiNk permet d'obtenir la prediction de la reponse forcee de la dynamique, le vecteur 
fss,y,N,k correspond a la prediction de la reponse naturelle du systeme et N est I'horizon de 
prediction. Finalement, cette equation de prediction peut etre utilisee dans un programme 
d'optimisation lineaire qui permet d'obtenir la sequence de commande qui minimise la 
consommation de propergol. En fait, pour une manoeuvre de reconfiguration, ceci se traduit par: 
m i n ^ K j h sujetk 
y'(k + W) = Gss^ikuN + fSSiNik 
ou y*(k + N) est la position relative finale desiree, Cj est I'element j d'une matrice ligne de 
ponderation. Pour le maintien d'une formation, I'erreur relative future doit etre maintenue a 
I'interieur d'une tolerance en minimisant, encore une fois, le propergol necessaire : 
m 
ming C j | u N J | , sujeta (3 2(J) 
\y(k +j) - y'(k + ; ) | < ep j = 1 N 
ou €j definit la borne maximale de I'erreur. D'autres contraintes pourraient etre ajoutees au 
probleme. Par exemple, il serait possible de limiter la variation ou I'amplitude maximale de la 
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commande de facon a respecter les caracteristiques des actionneurs du satellite. Ces programmes 
lineaires sont resolus avec la fonction « linprog » disponible dans MATLAB®. 
Cette strategie est avantageuse, car elle considere explicitement la consommation de carburant et 
peut gerer differents types de contraintes. Cependant, elle possede quelques inconvenients. 
Premierement, la solution du probleme d'optimisation ne possede pas toujours de solution. 
Deuxiemement, la stabilite ne peut etre demontree. Troisiemement, I'utilisation de la fonction 
« linprog » demande beaucoup de puissance de calcul, et ce, surtout lorsque I'horizon de prediction 
est eleve. Bref, ces lacunes ne permettent pas d'utiliser cette loi de commande pour des missions 
autonomes. Quatriemement, la strategie proposee utilise deux lois de commande differentes pour la 
reconfiguration et le maintien d'une formation. 'Finalement, les manoeuvres de reconfiguration ne 
peuvent pas etre realisees sur plusieurs orbites, car cela demanderait un horizon de prediction tres 
eleve qui rendrait I'optimisation impossible. 
3.2.3. Loi de commande robuste 
Quelques auteurs ont developpe des lois de commande robustes pour le vol en formation basees sur 
le modele de Lawden presente a la Section 2.4.2. Cette strategie permet d'obtenir une loi de 
commande dont la stabilite et la performance peuvent etre demontrees facilement. 
La synthese de ce type de compensateur est decrite dans le volume de (Alazard, Cumer et al. 1999). 
Cependant, avant de presenter les grandes lignes de cette technique, il faut introduire le concept de 
la transformation lineaire fractionnelle (LFT). Cette representation mathematique permet d'exprimer 
n'importe quel systeme d'equations rationnelles (dynamique ou statique) en fonction de ces 
parametres incertains ou variants, notes A. En fait, pour les matrices de dimensions appropriees A et 
M M 1 
M = n/,11 n/,12 et en supposant que leur inverse existe, la LFT superieure Fu{...,...) est definie 
M2i M22I 
parl'equation (3.21). 
FU(M, A) = M21A(7 - M n J - ' M u + M22 (3.21) 




Mn '• M12 
z 
y 
Figure 3.2 : Representations schematique d'une LFT 
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Pour obtenir la LFT du modele de Lawden (Gaulocher, Chretien et al. 2004) proposent d'utiliser le 
changement de variable defjnie a I'equation suivante : 
a = -
tan ( I ) - (3.22) 
ta„(|) + l 
Les fonctions trigonometriques sin 9 et cos 6 peuvent alors etre exprimees en fonction du parametre 
8 sous forme de fonction rationnelle : 
1 _ X2 _-)K 




 : 1 + S2' v"' 1 + 52 
La LFT du modele de Lawden peut done etre formee en utilisant la boite a outils de (Magni 2004) de 
maniere a ce que celui-ci soit exprime en fonction du parametre 8 lie a I'anomalie vraie de I'orbite. Le 
modele de Lawden peut done etre considere comme lineaire invariant dans le temps, possedant une 
incertitude parametrique. II faut done synthetiser une loi de commande robuste (en stabilite et en 
performance) surtoute la gamme d'incertitudes du modele. 
Pour obtenir cette loi de commande (Gaulocher, Chretien et al. 2004; Brazeau, Simard Bilodeau et al. 
2008) proposent d'utiliser le systeme augmente montre a la Figure 3.3, 
[d")i ' 

















Figure 3.3: Systeme augmente utilise pour la synthese des lois de commande robuste pour les formations de 
satellites 
ou K(s) correspond au compensateur robuste, R(s) est un systeme qui decrit le comportement ideal 
desire de la formation, (dH)d est la position relative desiree du satellite, uH est la commande 
exprimee dans le repere de Hill, dH est la position relative mesuree du satellite, d" est I'erreur entre 
le modele et les poles desires. Ces signaux doivent etre normalises de maniere a definir les sorties de 
performances uH, dH et d". Les ponderations sont definies par les fonctions de transfert WJXS) , 
W2(s), W3(s) et ^4 (5 ) . En fait, il faut calculer les parametres des compensateurs K(s) qui 
minimisent la norme #<„ des sorties de performance pour quelques valeurs de A distributes 
adequatement sur sa plage de variation. La synthese de la loi de commande est complexe et 
necessite I'utilisation de la boTte a outils de commande robuste disponible dans MATLAB®. La stabilite 
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et la performance de chacun des compensateurs peuvent etre demontrees sur I'intervalle qu'ils 
couvrent en utilisant les techniques de ^-analyse expliquees dans le volume de (Alazard, Cumer et al. 
1999). Cette technique utilise la LFT du modele a asservir de facon a determiner la plus petite valeur 
singuliere de A qui rend le systeme instable ou non performant. Dans le cas ou cette valeur n'est pas 
dans I'intervalle de variation de A, le systeme est considere comme robustement stable ou 
performant selon le critere etudie. Pour implementer les compensateurs, ceux-ci sont discretises et 
les parametres de ce dernier sont interpoles en fonction de I'anomalie vraie du satellite chef. 
Cette technique est attirante, car elle permet d'obtenir facilement un compensateur stable et 
performant en utilisant simplement les outils MATLAB®. Cependant, celle-ci possede des lacunes 
considerables. Premierement, elle n'est pas optimale au sens du temps de stabilisation et de la 
consommation de carburant. Deuxiemement, les conclusions quant a la stabilite et la performance du 
compensateur sont grandement influencees par le choix des fonctions de ponderation effectue 
arbitrairement. Troisiemement, le compensateur est difficile a discretiser, car il possede des poles 
tres rapides et tres lents. Finalement, pour faire I'interpolation des compensateurs, il faut que ceux-ci 
soient exprimes dans la meme base, c'est-a-dire que leur vecteur d'etats soit le meme. Or, les 
algorithmes de synthese menent souvent vers des solutions exprimees dans differentes bases et il est 
tres difficile d'uniformiser leur representation. 
3.3. Loi de commande continue par elements d'orbite 
Ce type de loi de commande utilise une retroaction de I'erreur entre les elements d'orbite mesures et 
desires du satellite esclave. Cette section presente deux approches interessantes: Lyapunov et 
predictive. 
3 .3 .1 . Lyapunov 
La loi de commande de Lyapunov, developpee par (Schaub et Junkins 2003), est basee sur les 
equations de variation de Gauss presentees a la Section 2.3 et reportees ci-dessous : 
e = ^ „ E ( e ) + BgVE(e)u" (3.24) 
Les elements d'orbite desires du satellite esclave sont definis par: 
ef = ec + Sed (3.25) 
ou ec correspond aux elements d'orbite du satellite de chef non commandes et Sed est la difference 
desiree des elements d'orbite entre ceux du satellite esclave et chef. Les erreurs a poursuivre sont 
definies par: 
Ae = ee - ede (3.26) 
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Encore une fois, la theorie de la commande de Lyapunov peut etre utilisee pour developper une loi 
de commande qui assure la stabilite de I'asservissement. La fonction de Lyapunov definie positive 
correspondant a cette loi est montree a I'equation suivante : 
V = ^AeTAe (3.27) 
En derivant V par rapport au temps, I'equation precedente devient: 
V = AeTAe = AeT{A%VE{ee) - AGVE(ed) + BGVE(ee)u") (3.28) 
En forcant cette fonction a —AeTPAe pour qu'elle soit negativement definie, il est possible d'obtenir 
la contrainte qui assure la stabilite du modele au sens de Lyapunov : 
BcGVE(ee)uH = AcGVE(ee) - AGVE(ed) + PAe (3.29) 
ou P est une matrice de gains de retroaction definie positive dont le choix est explique plus loin. La 
solution de ce systeme d'equations pour la commande u ne peut etre obtenue, car celui-ci est 
surdetermine. En effet, le modele possede trois entrees pour asservir six elements d'orbite. II faut 
done utiliser I'inverse au sens des moindres carres : 
« " = - ( 4 E ( e J % E ( ^ ) ) " 1 ^ W ' ( J U f e ) - AGVE(ede) + PAe) (3.30) 
Cependant, cette strategie ne permet plus d'assurer la stabilite de la loi de commande. En fait, la 
stabilite devrait etre verifiee en simulation. Pour diminuer la complexite des calculs, il est possible de 
lineariser les equations de variation de Gauss autour des elements d'orbite desires. En fait, la version 
lineaire destermes/l(ee) — A{ef) est demontree a I'equation suivante : 
dA{e)\ 
AGvE\ee) AGVE(ee) : de 
ou la matrice A*GVE{ef) est definie par: 
Ae = AcGVEL(ed)Ae (3.31) 
o 5 x 5 
3nd 
~2ad 
0 5 x l 
Oixs 
(ef) =  „ (3.32) 
En introduisant I'equation precedente dans I'equation (3.30), la loi de commande devient: 
" " = - ( B ^ E ( e e ) 7 ' B ^ ( e e ) ) " 1 B U ( e e ) , ' ( ^ v £ L ( e f ) + P)Ae (3.33) 
La performance de la loi de commande depend du choix du gain P. II existe une multitude de 
strategies pour etablir la valeur de cette matrice. (Schaub et Junkins 2003) proposent d'utiliser une 
matrice diagonale: 
Pll = Pao + Pal COS" (-) 
P22 = Pe0 + Pel COSN(0) 
^33 = Pio + P11 cosN(u) (3.34) 
P44 = Pao + Pni sin"(M) 
P^ = PM + P^smNm 
Pee = PMO + PMI sinw(e) 
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ou N est un entier pair. Les gains de retroaction de la loi de commande deviennent done maximaux 
lorsque I'element d'orbite correspondant est le plus controlable et minimaux lorsque qu'ils le sont 
moins. La valeur de N est choisie pour determiner la Vitesse de montee et de descente des valeurs 
des gains. 
3.3.2. Predictive 
(Breger et How 2004; Breger et How 2005) appliquent exactement la meme strategie que celle 
presentee la Section 3.2.2, mais en utilisant les equations de variation de Gauss presentees dans la 
Section 3.3.1. 
3.4. Loi de commande impulsive 
Ce type de loi de commande determine I'amplitude d'une serie d'impulsion a effectuer a des 
moments strategiques pour annuler I'erreur relative entre deux satellites d'une formation. Cette 
section presente deux approches. La premiere, developpee par (Lovell 2003), utilise I'erreur relative 
exprimee dans le repere de Hill tandis que la deuxieme, proposee par (Schaub et Junkins 2003), 
repose sur I'erreur des elements d'orbite du satellite esclave. 
3.4.1. Lovell 
(Lovell 2003) propose une loi de commande basee directement sur la solution parametrique du 
modele de Hill presente a la Section 2.4.3. Celle-ci concerne seulement le mouvement relatif dans le 
plan. En fait, cette loi de commande permet d'effectuer des manoeuvres de reconfiguration d'une 
formation dans le plan qui derive definie par (ael,ydl,xdl) vers une formation desiree stationnaire 
(ae2,yd2)- P° u r c e faire, (Lovell 2003) demontre que seulement trois impulsions, separees par une 
moitie d'orbite debutant au perigee, sont necessaires. La variation de vitesse de ces impulsions est 
calculee par I'algorithme suivant: 
n n 3 
AV2 = ~Aa + -nxd (3.35) 
o 4 
AV
* = -TeAa + JkAy + \nx* 
ou Aa = ae2 - ael, Ay - yd2 - yax e t xdi = xd-
Cette approche est tres simple, mais tres limitee. Elle ne supporte pas les formations sur une orbite 
excentrique et les formations hors du plan. De plus, comme toutes les methodes impulsives, elle 
suppose de faire intervenir une impulsion d'amplitude infinie et d'une duree infinitesimale impossible 
a reproduire en pratique. 
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3.4.2. Schaub 
(Schaub et Junkins 2003) proposent d'utiliser les equations de variation de Gauss, presentees a 
I'equation (2.39) pour definir une loi de commande impulsive. En fait, cette loi de commande permet 
de reconfigurer des formations de satellites naturelles definies en termes de difference d'elements 
d'orbite. Pour I'obtenir, il faut etablir que les accelerations radiale, transversale et normale 
correspondent a des impulsions, c'est-a-dire que fpr = Avr, fve = Avg et fpn = Avn. De cette 
maniere, les equations de variation de Gauss deviennent: 
2a2 / p \ 
Aa = —r- e sin(0) Avr + -Avg ft v r ' 
b , . 
AM = n + —— ((pcos(e) — 2re)Avr — (p + r) sin(0) Avg) 
ane 
r cos(u) 




Ae = - (p sin(0) Avr + ((p + r ) cos(0) + re)Ave) 
1 rsin(u) cos(i) 
Aa) = — ( - p cos(0) Av, + (v + r) sin(0) Ave) ;—T-T^; Avn he nsin(,tj 
rs in(u) 
Ail = .
 r.^Avn /isin(i) 
Rapidement, il est possible de constater qu'une erreur d'inclinaison i ou de nceud ascendant droit il, 
peut etre corrigee par une impulsion normale au plan de I'orbite, appliquee respectivement dans la 
region equatoriale et polaire de I'orbite. Cependant, il a ete demontre qu'il est plus economique en 
carburant de faire une seule impulsion pour corriger les erreurs sur ces deux elements d'orbite. Cette 




 — (3-37) 
Ai 
ou Ail et At correspondent respectivement a la correction du 12 et de i desiree. La variation de 
vitesse de cette impulsion peut etre calculee en appliquant I'equation suivante : 
Avh = - V A i 2 + A n 2 s i n 2 ( 0 (3-38) 
Les erreurs de I'argument du perigee et de I'anomalie moyenne sont aussi corrigees ensemble. 
Cependant, la manoeuvre requiert deux impulsions radiales dont une effectuee au perigee Avr et 
I'autre a I'apogee Avra de I'orbite du satellite esclave. Ces corrections causent les changements 
definis aux equations (3.39) et (3.40) et s'effectuent sur une periode orbitale. 
Aa) = - — (Avrp - Avr) - AD cos(i) (3.39) 
AM =
 Ie ( ( P " 2 r P e ) A % ~(p + 2 r a e ) A v r a ) (3-40) 
En posant p — 2rpe = Vr^> V + 2rae = V~rr et - = —, les equations (3.39) et (3.40) deviennent 
respectivement: 
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nae 
Avr — AvTa = (A&> + Aficos(i)) (3.41) 
(1 - e)2Ai?r - (1 + e)2LvTa = nae&M (3.42) 
En resolvant ce systeme d'equations pour Avr et Avra, les equations suivantes sont obtenues. 
na K\ + eY \ 
&vr =-r[- — (AG) + Aflcos(i))-AM (3.43) 
v 4
 V V J 
na ((1 — e)2 \ 
AvTa = - — I — (Ao> + Ail cos(i)) + AM I (3.44) 
De la meme maniere, une erreur de I'axe semi-majeur et de I'excentricite peuvent etre corrigees par 
deux impulsions transversales Avg et Avg respectivement fournies au perigee et a I'apogee dans 
une periode orbitale: 
2a2 (p P \ 
Ae = - ((p + rp + rpe)hver + ( - p - ra + rae)hvg^ (3.46) 
Sachant que p + rp+rpe = 2p et que — p — ra + rae = — 2p, les equations (3.45) et (3.46) 
deviennent: 
(1 + e)AvBv + (1 - e)AVga = - ^ (3.47) 
h 
Avgv - Av6a = —Ae (3.48) 
Ces deux equations peuvent etre solutionnees pour Ave et AvQa de fa?on a obtenir: 
nan (Aa. Ae \ , 
Av„ = — M — + ) 3.49) e
" 4e \a 1 + e) l 
nan / Aa Ae \ 
^ = T ^ ( T - — ) (3-50) 
Cette loi de commande est optimale en terme de consommation de carburant si elle est utilisee pour 
corriger I'erreur de seulement un ou deux elements d'orbite a la fois. De plus, ce genre de manoeuvre 
demande tres peu de calcul et peut done etre utilisee de maniere autonome par un satellite. 
Cependant, elle possede plusieurs inconvenients. Premierement, lorsque plusieurs ou tous les 
elements d'orbite doivent etre corriges, la sequence d'impulsion qui mene vers une consommation 
optimale est complexe a obtenir et il existe peu de litterature sur ce sujet. Deuxiemement, il faut 
comprendre que cette loi est developpee sous I'hypothese que les impulsions sont d'amplitude 
infiniment elevee et d'une duree infiniment petite. II est malheureusement impossible de reproduire 
ce genre d'impulsion dans la realite. Les impulsions devront done s'etendre sur un intervalle de 
temps. Cette situation occasionnera necessairement des erreurs sur d'autres elements d'orbite 
durant la manoeuvre, qui devront etre corrigees dans le futur. Finalement, la loi de commande 
implique souvent deux manoeuvres, e'est-a-dire une au perigee et une autre a I'apogee. La variation 
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de vitesse des impulsions est calculee en fonction de la correction a realiser, mais aussi en fonction 
des elements d'orbite du satellite avant la correction. La loi de commande suppose que ces elements 
d'orbite conserveront leur valeur apres la premiere impulsion, contrairement a ce qui se passe dans 
la realite. Selon (Schaub et Junkins 2003), la loi de commande est done valide seulement pour 
corriger de petites erreurs. Cependant, (Kron, Ulrich et al. 2008) ont demontre I'inverse 
experimentalement. 
3.5. Resume 
Plusieurs lois de commande cartesiennes et par elements d'orbites, continues et impulsives ont ete 
presentees. Leurs avantages et leurs inconvenients ont aussi ete mis en evidence. Ce travail a permis 
au candidat d'identifier les lois de commande pour lesquelles il serait utile de contribuer. En lien avec 
ce qui precede, les lois de commande de Lypuanov cartesienne-Hill et par elements d'orbite 
proposees par (Schaub et Junkins 2003) sont tres interessantes. En effet, celles-ci sont tres simples, 
stables et incluent une retroaction des etats de la formation permettant de traiter directement 
I'erreur relative. Contrairement, aux approches predictives de (Tillerson et How 2001; Breger et How 
2004; Breger et How 2005), ces lois de commande permettent d'effectuer a la fois des manoeuvres de 
reconfiguration et de maintenance en utilisant le meme algorithme et reagissent mieux aux 
perturbations lors de ces manoeuvres. Cependant, les lois de commande de (Schaub et Junkins 2003) 
ne sont pas optimales, elles sont difficiles a parametrer et ne peuvent gerer les contraintes, telle que 
la force maximale allouee par les propulseurs du satellite. II serait done avantageux de combiner ces 
approches de maniere a formuler des lois de commande predictives innovatrices, incluant la 
poursuite de I'erreur relative par rapport a une trajectoire desiree definie par I'utilisateur pour 
reconfigurer ou maintenir la cohesion d'une formation. Pour ce faire, il est necessaire de pousser plus 
loin, dans les prochains chapitres, I'etude de la compensation predictive lineaire et non lineaire 
discrete. 
CHAPITRE4 
Commande predictive lineaire discrete 
Le volume de (Camacho et Bordons 2003) presente le principe de fonctionnement d'un 










Figure 4.1: Schema simplifie de I'algorithme d'un compensateur predictif 
Le systeme dynamique est le bloc central du schema. En fait, il represente le systeme a commander. 
Celui-ci presente m entrees, n sorties et s etats. Les compensateurs predictifs se decomposent en 
deux parties : le predicteur et I'optimiseur. Le predicteur determine la robustesse et la performance 
du compensateur. Son but est de predire, a partir d'un modele simple, les etats ou les sorties du 
systeme dynamique a partir des donnees provenant d'un observateur d'etats ou des capteurs. 
L'optimiseur calcule la commande du systeme. Pour ce faire, il minimise une fonction cout definie en 
fonction du signal de prediction et de la trajectoire de reference en considerant les contraintes 
imposees par le concepteur (variation maximale et saturation des actionneurs, limite d'amplitude des 
sorties). Ce chapitre vise a decrire en detail chacun de ces blocs. 
4.1. Modele 
Le modele est la version embarquee du systeme dynamique. Les volumes de (Camacho et Bordons 
2003; Rossiter 2003) presentent les formes de modeles les plus frequemment utilises, c'est-a-dire, les 
modeles fonctions de transfert et les modeles variables d'etat. Cette section decrit brievement en 
quoi consistent ces derniers. 
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4 .1 .1 . Fonctions de t ransfer t 
Le modele sous forme de fonctions de transfert discretes le plus utilise est nomme CARIMA, a savoir 
« Controled, Auto-Regressive, Integrated, Moving Average*. La version multivariate de ce type de 
modele est de la forme : 
n(k\k) 
A{z-i)y{k\k) = B(Z->(fc - l|fe) + C ^ C z - 1 ) - ^ I4-1) 
ou z - 1 est un delai unitaire, y(k\k) represente le vecteur de sorties du systeme, u(k\k) correspond 
au vecteur des entrees, n(k\k) est un vecteur de bruit blanc qui represente les perturbations non 
mesurees qui agissent sur le systeme, I'operateur A est defini comme etant egal a 1 — z - 1 , A(z-1) et 
C{z~x) sont des matrices polynomiales unitaires de dimensions nxn tandis que J3(z -1) est une 
matrice polynomiale de dimensions nxm. Ces demieres sont presentees ci-dessous : 
Aiz-1) = Inxn + A^-1 + A2z'2 + ••• + Anaz-™ (4.2) 
B^-1) = B0 + Bxz'x + B2z'2 + ••• + Bnbz~nb (4.3) 
CCz"1) = / n x n + Q z " 1 + C2z~2 + ••• + Cnbz-nc (4.4) 
Ce modele devient rapidement complexe lorsque le nombre d'entrees et de sorties augmente, c'est 
pourquoi dans ce cas, il est preferable d'utiliser un modele variables d'etat. Ce modele peut etre 
obtenu experimentalement en utilisant des methodes d'identification ou par modelisation. La 
deuxieme possibilite implique la discretisation du modele fonctions de transfert nominal. A ce 
moment, le concepteur choisi la matrice C(z~x) par tatonnement pour ajuster la robustesse de la loi 
de commande predictive. 
4.1.2. Modele variables d 'etat 
Un modele mutlivariable nominal presente sous forme de matrices d'etat discretes se presente sous 
la forme: 
xx{k + l|fe) 
x2(fc + l|/c) 
•*s(fc + l|fe). 












































y(k\k) i(fc|k) "WW 
ou k est le temps en echantillons, ar(fc|fe), u(k\k) et y(k\k) correspondent respectivement aux 
etats, aux entrees et aux sorties, les matrices A et B decrivent I'equation d'etat du systeme et enfin, 
les matrice C et D forment I'equation de sorties. Ce modele peut inclure la modelisation de deux 
types de perturbation a savoir celles qui interviennent sur les sorties et celles qui interviennent sur 
les etats comme illustre la Figure 4.2. 
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Figure 4.2: Schema representant un modele lineaire sous forme de matrice d'etat d'un systeme dynamique 
incluant les differentes sources de perturbations ds et d0 
Plus precisement, les perturbations agissant sur les etats du systeme, note ns(/c), peuvent etre 
modelisees comme suit: 
ds(fc + l|fe) = ds(fc|fc) + ns(fc|fc) (4.6) 
ou ns(fe) est un bruit blanc. De cette maniere, I'equation d'etat (4.5) devient: 
x(k + l|fc) = Ax(k\k) + Bu(k\k)1 + Eds(k\k) (4.7) 
ou E est un matrice qui colore les perturbations ds(k) pour mieux representer son impact sur les 
etats du systeme. Les perturbations agissant sur les sorties du systeme, notee d0(k), prennent la 
forme suivante: 
d0(fe + l|fc) = d0(fc|fe) + n0(fe|fc) (4.8) 
ou n0(fc) est un bruit blanc. En incluant ce resultat dans I'equation de sortie (4.5), il est possible 
d'obtenir: 
y(k\k) = Cx(k\k) + Du(k\k) + d0(k\k) (4.9) 
Pour certaines applications, (Camacho et Bordons 2003; Rossiter 2003) proposent d'utiliser une 
version augmentee du modele variables d'etat lorsque celui-ci est utilise dans un algorithme de 
compensateur predictif. Cette strategie ajoute une action integrale a la loi de commande, ce qui 
permet d'obtenir une erreur nulle en regime permanent et evite I'utilisation d'un observateur d'etats 
destine a filtrer les sources de bruit presentees precedemment. Le modele montre aux equations 
(4.7) et (4.9) devient alors : 
r*(fe + i|k)i 






u( fe - l | f e - l ) 
x{k\k) 
Au{k\k) + ds(fe|fe) 
(4.10) 
+ D4u(fc|fc) + d0(/c|fc) 
u(k - l|fc - 1)J 
4.2. Prediction 
L'objectif de I'algorithme de prediction d'un compensateur predictif est d'obtenir une equation qui 
definit la sequence des valeurs de ses sorties futures, au temps k + I, ou I varie de Nt jusqu'a N2, en 
fonction des entrees futures du systeme, au temps k + I, ou I varie de 0 jusqu'a N3, de I'information 
provenant des capteurs disponibles au temps k et les valeurs des entrees precedentes. Cette 
prediction est notee y(k + l\k), I'intervalle de temps de A^ a N2 definit I'horizon de prediction et N3 
est I'horizon de commande. II est a noter que N2 doit etre necessairement plus grand que N3. II est 
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evident que I'algorithme de prediction differe selon le modele utilise. Les paragraphes qui suivent 
presentent la procedure pour obtenir les equations de prediction des deux modeles presentes dans la 
section precedente, c'est-a-dire le modele fonctions de transfert et variables d'etat. 
4 .2 .1 . Fonctions de t ransfer t 
La premiere partie de cette section presente I'algorithme utilise pour obtenir la prediction des 
valeurs de sorties d'un modele fonctions de transfert en assimilant les perturbations a du bruit blanc, 
c'est-a-dire en utilisant C(z-1) = Inxn. Cette consideration est souvent utilisee, car il est tres difficile 
d'obtenir ce polynome en pratique et ce, surtout pour les systemes multivariable. En lien avec ce qui 
precede, (Camacho et Bordons 2003) definit I'equation Diophantienne qui correspond a la prediction 
y(k + l\k): 
/„*„ = D J C Z - 1 ) ^ * - 1 ) + z-iE^z'1) (4.11) 
oil Dj(z_1), 3(z - 1 ) et EtCz'1) sont: 
DiOr 1) = Dli0 + Dlxz-1 + Dlj2z~2 + - + Z)u_ l Z-«-« (4.12) 
Hz-1) = A{z-^A = Inxn + A.z-1 + A2z~2 + ••• + Anaz~"a + Ana+1z^a+» 
= 'nxn + Wi - InxJz-1 + G42 - AJz^ +-+{Ana- A^Z"™ - AnaZ-^a+^ K ' ' 
£,(z_ 1) = £,,o + E^Z'1 + Eh2z~2 + ••• + Eljnaz~na (4.14) 
En multipliant I'equation (4.1) par4Dj (z - 1 )z z , I'equation suivante est obtenue : 
Aiz-^D^z-^yik + l\k) = Dfc-^Biz-^AuQc + I - l\k) + D , ^ " 1 ) " ^ + '1*0 (•*•«) 
En utilisant I'equation (4.11), I'equation (4.15) devient: 
(/nx„ - z-'E^z-^yik + l\k) = D^z-^Biz-^Auik + I - l\k) + D^z^Mk + l\k) (4.16) 
Cette demiere peut etre facilement reecrite : 
y(fe + Z|fc) = EjCz-^yCfclfc) + D^z-^B^-^Au^k + I - l|fe) + D^z'^nik + l\k) (4.17) 
Cette equation permet de calculer la valeur des sorties au temps I. Par contre, pour y arriver, il faut 
connaitre la valeur du terme Dj(z - 1 )n( fe + l\k) qui depend du signal de perturbation. 
Heureusement, il faut seulement les valeurs futures de n(fe) etant donne que le degre de Di(z-1) 
est / — 1. Par consequent, il est possible d'obtenir un estime des sorties futures, notees y{k + l\k) 
en considerant que I'esperance mathematique, notee E{ }, du signal n(k + l\k) est nulle. Le 
resultat est montre a I'equation suivante : 
yOi + l\k) = E{y(k + l\k)} = El(z-l)y(k) + Dl{z-1}B(z-l)Au(k + l-l) (4.18) 
Cependant, pour utiliser cette equation, il faut definir les polynomes ^ ( z - 1 ) et D j ( z - 1 ) . En fait, 
(Camacho et Bordons 2003) demontrent que ceux-ci peuvent etre obtenus recursivement en utilisant 
I'equation Diophantienne reliee a y(k + I + l|fe) : 
' » « . = Dl+1(.z-^A{z-^ + z-C^E^z-1) (4.19) 
En soustrayant I'equation (4.11) de I'equation (4.19), il est possible d'obtenir: 
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0„xn = (Di+iC*-1) - D.Cz-^Cz"1) + z-l(z-^EM{z-^ - EJCZ"1)) (4.20) 
Par la suite, il faut etablir la definition suivante : 
Dm(z -1) - Oi(2_1) = «(z_1) + «(z"! (4-21) 
ou i?(z_ 1) est une matrice polynomial n x n de degre plus petit ou egal a I — 1 et Rt est une 
matrice nxn reelle. En utilisant I'equation precedente, I'equation (4.20) devient: 
0nxn = RCz-^aCz"1) + z~l (MCz-1) + z-^rtCz"1) - fi.fc-1)) (4.22) 
/?(z_1) doit etre egale a 0 n x n pour que I'equation precedente soit respectee. Cette realite permet 
d'etablir I'equation suivante a partir de I'equation (4.21): 
D , + 1 ( Z - 1 ) = B i ( z - 1 ) + fi,z-' (4.23) 
Par la suite, il est possible d'obtenir I'algorithme recursif pour calculer la matrice de coefficients Rt et 
les polynomes fCz - 1 ) a partir du deuxieme terme du membre de droite de I'equation (4.22): 
El+l.i = El,i+1 ~ " i ^ i + 1 . ' = 0 ...8El+1 
(4.24) 
ou S est un operateur qui designe le degre du polynome qui le suit. Les equations recursives (4.23) et 
(4.24) peuvent etre implementees sachant que les conditions initiales sont donnees par: 
£ 1 ( z - 1 ) = z ( / n x n - 3 ( z - 1 ) ) l 4 - " ' 
En posant Di{z~x)B{z~x) = G^z'1) + z~lG\(z~x} avec SG^z'1) < I, il possible de reecrire 
I'equation (4.18): 
y{k + l\k) = G^z-^Auik + l-l\k) + GKz-^Aujk - l|fc - 1) + E^z-^yWk)
 {AM) 
fi 
dont le premier terme du membre de droite, nomme reponse forcee du systeme, depend seulement 
des entrees futures du systeme et dont les deuxieme et troisieme termes, nommes reponse 
naturelle, dependent respectivement des entrees et des sorties passees. 
Pour obtenir la loi de commande d'un compensateur predictif, il faut effectuer la prediction sur un 
ensemble de N temps futurs : 
y(k + l|fc) = G^z-^AuWk) + ft 
y(k + 2|fc) = G2(z-1)Au(k + l|fc) + f2 (4.27) 
y{k + N\k) = G^z-^AuOc + N-l\k) + fN 
Ces equations peuvent etre organisees sous une forme matricielle utilisee lors de I'etape 
d'optimisation ou certaines techniques d'algebriques lineaires avancees sont requises : 
(4.28) 
y(fc + l|fc)l 
y(fc + 2|fc) 
y{k + l\k) 









• 0 • 







Au(k + l|fc) 
Au(k + I - l | t ) 
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ou Gj (z - 1 ) = YuZo9iz~l- " e s t interessant de faire quelques remarques sur le resultat precedent. 
Premierement, lorsque les conditions initiales sont zeros, la reponse naturelle du systeme est nulle. 
Deuxiemement, en appliquant un echelon unitaire sur la premiere entree du systeme au temps k, 
comme le montre I'equation (4.29), la sequence de sorties obtenue correspondra a la premiere 
colonne de la matrice Gt/,w-
Au = [[l 0 - 0]T Au(k + l\k) = 0 - &u{k + N- l|fc) = Of (4.29) 
Cette realite peut etre utilisee lorsque le systeme est difficile a modeliser. En effet, cette matrice 
peut-etre identifiee experimentalement en appliquant un echelon unitaire, tour a tour, sur chacune 
des entrees du systeme de maniere a noter le comportement des ses sorties sur un horizon de N. 
Pour ajuster independamment I'horizon de prediction et de commande, comme explique au debut de 
la Section 4.2, il suffit de modifier I'equation (4.28): 
yWl2 = Gtf,N12JuN3 + ftfiNl2 (4.30) 
ou yNl2 = && + Nt\k) - y(k + N2\k)]T, uNs=[Au(k\k) - Au(k + N3-l\k)]T, 
/N12 = [/wj •" / w 2 ] r et GNi23 est donne par: 
~3N±-1 3N±-2 ' " fl,N1-N3 
9Nt S N J - 1 — S«t+l-JV3 
GV.Nl23 = | •. •. | < 4 - 3 1 ' 
.9N2-I 9N2-2 ' " 9N2-N3 . 
Ceci permet de diminuer le nombre de calculs requis en forcant I'algorithme de prediction a 
considerer seulement la partie utile de la dynamique du systeme. Typiquement, Nx correspond au 
delai du systeme dynamique, c'est-a-dire le temps qui s'ecoule entre I'application d'une commande 
et I'impact de celle-ci sur ses sorties. Finalement, N2 et N3 correspondent au temps de stabilisation 
du systeme controle. Ces deux parametres ne peuvent etre etablis avec precision, mais cette 
definition permet de choisir la configuration initiale du compensateur. Evidemment, celle-ci peut etre 
adaptee selon la performance du systeme obtenue lors des essais pratiques. 
4.2.2. Modele variables d 'etat 
II est beaucoup plus facile d'obtenir I'equation de prediction en utilisant le modele variables d'etat. 
En effet, (Rossiter 2003) proposer d'utiliser simplement la definition de ce modele presente a la 
Section 4.1.2 et reecrite a I'equation suivante : 
x(k + l\k) = Ax(k\k) + Bu(k\k-) y(Jk + l|fc) = Cx(k + l|fe) (4.32) 
Ce dernier permet d'obtenir directement la valeur future des etats et des sorties du systeme, au 
temps k + 1, a partir de x(k\k) et de u(k\k). De la meme maniere, x(k + 2\k) et y(k + 2\k) 
peuvent etre calcules en utilisant x(k + l|fc) et u(k + l\k) : 
x(.k + 2\k) = Ax(k + l|fc) + Bu{k + l|fe) y{k + 2|fc) = Cx{k + 2|fc) (4.33) 
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En substituant I'equation (4.32) dans I'equation (4.33), I'equation suivante est obtenue : 
x(k + 2\k) = A2x(k\k) + ABu(k\k) + Bu(k + l\k) y(k + 2|fe) = Cx(k + 2|fe) (4.34) 
En procedant exactement de la meme facon, il est possible de definir I'equation de prediction pour 
x(k + 3\k)ety(k + 3\k): 
x(* + 3|fc) = i4ar(fc + 2|k) + Bu(fe + 2|fe) y(k + 3|k) = Cx{k + 3|fc) (4.35) 
x(k + 3|fe) = A3x(k\k) + A2Bu{k\k) + ABu{k + l|fe) 
+ Bu(k + 2\k) y(k + 3|fc) = Cx(k + 3\k) 
Cette demarche peut etre generalisee sur un horizon de prediction I: 
xQc + l\k) = Alx(k\k) + A'-'Bu^klk) + Al~2Bu(k + l|fc) + - + Bu(k + I - l|fc) 
y{k + l\k) = Cx{k + l\k) 
(4.36) 
(4.37) 
En organisant la sequence de prediction des temps k + 1 jusqu'a k + N sous forme matricielle, les 
equations suivantes sont obtenues. 
(4.38) 
rx(fc + l|fc)i 
x(k + 2\k) 
x(k + Z|fc) 







r B 0 0 AB B 0 
Ai-iB Ai-2B Ai-3B 
_AN-1B AN-2B AN-3B 
XN fss,x,N <*ss,x,N 
ry(fc + l|fc) 
y{k + 2\k) 
y(k + l\k) 
y(k +1 ' | k ) 











r w(fc|fc) ] 
u(/£ + l|fc) 
w(fc + /-l lfc) 





CA N-3B .;. 
UN (4.39) 
yN fss,y,N Gss,y,N 
De la meme maniere qu'avec le modele fonctions de transfert, I'equation de prediction du modele 
variables d'etat permet d'ajuster I'horizon de prediction, independamment de I'horizon de 
commande. De cette maniere, I'equation (4.38) devient: 
XN±2 = 6 s « f c , % + /ss,x,N,, (4.40) 
ou GSSiXiNl23 etfSSiX>Ni2 sont definis par: 















De plus, I'equation (4.39) devient 
°u fss,y,N12 et GSSiy>Ni23 sont : 
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Gss,y,N123 
CA^^B CAN*-2B - CANi-"'B 
CANiB CAN^-yB - CANi-"*B (4.45) 
LCA^B CAN*-2B - CAN'-"'Bl 
Bien que I'equation de prediction soit facile a obtenir, I'utilisation du modele variables d'etat 
comporte certains inconvenients. En effet, celui-ci ne considere pas explicitement les perturbations, 
comme le fait la prediction obtenue a partir du modele CARIMA. Pour obtenir une prediction fiable, il 
faut done utiliser le modele augmente presente a la Section 4.1.2 ou utiliser un observateur d'etats. 
4.3. Optimisation et loi de commande 
L'algorithme d'optimisation d'un compensateur predictif permet d'obtenir la sequence de commande 
future qui minimise la valeur d'une fonction cout decrivant mathematiquement la performance du 
systeme. Dans la litterature, plusieurs types de fonction cout sont presentes. Leur forme depend 
surtout du modele utilise, mais aussi des parametres du systeme que le concepteur du compensateur 
souhaite optimiser. 
Les compensateurs predictifs utilisant le modele fonctions de transfert ou modele variables d'etat 
utilisent souvent, comme le mentionne les volumes de (Camacho et Bordons 2003; Rossiter 2003), la 
fonction cout suivante: 
I T 1 
A"«3) = 2 ( y " " ~ r"^ Q"P<:(y^2 ~ r «i 2 ) + 2 UN3RMPCUN3 (4.46) 
ou yNl2 — rNi2 correspond a I'erreur entre la prediction et la trajectoire de reference (erreur future) 
et QMPC- RMPC s o n t des matrices de ponderation. II est a noter que cette equation utilise la sequence 
de commande uNz. En fait, cette fonction cout fait intervenir I'equation de prediction basee sur le 
modele variables d'etat nominal. En effet, lorsque le modele fonctions de transfert ou variables 
d'etat augmente est utilise, la fonction s'exprime selon AuNs. Cependant, pour simplifier la notation, 
la demonstration qui suit utilise seulement la sequence de commandes uN3 sans perte de generality. 
En substituant I'equation (4.30) dans I'equation precedente, I'equation (4.47) est obtenue. 
KUN3) = 2 (GNi23M«3 + /«i2 ~ r « i J QMPC(GNI23UN3 + fNl2 - r„ i 2 ) + jul3RMPCuN3 (4.47) 
Apres quelques manipulations mathematiques simples, la fonction cout de I'equation precedente 
devient: 
/ ( M « 3 ) = ^ M W 3 (GW123 QMPCGN123 + RMPc) U-N3 + M«3 GW1 2 3<?MPc(/«1 2 ~ r W 1 2 ) 
w w (4.48) 
+ ^ (/«12 _ r «i 2 ) 0«Pc(/jVI2 — rNtJ 
Cette representation sera utile dans les sections suivantes. En considerant que la fonction cout (4.47) 
n'est soumise a aucune contrainte, le signal de commande qui minimise cette demiere peut etre 
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calculee en prenant le gradient de/(uW 3 ) par rapport uNs et en I'egalant a zero. Mathematiquement, 
ceci mene a I'equation suivante : 
^^-={GTN123QMpcGNl23 + RMPc)uN3 + GTNl23QMPC(fNl2-rNJ = 0 (4.49) 
II suffit alors de mettre en evidence le vecteur uNs : 
uk = (C«I23<?MPCGMI23 + RMPc)'1Gl,23QMpc{rNx2 - fNl2) (4-5°) 
Seulement les m premieres composantes du vecteur u sont utilisees pour commander les 
actionneurs du systeme dynamique. Par consequent, il est utile de definir la matrice K designant 
toutes les colonnes des m premieres lignes de la matrice {GJI123QGN123 + ^ ) **w123Q» Po u r definir 
la loi de commande du compensateur: 
uW) = K(rNi2-fNJ (4.51) 
4.4. Stabilite 
La plupart des lois de commande predictives ne garantissent pas la stabilite du systeme en boucle 
fermee. Par consequent, le concepteur doit verifier ce critere une fois la loi de commande etablie. La 
presente section explique done comment demontrer mathematiquement la stabilite d'un 
compensateur predictif. 
4.4.1. Modele fonctions de transfert 
Lorsque le compensateur utilise un modele fonctions de transfert, la demonstration de la stabilite est 
tres complexe. En fait, la demarche pour obtenir I'equation caracteristique du systeme en boucle 
fermee est laborieuse. Le paragraphe qui suit s'inspire de la demarche expliquee dans le volume de 
(Camacho et Bordons 2003). En fait, celle-ci a ete generalised pour les systemes n'ayant pas le meme 
nombre d'entrees que de sorties. En utilisant la definition de / ; a I'equation (4.26), la loi de 
commande de I'equation (4.51) peut etre ecrite pour considerer seulement I'entree; et la sortie i: 
N2 W2 W2 
AUj(k\k) = £ kijiZ-^'nik + Af2|fe) - ^ klJiGi.ij(z-1)/lUj(.k - l|fe) - ^ ktjtE^z-^ytWk) (4.52) 
(=»! l=Ni l=Ni 
ou kiji correspond a la ligne j et a la colonne i de la matrice ki de m lignes et n colonnes qui 
composent la matrice K, Gj 'y(z - 1) est le polynome contenu dans la matrice polynomial C j ( z - 1 ) 
correspondant a la sortie i et a I'entree j et Et j j (z _ 1 ) est le polynome de la matrice polynomial 
Ei(z-1) relie a la sortie i. Ensuite, en multipliant le modele CARIMA montre a I'equation (4.1) par A, il 
est possible d'obtenir le resultat de I'equation (4.53). 
Auiz-^yMk) = Bi}(z-^Au,(k - l|k) + CiiO^MCfclfc) (4-53) 
En mettant en evidence z - 1 de AuAk — l|/c), il est facile d'obtenir I'equation suivante : 
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i*u(*-1)yi (*ltt = Bijtz-^z-'AujWk) + Cub-iytkWk) (4.54) 
En substituant I'equation (4.52) dans I'equation precedente, le modele en boucle fermee (pour la 
sortie i et I'entreey) est obtenu : 
iaCz-^yiCfcl*) + By(z-1)z-1 ^ kutEmb-^yMW 
= Bylz-^z-1 Y, kuiz-N*+lri(k + JV2|fc) - Bijiz-^z'1 £ k^Gijiz-^AujCk - l|fc) + Cutz-^nt(.k\k) 
En utilisant I'equation (4.54), Auj(k — l\k) peut etre exprime en fonction de yt(k\k) et de nt(k\k) : 
Auj(.k - l|fe) = BrjHz-^Atfc-^yiWk) ~ C„(z-1)n,(k|«0 (4-56) 
Par consequent, I'equation (4.55) devient: 
Auiz-1) + Byiz-1)*-1 2^ kmButCz-1) + B^z-^z-1 ^ kliiG'w{z-l)B^{.z'1)Ati{z-^ ]y,(fc|fc) 
-V.IjO"1) < 4 - 5 7 ) 
= By(Z-1) ^ klJtz-N*+ln(k + N2 - l|k) + Btjiz-^z-1 2^ *IJICW(Z_ 1) + 1 JCuCz-1)^*!*) 
ou Abfy]{z~1') est le polynome caracteristique entre la sortie i et I'entree;'. Pour verifier la stabilite 
de ce systeme, il suffit alors de verifier si les zeros du polynome pour toute combinaison ij ont un 
module inferieura un. 
4.4.2. Modele variables d 'etat 
A la connaissance de I'auteur, il n'existe pas d'ouvrage de reference qui explique comment verifier la 
stabilite d'un compensateur predictif base sur le modele variables d'etat. Gependant, il est tres 
simple de le faire. En fait, la procedure est la meme que celle utilisee pour les compensateurs a 
retour d'etat lineaire. II suffit de construire le modele variables d'etat en boucle fermee, note Abf et 
Bbf, de maniere a pouvoir calculer ses valeurs propres. Pour ce faire, il faut substituer la loi de 
commande de I'equation (4.51) dans la definition du modele variables d'etat donnee a I'equation 
(4.5): 
x(k + l|fc) = Ax(k\k) + BK{rNl2 - fss,y,NJ (4.58) 
Le parametre fSs,y,N12> defini a I'equation (4.44), equivaut a une combinaison lineaire des etats du 
systeme dynamique. Par consequent, en posant fSs,y,N12 = f'ss,y,N12x(k\k), I'equation (4.58) 
devient: 
x(k + l|k) = (A-BKf'ss^NJx(k\k) + BKrNl2 
La stabilite du compensateur est assuree si le module des valeurs propres de Abf est inferieur a un. 
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4.5. Contraintes 
La fonction cout de I'algorithme d'optimisation d'un compensateur predictif peut etre soumise a 
plusieurs types de contraintes. Cependant, avec ces contraintes, la solution optimale du probleme 
n'est plus analytique. En fait, il existe plusieurs algorithmes numeriques pour calculer la solution 
optimale en presence de contraintes. Avant de decrire les types de contraintes et les algorithmes 
d'optimisation les plus souvent utilises, il est utile de comprendre la geometrie de la fonction cout 
(4.47). 
En fait, dans I'espace vectoriel uNs, la fonction cout forme une hyper-ellipsoTde centree sur la 
solution optimale u^3 . Par exemple, la Figure 4.3 presente les couts C0, Clt C2 et C3 d'une fonction 




Figure 4.3: Fonction cout representee dans I'espace de la sequence des commandes 
Cette caracteristique geometrique d'une fonction cout quadratique, exploitee pour developper des 
algorithmes d'optimisation, peut etre verifiee en posant I'equation (4.60) qui represente I'equation 
vectorielle d'une hyper-ellipsoide : 
("«3 " "c)TW{uN3 - uc) = c2 (4.60) 
ou uc correspond au centre de cette derniere et c est un parametre determine la dimension de 
I'ellipse. II est possible de former I'equation (4.61) a partir de I'equation precedente. 
uj 3 WuNi + 2uTN3 Wuc + uTcWuc-c2 = 0 (4.61) 
En comparant chacun des termes de I'equation precedente avec I'equation (4.48), il est possible de 
demontrer que la fonction cout utilisee en commande predictive est un hyper-ellipsoTde. En effet, le 
terme de degre deux de ces equations permet de cerner la valeur de la matrice W : 
"N3WM«3 = y-k(Gl123QMPcGNl23 + RMPC)uN3 » W = GTNl2lQMPCGNl23 + RMPC (4.62) 
En incluant le resultat precedent ainsi que la valeur de uc, considered comme etant equivalente a la 
solution optimale de la fonction cout (4.50), dans le terme de degre un de I'equation (4.61), il est 
possible d'obtenir: 
60 CHAPITRE 4 : Commande predictive lineaire discrete 
2uTNiWuc = 2UTN3(GTNI2,QMPCGN123 + «MPC){GTNI23QMPCGNI23 + RMPCT^I^T^ - fNJ ( 4 6 3 ) 
= 2uTN3GTNl23(fNi2 - rNiJ 
Ce resultat est identique au terme d'ordre un de la fonction coOt de I'equation (4.48). Finalement, le 
terme d'ordre zero des deux equations correspondent, car/ et c peuvent etre quelconque : 
(f«» ~ r*JTQMPc(fN» - rNJ -J = c* (4.64) 
4.5.1. Types de contraintes 
II existe plusieurs types de contraintes, mais comme le mentionne les volumes de (Camacho et 
Bordons 2003; Rossiter 2003), celles-ci peuvent etre separees en deux categories, c'est-a-dire les 
contraintes qui s'appliquent directement sur la commande u du systeme et les contraintes 
concernant les sorties y de ce dernier. 
Contraintes sur les entrees 
Les contraintes sur les entrees du systeme peuvent imposer une variation maximale de la commande. 
Lorsque la sequence de commandes a optimiser est AuNs, comme c'est le cas avec les 
compensateurs predictifs fonctions de transfert ou modele variables d'etat augmente, ces 
contraintes prennent la forme suivante : 
u < AuNl < u (4.6S) 
ou u et u sont respectivement la borne minimale et maximal des variations. En organisant ce resultat 
sous forme matricielle, il est possible d'obtenir: 
' ^ ^ [ - M I (4-66) 
*mN3xmN3 
Par contre, si la sequence de commandes utilisee dans I'equation de prediction est uNs, I'expression 
mathematique qui represente ces contraintes devient plus complexe : 
u<^3-vU(fc-i|fc-i)<««[_gWN3<g+^:^:;;] n.m 















V = L X I (4.69) 
LumN3 - l x l j 
Certaines contraintes peuvent aussi limiter I'amplitude de la commande. De la meme facon, lorsque 
la sequence de commandes AuN , ces dernieres prennent la forme suivante : 
U - tAu(k - l\k - 1) 
-U + tAu(k-l\k-l) (4.70) U < TAuN3 + tu{k - l|fc - 1) < U <=> [_
r
r] AuN3 < 
ou U_ et U sont respectivement I'amplitude minimale et maximale consideree tandis que T et t 
correspondent a : 
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T= Imxm U 0 (4-71) 
* = lmwaxl (4-72) 
Ces memes contraintes s'expriment plus facilement lorsque I'equation de prediction depend de uNa : 
w<u„3 < { / « , u »3 S u7 / <473) 
L 'mN3xmN3i i. Hi 
Contraintes sur les sorties 
II existe plusieurs facons de representer les contraintes en sortie. Cependant, la plus utilisee est 
donnee par I'equation suivante : 
y^^Nll^N3+fNl2<y (4.74) 
ou y et y represented respectivement la borne inferieure et superieure des sorties du systeme en 
boucle fermee. Sous forme matricielle, ces contraintes prennent la forme qui suit: 
fc,N (4.75) 
II est a noter qu'en utilisant la sequence de commandes uN3, ces contraintes prennent la meme 
forme. 
4.5.2. A lgor i thme d'optimisation 
La procedure pour optimiser la fonction cout (4.48) lorsque celle-ci est soumise a des contraites est 
complexe. En effet, il faut faire intervenir des algorithmes numeriques. Les alogothmes les plus 
utilises sont: la methode du simplex, la methode de I'ensemble actif, la methode du point interieur 
et la programmation multiparametrique. Ceux-ci sont presentes en detail a I'Annexe D. Cependant, 
toutes ces techniques demandent beaucoup de puissance de calcul et la convergence vers la solution 
optimale n'est pas assuree. Cette realite fait qu'il est difficile des les utiliser pour mettre en oeuvre 
une loi de commande pour un systeme autonme. 
4.6. Resume 
Ce chapitre a presente les fondements des lois de commande predictives discretes lineaires basees 
sur le modele fonctions de transfert et le modele variables d'etat. Plusieurs algorithmes pour traiter 
les contraintes ont aussi ete exposes. Cependant, pour pouvoir utiliser ces lois de commande sur une 
formation de satellites, il est necessaire de faire une breve incursion dans le domaine des lois de 
commande predictives non lineaires discretes. En effet, celles-ci pourraient etre facilement adaptees 
pour utiliser les modeles dynamiques relatifs souvent lineaires a parametres variant. 

CHAPITRE 5 
Commande predictive non lineaire discrete 
Certains systemes modelises par des equations non lineaires ne peuvent etre asservis en utilisant les 
techniques predictives presentees au chapitre precedent. En effet, il s'avere que dans certaines 
situations, le systeme s'eloigne trop de son point d'operation (point de linearisation) et le modele 
embarque dans ralgorithme de controle n'est plus valide. Le systeme asservi est done moins 
performant et peut meme devenir instable. Le candidat propose une solution, inspiree des travaux de 
(Tyagunov 2004), pour adapter la loi de commande predictive du Chapitre 4 aux modeles non 
lineaires. Celui-ci est divise en trois sections a savoir les modeles non lineaires, I'equation de 
prediction et ralgorithme d'optimisation utilises par cette loi de commande predictive. 
5.1. Modele 
Un procede non lineaire peut etre decrit par: 
x(t) = hc(x(t),u(t)) (5.1) 
y(t) = pc(x(t)) (5.2) 
ou * ( t ) est le vecteur d'etats, u(t) est le vecteur d'entrees et y(t) le vecteur de sorties. Pour la 
conception d'un controleur predictif, le signal de commande est considere constant entre deux 
echantillons. La version discrete du modele s'exprimer done par: 
x(k + l|k) = h(x(k\klu(k\k)) (5.3) 
y(k\k) = p(x(k\k)) (5.4) 
oil ft(x(/c|/c),u(fe|fc)) correspond aux etats terminaux obtenus en integrant I'equation (5.1) sur une 
periode d'echantillonnage ts avec les conditions initiales x(k\k) et les entrees constantes u(k\k). 
5.2. Prediction 
Pour implementer une loi de commande predictive, il est necessaire, comme explique dans le 
Chapitre 4, de predire les etats du systeme sur un horizon N. Evidemment, etant donne que le 
systeme considere est non lineaire, les etats futurs sont relies aux etats presents et aux entrees 
presentes et futures d'une maniere non lineaire. Trouver une sequence d'entrees optimales devient 
done un probleme d'optimisation non lineaire complexe et difficile a resoudre. Par consequent, 
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plusieurs auteurs, (Lee et Ricker 1994; De Nicolao, Magni et al. 1998; Allgower et Zheng 2000; 
Tyagunov 2004), proposent de simplifier cette approche en effectuant une linearisation locale autour 
de la trajectoire de reference pour obtenir une prediction lineairement dependante des entrees 
presentes et futures. De cette maniere, le modele non lineaire est approxime par un modele lineaire 
a parametres variant. Ainsi, la loi de commande est obtenue en resolvant une fonction cout 
quadratique a chaque echantillon. 
La demarche pour obtenir I'equation de prediction est relativement complexe. Pour ce faire, il faut 
considerer que les etats x(k\k) du modele au temps N peuvent etre obtenus recursivement: 
x(k + N\k) = hN(x(k\k),{u(k + ilk)}?^1) = fc(- (//(x(fc|fc),u(fc|fc)), ...),u(k + N- l |k)) (5.5) 
Pour obtenir une loi de commande predictive analytique (sans contrainte), il faut lineariser cette 
equation par rapport a la sequence de commande, c'est-a-dire {u(k + i\k))fs^. Poury arriver, il faut 
le faire pour le temps I = 1,1 = 2 et generaliser la demarche pour I = N — 1. 
En lien avec ce qui precede, x(k + l|fc) peut etre obtenu en linearisant I'equation (5.3) par rapport a 
u(fc|fc) autour de unom(k\k) : 
x(fc + l|fc) * h(x(fe|k),Mnom(fe|fe)) + Bku((k\k) ~ unom{k\k)) (S.6) 
ou Bk correspond a une discretisation avec bloqueur d'ordre zero du Jacobien : 
c _dhc 
k
 du x(t)=x(k\k) I 5 - 7 ' 
«(t)=unom(fc|fc) 
A noter que les criteres utilises pour choisir unom(k\k) seront exposes plus loin. x(k + 2) est defini, 
par definition, en fonction de x(k + l|fc) et u(k + 1) : 
x(k + 2 | t ) = h(x(k + l|fe),M(fe + l|fe)) (5.8) 
Cette equation peut etre linearisee par rapport a x(k + l\k) et u(k + l\k) autour de xnom(k + 
l|fc) = h{x{k\k),unom{k\k)) etunom(k + l\k) pour obtenir: 
x(k + 2|fc) * A2(x(fc|fc), {wnom(/c + i\k))l0) + Ak+1 (x(fc + l|ft) - fc(*(fc|ft),iinom(fc|fc))) , 
+ Bk+1(u(k + l\k)-iinom(,k + l\k)) 












En remplacant I'equation (5.6) dans I'equation (5.9), il est possible d'obtenir I'expression lineaire de 
x(k + 2\k) en fonction de la sequence de commande et des etats presents du systeme : 
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x(k + 21*)-h2(mk),{unom(k + mu + K + A » « j [ ^ j g I ^ z V + m ] (512) 
II est possible de generaliser le resultat des equations (5.6) et (5.12) pour predire les etats du systeme 
au temps fc + / : 
X(k + l\k) * /l,(*(fc|A:),{unom(fc + i|fc))i=S) 
(S.13) 1-1 J-2 
•^k+I-i-lSfc I \Ak+l_i_1Bk+1 
ll(fc|k) - Mnom(fc|fc) 
u(fc + l |fe)-un o m(fc + l|fc) 
I U k t M - l B * I Mfc+l-i-1 ^fc+l •• Bk+l-l 
Lu(fe + /- l | fe)-un o m(fc + / - l | fe) 












Dans le but d'obtenir la prediction des sorties, I'equation de sortie du modele : 
y(k + l|fc) = p(*(k + l|k)) 
doit etre linearisee par rapport a x(k + l\k) autour de xnom(k + l|/c) : 
y(fc + l|k) « p(h(x(.k\k),unom(.k\k))) + Ck+1 (x(k + l|fc) - h(x(fc|k),Mnom(fc|fc))) 
ou Ck correspond a la discretisation du Jacobien defini par: 
x(t)=x(k+l\k) 
En generalisant, pour obtenir les sorties du modele au temps k + I, I'equation (5.17) devient: 
y(k + l\k) m p (* f (*(fc|fc), {unom(k + i\mZl)) + Ck+l (X(k + l\k)- fc,(*(fc|k), {Unomdk + t |k)}fcj)) (S.19) 
Les equations de prediction des etats (5.13) et des sorties (5.19) peuvent etre combinees pour 




•y(k + i |k) 
y(fc + 2|fc) 





p(h 2 0(fc | fc ) ,{u n o t n ( fc + i\k)}]=0)) 




•U' 'k+N I j Ak+N. 
W-l 
.i-i Bk Ctj-w n* <n iBk k ^k+N I \ak+N-l-2°k+l 
1=1 
u(fc|fe)-itnom(fc|k) 
u(k + l|fe)-unom(k + l|k) 





ou Ak+j = / si; ' < 0. De la meme facon qu'avec le predicteur du compensateur predictif lineaire, il 
est possible de definir I'equation de prediction (5.20) pour permettre d'ajuster I'horizon de controle 
et de prediction independamment: 
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yVc + Njk) 
y(fe + JVj + 1 |fe) 
. y(k + N2\k) . 
y»v. 
v (hKl(xtk\k), {unom(k + iife)}"1;1)) 
P {hNl+1^Wk),{unom(k + <|fc)}£0)) 
P (**,-*., (* (*!« . { l W ( * + i|fe)}fio"Nl)). 
« i « i - l 
fnlyXNu 
Nt-N2+1 
Ck+Nij M H « I - ' - 1 * * k^+Wt I I ^fc+«!-i-2 ^k+1 
i= l (=1 
Wi+1 Wi-l 
Cfc+Wt+1 I I ^k+Nt-i Bk Ck+Nt+1 I I ^k+Ni-i-1 &k+l 
^k+Ni I I •"fc+W2-N1- iDk+JV3- l 
i = l 
WJ-N2+2 
•n-- k+N2 I I "k+Mj - i - 1 B k 
i= l 
N 2 - l 
n- > D r . 1-k+M2 I I / 1 k+JV 2 - ' - 2 D Jc+ l 
1=1 
.. n 





N 2 -N 3 +l 
 A ft+«2 I I *1k+N2-N3-i"k+N3-l 
i=l 
C„l,y,l:,N123 
M(fe|fe) - U n o m ( f c [ f e ) 
U ( f c + I | f c ) - M n 0 m ( f c + I | fc ) 
,u(fc + W3 - l|fc) - unom(fc + W3 - l|fc). 
(5.21) 
Au«3 
ou I'intervalle [N± N2] designe I'horizon de prediction et N3 I'horizon de controle. 
5.3. Optimisation et loi de commande 
La structure de I'equation de prediction permet I'utilisation de la theorie d'optimisation presentee au 
Chapitre 4. Cependant, certains aspects sont a considered Premierement, la linearisation locale, 
effectuee a chaque cycle, est valide seulement si cette trajectoire nominale est pres de la trajectoire 
optimale. Par consequent, un choix simple et efficace est de poser unom(k + l\k) = u*(k + l\k — 
1). Deuxiemement, la matrice colonne fni>ytktN12 Pe u t etre obtenue recursivement ou evaluee 
directement a partir de x(k\k) en utilisant un algorithme d'integration numerique. Finalement, a 
chaque cycle, la matrice GniyikNl23 doit etre recalculee pour mettre a jour les matrices Jacobiennes 
et I'equation (4.50) doit etre appliquee pour calculer la commande optimale. L'augmentation de la 
charge de calcul, par rapport a un controleur predictif lineaire, est raisonnable, car il permet d'eviter 
I'utilisation des outils d'optimisation non lineaire numerique. 
5.4. Resume 
Ce chapitre a explique comment adapter la loi de commande lineaire discrete presentee au Chapitre 
4 pour qu'elle puisse utiliser des modeles dynamiques non lineaires. En fait, il a ete demontre que le 
modele non lineaire embarque doit etre linearise a chaque iteration pour obtenir un modele lineaire 
local representant bien le systeme a ce moment. Cette strategie peut etre facilement transposee aux 
modeles lineaires a parametres variant. En effet, pour former I'equation de prediction, le modele 
pourrait etre evalue selon la valeur presente de ses parametres, soit les elements d'orbite du satellite 
chef et esclave dans le cas des formations de satellites. 
III. OBJECTIFS ET METHODOLOGIE 

CHAPITRE 6 
Objectifs et methodologie 
Jusqu'a maintenant, les interets relies a I'utilisation d'une formation de satellites et les specifications 
de I'algorithme d'asservissement d'une telle formation ont ete mis en evidence. Les techniques de 
modelisation et les lois de commande pour les formations ont egalement ete traitees. Cette revue de 
litterature a permis d'identifier les lois de commande predictives comme etant une solution efficace 
pour asservir une formation. En ce sens, une etude detaillee de ce type de compensateur a ete 
presentee. Celle-ci a permit de faire ressortir les avantages des techniques de compensation 
predictive : 
• Optimalite : les compensateurs predictifs sont bases sur I'optimisation d'une fonction cout 
definie par le concepteur. 
• Trajectoire future considered explicitement: les lois de commande predictives utilisent I'erreur 
de poursuite de la trajectoire de reference future sur un horizon rapproche. Cette realite la 
rend plus performante, car elle en reagit plus rapidement aux perturbations et/ou aux 
variations de la trajectoire. 
• Possibility d'inclure des containtes sur les entrees et les sorties du systeme tout en maintenant 
I'optimalite: ces lois de commande determinent de maniere autonome la commande du 
systeme asservi qui respecte les contraintes (entrees et/ou de sorties) imposees par le 
concepteur. Cet aspect est particulierement utile lorsque les actionneurs du systeme a asservir 
sont limites en puissance par exemple. 
• Peu d'ajustement: cette loi de commande peut-etre ajustee en utilisant des matrices de 
ponderation qui permettent de penaliser certains parametres de la fonction cout. 
• Mise en ceuvre simple sur les modeles multivariable. 
• Peut etre facilement etendu au modele lineaire a parametres variant. 
Ces avantages motivent I'utilisation de la technique de commande predictive pour le vol en formation 
de satellites terrestres. En lien avec ce qui precede, ce chapitre a done pour but d'etablir les objectifs 
et la methodologie de ce projet de recherche. 
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6.1. Objectifs 
Pour etre eventuellement utilisees lors d'une mission spatiale, les lois de commandes predictives 
adaptees au vol en formation doivent etre ameliorees. En effet, les innovations proposees par le 
candidat sont formulees a travers les objectifs de ce projet de recherche : 
• Proposer des architectures d'asservissement integrant des lois de commande predictives 
cartesiennes et par elements d'orbite qui permettent la reconfiguration et la maintenance 
d'une formation de deux satellites de type chef-esclave incluant une retroaction de I'erreur 
relative selon les conclusions du Chapitre 3. 
• Adapter ces lois de commande aux propulseurs electriques a faible puissance (environ 
30 x 10~3 Newton pour un satellite d'une masse de 250 kg) et aux orbites excentriques (les 
orbites considerees possedent une excentricite moyenne (0.5) et elevee (0.7) et un axe semi-
majeur de 2.42 x 107 m). 
• Rendre les lois de commande predictives plus robustes au bruit de mesure. 
• Assurer I'optimalite ou la quasi-optimalite de ces lois de commande. Le concept d'optimalite 
en asservissement de systemes aerospatiaux refere aux manoeuvres effectuees le plus 
rapidement possible tout en utilisant une quantite minimale de propergol. De plus, formuler 
les lois de commande de maniere a ce que la solution optimale existe toujours et ce, peu 
importe les etats du systeme ou la nature des perturbations. En effet, I'optimiseur des 
compensateurs predictifs adaptes aux formations peut actuellement rencontrer des situations 
ou la solution optimale n'existe pas. Cette situation ne peut etre envisagee pour des 
formations autonomes, car les risques d'instabilite sont eleves. 
• Minimiser la charge de calcul requise (en termes de temps d'utilisation du processeur 
embarque sur les satellites) pour implementer ces lois de commande, du moins par rapport 
aux approches precedentes. Cette consideration est encore une fois pour mener vers une loi 
de commande predictive autonome. 
• Comparer les avantages et I'efficacite des lois de commande proposees. 
6.2. Methodologie 
Pour atteindre ces objectifs, le candidat propose la methodologie suivante : 
1. Realiser plusieurs types de compensateurs predictifs sur un systeme simple pour cerner 
I'approche qui serait la mieux adaptee au vol en formation de satellites terrestres selon les 
objectifs precedemment etablis. 
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2. Etablir deux architectures d'asservissement. La premiere doit etre basee sur une loi de 
commande predictive cartesienne et la deuxieme doit utiliser le meme type de loi de 
commande, mais par elements d'orbite. Dans ce processus, selectionner les modeles 
dynamiques appropries pour la mise en ceuvre de ces lois de commande. 
3. Choisir et faire le developpement des lois de commande. Ceci inclut: discretiser les modeles 
dynamiques choisis, developper I'equation de prediction et etablir I'algorithme de I'optimiseur. 
4. Developper un simulateur non lineaire d'une formation de deux satellites sur MATLAB®. 
5. Verifier et analyser les performances des compensateurs en simulation et comparer les deux 
approches. 
II est a noter que les etapes 1 et 2 sont couvertes par le Chapitre 7,1'etape 3 est traitee au Chapitre 8 
et les etapes 4 et 5 sont presentees au Chapitre 9. 

IV. CONCEPTION DE LA LOI DE COMMANDE 

CHAPITRE 7 
Commande predictive et grue a trois axes 
Ce chapitre utilise la theorie presentee aux Chapitres 4 et 5 de I'etat de I'art pour mettre en ceuvre 
quelques lois de commande predictives destinees a asservir la grue trois axes decrite et modelisee a 
I'Annexe E. Ce chapitre est tres important, car il met en contexte la theorie et permet de verifier les 
performances de differents types de compensateurs predictifs sur un systeme simple. En fait, les 
developpements presentes permettront d'etablir et de justifier les fondements des compensateurs 
predictifs proposes par le candidat pour un systeme plus complexe a savoir les formations de 
satellites sur des orbites excentriques. II est a noter aussi que le travail presente dans ce chapitre 
peut etre considere comme une innovation non negligeable dans le domaine de la commande 
predictive. En effet, il existe peu d'etude qui compare differentes methodes de commande predictive 
appliquees sur un meme systeme. De plus, ces lois de commandes pourrait etre eventuellement 
implements sur un processeur embarque dans le but de faire I'asservissement de la grue du 
laboratoire « Tele-Education in Aerospace and Mechatronics (TEAM) » du Departement de genie 
electrique et de genie informatique de la Faculte de genie de I'Universite de Sherbrooke. En fait, ce 
chapitre est divise en trois parties: la premiere explique comment mettre en ceuvre un 
compensateur predictif lineaire discret fonctions de transfert, la deuxieme presente un 
compensateur predictif lineaire discret modele variables d'etat et enfin la troisieme montre une 
approche de compensation predictive non lineaire. Les deux dernieres lois de commande sont 
utilisees sans et avec contraintes. 
7.1. Compensateur predictif lineaire fonction de transfert 
L'objectif d'un algorithme d'asservissement pour ce type de grue est de transporter la charge d'uh 
point a un autre en minimisant le temps necessaire a la manoeuvre et les oscillations de la charge. Les 
sorties a asservir sont done la position de la charge xci yc et zc et les angles a et /?. Pour ce faire, 
I'architecture d'asservissement presentee a la Figure 7.1 a ete developpee. 
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Figure 7.1: Architecture d'asservissement pour une grue trois axes avec un compensateur predictif lineaire discret 
utilisant le modele fonctions de transfert 
L'element central est le simulateur de la grue. Celui-ci a ete developpe a partir des equations non 
lineaires de la dynamique. Celui-ci fournit les valeurs des capteurs installes sur la grue, c'est-a-dire la 
position du chariot en xw et yw, la longueur du cable r, les angles /? et a. Tous les autres elements 
font partie du logiciel d'asservissement qui pourrait etre eventuellement implements sur un systeme 
embarque. En fait, cet algorithme peut etre separe en cinq sections : 
• Les trajectoires de reference futures : Le role du compensateur predictif est de commander le 
systeme de maniere a ce que la charge suive le plus fidelement possible ces trajectoires. En 
fait, celles-ci sont definies par I'operateur. Les trajectoires necessaires sont rXcp pour le 
mouvement xc-(3, rywCC pour le mouvement yc-a et rZc pour le mouvement zc. 
• La boucle de retroaction interne sur les angles /? et a : Ces boucles permettent d'ameliorer la 
qualite de la prediction qui s'effectue en considerant la presence de ce regulateur. En fait, 
cette technique qui stabilise le systeme permet de diminuer I'horizon de prediction et de 
commande du compensateur predictif tout en maintenant ses performances. 
• Le compensateur predictif lineaire base sur les fonctions de transfert de la grue avec boucle 
interne fermee: Pour obtenir ces fonctions de transfert, il faut fermer la boucle interne 
mathematiquement. De cette maniere, les entrees du modele deviennent: 
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w*(0 = vx(t) + kpPii) 
Uy{t) = vy(t) + kaa(t) (7.1) 
ur(t) = v r(t) 
Sachant que /?(t) et a(t) correspondent respectivement a la quatrieme et cinquieme sortie du 
modele variables d'etat boucle ouverte linearise autour de I'equilibre, le modele variables 
d'etat avec boucle interne fermee peut etre definie par: 
Agrbf = \Agr + KaBgr.ilCgrAj + kfi"gr,i2^grS)\' j = i = 1 —Sgr 
agrbf • 
"grbf.ctl.k ~ ugr,ctl 
(7.2) 
Par la suite, pour discretiser le modele, I'auteur propose d'utiliser une approche avec bloqueur 
d'ordre zero effectue avec la fonction « c2d » disponible dans MATLAB®. Etant donne que les 
mouvements xc-p, yc-a etz c sont decouples, I'equation (7.2) peut etre reecrite : 
x
xwp{k + 1) = AgrbfXwpXXwp(k) + BgrbfXwpvx 
VxAk + 1) = Cgrbf.xwl)XXwl)(.k + 1) + Dgrbf:Xw/1Vx 
xyca(k + 1) = Agrbf,ywuxywaW + Bgrbf,ywaVy , ? 4> 
yyca(M + 1) = CgrbfywaXXwp(k + 1) + Dgrbf,ywavy 
xr(k + 1) = Agrbfi1.xr(k) + Bbfxvr 
yAk +1) - Cgrbf,r*r(.k + 1) + DgrbfrVr 
Finalement, chacun de ces modeles est mis sous forme de fonctions de transfert. Pour ce faire, 
la fonction «ss2tf » disponible dans MATLAB® peut etre utilisee. Les resultats obtenus sont 
represented par: 
Agrbf,xAz'^yxv,li^ + X) = Bgrbf:Xc^z-1)vxOi') (7.6) 
Agrbf,yca(.z~1)yywAk + 1) = Bgrbf.yc,a{z~1>yik') (7-7) 
Agrbf,zcyr(k + 1) = Bgrf>/,Z eU"1K(fc) (7.8) 
Ces fonctions de transfert permettent de former les equations de prediction presentees a 
I'equation (7.9) en utilisant la strategie suggeree dans la Section 4.2.1. 
yxep,N12 = Gtfigrbf,Xcp:Nl23AvXJi3 + ftf,grbf.xcp,Nl2 
yyc",N12 = Gtf,grbf,yca,Nli3^Vy,N3 + ftf,grbf,yca,N12 (7-9) 
yzc,JV12 = Gtfsrbf,zc,N123AvrN3 + ftf,grbf,zc,N12 
Le biais contre la gravite : Cette constante s'additionne a ur et permet de maintenir la charge 
autour du point de linearisation du modele. En fait, ce biais impose une force selon r qui 
s'oppose a force de gravite exercee sur la charge. Cette consideration est necessaire du fait 
que les compensateurs lineaires operent autour de ce point d'equilibre. 
La conversion des coordonnees spheriques a cartesiens de la charge : Les donnees provenant 
des capteurs (coordonnees spheriques) doivent etre converties pour obtenir la position xc, yc 
et zc (coordonnees cartesiennes) de la charge. Cette position cartesienne est requise pour le 
compensateur. 
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L'algorithme de compensation requiert de plus amples informations. En fait, la Figure 7.2 montre la 
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Figure 7.2: Compensateur predict if lineaire discret utilisant le modele fonctions de transfert 
Cet algorithme est divise en quatre parties : 
• La trajectoire de reference future: Pour le compensateur xc-f$, celle-ci est definie par la 
matrice colonne rx /?,# . 
• La prediction de la reponse naturelle du systeme avec la boucle de retroaction interne fermee : 
Cette prediction, notee ftf,grbf,xcp,N12> correspond a la combinaison lineaire des commandes 
precedentes et des sorties presentes et precedentes. Les matrices Gpmxb et Fmxb ont ete 
calculees en utilisant l'algorithme explique dans la Section 4.2.1 a partir des fonctions de 
transfert discretes presentees a I'equation (7.6). En fait, elles contiennent respectivement les 
coefficients des polynomes 6^ rb/ )Xc /? ) i(z -1) e t Fgrbf,xcp,i(z~1}. oul = Nt ...N2. 
• Les gains optimaux : Ceux-ci sont appliques sur la difference entre la trajectoire de reference et 
la prediction de la reponse naturelle de maniere a obtenir la commande incremental Avx. La 
matrice de gain Kxb a ete calculee comme I'explique la Section 4.3 en utilisant I'equation de 
prediction (7.9). II est a noter que pour simplifier la mise en ceuvre de la loi de commande, 
I'auteur a fait I'hypothese que si Avx optimale est appliquee sur le systeme avec la boucle 
interne fermee Aux sera quasi-optimal. Cette hypothese a ete verifiee en simulation en 
utilisant la fonction cout suivante : 
KAVNJ - iGtf,grbf,xcp,N123/ivx,N3 + ftf.grbf.Xcp,N12J QMPC\Gtf,grbf,N^vx,N3 + ftf.grbf.xcp,N12J 
+ AuN3TRMPCAuN3 
ou AuNs, Sx et S2 sont: 
tf.grbf,xcp,N12,Avx,N3 + ftf,grbf,xcp,N±23 
(7.10) 
(7.11) 
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* i = 
0 0 0 0 
0 kp 0 0 
0 -kp 0 kp 






La solution optimale de cette fonction cout est analytique, mais beaucoup plus complexe 
AvJ.M, = P G tf,grbf,xcfi,N123^MPC ( r ~ f tf.grbf.XcP.Nm) 
Ki 
-P~ ( / + ^iG t/,f lr6/,^cj?,«123) QMPCS\ftf,grbf,Xcp,N123 
- P - ^ / + S1GtfsrbfXclSiNijQS2 [y(k - 1) y{k)]T 
(7.12) 
(7.13) 
ou P est montre a I'equation suivante : 
P
 ~
 Gtf,grbf,Xcp,N123RMPcGtf,grbf,xcp,N123 + ( / + SlGtf.grbf,xcp,N12J QMPC{] + SlGtf,grbf.xcp,N12J ( 7 - 1 4 ) 
• L'integrateur discret: Celui-ci permet simplement d'obtenir I'amplitude de la commande plutot 
que sa variation (calcul vx a partir de Avx). 
Les conditions initiales et les consignes utilisees pour mener les simulations sont respectivement 
presentees a au Tableau 7.1 et au Tableau 7.2. 
Tableau 7 . 1 : Positions initiales de la charge sur grue 
trois axes 




































Les parametres utilises pour le compensateur sont montres au Tableau 7.3. 
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Les resultats obtenus, c'est-a-dire les commandes, la position de la charge dans les trois axes et 
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Figure 7.3 : Commandes obtenues par le MPC 
lineaire discret base sur le modele 
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Figure 7.4: Positions de la charge obtenues par le 
MPC lineaire discret base le modele 
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Figure 7.5: Angles obtenus par le MPC lineaire discret base sur le modele fonctions de transfert 
Les performances obtenues sont tres bonnes. En fait, il est tres difficile d'obtenir un comportement 
semblable avec une technique d'asservissement classique. En effet, le temps de stabilisation est tres 
rapide, c'est-a-dire 4.90 secondes pour un effort de commande de 13.9 secondes (il est a noter que la 
commande est sans unite, I'aire sous la courbe est done en seconde). De plus, I'oscillation de la 
charge reste tres faible, c'est-a-dire entre -5.10 et 4.58 degres, malgre une consigne aussi agressive 
qu'un echelon unitaire. Cependant, il est possible de remarquer un leger depassement en position, 
environ 11.8%, et les forces commandees aux moteurs depassent leur maximum. II est a noter qu'il 
serait surement possible d'ajuster les parametres du compensateur autrement pour obtenir de 
meilleures performances. 
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7.2. Compensateur predictif lineaire modele variables d'etat 
Le compensateur predictif base sur le modele variables d'etat de la grue est utilise dans une 
architecture tres semblable a celle presentee precedemment: 
Trajectoiresde reference 
Compensateur predictif 
Boucle de retroaction interne 
Biaiscontre la gravite 
Conversion spherique a cartesien 
Figure 7.6: Architecture d'asservissement pour une grue trois axes avec un compensateur predictif lineaire discret 
utilisant le modele variables d'etat 
Seulement les differences sont commentees : 
• Le compensateur est encore une fois decouple selon les trois axes. Cependant, il est base 
directement sur les modeles variables d'etat lineaires discretises avec boucle interne fermee. 
Ces modeles decouples ont ete presentes aux equations (7.3), (7.4) et (7.5). Les equations de 
prediction utilisees par le compensateur sont: 
yxcp — Gss,3rbf,xwP.N1?3vx,N3 + fss.grbf,xwp,N12 
yyc" = "ss,grbfywa,N123vy,N3 + fss,grbf,ywa,N12 
y^c = "ss,grbf,r,N123vr,N3 + fss,grbf,r,Nl3 
(7.1S) 
Les parametres de ces equations sont definis a la Section 4.2.2. 
Les retroactions externes s'effectuent directement sur les sorties de la grue, c'est-a-dire sur 
xw> yw, r> P et a. 
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Figure 7.7: Compensateur predictif lineaire discret utilisant le modele variables d'etat 
Celui-ci est constitue de quatre sections : 
• La trajectoire de reference future. 
• La prediction de la reponse naturelle du systeme avec la boucle de retroaction interne fermee : 
Cette prediction s'effectue beaucoup plus simplement que dans la version fonction de transfert 
du compensateur. En fait, il suffit de multiplier la matrice fxb par les etats estimes de la grue. 
Ce resultat correspond a fSs,grbf,xwp,Nlz presente precedemment a I'equation (7.15). 
• Les gains optimaux : Ces gains sont appliques sur la difference entre la trajectoire de reference 
future et la prediction de la reponse naturelle. Cette matrice est calculee a partir de I'equation 
(4.51). Encore une fois, il est considere qu'en appliquant &v*cp sur le systeme le AuXcp obtenu 
est quasi-optimal. 
• L'observateur d'etats: II calcule le vecteur d'etat [xc xc /? /?] a partir des sorties 
mesurees, c'est-a-dire [xw /?]. Ce vecteur est necessaire au calcul de la prediction de la 
reponse naturelle du modele. II est implemente par un filtre de Kalman lineaire discret dont 
l'algorithme peut etre separe en deux phases : la phase de propagation et la phase de mise a 
jour. La phase de propagation consiste a faire la prediction des etats du systeme et de la 
variance du bruit en utilisant les etats et la variance precedemment estimes : 
*xci> fr + 11 k) = AgrbfiXSxxS (fe | k - 1) + Bgrbf:X^u(k | fc) 
P(fc + l|fe) = Agrbf,XcllP{k\k - l)ATgrbf:Xcll + QKF l • ' 
ou QKF est la matrice de ponderation de la covariance du bruit representant les erreurs de 
modelisation. La phase de mise a jour consiste a calculer la version estimee des etats du 
systeme a partir des predictions et des sorties du systeme : 
K — P(H\k — l~)Cgrbfjcij(Cgrbf:XciiP(k\k — l)Cgrbj,Xcp + RKF) 
%xcpWk) = xXcSI{k\k - 1) + K (yXwP(.k\k) - CgrbfXcllxXcl)(k\k - 1)) 
P{k\k) = (/ - KCgrbf,Xcli)P(.k\k - 1) 
(7.17) 
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ou RKF est la matrice de ponderation de la covariance du bruit qui represente les erreurs de 
mesures. 
La version modele variables d'etat de I'algorithme du compensateur predictif comporte quelques 
avantages par rapport a la version fonction de transfert. En effet, I'equation de prediction est 
beaucoup plus facile a obtenir et I'observateur d'etats, inclus implicitement dans la version fonction 
de transfert, peut etre ajuste independamment de la loi de commande. 
Les simulations ont ete realisees en utilisant les conditions initiales et les consignes presentees au 
Tableau 7.1 et au Tableau 7.2. Les parametres du compensateur sont decris au Tableau 7.4. 
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Les resultats obtenus, c'est-a-dire la commande, la position de la charge et la valeur des angles sont 
montres respectivement a la Figure 7.8, a la Figure 7.9 et a la Figure 7.10. 
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Figure 7.8 : Commandes obtenues par le MPC 






 Z c 
Traj. de ref. 
0 5 10 15 
temps (s) 
Figure 7.9: Positions de la charge obtenues par le 
MPC lineaire discret base sur le modele 
variables d'etat 
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Figure 7.10 : Angles obtenus par le MPC lineaire discret baes sur le modele variables d'etat 
Les performances sont semblables a celles obtenues avec le compensateur fonction de transfert. En 
effet, le temps de stabilisation est de 4.10 secondes pour un effort de commande de 12.7 secondes. 
Cependant, le depassement maximum est plus faible, c'est-a-dire de 0.05% au detriment de 
I'oscillation des angles. En effet, ceux-ci oscillent entre -7.01 et 2.01 degres. Par contre, il est 
probable que ce soit I'ajustement du compensateur qui engendre ces differences. En fait, les matrices 
de ponderation de I'observateur et du compensateur predictif pourraient etre modifiees pour 
obtenir de meilleures performances. 
Dans le Chapitre 4, il a ete explique que la loi de commande peut etre soumise a des contraintes. 
Celles-ci permettent de respecter les specifications d'un client tres facilement. En lien avec ce qui 
precede, il est maintenant considere que cette grue est destinee a transborder des matieres 
dangereuses dans un port. De maniere a assurer la productivity et la securite, le client emet les 
specifications suivantes: 
• La charge doit osciller entre /? = a_ = —1.5 degre et/? = a = 1.5 degre. 
• II ne doit pas avoir de depassement sur la position de la charge xc, yc et zc. 
• La commande ne doit pas depasser I'effort maximum admissible par les actionneurs, c'est-a-
dire que uW3 doit se situer entre u = —1 et u = 1. 
• Les manoeuvres doivent etre optimales. 
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Le compensateur predictif lineaire discret soumis a ces contraintes est montre a la Figure 7.11. 
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Figure 7.11: Compensateur predictif lineaire discret utilisant le modele variables d'etat avec contraintes 
La difference entre cet algorithme et le precedent se situe au niveau de I'optimiseur. En fait, il 
n'existe pas de solution analytique de la loi de commande lorsque la fonction cout est soumise a des 
contraintes. En fait, celle-ci doit etre implementee en utilisant un algorithme d'optimisation lance a 
chaque echantillon. L'algorithme utilise est celui fourni dans MATLAB® par la fonction « quadprog » 
dont algorithme est base sur les theories presentees a la Section D. Pour bien comprendre comment 
utiliser ce type de compensateur, il est important d'expliquer comment formuler les contraintes 
enumerees precedemment sous forme matricielle a partir des informations donnees a la Section 
4.5.1. Cependant, la presence de la boucle interne rend la formulation des contraintes plus complexe. 
Pour faciliter la presentation de la demarche qui suit, les equations de prediction (7.15) ont ete 
separees par sorties: 
y*c = ss,Brt>f,xw,N123vx,N3 + Jss,grbf,xw,N12 
y? = "ss,grbf,0,N123vx,Na + lss,grbf,p,N12 
yyc = Gss,grbf,yw,N123vy,N3 + fss,grbf,ywJi12 (7 .18) 
y<t = ™ss,grbf,a,N123vy,N3 + J ss,grbf&.N12 
yzc = Gss,grbf,r,N123vr,N3 + fss,grbf,r,N12 
Pour respecter les contraintes sur les entrees, il faut que I'inegalite montree a I'equation (7.19) soit 
satisfaite. 
lu< *yJ»3 < l u (7.19) 
Cependant, cette representation ne peut etre utilisee directement, car les compensateurs xw-f} et 
yw-a agissent respectivement sur les entrees vx et vy et non sur uxet uy. Sachant que la sequence 
future de ces entrees depend de vxN3, vyN3 et que les valeurs futures de /S et a sont calculees en 
utilisant I'equation de prediction (4.62), I'equation (7.19) peut etre reformulee comme le montre 
I'equation suivante: 
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l u < 
v









x.N3 + ka\f L/; 
< l u (7.20) 
ou 1 est un vecteur colonne unitaire de dimension appropriee, 0 est un vecteur ligne nul de 
dimension appropriee, GSSgrbfpiNlN2-iN3 > fss,grbf,p,N1N2-i Gss,grbf,a,N1N2-iNz e t fss,grbf,a,N1N2-l 
correspondent a la version tronquee des equations de prediction sur un intervalle [iVi N2 — 1]. 
Sous forme standard, ces contraintes deviennent: 





-h\a ° 1 
I + ka\n 1 
Luss,grbf,a,N1N2-lN3] 
-I~ka[ 
l u - f c , 
- l u + k, 
0 
^ ss,grbf ,a,NiN2-W3\l 
'y&3 
Kk) 
/ss ,ar6/ ,^,[W1 ,N2- l] 
fss,grbf,^,NlN2-l 
lu-ka\f *<» 1 
- I t* + k, 
•I/ , ss,grbf,a,N1N2 -1 
(7.21) 
[>.^[-?J 
Les contraintes de sorties sont plus faciles a definir. En effet, celles-ci sont choisies de maniere a ce 
que la position cartesienne de la charge, c'est-a-dire xc, yc et zc, ne depasse pas la trajectoire de 
reference (ceci assure un depassement nul) et que la charge oscille seulement entre /?, a et /?, a. Ces 










l a < y a < l a 
En utilisant les equations de prediction, les contraintes sur les sorties pour chacun des axes, sous leur 
















10 ~ fss,grbf,p,N123 
~
T
xc + J ss,grbf,xw,N12: 
- 1 / ? + f
 ss,grbffi,N123 
rrVc ~ fss,grbf,yw,Nl23 
1 ^ Iss,grbf,a,N123 
ryc "•" 'ss,grbf,yw,N123 
-
12 + fss,grbf,ra,N123 
rzc ~ I ss,grbf,rMi23 
7"zc "*" /ssJ5rb/,r,JV123 
(7.23) 
Les contraintes sur les entrees et les sorties exprimees sous forme matricielle a I'equation (7.23) et 
(7.21) peuvent etre concatenees pour chacun des compensateurs et utilisees directement comme 
argument de la fonction « quadprog ». Les resultats de simulation sont montres a la Figure 7.12, a la 
Figure 7.13 et a la Figure 7.14. II est a noter que les parametres des compensateurs utilises sont les 
memes que dans la simulation realisee precedemment. 
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Figure 7.12 : Commandes obtenues par le MPC 
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Figure 7.13: Positions de la charge obtenues par le 
MPC lineaire discret avec contraintes 
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Figure 7.14 : Angles obtenus par le MPC lineaire discret avec contraintes base le modele variables d'etat 
Les figures demontrent I'efficacite de cette loi de commande. En effet, les contraintes sont presque 
exactement respectees sans que le temps de stabilisation soit affecte significativement. En fait, le 
depassement est nul, le temps de stabilisation est de 5.50 secondes pour un effort de commande de 
12.6 secondes et les angles oscillent entre -1.64 et 1.67 degre. II est a noter que les legeres violations 
des contraintes sont dues a I'erreur de prediction reliee a la linearisation des equations dynamiques 
de la grue. Etant donne que la longueur de la corde s'allonge de 0.5 m a 1 m au court de la simulation 
(systeme s'eloigne de son point d'operation) la prediction devient de moins en moins precise. Ce 
probleme pourrait etre regie en utilisant des techniques de commande predictive non lineaire. 
7.3. Compensateur predictif non lineaire 
Les approches presentees precedemment etaient basees sur le modele linearise autour du point 
d'operation. Cependant, celui-ci est valide que si la longueur de la corde reste fixe et que la charge 
oscille peu. Dans le cas contraire, les commandes calculees par le compensateur ne sont pas 
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optimales et le respect des contraintes n'est pas assure. Par consequent, cette section s'interesse a 
demontrer I'efficacite des lois de commande predictives discretes non lineaires presentees dans le 
Chapitre 5 en reprenant I'exemple de la grue a trois axes. Pour ce faire, I'architecture 
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Figure 7.15: Architecture d'asservissement pour une grue trois axes avec un compensateur predictif non lineaire 
discret 
Les principaux elements de cette architecture sont commentes dans le paragraphe qui suit: 
• Le compensateur predictif non lineaire discret: II est base sur le modele non lineaire presente 
dans la Section E.2 et rapporte a I'equation suivante : 
*c(0 = A£r(*s(t),U(t)) 
y-mes\*') Pgr,mes\^s\J-)J 
(7.24) 
En fermant la boucle interne, les entrees du modele deviennent definies par v, voir I'equation 
(7.1). En substituant cette equation dans I'equation (7.24), le modele non lineaire avec boucle 
interne fermee est obtenu : 
y«i(0 = Plm,ca(xs(t~)) (7.25) 
Jmes ( 0 = PCgrbf.meS(xs(.t)) 
Les sorties mesurees par le compensateur correspondent au vecteur ymes(t) et celles 
asservies sont designes par ycti(f)> v ° i r Section E.l pour plus de details. Le compensateur 
utilise les sorties ymes{t) pour evaluer les etats xs(t) avec un filtre de Kalman etendu. La 
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version estimee de xs(t) permet d'obtenir I'equation de prediction presentee a la Section 5.2 
pour les sorties y c t j ( t ) . Le modele est considere fixe sur I'horizon de prediction lors de la 
construction de I'equation de prediction. Ceci diminue considerablement le nombre de calculs, 
car le systeme est linearise seulement une fois par cycle. Cette equation de prediction et la 
trajectoire de reference future sont utilisees pour definir une fonction qui une fois minimisee 
permet d'obtenir la commande optimale des actionneurs du systeme. 
• La conversion des donnees provenant des capteurs (coordonnees spheriques) pour obtenir la 
position de la charge xc , ycet zc (coordonnees cartesiennes). 
Les compensateurs predictifs non lineaires sont beaucoup plus complexes a mettre en ceuvre que 
ceux presentes precedemment. En effet, il faut utiliser plusieurs algorithmes relativement complexes 
et la programmation par bloc ne s'y prete pas. II est plus facile d'opter pour une approche utilisant un 
programme sequentiel qui s'execute a chaque echantillon. L'Algorithme 7.1 presente la procedure 
qui a ete developpee : 
1. Initialiser les parametres du filtre de Kalman etendu, c'est-a-dire la prediction de la variance du bruit et des etats du 
systeme : 
(7.26) P(1|0) = 0 
*s(l |0) = xSfi 
ou a:Sj0 correspond aux etats initiaux de la grue. 
2. A chaque iteration fe, faire les etapes 3 a 10. 
3. Appliquer I'equation (7,27) pour obtenir la version estimee de xs(k\k) : 
K — Cgrbf,mes[Cgrbf,mes P(k\k — l)Cgrb^mes + RKF) 
%(k\k) = xs(Jc\k -1) + K (y(k\k) - Cgrbf^sxs{k\k - 1)) (7.27) 
P(k\k) = (/ - KCgrbf,mes)P(k\k - 1) 
ou Cgrbfmes est une matrice identite, car VCgrbf,mes{.xs(fii) e s t deja lineaire par rapport aux etats. 
4. Lineariser le modele avec la boucle interne ouverte autour de xs(k\k) et de u*(fe — l|fe — 1). Pour ce faire, calculer 
les matrices Acgrkl Bcgrkl Cgrctlk et Dgrfitlk definies a I'equation (7.28) en utilisant les resultats de I'Annexe E, 
AgrM = Agr{xs(k\klu*(k - l|fe - 1)) 
Bgr,k = Bgr(xs(.k\klu'(.k - l|fc - 1)) 
CBr,ctl,k = Cgr,ctl(Xs{k\k-),U*(k - l|fc - 1)) 
Dgr,ca,k = Dcgrai{xs{k\k\u'{k - l|fe - 1)) 
ou u' = v'Qi - l\k - 1) + kpPik - l\k - 1) + kaa{k - l\k - 1). 
5. Obtenir le modele avec boucle interne fermee en appliquant I'equation (7.29). 
Agrbf.k ~ \A-gr,k + kpBgrkilCgrkA.j + kaBgrki2CgrkSj\, i = j = 1 ...Sgr 
Bgrbf.k = Bgr.k 
fC _ fC 
^grbf.ctlM ~~ ^gr.ctlk 
Dgrbf.ctl,k = Dgr.ctl,k 
(7.28) 
(7.29) 
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6. Discretiser le modele precedant en utilisant une approximation bloqueur d'ordre zero avec la fonction « c2d » 
disponible dans MATLAB®. Les matrices d'etat deviennent alors Agrbfk, Bgrbfk, Cgrbffiti>k et DgrbfCtlk. 
7. Calculer la reponse naturelle definie a I'equation (5.21) du modele non lineaire avec boucle interne fermee de 
I'equation (7.25), notee fni,grbf,yca,k,N12- P o u r c e faire< utiliser un algorithme numerique de resolution d'equations 
non lineaires, comme Runge-Kutta pour obtenir varbf,cti (hgrbf,i(Xs(.k\k),{unom(k + i\k)}\zl)) avec 1 = 
[Nx N2] sachant que {unom(k + i\k)}\zl = v*(k - l\k - 1). 
8. Calculer la reponse forcee du systeme definie a I'equation (5.21) avec boucle interne fermee en fonction de AvNs, 
notee Ggrbf,yctl,k,N123AvN3 en utilisant le modele variables d'etat discretes obtenu a I'etape 4. 
9. Utiliser I'equation (4.51) pour calculer la sequence optimale Av*{k\k). Calculer la commande v*(k\k) = 
Av*(k\k) + v*(k-l\k-l). 
10. Appliquer I'equation (7.30) pour obtenir la prediction des etats du modele et de la variance du bruit. 
*c(fc + l|fe) = Vv,i(^(k|fe).v*(fe|fc)) 
xs(k + l|fc) = M-\xc(k + l\k)) 
P(k + l|fc) = AgrbfikP(k\k)Alrbfik + QKF 
(7.30) 
ou xc(k + 1) peut etre obtenu avec une methode numerique de resolution d'equations differentielles, comme celle 
utilisee a I'etape 5. A noter que si N± = 1, il est possible de reutiliser le premier pas de prediction de la reponse 
naturelle, calculeea I'etape 5, pourevaluer xc(k + l|fe) : 
xc(k + l\k) = hgrbfil{xs(k\k-),v'{k-\\k-l)) + BarbfMv*{k\k) (7.31) 
11. Fin de I'algorithme. 
Algorithme 7 .1 : Compensateur predictif non lineaire discret pour la grue a trois axes 
Les conditions initiales et les consignes utilisees pour mener les simulations sont respectivement 
presentees au Tableau 7.1 et au Tableau 7.2. Les parametres du compensateur sont montres au 
Tableau 7.5. 
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Sans considerer les contraintes, les resultats obtenus, c'est-a-dire les commandes, la position de la 
charge dans les trois axes et la valeur des angles sont montrees respectivement a la Figure 7.16, a la 










Figure 7.16 : Commandes obtenues par le MPC non 
lineaire discret 
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Figure 7.17: Positions de la charge obtenues par le 
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Figure 7.18: Angles obtenus par le MPC non lineaire discret 
Ces figures sont semblables a celles obtenues avec le compensateur predictif lineaire modele 
variables d'etat sans contrainte. En fait, la charge oscille dans le meme intervalle, soit entre -7.56 et 
2.39 degres. Cependant, le temps de stabilisation et I'effort de commande sont moindres. En fait, 
ceux-ci sont respectivement de 3.80 et 12.10 secondes. 
II est possible d'adapter I'etape 9 de 1'Algorithme 7.1 de maniere a introduire les contraintes de 
I'equation (7.23) en utilisant la fonction « quadprog ». Les resultats obtenus sont presentes a la 
Figure 7.19, a la Figure 7.20 et a la Figure 7.21. 
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Figure 7.21: Angles obtenus par le MPC non lineaire discret avec contraintes 
Les performances obtenues sont excellentes. En fait, le temps de stabilisation et I'effort de 
commande sont respectivement de 5.00 et 12.6 secondes. De plus, Tangle oscille entre -1.71 et 1.51 
degre. Le depassement des contraintes est beaucoup plus faible qu'avec le compensateur predictif 
lineaire du fait que I'algorithme de prediction est beaucoup plus precis. En effet, la commande est 
maintenue entre -1 et 1 et les angles ne sortent que tres brievement de I'intervalle -1.5 et 1.5 degre. 
7.4. Resume 
Dans ce chapitre, les lois de commande predictives presentees dans les Chapitres 4 et 5 ont ete 
appliquees sur une grue a trois axes. Les resultats ont montre qu'elles offrent de tres bonnes 
performances et sont faciles a implemented De plus, les avantages relies a Tajout de contraintes lors 
du processus d'optimisation ont ete mis en evidence. Enfin, la version modele variables d'etat des lois 
de commandes predictives s'est averee plus flexible en plus de supporter les modeles non lineaires. 
Ces experimentations servent d'introduction au developpement de lois de commande predictives 
pour une formation de satellites. 
CHAPITRE 8 
Commande predictive et vol en formation 
Ce chapitre presente le developpement de deux lois de commande pour une formation de satellites 
de type chef-esclave evoluant sur une orbite excentrique. En effet, I'auteur propose d'utiliser la 
theorie de la commande predictive pour developper un compensateur base sur le modele de 
Lawden, presente dans le Chapitre 2, et sur le modele de GVE linearisees, aborde dans le Chapitre 3. 
Les lois de commande proposees par I'auteur combinent en fait les approches de (Schaub et Junkins 
2003) et de (Tillerson et How 2001; Breger et How 2004; Breger et How 2005), comme cela a ete 
annonce au Chapitre 6. Ce chapitre est divise en deux sections. La premiere section presente les 
architectures d'asservissement utilisees pour implementer ces lois de commande. La deuxieme 
section detaille le developpement des lois de commande, a savoir la discretisation des modeles ainsi 
que les algorithmes d'observation, de prediction et d'optimisation. II est a noter que le contenu de ce 
chapitre et celui du Chapitre 9 a ete publie a la conference « 18th Space Flight Mechanics Metting » 
organisee par l'« Americain Institute of Aeoronautic and Aerospace » (AIAA). Pour plus de details 
referera I'article (Simard Bilodeau 2008). 
8.1. Architecture d'asservissement 
Dans la litterature, il existe peu d'auteurs qui ont developpe des architectures d'asservissement pour 
une formation de satellites. En fait, ceux-ci s'attardent davantage au developpement de la loi de 
commande. Cette section s'interesse a ce sujet et presente les architectures developpe par I'auteur 
utilisant des compensateurs predictifs bases sur le modele de Lawden et de GVE linearisees. 
La premiere architecture d'asservissement presentee utilise le compensateur predictif base sur le 
modele de Lawden. Celle-ci est montree a la Figure 8.1. 
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Figure 8 .1 : Architecture d'asservissement pour une formation de satellites avec un compensateur predictif basee 
sur le modele de Lawden 
La dynamique des satellites chef et esclave, les capteurs et les logiciels embarques necessaires pour 
implementer la loi de commande sont respectivement presentes par les boTtes de couleur bleue, 
verte et orange. Ces elements interagissent comme I'explique le paragraphe qui suit: 
Premierement, la position et la vitesse du satellite chef, notees [r'c f'c ] , sont mesurees par un 
systeme de positionnement global (GPS) de maniere a evaluer les elements d'orbite de ce dernier, 
note ec, a I'aide de I'Algorithme 8.1 represents par le bloc ECI aEO. Celui-ci a ete developpe avec 
les informations presentees dans le Chapitre 2 et dans le volume de (Bate 1971). Aux environs de 
I'apogee d'une orbite fortement excentrique, il est probable qu'il soit impossible de communiquer 
avec les satellites GPS, car I'altitude est trop elevee. A ce moment, il faudrait considerer I'utilisation 
d'un propagateur tres performant et ce n'est pas le but de la presente etude. Par consequent, il est 










h< = ( r ' ) x r ' = [K hy h2f 
rapportee a 
es composantes du vecteur I, presente a la Section 2.1, qui decrivent la ligne 
l' = [-hy \ly O f 
le cas ou la norme de ce vecteur est nulle, il faut poser V = [1 
que le vecteur h est parallele avec lx. 
I'argument de latitude en appliquant I'equation suivante : 
I'equation suivante 




0 0 ] T . Cette situation est rencontree 
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"
 = t a n
 fc((lOV) ( 8 '3 ) 
Cette equation peut etre demontree en utilisant les expressions des composantes de l,r eth dans le repere 3 ; 
pouvant etre obtenues avec les explications de la Section A.5. 
4. Calculer I'inclinaison a partir de la composante selon lz de la quantite de mouvement angulaire : 
i = cos"1 ( £ ) (8.4) 
5. Calculer les composantes exprimees dans le repere inertiel du vecteur e : 
e' = i [ ( i7 2-^)r ' - ( ( r ' ) 7V)] = [e* ey e2y (8.5) 
L'origine de ce vecteur est le centre de la Terre et celui-ci pointe vers le perigee de I'orbite. De plus, son module 
correspond a I'excentricite de I'orbite. 
6. Calculer I'argument du perigee en utilisant I'equation suivante : 
o) — sign(ez) cos x—• (*>•«») 
7. Calculer I'ascension droite du noeud ascendant: 
fi = t a n - i ( : t ) ' Sit*° (8-7) 
n = o, si i = o 
8. Calculer I'axe semi-majeur. Pour ce faire, deux approches sont proposees. La premiere approche est obtenue en 
mettant en evidence le parametre a dans I'equation (2.22): 
h2 
a= " „ (8.8) 
M ( l - e 2 ) 
La deuxieme approche propose de substituer le terme h2/n de I'equation precedente en utilisant I'equation 
(2.19) : 
_ r ( l + e cos(u - co)) .g g. 
1 -e 2 
Cette alternative est moins sensible aux perturbations de I'orbite reliees au propulseur du satellite, car il n'utilise 
pas le vecteur Vitesse de ce dernier (la quantite de mouvement angulaire depend de la Vitesse inertielle du satellite). 
9. Fin de I'algorithme. 
Algorithme 8 .1 : Correspondance non lineaire entre les elements d'orbite d'un satellite et ses coordonnees inertielles 
Deuxiemement, la position relative du satellite esclave est mesuree par un « Light Detection And 
Ranging »(LIDAR). 
Troisiemement, le bloc trajectoire de reference calcule la consigne future necessaire au 
compensateur predictif sur un horizon fini. L'algorithme utilise depend du type de formation desiree. 
En effet, dans le cas ou la formation a maintenir ou a atteindre est artificielle, la consigne est 
constante dans le temps en position et nulle en vitesse. II est evident que dans cette situation, la 
generation de la consigne ne requiert pas plus d'information. Dans le cas d'une formation naturelle, 
c'est-a-dire lorsque le compensateur ne lutte que contre les perturbations pour maintenir la 
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formation, la trajectoire varie dans le temps et ce sur les trois axes du repere de Hill selon la solution 
homogene du modele de Lawden. Pour definir cette trajectoire, il faut considerer que : 
• La formation desiree est definie par les six elements d'orbite initiaux du satellite chef, note ec, 
ainsi que par les vecteurs relatifs dH = [x y z]
 e t dH = [x y z] initiaux exprimes dans 
le repere de Hill. 
• Les elements d'orbite du satellite chef sont disponibles a chaque pas en temps ts. 
Ces parametres sont utilises par I'algorithme suivant: 
1. Utiliser I'Algorithme 2.1 pour calculer les conditions initiales du modele de Lawden, c'est-a-dire dxy et dz, et pour 
calculer la trajectoire future correspondant au vecteur temps t = [tsNt ... tsN2] defini par 
rWiZ|o = ITNJO — rw2|o] • II est a noter que Nt et N2 correspondent a I'horizon de prediction du compensateur. 
2. Pour chaque nouvel echantillon k faire les etapes 3 a 6. 
3. Utiliser I'anomalie vraie du satellite chef pour obtenir le temps tk en utilisant la procedure de la Section 2.2. 
4. Calculer I'anomalie vraie pour le temps tk+N2 = tk + tsN2 avec la demarche presentee a la Section 2.2. 
5. Evaluer rk+N^k avec la solution du modele de Lawden en utilisant les conditions intiales calculees a I'etape 1. 
6. Former le vecteur r^k = [r"^^^ ... r^_1+N^k_± r%+Nz{k] . 
7. Fin de I'algorithme 
Algorithme 8.2 : Generation de la trajectoire rHN12jk 
Finalement, le MPC calcule la commande quasi-optimale pour corriger I'erreur future de la formation. 
Cette commande, en Newtons, est exprimee dans le repere de Hill. Celle-ci doit done etre traitee 
adequatement selon la configuration des propulseurs du satellite esclave et I'orientation de ce 
dernier. Cependant, cet aspect n'est pas traite dans ce travail. En fait, il est considere que 
I'orientation du satellite esclave est asservie de maniere a ce que ses trois propulseurs soient alignes 
avec les axes du repere inertiel. Le compensateur est decouple en deux selon le mouvement dans le 
plan et hors du plan. Ce compensateur utilise le modele de Lawden rapporte a I'equation suivante : 
Xxy\t) — AiawxyXXy\t) + "LawxyU-xyK*-) 
yLaw,xy\t) ~ *'Law,xy*xy\t) #o - - \ 
**(0 = AcLaWiZxz(t) + BLw,zwz(0 
yLaw,z\£) = Cl,aw,zxz\t) 
ou xxy = [x y x y], xz = [z z], CLawxy et CLawz sont des matrices identites de dimensions 
4 x 4 et 2 x 2 . Ceci permet de reduire considerablement la puissance de calcul requise. Les 
compensateurs utilisent les elements d'orbite du satellite chef, la future trajectoire de reference et la 
position relative du satellite esclave. La section suivante presente en detail le developpement de la loi 
de commande. 
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L'architecture d'asservissement, developpe par I'auteur, utilisant le compensateur predictif base sur 


































(GVE Lin. MPC) 
Figure 8.2: Architecture d'asservissement pour une formation de satellites avec un compensateur predictif basee 
sur le modele de GVE linearisees 
Cette architecture est legerement differente de celle utilisant le MPC de Lawden a la Figure 8 .1 : 
Premierement, la position et la vitesse inertielles du satellite chef sont mesurees par un GPS. Ces 
mesures sont utilisees par ralgorithme ECI aEO identique a celui utilise dans l'architecture de la 
Figure 8.1. Cependant, celui-ci evalue aussi la valeur de I'anomalie moyenne, car le modele de GVE 
linearisees utilise ce parametre au lieu de I'argument de latitude. Pour la calculer, il faut simplement 
appliquer les equations (2.28) et (2.29). 
Deuxiemement, les donnees provenant du GPS sont utilisees avec celles provenant du LIDAR de 
maniere a calculer la position et la vitesse inertielles du satellite esclave, e'est-a-dire [r'e r'e ] . Pour 




Calculer la matrice de rotation C0I entre le repere inertiel et orbital defi 
d'orbite du satellite chef 
Evaluer le rayon de I'orbite du satellite chef, introduit respectivement a 




 ( l + eccos(ut 
Calculer la vitesse angulaire du repere orbital 3 0 par rapport 
-a><0) 
au repere 
nie a I'equation 1.1, a 
'equation 
inertiel 3 ; 
partir des elements 
[2.19), en utilisant les elements 
, note (OQI, 
(8.11) 
definie a I'equation 
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(2.50) et reportee a I'equation (8.12) encore une fois a partir des elements d'orbite du satellite chef. 
o>°o, = [0 0 V/Vn?T 
4. Utiliser I'equation (8.13) qui decoule des equations (2.5) et (2.6), pour obtenir la position et la Vitesse 
satellite esclave, notees respectivement r'e et r'e, a partir de C01, <o%I et [dH dH]-
r'e = r[ + C0,Td" 




Algorithme 8.3 : Calcul de la position et vitesse inertielles du satellite esclave a partir de sa position et Vitesse relatives 
et de la position et vitesse inertielles du satellite chef 
Troisiemement, la position et la vitesse inertielles du satellite esclave sont converties en elements 
d'orbite en utilisant I'algorithme ECI&EO. Cette conversion permet de calculer la difference des 
elements d'orbite entre le satellite chef et le satellite esclave necessaire au compensateur predictif. II 
est a noter qu'il faut prendre des dispositions particulieres pour eviter les retournements aux 
environs de 2n pour les elements d'orbite exprimes en radians. En fait, il suffit de s'assurer que les 
angles sont dans I'intervalle -n a n avant d'etre differences. 
Quatriemement, le bloc trajectoire de reference calcule la consigne future necessaire au 
compensateur predictif exprimee en termes des differences des elements d'orbite. La situation est 
inversee par rapport a ('architecture avec le compensateur de Lawden. En effet, la trajectoire varie 
dans le temps pour une formation artificielle et est fixe pour une formation naturelle. L'Algorithme 
8.4 explique comment obtenir la consigne en difference d'elements d'orbite pour une formation 
artificielle a partir des elements d'orbite initiaux du satellite chef, la position et la vitesse relatives 
initiales du satellite esclave ainsi que les elements d'orbite du satellite chef a chaque pas en temps. 
1. Considerer le vecteur temps t = [ t sNi ... tsN2]. Pour tous les elements de ce vecteur, notes tk, faire les etapes 2 
a 4 pour obtenir levecteurr^ 2 | 0 = [ r ^ [ 0 ... r^0] . 
2. Utiliser la demarche expliquee dans la Section 2.2 pour calculer I'anomalie vraie 8k, a partir de tk. 
3. Calculer I'argument de latitude uk correspondant a une anomalie de 6k en utilisant I'argument du perigee initial du 
satellite chef. Utiliser la valeur de uk ainsi que les autres elements d'orbite initiaux du satellite chef pour evaluer la 
matrice M{ec~)k definie a la Section C. 
4. Multiplier I'inverse de la matrice M ( e c k ) avec le vecteur [dH dH] de maniere a obtenir rk\0. 
5. Pour chaque nouvel echantillon k faire les etapes 6 a 10. 
6. Utiliser I'anomalie vraie du satellite chef pour obtenir le temps tk en utilisant la procedure de la Section 2.2. 
7. Calculer I'anomalie vraie, 6k+N2\k pour le temps tk+Nz = tk + tsN2 avec la demarche presentee a la Section 2.2. 
8. Calculer I'argument de latitude Wfc+jv2|fc correspondant a une anomalie de Qk+N2\k e n utilisant I'argument du perigee 
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du satellite chef. Utiliser la valeur de uk+N2\k ainsi que les autres elements d'orbite du satellite chef pour former 
ec,fc+w2|k et ainsi evaluer la matrice M(eck+N^k). 
9. Multiplier I'inverse de la matrice M(eC:k+N^k) avec le vecteur [dH dH] qui defini la formation artificielle de 
maniere a obtenirr£+w |fc. 
10. Former le vecteur r^«A,i2|k = [r£^ i | f c_ 1 ... r ^ + ^ i ^ r^kf. 
11. Fin de I'algorithme. 
Algorithme 8.4 : Generation de la trajectoire raeN12ik 
Finalement, le MPC calcule la commande quasi-optimale du systeme exprimee dans le repere de Hill. 
Ce MPC utilise le modele de GVE linearisees developpe par I'auteur. Pour I'obtenir, il faut simplement 
soustraire la dynamique des elements d'orbite du satellite chef, non commandee : 
e c = AGVE{ec~) (8.14) 
de la dynamique des elements d'orbite du satellite esclave : 
ee = AGVE(ee) + i f l ^ ( e s ) u » (8.15) 
oil m est la masse du satellite. De cette maniere, I'equation suivante est obtenue : 
Ae = ACGVE ( e j - AGVE(ec) +-BcGVE{ee)uH (8.16) 
Celle-ci peut etre simplified en linearisant les deux premiers termes de son membre de droite par 
rapport autour des elements d'orbite du satellite chef: 
dAcGVE(e)\ 




En substituant I'equation precedente dans I'equation (8.16) et sachant que B GVEL (ee) 
BQVE(ee)/m, le modele GVE linearisees est obtenu : 
DC („ ^ . H 
(8.18) Ae = A
c
GVEL(ec)Ae + BCGVEL {ee)u" 
yGVEL — (-GVEL^e 
ou CCGVEL est une matrice identite 6 x 6. Ce modele, propose par le candidat, est similaire a celui 
presente a la Section 3.2.1. Cependant, il correspond a la dynamique de la difference des elements 
d'orbite entre deux satellites plutot que I'erreur des elements d'orbite d'un satellite par rapport a 
ceux qui sont desires. Cette nouvelle formulation, beaucoup plus intuitive, permet d'utiliser 
directement la trajectoire de reference definie precedemment. La precision de ce modele est 
demontree a la section suivante. 
8.2. Developpement de la loi de commande predictive 
La structure du compensateur predictif base sur le modele de Lawden et de GVE linearisees est 
presentee a la Figure 8.3. 
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Trajectoire de reference future: rm2 
n> H 









Equation de prediction: 
GVp,N123,fvp,N12 
Predicteur 
Modeles locaux: Ah Bfc Ck 
Modele 
Figure 8.3 : Compensateur predictif lineaire a parametres variant discrets propose base sur le modele de Lawden 
ou GVE linearisees 
Celle-ci s'inspire de la theorie presentee aux Chapitres 4 et 5. Cependant, I'algorithme du 
compensateur a ete adapte par le candidat pour utiliser les modeles lineaires a parametres variant. 
En fait, celui-ci se separe en quatre parties et a chaque echantillon k : 
• Le modele embarque est evalue selon la valeur des elements d'orbite des satellites de la 
formation pour obtenir le modele local. Pour le compensateur base sur le modele de Lawden, 
seulement I'anomalie vraie du satellite chef est requise tandis que pour celui base sur GVE 
linearisees, les elements d'orbite du satellite chef et esclave sont necessaires. De plus, le 
modele local obtenu est discretise. 
• L'observateur d'etat utilise les donnees des capteurs pour estimer la valeur des etats requis 
pourfaire la prediction du comportement de la formation. Celui-ci joue un role tres important. 
En effet, il permet d'obtenir certains etats non mesures, mais observables, et il reduit le bruit 
des mesures. L'observateur utilise le modele variables d'etat local discret presente au point 
precedent. 
• Le predicteur utilise la valeur des etats estimes et le modele embarque pour obtenir la reponse 
naturelle et forcee du systeme en fonction de la sequence de commande future. 
• L'optimiseur calcule la commande quasi-optimale en minimisant une fonction cout qui inclut 
les informations fournies par le predicteur, la trajectoire de reference et les contraintes. 
Les sections qui suivent expliquent en detail chacune des parties de I'algorithme du compensateur 
predictif. 
8 .2 .1 . Discretisation des modeles 
Sur une periode d'orbite, les elements d'orbite du satellite chef et esclave changent. Plus 
precisement, dans un environnement non perturbe, I'anomalie vraie du satellite chef evolue 
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periodiquement tandis que tous les elements d'orbite du satellite esclave varient sous I'effet des 
actionneurs. Ceci modifie significativement la dynamique de la formation, particulierement lorsque 
I'excentricite est elevee. Par consequent, a chaque pas en temps ts, le modele variables d'etat de la 
formation est evalue pour differentes valeurs d'elements d'orbite, c'est-a-dire les elements d'orbite 
courants et futurs (si necessaire) sur I'horizon de prediction. Ces modeles locaux designes par Ak, Bk, 
et Cc sont par la suite discretises pour etre utilises dans I'algorithme du predicteur. II est a noter que 
Cc n'a pas d'indice k, car cette matrice ne varie pas dans le temps. 
Pour le modele de Lawden et GVE linearisees, il est propose d'utiliser une discretisation avec 
bloqueur d'ordre zero definie a I'equation suivante : 




y(fc + l|fc) = Ccx(k + l\k) 
oil Ak, Bk et C sont les matrices du modele variables d'etat local discret. Le premier membre de 
cette equation correspond a la matrice d'etats de transition du systeme et le deuxieme correspond a 
la convolution entre cette matrice d'etats de transition et les entrees. Les matrices Ak et Bk peuvent 
etre approximees en utilisant une serie de Pade de premier ordre montree a I'equation (8.20), 
* - ( ' - ^ ) > ^ ) 
V
 , ' }-i ' (8-20) 
/ Ackts\ X 
Bk
"\^f) Bkts 
ou / est une matrice identite de dimension appropriee. L'approximation par serie de Taylor a aussi 
ete consideree. Cependant, I'ordre de la troncature doit etre significativement eleve pour obtenir 
une bonne precision. La version discrete de la matrice Cc est identique a la version continue. Pour 
simplifier l'implementation et diminuer le temps de calcul, I'auteur a developper analytiquement la 
version discrete des modeles. Le modele de Lawden discret decouple selon le mouvement dans le 
plan et hors du plan est montre respectivement aux equations suivantes : 
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i -
bt? 
^LAW,z d e t
 (AlAWAk) 
(•LAW.z = ^2x2 
!
 m det(j4L*WAk) 
(8.22) 
ou c = (92 -G-b),d = {62 + 6 + 2b), g = (402 - c + d), h = (402 + c - d), d e t ^ U ^ ) = 
1 + (402 - c - d)t2 + cdts et d e t O ^ , J = 1 + bt2. Le modele GVE linearisees est beaucoup 
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8.2.2. Observateur 
La necessite d'un observateur d'etats pour les lois de commande predictive basee sur un modele 
variables d'etat a ete demontree dans le Chapitre 4. Pour une formation de satellites, I'auteur 
propose d'utiliser une version simplifiee du filtre de Kalman etendu. Les algorithmes de propagation 
et de mise a jour de ce filtre sont presentes aux equations suivantes : 
(8.24) x(fc|fc_- 1) = Ak_xZ(k - l|fc - 1) + Bk-iU(fc - l|fc - 1) 
P(k\k - 1) = Ak_xP{k - l|fe - l M L i + QKF 
K = ~P(k\k - l)CT(CP(fe + l\k)CT + RKF) 
X (fe|fe) = x(k\k - 1) + K(y(k\k) - Cx(k\k - 1)) 
P (fc|fe) = (/ - KC)P(k\k - 1) 
(8.25) 
ou les matrices Ak, Bk et C correspondent au modele discretise de Lawden ou GVE linearisees 
presentees aux equation (8.21), (8.22) et (8.23), evaluees aux elements d'orbite ec et ee. Etant donne 
que ces modeles locaux sont lineaires, il n'est pas necessaire de faire intervenir un algorithme 
numerique de resolution d'equations differentielles pour evaluer la valeur future des etats. II suffit 
simplement d'utiliser directement le modele variables d'etat discret. 
8.2.3. Predicteur 
Le predicteur, comme explique dans le Chapitre 4, calcule les reponses naturelle et forcee futures du 
systeme en fonction de la sequence de commande future uNs. De la meme facon que pour les lois de 
commande predictives non lineaires, I'equation de prediction est mise a jour a chaque echantillon : 
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yVc + N^k) 
yCc + Wj + llfc) 
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Cependant, cette derniere differe legerement de I'equation (5.21), du fait que le modele est lineaire a 
parametres variant. Dans la Section 5.2, I'auteur proposait de maintenir constant le modele sur 
I'horizon de prediction pour le discretiser seulement une fois dans le but de minimiser le nombre de 
calculs a faire a chaque iteration. Pour le vol en formation, I'auteur propose d'aller plus loin et 
d'evaluer la performance des options suivantes : 
Option 1. Considerer que les modeles changent peu sur I'horizon de prediction et poser que 
Ak •« ^fc+i * •" ~ ^fc+w2-i et Bk « Bk+1 « ••• « Bk+Af3_i. Cette approximation est 
valide pour un axe semi-majeur eleve, une periode d'echantillonnage faible, une 
excentricite faible et/ou un horizon de prediction faible. Cette option est nommee 
Prediction a parametres Fixes (PF) sur I'horizon. 
Option 2. Appliquer directement I'equation de prediction Error! Reference source not found.. 
Cette option est nommee Prediction a parametres Variant (PV) sur I'horizon. 
Option 3. Mettre a jour le modele local a intervalle constant sur I'horizon de prediction. Cette 
approche est un compromis entre les deux techniques precedentes. Cette option est 
nommee Prediction a parametres Variant par Intervalle (PVI) sur I'horizon. 
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Pour ce faire, la formation de satellites definie au Tableau 2.1 et au Tableau 8.2 est utilisee. 









Positions et vitesses relatives initiales 
du satellite esclave (definies a I'apogee) 
Valeurs 




































II est a noter que I'analyse est effectuee aux environs du perigee, c'est-a-dire la position sur I'orbite 
ou le modele de la formation varie le plus rapidement. De plus, les modeles sont soumis a une 
commande constante de 10 x 10~3 Newton (effort de commande moyenne avec des propulseurs a 
faible poussee). Les comepnsateurs bases sur le modele de Lawden et de GVE linearisees sont 
implementes avec une periode d'echantillonnage ts choisie pour permettre respectivment 500 et 
150 echantillons par orbite. Cette difference de frequence d'echantillonnage est differente etant 
donne que les etats relatifs exprimes dans le repere de Hill change beaucoup plus rapidement que la 
difference d'elements d'orbite. Enfin, pour I'option 3, le modele est mis a jour a tous les dix pas en 
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Figure 8.4: Positions et vitesses relatives en fonction de I'horizon de prediction obtenues par differentes 
methodes de prediction pour le modele de Lawden 
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Figure 8.5 : Difference des elements d'orbite en fonction de I'horizon de prediction obtenue par differentes 
methodes de prediction pour le modele de GVE linearisees 
ou la designation « Fixe » correspond a I'option 1, « Variant » a I'option 2 et « Intervalle » a I'option 3. 
Ces graphiques montrent clairement que I'approche avec modele fixe sur I'horizon de prediction est 
valide pour un horizon plus petit que 25. Dans ce cas, il n'est done pas avantageux lors de la 
conception d'une loi de commande predictive d'utiliser un horizon de prediction au dessus de ce 
seuil, car le gain en performance ne serait pas significatif. Par consequent, au-dela de ces valeurs, les 
approches 2 ou 3 sont conseillees. Ces commentaires s'appliquent a une orbite tres excentrique. II 
faut comprendre qu'en diminuant I'excentricite de I'orbite la prediction a Parametres Fixes (PF) sur 
I'horizon offre de meilleures performances. 
8.2.4. Opt imiseur 
L'optimiseur, comme mentionne dans les sections precedentes, minimise une fonction cout definie 
par le concepteur en respectant des contraintes etablies de maniere a obtenir la commande optimale 
a soumettre aux actionneurs du systeme. La conception de I'algorithme de l'optimiseur debute done 
par selectionner une fonction cout adequate pour 1'application et se termine par etablir I'algorithme 
d'optimisation pour la minimiser en passant par la formulation des contraintes. 
Pour une formation de satellites, le candidat propose d'utiliser une fonction cout incluant I'erreur de 
poursuite de la trajectoire de reference et I'effort de commande future, semblable a celle presentee 
a I'equation (4.47), mais en utilisant I'equation de prediction Error! Reference source not found.: 
Jk{.UN3) ~ (.^'vp,k.N123UN1 + fvv,k,Nu rN12) QMPC\fivp,k,N123UN, + fvp.k.Niz ~ rNl2) + UN3^MPCUN3 (8.27) 
Cette approche permet d'eviter I'utilisation des contraintes en sorties, comme e'est le cas avec les 
approches de (Tillerson et How 2001; Breger et How 2004; Breger et How 2005). La loi de commande 
qui en resulte peut alors etre utilisee pour une manoeuvre de reconfiguration ou de maintenance. De 
surcrott, a I'instar des approches precedentes, les reconfigurations s'effectuent en boucle fermee et 
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I'horizon de prediction peut etre plus court que la duree de la manoeuvre. La loi de commande 
requiere moins de puissance de calcul et est beaucoup plus robuste aux perturbations. De plus, la 
solution est toujours realisable, c'est-a-dire qu'elle existe toujours peu importe les etats du systeme. 
En effet, utiliser des contraintes sur les sorties n'est pas sans risque. II se peut que dans certaines 
situations les contraintes de sortie soient trop restrictives et qu'aucune solution n'existe. A ce 
moment, I'algorithme de I'optimiseur ne peut converger. Ce phenomene peut.survenir lorsque le 
compensateur doit travailler dans un environnement plus perturbe que celui dans lequel il a ete 
concu et peut mettre en peril la mission. 
Le satellite esclave est equipe de propulseurs electriques a faible puissance. La commande du 
compensateur doit done etre maintenue dans I'intervalle operation de ceux-ci. Pour ce faire, deux 
approches sont possibles: 
• Ajuster par essais et erreurs les matrices de ponderation du compensateur de maniere a ce 
qu'en simulation la commande n'excede pas la limite des actionneurs. 
• Soumettre des contraintes a I'algorithme d'optimisation. 
La deuxieme alternative est beaucoup plus performance. En effet, il est difficile de couvrir tous les cas 
de figure en simulation et encore plus de modeliser avec precision les perturbations auxquelles la 
formation sera soumise une fois en operation. De plus, celle-ci est moins conservatrice, car elle 
permet d'utiliser toute la puissance necessaire pour effectuer une manoeuvre le plus vite possible 
tout en minimisant le carburant. Par consequent, I'auteur propose de soumettre I'optimisation de la 
fonction cout (8.27) aux contraintes sur les actionneurs suivantes : 
u < uNs < u (8.28) 
oil u et u sont respectivement les forces minimum et le maximum realisables par les propulseurs du 
satellite esclave. 
II reste a definir I'algorithme qui permet de resoudre le probleme d'optimisation pose precedemment 
et reformule sous forme de programme quadratique suivant: 
mjn{A(«w3)}. sujet a [~7] uNa < [ u"] (8.29) 
En fait, ce programme pourrait etre transforme en programme lineaire. Ceci permettrait d'utiliser la 
methode du Simplex pour le resoudre. II pourrait aussi etre resolu en utilisant directement les 
methodes de I'ensemble actif ou du point interieur. Toutes ces approches ont ete presentees a la 
L'Annexe D. Cependant, ces methodes numeriques de recherche, executees a chaque nouvel 
echantillon, sont difficiles a implementer sur un systeme embarque, vue leur complexite, et demande 
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beaucoup de temps de calcul. Pour deplacer cette lourde charge de calcul lors de la conception, il 
serait aussi envisageable d'utiliser les techniques de programmation parametrique. Cependant, etant 
donne que I'equation de prediction varie dans le temps, cette technique requerait un nombre trop 
important de regions. Le candidat propose done d'exploiter la geometrie des problemes quadratiques 
pour calculer une solution quasi-optimale en utilisant un algorithme simple et tres innovant par 
rapport a ce qui existe actuellement. 
Dans la Section 4.5, il a ete demonte qu'une fonction cout quadratique correspond a un hyper-
ellipsoi'de centre sur la solution optimale non contrainte, note u*N et rapporte a I'equation (8.30), 
dans I'espace de commandes. 
K ' RMPCJ Gvp,k,Nl23QMPc(.rNl2 fvp,k,N±2) (8.30) 
L'hyper-ellipsoi'de qui represente la fonction cout de I'equation (8.27) est defini par: 
c(uNJ = (uNl - u-NJTW(uNa - u-Na) (8.31) 
ou W = (Glp,k,N123QMPC^vp,k,N123 + RMPC^- &e 'a meme maniere, dans I'espace de commandes, les 
contraintes sur les entrees peuvent etre considerees comme un hyper-cube centre a I'origine. En fait, 
la solution optimale contrainte, notee M^3 , peut etre trouvee en cherchant le point d'intersection 
obtenu en variant la valeur de c(uNs) jusqu'a ce que I'hyper-ellipsoide devienne tangent a I'hyper-
cube. L'affirmation precedente est presentee graphiquement pour une application en deux 
dimensions a la figure suivante : 
Hyper-ellipsoi'de 
2D de cout 








Figure 8.6 : Projection de la fonction cout sur les contraintes d'entrees (exemple en deux dimensions) 
Pour obtenir une solution quasi-analytique (explicite), I'auteur propose de considerer que cet hyper-
cube de commande realisable peut etre approxime par une hyper-sphere de rayon approprie, note r. 
En projetant I'hyper-ellipsoTde de cout sur cette approximation hyper-spherique et en saturant le 
resultat pour respecter exactement les contraintes d'entrees, une solution quasi-optimale, notee 
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u*N3, est obtenue. Cette approche est presentee schematiquement pour la meme application en deux 
dimensions a la Figure 8.7. 
Approximation des 
contraintes d'entrees par 









Projection de la fonction cout sur une approximation hyper-spherique des contraintes d'entrees 
(exemple en deux dimensions) 
Dans cette situation, les contraintes d'entrees sont definies par: 
Z(U„3) = ( u N 3 ) r u N 3 - r 2 = 0 (8.32) 
Ainsi, seulement deux cas doivent etre consideres : 
• La solution non contrainte est a I'interieur de I'hyper-sphere, done u^3 = u^3 . 
• La solution non contrainte est en dehors de I'hyper-sphere, done la contrainte z(uN3) est 
active et la fonction cout est projetee sur z(uNs) pour trouver la solution quasi-optimale 
contrainte. 
L'algorithme de projection est explicite, simple et facile a implemented L'idee principale est de 
trouver la sequence de commandes uNs, qui minimise c(uN3) en respectant la contrainte z(uNs). 
Ceci peut etre exprime mathematiquement par le programme quadratique suivant: 
min c ( u N J , sujet & z(uN3) = 0 (8.33) 
Le Lagrangien peut etre facilement forme en ajoutant la variable de Lagrange A de maniere a 
combiner la contrainte a la fonction cout: 
l{uN,, X) = g{uNa) + Xf(u„3) (8.34) 
En prenant la derivee par rapport a uNa et A, les conditions d'optimalite du probleme sont etablies : 
dL(uN3,X) 
duN 
- = W(uN3 - u'NJ + XuN3 = 0 
M k ^ ) . 
dX 
: / K ) = o 
(8.3S) 
(8.36) 
En reorganisant, les equations precedentes sous une forme matricielle, le systeme d'equations 
quadratiques suivant est obtenu : 
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HK„A) = = 0 (8.37) 
W(uN3 -u'Ns) + XuN3 
. (uNJTuN3 - r2 . 
Malheureusement, la solution de ce systeme ne peut etre obtenue analytiquement. Cependant, 
seulement quelques iterations de Newton-Raphson sont requises pour I'approximer avec precision 
d'ou la nature quasi analytique de la solution. II est a note qu'une methode d'approximation 
successive avec estimation de la derivee peut aussi etre utilisee. Celle-ci ne necessite pas d'inversion 











Calculer la solution non contrainte en utilisant I'equation (8.30). 
Si (u*NJ u*Ni < r2, poser u*N3 = u*Ns et aller a I'etape 5, sinon continuer. 
Poser [{ulS rf = [(u*NJT o f , [(AuNtf Axf = [ » oofetfc = l . 
Pendant que k < 10 et ( [ ( u ^ ) 7 Afc] [^MJV3 ^ ] ) / ( ["w3 ^ k ] r [ u w 3 ^ ] ) est plus grande qu'une tolerance 
donnee, notee tol, faire les etapes 5 et 6. 
Resoudre I'approximation lineaire de I'equation (8.37), montree a I'equation (8.38) pour [Au% ) AXk • 
W + IXk ukN3 [*$]=»«.#) (8-38) 
Mettre a jour la solution approximee du systeme non lineaire de I'equation (8.37) en utilisant I'equation (8.39), 
CSH2W2] 
et incrementer fe. 
Saturer le vecteur colonne u j ^ 1 pour obtenir u*N respectant exactement les contraintes d'entrees. 
Utiliser le premier element du vecteur u'N3 pour commander les actionneurs du systeme. 
Fin de I'algorithme. 
Algorithme 8.5 : Algorithme d'optimisation base sur la projection de la fonction cout 
8.3. Resume 
Ce chapitre a presente deux architectures d'asservissements nouvelles a la Figure 8.1 et a la Figure 
8.2 inspirees des approches de (Tillerson et How 2001; Schaub et Junkins 2003; Breger et How 2004; 
Breger et How 2005). Ces architectures sont basees sur une loi de commande predictive cartesienne-
Hill et par elements d'orbite utilisant respectivement le modele de Lawden et de GVE linearisees. Ces 
lois de commande presentent les innovations suivantes : 
• Les modeles discrets utilises sont obtenus analytiquement en fonction des elements d'orbite 
du satellite esclave et chef. Ceci permet d'eviter de discretiser le modele a chaque pas en 
temps. 
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• Un filtre de Kalman etendu est utilise conjointement avec le compensateur predictif pour 
estimer les etats non mesures et traiter le bruit provenant des capteurs. 
• Des equations de prediction a parametre fixes, variant et par intervalle sur I'horizon ont ete 
formulees. Les performances de ces approches ont ete preliminairement etablies. 
• L'erreur de poursuite de la trajectoire est incluse dans la fonction cout quadratique. Ceci 
permet d'utiliser une seule loi de commande pour la reconfiguration et le maintien de la 
formation. De plus, les manoeuvres de reconfiguration s'effectuent en boucle fermee et 
I'horizon de prediction peut etre beaucoup plus court que le temps desire pour faire la 
manoeuvre. Enfin, cela permet aussi d'eviter que la solution optimale soit inexistante. 
• Les contraintes d'entrees sont traitees de maniere explicite, c'est-a-dire que la solution 
optimale n'est pas obtenue a I'aide d'un algorithme de recherche (iterer pour trouver les 
contraintes actives et eventuellement la solution optimale), comme celle presentee dans la 
Section D. En fait, I'auteur propose d'utiliser un algorithme de projection de la fonction sur une 
approximation des contraintes d'entrees pour calculer une solution quasi-optimale. Cet 
algorithme ne requiert que quelques iterations de type Newton-Raphson. 
CHAPITRE 9 
Simulations et resultats 
Ce chapitre demontre la performance des lois de commande presentees dans le chapitre precedent. 
En fait, la stabilite des compensateurs, les performances des predicteurs, 1'efficacite de I'observateur 
et la quasi-optimalite de I'optimiseur sont demontrees. De plus, des manoeuvres effectuees sur des 
formations naturelles et artificielles sont presentees pour etablir la performance des compensateurs 
predictifs. Ce chapitre est divise en deux sections. La premiere presente le simulateur non lineaire 
MATLAB® utilise tandis que la deuxieme presente et analyse les resultats de simulation obtenus avec 
les compensateurs predictifs bases sur le modele Lawden et GVE linearisees. 
9.1. Simulateur non lineaire 
Pour evaluer les performances des architectures d'asservissement, le simulateur MATLAB® presente 
a la Figure 9.1 a ete developpe. 
9 
^ Compteurd'orbite 
Algorithme de calcul de trajectoire 
de reference 
' Compensateurpredictif adapte 
I aux modeleslineairesa parametres variants 
Dynamique du satellite chef 
(AC = actionneurs, C = satellite, CC = capteurs) 
Dynamique du satellite exlave 
, (AE = actionneurs, E = satellite, CE = capteurs) 
Conversion intertielle & elementsd'orbite 
(I20EC = adaptee chef, I20EE = adaptee esclave) 













Figure 9 . 1 : Simulateur non lineaire base sur les architectures d'asservissement proposees au Chapitre 8 
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Celui-ci est adapte aux deux architectures presentees dans le Chapitre 8, c'est-a-dire celle qui fait 
intervenir les coordonnees cartesiennes et celle qui utilise les elements d'orbite. En fait, de simples 
variables drapeaux determinent le scenario a simuler. Le simulateur est divise en sept parties decrites 
dans les paragraphes qui suivent: 
Premierement, le compteur d'orbite, represents par un bloc orange, analyse I'anomalie vraie du 
satellite chef pour determiner le nombre d'orbite effectue par la formation depuis le debut de la 
formation. Ce bloc configurable peut etre utilise pour activer le compensateur a un endroit precis sur 
I'orbite. 
Deuxiemement, I'algorithme de generation de la trajectoire de reference, decrite a la Section 8.1, est 
represents par la botte jaune. En fait, selon le scenario, la trajectoire correspond aux etats relatifs 
futurs desires exprimes en coordonnee de Hill ou par elements d'orbite. 
Troisiemement, les blocs magenta represented les compensateurs predictifs developpes a la Section 
8.2. Ceux-ci utilisent les etats relatifs de la formation et les elements d'orbite du satellite chef et 
esclave. Selon le scenario choisi, I'equation de prediction est obtenue a partir du modele de Lawden 
ou GVE linearisees. De plus, lorsque la loi de commande predictive basee sur le modele de Lawden 
est selectionnee, la simulation peut etre configuree pour que seulement la position relative soit 
mesuree, la Vitesse pouvant etre observee par le filtre de Kalman. La commande calculee par le 
compensateur, exprimee dans le repere de Hill, est transformee de maniere a ce qu'elle soit 
exprimee dans le repere inertiel avant d'etre dirigee vers les actionneurs du satellite esclave selon 
I'hypothese formulee au Chapitre 8. Pour ce faire, il suffit de multiplier le vecteur de commande par 
la matrice CI0, definie a I'equation (2.1). Dans le simulateur, cette matrice est calculee par un 
algorithme decrit plus bas. 
Les blocs bleus et verts implemented respectivement la dynamique des satellites chef et esclave. 
Celles-ci comprennent la dynamique orbitale, la modelisation des actionneurs et des capteurs. La 
dynamique orbitale du simulateur utilise est exprimee dans le repere inertiel et inclut les 
perturbations orbitales/2- Pour I'obtenir, il suffit de prendre le produit 3/ • ( ) de I'equation (2.7), 
de maniere a obtenir I'equation suivante : 
r'=£r'+fp (9.1) 
ou r1 = [rx ry rz]T correspond aux composantes inertielles du vecteur position du satellite et fp 
sont les accelerations de perturbations incluant le vecteur de commande ainsi que les perturbations 
J2, comme le montre I'equation qui suit: 
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ou J2 = 1082.64 X 10~6. Cette dynamique est implementee dans MATLAB® en utilisant une 
strategie schema bloc integrateur. Pour lancer la simulation, il est necessaire de specifier la position 
et la Vitesse inertielles initiales du satellite chef et esclave aux integrateurs. Ces conditions initiales 
doivent etre evaluees a partir de la configuration initiale de la formation decrite par les elements 
d'orbite du satellite chef ainsi que par la position et vitesse relatives initiales du satellite esclave 
exprimees dans le repere de Hill. Pour passer de cette representation a I'autre, il faut calculer la 






Calculer le semi-lactus return et le rayon de I'orbite, introduits respectivement aux equations (2.22) et (2.19), en 
utilisant les elements d'orbite du satellite et les equations definies ci-dessous : 
p = o( l -e2) (9.3) 
p 
( l + ccos(u-&))) l ' 
Evaluer les composantes du vecteur position et vitesse du satellite exprimees dans 3 0 , notees r ° et v° en 
appliquant les equations suivantes : 
r° = [r 0 0]T (9.5) 
v° = - [es in (u -a ) ) 1 + e cos(u - to) 0]T (9.6) 
AT 
Ces equations ont ete demontrees a la Section 2.2. 
Utiliser la matrice de rotation C0 / de I'equation (2.1) pour obtenir r1 et r1 a partir de r° et v°. 
Fin de I'algorithme. 
Algorithme 9 . 1 : Calcui de la position et vitesse inertielles a partir de ses elements d'orbite 
Par la suite, il reste a utiliser I'Algorithme 8.3 pour obtenir la position et vitesse inertielles du satellite 
esclave. Les actionneurs des satellites sont representes simplement par un gain statique unitaire. En 
fait, I'etude des actionneurs d'un satellite ne fait pas partie de ce projet de recherche. Par contre, la 
simulation peut etre configuree pour inclure du bruit blanc sur la commande avec une variance 
determinee par I'utilisateur de maniere a representer les perturbations orbitales non modelisables. 
Les capteurs des satellites chef et esclave sont modelises differemment. Le capteur du satellite chef 
fournit directement sa position et sa vitesse inertielles en incluant, si desire, du bruit blanc. II 
represente les mesures prises par un GPS embarque dans le satellite chef. Le capteur du satellite 
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esclave fournit sa Vitesse et sa position relatives. Ces mesures, pouvant inclure du bruit blanc, 
represented celles effectuees par un LIDAR. Dans le simulateur, elles sont obtenues en transformant 
le vecteur r'e et r'e dans le repere de Hill en utilisant I'Algorithme 9.2. 
1. Faire les etapes 1-2-3 de I'Algorithme 8.3. 
2. Utiliser la matrice de rotation C0I de I'equation (2.1) pour obtenir a>'ol a partir de WQ,. 
3. Calculer la position et la Vitesse relatives du satellite esclave dans le repere de Hill partir des equations (2.5) et (2.6): 
d" = C0,(r^-r'c) 
4. Fin de I'algorithme. 
Algorithme 9.2 : Calcul de la position et vitesse relatives du satellite esclave dans le repere de Hill a partir de la position 
et la vitesse inertielles des satellites chef et esclave 
Quatriemement, les blocs cyans implementent l'Algorithme 8.1 de maniere a obtenir les elements 
d'orbite du satellite chef et esclave. II est a noter que les elements d'orbite du satellite esclave sont 
utiles seulement pour le scenario qui fait intervenir le compensateur base sur le modele GVE 
linearisees. De surcrott, pour le satellite chef, la matrice de rotation C0I et les composantes de la 
vitesse angulaire exprimees dans le repere orbital a>%, sont calculees. Celles-ci sont utilisees par 
plusieurs blocs presentes precedemment. 
Finalement, le bloc rouge selectionne les mesures a dinger vers le compensateur selon le scenario de 
simulation choisi. En fait, lorsque le compensateur base sur le modele de Lawden est utilise, les 
coordonnees relatives mesurees par le LIDAR definissent directement les sorties du bloc. Par contre, 
lorsque le compensateur base sur le modele de GVE linearisees est employe, la difference des 
elements d'orbite entre le satellite esclave et chef est utilisee comme retroaction. 
9.2. Resultats et analyse 
Cette section presente plusieurs simulations qui mettent en ceuvre les compensateurs developpes 
dans le Chapitre 8 pour des manoeuvres de reconfiguration et de maintient de formations naturelles 
et artificielles. Plus precisement, par ces simulations, I'auteur etablit les bases de I'ajustement des 
compensateurs predictifs avec contraintes pour le vol en formation. En effet, des etudes detaillees 
des effets de I'horizon de prediction, de la technique de prediction (Prediction a parametres Fixes 
(PF) ou Variant (PV) sur I'horizon), de I'excentricite de I'orbite et de la ponderation des 
compensateurs sur les performances sont presentees. Pour montrer ces elements, cette section est 
divisee en deux parties. La premiere conceme le compensateur base sur le modele de Lawden et la 
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deuxieme presente les simulations effectuees avec compensateur base sur le modele GVE linearisees. 
Le tableau suivant resume les analyses qui ont ete effectuees avec ces compensateurs 






























































Analyse de la 
performance du 
compensateur 








Les poles discrets des compensateurs sont analyses selon la methode prediction utilisee, les 
matrices de ponderation choisies et I'excentricite de I'orbite. 
Les methodes de Prediction Fixe (PF) et Variate (PV) sur I'horizon (prediction a parametres 
variant) presentees au Chapitre 8 sont comparees I'une avec I'autre ainsi qu'avec une Prediction 
qui considere que I'Orbite est Circulaire (POC) (prediction a parametres constants). Pour cefaire, 
ces trois methodes de predictions sont utilisees pour differentes simulations dans lesquelles 
I'excentricite de I'orbite et I'horizon de prediction varient. Les sommes des erreures relatives en 
position et en vitesse sont comparees lors de manoeuvres effectuees sur des formations 
naturelles et artificielles. 
L'efficacite de I'observateur d'etat du compensateur predictif est analysee en ajoutant du buit 
dans les mesures des capteurs. En fait, la variance du bruit injectee dans les mesures est 
comparee a celle du bruit sur les etats observes 
L'algorithme d'optimisation propose par I'auteur au Chapitre 8 est introduit au compensateur et 
compare (en analysant le cout lors d'une manoeuvre) a une methode d'optimisation quadratique 
optimale (donne la solution optimale globale) et a une simple saturation des actionnaires (donne 
la solution optimale locale). 
Les positions, les vitesses et les erreurs relatives ainsi que I'amplitude des commandes obtenues 
avec le compensateur predictif sont analysees pour differentes maneuvres sur des formations 
naturelles et articificielles evoluant sur des orbites d'excentricite differentes. 
Les performances des methodes de Prediction Fixe (PF) et Variate (PV) sur I'horizon sont 
analysees. 
Les positions, les vitesses et les erreurs relatives ainsi que la difference des elements d'orbite et 
I'amplitude des commandes obtenues avec le compensateur predictif sont analysees pour 
differentes maneuvres sur des formations naturelles suelment evoluant sur des orbites 
d'excentricite differentes. 
9.2.1. Compensateur base sur le modele de Lawden 
Afin de mettre en contexte les resultats de simulation, il est necessaire de fixer les parametres des 
formations initiales, des formations desirees et du compensateur. En ce sens, les formations initiales 
sont naturelles, sur une orbite excentrique et definies au Tableau 9.2 et au Tableau 9.3. 
Tableau 9.3 : Positions et vitesses relatives initiales 
du satellite esclave (definies au perigee) 





































-3.8730 x 10"2, 








Ce parametre varie selon la 
simulation 
La premiere valeur est utilisee avec 
une excentricite de 0.5 et la 
deuxieme avec une excentricite de 
0.7 
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II est a noter que I'excentricite varie selon la simulation pour demontrer son influence sur les 
performances des compensateurs et que y a ete choisi pour eviter la derive de la formation en 
boucle ouverte. Pour calculer cette Vitesse, en negligeant I'effet de/2 / i' suffit d'utiliser la contrainte 
de I'equation (2.64). Ces parametres sont utilises pour initialiser le simulateur comme I'a explique la 
section precedente. Les formations desirees sont naturelles et artificielles selon la simulation, sur une 
orbite excentrique et definies au Tableau 9.4 et au Tableau 9.5. 
Tableau 9.4: Positions et vitesses relatives naturelles Tableau 9.5: Positions et vitesses relatives 














-1.9365 x 10 - 2 , 








La premiere valeur est utilisee avec une 





















une excentricite de 0.7 
II est a noter que les elements d'orbite du satellite chef des formations desirees sont les memes que 
ceux des formations initiales. Les parametres du compensateur base sur le modele de Lawden utilises 
sont donnes au Tableau 9.6. 




























Ce parametre varie selon la simulation 
La ponderation RMpc e t l e s horizons N2 et N3 varient selon la simulation dans le but de demontrer 
leurs effets sur les performances. 
Anlayse des poles 
Les premieres simulations effectuees permettent d'analyser la position des poles en boucle fermee 
dans le domaine discret obtenue avec des compensateurs sans contrainte utilisant differents 
horizons de prediction, differentes matrices de ponderation, avec la technique de prediction a 
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parametres fixes ou variant sur I'horizon et sur des orbites de differentes excentricites. Les poles sont 
calcules en fermant la boucle, comme I'explique la Section 4.4.2, sur les modeles locaux obtenus a 
chaque pas en temps. Cependant, il est important de comprendre que cette strategie ne peut etre 
utilisee formellement pour prouver la stabilite (ou I'instabilite) de la loi de commande. En fait, il est 
tres difficile de le faire pour des lois de commandes qui varient dans le temps. Cependant, cette 
approche est tout de meme revelatrice du comportement des compensateurs. Les resultats obtenus, 
sur une orbite, avec les compensateurs a PF sont montres a la Figure 9.2 et a la Figure 9.3 et ceux 
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Figure 9.2 : Poles en boucle ouverte et fermee (trois Figure 9.3 : 
MPC a PF ponderes differemment) du 
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Poles en boucle ouverte et fermee (trois 
MPC a PF ponderes differemment) du 
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Figure 9.4: Poles en boucle ouverte et fermee (trois Figure 9.5 : 
MPC a PF ponderes differemment) du 
modele de Lawden avec e = 0.5 
Poles en boucle ouverte et fermee (trois 
MPC a PV ponderes differemment) du 
modele de Lawden avec e = 0.7 
ou DP correspond aux poles dans le plan, HP correspond aux poles hors du plan, N25 et N50 
designent I'horizon de prediction utilise, BO designe les poles en boucle ouverte du modele de 
Lawden, P I , P2 et P3 designent respectivement I'ensemble des poles obtenus avec les 
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compensateurs ponderes selon RMpc Par 103 / , 104 / et 105 / . II est a noter que seulement la partie 
imaginaire positive de ces diagrammes des poles est presentee etant donne que ceux-ci sont 
symetriques par rapport a I'axe reel. De plus, il est important de comprendre que la position des 
poles varie, car I'anomalie vraie varie et non la loi de commande. Ces figures permettent de faire 
quelques remarques importantes: 
• Tous les essais sont stables, car tous les poles des systemes compenses se retrouvent a 
I'interieur du cercle unitaire. II est important de remarquer que le systeme en boucle ouverte 
est instable. 
• La dispersion des poles en fonction de I'anomalie vraie est plus importante lorsque 
I'excentricite augmente, et ce, particulierement pour le mouvement dans le plan. 
• La ponderation utilisee a un effet direct sur le temps de stabilisation sans changer 
I'amortissement qui se maintient autour de 0.7. II est a noter que cette valeur est souvent 
consideree comme etant I'amortissement optimal pour un systeme asservi. Plus precisement, 
en augmentant la valeur de RMpc ''effort de commande diminue, car la commande possede 
plus de poids dans la fonction cout. Cette economie de carburant se traduit evidemment par 
un temps de stabilisation plus long. En augmentant encore la valeur de cette ponderation, le 
compensateur pourrait facilement devenir instable. La ponderation qui semble la mieux 
adaptee estP2. 
• L'augmentation de I'horizon de prediction au-dela de 25 ne semble pas influer sur les 
performances, et ce, autant avec les compensateurs utilisant la prediction a parametres fixes 
que variant sur I'horizon. 
• Les predictions a parametres fixes (PF) et variant (PV) sur I'horizon offre une dispersion des 
poles comparable lorsque I'excentricite et RMpc s o n t faibles. Cependant, en augmentant ces 
parametres, les differences s'accentuent. En effet, avec la prediction a parametres variant sur 
I'horizon les poles deviennent plus etendus sur I'axe reel. En fait, le compensateur semble 
reagir plus intelligemment, car la dynamique du systeme en boucle fermee n'est pas 
symetrique selon I'axe semi-majeur de I'orbite. Cette observation semble contradictoire etant 
donne que le modele de Lawden est symetrique par rapport a cet axe. Cependant, il est 
evident que pour demeurer optimale une loi de commande doit modifier son comportement 
dependamment si la formation se dirige vers I'apogee ou vers le perigee. En fait, cette 
particularite est unique au compensateur predictif. 
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Analyse de la performance des methodes de prediction 
II est interessant de pousser plus loin I'analyse des performances des methodes de prediction a 
parametres fixes et variant sur I'horizon. En lien avec ce qui precede, les prochains resultats de 
simulation permettent de comparer les erreurs relatives et I'effort de commande de ces deux types 
de compensateurs implementant une loi de commande qui varie en fonction de I'anomalie. De 
surcrott, il important de demontrer la necessite de ces approches a parametres variant, en comparant 
leurs performances avec une loi de commande predictive a parametre constant dans le temps basee 
sur le modele de Hill. Cette derniere utilise done une equation de Prediction supposant que I'Orbite 
est Circulaire (POC). Ces trois compensateurs sont ponderes de la meme maniere, e'est-a-dire selon 
P2, et encore une fois aucune contrainte n'est imposee sur les entrees. L'excentrite de I'orbite de la 
formation et I'horizon de prediction varient selon la simulation identified par un numero. Les 
sommes, effectuees sur deux orbites, des erreurs relatives absolues en position et en vitesse ainsi 
que I'effort de commande obtenues lors de differentes manoeuvres sur des formations naturelles 
sont montres, pour le mouvement dans le plan, au Tableau 9.7 et, pour le mouvement hors du plan, 
au Tableau 9.8. 
Tableau 9.7 : Effort de commande et somme des erreurs relatives absolues (en position et en vitesse) pour des 
manoeuvres sur des formations naturelles effectuees par le MPC de Lawden (dans le plan) 
Simulations 
- e = 0.5 
JV = 25 
9 e = 0.5 
N = 50 
e = 0.7 
6
 W = 25 
e = 0.7 
JV = 50 
POC 
X|M| I\d-dd\ S|d-d"| 
(W) (m) (m/s) 
3.020X 102 8.079X 10" 2.320X 102 
3.020X 102 8.079X 104 2.320X 102 
3.221X 102 1.100X 105 2.912X 102 
3.221X 102 1.100X 10s 2.912X 102 
PF 
Elu| I\d-d"\ Z|d-d" | 
(N) (m) (m/s) 
2.999X 102 5.889X 104 2.203X 102 
2.999X 102 5.890X 104 2.203X 102 
3.035X 102 6.013X 104 2.242X 102 
3.035X 102 6.010X 104 2.242X 102 
PV 
EM E|d-d" | l | d - d " | 
(W) (m) (m/s) 
2.999X 102 5.884X 104 2.202X 102 
2.999X 102 5.884X 104 2.202X 102 
3.009X 102 5.941X 104 2.210X 102 
3.009X 102 5.941X 104 2.210X 102 
Tableau 9.8 : Effort de commande et somme des erreurs relatives absolues (en position et en vitesse) pour des 
manoeuvres sur des formations naturelles effectuees par le MPC de Lawden (hors du plan) 
Simulations 
. e = 0.5 
W = 25 
, e = 0.5 
1
 N = S0 
e = 0.7 
6
 TV = 25 
e = 0.7 
W = 50 
POC 
ZM Z|d-d"| Y\il-dd\ 
(N) (m) (m/s) 
1.410X 102 3.500X 104 1.090X 102 
1.410X 102 3.500X 104 1.090X 102 
1.420X 102 3.636X 104 l . l l l x 102 
1.420X 102 3.636X 104 l . l l l x 102 
PF 
EM I\d-dd\ S|d-d"| 
(W) (m) (m/s) 
1.41.0X 102 3.0880X 104 1.077X 102 
1.41.0X 102 3.0880X 104 1.077X 102 
1.41.2X 102 3.0940X 104 1.081X 102 
1.41.2X 102 3.0940X 104 1.081X 102 
PV 
I|u| S|d-d"| I | d - d " | 
1.410X 102 3.088X 104 1.077X 102 
1.410X 102 3.088X 104 1.077X 102 
1.412X 102 3.094X 104 1.081X 102 
1.412X 102 3.094X 104 1.081X 102 
Les sommes, effectuees pour chaque pas en temps, des erreurs absolues en position et en vitesse 
ainsi que de I'effort de commande des manoeuvres precedentes sont presentees a la Figure 9.6, a la 
Figure 9.7, a la Figure 9.8 et a la Figure 9.9. II est a noter que certaines de ces figures presentent un 
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plus petit graphique supperpose sur un plus grand. Celui-ci est un agrandissement d'une zone 
d'interet mis en evidence par un encadre noir. De plus, seulement les lois de commande avec un 
horizon de prediction de 25 ont ete utilisees pour obtenir ces figures etant donne que les 
performances obtenues avec cet horizon et un horizon de prediction de 50 sont quasi-identiques. 
temps (s) temps (s) 
Figure 9.6: Somme des erreurs relatives absolues 
pour la simulation 1 avec le MPC de 







Somme des erreurs relatives absolues 
pour la simulation 3 avec le MPC de 
Lawden a POC, PF et PV 
Figure 9.7 : Somme des commandes absolues pour 
la simulation 1 avec le MPC de Lawden a 










Figure 9.9: Somme des commandes absolues pour 
la simulation 3 avec le MPC de Lawden a 
POC, PF et PV 
Les resultats pour les manoeuvres sur des formations artificielles, obtenus avec les memes 
compensateurs, sont presentes au Tableau 9.9, au Tableau 9.10, a la Figure 9.10, a la Figure 9.11, a la 
Figure 9.12 et a la Figure 9.13. 
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Tableau 9.9 : Effort de commande et somme des erreurs relatives absolues (en position et en Vitesse) pour des 
manoeuvres sur des formations artificielles effectuees par le MPC de Lawden (dans le plan) 
Simulations 
e = 0.5 
JV = 25 
, e = 0.5 
6
 JV = 50 
7 e = 0.7 
W = 25 
e = 0.7 
8
 W = 50 
POC 
EM I\d-d*\ Z\d-dd\ 
(W) (m) (mis') 
6.133X 102 1.000X 105 2.377X 102 
6.133X 102 1.000X 10s 2.377X 102 
9.889X 102 1.593X 10s 3.244X 102 
9.889X 102 1.593X 105 3.244X 102 
PF 
EM 2 l d - d * | l\d-d"\ 
(JV) (m) (m/s) 
6.060X 102 5.899X 104 2.209X 102 
6.060X 102 5.899X 104 2.209X 102 
9.105X 102 6.255X 104 2.263X 102 
9.105X 102 6.257X 104 2.263X 102 
PV 
£|u| l | d - d " | S|d-d"| 
W (m) (m/s) 
6.059X 102 5.909X 104 2.210X 102 
6.059X 102 5.909X 104 2.210X 102 
9.056X 102 6.451X 104 2.331X 102 
9.056X 102 6.453X 104 2.331X 102 
Tableau 9.10: Effort de commande et somme des erreurs relatives absolues (en position et en vitesse) pour des 
manoeuvres sur des formations artificielles effectuees par le MPC de Lawden (hors du plan) 
Simulations 
e = 0.5 
N = 25 
e = 0.5 
6
 W = 50 
_ e = 0.7 
N = 25 
e = 0.7 
8
 /V = 50 
POC 
£|M| l\d-dd\ I.\d-dd\ 
(AO (m) (m/s) 
2.213X 102 4.113X 104 1.108X 102 
2.213X 102 4.113X 104 1.108X 102 
2.823X 102 5.251X 104 1.231X 102 
2.823X 102 5.250X 104 1.231X 102 
PF 
2 N Y\d-d"\ Y\d-dd\ 
(N) (m) (m/s) 
2.218X 102 3.087X 104 1.07.6X 102 
2.218X 102 3.088X 104 1.076X 102 
2.853X 102 3.104X 104 1.079X 102 
2.853X 102 3.105X 104 1.079X 102 
PV 
2> | S|d-d"| 2 |d -d" | 
(N) (m) (m/s) 
2.218X 102 3.087X 104 1.076X 102 
2.218X 102 3.088X 104 1.076X 102 
2.853X 102 3.104X 104 1.079X 102 
2.853X 102 3.105X 104 1.079X 102 
POC ^""PF PV [
 x 1Q-3 | POC PF - — ^ p 7 \ 
temps (s)
 x^0* temps (s) x 1Q4 temps (s) 
Figure 9.10 : Somme des erreurs relatives absolues Figure 9.11: Somme des commandes absolues (en 
(en position et en vitesse) pour la position et en vitesse) pour la simulation 
simulation 5 avec le MPC de Lawden a 5 avec le MPC de Lawden a POC, PF et 
POC, PF et PV PV 
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Figure 9.12 : Somme des erreurs relatives absolues 
(en position et en Vitesse) pour la 
simulation 7 avec le MPC de Lawden a 
POC, PF et PV 
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Figure 9.13 : Somme des commandes absolues (en 
position et en vitesse) pour la 
simulation 7 avec le MPC de Lawden a 
POC, PF et PV 
Ces tableaux et figures permettent de tirer plusieurs conclusions qui sont des contributions originales 
dans le domaine des lois de commande predictives appliquees sur les formations de satellites : 
• L'utilisation d'un horizon de prediction de 50 par rapport a 25 est inutile. Ceci confirme ce qui 
avait ete envisage lors de I'analyse des poles. Cela augmente grandement la quantite de calcul 
requis sans ameliorer les performances, et ce, peu importe le compensateur utilise et 
I'excentricite de I'orbite. 
• Les lois de commande variant en fonction de I'anomalie vraie (PF et PV) sont necessaires. En 
effet, celles-ci offrent des performances de beaucoup superieures aux lois de commande a 
parametres constants (POC). En fait, la somme de I'erreur est beaucoup moins elevee pour un 
effort de commande moindre. La vie utile de la formation peut done etre allongee et la 
precision des mesures scientifiques est accrue. Ces differences de performances sont plus 
marquees pour le mouvement dans le plan et lors des manoeuvres sur des formations 
artificielles. 
• Les differences de performance des compensateurs utilisant une methode de prediction a 
parametres fixes et variant sur I'horizon sont moins evidentes. En fait, dans tous les cas le 
compensateur utilisant la prediction a parametres variant sur I'horizon est au moins aussi 
performant que le compensateur utilisant une prediction a parametres fixes sur I'horizon. En 
fait, lors des manoeuvres sur une formation artificielle les performances sont equivalentes 
(noter que lorsque I'orbite a une excentricite de 0.7, la prediction a parametre fixe sur 
I'horizon presente une erreur plus grande, mais 1'effort de commande est plus petit). 
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Cependant, il semble qu'il est legerement plus avantageux d'utiliser le compensateur a PV lors 
des manoeuvres impliquant des formations naturelles. 
• Les differences de performance entre les trois types de compensateur sont plus evidentes aux 
environs du perigee, car c'est dans cette zone ou la dynamique de la formation varie le plus 
rapidement. 
Analyse de I'effacite de I'observateur d'etat 
Par la suite, il est possible de verifier I'efficacite de I'observateur en ajoutant, seulement pour ces 
essais, du bruit blanc Gaussien dans les modeles des capteurs. De cette maniere, il est possible de 
calculer la deviation standard des etats relatifs obtenus sans et avec I'observateur, voir le Tableau 
9.11. 
Tableau 9 . 1 1 : Deviation standard du bruit de mesure des etats relatifs cartesiens sans et avec I'observateur 
Simulations 
e = 0.5 
JV = 25 
e = 0.7 
W = 25 
e = 0.5 
N = 25 
e = 0.7 






PF sans observateur 
a position a vitesse 
(m) (m/s) 
1.073X 10_24.808x 10 - 4 
1.073X 10_24.849X 10 - 4 
1.063X 10_25.154x 10 
1.196X 10~24.752x 10"4 
PF avec observateur 
a position a Vitesse 
(m) (m/s) 
7.171Xl0_36.448x 10 
7.262X 10_36.255x 10~7 
7.312X 10_36.091x 10~7 
8.580X 10-36.335x 10" 7 
PV sans observateur 
a position a vitesse 
(m) (ra/s) 
9.795X 10-35.110x 10"4 
1.079X 10"25.036x 10"> 
1.012X 10~24.842x 10 - 4 
1.242X 10_25.095x 10 - 4 
PV avec observateur 
<j position a vitesse 
6.573X 10_35.839x 10 - 7 
7.407X 10"36.329X 10 - 7 
6.800X 10_35.859X 10 - 7 
9.164X 10_36.403x 10 - 7 
Ces resultats montrent que I'ecart-type du bruit est nettement diminue par I'observateur. 
Cependant, I'effet est beaucoup plus marque sur les vitesses relatives. 
Analyse de la performance de I'algorithme de traitement des contraintes 
II reste maintenant a ajouter I'algorithme de traitement de contraintes d'entrees (Algorithme 8.5), a 
I'optimiseur. Cependant, il faut prendre conscience de certaines particularites reliees aux lois de 
commande predictives proposees pour maintenir leur stabilite et leurs performances, malgre 
I'utilisation de propulseur a poussee limitee. En lien avec ce qui precede, il a ete mentionne dans les 
chapitres precedents que les lois de commandes predictives definissent la sequence de commandes 
futures du satellite esclave, mais que seulement la commande u(k\k) est utilisee. Par consequent, il 
est interessant de comparer cette sequence de commandes definie au temps k pour tout I'horizon de 
prediction avec les commandes reellement dirigees aux actionneurs au temps k + I pour I = 1 ...N2 
aux environs du perigee, c'est-a-dire I'endroit de I'orbite ou les differences entre u(k + l\k) et 
u{k + l\k + 0 pour I = 1...25 sont susceptibles d'etre les plus grandes. La Figure 9.14, la Figure 
9.15, la Figure 9.16 et la Figure 9.17 montrent les resultats de ces comparaisons pour les 
compensateurs predictifs a PF et a PV pour les simulations 1, 3, 5 et 7. 
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-u(fc + i|fc),( = 1...25 u(k + l\k+l),l = 1...25 -tl(fc-H|*0,I = 1...25 u(* + l | *+ l ) , l = 1...35 
Fixed Predictor 10 Varying Predictor Fixed Predictor x 104 Varying Predictor 
1.85 1.9 1.95 
temps (s) 
1.85 1.9 1.95 
time (s) time (s) 
1.85 1.9 1.95 
time (s) 
Figure 9.14 : Comparaison de u(k+ljk) avec u(k+Hk+l) Figure 9.15 : 
pour / = 1...25 aux environs du perigee 
pour la simulation 1 avec le MPC de 
Lawden a PF et PV 
Comparaison de ufk+lfk) avec u(k+llk+l) 
pour / = 1...25 aux environs du perigee 
pour la simulation 3 avec le MPC de 
Lawden a PF et PV 
-u(fc + i|fc),l = 1...25 M(fc + I|t + l),I = l..J5 -t»(t + I|*),J = 1...25 •u(Jfc-t-!|*+l),I = 1...25 
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Figure 9.16 : Comparaison de u(k+ljk) avec u(k+ljk+l) Figure 9.17 : 
pour / = 1...25 aux environs du perigee 
pour la simulation 5 avec le MPC de 
Lawden a PF et PV 
Comparaison de u(k+ljk) avec u(k+ljk+l) 
pour / = 1...25 aux environs du perigee 
pour la simulation 7 avec le MPC de 
Lawden a PF et PV 
Voici les informations importantes que ces resultats apportent: 
• La sequence de commande predite par le compensateur predictif a PV est beaucoup plus pres 
de la commande reellement envoyee aux actionneurs que celle obtenue avec le compensateur 
predictif a PF. Sans contrainte sur la force maximum allouee par les actionneurs, cette realite 
ne semble pas se traduire par une difference significative des performances etant donne que le 
temps de stabilisation, les erreurs relatives et I'effort de commande sont semblables pour les 
deux approches. Par contre, avec des contraintes d'entrees, ceci cause un probleme majeur et 
particulierement lors de la simulation 3, c'est-a-dire lors des manoeuvres avec une formation 
naturelle sur une orbite tres excentrique. En fait, la Figure 9.15 montre que pres du perigee, le 
predicteur a parametres fixes sur I'horizon prevoit que la commande depassera bientot la 
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poussee limite des propulseurs. Cependant, etant donne que la dynamique change rapidement 
a cet endroit de I'orbite, le compensateur predictif sans contrainte corrigera cette prediction 
dans les prochaines iterations et la commande reellement appliquee sur le satellite esclave 
sera tres faible. Par contre, le compensateur utilisant la prediction a parametres fixes (PF) sur 
I'horizon avec contraintes convergerait vers une commande qui tendra a agir fortement et 
rapidement pour eviter la saturation eventuelle des actionneurs. Cet effort de commande 
inutile et d'amplitude considerable contribuera malheureusement a briser la cohesion de la 
formation et pourra meme mener a I'instabilite, car le phenomene est amplifie d'echantillon 
en echantillon. Ceci a ete confirme en simulation par I'auteur. Bref, dans cette situation bien 
particuliere, il est plus avantageux d'utiliser le compensateur utilisant la prediction a 
parametres variant sur I'horizon ou simplement de n'imposer aucune contrainte sur les 
actionneurs aux environs du perigee sachant que I'effort requis pour maintenir une formation 
naturelle est tres petite, car le compensateur lutte seulement contre les perturbations 
orbitales et les legeres erreurs entre la trajectoire de reference du mouvement naturel (base 
sur un modele lineaire) d'une formation et mouvement naturel exacte. 
• La Figure 9.17 indique que la cohesion d'une formation artificielle sur une orbite d'excentricite 
de 0.7 ne peut etre maintenue lors du passage au perigee avec des actionneurs fournissant 
une poussee aussi faible que 30 x 10~3 Newton. En fait, a cet endroit de I'orbite, I'utilisation 
des compensateurs devrait etre evitee de maniere a laisser la cohesion de la formation se 
defaire naturellement. Ceci eviterait de consommer du propergol inutilement et peut-etre de 
rendre le systeme instable. La configuration de la formation artificielle pourrait par la suite etre 
reprise ailleurs sur I'orbite dans le but de reprendre la prise de mesures scientifiques. 
Considerant les commentaires precedents le traitement des contraintes a ete integre aux algorithmes 
de compensation utilisant la prediction a parametres fixes sur I'horizon pour les simulations 1 et 5 et 
utilisant la prediction a parametres variant sur I'horizon pour la simulation 3. Ces manoeuvres ont ete 
effectuees en utilisant trois techniques d'optimisation, dont celle proposee par I'auteur a la Section 
8.2.4. L'objectif est de situer les performances de cette derniere par rapport a deux autres approches. 
La premiere technique, utilisee a titre de reference, est obtenue simplement en saturant la sequence 
de commandes. La solution obtenue, selon la litterature, correspond au minimum local de la fonction 
cout. Cette approche, tres simple, offre des performances mediocres. Elle permet done de definir la 
borne inferieure de performances au-dessus de laquelle un algorithme quasi-optimal devrait se 
trouver. La deuxieme technique de reference fait intervenir les outils de programmation quadratique 
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de MATLAB®. En fait, la fonction « quadprog » permet d'obtenir la solution optimale globale de la 
fonction. Cette fonction a ete utilisee pour faire la gestion des contraintes des compensateurs 
predictifs appliques sur la grue, voir la Section 7.2 et la Section 7.3. Les sommes des couts reliees aux 
manoeuvres effectuees avec cet algorithme servent de borne superieure des performances. Le 
Tableau 9.12 presente les sommes des couts obtenues lors des simulations. 





e = 0.5 
W = 2S 
e = 0.7 
N = 25 
e = 0.5 







„ . , , . Quasi-optimale Optimale Optimale locale , , , , . . globale globale 
1.516 x 107 1.530 x 106* 1.293 x 106 
1.493 x 107 1.545 x 106* 1.306 x 106 
1.433 x 107 1.438 x 106" 1.185 x 106 
L'optimisation a converge avec une moyenne de 3.25 iterations 
L'optimisation a converge avec une moyenne de 3.10 iterations 
Ces resultats montrent que I'algorithme quasi-optimal propose par I'auteur offre un cout d'environ 
10 fois inferieur a celui obtenu avec I'approche par saturation et tres pres du cout optimal. De plus, 
I'algorithme est facile a implementer et requiert en moyenne seulement 3.2 iterations de type 
Newton-Raphson. La performance de I'approche proposee par I'auteur est d'autant plus evidente en 
analysant la Figure 9.18, qui montre 1'evolution, en fonction du temps, de la somme du cout lors de la 
simulation 1. 
Figure 9.18 : Somme de la fonction cout optimale locale, quasi-optimale globale et optimale globale pour la 
simulation 1 avec le MPC de Lawden a PF 
Des figures tres semblables ont ete obtenues pour les simulations 3 et 5, il n'est done pas necessaire 
de les presenter. En plus, de demontrer I'efficacite de la methode d'optimisation proposee, cette 
figure montre que le temps pour atteindre la configuration desiree est presque le meme que celui 
obtenu avec I'algorithme optimal, a savoir d'environ 1500 secondes, comparativement a 3500 
secondes obtenu avec I'approche par saturation. 
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Analyse de la performance du compensateur 
La performance de chacun des elements de I'algorithme de compensation ayant ete demontree et 
optimisee selon les conditions d'operation, il est necessaire de presenter les resultats detailles, c'est-
a-dire, les positions relatives par rapport a celles desirees, les erreurs relatives en position et en 
vitesse ainsi que I'effort de commande, obtenues avec simulations 1, 3 et 5. Ceux-ci pourront servir 
de reference pour d'autres techniques d'asservissement d'une formation de satellites utilisant une 
retroaction des erreurs relatives exprimees dans le repere de Hill. Ce genre de resultat est a ce jour 
tres difficile a trouver dans la litterature. 
Comme mentionne dans les paragraphes precedents, la simulation 1 implique une manoeuvre de 
reconfiguration suivie d'une manoeuvre de maintien d'une formation naturelle sur une orbite de 0.5 
d'excentricite. Plus precisement, la formation naturelle initiale est laissee en boucle ouverte pendant 
une orbite avant que le compensateur soit active a I'apogee pour effectuer la reconfiguration. Cette 
nouvelle configuration est maintenue pendant une orbite supplemental en boucle fermee. Le 
compensateur predictif avec contraintes utilise une methode de prediction a parametres fixes sur 
I'horizon, assez performante avec ce type d'orbite. La Figure 9.19 presente le diagramme des phases 
des positons relatives du satellite esclave obtenu. II est a noter qu'un diagramme des phases est une 
representation multidimensionnelle de la valeur des etats (qui varie en fonction du temps) d'un 
systeme dans son espace d'etats. La Figure 9.20 montre I'erreur en position et en vitesse relatives et 
la Figure 9.21 montre les commandes fournies aux actionneurs du satellite esclave lors de la 
manoeuvre. 
Figure 9.19: Diagramme des phases en position obtenu de la simulation 1 avec le MPC de Lawden a PF 
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Figure 9.20 : Erreurs relatives cartesiennes obtenues Figure 9.21: 
de la simulation 1 avec le MPC de 
Lawden a PF 
Commandes obtenues de la simulation 1 
avec le MPC de Lawden a PF 
II est a noter que la courbe de la Figure 9.19 varie graduellement du bleu au rouge selon I'intensite 
des commandes (bleu indique une commande presque nulle et rouge designe un effort de 
commande maximal). Ces figures permettent de formuler quelques commentaires interessants : 
• La manoeuvre de reconfiguration s'effectue en environ 2250 secondes et le depassement 
maximum est aussi faible que 4 %. 
• L'erreur durant le maintien de la formation naturelle desiree est tres faible. En fait, les erreurs 
en position et en Vitesse les plus grandes se situent aux environs du perigee. Les erreurs 
maximales de 2.99 x 10"2 m et de 8.04 x 10~5 m/s sont observees sur I'axe y. Ces erreurs 
reviennent periodiquement. Elles sont principalement dues aux differences entre le 
mouvement relatif non lineaire incluant / 2 et le modele de Lawden servant a la fois pour 
effectuer la prediction et pour generer la trajectoire de reference ainsi qu'aux erreurs de 
discretisation (approximation de Pade de degre 1). 
• La commande ne depasse en aucun temps le maximum alloue par les actionneurs etabli a 
30 x 10 - 3 Newton. L'effort de commande est concentre a I'apogee lors de la reconfiguration. 
En fait, dans la phase de maintien de la formation, l'effort de commande est tres faible. Le 
maximum observe est de 3.91 x 10~5 Newton, observe dans I'axe y pres du perigee. 
La Figure 9.22 presente le diagramme des phases, la Figure 9.23 montre l'erreur relative et la Figure 
9.24 rapporte l'effort de commande obtenu lors de la simulation 3. Celle-ci implique une manoeuvre 
de reconfiguration et de maintien d'une formation naturelle sur une orbite d'excentrique de 0.7 
faisant intervenir un compensateur predictif utilisant la prediction a parametres variant sur I'horizon. 
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Figure 9.23 : Erreurs relatives catesiennes obtenues 
de la simulation 3 avec le MPC de 
Lawden a PV 
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temps (s) 
Figure 9.24: Commandes obtenues de la simulation 3 
avec le MPC de Lawden a PV 
Les memes commentaires que pour la simulation 1 peuvent s'appliquer. Seulement les differences 
sont commentees: 
• La manoeuvre de reconfiguration s'effectue en environ 2150 secondes et le depassement 
maximum est de 2.7 %. 
• Lors du maintien de la formation, des erreurs maximales de 1.87 x 10" 1 m et de 3.35 x 10" 4 
m/s sont observees sur I'axe y aux environs du perigee. Bien qu'utiliser une prediction a 
parametres variant sur I'horizon dans I'algorithme du compensateur contribue legerement a 
ameliorer les performances, il est normal d'obtenir des erreurs relatives plus elevees lors du 
maintien de la formation par rapport a celles obtenues avec la simulation 1, etant donne la 
plus grande excentricite de I'orbite. 
• Dans la phase de maintien de la formation, I'effort de commande maximum observe est de 
1.70 x 10~4 Newton dans I'axe y pres du perigee. 
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Les derniers resultats presentes avec le compensateur predictif base sur modele de Lawden ont ete 
obtenus avec la simulation 5. Celle-ci consiste en une manoeuvre de reconfiguration d'une formation 
naturelle en formation artificielle plus serree. Cette formation est maintenue pendant un tour 
d'orbite. L'algorithme de prediction utilise est a parametres fixes sur I'horizon. Les resultats obtenus 
sont montres a la Figure 9.25, a la Figure 9.26 et a la Figure 9.27. 
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Figure 9.25 : Diagramme des phases en position obtenu de la simulation 5 avec le MPC de Lawden a PF 
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Figure 9.26 : Erreurs relatives cartesiennes obtenues Figure 9.27 : 
de la simulation 5 avec le MPC de 
Lawden a PF 
Commandes obtenues de la simulation 5 
avec le MPC de Lawden a PF 
Ces figures permettent de formuler quelques commentaires importants : 
• La manoeuvre de reconfiguration s'effectue en environ 2300 secondes et le depassement 
maximum est 5.3 %. 
• L'ordre de grandeur de I'erreur relative obtenue est comparable a celui constate avec une 
formation naturelle sur la meme orbite. Plus precisement, des erreurs maximales de 
7.22 x 10~2 m et de 6.81 x 10~4 m/s sont observees sur I'axe x aux environs du perigee. 
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• Contrairement aux formations naturelles, I'effort de commande necessaire est aussi important 
lors de la reconfiguration que lors du maintien de la formation. En effet, la force maximale, 
selon I'axe x et tres pres du perigee, est d'une amplitude de 2.04 x 10~2 Newton. 
9.2.2. Compensateur base sur le modele de GVE linearisees 
Les simulations menees avec le compensateur base sur le modele de GVE linearisees impliquent 
seulement des manoeuvres sur des formations naturelles. La formation initiale utilisee est encore une 
fois definie par les elements d'orbite initiaux du satellite chef, montres au Tableau 9.2, et les 
positions et les vitesses relatives initiales du satellite esclave sont presentees au Tableau 9.13. 






















La premiere valeur est utilisee avec une 
excentricite de 0.5 et la deuxieme avec 
une excentricite de 0.7 
II est a noter que la formation initiale choisie se situe sur la meme orbite, mais elle est beaucoup plus 
etendue. Ce choix permet d'activer I'algorithme d'optimisation pour traiter les contraintes lors des 
manoeuvres. La formation naturelle desiree a ete definie au Tableau 9.4. 
Aucune manoeuvre pour atteindre une formation artificielle ne sera presentee. En effet, le temps de 
stabilisation des formations obtenues avec les compensateurs basees sur le modele GVE linearisees 
est relativement eleve et I'effort de commande est tres faible. Ceci est tres avantageux pour 
maintenir ou reconfigurer une formation naturelle sur plusieurs orbites. Cependant, cette approche 
s'applique difficilement aux formations artificielles. En effet, comme explique dans la Section 8.1, la 
consigne, en difference d'elements d'orbite, varie pour ce genre de formation. Cette variation est 
beaucoup plus rapide que le temps de stabilisation qu'il est possible d'atteindre avec ces 
compensateurs predictifs, et ce, peu importe les matrices de ponderation utilisees. La Figure 9.28 
montre la consigne en differences d'elements d'orbite qui definie la formation artificielle dont les 
parametres sont presentes au Tableau 9.5 sur une orbite d'excentricite de 0.5. 
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' 0 0.5 1 1.5 2 2.5 3 3.5 
temps (s) 
Figure 9.28 : Difference d'elements d'orbite desiree pour la formation artificielle definie au Tableau 9.2 et au 
Tableau 9.5 sur une orbite d'excentricite de 0.5 
D'ailleurs (Schaub et Junkins 2003) indique que les lois de commande basees sur les equations de 
variation de Gauss sont ideales pour corriger I'orbite d'un satellite de maniere a ce que ce dernier 
suive une trajectoire orbitale desiree qui « coopere avec la nature ». 
Les parametres des compensateurs predictifs utilises pour les simulations sont montres au Tableau 
9.14. 






























Ce parametre varie selon la simulation 
La matrice de ponderation RMPC a ete choisie pour que les unites des elements d'orbite soient 
normalisees. En fait, seulement les unites de I'axe semi-majeur doivent etre normalisees par le carre 
du rayon de la Terre (le carre du facteur de normalisation est requis, car la fonction cout est 
quadratique). Cette ponderation permet d'obtenir de tres bonnes performances avec la methode de 
prediction a parametres variant sur I'horizon. Cependant, elle n'est pas adaptee au compensateur 
utilisant la prediction a parametres fixes sur I'horizon. En fait, dans ce cas, il suffit d'augmenter la 
ponderation de I'anomalie moyenne. II est a noter que seulement les resultats obtenus avec des 
compensateurs utilisant la prediction a parametres variant sur I'horizon seront presentes. La periode 
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d'echantillonnage peut etre beaucoup plus longue avec ce modele, car les elements d'orbite 
changent beaucoup moins rapidement que la position et la Vitesse relative. Cette augmentation fait 
que la prediction couvre une plus grande partie de I'orbite et ameliore grandement les performances. 
Cependant, ts doit etre suffisamment faible pour limiter les erreurs de discretisation. Bref, il s'agit de 
trouver le meilleur compromis. 
Analyse de la performance des methodes de prediction 
Les premiers resultats de simulations visent a demontrer I'efficacite du compensateur base sur le 
modele GVE linearisees utilisant la prediction a parametres variant sur I'horizon selon I'excentricite 
de I'orbite et I'horizon de prediction. Pour ce faire, I'effort de commande, les sommes des erreurs 
absolues en position et en vitesse ainsi qu'en difference des elements d'orbite sont compares pour 
differentes simulations : 
Tableau 9.15 : Effort de commande, sommes des erreurs relatives absolues (en position, en vitesse et en difference 
des elements d'orbite) pour des manoeuvres sur une formation naturelle effectuees par le 
compensateur predictif de GVE linearisees. 
Simulations 
e = 0.5 
W = 25 
io e = 0-5 
1U
 N = 50 
11 e = 0"7 JV = 25 
12 e = 0-7 z


























II est a noter que ces essais sont realises sur quatre orbites sans considerer les contraintes sur les 
actionneurs. Ces resultats permettent de cerner certains aspects importants du comportement de ce 
compensateur: 
• L'augmentation de I'horizon de prediction ameliore nettement les performances. Cette 
amelioration est d'autant plus marquee lorsque I'excentricite est elevee. Cette realite, qui 
n'avait pas ete observee avec le compensateur base sur le modele de Lawden, temoigne aussi 
de I'importance reliee a I'utilisation d'une prediction a parametres variant sur I'horizon. Bref, 
cette loi de commande necessite une prediction lointaine pour constater les changements tres 
lents des elements d'orbite et tres precise pour considerer leurs variations qui peut etre aussi 
petites que 10~7 pour une formation serree. Cependant, I'utilisation d'un horizon de 
prediction de 25 est recommande pour minimiser les calculs a chaque pas en temps. 
• L'excentricite de I'orbite influe sur les performances de cette loi de commande. En fait, 
l'augmentation de I'excentricite de I'orbite augmente I'effort de commande et les sommes des 
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erreurs. Cependant, les differences de performances sont moins importantes 
comparativement a celles obtenues avec le compensateur base sur modele de Lawden en 
faisant varier ce parametre. 
Analyse de la performance du compensateur 
II est interessant de montrer de maniere plus precise le comportement du compensateur predictif 
base sur modele de GVE linearisees afin de le comparer avec celui base sur le modele de Lawden. 
Pour ce faire, le diagramme des phases, Figure 9.29, les erreurs relatives en position et en vitesse, 
Figure 9.30, les erreurs en differences d'elements d'orbite, Figure 9.31, et les commandes en fonction 
du temps, Figure 9.32, sont presentes. Ces figures ont ete obtenues lors de la simulation 9 qui 
propose d'utiliser un compensateur utilisant la prediction a parametres variant sur I'horizon et 
d'horizon de 25 pour une orbite de 0.5 d'excentricite. II est a noter que I'algorithme de traitement 
des contraintes a aussi ete integre lors des prochaines simulations. 
Figure 9.29 : Diagramme des phases en position obtenu de la simulation 9 avec le MPC de GVE linearisees a PV 
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Figure 9.30 : Erreurs relatives catesiennes obtenues 
de la simulation 9 avec le MPC de GVE 
linearisees a PV 
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Figure 9.32 : Commandes obtenues de la simulation 9 avec le MPC de GVE linearisees a PV 
Ces resultats permettent d'effectuer quelques observations interessantes : 
• Le temps de stabilisation de cette loi de commande est tres long. En fait, avec les matrices de 
ponderation choisies, les erreurs en position et vitesse relatives ainsi qu'en difference 
d'elements d'orbite deviennent satisfaisantes apres environ trois orbites. 
• L'ordre de grandeur des erreurs relatives en position et en vitesse obtenues en fin de 
simulation est superieur a celui obtenu avec le compensateur base sur le modele de Lawden. 
Plus precisement, des erreurs aux environs de 1.24 m et de 4.08 x 10~4 m/s sont observees. II 
est a noter que celles-ci sont concentrees pres du perigee et que les erreurs de plus grande 
amplitude sont selon I'axe y en position et selon I'axe x en vitesse. Ces erreurs, relativement 
importantes, sont le resultat de tres faibles erreurs en difference d'elements d'orbite. En fin de 
simulation, celles-ci varient autour des valeurs suivantes : 
Ae - Ae' = [2.09 x 1CT9 1.34 x 1(T7 8.96 x 1CT9 4.16 x 1(T9 -1.12 x 1(T7 -3.72 x lO - 9 ] 7 (9-8) 
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En lien avec ce qui precede, il est possible d'affirmer que les erreurs en difference d'elements 
d'orbite doivent etre infirnes pour obtenir des erreurs relatives exprimees dans le repere de 
Hill comparables a celles obtenus avec le MPC base sur le modele de Lawden. En fait, ce 
probleme est connu et souvent rencontre avec d'autres types de compensateurs orbitaux. Par 
contre, en poursuivant la simulation ces erreurs tentent a diminuer d'orbite en orbite. 
• L'effort de commande pour effectuer la reconfiguration est tres faible. Les commandes sont 
concentrees dans deux intervalles de n/2 d'anomalie vraie centrees respectivement a n/2 et 
a 3n/2 (latitude correspondant au semi-lactus rectum). II est a noter qu'etant donne 
I'excentricite elevee de I'orbite, ces valeurs d'anomalie sont pres du perigee. La commande 
maximum en debut de manoeuvre, d'une amplitude de 1.28 x 10 - 2 Newton, est selon z tandis 
que la commande maximum en fin de simulation, d'une amplitude 4.24 x 10 - 6 Newton, est 
selon x. Evidemment, I'amplitude de ces commandes est trop faible pour avoir declenche 
I'algorithme de traitement des contraintes. 
Les memes resultats sont presentes pour la simulation 1 1 : 
Figure 9.33 : Diagramme des phases en position obtenu de la simulation 11 avec le MPC de GVE linearisees a PV 
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Figure 9.36 : Commandes obtenues de la simulation 11 avec le MPC de GVE linearisees a PV 
• Le temps de stabilisation est semblable a celui observe pour la manoeuvre de reconfiguration 
d'une formation naturelle sur une orbite de 0.5 d'excentricite. En fait, les performances sont 
peu influencees par I'augmentation de I'excentricite. 
• Les erreurs relatives en position et en Vitesse se situent respectivement aux environs de 2.12 
m et de 2.98 x 1 0 - 4 m/s. Encore une fois, celles-ci sont concentrees pres du perigee et les 
erreurs de plus grande amplitude sont selon I'axe y en position et selon I'axe x en Vitesse. Les 
erreurs en difference d'elements d'orbite sont aussi tres faibles. En fin de simulation, celles-ci 
varient autour des valeurs montrees a I'equation suivante : 
Ae - Ae' = [3.46 X 1(T10 1.00 X 10"7 3.42 X 10-" -4 .87 X 10"9 2.27 x lO""8 4.08 x 10- 9 ] r (9.9) 
• L'allure des commandes en fonction du temps est similaire a celle obtenue lors de la simulation 
9. Les commandes maximales en debut de manoeuvre et en fin de manoeuvre sont selon I'axe z 
et d'une amplitude de 3.00 x 10~2 Newton (valeur maximale allouee par les actionneurs) et 
de 3.94 x 10"5 Newton. 
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9.3. Resume 
Dans ce chapitre, la structure du simulateur non lineaire MATLAB® utilise pour mettre en oeuvre les 
lois de commande predictives developpees dans le Chapitre 8 a ete presentee. Par la suite, I'influence 
sur les performances de I'excentricite, I'horizon de prediction, le type de predicteur (COP, PF et VP) et 
le type du modele embarque (Lawden et GVE linearisees) a ete demontree. Bref, le compensateur 
base sur le modele de Lawden offre de bonnes performances avec les formations naturelles et 
artificielles peu importe I'excentricite de I'orbite (moyenne ou elevee). Avec cette loi de commande, 
le COP offre de mauvaises performances et les predicteurs a parametres variant (PF et PV) sont 
necessaires. Cependant, la PF est suffisante la plupart du temps et un horizon de prediction de 25 est 
recommande. Le compensateur base sur le modele de GVE linearisees, quant a lui, est mieux adapte 
aux formations naturelles. II permet des manoeuvres effectuees sur plusieurs orbites avec un effort 
de commande tres faible. Cependant, la PV est necessaire et plus I'horizon de prediction est long, 
meilleures sont les performances. II est interessant de noter les differences de comportements de ces 
deux lois de commande qui utilisent des modeles embarques representant la meme dynamique. En 
effet, le choix du vecteur d'etats a souvent autant d'influence que la nature de la loi de commande 
utilisee. 
V. DISCUSSION ET CONCLUSION 

CHAPITRE 10 
Discussion et conclusion 
10.1. Retour sur les objectifs 
Les objectifs de ce projet de recherche, presentes dans le Chapitre 6, ont ete atteints : 
• Des architectures d'asservissement incluant line retroaction de I'erreur relative cartesienne 
basee sur modele de Lawden et par elements d'orbite basee sur le modele GVE linearisees ont 
ete proposees. 
• Les lois de commande predictives developpees considerent la saturation des actionneurs et ont 
ete appliquees avec succes sur des orbites d'excentricite moyenne et elevee. 
• La robustesse au bruit de mesure des lois de commande proposees est superieure aux 
anciennes approches, car un observateur d'etats performant a ete introduit dans I'algorithme. 
• Les commandes determinees par les compensateurs sont quasi-optimales sur I'horizon de 
prediction et ce, meme lorsque les actionneurs sont utilises a pleine puissance (actionneurs 
satures). De plus, en utilisant un algorithme explicite, la solution optimale existe toujours. Les 
risques d'instabilite relies a ce phenomene sont done nuls et ce peu importe I'orbite sur lequel 
evolue les satellites ou les perturbations qu'ils rencontrent. 
• La charge de calcul est diminuee et la complexite d'implementation est nettement reduite. En 
effet, la solution quasi-optimale etant explicite, il suffit d'utiliser quelques iterations de type 
IMewton-Raphson pour la trouver. 
• Les performances de I'approche cartesienne ont ete comparees a celles de I'approche par 
elements d'orbite. II s'est avere que la premiere est mieux adaptee aux manoeuvres rapides sur 
des formations naturelles ou artificielles tandis que la deuxieme permet des manoeuvres lentes 
et economiques en propergol sur des formations naturelles seulement. 
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10.2. Resume de la demarche et des contributions 
Pour remplirtous ces objectifs, la demarche resumee a la Figure 10.1, a ete appliquee. 
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Figure 1 0 . 1 : Resume de la demarche utilisee dans ce travail de recherche incluant I'etat de I'art et les contributions 
Les blocs bleus contiennent les elements de I'etat de I'art presentes tandis que les blocs verts 
montrent les contributions theoriques et pratiques apportees par le candidat. Les fleches qui relient 
ces contributions aux elements de I'etat de I'art permettent de mieux comprendre d'ou proviennent 
les concepts theoriques utilises. 
Premierement, le Chapitre 2 a presente les theories lineaires et non lineaires de la modelisation du 
mouvement relatif entre deux satellites terrestres. Dans ce chapitre, le candidat a compare la 
performance des approches les plus populaires dans le but d'evaluer leur performance et de cerner 
les plus appropriees pour faire le developpement d'une loi de commande. La theorie presentee dans 
ce chapitre a aussi permis de developper le simulateur non lineaire MATLAB® et de developper les 
architectures d'asservissement pour formation de satellites proposes. 
Deuxiemement, le Chapitre 3 a presente les lois de commande pour les formations de satellites 
terrestres etudiees par I'auteur. Ce chapitre ne se voyait pas une etude exhaustive de toutes les 
theories existantes, mais concernait les plus importantes. II a permit au candidat de converger vers 
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les theories les plus prometteuses pour asservir les formations. Plus precisement, Schaub a propose 
des architectures d'asservissement interessantes utilisant une retroaction des erreurs relatives 
classiques (cartesienne-Hill et par elements d'orbite). Parallelement, Tillerson et Breger proposent 
d'utiliser des algorithmes d'optimisation convexes (lineaires) faisant intervenir une prediction future 
du comportement (propre aux lois de commande predictives) de la formation basee sur le modele de 
Lawden et de GVE linearisees. Leurs approches possedent plusieurs desavantages presentes dans les 
Chapitres 3 et 8 dont leur grande complexity d'implementation et de calcul. Pour regler une partie 
des inconvenients, I'auteur a propose d'utiliser les architectures d'asservissement de Schaub basees 
sur des lois de commandes predictives utilisant une fonction cout qui inclut la poursuite de I'erreur 
relative. II a propose aussi d'utiliser une version discrete analytique des modeles de Lawden et de 
GVE linearisees. 
Troisiemement, les Chapitres 4 et 5 ont presente la theorie reliee a la commande predictive discrete 
lineaire et non lineaire. En fait, I'auteur a presente les modeles fonction de transfert et d'etats pour 
effectuer la prediction ainsi que la theorie de I'optimisation avec et sans contrainte. Des 
ameliorations concernant les outils mathematiques d'analyses de stabilite des lois de commande 
predictives ont aussi ete formulees par I'auteur. Les techniques presentees dans ces chapitres ont ete 
appljquees sur un systeme simple (grue trois axes) pour demontrer leur performance. La synthese de 
ces travaux a ete presentee au Chapitre 7. Cet exercice a aussi permit de mettre en evidence les 
avantages de chacune des approches dans le but de s'en inspirer pour developper et ameliorer les 
lois de commande predictive pour le vol en formation. Ces innovations ont ete presentees au 
Chapitre 8. En effet, I'auteur a developpe un algorithme de prediction pour systeme a parametres 
variant selon deux formulations (prediction a parametres fixes et variant sur I'horizon). Cet 
algorithme est utilise conjointement a un filtre de Kalman etendu qui estime les etats relatifs du 
systeme. De plus, le candidat propose un algorithme quasi-optimal, analytique et innovateur pour 
traiter les contraintes en entrees. Cet algorithme s'est avere assez performant et facile a 
implementer pour etre utilise dans un systeme spatial autonome. 
Finalement, tous les elements des lois de commande predictive developpes par I'auteur et resumes 
precedemment ont ete valides en simulation et leurs parametres ont ete optimises dans le Chapitre 
9. 
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10.3. Travauxfuturs 
II reste encore beaucoup de travail a faire avant de pouvoir utiliser la commande predictive aux 
futures missions spatiales et plus particulierement aux formations de satellites. En lien avec ce qui 
precede, I'auteur termine ce document en proposant des elements qui pourraient etre considered 
pour ameliorer les lois de commandes proposees : 
• Utiliser une prediction de la reponse naturelle d'une formation non lineaire analytique incluant 
h-
• Inclure la dynamique des actionneurs et des capteurs dans I'algorithme du predicteur. 
• Coupler la loi de commande predictive a un algorithme d'asservissement d'orientation des 
satellites de la formation. 
• Formuler un algorithme d'optimisation explicite pouvant traiter les contraintes sur les sorties 





Cette annexe presente les bases de mathematique vectorielle necessaires pour bien comprendre les 
developpements mathematiques contenus dans ce memoire. Celle-ci presente les definitions des 
notions : de vecteurs, de reperes, des composantes, des vectrices et des matrices de rotation. Cette 
annexe qui s'inspire de (de Lafontaine 2003), se termine par une breve incursion dans le domaine de 
la cinematique des vectrices. 
A. l . Vecteurs 
Le vecteur est un concept mathematique caracterise par une grandeur et une direction dans I'espace. 
Ces caracteristiques ne dependent pas de la position et de I'orientation de I'observateur. Considerant 
I'entite mathematique identifiee par la variable v, le symbole v est utilise pour signifier que celle-ci 
est un vecteur et v, par abus de langage, ou ||i?||, plus formellement, est utilise pour designer la 
grandeur de ce dernier. 
A.2. Reperes 
Un repere, systeme de reference, triedre ou systeme d'axes est defini par trois vecteurs unitaires 
orthogonaux, nommes axes, souvent designes par ax, ay et az. Un repere est identifie par le symbole 
2sa. La Figure A. l montre la representation graphique de ce dernier. 
ay 
Repere a 
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A.3. Composantes 
En projetant un vecteur sur les vecteurs unitaires qui definissent un repere, la grandeur obtenue sur 
chacun des axes se nomme composante. La Figure A.2 illustre le vecteur v. 
Vz A ^ x 
/? *X • / ' " 
-> 
Representation du vecteur v dans le repere a Figure A.2: 
Dans I'exemple precedent, v s'exprime par: 
v = vxax + vydy + vzaz (A.l) 
ou vxdx, Vydy et vzdz correspondent aux composantes vectorielles et vx, vy et vz sont les 
composantes scalaires. La version composante du vecteur v est notee v. Cette entite mathematique 
represente en fait les composantes scalaires du vecteur, organisees sous forme d'une matrice 
colonne: 
V = [Vx Vy VZ]T (A.2) 
La grandeur de v peut etre calculee a partir de ses composantes. II suffit en fait d'appliquer 
I'equation suivante: 
v = \\v\\ = jvi + v$ + vi (A.3) 
Les composantes d'un vecteur peuvent aussi etre obtenues a partir des angles <j)Xl <py et <pz. Cette 
representation se nomme cosinus directeur et celle-ci est presentee a I'equation qui suit: 
v = v(cxax + Cydy + czdz) (A.4) 
ou C; = v • di/v = cos(0£) correspond au cosinus directeur. 
A.4. Vectrices 
Les composantes d'un vecteur n'ont de sens que si le repere par rapport a lequel elles sont exprimees 
est connu. Celles-ci sont done souvent associees a une matrice colonne qui contient les vecteurs 
unitaires du repere, nominee vectrice. A titre d'exemple, la vectrice du repere 3 a est definie par: 
3 a = [Cix dy dzf (A.5) 
Par consequent, le vecteur v peut etre exprime en fonction de ses composantes : 
v =%v = vT% (A.6) 
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Inversement, les composantes du vecteur v peuvent etre exprimees en fonction de v 
(A.7) 
Les vectrices possedent des proprietes interessantes qui permettent de faciliter le developpement 
des equations vectorielles: 
1. Le produit scalaire d'une vectrice 3 a avec elle-meme transposee est une matrice identite : 
"•>a " •"a 
ax ax • ax ax • ay ax * az 
ay ' [ax ay azJ = ay ' ax ay ' ay ay * az 
.azJ |_az * ax az ' ay az ' az 
(A.8) 
2. Le produit vectoriel d'une vectrice 3 a avec elle-meme transposee defini la matrice croisee : 
x[dx 4] = 
a. x ax 
a, x ax 
ax x dy 
Ay X dy 
dz x dy 
dx x az 
dy x az 
az x az. 
= 
ax 0 az 
—dz 0 a, 
L ay ~~ctx 0 
(A.9) 
Par exemple, en utilisant les definitions montrees aux equations (A.6) et (A.7) et les proprietes 
precedentes, il est possible d'obtenir la version composante du produit scalaire entre deux vecteurs : 
u • v = (Mr3a) • (3jv) = uTIv = uTv (A.10) 
De la meme maniere, le produit vectoriel entre deux vecteurs correspond a 2>£MXV : 
u x v = (uTX) x (5Sv) = uT(5a x 3 j > = uT 
-d,. 0 V = [UX Uy UZ] 
azvy — ayvz 
dxvz - dzvx 
dyvx - dxvy (A.11) 
UyVz - Uzvy 
uzvx - uxvz 
UXVy — UyVxi 
ou u x est defini par: 
0 -u 
uz 0 -
—uv u, 0 
" v 
u, (A.12) 
A.5. Matrices de rotation 




Figure A . 3 : Reperes a et b 
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Bien que dx • bx =£ 0, ay • by ^ 0 et az • bz ^ 0, il est possible de definir bx, by et bz en fonction des 
vecteurs unitaires du repere 3 a : 
®x '-xx^x ' ^xy&y "•" ^xz&z 
l>y = Cyxdx + Cyydy H" Cy^g (A. 13) 
Dz L-zx^x ' ^"zyQ-y ' ^zz&z 
Les coefficients Cy peuvent etre reorganises dans une matrice de dimensions 3 x 3 , notee Cba : 







Cette matrice dite des cosinus directeurs ou de rotation, definie la relation lineaire qui existe entre le 
> > > *rp 
repere 3 a et 3 b . Celle-ci peut etre definie en prenant le produit scalaire entre 3 f t et 3a : 
3fc ' ^ a = Cba^a ' 3 a = Cba IA»15) 
La matrice Cba possede des caracteristiques interessantes presentees a I'equation suivante : 
Cil = Cba = Cab (A.16) 
o u
 3 a = Cab%b-
Les matrices de rotation sont tres utiles pour changer le repere dans lequel les composantes d'un 
vecteur sont exprimees. Considerer que le vecteur v peut etre represents dans le repere 3 a ou 3 f t : 
v = v%ax + v^ay + v%az = v%bx + v%by + vflz (A.17) 
ou ( ) a et ( )b indique respectivement que les composantes exprimees par rapport au repere 3 a 
e t 3 b . En utilisant les definitions presentees a I'equation (A.7), I'equation (A.17) devient: 
$ = 3 j v a = ^Tvb (A.18) 
En prenant le produit scalaire 3 a • ( ) pour chacun des membres de cette egalite, le resultat suivant 
est obtenu: 
% • v = 3 a • 3 j v a = 3 a • ZTbv» (A.19) 
En utilisant la propriete des vectrices de I'equation (A.8), I'equation precedente devient: 
3 a . $ = va = Cabvb ' (A.20) 
Ce resultat tres important demontre qu'il suffit de multiplier la matrice des cosinus directeurs du 
repere 3 b vers 3 a par les composantes d'un vecteur exprimees dans 3 b pour obtenir les 
composantes de ce meme vecteur exprime dans 3 a . L'inverse est aussi valide : 
% • v = v" = Cbava (A.21) 
Dans litterature, des matrices de rotation sont definies pour representer les rotations elementaires 
entre deux reperes, nominees rotations d'Euler. Premierement, la rotation 1 d'un angle <p est selon 
dx, comme le montre la Figure A.4. 
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-1> h Qz 
a2 
1 <P ay 
• 
Rotation 1 
La matrice des cosinus directeurs qui defini cette rotation est montree a I'equation suivante 
Ci(*) = 
1 0 0 
0 cos($) sin(0) 
0 — sin($) cos(</>). 
(A.22) 
Deuxiemement, la rotation 2 d'un angle (f> est selon ay, comme le montre la Figure A.5. 
\ ay 
Figure A.5 : Rotation 2 
La matrice des cosinus directeurs qui defini cette rotation est presentee a I'equation suivante 
c2«0 = 
Finalement, la rotation 2 d'un angle 0 est selon dz, comme le montre la Figure A.6. 
cos(0) 0 — sin(0) 
0 1 0 
sin($) 0 cos($) 
(A.23) 
Figure A.6 : Rotation 3 
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La matrice des cosinus directeurs qui defini cette rotation est montree a I'equation suivante : 
C3(0) = 
cos(</>) sin($) 0 
—sin(0) cos(0) 0 
0 0 1J 
(A.24) 
La matrice de rotation entre deux reperes quelconques de meme origine, peut etre definie en 
combinant successivement au maximum trois rotations elementaires. A titre d'exemple, pour obtenir 
la matrice de rotation entre les reperes inertiel et orbital, il suffit de faire successivement une 
rotation 3 de fl (angle d'ascension du noeud ascendant), une rotation 1 de i (angle d'inclinaison) et 
enfin une rotation 3 de u (argument de latitude) de maniere a obtenir C0]. 
Considerer le repere inertiel, note 3/, ayant son origine au centre de la Terre. Premierement, une 
rotation autour de I'axe /z (rotation 3) d'un angle fl permet de definir le repere 37 ' comme le 
presente la Figure A.6. 
Figure A.7 : Rotation 3 de il du repere I au repere /' 
En tournant, les axes deviennent l'x, l'y et l'z. I'x correspond a la ligne des noeuds notee I et Iz = I'z, 
car la rotation est autour de cet axe. En utilisant la definition de I'equation (A.24), la matrice des 
cosinus directeurs qui lie ces deux reperes est obtenue : 
cos(.G) sin(.G) 0 
-sin(fi) cosCG) 0 
0 0 1 
(A.25) 
Deuxiemement, une rotation autour de I'axe Ix (rotation 1) d'un angle i permet de passer du repere 
37 ' au repere 3/», voir la Figure A.7. 







Figure A.8 : Rotation 1 de / du repere I' au repere /" 
Dans ce cas, les axes du nouveau repere deviennent Ix', ly et 1'^. I'z' = 0n est normal au plan orbital 
et I'x = Ix = I, car la rotation est effectuee autour de Ix. La matrice des cosinus directeurs qui decrit 
cette rotation est obtenue a partir de I'equation (A.22): 
0 }\% 
(A.26) 
Finalement, une rotation autour de I'axe Iz' (rotation 3) d'un angle u permet de passer du repere 3 ;» 













Figure A.9: Rotation 3 de u du repere I" au repere O 
En tournant, les axes deviennent Ix" = 0r, Iy" = Ot et Iz" = On. La matrice des cosinus directeurs 















En combinant les resultats des equations (A.25), (A.26) et (A.27), la matrice C0I est obtenue : 
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cos(u) sin(u) 0 
-sin(u) cos(u) 0 
0 0 1 
1 0 0 
0 cos(j) sin(i) 
0 -s in( i) cos(i) 
cos(fi) sin(/2) 0 
-sin(J2) cos(fl) 0 
0 0 1 
t ; " ' / " - ' ' o i " *•;"/' "•;'/ 
cos(u) cos(fi) — sin(u) sin(/3) cos(i) cos(u) sin(/2) + sin(u) cos(i3) cos(i) sin(u) sin(i) 
sin(u) cos(.fl) — cos(u) sin(fl) cos(i) - sin(u) sin(/2) + cos(u) cos(.fl) cos(i) cos(u) sin(i) 
sin(/2)sin(i) - cos(/3) sin(i) cos(i) 
(A.28) 
COI 
A.6. Cinematique des vectrices 
Pour introduire la cinematique des vectrices, considerer le vecteur v tournant selon une Vitesse 
angulaire representee par le vecteur <x> montre a la Figure A.10. 
dv _ 
— = O) X V dt 
Figure A. 10 : Representation simplified d'une derivee d'un vecteur tournant 
La vitesse du vecteur v peut etre approximee par: 
Av » &At) X v (A.29) 
ou A represente une faible variation. En prenant une variation infinitesimale, A devient d et 
I'equation precedente peut etre reecrite comme le montre I'equation suivante : 
(A.30) 
La derivee de v par rapport au temps est done equivalente au produit vectoriel entre la vitesse 
angulaire et le vecteur v. 
D'une maniere plus formelle, considerer que le repere 3 b tourne a la vitesse angulaire (oba par 
rapport a 3 a . Sachant qu'une derivee d( )/dt vue dans le repere 3 a est denotee par ( ) et qu'une 
derivee vue dans le repere 3 b est denotee par ( ), 3 a = 0, 3& = 0 et 3& = coba x 3& . En utilisant 
ces definitions, il est interessant de developper la derivee de v exprimee en fonction de ses 
composantes dans le repere 3 a et en fonction de ses composantes dans le repere 3& : 
V = 3TaVa 
i =%v» +%vb 
i = (wbax13rb)vb + Zlvb 
5 = 3 £ < y +ZTbvb 
i = %{i?b + a>*bavb) 
(A.31) 
Ces resultats permettent d'ecrire la definition suivante : 
v = v + <3ba x v (A.32) 
Cette relation est tres importante pour modeliser des systemes a trois dimensions impliquant 
plusieurs reperes tournant I'un par rapport a I'autre. 
ANNEXE B 
Equations de variation de Gauss 
Cette annexe explique comment obtenir les equations de variation de Gauss (GVE). Pour ce faire, la 
theorie de variation des parametres est presentee. Celle-ci est appliquee pour obtenir les derivees 
par rapport au temps de I'axe semi-majeur, de I'excentricite, de Tangle d'ascension droit du noeud 
ascendant, de I'inclinaison, de I'anomalie moyenne et de I'argument du perigee. Ces equations 
generiques sont par la suite utilisees pour obtenir les equations de variation de Gauss. 
B.l. Variation de parametres 
Pour faire la demonstration des equations de variation de Gauss, il faut brievement introduire le 
concept de variation des parametres. Celui-ci est bien decrit dans les volumes de (Bate 1971; Vallado 
2001; Schaub et Junkins 2003). Sachant que les parametres d; correspondent aux constantes 
d'integration de la solution non perturbee d'un systeme d'equations differentielles (reponse 
naturelle), la methode de variation des parametres consiste a trouver Texpression de et telle que la 
solution du systeme perturbee a instantanement la meme forme que celui non perturbe. Plus 
precisement, la solution non perturbee, homogene ou naturelle d'un systeme dynamique mecanique 
peut etre definie par: 
xf(t)=f(d,t) 
. df(d,t) 
*/(o = —^ — = m,t)
 (Bil) 
ou d = [dx d2 ...]T. Par definition, la methode stipule que la seule difference entre la solution 
non perturbee et la solution perturbee est que les elements et varient dans le temps. La solution 





 dt (B.2) 
a2/(d(0,0 , 
* W = g^2 +Op(0 
ou d{t) = [d i ( t ) d2(t) ...]T et ap(t) est Tacceleration due aux perturbations. Cependant, etant 
donne que d(t) est en fonction du temps, les derivees precedentes deviennent: 
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Pour que les equations (B.2) et (B.3) soient equivalentes, il faut necessairement que les conditions 








d t ~~ 
(B.4) 
A partir de I'equation precedente (Vallado 2001) propose une technique simple pour obtenir la forme 
Gaussienne de la theorie de la variation de parametres. En fait, il suffit de prendre le produit de 
avec la premiere equation de (B.4) et de . avec la deuxieme equation de (B.4) et 
additionner le resultat pour obtenir: 
(\ dd i p/(d, 
Vl9/(d,t)J[ dd 








 dd dd 
dt [df(d, t) a„(i) (B.5) 
Pour la suite de la demarche, noter que x = / ( d , t ) et v = f(d, t) seront utilises. 
B . l . l . Axe semi-majeur 
A partir de I'equation (2.20), il est possible d'obtenir I'equation de Vis-Viva : 
^•p=p-q (B.6) 
V r a) 
Cet equation met en fait le carre de la norme du vecteur Vitesse du satellite, notee v, en fonction du 
rayon de I'orbite, r, et de I'axe semi-majeur, a. En derivant ce resultat par rapport a v, I'equation 
suivante est obtenue: 
„
 T pi da da 2a2 _ (B.7) 
a2 dv dv pi 
II reste simplement a substituer I'equation precedente dans I'equation (B.5) de maniere a obtenir la 
variation de I'axe semi-majeur: 
dCl 2Cl2
 T ,„ „l 
- = — So, (B.8) 
B.1.2. Excentricite 
En utilisant la definition de la quantite de mouvement d'un satellite introduit a I'equation (2.15) et 
quelques proprietes du calcul vectoriel, il est possible d'obtenir I'equation suivante : 
h2 = (rxw)7 ' (rxv) = r2(vTv) - (.rTr)2 (B.9) 
En derivant I'equation precedente par rapport a v, I'equation (B.10) est obtenue. 
•— = - (r2vT - (xTv)rT) (B.10) 
ov h 
La variation de h par rapport a v peut aussi etre obtenue en utilisant I'equation : 
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dh da . de ,_ . . . 
2/1— = ji — (l-e2)-2nae— (B.ll) 
dv dv dv 
En substituant les equations (B.8) et (B.10) dans I'equation (B.l l) et en isolant de/dv du resultat, il 
est facile d'obtenir I'equation suivante : 
^ = ial({va-rZ)vTa* + (xTv)rTa*) (B'12) 
En utilisant I'equation (B.5) et I'equation precedente, de/dt est obtenue : 
Tt = Tva« = ia~e ( < * ~ r2^a* + ^ ^ ) (B'13) 
B.1.3. Ascension droite du nceud ascendant et inclinaison 
Les composantes de la quantite de mouvement du satellite, normale au plan orbital, peuvent etre 
exprimees en fonction de celles des vecteurs directeurs du repere inertiel: 
h = ft(sin(72) sin(() Ix - cos(ii) sin(t) ly + cos(i) lz) (B.14) 
En derivant ce resultat par v et en transformant les composantes des vecteurs directeurs du repere 
inertiel dans le repere 3 7 " defini dans I'annexe A, I'equation (B.15) est obtenue. 
dh , „ dQ „ di , dh 
- =
 hsiH0I>;--hr;- + I » -
= hsxn{i)I'i — -hV;- + I'l- (B.15) 
En effectuant la meme derivee partielle avec I'equation (2.15), il est possible d'obtenir I'equation 
suivante: 
^ = £ ^ ) = r x (B.16) 
dv dv 
En substituant I'equation (B.15) dans I'equation (B.16) et en transposant chacun des termes du 
resultat, il est facile d'obtenir I'equation (B.17). 
— »-«>©'ciS)'-*(S)r(i50'
 + ®rci!f)' «-> 
Pour obtenir la variation O par rapport a v, il faut prendre le produit ( )/^' de I'equation 
precedente: 
Les composantes du vecteur position du satellite, exprimees en fonction des composants des vecteur 
unitaire du repere 3/», s'ecrivent comme le montre I'equation suivante : 
r = r(cos(u) l'± + sin(u) /;,') (B.19) 
En substituant ce resultat dans I'equation (B.18), il est possible d'obtenir I'equation (B.20). 
™ 1-fi^W (B.20) 
dv /isin(t) 
Pour obtenir la variation de i par rapport a v, il faut debuter par prendre le produit ( )/y de 
I'equation (B.17): 
|
 = r o « ( u ) c / „ ) T ( B 2 1 ) 
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En substituant les equations (B.20) et (B.21) dans I'equation (B.5), les derivees de Q et i par rapport 
au temps sont respectivement obtenues : 
dO dil rsin(u) 
W=toa* = I^waDa'' (B"22) 
gt £ rcos(u)
 ( j 
dt dv d h Kz) " 
B.1.4. Anomal ie moyenne 
La demarche pour obtenir la derivee de I'anomalie moyenne par rapport au temps est tres complexe 
et comporte plusieurs etapes. En fait, il faut debuter par 1'evaluation d8/dv. Pour ce faire, il faut 
calculer la variation de I'equation (2.19) par rapport a v : 
66 de Ihdh , 
resin(e) — = r c o s ( 0 ) - — B.24 
dv dv jx dv 
En effectuant le produit scalaire entre les composantes des vecteurs position et vitesse du satellite, il 
est possible de definir I'identite suivante : 
r r v = ^resin(6>) (B.25) 
h 
En derivant ce resultat par rapport a v, I'equation (B.26) est obtenue. 
d6 de rTvdh h „ , 
re cos(6>)-- = - r sin(0)-— + — + -rT (B.26) 
dv dv ji dv 11 
En multipliant I'equation (B.24) par sin(0) et (B.26) par cos(0) et en additionnant les resultats, il est 
possible d'obtenir I'equation (B.27). 
reh — = p cos(e) rT + (v + r) sin(0) —- (B.27) 
dv dv 
En utilisant dh/dv, defini a I'equation (B.10), I'equation precedente devient: 
^ = i-f£cos(6») + ^ i ^ e s i n 2 ( e ) ) r 7 ' - T ^ - ( p + r ) s i n ( e ) i ; 7 ' (B.28) 
ov he \r p ) tv-e 
Cette equation peut etre simplifiee en utilisant I'equation (2.19): 
— = — I - (cos(0) + e) + e ) rT - -rr- (p + r) sin(e) vT (B.29) 
dv he \p I h'-e 
Pour trouver la variation de I'anomalie excentrique par rapport a v, il suffit de prendre la derivee de 
I'equation (2.26) par rapport au vecteur vitesse du satellite : 
sinCFHl + ecosCe))— = (ecos(£) - l )s in(0) — + (1 - c o s ( £ ) c o s ( 0 ) ) ^ (B.30) 
dv dv dv 
En substituant les relations de cos(Zf) et sin(E), presentees respectivement a I'equation (2.26) et 
(2.27), dans I'equation precedente, il est possible d'obtenir I'equation suivante : 
dE r 38 ra , 3e 
•7- = — p = = ^ r s i n ( 0 ) — B.31 
dv aVl — e2 dv pb dv 
En remplacant dO/dv, defini a I'equation (B.28) et de/dv montre a I'equation (B.12), la variation 
partielle de I'anomalie excentrique est obtenue : 
ANNEXE B : Equations de variation de Gauss 159 
dE 
? ( - (cos(0) + e)rT -(r + a) sin(6) vT) (B.32) 
Avec tout ce qui a ete developpe precedemment, il est maintenant possible d'evaluer la variation de 
M par rapport a v. Pour ce faire, il faut calculer la variation partielle de I'equation de Kepler montree 
a I'equation (2.29): 
dM rdE , de ._ , , , 
- 3 - = - a s in (£ )— (B.33) 
dv aov dv 
En utilisant les equations (B.32) et (B.12) dans I'equation (B.33), il est facile d'obtenir I'equation 
suivante: 
^
 = n /CT, a N ( B 3 4 ) 
dv hae V h ' 
En appliquant I'equation (B.5), sachant que la reponse non perturbee de M est non nulle, il est 
possible d'obtenir dM/dt: 
B.1.5. Argument du perigee 
Pour evaluer la derivee de I'argument du perigee. II faut debuter par definir I'identite de I'equation 
(B.36) en utilisant les composantes du vecteur directeur radial du repere orbital montre a I'equation 
(A.28) exprime dans le repere inertiel. 
cos(u) = cosCfl) U'xyo'r + sin(^) (Vyf 0'r (B.36) 
En derivant cette demiere par rapport a v, I'equation suivante est obtenue : 
- s i n ( u ) ^ = (-sinCfl) O'xYO'r + cos(tf) {l'y)T0'r)^ (B.37) 
En substituant l'x, l'y et 0'r par leur valeur, I'equation precedente devient: 
— = -cos( i ) -=- (B-38) 
dv dv 
Ensuite, sachant que u = (o + 9, la derivee partielle de o) peut etre obtenue : 
do dd dil , , 
T - = — 5 COSCOT- (B.39) 
dv dv dv 
Finalement, en substituant — montre a I'equation (B.29) et — de I'equation (B.20) dans I'equation 
(B.39) et en utilisant de nouveau I'equation (B.5), la derivee de I'argument du perigee par rapport au 
temps peut etre calculee : 
doi 1 /?" \ v v sinful 
B.2. Equations de variation de Gauss 
Pour obtenir les equations de variation de Gauss, il faut substituer les composantes des vecteurs 
contenus dans les equations developpees dans la section precedente. En se sens, les equations (B.41) 
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et (B.42) presentent les composantes des vecteurs position et Vitesse du satellite exprimes dans le 
repere orbital. 
r° = [r 0 Of (B.41) 
w°=^[esin(6l) V- of (B.42) 
De plus, il faut definir les composantes du vecteur qui represente les perturbations : 
f°v = Uv.r fv.e U.nY (B.43) 
ou fpr est I'acceleration radiale, fpe correspond a I'acceleration transversale e t ^ , n est ('acceleration 
normale. En utilisant les equations (B.8), (B.41), (B.42) et (B.43), la derivee de I'axe semi-majeur par 
rapport au temps s'exprime : 
da 2a2 / P \ ,„ . . , 
- = — ( e s in (0 ) / p , r +^ / p , f l ) (B.44) 
De la meme maniere, de/dt peut etre obtenu : 
de X( • ™ w ( p a - r 2 ) ( l + ecos(0)) \ 
- = - ^ s m ( 0 ) / p , r + fp,e) (B.4S) 
En utilisant I'equation (2.19), I'equation precedente peut etre reduite : 
de 1 
— = - (p sin(e) fp.r + ((p + 0 cos(0) + re)/p , a) (B.46) 
La derivee de D. et de i est obtenue en utilisant respectivement les equations (B.22) et (B.23): 
dfl r sin(u) 
dt hsm(i)'p-
di r cos(u) 
f .n (B-47) 
fP,n (B-48) dt h 
La variation de I'anomalie moyenne par rapport au temps peut etre definie en utilisant les equations 
(B.35), (B.41), (B.42) et (B.43): 
dM Vl _ g2 
— = n + — — (p(cos(0) - 2re)/p , r -(p + r) sin(0)/p,e) (B-49) 
Finalement, la variation par rapport au temps de I'argument du perigee peut etre obtenue en 
substituant les equations (B.41), (B.42) et (B.43) dans I'equation (B.40): 
dco ( p , , 1 , , , rsin(u) \ 
- = (-^cos(e)/p,r + - ( p xr )sin(9)fP, -J^fjf**) (*•*>) 
ANNEXE C 
Correspondance lineaire entre les coordonnees relatives 
cartesiennes et la difference des elements d'orbite 
Le modele (Schaub et Junkins 2003) utilise la correspondance lineaire entre les coordonnees relatives 
cartesienne et la difference des elements d'orbites. En effet, lorsque la distance entre le satellite chef 
et esclave est petite, il est possible d'exprimer les etats relatifs cartesiens x(t) en fonction Ae(t) 
comme le montre I'equation suivante : 
x[t) = M(ec)zle(t) (CI) 
oil M(e c ) est une matrice qui depend des elements d'orbite de satellite chef. Pour obtenir cette 
matrice, il faut modifier le vecteur des elements d'orbite classiques (Keplerienne) de maniere a eviter 
les singularites lorsque I'orbite est circulaire : 
e(£) = [a u i q± q2 af (C2) 
oil qx et q2 sont definis par: 
qj_ = e cos((o) ,Q 3 ) 
q2 = e sin(a>) 
Par la suite, il faut definir deux reperes, notes 3 C et 3 B , qui correspondent respectivement au repere 
orbital du satellite chef et du satellite esclave. De cette maniere, il est possible de definir la relation 
qui permet de transformer les composantes du vecteur positon du satellite esclave exprimer dans 3 £ 
de maniere a ce qu'elles soient exprimees dans 3 C : 
r
c
e = CaC!Erl (C.4) 
ou Ca et CIE sont les matrices de cosinus directeurs qui relient respectivement 37 a 3 C et 3 E a 37. 
Ces matrices, presentees a I'equation (2.1), dependent respectivement de fi, i et u des satellites. 
Cette equation peut etre linearisee en evaluant la variation des parametres re et CIE autour des 
elements d'orbite du satellite chef: 
C1E * CIC + AC,C (C.S) 
re « r + Ar (C6) 
En substituant ces equations I'equation (C.4) devient: 
CCI(Clc + hCIC) 
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II suffit alors de negliger les termes de deuxieme degre pour obtenir: 
r + Ar 
0 






ou les parametres A C / c i l sont definis aux equations suivante 
AC, ic.li — (~ s i n u cos ® ~ cos u sin n cos QAu + (— cos u sin il — sin u cos il cos i)Ail 
+ sinusin i l sini Ai = CIcl2Au — ClC21Ail + C ;C31 sinil Ai 
AC,C 2i = ( - sin u sin il + cos u cos il cos i)Au + (cos ucosii — sin u sin Q cos (')Afi 
— sin u cos fi sin i Ai = C,C22 Au + CIC/nAn + C,Ci31 cos .G Ai 
AC;c,3i = c o s " s ' n ' ^ u + s ' n u c o s ' ^ ' = ^;c,32^u + s ' n u c o s ' Ai 
En substituant les trois equations precedentes dans I'equation (C.8), il est possible d'obtenir: 
(C.9) 
(CIO) 
( t i i ) 
(C.12) 
Par la suite, il faut exprimer r en fonction du vecteur d'etats montre a I'equation (C.2) en utilisant les 
equations (2.19) et (2.22), sachant que 1 - e2 = 1 — qt2 — q22 et que 1 + e cos 9 = 1 + qt cos u + 
q2 sin u : 
„n _„ .2_„_2> | 
(CIS) 
r + Ar 
0 
. 0 . 
+ r 
0 
Au + cos i An 
— cos u sin i A/2 + sin u Ai 
a ( l -<7 i 2 -<? 2 2 ) 
1 + q t cos u + q2 sin " 
Ensuite, la variation de r par rapport aux elements d'orbite du satellite chef peut etre evaluee en 
prenant la derivee partielle de I'equation precedente par rapport a a, qt, q2etu: 
(C.14) r vr r r Ar — —Aa + —rA9 --(2aq± + r cosu)Aq± (2aq2 +rs inu)Aq 2 
h h 
ou vr = - (q 1 ! s inu — q2 cosu) et VQ = - ( 1 + qt cosu — q2 sinu) correspondent respectivement a 
la vitesse radiale et a la vitesse transversale du satellite chef presentees dans la Section 2.2. 
En substituant I'equation (C.13) et (C.14) dans I'equation (C.12), il est possible d'obtenir la position du 
satellite esclave en fonction de la difference des elements d'orbite et des elements d'orbite du 
satellite chef: 
x = Ar 
y = r(Ait + cos i Aft) 
z = r (— cos u sin i Ail + sin u Ai) 
(CIS) 
Finalement, pour exprimer la vitesse relative du satellite esclave en fonction de ces memes 
parametres, il faut utiliser la definition de la vitesse angulaire du satellite chef definie a partir de 
I'equation (2.18): 
r 2 
La variation de cette equation rapport aux elements d'orbite du satellite chef est montree a 
I'equation suivante: 
Ah h , - « _ . 
A u = — - 2 —Ar (C.17) 
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Ensuite, il est possible d'obtenir la variation de la quantite de mouvement angulaire, definie a partir 
de I'equation de (2.22): 
Ah = —Ap (C.18) 
2p 
De la meme maniere, Ap peut etre obtenu en derivant la seconde equation de (2.22) par rapport a a, 
Qi et q2 : 
p 
Ap = - A a - 2a(qiAq, + q2Aq2) (C.19) 
a 
En substituant successivement les equations (C.19) et (C.18) dans I'equation (C.17), il est possible 
d'obtenir I'equation suivante: 




II ne reste qu'a prendre la derivee par rapport au temps des equations (C.15) et substituer I'equation 
precedente dans le resultat de maniere a obtenir: 
• hAu + (V-raq, + h sin u) h (vraq2 + h cos u) 
\ r pi p p 
\ + (3veaq1 + 2h cos u) 1- (3veaq2 + 2ft sin u) 
i = (vg cos u + vr sin u)Ai + (vg sin u — vr cos u) sin i AH 
3vt Aq± Aq2 (C.21) 
y = —— Aa + vrAu + (3vgaqt + 2h cos u) 1- (3veaq2 + 2h sin u) 1- vr cos i Ail 

ANNEXE D 
Algorithmes d'optimisation numerique 
Cette annexe presente et explique les techniques d'optimisation les plus utilisees. La premiere partie 
concerne la theorie des multiplicateurs de Lagrange applicable sur tous les problemes d'optimisation, 
c'est-a-dire autant lineaires, quadratiques que non lineaires. Cette theorie permet en fait de poser les 
equations qui doivent etre resolues par la suite a I'aide de techniques numeriques avancees pour 
obtenir la solution optimale. Les sections suivantes presentent les techniques du simplex, de 
I'ensemble actif, du point interieur et de la programmation multiparametrique. La premiere 
technique permet de resoudre un probleme d'optimisation lineaire tandis que les autres sont 
adaptees aux problemes quadratiques. 
D.l. Multiplicateurs de Lagrange 
La technique des multiplicateurs de Lagrange est expliquee dans le volume (Wismer et Chattergy 
1979). Pour bien comprendre les fondements de cette derniere, il faut considerer un probleme 
d'optimisation oil les contraintes sont seulement des egalites : 
min/(u), gt(u) = 0, i = 1,2,3, ...,r < m (D.l) 
u y ' 
ou / (u ) est une fonction cout, gt represente les containtes, r est le nombre de containtes et m est la 
dimension du vecteur colonne des entrees u. La fonction cout et les contraintes sont quelconques, 
c'est-a-dire qu'elles peuvent correspondre a n'importe laquelle fonction lineaire ou non lineaire. 
L'objectif est done de determiner le point u* qui minimise la fonction cout tout en respectant 
I'ensemble des contraintes. Pour solutionner ce probleme, Lagrange propose de former un nouveau 
probleme equivalent, mais sans contrainte en combinant chacune des contraintes gt a la fonction 
cout en utilisant les multiplicateurs de Lagrange, notes At = 1,2,3, ...,r. La fonction cout (D.l) 
devient alors: 
m 
L(u,X) = / ( u ) + £ A , 0 , ( U ) (D.2) 
i=l 
Cette fonction cout est souvent nomme Lagrangien et peut etre minimisee en trouvant les valeurs de 
u et X, notees u*, X*, pour lesquelles sa derivee par rapport a u et a A est nulle : 
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- = T — + > Xt — = 0, ; = 1,2,3 m 
[, 9 l i ( i—i OU: (D.3) 
r r - = fli(") = 0, i = 1,2,3 r 
0/1; 
Ces equations sont nominees conditions d'optimalite de premier ordre de Karush-Kuhn-Tucker (KKT). 
La situation se complique lorsque les contraintes deviennent des inegalites de la forme : 
ht(u)>0, ( = 1,2,3 r (D.4) 
Pour resoudre le probleme, il faut definir les variables artificielles, notees 6it pour chacune des 
inegalites ht: 
Of = ht(u) > 0, ; = 1,2,3, ...,r (D.5) 
En fait, I'equation precedente permet d'affirmer que pour toute valeur reelle de 9t, la contrainte i est 
respectee. II devient alors possible d'appliquer la demarche utilisee lorsque les contraintes sont des 
egalites: 
m 
L{u,X) = / (u) + £ M M " ) - »?) (D-6) 
Les conditions d'optimalite de premier ordre de KKT associees a ce probleme deviennent 
dL_
 = df , v , d9i 
i <• 
dL 
•r— =•%— + > Xi— = 0, ; = 1,2,3,...,m du< dui Z_i ou, 




•—-=-2X^ = 0, i = 1,2,3, ...,r (D.8) 
O0j 
La derniere equation permet d'etablir que X[ = 0, 61 = 0 ou AJ = 0t* = 0. Pour resoudre le 
probleme, il faut done considerer par essais et erreurs ces trois possibilites : 
• Si X*i = 0 et 61 * 0, {djY - hi(u*) > 0 la contrainte ht est ignoree. En fait, la solution 
optimale n'est pas influencee par la presence de cette contrainte. Celle-ci est done consideree 
comme inactive. Dans le cas ou A- = 0 pour toutes les valeurs de i, u* correspond a la solution 
optimale du probleme d'optimisation sans contrainte, e'est-a-dire que df(u*)/du = 0. 
• Si X[ & 0 et 61 = 0, hi(u*) = 0 et la solution optimale est sur la frontiere de la contrainte ht. 
Celle-ci est a ce moment consideree comme active. Dans ce cas, df(u*)/du =£ 0. 
• Si X[ = 0 et &l = 0 pour toutes les valeurs de i, ht(u*) = 0 et la solution satisfait df(u*)/ 
du = 0. Dans ce cas, la solution optimale sans contrainte est situee sur la frontiere de toutes 
les inegalites. 
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Lorsque le probleme est complexe, il est impossible de trouver la solution sans utiliser des techniques 
numeriques. Plusieurs approches ont ete developpees selon la nature de la fonction cout utilisee. Les 
prochaines sections en presentent une pour les fonctions cout lineaire et trois pour celles 
quadratiques. 
D.2. Programmation lineaire : methode du simplex 
Les outils de programmation lineaire peuvent intervenir dans I'algorithme d'un compensateur 
predictif soumis a des contraintes. Cependant, la fonction cout presentee a I'equation (4.46) doit etre 
modifiee de maniere a utiliser la norme un, c'est-a-dire la valeur absolue : 
J(M) = QMPC\Gu + f-r\ + RMPC\u\ (D.9) 
ou QMPC e t RMPC s o n t des matrices de ponderation respectivement de dimensions 1 x (A^ — N2 + 
l ) n et 1 x N3m. II est a noter que les indices des parametres de I'equation precedente ont ete omis 
pour simplifier la demarche qui suit. En definissant les deux matrices colonne ji > 0 et (J > 0, 
respectivement de longueurs N2 — /Vi et N3, il est possible d'exprimer I'equation (D.10), sous forme 
d'inegalites: 
H<Gu + f-r<fi 
p<u<p (D.IO) 
0<QMpcfi + RMpcP<Y 




- i t - P < 0 
QMPCH + RMPCP - 7 < 0 
Le probleme d'optimisation devient done equivalent a : 
mine7*;, Ax < b, x>0 (D.12) 
oil c = [ f l 0 0 1] et x = [u' n p y] sont des matrices colonne de longueur s. Le 
parametre u' correspond a u — U_ si I'algorithme de prediction utilise 1'amplitude des entrees du 
systeme ou Au — u si celui-ci utilise la variation des entrees. Etant donne que x doit etre plus grand 
que zero, il est necessaire de contraindre 1'amplitude ou la variation de I'entree selon le cas, de 
maniere a ce que u > U_ ou Au > u selon le cas. Pour obtenir la solution optimale, I'algorithme du 
Simplex peut etre utilise. Les fondements de cet algorithme sont decrits dans le volume de (Wismer 
et Chattergy 1979) et resumes dans les paragraphes qui suivent. 
Pour debuter, il faut ajouter une variable artificielle par contraintes de facon a transformer ces 
inegalites en egalites: 
Ax + 6 = b, x,0>O (D.13) 
168 ANNEXE D : Algorithmes d'optimisation numerique 
Le probleme d'optimisation de I'equation (D.12) devient done : 
mindTv, Bv = b, v>0 (D.14) 
ou d = [c 0]T, v = [x 0]T et B = [A I]. Le nouveau systeme d'equations forme par les 
contraintes peut etre decrit comme suit: 
blilv1 +•••+ btjVj +•••+ bliT+svr+s = bt 
K.iV^ +•••+ brjVj +•••+ brr+svr+s =br 
ou r est le nombre de contraintes, s et r + s correspondent restivement a la longueur des matrices 
colonne x et v. Ce systeme possede une infinite de solutions, car il est forme de r equations et r + s 
inconnues. Cependant, en posant que s inconnues du systeme sont nulles, il est possible de calculer 
la valeur des r autres inconnues. Ceci permet d'obtenir les solutions de base du systeme d'equations 
(D.15). Les vecteurs fc7 qui multiplient les r inconnues Uj, ou i — l,...,r, choisis non nulles sont 
identifies par bl et se nomment vecteurs de base. II est possible d'obtenir une nouvelle solution de 
base a partir d'une solution precedente simplement en posant une des r inconnues non nulle a zero, 
nommes a ce moment variable sortante, pour le remplacer par I'une des inconnues precedemment 
nulle, nommee variable entrante. Cette demarche ne permet pas d'assurer que les solutions de base 
obtenues soient realisables, e'est-a-dire que toutes les valeurs Vj obtenues soient plus grandes ou 
egalent a zero. Cependant, il existe une technique mathematique qui permet d'obtenir une solution 
de base realisable notee vb a partir d'une precedente, notee va. Cette derniere permet de 
determiner laquelle des variables sera sortante, selon la variable entrante qui a ete choisie. En fait, 
cette technique constitue le fondement de I'algorithme du Simplex. Pour expliquer son 
fonctionnement, il faut etablir deux realites mathematiques evidentes inherentes au probleme. 
Premierement, I'equation (D.15) peut se reecrire en fonction de vf : 
r 
V vf b' = b (D.16) 
1=1 
Deuxiemement, etant donne que les vecteurs bl sont lineairement independants, il est possible de 
representer les vecteurs ftJ = [ \ ;- - br,j]T, oil j = l,..,r + s, comme etant une combinaison 
lineaire des m vecteurs de base : 
r 
b> = V Xijb1 (D.17) 
i=l 
En integrant I'equation precedente dans I'equation (D.16) avec une variable artificielle a, I'equation 
suivante est obtenue: 
r r r 
Y vfb1 + a b> - Y Xub' = b (D.18) 
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De simples manipulations algebriques permettent d'obtenir: 
r 
Y(v? - aXtj)bl + <rb> = b (D.19) 
i= l 
II faut comprendre que cette representation met en evidence les coefficients des vecteurs de base, 
notes bl et b^, qui correspond a la solution realisable vb. En effet, sachant que a = vk/Xkj = 
min ( v f / A j j ) pour tout Ay > 0, il est possible de constater que le coefficient de bk devient zero. En 
d'autres termes, le vecteur de base bk est remplace par le vecteur bK 
L'algorithme du Simplex n'est pas base seulement sur les explications precedentes, car celui-ci 
devrait comparer I'ensemble des valeurs de la fonction cout obtenue a partir de toutes les solutions 
realisables de maniere a trouver la solution realisable optimale. En fait, l'algorithme est concu pour 
choisir de nouveaux vecteurs de base, seulement si ceux-ci menent vers une nouvelle solution 
realisable qui permet d'obtenir un cout superieur (pour minimiser une fonction cout, il faut 
simplement I'inverser). Pour comprendre comment s'articule ce processus de recherche, il faut 
evaluer analytiquement la fonction cout a vb : 
dTv" = Y(vf - ffA(j)d, + adj, = dTva - a YxtJdt-dj (D.20) 
I v / 
Ainsi, la solution optimale realisable est obtenue en evaluant les trois cas suivants : 
• II existe une valeur dey" qui ne fait pas partie des vecteurs de base pour laquelle zj — dj < 0 et 
Aij > 0 pour quelques valeurs de i, notes Xkj. Dans ce cas, il faut prendre a — mm{yk/Xkj) 
pour obtenir la nouvelle solution de base realisable notee vb. De cette maniere, cette derniere 
possedera un cout necessairement plus eleve que va. 
• L'inegalite z ; — dj > 0 est tenue pour toute valeur de j entre r + 1 etr + s. Dans ce cas, va 
correspond a la solution optimale. 
• II existe une valeur dey qui ne fait pas partie des vecteurs de base pour laquelle Zj — dj < 0 et 
Aj j < 0 pour toutes les valeurs de i. Dans ce cas, le probleme n'a pas de solution optimale 
finie. 
L'Algorithme D.l explique comment ces elements theoriques sont utilises pour implementer la 
methode du Simplex. Pour faciliter la comprehension, chacune des etapes de l'algorithme est 
appliquee a un exemple simple. 
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1. Construire les matrices v, d, B et b a partir des donnees du probleme en considerant I'ajout d'une variable 
artificielle par contrainte. Par exemple, la fonction ](x1,x2) montree a I'equation (D.21) doit etre maximisee, 
sachant que les variables x1 et x2 sont soumises aux contraintes de I'equation (D.22). 
J(Xi,x2) = 2x1 + 4x2 (D.21) 
x1 < 3 
x2 < 1 
xt + x2<2 
xltx2 > 0 
(D.22) 
Le probleme possede trois contraintes, il est done necessaire d'ajouter trois variables artificielles. La matrice 
colonne v resultante est: 
v = [*i x2 u 3 ] r 
La matrice ligne dqu i represente la fonction J(.x1,x2) devientalors : 
d = [2 4 0 0 0] 




2. Construire la table de simplex a partir du Tableau D.l en utilisant Xn = [B b], ou n = 0. II est a noter que n est 
exceptionnellement utilise pour indiquer le nombre d'iterations. 
Tableau D. l : Table de simplex 
ri o l o oi 
0 1 0 1 0 































Ce choix de depart mene a une solution de base realisable et les vecteurs de base qui en decoulent sont relies 
aux 
variables artificielles. En continuant I'exemple precedent et en utilisant le Tableau D.l, il est possible de former le 
Tableau D.2. 










































II est possible de determiner que la solution de base est v° = [0 0 3 1 2], sachant que les les vecteurs de 
base correspondent a ft3, b4 et b5. 
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3. Si Zj — dj > 0 pour toutes les valeurs de ;' qui ne correspondent pas a un vecteur de base, la solution de base 
realisable vn est optimale et aller a I'etape 7, sinon continuer a I'etape suivante. Dans I'exemple, la derniere ligne de 
la table de simplex montree au Tableau D.2 presente des elements negatifs a ;' = 1,2. La solution v° ne constitue 
done pas la solution optimale, il faut done continuer a I'etape suivante. 
4. Si Zj — dj<0 pour toutes les valeurs de j qui ne correspondent pas a un vecteur de base et A y < 0 pour i = 
1, . . . ,m, le probleme n'a pas de solution finie et aller a I'etape 7, sinon continuer a I'etape suivante. Dans I'exemple 
precedent, les valeurs de Zj — dj sont negatives pour j = 1,2. II faut done verifier si A y ou A i 2 est positif pour au 
moins une valeur de i. II est possible de constater que les valeurs de X1Xl A3 j l, A2,2 et A32 sont plus grandes que 
zero, done il faut continuer a I'etape suivante. 
5. Parmi les valeurs d e / ou z,- - dj < 0, choisir celle dont la valeur de z;- — dj est minimale. Ceci determine le vecteur 
de base b> relie a la variable entrante. Parmi les valeurs de i ou Ay > 0, choisir celle dont le facteur b j /Ay est 
minimum. Ceci determine le vecteur bl relie a la variable sortante. Ces valeurs de i et d e ; indiquent la position du 
pivot utilise dans I'etape suivante. Dans I'exemple, il faut choisir; = 2, car z2 - d2 possede la plus petite valeur 
negative. La variable entrante est done v2 ou plus simplement x2- De plus, il faut choisir i = 2, car min(h2/A2,2>fr3/ 
^3,2) = m i n ( l / l , 2 / l ) = 1. La variable sortante est done v4. 
6. Construire la table de Simplex pour A n + 1 et determiner la valeur vn+1 en utilisant les nouveaux vecteurs de base. 
Pour ce faire, il suffit d'utiliser la technique de I'elimination de Gauss autour du pivot defini par A™;-. Une fois la table 
de simplex reconstruite, I'algorithme peut debuter la prochaine iteration en recommengant a I'etape 3. Dans 
I'exemple, le pivot est i = 2 e t ; = 2. II done faut manipuler le Tableau D.2 pour que les valeurs de Ay- soient nulles 
pour les autres valeurs de i, soit i = 1,3, en utilisant les regies de mathematique lineaire. Concretement, il faut 
soustraire la ligne trois de la ligne deux de maniere a remplacer la ligne trois par le resultat. En inversant la ligne un 
et la ligne deux, il est facile d'obtenir la nouvelle table de simplex A 1 : 










































Cette table de simplex permet d'obtenir la nouvelle solution de base, e'est-a-dire 
v1 = [0 £>i/A1>2 &2A*2,3 ° ^3/^3,5] = [ 0 1 3 0 1 ] . II suffit alors d'entreprendre I'iteration deux a 
I'etape 3. 
7. Fin de I'algorithme. 
Algorithme D. l : Programmation lineaire par la methode du simplex 
La methode du simplex est performante. Cependant, elle demande d'ajouter plusieurs contraintes 
artificielles au probleme. Utilise dans un algorithme de compensateur avec un horizon eleve, la taille 
de la table du simplex devient tres grande et d'autant plus lourde a manipuler. II est done difficile 
d'utiliser cette technique pour des systemes autonomes ou la puissance de calcul est limitee. 
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D.3. Programmation quadratique : methode de I'ensemble actif 
La methode de I'ensemble actif est presentee dans les volumes de (Rustem 1998; Camacho et 
Bordons 2003). L'objectif de cet algorithme est de minimiser la fonction cout presentee a I'equation 
(4.48) et rapportee, dans sa version simplifiee, a I'equation (D.26), en considerant que celle-ci est 
soumise aux contraintes lineaires de I'equation (D.27): 
J(u) = jUTWu + wTu (D.26) 
Au < b (D.27) 
ou le vecteur u de longueur m est la sequence de commande. II est possible de former le sous 
ensemble Ek qui represente les inegalites de I'equation (D.27) actives au point uk quelconque. 
Mathematiquement, ceci se traduit par I'equation (D.28), 
E" = {i\aiUk = bt) (D.28) 
ou Oj et bi designent I'inegalite i du systeme (D.27). Sous forme matricielle, les r contraintes actives 
peuvent etre representees par: 
Akuk = bk (D.29) 
ou Ak est une matrice de dimensions r xm, bk est une matrice colonne de dimensions r x 1 et 
r <m. L'objectif du probleme est done de trouver un point uk+1 qui respecte les contraintes actives 
tout en minimisant la fonction cout. Pour ce faire, il faut reduire le probleme de maniere a obtenir 
une fonction cout quadratique d e m - r variables sans contrainte. L'idee principale derriere cette 
approche est d'exprimer uk en fonction d'un ensemble reduit de variables representees par la 
matrice colonne vk. Pour ce faire, il faut poser que Ak est formee de deux matrices concatenees, Ak 
etAk: 
Ak = [Ak 2£] (D.30) 
ou Ak est une matrice r x r de rang r et Ak est une matrice rx(m — r ) . De la meme maniere, la 
matrice colonne uk+1 peut s'exprimer comme le montre I'equation suivante : 
"
ft+1
 = [£] (Mi) 
ou sk est de dimensions r x 1 et vk de dimensions (m — r)x 1. Par consequent, I'equation (D.29) 
devient: 
A\sk + Ak2Vk = bk (D.32) 




 = (Ak)~\bk-Akvk) (D.33) 
En remplacant, I'equation precedente dans I'equation (D.31), I'equation suivante est obtenue : 
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m1 
0 
- l y 
~b^[-m^ (D34) 
yk Zk 
oil 3 kF f c = J, par consequent Fk correspond a la matrice inverse gauche generalised de (Ak) et 
^ t \ T AkZk = 0, Zkv f e est done I'espace vectoriel nul de (Ak) . En utilisant I'equation (D.34), la fonction 
cout (D.26) devient: 
}(vk) = - (Ykbk + Zkvk)TW(Ykbk + Zkvk) + wT(Ykbk + 2kvk) 
1 / l { D-3 5 ) 
= 2 (Vk)T(Zk)TWZkvk + (wT + (bkf(Yk)Tw) Zkvk + (- (bk)T(Yk)TW + wT\ Ykbk 
T 
Sachant que (Z fe) WZk est definie positive, le minimum global de cette fonction cout est obtenu en 
calculant les valeurs de vk pour lesquelles la derivee de/(v f e ) par rapport a vk est nulle : 
(„")• = -({ZkywZky1(Zky(w + WYkbk) (D.36) 
II est important de comprendre que le parametre Ykbk peut etre egal a m'importe quel point qui 
respecte I'ensemble des contraintes actives. En utilisant Ykbk = uk, I'equation (D.34) devient: 
Mk+i = uk + Tk zk(vky 
dk 
ou dk est la direction de recherche et Tfe est le pas. La valeur de rk est normalement egale a un. 
Cependant, si une contrainte inactive est rencontree, il faut diminuer cette valeur pour eviter qu'une 
contrainte soit negligee. En fait, la distance de uk, dans le sens de dk, jusqu'a n'importe quelle 
contrainte qui ne fait pas partie de I'ensemble actif Ek, est donnee par la valeur de rk qui satisfait 
a.juk+1 = bj ou j & Ek. Cependant, pour s'assurer que uk+1 est realisable, il faut choisir la plus 
petite valeur de rk obtenue pour toutes ces contraintes. Mathematiquement, ceci se traduit par 
I'equation suivante: 
zk = min 11, -—-Jr— poura,dk>0 (D.38) 
Si Tk < 1, il faut ajouter la contrainte; rencontree a I'ensemble Ek et le processus recommence pour 
trouver la valeur de uk+2 avec ce nouvel ensemble actif. Dans le cas contraire, il faut verifier si Ek 
contient une contrainte qui est devenue non active. Pour ce faire, il faut calculer les multiplicateurs 
de Lagrange a partirdu Lagrangien montre a I'equation (D.39). 
l(Mfc+1,Ak+1) = ^(uk+1YWuk+1 + wTuk+1 + (t.k+ly(Akuk+1 - P ) (D.39) 
En derivant L(Mk+1 ,A f c+1) par rapport a uk+1, la condition d'optimalite de I'equation (D.40) est 
formee. 
dL(uk+1,ik+1) 
duk+1 . = wu
k+1
 + w + (Ak) kk+1 = 0 (D.40) 
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II suffit alors de calculer les valeurs A k + 1 en prenant la solution au sens du moindre carre obtenue en 
prenant le produit Ak( ) de chaque cote de I'equation precedente : 
Xk+1 = - (Ak(AkfyiAk(Wuk+1 + w) (D.41) 
Si la plus petite valeur de A.k+1, notee Ak+1 est negative, uk+1 n'est pas optimale. La contrainte i doit 
etre supprimee de I'ensemble Ek et il faut debuter une nouvelle iteration. La methode de I'ensemble 
actif est resumee a I'Algorithme D.2. 
1. Poser un point realisable u°, identifier I'ensemble actif E° et poser k = 0. 
2. Calculer dk en utilisant I'equation (D.37). Si ||d f c | | = 0, altera I'etape 4. 
3. Poser uk+1 = uk + rkdk, oil Tk est determine par I'equation (D.38). Si xk = 1, aller a I'etape 4. Si xk < 1 ajouter la 
contrainte; a I'ensemble actif Ek pour obtenir le prochain ensemble Ek+1, incrementer k de 1 et aller a I'etape 2. 
4. Calculer les multiplicateurs de Lagrange A k + 1 en utilisant I'equation (D.41). Determiner la plus petite valeur de Ak+1, 
notee Ak+1. Si A.k+1 < 0, enlever la contrainte i de I'ensemble actif Ek pour obtenir le prochain ensemble Ek+1, 
incrementer k de 1 et aller a I'etape 2. Autrement, si Xk+1 > 0, u k + 1 est optimale et aller a I'etape 5. 
5. Fin de I'algorithme. 
Algorithme D.2 : Programmation quadratique par la methode de I'ensemble actif 
D.4. Programmation quadratique : Methode du point interieur 
La methode du point interieur est resumee dans les volumes de (Rustem 1998; Dimitri 2003). Encore 
une fois, cette technique permet de minimiser la fonction cout montree a I'equation (D.26) soumise 
aux inegalites de I'equation (D.27). Pour expliquer son fonctionnement, il faut introduire les variables 
artificielles 6, pour transformer les contraintes presentees sous forme d'inegalites en egalites. En 
posant B = [A I], x = [u d]T , R = et r = [w 0], le programme quadratique suivant 
est obtenu : 
min{/(x)} sujet & Bx = b, x > 0 (D.42) 
ou/ (x ) est la fonction cout defini par: 
](.x)=^xTRx + rTx (D.43) 
Par la suite, il faut integrer la fonction barriere suivante a la fonction cout (D.43): 
m. 
P(x) = - J ^ l n x j (D.44) 
i=l 
Cette fonction cout devient done : 
m 
JB(x,rj) =-xTRx + rTx-7}y \nxt (D.45) 
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Etant donne que P(x) est definie seulement lorsque x > 0, il est possible d'eliminer la contrainte 
x > 0 du programme de I'equation (D.42): 
min{JB (x, n)\Bx = b] (D.46) 
Ce probleme peut etre resolu en utilisant la theorie des multiplicateurs de Lagrange expliquee a la 
Section D.l. En fait, le Lagrangien du programme quadratique precedent est: 
m 
L (x, J?, A) = - xTRx + rTx - 7? V In xt + XT (Bx - V) (D.47) 
i=l 
Pour obtenir la valeur de x{rj) qui minimise L(x,r],X), il faut resoudre le systeme d'equations qui 
correspond aux conditions d'optimalite du premier ordre de KKT suivantes : 
lRx + r-n^l + B^ = 0 (D-48) 
ou la deuxieme equation correspond a dL(x,rj,X)/dx, 1 est une matrice colonne unitaire de 
dimensions appropriees et X est defini par: 
X = diag(x) = 





Les multiplicateurs de Lagrange A peuvent etre elimes du systeme d'equations. Pour ce faire, il faut 
multiplier I'equation de (D.48) par JB( ) pour permettre la mise en evidence de X : 
B(Rx + r - nX'1*) + BBT/L = 0 <=> A = - ( B B T ) - 1 £ ( K * + r - r}X~H) 
En utilisant ce resultat, I'equation (D.48) devient: 
-0 Bx-b (/ - BT(BBTY1B) (Jtx + r- J)*"1!) 
(D.50) 
(D.S1) 
En posant y = r]X a l et Y = diag(y), le systeme d'equations F{x,y) est obtenu 
F(x,y) = 
Bx-b 1 





x,y> 0 (D.52) 
L'objectif est de trouver la solution de ce systeme d'equations non lineaires, lorsque 77 —> 0, c'est-a-
dire la solution optimale du probleme original. Pour ce faire, il faut utiliser I'algorithme de Newton-
Raphson de maniere a calculer la valeur x et de y qui permet de definir a chaque iteration une valeur 
de t] positive de plus en plus petite et ce, jusqu'a ce que celle-ci soit pres de zero. Cette technique est 
resumee a I'Algorithme D.3. 
1. Etablir une valeur pour x°, y° > 0. 
2. Choisirff fce[0 l [ , ak e]0 l[etr)k = ok(xk)Tyk . 
3. Si rjk est pres de zero, aller a I'etape 7 sinon continuer. 
4. Resoudre le systeme d'equations montre a I'equation (D.53) pour dxk, dyk. 
VF(x",yk) 
L d r j = -f(^,y") + [^1] (D.53) 
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5. Calculer la valeur du pas en utilisant I'equation (D.54). 
Tfc
 mm{(X«)-1dxk,(Yk)-1dyi,-ak} ( D - 5 4 ) 
6. Evaluer xk+1 et y f c + 1 en utilisant I'equation (D.55) et aller a I'etape 2. 
k+l-\ frk 
7. Fin de I'algorithme. 
Ld/J 
(D.55) 
Algorithme D.3 : Programmation quadratique par la methode du point interieur 
D.5. Programmation multiparametrique 
(Bemporad, Morari et al. 2002) ont developpe un algorithme qui permet de determiner explicitement 
la loi de commande qui minimise un critere quadratique. Ce dernier est inspire des algorithmes 
presentes precedemment, mais deplace la lourde charge de calculs numerique lors de la conception 
du compensateur. Cette section explique son fonctionnement. 
La programmation parametrique permet de minimiser la fonction cout, presentee a I'equation (4.48), 
et rapportee a I'equation (D.56) en considerant les contraintes de I'equation (D.57). 
](u) = ^uTWu + uTGTQ(f - r) (D.56) 
Au < b (D.57) 
Pour etablir I'algorithme de cette approche, ce probleme quadratique doit etre reformule 
adequatement. Premierement, il faut considerer que le compensateur predictif est un regulateur, 
c'est-a-dire que r = 0. Ceci simplifi la demarche et les resultats peuvent etre generalises pour r 
quelconque. Deuxiemement, il faut poser Fx - GTQf, pour mettre en evidence la dependance de la 
reponse naturelle du systeme a ses etats, notes x. Pour que ceci soit possible, I'equation de 
prediction utilisee dans la fonction cout doit etre formee a partir du modele variables d'etat du 
systeme. Troisiemement, il faut poser b = e + Ex, car le parametre b depend aussi des etats du 
systeme lorsque des contraintes sont imposees sur les sorties. De cette maniere, le programme 
quadratique des equations (D.56) et (D.57) devient: 
J(u) = -uTWu + uTFx (D.58) 
Au < e + Ex (D.59) 
Finalement, il reste a effectuer le changement de variables z = u + W~xFx. La fonction cout et les 
contraintes precedentes deviennent done respectivement: 
A(z) = \zTWz (D.60) 
Az < e + (E + W^F)x
 ( D 6 1 ) 
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Pour obtenir la loi de commande a partir de cette formulation du programme quadratique, il faut 
etablir I'espace d'etats du systeme, c'est-a-dire I'ensemble mathematique defini par I'equation 
(D.62), dans lequel les valeurs de x se trouvent lorsque le compensateur evolue dans des conditions 
normales. 
X = {x\Tx < 1} (D.62) 
La Figure D . l l montre un exemple typique d'un systeme a deux etats, xx et x 2 , qui varient 
respectivement dans les intervalles [ X L , * I ] et \x2,'%i ] . 
«• 
Figure D.l l : Exemple d'un espace d'etats a deux dimensions 








- 1 . 
z = (D.63) 
Par la suite, (Bemporad, Morari et al. 2002) definissent x0, qui correspond au centre de I'hypersphere 
de plus grand volume contenue dans le polyedre defini par les contraintes Tx < Z et qui respecte les 
contraintes de I'equation (D.61). Avec x = x0l il est possible de trouver les valeurs optimales de z en 
utilisant un des algorithmes de programmation quadratique presentes precedemment. Ceci permet 
aussi de mettre en evidence les contraintes actives, c'est-a-dire celles qui respectent I'egalite 
Az0 = b + Sx0. Pour plus de details sur les contraintes actives, referer a la section D.3. Par la suite, il 
suffit d'etablir la region de I'espace d'etats pour laquelle ces contraintes resteront actives. En effet, il 
faut comprendre qu'en connaissant les contraintes actives et en utilisant la theorie des 
multiplicateurs de Lagrange, la solution du probleme de minimisation peut se resoudre 
analytiquement. Ainsi, le Lagrangien s'ecrit : 
Uz,X) = -zTWz + XT(Az - b - Sx) (D.64) 
Les equations suivantes presentent les conditions d'optimalite du premiere ordre de KKT qui en 
decoule: 
dL(z,X) Wz + ATX = 0 dz 
Az-b-Sx = 0 
ou A > 0. En prenant I'equation (D.65), il est possible de mettre z en evidence 
(D.6S) 
(D.66) 
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7 = -WWX (D.67) 
En substituant cette equation dans I'equation (D.66), il est facile de definir les valeurs de A : 
X(X) = -{AW'1!7)'1^ + Sx) (D.68) 
Ce resultat peut etre utilise dans I'equation (D.67) pour obtenir les valeurs optimales de z en fonction 
de x: 
z(*) = JV-iaT(3wr-13T)"1(S + Sx) (D-69) 
Cependant, pour que celles-ci soient valides, il faut que X > 0 et que z respecte les contraintes de 
I'equation (D.61). Cette realite se traduit par les deux inegalites suivantes : 
-(AW-1!7) \b + Sx) > 0 
AW^ACAW-1!)'1^ + Sx)<b + Sx 
(D.70) 
(D.71) 
Bref, apres avoir enleve les contraintes redondantes, celles-ci definissent un polyedre qui delimite la 
region de I'espace d'etats pour lequel les conditions actives et la fonction de minimisation demeurent 
inchangees. Lorsque la premiere region, notee CR0, est definie, il faut decouper I'espace d'etats 
restant en d'autres regions. Pour ce faire, (Bemporad, Morari et al. 2002) proposent un algorithme de 
partitionnement dont le principe s'explique par la Figure D.12. 
* • 
Figure D.12: Exemple de partitionnement d'un espace d'etats selon I'algorithme propose par Bemporad 
Pour chacune des regions ainsi creees, il faut reprendre I'algorithme de nouveau pour le partitionner 
de la meme maniere. Finalement, une fois que I'espace d'etats est completement partitionne, il est 
facile d'etablir la loi de commande. En fait, celle-ci correspond a une serie de conditions destinees a 
identifier la region de I'espace d'etats dans laquelle se trouvent les etats presents du systeme asservi. 
Sachant la fonction de minimisation, c'est-a-dire I'equation (D.69), de cette region, il est possible de 
determiner la commande optimale qui respecte les contraintes. L'Algorithme D.4 resume la 
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procedure pour rendre explicite une loi de commande predictive avec contraintes utilisant une 
d'equation de prediction basee sur le modele variables d'etat. 
1. Definir, en utilisant des contraintes representees par Tx < Z, I'espace d'etats dans lequel les etats du systeme 
asservi vont evoluer. Pour traiter cette region aller a I'etape suivante en utilisant k = 0. 
2. Calculer x0 de la region definie par les contraintes Tx < Z, en resolvant le probleme de programmation lineaire 
suivant: 
maxs, Tkx + s\\Tk\\ < Z \ Gz-Sx<W (D.72) 
3. Si £ < 0, la region n'est pas fermee. Abandonner le partitionnement de cette demiere. 
4. Pour x = x0, calculer les valeurs z0 qui minimisent I'equation (D.60) et qui respectent les contraintes de I'equation 
(D.61) en utilisant une methode de programmation quadratique quelconque. 
5. Determiner les contraintes actives A, b et S, lorsque x = x0 et z = z0 . 
6. Etablir la fonction de minimisation z(x) montree a I'equation (D.69). 
7. Definir la region CR0 en etablissant les containtes des equations (D.70) et (D.71). 
8. Partitionner le restant de la region en utilisant I'algorithme presente a la Figure D.12. 
9. Pour chacune des nouvelles sous-regions recommencer I'etape 2. Si toutes les regions ont ete traitees, aller a I'etape 
10. 
10. Pour toutes les regions ou z(x) est identique et pour lesquelles leur union donne un ensemble convexe, unir ces 
regions pour en faire qu'une seule. 
11. Fin de I'algorithme. 
Algorithme D.4 : Programmation multiparametriques par la methode proposee par Bemporad 
II est possible de modifier legerement cet algorithme lorsque la commande predictive s'applique a un 
probleme de poursuite d'une trajectoire de reference. De plus, lorsque les contraintes s'appliquent 
seulement aux entrees du systeme, cet algorithme devient completement analytique, car il est facile 
de definir les regions de I'espace d'etats. L'article de (Serron, De Dona et al. 2000) presente comment 
y arriver. Cependant, le principe de cet ouvrage repose entierement sur les travaux de (Bemporad, 
Morari et al. 2002) et il n'est pas necessaire de le presenter. 
A premiere vue, cette technique est tres attirante, car elle rend la loi de commande explicite et 
analytique, done utilisable pour des systemes dynamiques rapides. Cependant, elle possede plusieurs 
inconvenients majeurs. En fait, elle est utilisable seulement aux problemes dont I'horizon de 
prediction est faible, car le nombre de regions depend exponentiellement de celui-ci. En fait, le 
nombre de regions devient rapidement enorme et la loi de commande devient tres complexe a 
utiliser, a gerer et a deverminer et ce, meme en utilisant seulement des contraintes en entrees. De 
plus, le concepteur doit s'assurer que le systeme demeure dans I'espace d'etats defini pour mettre en 
ceuvre la loi de commande, car au-dela de cette zone elle n'est pas definie. 

ANNEXE E 
Modelisation d'une grue a trois axes 




Figure E.l: Representation schematique de la grue trois axes 
ou x-y-z est le repere non dextral utilise pour positionner la masse, r est la longueur de la cordre qui 
soutient la masse, a est Tangle entre la projection de de la corde dans le plan x-z et la corde et /? est 
Tangle entre cette projection et Taxe z. Les principaux elements de la grue sont: 
• La structure de soutien qui est un cube soutenant le pont (non represents sur la figure 
precedente). 
• Le pont qui est une poutre selon Taxe y et qui peut se deplacer dans la direction x. 
• Le chariot monte sur le pont qui peut se deplacer sur le pont dans la direction y. 
• La charge qui est suspendue au chariot a Taide d'un cable dont la longueur peut etre modifiee 
par Taction d'un moteur. 
Les indices p, w et c sont utilises pour identifier les variables et parametres associes respectivement 
au pont, au chariot et a la charge. Cette annexe est divisee en quatre sections. Premierement, la grue 
est mise en equations en utilisant la deuxieme loi de Newton. Deuxiement, le modele variables d'etat 
non lineaire est developpe. Troisiemement, ce dernier est linearise en utilisant une approche 
182 ANNEXE E : Moderation d'une grue a trois axes 
innovatrice par changement de base. Finalement, les parametres dynamiques de la grue sont 
presentes. Ces derniers permettent de passer de la representation symbolique de la dynamique de la 
grue a la version numerique sur MATLAB®. 
E.l. Mise en equations 
E . l . l . Entrees 
Les entrees correspondent aux forces appliquees sur le pont selon I'axe x, le chariot selon I'axe y et 
sur la masse selon r. Le vecteur d'entrees correspondant est defini par: 
U = [ux uy « r ] r (E.l) 
Les valeurs de u varie normalement entre —1 et 1, car elles sont ponderees par la force maximum 
alouee par les moteurs. Par consequent, les forces en Newton appliquees sur les structures sont 
definies par: 
r. _ \?xmaxux. fymaxuy frmaxur] ip 2\ 
E.1.2. Sorties 
Les capteurs positionnes sur la structure permettent de mesurer la position du chariot selon x e ty , la 
longueur de la corde et Tangle a et /?. Le vecteur de sorties correspondant est presente a I'equation 
suivante : 
Vmes = frw P yw a r]T (E.3) 
Cependant, pour developper des lois de commande pour cette grue, il est beaucoup plus efficace 
d'asservir la position de la charge et de reguler I'amplitude des angles. Pour ce faire, il est necessaire 
de faire intervenir un autre vecteur de sorties : 
yca = [*c P Vc a zc]T (E.4) 
II est possible de definir des relations mathematiques qui definissent yctt en fonction de ymes, celles-
ci sont presentees dans la section suivante. 
E.1.3. Vecteurs d'etats 
Ce systeme dynamique possede dix etats qui peuvent etre exprimes sous une forme cartesienne ou 
spherique. Ces vecteurs d'etats sont respectivement presentes aux equations suivantes : 
xc = [xc xc yc yc zc zc xw xw yw y„f (E.S) 
xs = [xw xw p /? yw y„ a a r r]T (E.6) 
II est utile de definir I'application qui definit le lien mathematique entre ses deux bases. La position 
de la charge selon axe x en fonction de la position du chariot selon le meme axe, de a et de (2 est 
obtenue trigonometriquement: 
xc — xw + r cos(a) sin(/?) (E.7) 
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La vitesse de la charge en x est obtenue en derivant I'equation precedente par rapport au temps : 
xc — xw + R cos(a) sin(/?) — r sin(a)d sin(/?) + r cos(a) cos(/?) /? (E.8) 
Les equations qui definissent yc, yc, zc et zc peuvent etre obtenues de la meme maniere : 
yc=Vw + i" sin(a) (E.9) 
jc — >W + rs in(a) + r c o s ( a ) a (E.10) 
zc = r cos(a) cos(/?) (E.ll) 
zc =r cos(a) cosQ?) — r sin(a) a cos(/?) — r cos(a) sin(/?) /? (E.12) 
Les equations precedentes definissent un systeme d'equations non lineaires montre a I'equation 
suivante: 
xw + f cos(a) sin(/?) 
xw + r cos(a) sin(/?) — r sin(a)d sin(/?) + r cos(a) cos(/?) /? 
yw + r sin(a) 
yw + r sin(a) + r cos(a) a 
r cos(a) cos(/?) 





Les relations qui definissent xs en fonction de peuvent xc etre obtenues analytiquement 
Xw 
tan(r,/rz ) 
l S / 1 + {rjrzy 
y«. 
yw 
sin - 1 ( r y / r ) 
rvr - rvr 





 A l ' * ^V z i T"x — %c %wi fy — Vc Vw> ' z — ^ct Vx — %c %w ^y — Vc Vw e t J^ Zc. 
La dynamique du systeme c'est-a-dire dxc/dt, est obtenue par I'analyse des diagrammes des corps 
libre de la charge, du chariot et du pont de la grue presente dans les prochains paragraphes. 
E.1.4. Charge 
La charge transportee par la grue est soumise a deux forces : la force de gravite qui agit sur sa masse, 
notee mc, et la tension dans la corde qui la soutient. Celles-ci sont montrees a la Figure E.2. 




Figure E.2: Diagramme des corps libre de la masse 
En utilisant la deuxieme loi de Newton selon les trois axes, les equations suivantes sont obtenues : 
mcxc = -T cos(a) sin(/?) (E.15) 
mcyc = -Tsm{a) (E.16) 
mczc = mcg — Tcos(a) cos(/?) (E.17) 
E.1.5. Chariot 
Cinq forces sont appliquees sur le chariot de la grue : la tension dans la corde qui soutient la charge, 
la force de gravite qui agit sur sa masse, notee mc, la force de reaction qui retient le chariot, la force 
du moteur permettant de le faire bouger dans I'axe y et enfin la force de friction qui s'oppose a son 
mouvement. Ces forces sont representees schematiquement a la Figure E.3. 
Chariot 
Figure E.3 : Diagramme des corps libre du chariot 
En appliquant la deuxieme loi de Newton selon les axes x et y, les equations suivantes sont 
respectivement obtenues: 
mwxw = Nwx + T cos(a) sin(j?) (E.18) 
wiwXv = Fy-Fvy + T sin(a) (E.19) 
II est a noter que la dynamique selon I'axe z n'est pas consideree etant donne que le chariot ne se 
deplace pas verticalement. 
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E.1.6. Pont 
Le pont de la grue est aussi soumis a cinq forces : la force de reaction qui soutient le chariot, la force 
de gravite qui agit sur sa masse, notee mp, la force de reaction qui retient le pont, la force du moteur 
permettant de le deplacer dans I'axe x et enfin la force de friction qui s'oppose a son mouvement. 
Ces forces sont representees schematiquement a la Figure E.4. 
Figure E.4: Diagramme des corps libre du pont 
Seulement la dynamique en x est utilisee : 
(E.20) 
E.2. Modele variables d'etat non lineaire 
Pour former le modele variables d'etat, il faut considerer que la tension dans corde est definie par la 
difference entre la force de frottement et la force de I'actionneur selon r : 
T = -Fr + Fvr (E.21) 
Seulement les forces de frottement visqueux, notees Fvx, Fvy et Fvr, sont modelise. Celles-ci sont 
proportionnelles a la Vitesse : 
?vx Vvx-X-w 
Fvy = bvyyw (E.22) 
*Vr — Dvrr 
Le chariot et le point se deplacent ensemble selon I'axe x, il est done possible de poser que leur 
I'acceleration est equivalents: 
xp = xw (E.23) 
En utilisant I'equation (E.21), les equations (E.15), (E.16) et (E.17) deviennent: 
mcxc = (iy — bvy-R) cos(a) sinQS) (E.24) 
mc% = (Fr ~ bvrr) sin(a) (E.25) 
mczc = mcg + (Fr - b^f) cos (a) cos(/?) (E.26) 
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En additionnant I'equation (E.18) avec I'equation (E.20), la composante de la force de reaction du 
chariot selon I'axe x, notee Nwx, est annulee. II reste done simplement a substituer les equations 
(E.21) et (E.22) dans le resultat: 
(mw + mp)xw = FX- bvxx„ - (Fr - bvrr) cos(a) sin(/?) (E.27) 
En substituant les equations (E.21) et (E.22) dans I'equation (E.19), I'equation suivante est obtenue : 
™wyw = Fy- bvyyw - (7y - b„r) sin(a) (E.28) 
Finalement, les equations d'etats non lineaires du modele variables d'etat sont obtenues en 
organisant, sous forme d'une matrice colonne, les equations precedentes qui definissent dxc/dt: 
xw + r cos(a) sin(/?) — r sin(a)a sin(/?) + r cos(a) cos(/?) $ 
(Fr - bvRr) cos(a) sin(/?) 
yw + r sin (a) + r cos (a) a 
(Fr - bVRr) sin(a) 
r cos(a) cos(/?) — r sin(a) a cos(/?) — r cos(a) sin(/?) ft 
m
c9 + (.Fr ~ bvRr) cos(a) cos(/?) 
xw 
Fx ~ bvxxw - {Fr - bvRr) cos(a) sin(/J) 
Vw 




Les equations de sorties du modele variables d'etat, e'est-a-dire les equations qui definissent ycti et 
Vrnes e n fonction de xs sont presentees a I'equation suivante : 
\xw + r cos(a) sin(/?)] 










La version linearisee de la dynamique decrit le comportement du systeme autour d'un point 
d'operation definit par % ou ~xc et u. Ce dernier est represents mathematiquement par: 
Axs — xs — xs 
Axc = xc - ~xc 
Au = u — u 
(E.31) 
L'expression lineaire de I'equation d'etats, e'est-a-dire, dAxc/dt est obtenue en prenant les derivees 
partielles de h(xs,u) par rapport a xs et a u evaluees au point d'operation choisi: 
dAxc dh _ _ dh , 
^
 = _ f e S ) ^ + _ ( ^ u (E.32) 
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Cependant, ce modele variables d'etat n'est pas sous une forme standard, car il fait intervenir les 
etats des deux bases (cartesienne et spherique). Pour obtenir cette forme standard, il faut lineariser 
la matrice colonne M autour de x$ de maniere a obtenir Axc en fonction de Axs 
8M 
Axc = j^-(xs)Axs 
MA(xs) 
(E.33) 
En substituant cette equation dans I'equation (E.32) et en mettant en evidence Axs, il est possible 





- = M J 1 ^ ) ^ (xs, u) Axs + M?Qcs) ^<M)Au 
dh 
du (E.34) 
De la meme facon, I'expression linaire de I'equation de sorties du modele variables d'etat pour ycti 
et ymes est obtenue : 
dPcti . , dpctl AyM=
 -axT AXs+ ^ T Au 
tymes = dxs 
Axs + 
^ du , All 
(E.35) 
(E.36) 
Cgr.mes C*s W 
II est a noter que pmes(xs,u) est deja lineaire par rapport aux etats et aux entrees. En prenant le 
point d'operation suivant: 
xs = [xw 0 0 0 yw 0 0 0 r 0] 
u = [0 0 -mcg] 
(E.37) 
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Bgr(XS,U) = 

























De plus, les matrices de sorties Cgrcn, Dgrctl, Cgrmes et Dgrmes deviennent: 
Cgr.ctl (xsi U J — 
S(XS,U) = 
r i o r o o o o o o o 
0 0 1 0 0 0 0 0 0 0 
O O O O l O r O O O 
0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 
1 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 0 
0 0 0 
(E.40) 
Dgr,ctiyxs>u) — Dgr,mes\xS'U) — 
0 0 0 
0 0 0 
0 0 0 
LO 0 0 
Le modele Aqr, BQr, Cqr, Dgr peut etre utilise pour developper des lois de commande lineaires. 
'gr 
considerant que la grue est maintenue pres de son point d'equilibre pendant son operation. 
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E.4. Definition des parametres 
Les valeurs qui definissent les parametres utilises dans cette annexe sont presentees dans le Tableau 
E.4. 







































Ces parametres correspondent a ceux de la grue « 3d-crane » du laboratoire « TEAM » situe au 
Departement de genie electrique et de genie informatique de la Faculte de genie de I'Universite de 
Sherbrooke. Ms sont adequats pour faire le developpement de loi de commande. 
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