In this paper, we introduce an a ne scaling algorithm for semide nite programming, and give an example of a semide nite program such that the a ne scaling algorithm converges to a non-optimal point. Both our program and its dual have interior feasible solutions, and unique optimal solutions which satisfy strict complementarity, and they are nondegenerate everywhere.
Introduction
Semide nite programming (SDP) has remarkable resemblance with linear programming (LP), and it is known that several interior point methods for LP and their polynomial convergence analysis can be naturally extended to SDP ( Zhang 34] ).
The a ne scaling algorithm for LP is originally proposed by Dikin 5] , and rediscovered by Barnes 4] , and Vanderbei, Meketon and Freedman 33] after Karmarkar 11] proposed the rst polynomial-time interior point method. The a ne scaling algorithm has been widely implemented and extensively studied, but unlike many other interior point methods, the question of whether the a ne scaling algorithm is polynomially convergent is still an open problem. The strongest convergence result so far is due to Tsuchiya and Muramatsu 30] , which establishes global convergence of the a ne scaling algorithm where the step is taken as a xed fraction less than or equal to 2=3 of the whole step to the boundary of the feasible region. Simpler proofs of the same global convergence results can also be found in Monteiro, Tsuchiya and Wang 18], Saigal 26] , and Saigal 27] .
The a ne scaling algorithm, like other polynomial-time interior point methods, can also be naturally extended to SDP. Faybusovich 6] investigated the a ne scaling vector eld for SDP, Faybusovich 7] proposed the discrete version of the a ne scaling algorithm, and Goldfarb and Scheinberg 8] proved the global convergence of the associated continuous trajectories. So far, there exists no convergence analysis for the discrete version of the a ne scaling algorithm for SDP.
In this paper, we give an instance of SDP such that the a ne scaling algorithm converges to a nonoptimal point. We prove that for both the short and the long step version of the a ne scaling algorithm, there exists a region of starting points such that the generated sequence converges to a non-optimal point. Our program and its dual have interior feasible solutions, and unique optimal solutions which satisfy strict complementarity. Furthermore, both programs are nondegenerate in the sense of Alizadeh, Haeberly, and Overton 3] . This paper is organized as follows. In Section 2, we introduce the a ne scaling algorithm for SDP. In Section 3, we give an instance of SDP, and apply the a ne scaling algorithm to this program. In Sections 4 and 5, we prove that the long step and the short step a ne scaling algorithm converge to a non-optimal point, respectively. In Section 6, we give some concluding remarks.
2 The A ne Scaling Algorithm for SDP Let S(n) denote the set of n n real symmetric matrices. Consider the SDP problem min C X subject to A i X = b i ; i = 1; : : :; m; X 0;
where C; X; A i 2 S(n), the operator denotes the standard inner product in S(n), i.e., C X 4 = tr(CX) = P i;j C ij X ij , and X 0 means that X is positive semide nite. Similarly, X 0 means that X is positive 
We assume that an interior (i.e., positive de nite) feasible point of the primal problem (1) exists, and the matrices A i ; i = 1; : : :; m are linearly independent.
There are several equivalent characterization of the a ne scaling direction for LP. Similarly, we can de ne the a ne scaling direction for SDP in di erent ways. Here we de ne the a ne scaling direction for SDP by rst de ning the associated dual estimate. For a detailed motivation of the a ne scaling algorithm for LP, we recommend the textbook by Saigal 27] which deals with this algorithm extensively.
Given an interior feasible solution X 0, we de ne the dual estimate (u(X); S(X)) as the unique solution of the following optimization problem:
Using the Karush-Kuhn-Tucker condition, we solve the above problem and get the explicit formula
where G(X) 2 S(m) and p(X) 2 R m are such that G ij (X) = tr(A i XA j X) and p j (X) = tr(A j XCX) for all i; j = 1; : : :; m, respectively. Here, the linear independence of the A j 's ensures that G(X) is invertible. In fact, we have the following proposition.
Proposition 1 If X 0, then G(X) 0.
Proof : First, we note that for any matrices M 1 and M 2 which have appropriate sizes, tr(M 1 M 2 ) = tr(M 2 M 1 )
holds. By using this property and the linearity of the trace, we have for any v 2 R m In (3), any decomposition of X = MM t can be used instead of X 1=2 , because kM t SMk 2 F = tr(SXSX) = kX 1=2 SX 1=2 k 2 F . Namely, the dual estimate is independent of the choice of decomposition. We however use X 1=2 for notational simplicity.
The a ne scaling direction D(X) is de ned as
The following proposition gives some properties of D(X).
Proposition 2 We have
A j D(X) = 0 (7) for all j = 1; : : :; m, and C D(X) = kX 1=2 SX 1=2 k 2 F : (8) Proof : The rst equation can easily be seen from (4) as
Hence,
holds for all j, and we have
For the a ne scaling algorithm, there are two major strategies to de ne the step size: short step strategy and long step strategy.
In the short step strategy, the step size parameter is determined with respect to the Dikin's ellipsoid. Speci cally, the iteration of the short step a ne scaling algorithm can be written as
where 1 is a step size parameter. It is easily seen that the condition 1 ensures that the next point X k+1 is feasible.
The long step strategy, which is widely used in practice in case of LP, means that the next iterate is chosen by moving a ( xed) ratio of the whole step to the boundary of the feasible region in the direction of a ne scaling direction, namely,
(13) where (X) = sup f > 0 j X ? D(X) 0 g ; (14) and < 1 is the ratio.
In the following section, we give an instance of (1) for which both the long step and the short step a ne scaling algorithm fail to converge to an optimal solution.
An Example
We consider the following SDP problem, min 1 0 0 1 X subject to 0 1 1 0 X = 2; X 0; (15) and its dual max2u subject to S + u 0 1 1 0 = 1 0 0 1 ; S 0;
where X; S 2 S(2) and u 2 R. The equality condition of (15) implies that the o -diagonal elements of X must be 1 if X is feasible. Therefore, putting X = x 1 1 y ; (17) and noting that X 0 , x 0; y 0; xy 1, we can transform the problem (15) into an equivalent form: min x + y subject to x 0; y 0; xy 1: (18) In fact, the relation (17) implies the one-to-one correspondence between feasible solutions of (15) and (18) . From this relation, we can easily see that X is an interior feasible solution if and only if xy > 1, thus xy = 1 implies that the corresponding X is on the boundary of the feasible region of (15) . Noting that optimal solution of (18) is (x; y) = (1; 1), we can easily verify that X = 1 1 1 1 ; and (u ; S ) = 1; 1 ?1 ?1 1 (19) are the unique optimal solutions of the primal (15) and the dual (16), respectively, that the optimal values coincide, and that X and (u ; S ) satisfy strict complementarity, namely, we can decompose X and (u ; S ) as X = Q 2 0 0 0 Q t ; and S = Q 0 0 0 2 Q t ;
where
is the orthogonal matrix whose columns are the eigenvectors of X and S corresponding to each nonzero eigenvalues.
We can calculate the dual estimate by (4) (29) which is the expression of the a ne scaling algorithm in the (x; y)-space. In other words, the sequence fX k g generated by the a ne scaling algorithm for the SDP (15) corresponds to the sequence f(x k ; y k )g generated by (28) and (29) through the mapping (17).
Let us de ne F 4 = f (x; y) j xy > 1; x < 1; y > 1 g. The initial point from which the a ne scaling algorithm fails will be chosen in this region. In the remaining of this section, we will gradually show that the sequence generated by the a ne scaling algorithm cannot escape from this region, from which the convergence of the sequence (Corollary 5) follows.
Proposition 3 Assume that we do one iteration (28) and (29) 
This proposition follows from (28) and (29) by a straightforward calculation, thus we omit the proof. As was mentioned after (18) , (x + ; y + ) is on the boundary of the feasible region if and only if x + y + = 1, which implies that the left hand side of (30) Since R(x; y) > 0 on F, the coe cient of 2 and the constant part of this quadratic equation have the opposite signs, from which it follows that one of the solutions of (32) is positive, and the other negative. Let (x; y) be the positive solution of (32), which is the distance to the boundary of the feasible region.
Proposition 4 Let (x; y) 2 F and (x + ; y + ) be the next iterate of the a ne scaling algorithm with arbitrary step size choice. Then we have x + x, y + y, and (x + ; y + ) 2 F. Proof : fx k g is monotonically increasing and bounded above by 1, thus has a limit point. Similarly, fy k g is monotonically decreasing and bounded below by 1. Thus fy k g also has a limit point, and f(x k ; y k )g converges. 2 4 The Long Step A ne Scaling Algorithm
We consider the long step a ne scaling algorithm in this section. Sincê (x; y) x 2 ? 1 y 2 ? 1
is the whole step of the way to the boundary of the feasible region in the (x; y)-space, the iteration of the long step a ne scaling algorithm can be written as follows:
y k+1 = y k ? k^ (x k ; y k )((y k ) 2 ? 1);
(40) where k < 1 is the step size parameter.
Note that k may vary between iterations by this de nition. Obviously, this is a generalization of the long step strategy mentioned in the previous section. We use this de nition of the long step a ne scaling algorithm in what follows, which enables us to handle the short step case easily. 
We can bound the sum of^ (x k ; y k ) as follows: 
which implies
Therefore, we have (x L+1 ; y L+1 ) 2 F , which completes the proof. 2 5 The Short
Step A ne Scaling Algorithm
Now we turn to the short step a ne scaling algorithm. From (12) and (26), the iteration of the short step a ne scaling algorithm can be written as follows: 2(x 0 y 0 + 1) ;
then the limit point is contained in the closure of F .
Proof : We can regard the short step a ne scaling algorithm as the long step one with
It follows from (55) and (30) 
thus the theorem follows from Theorem 7. 2 It is easy to see that the inequality (57) can be satis ed for any and . In fact, given and , x x 0 < 1? , and assume that y 0 # 1=x 0 . The right hand side of (57) is greater than 2 2 (1 ? ? x 0 ) 6 (61) for y 0 < 2=x 0 , while the left hand side converges to 0. Therefore, there exists some y 0 which satis es (57).
Concluding Remarks
In our example, the dual estimates also converge to an infeasible point. In fact, we have from (24), 
where the last inequality follows from x 1 < 1. Hence, we have u(x 1 ; y 1 ) > 1, which implies that the limit of the dual estimates is infeasible. Note that the dual estimate is continuous everywhere on the feasible region. In LP, non-degeneracy assumption implies this condition, which produces a much simpler proof of the global convergence of the a ne scaling algorithm. Our example however, shows that this condition is not e ective in proving the global convergence of the a ne scaling algorithm for SDP. Some examples are known that interior point methods fail to converge to an optimal solution. For LP, Mascarenhas 16] shows that the a ne scaling algorithm fails if the step size is chosen at 0:999 of the way to the boundary in each iteration. His example is based on the zigzagging phenomena (see Terlaky and Tsuchiya 29] ) of the a ne scaling algorithm, and as a result, it is di cult to observe the failure in numerical experiment. In contrast, our example is not based on the zigzagging phenomena, thus not an extension of Mascarenhas' example to SDP. In fact, the failure can be numerically observed by choosing an initial point to satisfy (47) of Theorem 7 in the long step strategy or (57) of Theorem 9 in the short step strategy. For example, in the short step a ne scaling algorithm with step size = 0:5, the sequence generated from (x 0 ; y 0 ) = (0:20001; 5:0) converges to approximately (0:2078065619;4:8121675791), a non-optimal point.
For semi-in nite programming, Powell 24] and Vanderbei 32] show that the Karmarkaer's projective scaling algorithm and the a ne scaling algorithm, respectively, fail to converge to an optimal solution. It is well-known that SDP can be regarded as a kind of semi-in nite programming. However, the connection between interior point methods for semi-in nite programming and SDP has not been established yet.
Even though our example shows that the global convergence from arbitrary starting point is impossible, it may still be possible to prove global convergence from well-chosen starting points, or by allowing variable step sizes.
