Abstract. We establish the following well-posedness results on Ericksen-Leslie's parabolichyperbolic liquid crystal model: 1, if the dissipation coefficients β = µ4 − 4µ6 > 0, and the size of the initial energy E in is small enough, then the life span of the solution is at least −O(ln E in ); 2, for the special case that the coefficients µ1 = µ2 = µ3 = µ5 = µ6 = 0, for which the model is the Navier-Stokes equations coupled with the wave map from R n to S 2 , the same existence result holds but without the smallness restriction on the size of the initial data; 3, with further constraints on the coefficients, namely
Introduction
The hydrodynamic theory of liquid crystals was established by Ericksen [4, 5, 6] and Leslie [12, 13] in the 1960's (see also Section 5.1 of [19] ). The so-called Ericksen-Leslie system consists of the following equations of (ρ(x, t), u(x, t), d(x, t), where (x, t) ∈ R n × R + with n ≥ 2 :
   ∂ t ρ + div(ρu) = 0 , ρu = ρF + divσ , ρ 1ω = ρ 1 G +ĝ + divπ .
(1.1)
The system (1.1) represents the conservations laws of mass, linear momentum and angular momentum respectively. Here, ρ is the fluid density, ρ 1 ≥ 0 is an inertial constant, u = (u 1 , · · · , u n ) ⊤ is the flow velocity, d = (d 1 , · · · , d n ) ⊤ is the direction field of the liquid molecules with the constraint |d| = 1. Furthermore,ĝ is the intrinsic force associated with d, π is the director stress, F and G are external body force and external director body force, respectively. The superposed dot denotes the material derivative ∂ t + u · ∇. The following notations
represent the rate of strain tensor, skew-symmetric part of the strain rate, the material derivative of d and the rigid rotation part of director changing rate by fluid vorticity, respectively. The constitutive relations forσ, π andĝ are given by:
Here p is the pressure, the vector β = (β 1 , · · · , β n ) ⊤ and the scalar function γ are Lagrangian multipliers for the constraint |d| = 1, and W is the Oseen-Frank energy functional for the November 5, 2018.
1 equilibrium configuration of a unit director field:
where the coefficients k 1 , k 2 , k 3 , and k 4 are the measure of viscosity, depending on the material and the temperature. The kinematic transport g is given by:
which represents the effect of the macroscopic flow field on the microscopic structure. The material coefficients λ 1 and λ 2 reflects the molecular shape and the slippery part between the fluid and the particles. The first term of (1.4) represents the rigid rotation of the molecule, while the second term stands for the stretching of the molecule by the flow. The stress tensor σ has the following form:
These coefficients µ i (1 ≤ i ≤ 6) which may depend on material and temperature, are usually called Leslie coefficients, and are related to certain local correlations in the fluid. Usually, the coefficients µ 4 > 0, µ i ≥ 0 for (1 ≤ i ≤ 6, i = 4). Moreover, the following relations are frequently introduced in the literature.
The first two relations are necessary conditions in order to satisfy the equation of motion identically, while the third relation is called Parodi's relation, which is derived from Onsager reciprocal relations expressing the equality of certain relations between flows and forces in thermodynamic systems out of equilibrium. Under Parodi's relation, we see that the dynamics of an incompressible nematic liquid crystal flow involve five independent Leslie coefficients in (1.5). For simplicity, in this paper, we assume the external forces vanish, that is, F = 0, G = 0, and the density is constant, i.e. ρ = 1, which immediately yields the incompressibility divu = 0 . Moreover, we take k 1 = k 2 = k 3 = 1, k 4 = 0 in (1.3), then
Since |d| = 1, this can be further simplified as 2W = |∇d| 2 , which implies
Taking β i = 0, then π ij reduces to
Thus the third equation of (1.1) is ρ 1d = ∆d + γd + λ 1 (ḋ − Bd) + λ 2 Ad .
(1.9)
Since |d| = 1, it is derived from multiplying d in (1.9) that γ ≡ γ(u, d,ḋ) = −ρ 1 |ḋ| 2 + |∇d| 2 − λ 2 d ⊤ Ad .
(1.10)
The detailed derivation of (1.10) will be given later with deeper comments on its meanings and implications.
Combining the first equality of (1.2) and (1.7), one can obtain that divσ = −∇p − div(∇d ⊙ ∇d) + divσ ,
On the other hand, it can yield that by (1.5) divσ = 1 2 µ 4 ∆u + divσ ,
Hence, Ericksen-Leslie's parabolic-hyperbolic liquid crystal model reduces to the following form:
   ∂ t u + u · ∇u − 1 2 µ 4 ∆u + ∇p = −div(∇d ⊙ ∇d) + divσ , divu = 0 , ρ 1d = ∆d + γd + λ 1 (ḋ − Bd) + λ 2 Ad , (1.11) on R n × R + with the constraint |d| = 1, where the Lagrangian multiplier γ is given by (1.10) .
In this paper, our main concern is the Cauchy problem of (1.11) with the initial data: 12) where d in andd in satisfy the constraint and compatibility condition:
Let us remark that a particularly important special case of the parabolic-hyperbolic system of Ericksen-Leslie's model is that the term divσ vanishes. Namely, the coefficients µ ′ i s, (1 ≤ i ≤ 6, i = 4) of divσ are chosen as 0, which immediately implies λ 1 = λ 2 = 0. Consequently, the system (1.11) reduces to a model which is Navier-Stokes equations coupled with a wave map from R n to S 2 :
(1.14)
1.1. ρ 1 = 0, λ 1 = −1, parabolic model. When the coefficients ρ 1 = 0 and λ 1 = −1 in the third equation of (1.11), the system reduces to the parabolic type equations, which are also called Ericksen-Leslie's system in the literatures. The static analogue of the parabolic Ericksen-Leslie's system is the so-called Oseen-Frank model, whose mathematical study was initialed from Hardt-Kinderlehrer-Lin [8] . Since then there have been many works in this direction. In particular, the existence and regularity or partial regularity of the approximation (usually Ginzburg-Landau approximation as in [16] ) dynamical Ericksen-Leslie's system was started by the work of Lin and Liu in [16] , [17] and [18] .
For the simplest system preserving the basic energy law
which can be obtained by neglecting the Leslie stress and specifying some elastic constants. In 2-D case, global weak solutions with at most a finite number of singular times was proved by Lin-Lin-Wang [15] . The uniqueness of weak solutions was later on justified by Lin-Wang [20] and Xu-Zhang [29] . Recently, Lin and Wang proved global existence of weak solution for 3-D case in [21] .
For the more general parabolic Ericksen-Leslie's system, local well-posedness is proved by Wang-Zhang-Zhang in [27] , and in [10] regularity and existence of global solutions in R 2 was established by Huang-Lin-Wang. The existence and uniqueness of weak solutions, also in R 2 was proved by Hong-Xin and Li-Titi-Xin in [9] [14] respectively. Similar result was also obtained by Wang-Wang in [25] . For more complete review of the works for the parabolic Ericksen-Leslie's system, please see the reference listed above. 11) is a parabolic-hyperbolic system for which there is very few works comparing the corresponding parabolic model. The only notable exception might be for the most simplified model, say, in (1.14), taking u = 0, the spacial dimension is 1. For this case, the system (1.14) can be reduced to a so-called nonlinear variational wave equation. Zhang and Zheng (later on with Bressan and others) studied systematically the dissipative and energy conservative solutions in series work starting from late 90's [30, 31, 32, 33, 34, 35, 36, 37, 1, 38, 39, 2] .
For the multidimensional case, to our best acknowledgement, there was no mathematical work on the original parabolic-hyperbolic Ericksen-Leslie's system (1.11). Very recently, De Anna and Zarnescu [3] considered the inertial Qian-Sheng model of liquid crystals which couples a hyperbolic type equation involving a second order derivative with a forced incompressible Navier-Stokes equations. It is a system describing the hydrodynamics of nematic liquid crystals in the Q-tensor framework. They proved global well-posedness and twist-wave solutions. Furthermore, for the inviscid version of the Qian-Sheng model, in [7] , Feireisl-RoccaSchimperna-Zarnescu proved a global existence of the dissipative solution which is inspired from that of incompressible Euler equation defined by P-L. Lions [22] .
It is well-known that the geometric constraint |d| = 1 brings difficulties (particularly in higher order nonlinearities) on the Ericksen-Leslie's system (1.11), even in the parabolic case ρ 1 = 0. In [27] , Wang-Zhang-Zhang treated the parabolic case to remove this constraint by introducing a new formulation of parabolic version of (1.11). The key feature of their formulation is projecting the equation of d (the third equation of (1.11) with ρ 1 = 0) the space orthogonal to the direction d. However, for the genuine parabolic-hyperbolic system (1.11) with ρ 1 > 0, this technique seems not work. Indeed, projecting the third equation of the system (1.11) into the orthogonal direction of d, we have:
where I denotes the n × n identical matrix. If taking ρ 1 = 0 and λ 1 = −1, (1.16) is exactly what was employed in [27] . But for the case ρ 1 > 0, the third equation in (1.16) include only (I − dd) ·d, while the parallel part of the second derivative term, i.e. dd ·d is not included so it will have trouble on the energy estimate. In [27] , this is not a problem since ρ 1 = 0, the leading order termḋ − Bd is automatically orthogonal to d.
Our approach is projecting the third equation of (1.11) to the direction parallel to d:
from which we can determine the Lagrangian multiplier γ = −ρ 1 |ḋ| 2 + |∇d| 2 − λ 2 d ⊤ Ad. Now, the key point is: with γ given in this form, if the initial data d in ,d in satisfy |d in | = 1 and the compatibility conditiond in · d in = 0, then for the solution to (1.11), the constraint |d| = 1 will be forced to hold. Hence, these constraints need only be given on the initial data, while in the system (1.11), we do not need the constraint |d| = 1 explicitly any more. These facts will be stated and proved in Section 2. We remark that spiritually this is similar to [23] in which they used an unconstrained formulation of the Navier-Stokes equations, namely, the incompressibility is not required in the equations, but only imposed on the initial data.
1.3. Main results. In this paper, we establish the following three well-posedness results: first, if the viscosity µ 4 is large, namely, β ≡ µ 4 − 4µ 6 > 0, and the initial energy E in is small enough, then the life span of the Ericksen-Leslie's parabolic-hyperbolic liquid crystal system (1.11)-(1.12) is at least −O(ln E in ). Second, for the special case µ 1 = µ 2 = µ 3 = µ 5 = µ 6 = 0, same existence and life span of the system (1.14)-(1.12) hold, but without the smallness restriction on the initial energy. Third, if the viscosity µ 4 is even larger, namely,
To prove the theorem, one of the key is that the constraint |d| = 1 is not needed so that we can construct the approximate system. Next, we derive the energy estimate for the approximate system from which we use standard compactness method to prove the local existence of the smooth solution which automatically obey |d| = 1. With further damping property and new estimate, we extend the local solution to global in time.
The organization of this paper is as follows: in the next section, we justify the relation between the Lagrangian multiplier γ and the constraint |d| = 1. In Section 3, we construct the approximate equation of (1.11). As mentioned above, in the approximate construction we do not need the constraint |d| = 1. In section 4, we provide an apriori estimate of the approximate system. Then the solution to the approximate equation and their compactness will be proved in Section 5.
2. Lagrangian multiplier γ and constraint |d| = 1
In this section, we prove the following Lemma on the relation between the Lagrangian multiplier γ and the geometric constraint |d| = 1.
If the constraint |d| = 1 is required, then the Lagrangian multiplier γ is
Conversely, if we give the form of γ as (2.1) and d satisfies the initial data conditions
Proof. If |d| = 1, we multiply d in the third equation of the system (1.11) and then we get
Since |d| = 1, the above equation reduces to
Conversely, if we give γ = −ρ 1 |ḋ| 2 + |∇d| 2 − λ 2 d ⊤ Ad, from the above calculation and the initial conditions we have
Let h = |d| 2 − 1. Then h solves the following Cauchy problem for a given smooth u:
For a given smooth divergence-free u we consider the following flow
Then by substituting it into the equation (2.3) we obtain
By letting ψ(t, x) = h(t, X(t, x)), it can be rewritten as
Our goal is to verify ψ(t, x) = 0 for all times t. Noticing that
We denote by Z(t, x) ≡ λ 1 ∂ t ψ(t, x) + 2γ(t, X(t, x))ψ(t, x). Multiplying by ∂ t ψ in the equation (2.4) and integrating by parts over R n , we have 1 2
which implies that
Then by integrating on [0, t] we have
and
According to the inequalities (2.5), (2.6) and (2.7), we observe that for all 0
where
Then it is derived from Gronwall inequality and the fact G(0) = 0 that
holds for all t ∈ [0, T ]. Consequently, ψ(t, x) = 0 holds for all times t and then the proof of Lemma 2.1 is finished.
We remark that if let ρ 1 = 0 in (2.2) (in this case, the Lagrangian multiplier γ will make the corresponding change), and the initial data |d in | = 1, then we can also prove at later time |d| = 1. This is the case considered in [27] , although it is not treated in this way there.
3. Approximate system 3.1. The approximate system of (1.11). We first construct the approximate system of (1.11):
Here the mollifier operator J ǫ is defined as
and F is the standard Fourier transform, P is the Leray projection,
. Furthermore, we still useḋ ǫ denote the approximate material derivative of d ǫ :
the approximate stress tensor:
and γ(J ǫ u ǫ , J ǫ d ǫ , J ǫḋ ǫ ) the approximate Lagrangian multiplier:
3.2. The local existence of the approximate system (3.1). The following standard technical lemma will be frequently used later in this paper.
Lemma 3.1.
(1)The following calculus inequality
(3)For any u ∈ H s and k ∈ Z + {0}, the inequalities hold:
Proof. These properties are standard and we omit the proof. The details can be found in [24] for instance.
Proof. We need only to verify the Lipschitz continuity of the functions F ǫ (·, ·, ·) in the product space H s × H s × H s . In general, we define the norm on a space
By Sobolev embedding and Lemma 3.1, for any u 1 ,
H s , and
and by similar estimating
Furthermore, similar arguments and Lemma 3.1 induce to the estimates for all
for some positive increasing functions f (·, ·, ·) and g(·, ·, ·) on their variables, and
Then combining the estimates (3.4), (3.5) and (3.6) implies that for all u i ,ḋ i ,
where I(·, ·, ·) is a positive increasing function on its variables. Hence F ǫ is locally Lipschitz on H s ×H s ×H s . Then the ODE theory implies that there exists a unique solution (
to the system (3.1) on the maximal interval [0, T ǫ ) and then we finish the proof of Lemma 3.2 .
We emphasize that this proposition holds for general case
is also a solution to the system (3.1).
, and
Uniform Energy Estimate.
In this section, we want to obtain apriori energy estimate of the system (3.8). For all s > n 2 + 2 we define energy functionals
H s . For any integer s ≥ 1 we define the homogeneous Sobolev spacesḢ s (R n ):
8). Then there exists a constant
and the constant
Proof. L 2 -Estimates. By the relations ∂ t d ǫ =ḋ ǫ − J ǫ (u ǫ · ∇d ǫ ) and divu ǫ = 0 we know that
Multiplyingḋ ǫ in the third equation of (3.8) and integrating on R n by parts, one may obtain by the facts (
Multiplying by u ǫ in the first equation of (3.8) and integrating on R n by parts, one can derive by the facts (
Now we estimate the term − σ(u ǫ , d ǫ ,ḋ ǫ ), ∇u ǫ . It is calculated by integrating by parts, Hölder inequality and the fact d ǫ⊤ B ǫ d ǫ = 0
Then the inequalities (4.4), (4.5) and (4.6) give the following basic L 2 -estimate:
H
It is derived that by Hölder inequality, Sobolev embedding and the fact divu = 0
The term ∇ k divσ(u ǫ , d ǫ ,ḋ ǫ ), ∇ k u ǫ , which can be divided into five parts (µ 1 , µ 2 , µ 3 , µ 5 , µ 6 ), remains to be estimated. First, we estimate the µ 1 -part:
According to Hölder inequality and Sobolev embedding, we calculate that
H s , and by the same estimation of the term I 1
H s . So we get the estimate of the µ 1 -part
Second, we estimate the µ 2 -part:
H s . Third, by similar arguments on estimating the µ 2 -parts, we get the estimate of the µ 3 -part:
Fourth, we estimate the µ 5 -part:
H s . Finally, the same arguments on the estimate of the µ 5 -part implies the bound of the µ 6 -part:
Substituting the inequalities (4.9), (4.10), (4.11), (4.12), (4.13), (4.14) and (4.15) into (4.8), one has 1 2
Taking ∇ k in the third equation of (3.8), multiplying by ∇ kḋǫ , integrating by parts, one easily obtains
By using Hölder inequality and Sobolev embedding, one can directly calculate the following estimates:
and by similarly estimating on the term R 6
Combining the inequalities (4.18), (4.19) , (4.20) , (4.21), (4.22), (4.23) and (4.24), it can be derived from (4.17) that the following estimate holds:
As a consequence, it is derived from the inequalities (4.3), (4.26) and (4.27) that 1 2
which immediately implies the inequality (4.1) and then the proof of Lemma 4.1 is finished.
We emphasize that if |d ǫ | = 1, we know that
Then the L 2 -estimate (4.7) would be presented as
holds for all ǫ > 0 and t ∈ [0, T * ǫ ]. Thus there is a 0 < T ≤
So there is an ǫ 0 = min 1,
Moreover, by the continuity of E ǫ (t) we know that T * ǫ ≥ T . As a consequence, we obtain that for all t ∈ [0, T ]
By the inequality (4.27) we also know that for all ǫ > 0 and t
Thus we know that there exist functions
such that (extracting subsequence if necessary) Noticing that s > n 2 + 2, one can estimate by Lemma 3.1, the equations (3.8), the bounds (5.1) and Sobolev embedding theory that
Now we estimate the terms S 1 , S 2 , S 3 and S 4 . We can estimate that by (5.1), (5.2), Hölder inequality and Sobolev embedding
Thus the following bound holds uniformly in ǫ :
Thanks to the Aubin-Lions lemma, the weak convergence (5.3) and the bounds (5.5), (5.6) and (5.7) reduce to the following convergence
Indeed, by Lemma 3.1, we have
With the similar arguments in (5.5) we know that
Then this claim holds. Furthermore, by (5.5) one knows that
where the limits are considered in the sense of distribution. Consequently, it reduces to ∂ t d ∈ L ∞ (0, T ; H s ) and w =ḋ ∈ L ∞ (0, T ; H s ). Namely,
Assuming that s ′ ≥ n 2 + 2, we have continuous embeddings H s ′ ֒→ C 2 . Then the following convergence holds:
Thus by the first equation of the approximate system (3.8) we observe that
in the sense of distribution. Then the convergence (5.11) and (5.12) imply that
Similarly, the strong convergence (5.10) and the third equation of (3.8) reduce to
strongly in L ∞ (0, T ; C 0 ) and ǫ → 0, and then 
and ∂ tḋ ∈ L ∞ (0, T ; C 0 ). Therefore, combining the equations (5.4), (5.9), (5.13) and (5.16), we know that (u, d) satisfies the system  
where γ = −ρ 1 |ḋ| 2 + |∇d| 2 − λ 2 d ⊤ Ad and (u, d) obeys the initial data conditions (1.12) and (1.13). Moreover, the inequality (5.2) implies that |d| L ∞ < ∞. Then Lemma 2.1 yields the geometric constraint |d| = 1.
Furthermore, by Fatou lemma, the bound (5.1) implies that
The proof of Part (I) of Theorem 1.1 is finished.
5.2. The proof of Part (II) of Theorem 1.1. Since µ 1 = µ 2 = µ 3 = µ 5 = µ 6 = 0, the inequality (4.2) in Remark 4.1 immediately implies that for any ǫ > 0 and all 17) where the constant
We claim that for any fixed 0 < T <
and for all ǫ > 0, t ∈ [0, T ]
where the quantity 
Thus for any fixed ǫ > 0 and for all t ∈ [0, T ]
Let a = Y (E in )e 4C 2 T ∈ (0, 1) and y = E ǫ (t) ≥ 0, then (1 − a)y 2 + 2(1 − a)y − a ≤ 0 .
Consequently, we have
Thus the claim is justified. We claim that T ǫ ≥ T . Indeed, if T ǫ < T , by the continuity of E ǫ (t) we know that E ǫ (T ǫ ) < ∞. Then we can extend the solutions constructed in Lemma 3.2, which contradicts with the fact that [0, T ǫ ) is the maximal interval for the existence of the solutions. So T ǫ ≥ T .
In fact, by the arbitrariness of T we know that
. As a consequence, if E in < ∞, then there exists a 0 < T <
such that for any ǫ > 0 and for all t ∈ [0, T ] where γ = −ρ 1 |ḋ| 2 + |∇d| 2 − λ 2 d ⊤ Ad . By using the Sobolev embedding W 1,2 ֒→ L 4 and W 2,2 ֒→ L ∞ for n = 2, 3 and Hölder inequality, we have 
where 
≤C(|∇d|
|∇ a d| L 6 |∇ b d| L 6 |∇ c d| L 6 |∇ e+1 u| L ∞ |∇ k+1 d| L 2 +3|λ 2 | a+b+e=k−1 a,b≥1 |∇ a d| L 6 |∇ b d| L 6 |∇ e+1 u| L 6 |∇ k+1 d| L 2 +6|λ 2 | a+e=k−1 a≥1 |∇ a d| L 4 |∇ e+1 u| L 4 |∇ k+1 d| L 2 + 6|λ 2 ||∇ k u| L 2 |∇ k+1 d| L 2 ≤Cλ 2 | a+b+c+e=k−1 a,b,c≥1 |∇ a+1 d| L 2 |∇ b+1 d| L 2 |∇ c+1 d| L 2 |∇ e+3 u| L 2 |∇ k+1 d| L 2 (5.25) +C|λ 2 | a+b+e=k−1 a,b≥1 |∇ a+1 d| L 2 |∇ b+1 d| L 2 |∇ e+2 u| L 2 |∇ k+1 d| L 2 +C|λ 2 | a+e=k−1 a≥1 |∇ a+1 d| L 2 |∇ e+2 u| L 2 |∇ k+1 d| L 2 + 6|λ 2 ||∇ k u| L 2 |∇ k+1 d| L 2 ≤C|λ 2 ||∇ k+1 u| L 2 (|∇ k+1 d| 2 L 2 + |∇ k+1 d| 3 L 2 + |∇ k+1 d| 4 L 2 ) + 6|λ 2 ||∇ k u| L 2 |∇ k+1 d| L 2 ≤6|λ 2 ||∇ k u| L 2 |∇ k+1 d| L 2 + C|λ 2 ||∇u| H s |∇d|Ḣ s (|∇d| H s + |∇d|
