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Electrical field bursts are passively observed when a non-wetting fluid displaces a 
wetting fluid in a porous material (drainage) as well as during imbibition experiments. 
Sandbox and Helle-Shaw Cell experiments were conducted with various sized glass 
beads to study these electrical disturbances using a network of very sensitive non-
polarizing electrodes located in relevant locations within the experiment set-ups. 
Drainage exhibits many more electrical bursts, with a higher magnitude, than imbibition. 
These events are only observed during drainage or imbibition, not prior to or after the 
water is flowing inside the porous material.  We point out the possible relationship 
between the formation of Haines Jumps and the occurrence of these electrical bursts. 
These bursts show a power law distribution during drainage with a power law exponent 
averaging about -1.83± 0.25 among the experiments described herein, in agreement with 
previously published studies using pressure, acoustic, and hydro-acoustic events. 
Imbibition does not display the same power law relationship. The best fit for the mean 
exponent of the power law relationship for the imbibition tests is an exponent of -1.24 ± 
0.22.  These new observations could be used to develop a new methodology to use 
acoustic signals and electrical bursts to monitor two-phase flow in porous rocks.
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The importance in understanding the phenomenology associated with unsaturated flow 
cannot be understated.  Two-phase and multiphase fluid flow is often present in oil 
reservoirs and vadose zone environments.  Specifically, in reservoir environments where 
water and/or gas are the drivers, or in enhanced recovery operations employing water or 
steam or other immiscible fluid floods, two-phase flow is present.  In vadose zone 
applications, two-phase flow is present during irrigation of crops, flow of contaminants 
such as hydrocarbons or other environmentally hazardous materials, and in the presence 
of flowing unconfined aquifers.  Reservoir development and management in the oil 
industry and applications of vadose zone hydrology can benefit from signals generated 
from within reservoirs or the vadose zone by unsaturated fluid flow.  Pressure, electrical, 
and acoustic signals that are uniquely related to unsaturated flow may be geophysically 
exploitable in a way that would facilitate fluid flow imaging, allowing the tracking of 
fluid-fluid fronts of fluids with different viscosities.  This has numerous geophysical 
applications ranging from enhanced oil recovery monitoring, oil field production 
monitoring and water flow in the vadose zone (Linde et al. 2007; Crandall et al. 2008; 
Jackson 2008; Lac and Sherwood 2009; Jardani et al. 2007).  This research effort applies 
electrical potential measurements to unsaturated fluid flow associated with water-air fluid 
interactions in unconsolidated sand and glass beads of three different sizes.  The passive 
measurement of  electrical potentials at the surface of the earth, a method called self-
1
potential, is one of the oldest geophysical method (Fox 1830).  The self-potential method 
(e.g., Jardani et al., 2008, 2009) is a passive electrical method in which the fluctuations of 
the electrical potential associated with in situ sources of electrical currents is recorded 
using a set of electrodes.  Electrical potential measurements have been and are currently 
used to monitor pumping tests and to invert for the permeability and the specific storage 
of porous materials (Malama 2009a, b; Jardani 2007).  In this work, the self-potential 
measurement method has been applied to unsaturated fluid flow using a real time, high 
sensitivity voltage measurement system similar to a seismic data acquisition system.  
In a porous material all minerals in contact with water develop a surface charge through 
polarization at the mineral surface.  Part of this charge is neutralized by sorption of 
counterions in the so-called Stern layer.  The neutrality is achieved by the presence of an 
excess of charge in the vicinity of the mineral surface through Coulombic interaction 
with the charge attached to the mineral framework.  This phenomenon is known as the 
electrical double layer.  This implies that the pore water in the vicinity of the mineral 
framework carries a net amount of charge caused by the attraction of ions from 
disassociated salts and other dissolved minerals from the bulk volume of the pore water. 
These ions are attratcted toward the surface of the mineral framework (positive and 
sometimes negative ions) to counterbalance the surface charge (Leroy et al. 2007).  The 
bulk of the pore water is considered to be an infinite charge sink, replaces the charge 
imbalance caused by the migration of charge toward the mineral surface, and therefore 
has a net neutral charge.  This charge balancing rapidly achieves electrostatic equilibrium 
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while the pore water is hydrostatic.  The flow of water within the pore space causes the 
dragging of these ions near the mineral framework and therefore is equivalent to a source 
of current density (charge moving per unit surface area per unit time) called the streaming 
current.  The associated electrical field is called the streaming potential.
Drainage, employing an immiscible non-wetting phase like air, through a porous 
medium, initially saturated by a wetting phase like water, takes place under a process 
called invasion percolation (Aker et al. 2000; Crandall et al. 2009).  In a granular material 
like sand, large pores are connected by smaller throats.  The invading non-wetting fluid 
(air) will get held up at the throats between the pores where the capillary forces are 
greatest.  As the wetting phase (water in the experiments reported below) is continuously 
removed from below, the air/water interface at the throat with the largest radius will 
become unstable.  Finally when the capillary entry pressure of the throat is exceeded, the 
throat spontaneously fills with air.  All the larger pores connected to it fill with the air 
along with it.  The wetting/non-wetting interface then re-stabilizes at throats behind the 
pores that are smaller than the initial throat that gave way.  Consequently, if one or many 
of the other throats connected to the newly filled pore are larger than the initial throat 
holding the interface, these throats and subsequent pores spontaneously fill with the non-
wetting phase also.  Therefore once the interface at a particular throat becomes unstable, 
it causes an avalanche of pore and throat fillings with air that will only stop at throats 
smaller than the first throat.  This jump of the position of the meniscus is called a Haines 
jump (Haines 1930; Aker et al. 2000; Crandall et al. 2009).
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Imbibition is also characterized by Haines jumps.  However, it is also a collective 
process, and the invaiding wetting fluid capillary forces will hold up the fluid flow at the 
large pores.  Once a certain pore fills, all of the throats connected to that pore fill as they 
are smaller in size.  However, during imbibition, even if a small pore lies behind a large 
pore, the small pore may not spontaneously fill after the filling of the large pore.  This 
limits the size of the potential avalanches on imbibition when compared to drainage. 
Another process called "snapoff" is acting also during imbibition to decrease the size of 
the avalanches.  Water layers move along the edges of the pore space, allowing small 
throats ahead of the wetting front to fill spontaneously (Tuller and Or 2001).  These 
filling events would therefore consist of a single throat and may therefore not emit 
enough energy to be detectable. 
Based on the prior discussion of streaming potential and Haines Jumps, it is reasonable to 
assume that Haines Jumps occurring in unsaturated flow should generate electrical 
current bursts.  In this research, for the first time, streaming potentials that are associated 
with Haines Jumps during drainage and imbibition are observed.  The measurement 
method applied during this research will be shown to reveal pore scale electrical 
disturbances that are related to Haines jumps and that these disturbances are distinctly 
different from the typical low frequency voltage response associated with the streaming 
potential.  The analysis of the data from these measurements shows that drainage and 
imbibition have statistically different amplitude distributions, leading to the firm 
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conclusion and confirmation that the physical processes of unsaturated drainage and 
imbibition in porous media are in fact different.  
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CHAPTER 2: BACKGROUND OF TWO-PHASE FLOW RESEARCH
 2.1 Introduction  
Unsaturated fluid flow in porous media was initially characterized in 1930 from 
measured pressure fluctuations.  From these measurements it was determined that 
unsaturated fluid flow occurs in jumps (Haines 1930).  Not much research was done for 
many years on this phenomenon until relatively recent times relative to the first 
disclosure of the phenomenon in 1930.  Physical and numerical modeling of the pore 
scale characteristics of unsaturated fluid flow has increased substantially in the past 20 
years.
 2.2 Previous Research  
Prodanovi´c and Bryant (2006) took the analysis of the meniscus behavior at the pore 
scale to a, high level with their modeling of unsaturated fluid flow between spheres. 
They modeled the flow of wetting fluids in three dimensions and accounted for the 
complex changes in geometry associated with reformation of the meniscus during flow. 
This effort shows the meniscus before a jump, and the irreducible saturation left in the 
pore space (pendular ring) after the jump (Figure 2.2-1 and Figure 2.2-2).  The blue in the 
figures is the interface between two fluids, and the orange is the pendular ring of residual 
saturation after the jump.  Their models demonstrated that the meniscus becomes unstable 
at the high curvatures that are caused by pore pressure changes, and jumps from one 
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position to another more stable position after exceeding a critical meniscus curvature. 
Their simulation stops once the meniscus jumps, leaving the pendular rings of irreducible 
saturation.  Unfortunately, their research was not able to model the actual movement of 
the meniscus through the pore during the jump (Prodanovi´c and Bryant 2006). 
However, this work brought the understanding of unsaturated fluid flow up to the point 
when a Haines Jump occurs.  
Aker and Maloy (1998) modeled pressure fluctuations associated with unsaturated 
drainage using a network model, tracking the meniscus movement through the network 
(Aker 1998, 2000). The capillary number is an important factor when working with 




where u is the Darcy velocity (cm2/s), μ is the higher viscosity of two fluids (Poise, 
g/cm/s), and γ is the surface tension (dyn/cm, g·cm/s²) (Aker 1998).  At capillary numbers 
where the surface tension at the fluid interface is larger than the highest viscosity of the 
fluids (small capillary number values) the modeling effort produced temporal pressure 
fluctuations that look similar to the electrical bursts reported by Haas and Revil (2009). 
This capillary number relationship is shown in Figure 2.2-3.  This shows, that the effects 
of surface tension and viscosity are critical with respect to the nature of Haines jumps.  In 
Figure 2.2-3, Pcf  is the capillary pressure at the fluid interface, and Pcg is the global 
capillary pressure, the pressure in the bulk of the higher viscosity fluid in the capillary.  A 
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capillary number of 3.5x10-4 generates good agreement between Pcf and Pcg, showing the 
pressure at the fluid interface is equal to the pressure of the bulk of the fluid showing the 
dominance of capillary forces over viscosity leading to capillary fingering (Aker 1998).  
Figure 2.2-1: The moment just before (a) and just after (b) a Haines jump is shown in a 
three dimensional model of drainage through a throat between spheres.  This figure 
shows that a high curvature associated with small pore throats occurs just before 
meniscus instability (Prodanovi´c and Bryant 2006).
Figure 2.2-2: Drainage through a larger throat between spheres showing the smaller 
critical curvature before the Haines jump in this geometry.  The larger the throat, the 
smaller the critical curvature is just before meniscus instability occurs (Prodanovi´c and 
Bryant 2006).
DiCarlo et al. (2003) employed an acoustic data acquisition system to measure the 
characteristics of Haines jumps.  They observed the acoustic response and noted that the 
signals were very broad band with frequency content up to 30 kHz with a large range of 
amplitudes.  Figure 2.2-4 shows the temporal records of the acoustic signals.  The hydro-
acoustic trace for drainage shows a significant increase in the large amplitude spikes 
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Figure 2.2-3: Modeled temporal pressure fluctuations for various capillary numbers, Ca. 
Trace (a) is Pcf the capillary pressure associated with the fluid front, and trace (b) is Pcg 
the global capillary pressure in the bulk of the more viscous fluid.  Note that the 
simulation shows the jumpy nature of the pressure within the lattice during drainage.  The 
lowest capillary number in this figure shows good agreement between  Pcg and Pcf 
indicating that capillary forces are dominant over viscosity in that situation (Aker, 1998).
between 1200 s and 1800 s, and this was attributed to the drainage front passing in front 
of the hydrophone.  The statistical distributions of acoustic data for drainage was reported 
to have a power law with an exponent of about -1.7, and imbibition shows a power 
distribution exponent of -2.6 (DiCarlo et al. 2003).  The work of DiCarlo et al. (2003) 
showed that the magnitude of the Haines Jump events during drainage were comparable 
to other phenomenon that exhibited self organized criticality (Aker 2000) such as 
earthquakes (DiCarlo et al. 2003).  
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Figure 2.2-4: Temporal traces showing the transient nature of acoustic and hydro-acoustic 
signals associated with drainage and imbibition (DiCarlo et al. 2003).
Lac and Sherwood (2009) recently analyzed the end to end electrical potential variations 
of a capillary due to the presence of a moving insulating drop inside it (oil and water for 
example).  The results of this analysis showed that the insulating drop affected the 
pressure and electrical potential drop across the wetted capillary, and that the 
characteristics of the change is dependent on the size of the drop relative to the capillary 
radius, the viscosity ratio between the drop and the wetting phase, and the capillary 
number.  This work is important because the change in electrical potential due to the 
presence of the drop can cause an increase or a decrease in the potential across the 
capillary that is dependent on the above mentioned factors.  Additionally, this work 
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Figure 2.2-5: The effects on pressure and potential differences associated with a closely 
fitting bubble in a capillary with two phases of fluids having various viscosity ratios.  In 
the ratio h/R, h is the gap length between the capillary wall and the bubble, and R is the 
capillary radius.  This shows that as the gap gets smaller, the change in pressure and 
electrical potential gets larger (Lac and Sherwood 2009).
predicts that oil and gas phases in the presence of a wetting water phase should have very 
different streaming electrical potential responses (Lac and Sherwood 2009).  This 
provides essential insight and help with the analysis of data generated by future work in 
this area.  The parameter λ, in Figure 2.2-5 denotes the ratio of viscosity of the bubble 
phase relative to the wetting phase, and the parameter ΔΦ, denotes the change in 
electrical potential from one end of the capillary to the other.  With this in mind, it can be 
seen in Figure 2.2-5 that a gas bubble in a water wet capillary, a λ<<1, is predicted to 
have a smaller ΔΦ than an oil bubble in a water wet capillary with λ>1 as the bubble size 
gets larger and larger.  This is very interesting because it looks like somewhat viscous oil 
in the reservoir environment could cause a substantial electrical signal as it flows through 
the reservoir rock.  Whether this is measurable or not is another matter.
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The work contained herein is another step in the progression of works to develop a 
detailed understanding of the physical processes of unsaturated fluid flow in porous 
media.  Here, the works of DiCarlo et al. (2003) and Aker et al. (1998, 2000) will be 
extended into the electrical streaming potential domain, and in future work, the efforts of 
Lac and Sherwood (2009) can be validated and expanded.  
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CHAPTER 3: MATERIALS AND METHODS
 3.1 Introduction  
Experiments with four different types of porous media using two different measurement 
systems have been performed.  The first set of streaming potential measurements were 
performed in a sand box, and the second set of tests were performed with various 
diameters of spherical glass beads in a small, glass Helle-Shaw Cell at ETH in Zurich, 
Switzerland.  
 3.2 Voltage Measurement and Data Acquisition System  
In the experiments, the electrical potential was measured using a multichannel voltage 
measurement and data acquisition system employing 32 amplified non-polarizing silver-
silver chloride electrodes placed into the porous media under measurement.  The 
electrode potentials were measured using the BioSemi ActiveTwo data acquisition 
system that is self-contained, battery powered, galvanically isolated, and digitally 
multiplexed, with a single high sensitivity analog to digital converter per measurement 
channel.  The analog to digital converters used in the system was based on a Sigma-Delta 
architecture with 24 bit resolution.  The system had a typical sample rate of 2,048 Hz 
with an overall response of DC to 400 Hz (system filtered).  The digitization part of the 
system had a sampling process with <10 ps skew among channels and 200 ps sample rate 
jitter.  The digitally multiplexed signals were subsequently serialized into a bit wide data 
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stream and sent through a fiber-optic cable (to achieve galvanic isolation) to a USB based 
computer interface.  Figure 3.2-1 shows the major elements of this data acquisition 
system.  This measurement system has a scaled quantization level of 31.25 nV (LSB) 
with 0.8 µV rms noise at a full bandwidth of 400 Hz with a specified 1/f noise of 1µV pk-
pk from 0.1 to 10Hz.  The common mode rejection ratio was >100 dB at 50 Hz, and the 
amplified non-polarizing electrode input impedance was 300 MΩ at 50 Hz (1012 Ohm // 
11 pF) (BioSemi 2009) (see Crespy et al. 2008, for further explanations).  The voltage 
reference for the measurements is contained within the measurement area, and was 
designed into the measurement system to be a part of the common mode sense and 
common mode range control (CMS and DRL in Figure 3.3-1, see Metting van Rijn, et al.
Figure 3.2-1: The BioSemi high precision, battery powered, galvanically isolated data 
acquisition system is on the left.  The orange wire is the fiber-optic interface to the 
computer interface.  The laptop shows the data acquisition software.
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1990 for further information on the common mode control used in the BioSemi System). 
All voltages measured by this system are relative to the CMS electrode.  The entire 
system, including the computer is operated on batteries to minimize conductive coupling 
with the electrical power system (Figure 3.2-1).
 3.3 Sandbox Test Apparatus  
The sandbox experiment employed a 20 gallon (0.075 m3) sandbox filled with an 
unconsolidated sand (#30 sand mean diameter in the range 425-600 mm) (Sakaki and 
Illangasekare 2007) filled to saturation with tap water (the composite electrical resistivity 
of the tap water plus dissolved contaminants from the sand was 650 ohm m at 25°C,  a 











Unsaturated Sand Video Frames
DRL
Figure 3.3-1: Sketch of the sand box experiment. The sandbox is filled with sand 
saturated by tap water.  The non-polarizing electrodes are Ag/AgCl electrodes with 
internal amplifiers.  All the electrical potentials are recorded relative to the potential of 
the CMS electrode.  The DRL electrode drives the common mode of the measurement 
system to be at the average of all of the electrodes.  The location of the video frames 
shown in Figure 3.12-1 are indicated here on the right side of the figure.  Modified from 
Haas and Revil (2009).
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sandbox.  The electrodes were then covered with a thin (~ 1 cm) layer of sand to prevent 
them from moving out of position.
 3.4 Helle-Shaw Cell Test System  
The Helle-Shaw Cell, shown schematically in Figure 3.4-1 and a photograph of it is 
shown in Figure 3.4-4, was fabricated and filled with glass beads by ETH University in 
Zurich under the direction of Dr. Dani Or.  The Helle-Shaw Cell measurements combined 
pressure, acoustic, and streaming potential measurements, and were performed at ETH 
Zurich with myself and Franziska Moebius under the guidance of Dr. Dani Or and Dr. 
Andre' Revil.  The electrodes were inserted into the cell and closed off with a green water 
proof putty to prevent leaks.  Deionized water colored with a blue dye was injected and 
withdrawn with with an electronic fluid injector (Figure 3.4-2).  It is important to note 
that the deionized water started out with a conductivity of 3 μS/cm and when the dye was 
added, the conductivity increased to 155 μS/cm.  It is also important to note that all of the 
glass beads start out uncolored and clear; in Figure 3.4-4, the bead size was in the range 
of 0.5 to 0.75 mm in diameter, and it can be seen that the dyed water had been imbibed 
and drained to a point just below the S2 acoustic sensor when the Figure 3.4-4 
photograph was taken.  The capillary fringe in this figure extends from just below S2 to a 
zone in between the A1 and A3 electrodes.  The light blue color of the beads in the upper 
portion of the cell is the irreducible residual saturation that is present between the beads. 
The fluid injector (Figure 3.4-2) operates with an electronically controlled stepper motor 
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Figure 3.4-1: Helle-Shaw Cell size and configuration used in the ETHZ experiments.  A1 
through A10 represent the positions of the non-polarizing electrodes, S1 and S2 are the 
positions of the acoustic sensors.  CMS and DRL are the SP measurement common mode 
sense and driven right leg reference and common mode control system electrodes.  The 
CMS electrode is the voltage reference for the SP data.  This graphic was modified from 
Moebius (2009).
Figure 3.4-2: Electronic fluid injection and withdrawal system used for the experiments 
at ETHZ.
 the control panel.  The stepper motor drives the plungers with small individual steps at 
varying speeds.  At low fluid flow rates, the individual stepper motor steps have a longer 
periods of time between them, causing the plungers to stop momentarily during the 
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injection or withdrawal process.  This process generates a momentary surge in fluid flow 
that causes small surges in pressure which cause the fluid in the cell to imbibe or drain in 
increments.  This surge in the fluid flow appears in the data as a series of broad peaks in 
the spectral analysis of the signal, and can be seen as a periodic variation of the potential 
in the temporal traces (Figure 3.4-3 and Figure 3.4-5).  The temporal nature of the 
injector noise shows an increasing pressure with a sudden stop, causing an impulse like 
signal.  The Fourier transform of the signal shows a broad band peak centered at the
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Figure 3.4-3: Time series of the injector noise pulses.  The top trace shows a phase 
reversal relative to the other channels.
fundamental frequency with a series of harmonic related replications as frequency 
increases.  The harmonic series of this signal continues until it is lost in the noise.  The 
nature of this interference makes it very difficult to reject, therefore when its presence 
was noted, filtering it was not attempted.  The signal appears to be a more or less constant 
amplitude in any given channel, therefore, the threshold voltages can be set to avoid it. 
The consequence of this altered threshold is to loose some of the low threshold voltage 
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count data, making the low voltage threshold statistics inconsistent.  The pressure surges 
are less visible or not visible in the higher flow rate data; this may be attributable to the 
much shorter pauses in the plunger steps during operation, and the low pass filter applied 
that attenuates the signal.  In some cases the local resistivity effects in the medium near 
the electrodes may cause the fluid injection noise to be more visible in the data.  Figure
3.4-6 Shows the Fourier transform from experiment data with a small amount of injector 
noise present.  Note that the frequency of the injector noise is different from the injector 
noise in Figure 3.4-5.  This is due to the higher speed of the imbibition for that 
experiment.
The full experiment data acquisition system is shown in Figure 3.4-8.  Only 10 out of 32 
available channels were used to acquire the SP data with the Helle-Shaw cell.  The CMS 
and DRL electrodes were placed at the bottom of the cell to provide the reference for the 
system.  The nine measurement electrodes were placed around the perimeter of the cell 
and one electrode (A10) was placed near the bottom center of the cell and a little above 
the CMS and DRL electrodes (see Figure 3.4-8).  Figure 3.4-7 shows the Fourier 
transform of a channel of data in an experiment that did not have any obvious injector 
interference.  The experiment associated with Figure 3.4-7 is high drainage flow, or high 
injection stepper speed.
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Figure 3.4-4: Front view of the ETHZ Helle-Shaw Cell showing all of the electrodes, the 
pressure sensor and the fluid input.  The water is blue due to an added dye used for 
enhanced  fluid visibility.  
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Figure 3.4-5: Fourier Transform of channel 2 of Test 23, slow imbibition.  The red arrow 
is the fundamental frequency group of the injector signal, and the black arrows and dots 
are the harmonics.  The spectral structure of this signal makes it difficult to filter it out.
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Figure 3.4-6: Fourier transform of a channel of data from a high flow rate imbibition 
experiment with the same glass beads as Figure 3.4-5.  The red circle highlights a small 
amount of injector noise that is present in the signal.
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Figure 3.4-8: Block diagram of the complete data acquisition system used at ETHZ.  The 
acoustic and pressure data will not be presented here.  Modified from Moebius (2009).
 3.5 Experiment Warm-up Procedure  
After turn on, the data acquisition system electronics was allowed to thermally stabilize 
for about 15 minutes.  This minimized the thermal drift in the signal due to electronics 
temperature stabilization.  The electrodes were also allowed to stabilize during this time, 
allowing the silver chloride and the water to achieve a degree of chemical equilibrium. 
The experiment was accomplished relatively quickly, typically less than 5 minutes, the 
thermal mass of the test apparatus, porous media, and water was large and therefore 
responds very slowly relative to any room temperature fluctuations.  This ensures that the 
potential effects of external and internal thermal influences are minimized and do not 
influence the acquired signals.
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 3.6 Experiment Procedure  
Before any fluid flow was initiated in either experiment, the SP data acquisition system 
was started and run for about 30 s, to establish a period of time that had no movement of 
fluids.  This established the DC voltage reference level for each channel in order to 
facilitate DC normalization of the data.  After drainage or imbibition, was terminated, the 
SP data acquisition system was allowed to run for another 30 to 60 s to allow for the 
relaxation and stabilization of the fluids in the porous media.  The sandbox contained a 
substantially greater volume of porous material, and consequently a much larger volume 
of water was involved in drainage and imbibition flow causing the relaxation time to be 
much longer than the relaxation time in the Helle-Shaw Cell.  The full relaxation time for 
the sandbox was on the order of several hours, therefore some residual relaxation can be 
present in the data prior to the reinitiation of drainage or imbibition to acquire more data. 
For the ETHZ experiments, in addition to the ~30 s acquisition time prior to water flow, 
the Helle-Shaw Cell was physically tapped to provide a timing reference that would be 
recorded by both data acquisition systems so that the data from both systems could be 
synchronized.  Because the full data set of data from all the sensors is not considered 
herein, synchronization of the data sets was not required, and the tap signal caused some 
minor problems with data reduction and processing of the SP data.  
Drainage and imbibition for the sand experiments was gravity driven with a head of about 
14 inches by turning on the control valve (Figure 3.3-1), allowing water to flow into or 
out of the main tank into or out of the drainage tank.  Water was imbibed into or drained 
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from the sand through a porous body at the bottom of the sandbox to prevent the sand 
from moving in the sandbox near the drain.  The drainage and imbibition at ETHZ was 
manually started on the control panel of the injector immediately after the tap on the cell. 
 3.7 Data Processing Methods  
A Matlab code was written to read the BioSemi Data Format (BDF) file generated by the 
SP voltage measurement system, perform digital-signal processing (DSP) using various 
functions from the Matlab Signal Processing Toolbox, and display the processed results 
in a variety of graphical formats for visual analysis.  The DSP portion of the code was 
accomplished on a channel by channel basis and included DC offset voltage removal (not 
with the Matlab Signal Processing Toolbox), window function application for Fourier 
transform analysis, Butterworth based Infinite Impulse Response (IIR) narrow band reject 
filtering (to suppress 50 Hz or 60 Hz and related harmonics), a high order FIR based high 
pass filter (30 Hz) to suppress high frequency power grid harmonics, and a high order 
linear phase Finite Impulse Response (FIR) high-pass filter (5 Hz) for low frequency 
trend removal process.  After high pass filtering, the data was analyzed by counting the 
number of pulses that exceeded a range of threshold voltages.  The thresholded count 




where y is the number of occurrences, x is the thresholds, a1 is the gain and a2 is the 
exponent for the fit factors.  The data and curve fit were plotted together for comparison. 
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A text version of the Matlab code that was used to process the data is included on the CD 
mentioned in the APPENDIX.
 3.7.1 Data Acquisition System Output Data  
Figure 3.7.1-1 is a sample of the data acquisition system output data time series for the 
ETHZ experiments.  Figure 3.7.1-2 is an example of the Fourier transform of this data. 
The 50 Hz power system fundamental and some of the harmonics are identified.  This 
data was taken while the computer and data acquisition system were operated on 
batteries.  This shows the degree of capacitive and inductive coupling into the high input 
impedance of the data acquisition system.  
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Figure 3.7.1-1: Data acquisition system output data time series showing growth of the 
power system coupling as drainage proceeds.  Power system coupling in some channels 
increases as the conductivity of the medium decreases.
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Figure 3.7.1-2: Data acquisition system output data power spectrum before any signal 
processing.  Several peaks in the spectrum are identified.  The 50 Hz peak can be seen to 
be over 1 volt peak.
 3.7.2 Data Processing Sequence  
The post data acquisition signal processing and analysis sequence is as follows: (1) the 
data in the BDF file is read into memory; (2) a single channel is selected and used to 
perform spectral analysis of the data to determine what filters were needed to filter the 
power system related and other undesirable sinusoidal spectral content, and low 
frequency trends from the data; (3) the needed filters were designed; (4) the data was 
filtered to remove the undesirable sinusoidal spectral content; (5) the data was then DC 
normalized; (6) the resulting band reject, low pass filtered, and DC normalized data was 
spectroscopically assessed to confirm filtering results and the time series data was plotted 
versus voltage; (7) the high pass filter was applied to the data to remove all low 
frequency trends leaving only the impulses in the data, and this filtered time series data 
was plotted as a function of voltage; (8) the data was then graphically inspected for the 
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proper analysis time window and then passed to a thresholding process where the signal 
voltage level was compared to a threshold voltage level (positive and negative 
thresholds).  Every time the signal voltage passed a threshold value, a counter 
incremented a threshold value bin.  This process generated a list of counts versus 
threshold that was used to determine the power trend through nonlinear regression and 
then the result was plotted.  This process was applied to both drainage and imbibition 
data.
 3.7.3 Pulse Counting and Multiple Count Rejection  
The threshold detection algorithm uses a multiple count rejection process for detected 
impulses.  The threshold and detection algorithm uses both positive and negative 
thresholds to detect unipolar pulses of either polarity, and bipolar pulses due to high pass 
filtered step transitions in the original data.  The detection simply checks the amplitude of 
a sample against the threshold value.  Multiple counts for each impulse are rejected 
through a wavelet correlation process that captured a sequence of samples around a 
threshold detection and compares each subsequent detection with the previous detection. 
If the correlation was ≥99% the counter would not be incremented for that detection. 
This routine was checked against a test data set, and was shown to be robust against 
multiple counts and missed detections.
A set of test data was generated to test the robustness of the pulse detection and counting 
algorithm.  This data was composed of a series of pulses that were synthesized and fed 
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into the threshold and pulse detection algorithm.  The pulse height of each pulse was 
determined by a random number that was based on an exponentially distributed random 
number generator.  Because amplitude was the parameter of interest in the threshold and 
detection algorithm, the time between pulses was not randomized.  The test data 
generator did allow for the determination of the number of pulses to be applied within a 
time window of interest.  Figure 3.7.3-1 shows 5 pulses per channel (18 channels of data) 
generated and distributed over 20 s.  Figure 3.7.3-2 shows a close up of a set of test 
pulses, and Figure 3.7.3-3 shows the resulting count distribution of the test data after 
thresholding and detection.  In Figure 3.7.3-3 the “Count in” value represents the total 
number of pulses in the data set, and the “Count out” value represents the maximum 
number of detections at the lowest threshold voltage.  The lowest threshold voltage 
represents the widest portion of the pulses and the most number of threshold crossings 
per pulse.  When “Count in” and “Count out” are equal, all pulses have been detected, 
and all multiples have been rejected.  Additional threshold detections are identical, and 
therefore do not need to be explicitly verified.  This routine was also verified against an 
experiment data set narrow region of interest where the number of pulses that crossed a 
small set of thresholds could be easily counted.  Additionally, the wavelets were captured 
and it was verified that each detected pulse was indeed distinct from all of the other 
detected pulses.  Based on these checks it was determined that the algorithm was 
successful and robust.
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Figure 3.7.3-1: Set of test data used to validate pulse detection and counting.




















Figure 3.7.3-2: One set of pulses used to validate detection and counting.
29




















Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 80s  Threshold Range End = 100s
Gain = 83.0332   Exponent = -0.081803
Total Data Offset = 17.4414s
Threshold = 0.05 to 300mV
Weighting = fair
Count in = 90      Count out = 90
 
 
Figure 3.7.3-3: Test data pulse count distribution for exponentially distributed amplitude 
pulses.  Count in, in parameter list refers to the total number of pulses in the test data set. 
Count out, in the parameter list refers to the total number of pulses detected at the lowest 
threshold voltage (the data point on the far left).



























Figure 3.7.3-4: Individual channel identification for the ETHZ data.
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 3.7.4 Processed ETHZ Channel Identification  
Figure 3.7.3-4 shows the same data after filtering with the Matlab filter routines.  The 
individual channels are identified in this figure, and are directly related to the electrode 
locations shown in Figure 3.4-1 and Figure 3.4-8.  
 3.8 Data Reduction and Analysis  
The reduction and analysis of the sandbox data was handled only slightly different from 
the data acquired at ETHZ.  Predominantly, the sandbox data contained a full 32 
channels, but at ETHZ only 10 were used, but the data acquisition system still stored all 
32.  This difference number of active signals plays a role in the memory usage during the 
importing of the data into the Matlab analysis code.  The sandbox data has more active 
channels per data file, and therefore the maximum amount of data records (1 second of 
data) that can be read in is limited.  In fact, because of the limited amount of memory 
available, not all of the data nor all of the channels in a given file can be read into the 
analysis software.  This limitation applies to the ETHZ data only for the slow drainage 
and imbibition data sets having file sizes that exceed 70 MBytes.  The computer memory 
limitations required careful inspection of the data to plan the number of channels and the 
number of records to be read into the processing software to prevent out of memory 
errors while processing the data.  It should be noted that the data acquisition process was 
not automatically started and stopped, and therefore the size of the data files and the 
location of the information of interest is not controlled.  This requires the inspection of a 
few channels prior to full analysis execution so that the position and duration of the data 
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of interest within the file can be determined.  The specific data of interest can be more 
efficiently accessed by modifying the data offset into the file, the number of channels to 
be read, and the number of records.  This method maximizes the amount of important 
data while minimizing the amount of memory that is used.  Additional differences in the 
processing of the data are related to the power system harmonics.  The ETHZ data was 
contaminated with 50 Hz and related harmonics, and therefore the filtering process 
required different band reject filters relative to the 60 Hz power harmonics that 
contaminated the sandbox data.  After these differences were accommodated, the rest of 
the reduction and analysis is the same.
 3.8.1 Sandbox Data Observations and Reduction  
Figure 3.8.1-1 shows the filtered, DC normalized time domain SP response from one of 
the sandbox experiments.  The onset of drainage occurs when all of the channels start to 
increase in voltage.  In Figure 3.8.1-1, the region preceding the increase in voltage is the 
pre-drainage region and is labeled Phase I, while Phase II corresponds to the drainage 
experiment itself, and Phase III corresponds to the post-drainage relaxation.  It is clear 
that each phase has distinctly different electrical characteristics.  The channel by channel 
DC properties of the records were normalized in Phase I, making most channel responses 
near zero in this region.  Additionally, this region is electrically characterized by 
relatively stable trends with a low RMS noise level.  The drainage region shows the 
expected self-potential trend as a positive voltage response during water table lowering 
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Figure 3.8.1-1: Graph of SP signals acquired during a sandbox drainage experiment.  The 
traces on this graph represent power line harmonic filtered, and DC normalized data. 
Three distinct regions with different characteristics are clearly identifiable.  Region I: 
predrainage data, Region II: active drainage occurring, and Region III: water surface 
relaxation after drainage cessation.  This data is from the file named “Drainage 1-16-09 
4-24 PM.bdf.”
(drainage).  This low-frequency dynamic behavior was modeled recently by Revil et al. 
(2008).  However, bursts in the electrical potential were also observed on top of these 
expected low-frequency behaviors.  The signals of most interest are the transient signals 
that are observed in this region.  It should be noted that the drainage was started from a 
completely saturated sand volume (saturated to the surface), and the electrical 
characteristics at the beginning of the drainage are different from the electrical 
characteristics displayed later in the drainage process.  
Figure 3.8.1-2 shows how the signal content varies from low noise in the pre-drainage 
Phase I to the noisy drainage Phase II, to the low noise relaxation period in Phase III.  It 
can be seen that the noise levels in Phase I and Phase III are nearly the same, showing 
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that once drainage terminates that the noise level returns to the base noise level of the 
system.  This proves that the observed electrical spikes in Phase II are directly 
attributable to drainage.
Since the water was drained through one port, it is expected that the water table will 
achieve a non-flat surface that is higher at the end farthest from the drain, and lowest 
directly above the drain.  Enough water drains away from the surface by 30 s for the 
onset of the electrical noise behavior of interest.
The relaxation region (Phase III) shows a significant DC offset with a negative trend on 
most channels, indicating that the water table surface is relaxing to a constant hydraulic 
potential surface.  It can be seen in Figure 3.8.1-1 that data acquisition was terminated 
before relaxation was completed.  It should be noted that the AC electrical properties of 
this region are quiet except for a few straggling transient events (Figure 3.8.1-2c).  These 
straggling events suggest that the sand volume may be undergoing a localized process of 
consolidation during the relaxation of the water table.
Figure 3.8.1-1 shows how the signal characteristics change as drainage proceeds from 
being dominated by purely fluid flow to the invasion of air as it begins to enter pores 
initially containing water.  In Phase II, the noise clearly begins at a much lower level and 
increases dramatically with mostly negative excursions, which dominate as time 
increases.  Phase II is dominated by a series of different types of electrical events, but 
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most prominent are the negative voltage leading edge with a long (up to 1 s) tail.  Most of 
the negative voltage spikes do not have a coincident signal offset; however, some of them 
show various types of offsets, or steps (Figure 3.8.1-1).  The cause of the variety of these 
offsets has not been determined but could be suggestive of a localized process of 
consolidation of the sand near the lesser compacted surface or within the volume.  Video 
recordings show movement of sand grains near the surface during drainage lending 
support to the consolidation suggestion as an explanation of the observed signal offsets. 
Figure 3.8.1-3 is a view of the drainage data that is properly scaled to show the complete 
amplitude range of the data.  It should be noted that a linear time delay of 5,000 samples 
(2.4414 seconds) is introduced into the signal traces during the process of high pass 
filtering the data with a 10,000 element FIR filter.  This must be accounted for when 
comparing the pre-high pass filtered data with the post-high pass filtered data.  The times 
of the events will be skewed by 2.4414 seconds.  This applies to all high pass filtered data 
presented herein.
Imbibition data is shown in Figure 3.8.1-5 and Figure 3.8.1-6.  It can be seen in these 
figures that imbibition has much smaller and significantly fewer transient events.  The 
most important events are positive excursions in the self-potential signals.  These 
observations are consistent with Haines jumps during imbibition.  Comparing drainage 
Figure 3.8.1-3 and imbibition Figure 3.8.1-6 demonstrates the amplitude and rate of 
occurrence differences  between drainage and imbibition in the sandbox experiments.  
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Figure 3.8.1-2: Selected temporal views for close up examination and comparison. 
Traces in a) are from pre-drainage Phase I; traces in b) are in the maximum transient zone 
of Phase II; c) is in the relaxation zone, deep into Phase III.  This data is from the file 
named “Drainage 1-16-09 4-24 PM.bdf.”


















Time Series Plot of 18 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
 
 
Figure 3.8.1-3: Full amplitude plot of the high pass filtered data from the acquisition file 
named “Drainage 1-16-09 4-24 PM.bdf.”
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Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 30s  Threshold Range End = 150s
Gain = 115.1608   Exponent = -1.8569
Total Data Offset = 32.4414s






Figure 3.8.1-4: Statistical event distribution of the sandbox drainage experiment 
developed from the data from the file named “Drainage 1-16-09 4-24 PM.bdf.”




















Figure 3.8.1-5: Imbibition data showing the same 3 region types.  Initiation of imbibition 
starts at about 22s and the period from 0 to about 22s shows the effect of incomplete 
relaxation of the sand volume prior to taking more data.  This data was generated from 
the file named “Drainage-Infiltration 1-09-09 11-46 AM.bdf.”
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Time Series Plot of 32 Channels of   "Drainage-Infiltration 1-09-09 11-46 AM.bdf"
 
 
Figure 3.8.1-6: High pass filtered imbibition data.  Note the low amplitude of the 
transient events.  This data was generated from the file named “Drainage-Infiltration 1-
09-09 11-46 AM.bdf.”





















Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 25s  Threshold Range End = 65s
Gain = 15.7079   Exponent = -1.4038
Total Data Offset = 282.4414s






Figure 3.8.1-7: Event distribution for a sandbox imbibition experiment.
A sample of an event distribution (Figure 3.8.1-7) for the sandbox imbibition data shown 
in Figure 3.8.1-5 and Figure 3.8.1-6 shows insufficient large event relative to the power 
law trend line (green).  This characteristic can be seen in many imbibition data sets, and 
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is related to the physics associated with imbibition.  It is also evident that there are 
substantially fewer events that drainage, and the exponent of the power fit is smaller than 
that associated with drainage.  This will become more clear when the results from many 
experiments are evaluated together.
 3.8.2 ETHZ Data Observations and Reduction  
The data taken at ETHZ shows lots of large step like features of which the cause has not 
been determined (Figure 3.8.2-1).  After high pass filtering, the large steps result in large 
transients in the data set to be thresholded (Figure 3.8.2-2).  The presence or absence of 
these large transients influence the statistics at the high threshold end, either causing an 
excess or absence of counts.  Additionally, often times residual, higher noise would be 
present on the low threshold end of the signals that also alter the statistics of the 
distribution, but on the low threshold end of the event distribution.  This effect can be 
seen in Figure 3.8.2-3, Figure 3.8.2-12, and Figure 3.8.2-9, each one being the final 
results of three separate experiments.  For this data, the first 30 s was the “no activity” 
base line, and then drainage started just after the transient at 30 s, at about 32 s and 
continued until a little after 80 s.  After 80 s, the water in the Helle-Shaw Cell goes 
through a relaxation period.  This relaxation period is much shorter than the relaxation 
time associated with the sandbox experiment.
The same signal processing engine was used on the ETHZ data with the exception of the 
power line filtering requirements.  The European power distribution network operates at a 
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line frequency of 50Hz, and therefore IIR narrow band reject filters had to be designed to 
attenuate the fundamental and harmonics of the European system.  
 3.8.2.1 ETHZ Drainage Observations  
Figure 3.8.2-1 shows the Helle-Shaw Cell temporal signals that were acquired during 
drainage.  Three distinct periods of activity can be identified in this figure.  The 
























Figure 3.8.2-1: DC normalized and filtered time series for the drainage with 2.0-2.4 mm 
glass beads.  Note the large steps in the signals.  This data was generated from the file 
named “ETHZ Test 28 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-
09.bdf.”
pre-drainage period lasts from 0 s to about 30 s, after which there is the synchronizing tap 
and then controlled rate drainage starts.  Drainage terminates at about 80 s, and the fluid 
in the cell goes through the relaxation phase.  The time zone of event counting is shown 
in Figure 3.8.2-2, a portion of the high pass filtered data.  The large transients seen in 
Figure 3.8.2-2 are caused by the large offsets in some signals in Figure 3.8.2-1.  The 
statistical distribution of this data set is shown in Figure 3.8.2-3.  The exponent for this 
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Figure 3.8.2-2: High pass filtered temporal plot of the data shown in Figure 3.8.2-1.  The 
data in this figure is thresholded and the distribution is shown in Figure 3.8.2-3.  Note the 
large transients, these are caused by the steps that occur in the pre-high pass filtered data.  






















Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 37s  Threshold Range End = 67s
Gain = 1806.1162   Exponent = -1.6764
Total Data Offset = 2.4414s






Figure 3.8.2-3: High flow drainage event statistics for 2.0-2.4 mm glass beads.  Note the 
excess counts at high thresholds, this is due to the excessively large transients that are 
observed in Figure 3.8.2-2, caused by the large steps in the data that are seen in Figure
3.8.2-1.  This data was generated from the file named “ETHZ Test 28 High Flow 
Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf.”
distribution is -1.808.  At high threshold voltages notice the large deviation from the 
curve of the power function fit.  This is due to the anomalously high voltages associated 
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with the events associated with the steps in the signals observed in Figure 3.8.2-1.  The 
causes of these large offsets in the signals in unknown at this time, but it is speculated 
that some movement of the glass beads may be the source of the offsets.  The slight 
deviation from the curve fit at





















Figure 3.8.2-4: High flow drainage through 1.0 - 1.2 mm glass beads.  Note the small 
variations riding on top of the signals between 30 s and 45 s, injector interference.  Data 
is from "ETHZ Test 3 High Flow Drainage 1.0-1.2 Glass Beads 2048Hz 7-01-09.bdf."
the low threshold voltage end of the figure is due to the higher noise level that is 
encountered as the threshold voltage approaches 0.0 V, counting the noise peaking (the 
highest statistical limits of the noise background voltage).  The thresholds are chosen 
such that it is not thresholding noise, which has different statistics.  Figure 3.8.2-4, Figure
3.8.2-5, and Figure 3.8.2-6 reveal one of the 1.0 – 1.2 mm fast drainage data sets.  Note 
the small variations riding on top of the signals between 30 s and 45 s  This is some 
injector interference.  The curve shows a reasonable fit to the data with an exponent of 
about -2.47.  
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Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 40s  Threshold Range End = 66s
Gain = 2254.1209   Exponent = -2.4673
Total Data Offset = 2.4414s






Figure 3.8.2-6: Distribution for high flow drainage through 1.0 - 1.2 mm glass beads.
Figure 3.8.2-8 and Figure 3.8.2-9 show the data and distribution of event counts for one 
of the high flow 0.5 – 0.75 mm glass bead drainage data sets.  It can be seen in Figure
3.8.2-9 that the exponent for this distribution is -1.95, and that a deviation from the curve 
fit can be seen at high threshold voltages.  The reason for this deviation is, that in the time 
zone of active drainage from 37 s to 62 s there are very few large offsets (Figure 3.8.2-5).
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Figure 3.8.2-7: High flow drainage through 0.5 - 0.75 mm glass beads.  Flow terminated 
near time 60 s and the cause of the resulting shape of the signals between 60 s and 65 s 
has not been identified.















Figure 3.8.2-8: Time series data that was thresholded to generate Figure 3.8.2-9.  This 
data was generated from the file named “ETHZ Test 16 High Flow Drainage 0.5-0.75 
Glass Beads 2048Hz 7-01-09.bdf.”
  The cause of this behavior is also not understood.  Most of the drainage data is similar to 
these results with some differences in the exponents and degrees of deviations from the 
curve.  
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Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 44s  Threshold Range End = 62s
Gain = 580.5035   Exponent = -1.9533
Total Data Offset = 2.4414s






Figure 3.8.2-9: High flow drainage threshold distribution.  This data was generated from 
the file named “ETHZ Test 16 High Flow Drainage 0.5-0.75 Glass Beads 2048Hz 7-01-
09.bdf.”
 3.8.2.2 ETHZ Imbibition Observations  
Figure 3.8.2-10 shows the temporal signals associated with imbibition into 0.5-0.75mm 
glass beads.  This data shows a couple of differences from the other data; 1) the pre-




















Figure 3.8.2-10: High flow imbibition into 0.5-0.75mm glass beads.
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Figure 3.8.2-11: Time series data that was thresholded to generate Figure 3.8.2-12.  This 
data was generated from the file named “ETHZ Test 15 High Flow Imbibition 0.5-0.75 
Glass Beads 2048Hz 7-01-09.bdf.”
imbibition time has some slope to it, indicating that the test cell had not filly relaxed after 
a preceding drainage event termination, and 2) the large synchronizing spike has caused 
some DSP artifacts to be greater than the background noise (see time between 30-40 s). 
The exponent of the distribution for this data is -1.43, a smaller exponent than the 
drainage exponents.  Additionally, this data also has a deficiency in large spikes, and very 
few offsets in the signals during the active imbibition time (44-63 s) as indicated by the 
deviation from the curve fit at high threshold voltages.  Deviation from the curve fit at the 
low threshold voltages is due to noise peaking effects caused by the noise background at 
low voltages.
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Data delay = 2.4414s   FIR_10000_tap_HP_Gaussian_10_Fc_5Hz_Fs_2048
Threshold Range Start = 44s  Threshold Range End = 64s
Gain = 409.7415   Exponent = -1.4333
Total Data Offset = 2.4414s






Figure 3.8.2-12: High flow rate imbibition statistical distribution.  This data was 
generated from the file named “ETHZ Test 15 High Flow Imbibition 0.5-0.75 Glass 
Beads 2048Hz 7-01-09.bdf.”
 3.8.3 Drainage and Imbibition Observations of the ETHZ Data  
It should be noted that water drainage and imbibition will cause the electrodes to 
experience conditions when they are immersed in the saturated zone of the cell, in the 
unsaturated portion of the cell, and then in the part where only residual saturation is 
present.  This process of progressive change of electrode connectivity to the water in the 
cell will cause signals that are related to the abrupt changes fluid content around the 
electrode only.  Some of the large steps in the signals are likely to be attributable to this 
type of phenomenon, the change of saturation in the vicinity of the electrode.  Further 
refinement of the experiment data acquisition and processing methodology would allow 
for the detection of these types of events and then correct the statistics for the excess in 
the counts due to this type of event.
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 3.8.4 ETHZ Experiment Repeatability  
The Helle-Shaw Cell experiments at ETHZ were repeated to be able to assess the 
repeatability of the experiments.  This section presents the data associated with the 2.0-
2.4 mm glass beads and rationalizes some of the results.  Both the drainage and the 
imbibition experiments showed a degree of repeatability associated with water flowing 
past the electrodes.  The imbibition experiments show a higher degree of repeatability 
than drainage.  
 3.8.4.1 ETHZ 2.0-2.4 mm Bead Imbibition Experiment Repeatability  
It can be seen by comparing the imbibition data in Figure 3.8.4-1, Figure 3.8.4-2, and 
Figure 3.8.4-3 from experiments 37, 39, and 41 respectively, that the overall shape of the 
curves has a high degree of commonality.  Since the imbibition begins with the lowest 
amount of water present in the cell, the residual saturation, all electrodes except the 
CMS/DRL and A10 electrodes are not saturated.  Each imbibition fills the cell from the 
bottom, progressively saturating pairs of electrodes starting with A1 and A2, then A3 and 
A4, imbibition experiments have the same signal characteristics showing a period of time 
of unsaturated flow followed by a period of transition, followed by saturated flow.  The 
large steps in voltage on channels A3 through A9 are the transitions that occur during 
electrode saturation.  The zone of each signal after the step shows a low noise rise in 
voltage; this is the standard SP response of saturated flow in the Helle-Shaw Cell.  In the 
imbibition signals, it is interesting to note how similar the unsaturated and transition 
regions are from test to test.  The bumps and wiggles in this data seem to almost match 
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between the experiments.  This implies that the imbibition process is much less chaotic 
than drainage, and somewhat less energetic.  































Fully Saturated FlowStart of Imbibition End of Imbibition
Figure 3.8.4-1: Helle-Shaw Cell high flow imbibition comparison plot 1.






















Figure 3.8.4-2: Helle-Shaw Cell high flow imbibition comparison plot 2.
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Figure 3.8.4-3: Helle-Shaw Cell high flow imbibition comparison plot 3.
 3.8.4.2 ETHZ 2.0-2.4 mm Bead Drainage Experiment Repeatability  
Comparing Figure 3.8.4-4, Figure 3.8.4-5, and Figure 3.8.4-6, it can be seen that there are 
many similarities within the overall structure of the signals, however, there are many 
differences.  All of the channels show characteristics that make them different from 
experiment to experiment.  The large pulse on channel A8 shows up at different times, 
with different amplitudes and accompanying pulses.  The step changes in A4, A5, and A6 
show up at different times and different shapes.  The A5 trace shows a series of steps that 
occur during the saturated flow time, just prior to the transition into the unsaturated flow 
regime.  This channel looks similar during experiments 28 and 30, but somewhat 
different in experiment 36.  The different appearance of these data imply that there is 
more chaos associated with drainage with respect to imbibition, and therefore is more 
unpredictable.  Individual Haines Jumps can be identified in the imbibition data, 
specifically the large pulse on channel A8.  It appears that in all three experiments, there 
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is a similarly large pulse that occurs that may be due to a large number of pores being 
involved in an avalanche, or that the events that cause pulses of that amplitude are located 
very close to the A8 electrode and involve similar circumstances of generation each time 
it occurs.




















Figure 3.8.4-4: Helle-Shaw Cell high flow drainage comparison plot 1.




















Figure 3.8.4-5: Helle-Shaw Cell high flow drainage comparison plot 2.
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Figure 3.8.4-6: Helle-Shaw Cell high flow drainage comparison plot 3.
 3.9 Saturated Streaming Potential Response  
Figure 3.9-1 shows the organization of the voltage response as a function of the surface 
positions of the electrodes for selected time slices during a drainage experiment.  The 
time slices were chosen to avoid Haines Jumps, and to reveal the underlying saturated 
flow based streaming potential response.  The turquoise colored dots represent the 
electrode positions in the sandbox experiment, and the blue numbers represent the 
electrode number over the voltage value at that electrode for the particular time slice. 
The contours are the result of applying an exponential Kriging algorithm with a range of 
10 to the data points.  This particular Kriging method smooths some of the electrode-
electrode variations and represents a reasonable estimate of the underlying streaming 
potential response to the drainage of water from the sandbox.  The electrode on the far 
right (18,8) is the CMS electrode (electrode 0) and is the zero voltage reference for the 
data acquisition system.  Each frame in Figure 3.9-1 is plotted with the same scale for 
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easy comparison.  The sequence of frames in the figure represent a time progression from 
25 s to 120 s of relative experiment time.  To get to the actual experiment time for these 
images, an offset of 40 s (data zoom) minus the digital filter delay must be added to these 
numbers.  The 25 s image is close to the onset of unsaturated flow, and all of the other 
images are during unsaturated flow.  From these images it can be seen that some of the 





































































































































































































































































































































































































































































Figure 3.9-1: Surface organized sandbox data showing the time evolution of the base 
saturated streaming potential response.  Time progression is a.) 25 s, b.) 50 s, c.) 90 s, 
and d.) 120 s.  Black dot at left at y=8 is the drainage location.
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electrodes, and that this higher voltage is maintained throughout the experiment.  The 
higher voltage is distributed more to the lower right of the electrode array.  This indicates 
that the drainage through the drain port and throughout the sandbox may not be uniform. 
Additionally, the voltage slope toward the CMS electrode may not be representative of 
the actual surface voltage spatial distribution within the sandbox between electrodes 29-
32 and the CMS electrode.  
 3.10 Pulse Characteristics
The pulses during drainage and imbibition have a wide variety of shapes, durations, 
amplitudes, rise times, decay shapes, and polarities.  Some of the pulses will be shown 
and a few of the characteristics will be discussed.  The first characteristic that is common 
among most of the pulses is that they have a rapid onset with some period of decay after 
reaching its peak.  Figure 3.10-1 and Figure 3.10-2 shows a common impulse shape.  In 
some cases, the rise of the pulse takes only a few samples or less, indicating that the data 
may be significantly under sampled.  The trend of the trace in Figure 3.10-1 is due to the 
saturated flow component of the fluid movement.  There are a couple of hypotheses 
concerning the generation of the impulse shapes shown in Figure 3.10-1 and Figure 3.10-
2.  The first consideration is that the fluid from the pores involved in a Haines Jump must 
diffuse into the surrounding still saturated pores, causing the tail shape to look like a 
diffusion curve.  Second, video evidence shows that Haines Jumps do not cause all of the 
fluid in avalanche involved pores to be removed at the instant the jump is initiated, 
leaving only residual saturation.  Instead, observations show that there is a residual thick 
54
film of fluid remaining within the pores that drains away at a slower rate than the initial 
jump.  This could also explain the decaying tail nature of the Haines Jump electrical 
bursts.  Please note that it is plausible that both of the described causes are operative 
simultaneously to cause the shape of these pulses.  























Figure 3.10-1: Two different size positive pulse Haines Jumps during drainage.  The 
large pulse is about 120 mV.  These pulses were in the Helle-Shaw Cell packed with 2.0 
– 2.4 mm glass beads with a high flow rate.






















Figure 3.10-2: One prominent negative Haines Jump with two smaller jumps on the left 
side of the figure.  This pulse is from one of the sandbox experiments.
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Figure 3.10-3 shows a couple of pulses with similar appearances but possibly different 
causes.  The pulse on the lower trace looks like a fast rising pulse coincident on another 
pulse that has a slower rise and longer tail, however, this type of pulse was also seen in 
another sandbox experiment (Figure 3.10-4).  The upper trace pulse is not caused by 
coincident pulses, in fact, this shape of pulse is relatively common in the data.  The cause 
of this shape is not known, but some concepts about the cause are worth considering.  It 
is possible that this pulse has a cause that is the same as the pulses in Figure 3.10-2.  This 
cause is hypothesized to be a Haines Jump followed by a diffusion tail caused by the 
redistribution of the fluid mass involved in the jump by diffusion into the surrounding 




















Figure 3.10-3: Haines Jumps during drainage.  Jump on the lower trace looks like it could 
be a sharp jump that is coincident with a smaller jump with a tail.  The jump on the upper 
trace does not look like two coincident jumps.  These pulses are from one of the sandbox 
drainage experiments.
saturated pores as described above.  Another concept for this shape of pulse may be 
caused by the close proximity of the Haines Jump to the electrode, and the relatively high 
and rapid matric suction at the electrode during the moment of the Haines Jump causing a 
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momentary instability in the electrode itself.  Another possible concept for this pulse 
behavior is the idea that the local electrical current is inducing a local polarization effect, 
and that the tail is the decay from an induced polarization response.  Finally, it is possible 
that the pulse shapes in Figure 3.10-3 and Figure 3.10-4 may be due to a meniscus 
rebound effect caused by the inertia of the moving mass of water involved in the Haines 
Jump.  The hypothesis is that the mass of the water sinks into the saturated pores and is 
rebounded back up somewhat like a drop of water into a pond.  Upon further 
consideration of the induced polarization response hypothesis for some of the pulse 
shapes, it should be noted that the sand in the sandbox experiments contained a very 
























Figure 3.10-4: Haines Jump from the original sandbox experiment showing a sharp 
impulse with a decay that rises first before decaying away.
noticeable amount of mica.  Could this be responsible for a localized induced polarization 
like effect?  If the effect is local to the pores, then it also explains why not all of the 
signals have this signature.  Additionally, this data may be able to be analyzed in a 
frequency domain context to derive some of the spectral induced polarization phase and 
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amplitude components.  The induced polarization like effect can be seen in a few pulses 
in Figure 3.10-5.  Some of these signals may be under sampled, and looking at the cause 
and effect of these pulses will require a higher sampling rate data acquisition system.
Further research is needed to understand the causes of the individual pulse shapes. 
Because of the wide variety of pulse shapes and steps in the observed signals, it is 
possible that there could be useful geophysical information contained within the pulse 
shapes.  It will be critical in future research to have hardware that samples the signals 
with enough bandwidth to be able to resolve the subtle features of the signals.  Key in this 
further research will be a modeling component to test each hypothesis and combinations 
of hypotheses.





















Figure 3.10-5: This is an active region during drainage.  There are a large variety of 
negative pulses with different tail characteristics.  Note that there are no positive pulses in 
this area.  These pulses are from one of the sandbox drainage experiments.
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Figure 3.10-6: This region, during drainage, has mostly positive pulses with a variety of 
characteristics.  These pulses were in the Helle-Shaw Cell packed with 2.0 – 2.4 mm 
glass beads with a high flow rate.
Applying a high order high pass filter to the data to remove the underlying trends to 
expose the impulsive nature of Haines Jumps also alters the signals and allows for visual 
pulse correlation.  As expected, post high pass filter impulse analysis shows that the 
shapes of the impulses are modified according to the impulse response of the high order 
high pass filter.  The filter impulse response can be seen in the figures below, and the 
impulses shown in the figures are a convolution of the impulse response of the filter with 
the signal impulse.  There are several types of impulses that result from the filtering 
process.  Figure 3.10-7 shows a variety of large impulses that have been modified by the 
high pass filtering of the signals.  The large blue pulse is derived from the high pass 
filtering of a step in the pre-high pass filtered data.  It should also be noted that in spite of 
the large amplitude of these signals, there appears to be no obviously correlated signal in 
any of the other traces (all grouped near 0.0 V).  Figure 3.10-8 shows uncorrelated signals 
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in a sandbox experiment.  The data sets also have a variety of correlated signals.  Some of 
the causes of these highly correlated signals may be due to Haines Jumps that are 
occurring 1.) close to the CMS and DRL electrodes, or 2.) in the common space between 
the CMS, DRL and the other electrodes, 3.) a variety of possible external influences that 
are indeterminate, and 4.) others that are due to mechanical influences that generate a co-
seismic electrical response that is picked up by the electrodes.  It is clear from all of the 
ETHZ data that a co-seismic response is present in the data with one obvious example 
being the co-seismic response from the synchronization tap on the Helle-Shaw Cell.  
The differences between internally generated and externally generated correlated 
impulses has not been analytically determined at this time, however, there are some 
differences among the correlated signal groups that may lend some rationalization to a 
possible differentiation.  It seems as though it is likely that most of correlated pulses are 
generated by CMS-DRL related influences, however, external influences cannot be 
disregarded.  This is supposed because most types of highly correlated influences would 
affect all channels in the same way.  It is also possible that there are some influences that 
will affect all channels in the exact same manner, and that influence is anything that 
influences the CMS and/or DRL electrodes, whether internal, external, or signal 
acquisition system caused.  This effect may be internal to the system, or at least at a 
boundary, and may be responsible for most equal amplitude correlated signals like those 
shown in Figure 3.10-10, and possibly Figure 3.10-11.  Figure 3.10-9 and Figure 3.10-11 
(small signals at about 75.35 s) shows correlated signals that do not have equal 
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amplitudes.  
It is proposed, through the cross-correlation and wavelet analysis of potential fields 
methods of Crespy et al. (2008), that these signals can be localized to the source.





















Figure 3.10-7: Large uncorrelated high pass filtered pulses.  The large blue pulse is the 
high pass response to a step in the non-high pass filtered signal.





















Example of Uncorrelated Signals from "Drainage 1-16-09 4-24 PM.bdf"
 
 
Figure 3.10-8: Weakly correlated and uncorrelated nature of most signals in a high pass 
filtered signal analysis.
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Example of Correlated Signals from "Drainage 1-16-09 4-24 PM.bdf"
 
 
Figure 3.10-9: Correlated signals from an unknown cause, possibly internal to the 
sandbox experiment.





















Example of Correlated Signals from "Drainage 1-16-09 4-24 PM.bdf"
 
 
Figure 3.10-10: Correlated signals found in a sandbox experiment, possibly from an 
external source.
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Example of Correlated Signals from "Drainage 1-16-09 4-24 PM.bdf"
 
 
Figure 3.10-11: A comparison of uncorrelated and correlated signals from the sandbox 
experiment.  The sources of the correlated signals and whether they are internal versus 
external is not clear.
 3.11 Haines Jump Spatially Distributed Voltage Characteristics  
Figure 3.11-1 through Figure 3.11-4 shows selected time slices from one of the sandbox 
experiments.  These time slices were selected to show the spatial distributions of various 
types of events seen in the data.  These images were acquired from the post high pass 
filtered data, and therefore the trends associated with saturated streaming potential 
response have been removed.  Each of the time slices were chosen at the peak of an 
impulse, so that the maximum extent of the Haines Jump could be determined.  Figure
3.11-4 is a series of time slices that were selected at areas where there were no pulses at 
all.  This shows what the spatial distribution of “noise” appears to be.  The time slices in 
Figure 3.11-1 represent possible Haines Jumps.  It is proposed here that Figure 3.11-1a 
and Figure 3.11-1b shows positive Haines Jumps that occurred somewhere around and 
below Electrode 18 (a), Electrode 3 and possibly Electrode 28 (b), Figure 3.11-1c and 
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Figure 3.11-1d shows a variety of negative Haines Jumps.  Figure 3.11-2 shows the 
spatial distribution at the peaks of a variety of large amplitude negative single channel 
pulses.  Figure 3.11-3 is the spatial distribution of a collection of pulse peaks that have a 
high degree of electrode to electrode correlation.  This high degree of correlation is 
evident in each time slice.  
From these figures, it becomes clear that many of the events are Haines Jumps, however, 
many are not.  Also, from these figures it becomes clear that the measurement system 
was able to measure Haines Jumps occurring at different depths within the volume of the 
sandbox.  This becomes clear when Figure 3.11-1 and Figure 3.11-2 are compared.  The 
Haines Jumps in Figure 3.11-1 show a surface voltage variation that is spatially extended, 
can be correlated across several electrodes, and is associated with an extended group of 
spatially adjacent electrodes.  This large spatial voltage distribution would be expected 
from electrical current sources that are located some distance below the surface of the 
sand.  Some of the voltage distributions in Figure 3.11-1 have smaller spatial extents than 
others, implying different event depths.  Additionally, all of the pulse amplitudes for the 
pulses in Figure 3.11-1 are close to 1 mV.  This consistent with the expected amplitude of 





High Pass Filtered Data




























































































































High Pass Filtered Data












































































































High Pass Filtered Data
















































































































High Pass Filtered Data
























































































































High Pass Filtered Data
Single Electrode Large Amplitude Negative Pulse
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High Pass Filtered Data
Single Electrode Large Amplitude Negative Pulse
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High Pass Filtered Data




















































































































High Pass Filtered Data



















































































































Figure 3.11-2: Single channel negative pulses.
Close examination of Figure 3.11-2 shows that the time slices of the the peaks of the 
large amplitude pulses do not have an extended spatial distribution.  The spatial extent of 
the voltage distribution for these time slices is centered on a single electrode, shows only 
small amplitudes associated with the immediately adjacent electrodes, and no other 
pulses are spatially evident within the time slice.  This type of spatial voltage distribution 
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represents highly localized sources, near the surface of the sand.  In fact the sources for 
these time slices are likely to be localized to be very close to the electrodes if not on the 
electrodes themselves as discussed in SectionError: Reference source not foundError:
Reference source not found.
Figure 3.11-3 shows a collection of time slices associated with the peaks of pulses of 
which each pulse had high degree of temporal and amplitude correlation across all 
electrodes.  The spatial voltage distribution shows mostly a broad distribution of high 
values across the electrode array.  In fact this type of voltage distribution represents a 
common source for all of the electrodes, and implies that the source of the pulse could 
have been due to a Haines Jump occurring in the vicinity of the CMS-DRL electrodes or 
within the volume of sand between the CMS-DRL electrodes and the other 32 electrodes 
or an external origin.  Some of these time slices show a more complete correlation than 
others, and it is possible that some small scale fluctuations within the sandbox may have 
altered the degree of correlation among the electrodes.  This type of signal correlation 
makes it possible to discriminate CMS-DRL related influences, or external sources from 
internally generated Haines Jump sources within the monitored volume under the main 
set of electrodes, leading to rejection of these influences when detecting and localizing 
Haines Jump related events within the detection volume.
Figure 3.11-4 is a series of time slices where no pulse peaks were present, and represents 
a spatial distribution related to the noise background.  This background noise level may 
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High Pass Filtered Data






































































































































High Pass Filtered Data
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Figure 3.11-4: Time slices showing minimal channel to channel correlation.
Figure 3.11-5 through Figure 3.11-12 are the time series of the data sequences that 
contain the time slices in Figure 3.11-1 through Figure 3.11-4, showing the temporal and 
amplitude context of the spatial voltage analysis.  As can be seen in Figure 3.11-5 
through Figure 3.11-12, there are a wide variety of impulse shapes, and only a very few 
have been analyzed here.  However, it would be very interesting to process this data with 
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a spatial de-correlation algorithm to localize the events and track them as a function of 
time throughout the volume of the sand in this sandbox or another sandbox experiment.




















Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
B
A
Figure 3.11-5: Time series including selected time slice locations.  Arrow A is time slice 
31.05s, and arrow B is time slice 34.54s.





















Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
B
Figure 3.11-6: Arrow A is time slice 41.35s, and arrow B is time slice 42.57s.
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Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
B
Figure 3.11-7: Arrow A is time slice 51s, and arrow B is time slice 52.85s.




















Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
Figure 3.11-8: Arrow A is time slice 60.07s.
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Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
B
Figure 3.11-9: Arrow A is time slice 73, and arrow B is time slice 73.58s.


















Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
B
A
Figure 3.11-10: Arrow A is time slice 97.38s, and arrow B is time slice 99.37s.
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Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
B
Figure 3.11-11: Arrow A is time slice 114.4s, and arrow B is time slice 116.8s.




















Time Series Plot of 32 Channels of   "Drainage 1-16-09 4-24 PM.bdf"
A
Figure 3.11-12: Arrow A is time slice 120s.
 3.12 Video and Photographic Data
Video recordings of displacements show that individual pore dewatering take place in 
Haines Jumps [Lu et al., 1994].  Figure 3.12-1 shows a series of video frame captures of 
Haines Jumps during the drainage process for the sand used in the experimental 
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investigations.  The location of the video frames shown in Figure 3.12-1 are indicated in 
Figure 3.3-1.  These pictures show that there are places where there are sudden jumps in 
the displacement of the meniscus during drainage while there are other areas were the 
position of the meniscus is stable over the same period of time.  
Photographic and video evidence suggests that the post jump pendular ring residual 
saturation portion of the model used by Prodanovi´c and Bryant (2006) is not entirely 
correct.  Figure 3.12-1 and Figure 3.12-2 are photograph of drainage in the Helle-Shaw 
Cell filled with glass beads, and it shows that there is a residual fluid film on the pore 
mineral surface immediately after a Haines Jump.  This indicates that Haines Jumps in 
part form the funicular zone of the capillary fringe, and that the jumps do not transition 
from the saturated state to residual saturation in a single jump.  Photographic and video 
evidence have the problem of the interface with the flat plane of the required glass wall. 
This interface possibly causes the water to have preferential wetting and flow paths along 
the glass surface, making the photographic and video evidence less informative. 
However, Figure 3.12-2 seems to indicate that this issue may not be a big problem 
because the pendular ring area in Figure 3.12-2 looks like what would be expected 
without the glass influence.
A video of the events shown in Figure 3.12-1 is included on the CD provided with this 
document.  Video data was also taken at ETHZ and this data is also included on the CD.
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Figure 3.12-1: Frame captures from a video microscope during drainage.  Top two frames 
are sequential frames, and the bottom two frames are sequential but at a different time 








Figure 3.12-2: Photograph of drainage in progress in a Helle-Shaw Cell at ETHZ that is 
filled with 2.0 mm glass beads.  This graphic shows three zones of the capillary fringe, 
the pendular, the funicular, and insular.  Region a) is a close up of the pendular ring zone, 
and region b) is a close up of the funicular and insular zones.
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CHAPTER 4: INTERPRETATION
 4.1 Introduction  
As explained above, the sudden movement of the meniscus during drainage experiments 
has been documented in a number of studies (Aker et al. [2000]).  During drainage, the 
invading fluid (air in the present case) is found to suddenly invade a larger region of the 
pore space.  These bursts of flow (Haines jumps) are characterized by large fluctuations 
in the pore water pressure, acoustic emissions [Sethna et al., 2001; Di Carlo et al., 2003], 
and electrical disturbances.  In our drainage experiment, crackling acoustic emissions 
were easily discerned by human ears and were audibly discerned at the same relative time 
that the electrical signals occurred.  However, the acoustic and electrical phenomena have 
not yet been correlated in terms of event for event comparison and analysis.  Haines 
Jumps are attributed to be the source of the electrical signals we observed. 
 4.2 Combined Data Analysis  
In order to pull together a more complete analysis of some of the statistical nature of 
drainage and imbibition, the exponents determined from the thresholded signals from 
both experiment apparatus are analyzed as a group.  The mean, standard deviation, and 
the 95.5% confidence interval are calculated and Figure 4.3-1 is the result of this 
analysis.  In Figure 4.3-1, the x-axis is an arbitrary number that represents the 
measurement class of the exponent statistics; there are 10 classes of measurements.  The 
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marker represents the mean, and the error bars represent the 95.5% confidence interval, 
and the text next to the markers represents the class of the exponent statistics.  Table 4.2-
1 lists all of the experiment classes included in the statistical analysis.  Each experiment 
class has N experiments, with N exponent calculations.  The mean and standard deviation 
in the table is based on these statistics.  An Excel spreadsheet was used to capture the 
exponent data and then parse it into experiment classes and compute the statistics.  Note 
that the numbers of experiments are small, and therefore these statistics may not be 
representative of the statistics of a larger number of experiments.  
The histograms for the compilation of the exponent data are shown in Figure 4.2-1.  The 
imbibition data is the orange curve, the drainage data is the blue curve, and the Gaussian 
distributions with the same mean and standard deviation as the imbibition and drainage 
data are in violet and green respectively.  It can be seen that the drainage data is very 
similar to the plotted Gaussian (green curve) distribution.  The deviations from the 
Gaussian can be attributed to an excess of step changes in the data during unsaturated 
flow that has skewed the drainage statistics slightly.  It can be seen from the imbibition 
data that the deviations from the Gaussian (violet) distribution are more evident.  This 
can be attributed to inclusion of excess step counts that drive the exponent closer to -1.0, 
and excess noise which tends to drive the exponent closer to -1.5.  This is why there is a 
peak in the distribution of the imbibition data and the distribution is skewed toward a 
higher exponent value.  
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1 Drainage All All 27 1.826 0.246
2 Drainage 0.5 ETHZ 5 2.007 0.121
3 Drainage 1 ETHZ 5 1.808 0.336
4 Drainage 2 ETHZ 11 1.728 0.245
5 Drainage sand CSM 5 1.933 0.117
6 Imbibition All All 20 1.241 0.219
7 Imbibition 0.5 ETHZ 5 1.116 0.160
8 Imbibition 1 ETHZ 6 1.328 0.267
9 Imbibition 2 ETHZ 4 1.313 0.225
10 Imbibition sand CSM 2 1.366 0.102
Table 4.2-1: Experiment classes and and class statistics.  N is the number of experiments 
in each measurement class.  The Marker Label column is the text next to each point on 
Figure 4.3-1 and represents each class of measurements.
This analysis of the exponent data shows that there is a likelihood that if the data were 
corrected for the excess counts due to the step changes in the data, that the exponents will 
have a Gaussian distribution.  This problem is caused by the construction of the ETHZ 
experiments in that there is progressive saturation and de-saturation of the electrodes. 
Proper analysis of this data will require that each channel be analyzed in the unsaturated 
flow regime separately to be sure that excess counts will not be incorporated in the 
data.distribution (Figure 4.2-1).  It is clear that more experiments will be required to fill 
out the statistics of the exponent distributions to get more accurate statistical 
relationships.  At this point, standard statistics are applied to the data.  Figure 4.3-1 shows 
the standard statistical relationships using the standard deviation as the basis for 
determining the 95.5% confidence range used for the error bars.
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Normalized Distribution of the All Drainage and All Imbibition  Classes
Mean Normalized Exponent Distribu-
tion for Drainage All Class
 Normal Distribution (Mean=1.24, 
STDEV=0.22)
 Normal Distribution (Mean=1.83, 
STDEV=0.25)
Mean Normalized Exponent Distribu-


















Figure 4.2-1: Distributions of the All Drainage and All Imbibition Experiment Classes of 
exponent data compared with Gaussian distributions.  Gaussian distributions are in violet 
(imbibition statistics), and green (drainage statistics).
 4.3 Results  
The difference in the statistics of the exponents for drainage and imbibition is a result of 
the difference in the types of pore-filling processes as explained in the Introduction. 
Figure 4.3-1 and Table 4.2-1shows the number of events counted versus event magnitude 
for both drainage and imbibition for all of the data classes.  Note that the mean of the 
exponents for the All Drainage class is -1.83 ± 0.25, and the mean of the exponents for 
the All Imbibition class is -1.24 ± 0.22.  These results are in agreement with the seismic 
data analysis of DiCarlo et al. [2003] who found a power law exponent of -1.7 ± 0.2. 
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Figure 4.3-1: Combined statistical analysis of the drainage and imbibition exponents  
derived from the curve fits of the thresholded data.  This shows the statistical difference 
between the exponents associated with the drainage and imbibition threshold 
distributions.
For imbibition, there are generally fewer events, and the events have lower amplitudes 
when compared to drainage, this is different from the seismic data of DiCarlo et al. 
[2003] which show an exponent of -2.6 ± 0.4.  
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 4.4 Signal Expectations  
It is expected that the electrical current that is generated during a Haines Jump will be 
observed on more than one channel at the same time.  The highest amplitudes of the 
electrical response are observed only on single channels, as has been shown in Section 
Error: Reference source not foundError: Reference source not found.  This behavior is 
not consistent with the expectations of signal behaviors.  The multipole expansion by 
Revil (APPENDIX VI) shows that the Haines Jumps should exhibit the voltage behavior 
of a dipole, showing up on more than one channel simultaneously with an amplitude that 
is a function of distance from the source of the dipole.  As seen in SectionError:
Reference source not foundError: Reference source not found, there are several events 
that have this characteristic, however, the voltages associated with these types of events 
are small relative to the large single channel events.  This presents a problem with 
understanding why the large signals are not exhibiting a dipolar behavior.  
The expectation of the amplitude of the electrical response of Haines Jumps is related to 
the streaming current coupling coefficient and the velocity and mass of the water moving 
during each jump.  Unfortunately, the velocity of the fluid in a jump has not been 
measured or determined at this point, however, the amplitude of the voltage can be 
estimated by using an estimated capillary pressure as the change in pressure and 
converting this into pressure head.  The capillary pressure ( Equation 4.4-1) is estimated 
from the wetting phase contact angle (θ), viscosity (γ), and an estimate of the pore throat 
radius (Rc).   Equation 4.4-1 employs the formula for a circular capillary, hence the factor 
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These formulas are used for estimation purposes only to attempt to compute the order of 





value.  The estimated capillary pressure is converted to a change in pressure head (ΔH) 
through  Equation 4.4-2, where ρ is the wetting phase density, and g is the acceleration of 
gravity.  The change in electrical potential  is estimated with  Equation 4.4-3 
through 
=LH Equation 4.4-3
the change in pressure head, ΔH, and an estimate of the streaming potential coupling 
coefficient (L).  The streaming potential coupling coefficient is estimated from typical 
values for fresh tap water, and it is approximately 10 mV per meter of pressure head.  
The results of an estimate of the electrical potential related to the ETHZ Helle-Shaw Cell 
experiments are summarized in Table 4.4-1.  An estimate of the pore throat radius was 
made, using a pore radius to pore throat radius of a factor of five, making the pore throats 
on average five times smaller than the pore diameter.  From this estimate it can be seen 
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that the electrical potential for each glass bead is different.  This is because the capillary 
pressure for the smallest beads is highest.  Additionally, it shows that the amplitude for 
the Haines Jumps for the largest beads is nearly 1/3 of the value for the smallest glass 
beads.  Generally, it can be seen that the voltages related to these jumps are in the 
milivolt range.  It is not clear whether the capillary pressure is the dominant influence in 
determining the size of a Haines Jump, it may be the lower bound.  Haines Jumps have a 
probability of occurrence throughout the capillary fringe (not beyond), and the size of the 
jumps are influenced by the overall matric suction caused by the active withdrawal of 
water from the Helle-Shaw Cell, and this is not accounted for in this estimate.  Therefore, 
the actual pressure changes of the water inside of the pores that are in the capillary fringe 
is not included in this estimate.  It is clear though that the surface tension in the smallest 
pore throats dominates the behavior of the relationship between the static capillary 
pressure and the dynamic pressure within the pores that ultimately leads to a Haines 
Jump.  Therefore this estimate may only be representative of the expectation of the order 
of magnitude range of the voltages caused by Haines Jumps (0.1 to 10 mV range).  This 
means that Haines Jumps should not be expected to be of the order of volts or hundreds 
of milivolts, and that the observations of large voltages in the experiment data are 
indicative of an additional process that interacts with the dynamics of Haines Jumps to 









Estimated Total Pore Volume 
Vpores=Vall-Vspheres [mm3]
81000
Streaming Potential Coupling 
Coefficient [mV/m] 10
Capillary Radius to Pore Throat 
Radius Ratio 5
Diameter of Beads [mm]
Size small middle large
Bead Diameter Range [mm] 0.5-0.75 1.00-1.30 2.00-2.40
Average Bead Diameter [mm] 0.63 1.15 2.2
Average Bead Volume [mm3] 0.13 0.8 5.58
Average Pore Volume [mm3] 8.52E-02 5.31E-01 3.72E+00
Estimated Pore Radius [m] 2.73E-04 5.02E-04 9.61E-04
Est. Number of Pores 950468 152575 21793
Capillary Pressure [Pa] 2665 1448 757
Pressure Head [m] 0.27 0.15 0.08
Electrical Potential [mV] 1.36 0.74 0.39
assumption: number of pores=number of spheres
Table 4.4-1: ETHZ Helle-Shaw Cell parameters for estimating Haines Jump electrical 
potential (modified from Moebius 2009).
Additionally, it is expected that the electrical response may also exhibit a diffusion type 
of response from the diffusion of the water associated with Haines Jumps into the 
surrounding saturated pores.  Section 5.2 Conceptual Modeling is an effort to analyze the 
impulse characteristics, unfortunately, the data has not yet been successfully analyzed for 
this behavior.
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 4.5 Problems and Resolutions  
There have been many problems associated with the data acquisition and analysis of the 
data acquired in the experiments.  There are issues with power system coupling and 
related filtering, possible electrode-fluid interactions under hydrodynamic conditions, 
possible external acoustic influences, and insufficient statistics associated with each type 
of experiment.  There is also the problem that some of the impulses show very fast rise 
times, yielding the possibility that the data acquisition system is under sampling the 
signals.  Additionally, there may be non-Haines Jump related pore scale hydrodynamic 
effects that may cause electrical fluctuations that are unaccounted for.
Many of the problems are related to the data acquisition environment and associated 
coupling of the power system harmonics and other noise sources into the measurements 
even though the measurements were acquired with the data acquisition system operating 
on battery power and fully isolated from conducted noise sources.  This noise coupling is 
related to the high impedance of the electrodes themselves and the change in the porous 
media saturation level.  The lower the saturation, the higher the noise coupling.  This 
made it absolutely necessary to use digital filters to suppress the power system 
harmonics.  Wherever possible, the digital filters that were used had a linear phase 
characteristic, having a constant delay.  This type of filter, if designed properly, has an 
impulse response that has an impulse characteristic with minimal undershoot and ringing, 
preserving, as best as possible, the shapes of the impulsive nature of the signals. 
Unfortunately, this type of filter has a very slow roll off as a function of frequency, 
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requiring high digital filter orders to achieve the desired attenuation.  Additionally, The 
IIR filters that were used were not zero-phase filters, leading to the possibility of 
introducing some phase distortion into the data.  It is now recognized that these filters 
could have operated on the data in the forward and reverse data directions to turn the 
filters into zero-phase filters.  If necessary in future signal processing efforts, all 
nonlinear phase filters will operate on the data in the forward and reverse directions.
As discussed in Section 4.4  Signal Expectations, the electrical impulse behavior of the 
Haines Jumps is expected to have a dipolar response, and the detectable signals are 
expected to appear on more than one electrode simultaneously.  This behavior is not 
observed with the large voltage impulses.  From the spatial analysis of the voltages 
measured in one of the sandbox experiments in SectionError: Reference source not
foundError: Reference source not found, it can be seen that the high amplitude pulses are 
primarily localized to a single electrode, and therefore were determined to be located 
very near or on the involved electrodes.  However, the amplitudes of these pulses appears 
to be anomalously large.  It is proposed here that there may be an unaccounted for 
response of the non-polarizing electrodes to the hydrodynamics of Haines Jumps.  The 
electrodes used in these experiments are constructed using a porous sintered silver plug 
with a silver-chloride saturated element inside the electrode module.  During Haines 
Jumps there is a pressure change that occurs during the desaturation of the pores involved 
in a Haines Jump.  If an electrode is in contact with desaturating pores, this pressure 
change will involve the electrode.  Given that the electrode is a porous metal with silver 
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chloride within its pores and in the pores near the electrode, it is proposed that a pressure 
change will cause more of the silver chloride to momentarily move into the surrounding 
pore space due to a change in the pressure within the electrode and pore space around it. 
Also, when the pores desaturate this causes a large change in the electrical conductivity 
and chemical environment around the electrode, compared to the fully saturated 
environment.  Normally, non-polarizing electrodes are used in hydrostatic circumstances, 
where the pressure and water saturation is not changing.  Non-polarizing electrodes that 
are used for self-potential measurements are put into contact with the ground and allowed 
to stabilize briefly before measurements are made.  In the drainage and imbibition 
environment in the sandbox and the Helle-Shaw Cell, the environment is dynamic, 
leading to electrode/environment interactions that have not been considered, 
characterized, and corrected for in the data.  The large amplitude effects are not observed 
as often in imbibition because the hydrodynamics of the imbibition process is 
substantially less energetic, making the jumps, and related pressure changes much 
smaller.  This is another rationale for explaining the observed large amplitude single 
channel events as being the result of hydrodynamic effects interacting with the 
electrodes.  Even though there may be unexpected hydrodynamic influences in the data, 
the hydrodynamic effects may be proportional to the magnitude of the Haines Jumps 
(volume of fluid, number of pores involved, and pressure changes).  This makes the 
voltage response proportional to the jump size on a single channel basis.  What may be 
missing though is the multiple channel count associated with these jumps.
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The measurement of the voltage in these experiments may also be influenced by 
externally generated acoustic sources within the pass band of the data acquisition system 
that get coupled into the porous medium during the measurements.  These acoustic waves 
can be converted into a co-seismic electrical response by modulating the fluid within the 
pore space.  These types of signals may appear as fully correlated across all channels, or 
as added noise within the data.  Some of this type of noise may be generated by physical 
contact with or slight movement of the experimental apparatus, or connected wires or 
tubes, or vibrations conducted into the test apparatus through the floor or counter, or by 
acoustic coupling of sound into the apparatus.  The ETHZ experiment apparatus is more 
susceptible to this type of noise due to the small volume of the device relative to the 
larger volume of the sandbox.  The acoustic interaction with the sandbox, even though it 
is larger may be less because it is more acoustically dissipative.
The statistics of the data is not sufficient for the detailed analysis in part because there 
were not enough experiments to establish the statistical basis to a level that is conclusive 
concerning the relationships of flow rate, and grain size to the occurrence of Haines 
Jumps.  Additionally, high degree of filtering likely removed some countable events and 
the lack of the removal of some noise sources caused the setting of the lowest thresholds 
in some data sets to be higher than would be set were the externally induced noises not 
present in the data.  This effect altered the statistics of the data causing the counts to 
deviate from the expected trends at the low threshold voltage end of the distribution of 
some of the data sets.  The hydrodynamic influences on the electrodes also influenced the 
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statistics by causing in some data sets an excess of high threshold voltage counts.  The 
saturation and desaturation of electrodes also caused significant step changes in the data, 
causing large impulses in the high pass filtered data.  These steps increased the count 
statistics of the high threshold voltage end of the pulse count data.  The method of pulse 
detection and counting also influenced the count statistics by potentially missing pulse 
pile up related events.  These events are Haines Jumps that occur on top of each other or 
within the tail of another pulse that may be counted as the same pulse in the pulse count 
duplication rejection process.  It can be seen from this assessment that there are several 
problems related to the collection of the count data that feeds into the statistical analysis.
A part of understanding Haines Jumps is being able to acquire the signals of the jumps 
with a high enough bandwidth to be able to accurately reproduce the full signal response. 
This means that if the sample rate is not high enough, key parts of the signal, such as the 
rise time of the pulses will not be correctly sampled, and may not render a proper 
representation of the peak velocity of the fluid flow that occurs in some types of Haines 
Jumps.  This issue may also be masked by the proposed hydrodynamic influences on the 
electrodes, and the required filtering because of the high level of noise coupling.  This 
issue can only be resolved by increasing the sample rate of the data acquisition system 
(also increases the noise) and acquiring the data in a minimal coupled electrical noise 
environment.  
Finally, there may be hydrodynamic effects at the pore level associated with the tortuous 
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path that the saturated fluid phase takes that diverts the flow of water through the 
unsaturated and saturated regions of the pore space.  These micro level fluid flow 
diversions will cause changes in the direction of the flow related current density and 
thereby cause fluctuations in the measured voltage at the electrodes.  This phenomenon if 
present would set the lower limit of Haines Jump detectability, because Haines Jumps 
that are near or below this voltage level may not be distinguishable from this behavior.
As can be seen from this analysis, there are many unresolved issues with these 
experiments, however, the underlying statistics associated with drainage and imbibition 
are still largely valid.  These errors cause a greater spread in the statistics, and therefore 
to compensate for these types of errors, more data is needed, and the data needs to be 
acquired in an electrically (and possibly acoustically) quieter environment.  
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CHAPTER 5: CONCLUDING STATEMENTS
 5.1 Results Discussion  
It is clear that there is a statistically based decrease in the exponent in this data set, 
however, there is a possibility of some sort of experimental or signal processing induced 
bias that causes this result.  It should be noted that the curve fitting of the data was 
dependent on several factors including correlated noise avoidance, filter induced temporal 
artifact avoidance, the avoidance of poor fits due to the excess or dearth of events at both 
ends of the thresholds causing weighting factor shifts.  However, the drainage data went 
through the same processing engine, and are consistent with previous results by Haas and 
Revil (2009) and as mentioned above are consistent with DiCarlo et al. (2003).  The 
drainage data herein is also comparable with the drainage related pressure fluctuations 
modeled by Aker et al. (2000).  In their case, the pressure fluctuations have a distribution 
during slow drainage with a power law exponent of -1.9.  
Another possibility to explain the electrical fluctuations we observed would be that the 
observed electrical disturbances may result from the seismoelectric conversion of the 
seismic waves. This possibility can be dismissed because acoustic signals are typically on 
the order of 0.1 Pa [DiCarlo et al., 2003]. With a typical streaming coupling coefficient 
of -106 V/Pa for tap water, the order of magnitude of the co-seismic electrical signals 
would 10-4 mV, much below the amplitude of the signals we detected (above 0.1 mV). 
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 5.2 Conceptual Modeling  
In order to be able to model the observed Haines Jumps, it is important to first understand 
the regime of fluid flow that is present within the pore space.  This starts with the 
determination of the capillary number (Ca), the Bond number (Bo), and the Reynolds 
Number (Re).  The Ca represents the relationship of viscous forces to surface tension, Bo 
establishes the relationship of body forces such as gravity to surface tension, and Re 
establishes the importance of inertial forces to viscous forces.  
 5.3 Flow Regime Analysis  
For Ca < 1E-05 the flow is dominated by surface tension.  The capillary numbers in 
Table 5.3-1 show a range of values that shows surface tension dominance for the low 
volume flow (10 ml/min) and more viscosity influence for the higher flow rates.  





where ρ is the fluid density (kg/m³), g is acceleration due to a body force such as gravity 
(m/s2), L is the characteristic length such as pore throat or pore diameter (m), and γ is the 
surface tension (N/m).  The Bond numbers for the ETHZ test data are based on estimated 
pore sizes, and are listed in Table 5.3-1.  If the body forces are caused by other than 
gravity,  then these numbers may be significantly different than the Table 5.3-1 values. 
Typically, Bond numbers less than one indicate that surface tension dominates over body 
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forces, in this case gravity.  
small middle large beads
volume flow [ml/min] FLUID VELOCITY [cm/s]
10 0.07 0.05 0.04
50 0.36 0.25 0.20
100 0.71 0.50 0.39
CAPILLARY NUMBER
10 9.848E-06 6.893E-06 5.442E-06
50 4.924E-05 3.447E-05 2.721E-05




10 0.264 0.340 0.513
50 1.319 1.699 2.566
100 2.638 3.398 5.133
Table 5.3-1: Fluid velocity, capillary number, Bond number, and Reynolds number for 
the ETHZ data (Modified from Moebius 2009).
The Reynolds numbers for the ETHZ data are listed in Table 5.3-1, where the Reynolds 
number provided here is the saturated flow for a single pore distance and is calculated:
Re=V L
 Equation 5.3-2
where ρ is the fluid density (kg/m³), V is the mean fluid velocity (m/s), L is the estimated 
pore length (m), and μ is the dynamic viscosity (kg/m·s).  All of the single pore Reynolds 
numbers are less than 10, however, this value may not be representative of the Haines 
Jump conditions, because the average of the instantaneous velocity during a jump is 
significantly higher than the average drainage flow under slow drainage conditions, and 
the maximum length possible for a Haines Jump is based on the height of the capillary 
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fringe, which can be much greater than the pore diameter.  Both of these conditions have 
a greater impact on the small glass beads because more pores can be involved in a Haines 
Jump, and the instantaneous velocity may also be higher, resulting in higher Reynolds 
numbers.  However, all of the Reynolds numbers for these measurements will need to be 
adjusted for higher instantaneous velocity.  Based on this, Reynolds numbers may need to 
be adjusted upwards for some situations by at least a factor of 10 or more, making the 
Reynolds numbers range from ~0.2 to greater than 50. 
In general, the capillary number, Bond number, and Reynolds number for the ETHZ data 
indicate that these experiments are within the range of capillary forces domination over 
viscosity and gravity, with a tendency to be in the inertial flow regime for most flow 
conditions.  This allows for the examination of the signals measured, and apply the flow 
regime to the development of a model to explain the process of Haines Jumps in the 
context of the measurements and observations.
Conceptually during drainage prior to the initiation of a Haines Jump, the capillary 
pressure is high enough to provide meniscus stability at a particular pore throat.  As water 
drains, the pore pressure gradually decreases until it is too low to maintain the meniscus 
position at the pore throat.  During this process, the meniscus curvature increases to 
accommodate the decreased pressure, and eventually attains a curvature that is too 
extreme for the meniscus to maintain its position, and it moves into the pore space where 
the curvature can decrease to accommodate the lower pore pressure.  However, the pore 
pressure is still too low at the increased diameter of the pore, and the fluid and meniscus 
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continues to move through pores and pore throats until the capillary forces halt the flow. 
This flow is the initial flow of the Haines Jump and ends with a meniscus that may not be 
in a final stable position because of the momentum of the fluid involved in the jump. 
This momentum causes the locally connected and saturated pores to have pressures that 
are too high, and the meniscus to still have a curvature that is initially too high for 
stability.  The excess pressure and too high of meniscus curvature combine to cause the 
meniscus to rebound beyond the the initial flow stopping point.  The excess pressure 
diffuses into the surrounding pores, and the surface tension pulls the meniscus into a final 
stable position and curvature based on the minimum surface geometry of the pore throat. 
This effect completes the main motion of the Haines Jump.
After the main flow, the drained pores still have too much fluid saturation, leaving a 
somewhat thick film of fluid on the pore walls.  An additional flow is proposed herein 
that drains the side wall film of fluid during the Haines Jump process.  This part of the 
Haines Jump process is much slower, but still supplies fluid during the final stages of a 
Haines Jump.  The drainage of this fluid also raises the pressure of the local saturated 
pores that must be diffused throughout the attached saturated pore space.  The mass of 
the additional water for both of these cases initially rapidly flows into some of the 
saturated pores, raising the water level slightly in the process as the diffusion progresses.
Placing the flow regime into the measurement context can begin by analyzing the data for 
its structure, to see what is there and what process fits the data.  To do that, Matlab code 
96
was written to curve fit the tails using the nonlinear curve fitting functions in Matlab. 
The tails of some of the impulses were selected and curve fit with a sum of two relaxation 
time based exponentials.  There are a variety of impulses as been already demonstrated, 
and many of them have a variety of rise times and decay tails.  The impulse tails have 
been initially modeled as a relaxation time phenomenon where the time constant is τ, and 
τ1 and τ2 represent the different relaxation time constants associated with different 
processes that generate the signal.  Future modeling will attempt to fit a diffusion based 
model to the entire pulse.  The applied relaxation time models are shown in Equation 5.3-
3 and Equation 5.3-4.  These equations are plotted individually, and summed together 
and plotted along with the data in each of Figure 5.3-1 through Figure 5.3-7 for the 












The nonlinear curve fit agrees with the sum of two exponentials with different time 
constants.  Several impulse tails were analyzed and it was found that the small impulses 
<40 mV resulted in single exponentials, but the larger impulses with tails all had a two 
exponential solutions.  The smaller impulses had much more noise content relative to the 
amplitude of the pulse and the filtering influenced them more (relatively) with the result 
that a two exponential solution was not derived.  It is clear from this analysis that the 
experiment needs to be done in a much quieter environment, with wider bandwidth and 
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less filtering.










Time Series Impulse Tail Curve Fit Plot of Channel 8 of   "ETHZ Test 28 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-1: Impulse tail analysis showing the comparison between an exponential 
regression and the summation of exponentials for an impulse in ETHZ Test #28 Channel 
8.











Time Series Impulse Tail Curve Fit Plot of Channel 8 of   "ETHZ Test 30 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-2: Impulse tail analysis showing the comparison between an exponential 
regression and the summation of exponentials for an impulse in ETHZ Test #30 Channel 
8.
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Time Series Impulse Tail Curve Fit Plot of Channel 2 of   "ETHZ Test 30 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-3: Impulse tail analysis showing the comparison between an exponential 
regression and the summation of exponentials for an impulse in ETHZ Test #30 Channel 
2.











Time Series Impulse Tail Curve Fit Plot of Channel 8 of   "ETHZ Test 36 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-03-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-4: Impulse tail analysis showing the comparison between an exponential 
regression and the summation of exponentials for an impulse in ETHZ Test #36 Channel 
8.  The equation in the center is the exponential regression.
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Time Series Impulse Tail Curve Fit Plot of Channel 8 of   "ETHZ Test 44 Low Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-03-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-5: Impulse tail analysis showing the comparison between an exponential 
regression and the  summation of exponentials for an impulse in ETHZ Test #44 Channel 
8.  The equation in the center is the exponential regression.









Time Series Impulse Tail Curve Fit Plot of Channel 7 of   "ETHZ Test 30 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-6: Impulse tail analysis showing the comparison between an exponential 
regression and the  summation of exponentials for an impulse in ETHZ Test #30 Channel 
7.  The equation in the center is the exponential regression.
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Time Series Impulse Tail Curve Fit Plot of Channel 4 of   "ETHZ Test 30 High Flow Drainage 2.0-2.4mm Glass Beads 2048Hz 7-02-09.bdf"











Exp1 + Exp2 Model Fit
Exp1
Exp2
Figure 5.3-7: Impulse tail analysis showing the comparison between an exponential 
regression and the  summation of exponentials for an impulse in ETHZ Test #30 Channel 
4.  The equation in the center is the exponential regression.
This data analysis shows that there are at least two processes different relaxation times 
within a single Haines Jump.  Additionally, it has been discussed with Or (2009) that 
there is a meniscus rebound effect during a Haines Jump.  This adds a third component to 
the Haines Jump process.  Standard speed video observations show two distinct 
processes, a rapid jump followed by a slower pore space side wall drainage.  This 
correlates well with the curve fit results of two relaxation time based exponentials with 
different time constants.  The data acquisition system was not able to resolve the 
meniscus rebound effect due to the high noise content of the data.  So, the initial 
construction of a model of the electrical current generated by a Haines Jump should 
contain at least three processes, 1) Initial fast flow, 2) the slower side wall flow, and 3) 
the meniscus rebound.  
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The curve fit was subtracted from the data and what looked like the rebound effect may 
have been observed, however, the frequency of the rebound was almost exactly 50 Hz. 
This is suspicious as a remnant of the European power grid, and therefore this residual 
was discounted as an observation of the rebound effect.  Also, the resistivity of the 
medium is changing during a jump, and therefore an increase in the 50 Hz coupling is 
likely in the process.  Ultimately, the meniscus rebound needs to be measured and 
modeled, but for now it can simply have a damped sinusoid as the solution to this part of 
the sum of differential equations associated with that solution term.
conceptual meniscus rebound=A3 e
− t
3 ei t Equation 5.3-6
 5.4 Haines Jump Model Concepts  
This flow of water produces an electrical current density.  The constitutive equation for 
this process is the relationship that generates the total current density through the sum of 
current density terms ( Equation 5.4-1).  The first term, jv, ( Equation 5.4-2) represents 
the current generated through an applied voltage across the conductive water, and the 
second term, js, ( Equation 5.4-3) is the source term relating the excess charge in the pore 
space with the velocity of the water, generating the source current density.  Inserting 
 Equation 5.4-2 and Equation 5.4-3 into  Equation 5.3-5 produces Equation 5.4-4.
j=jv js Equation 5.4-1
jv=−∇ Equation 5.4-2
js=Qv u Equation 5.4-3
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j=−∇Q v u Equation 5.4-4
The elements in these equations are, σ is the fluid conductivity (S m-1), ψ is the electrical 
potential (V), and Qv is the volumetric excess charge density(C m-3).  
It is proposed here that the traditional treatment of volume averaged flow is not 
descriptive of the main flow processes in Haines Jumps.  Therefore, in  Equation 5.4-3 
and  Equation 5.4-4, u is the fluid velocity (m s-1) defined through the solution of the 
Navier-Stokes equation under the assumption of incompressible flow and without 
convective acceleration as defined by Equation 5.4-5.  
 ∂u
∂ t
=−∇ p∇ 2 ug Equation 5.4-5
Where ρ is the fluid density (kg m-³), p is the pore pressure (Pa), g is the acceleration of 
gravity (m s-2), and μ is the dynamic viscosity (kg m-1·s-1).  This equation is used because 
it has the necessary terms to describe the flow of fluid during a Haines Jump.  In this 
equation, ∂u∂ t  is the acceleration associated with the change in velocity of the pore 
water during the initiation of a Haines Jump.  The beginning part of a Haines jump causes 
the fluid to rapidly achieve a relatively fast velocity, and therefore this term is not a 
negligible factor.  Additionally, when the fast moving volume of water combines with 
slowly draining water in the receiving pore space, there is the fluid momentum that must 
be accounted for that is not considered in the traditional Darcy Law based flow.  Dividing 
 Equation 5.4-5 by the fluid density and the middle term on the right then containing
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




Re results in Equation 5.4-6.  This proportionality will be helpful for 
evaluating the flow regime during forward modeling, and comparing forward modeling 







∇ 2 ug Equation 5.4-6
Upon the solution of  Equation 5.4-6 for u, the streaming potential cross coupling term 
will be added.  Combining the solution of u, with  Equation 5.4-4 provides a system of 
equations by which the velocity, u, and ψ, the electrical potential and be solved.  The 
continuity equations for conservation of charge, and conservation of mass are shown in 
 Equation 5.4-7 and Equation 5.4-8.
∇⋅j=0 Equation 5.4-7
∇⋅u=0 Equation 5.4-8
This system of equations will be used with ComSol Multi-physics in future research to 
solve for the velocity of the flow of water and the streaming potential that is developed 
during a Haines Jump.
 5.5 Conclusions  
High-frequency monitoring of a drainage experiment reveals a complex dynamic 
behavior of the streaming potential response.  In addition to the low frequency dynamic 
behavior analyzed recently by Revil et al. (2008), a higher frequency response was also 
observed.  During imbibition experiments, the acoustic noise and electrical noise were 
reduced, although still present to a somewhat smaller degree.  These electrical 
104
disturbances are consistent with Haines Jumps.  Self-organized critical systems that 
evolve in bursts (from landslides to earthquakes) predict that these types of systems 
should exhibit discrete impulsive events spanning a broad range of sizes with a power-
law behavior [Sethna et al., 2001]; the analysis of our data shows that the electrical 
signals caused by the drainage of porous media is agreement with this.  The use of self-
potential localization methods, see Crespy et al. (2008), could be used to locate these 
events inside the sandbox, and their use will be investigated in a future work. 
Electromagnetic emissions like the one described in the present study could be used to 
characterize percolation invasion processes in these systems when the discrete impulsive 
events result in pulse current events. 
 5.6 Recommendations For Future Work  
The work described herein is only the beginning of a substantial amount of research that 
needs to be conducted to explore the electrical and acoustic properties of unsaturated 
flow within various porous media associated with a variety of different fluid 
combinations.  Ultimately, further research needs to focus on multiphase flow, 
incorporating different combinations of fluids and gases under different mineral wetting 
conditions.  Initially, the research needs to continue with laboratory experiments and 
mathematical modeling to characterize these signals under a variety of conditions. 
Eventually, the work needs to move into the much more harsh and noisy environment 
associated with field work.  
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There are several aspects of future recommended laboratory efforts that need to be 
addressed.  First of all, an instrumentation suite that is capable of measuring the full 
bandwidth of the electrical, acoustic, and pressure signals in a synchronized manner is 
needed.  It should be recognized that the full bandwidth of these signals extends into the 
10s of KHz (possibly higher) and is impulsive by nature.  It is important that the 
instrumentation suite be calibrated such that the measured signals can be compared to 
known references.  The knowledge of the magnitude and bandwidth of these source 
signals is important to be able to develop the needed physical models that will help 
determine whether the phenomena are geophysically exploitable outside of the laboratory 
environment.  Secondly, laboratory experiments must be combined with mathematical 
modeling efforts to develop robust physical models that are able to describe the 
phenomenon at the pore scale.  It is important to experimentally test, verify, and extend 
the work of Lac and Sherwood (2009) concerning the physical foundation of the electro-
kinetic coupling and pressure effects of unsaturated flow they predict.  This work can be 
done in the laboratory and is a critical part of the development of the mathematics 
describing the physics of this phenomenon.  These models will need to be refined and 
integrated together and extended to and correlated with the macro scale models already in 
existence to facilitate a predictive environment for future applications.  Once 
mathematical models have been developed that are able to model the initial laboratory 
data, then the mathematical models need to be verified with a variety of different 
laboratory data.  This establishes a forward modeling and experimental verification loop 
until the models are sufficiently refined.  This will help develop and establish the validity 
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of the new and integrated models.  Along with the modeling efforts, event localization 
and parameter inversion methods will need to be developed, to help determine field 
exploitability.  After the laboratory experiments and modeling efforts have been 
determined to sufficiently characterize and predict the phenomenon to an adequate degree 
of convergence, then it must be determined whether the phenomena is exploitable outside 
of the laboratory.  The results of the modeling and localization efforts may yield 
conclusions concerning phenomenon exploitation outside the laboratory.  However, if 
there is sufficient confidence in the localizability of the events, then the next step should 
be taken, field experiments.  The field experiments should be executed with a 
combination of modeling and field test efforts.
Initial fieldwork should focus on near surface experiments to determine whether the 
phenomena can be observed in natural/unnatural environments.  One simple kind of 
experiment would be the instrumentation and measurement of the percolation of water 
from an irrigation system into the near surface.  After the successful completion of the 
initial field experiments with the observation of the phenomena, then more advanced and 
complex experiments can be developed and executed.  By necessity, field work will 
require the development/acquisition and use of equipment that is sensitive and sturdy 
enough to operate in field.  For the initial field experiments, it is desirable to have 
hardware that is capable of measuring both electrical and acoustic signals from within the 
subsurface, very near the surface.  This is recommended because surface based hardware 
is easier to deploy.  Other field experiments should be conducted in other environments 
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and locations where unsaturated flow is known to be present.  Eventually, it would be 
desirable to make measurements within a benign borehole environment where the noise 
and temperatures are more controlled and not significant contributors to errors.  At some 
point in time in the field testing it can be decided whether the phenomenon is 
geophysically exploitable and that more advanced hardware should be developed, and 
further case studies performed.
It is also important to resolve what information can be determined from the shapes of the 
variety of impulses encountered within various types of experiments.  If there is 
important parametric information that can be determined from the pulse shapes, then 
these pulses may be individually geophysically exploitable.  The determination of 
whether there is a passive induced polarization effect generated from the pulses of current 
caused by Haines Jumps could be an important development in geophysics if the signals 
are present in actual geological situations.
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H.  Revil Multipole Expansion
We can use a multipole expansion of the electrostatic potential associated with a single 
Haines jump during drainage or imbibition.  We consider an infinite homogenous 
conductive material in 3D.  We note   the surface of the volume in which the Haines 
jump takes place.  We consider situations where the electrodes are far enough from the 
source to treat the source as a point source.  The multipole expansion of the electrical 

















where )(xPn  are Legendre polynomials and er  is the volumetric charge density 
associated with the electrokinetic process associated with the Haines jump.  Equation H1 
can be written as, 
...)()()()( 210  rrrr  Equation H2
where )(0 r  represents the monopole term, )(1 r  the dipole term, 2 ( )y r  the 
















 r Equation H4
where the total charge Q  corresponds to the moment of order one of the charge 
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distribution ( ')er r , 


 ')'( dVQ e r Equation H5





where Equation H6 results from the classical source current density source term in the 
Poisson equation for the electrical potential (e.g., Sill, 1983).  We focus from now on the 
primary source term and we forget the secondary source term associated with the jump in 
electrical conductivity through  .  Neglecting the spatial variation of the electrical 
conductivity with respect to the role of the primary term and using the divergence 
theorem, we obtain, 


 aj d0 SQ 

Equation H7
where da is the surface element of the interface   pointing outward from the volume in 
which the Haines jump takes place.  The charge conservation equation inside the volume 




which indicates that the total flux of electrical charges through   is equal to zero (i.e., 
there is no charge storage inside the volume in which the Haines jump takes place). 
Therefore, the monopole term of the multipole expansion series is equal to zero.  The 










= òr r . Equation H9
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= × òr r r r . Equation H10
The dipole moment is the second order moment of the charge distribution is, 
' ( ') 'e dVr
W








 . Equation H12
We have therefore demonstrated that the electrical field created in the sandbox by a 
Haines jump is dominated by the dipolar field. 
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