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Abstract
Mutation and crossover are the main search operators of different variants of evolutionary algo-
rithms. Despite the many discussions on the importance of crossover nobody has proved rigorously
for some explicitly deﬁned ﬁtness functions fn : {0, 1}n → R that a genetic algorithm with crossover
can optimize fn in expected polynomial time while all evolution strategies based only on mutation
(and selection) need expected exponential time. Here such functions and proofs are presented for a
genetic algorithm without any idealization. For some functions one-point crossover is appropriate
while for others uniform crossover is the right choice.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction and history
Ideas from biological evolution have inﬂuenced the design of systems for various aims,
i.e., adaptation, simulation, control, and optimization. Here we consider the optimization, in
particular, the maximization of pseudo-boolean functions fn : {0, 1}n → R+0 . Evolutionary
algorithms use selection operators, search operators, and a stopping criterion. The class of
search operators containsmutationwhere one parent creates one child preferring individuals
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closer to the parent and crossover where (in most cases) two parents create one or more
children which lie in the subcube of {0, 1}n spanned by the parents.
There have been long debates which type of search operator is “more important”. This
paper is not a contribution to this debate.We are interested in speciﬁc ﬁtness functions such
that crossover is necessary to obtain an evolutionary algorithm (then also called genetic
algorithm) where the expected time until an optimal search point is evaluated (called the
expected optimization time) is polynomial (instead of exponential).
Holland [3] has described the possible use of crossover leading to the building-block
hypothesis (see also Goldberg [2]). The well-known schema theorem describes the devel-
opment of schemata within one step. Hence, in general, it does not lead to results on the
expected optimization time. Based on these considerations Mitchell et al. [6] have intro-
duced the so-called royal road functions RRn,k : {0, 1}n → R+0 (where m := n/k is an
integer) where the set {1, . . . , n} of indices is partitioned into m consecutive blocks of k
elements each. Then RRn,k(x) is deﬁned as the number of blocks containing only xi-bits
equal to 1. Mitchell, Holland, and Forrest [1,7] have investigated these functions (for an
overview see Mitchell [5]).
It has turned out that mutation-based evolutionary algorithms are quite successful for the
royal road functions.The so-called (1+1)EAwithpopulation size 1 andmutationprobability
1/n has an expected optimization time of O(2k(n/k) log(n/k)). We only mention that
we can prove that this bound is asymptotically tight. It has been shown in the above-
mentioned papers that the expected optimization time of an idealized genetic algorithm
(IGA) is of order 2k log(n/k). IGA does not consider the negative implications of the
hitchhiking effect. Experiments show that the (1 + 1)EA is faster than genetic algorithms
on royal road functions. It is also clear that even the idealized GA saves only a polynomial
factor of order n/k. Moreover, the analysis of the royal road functions shows that crossover
often has simultaneously positive and negative effects and one has to argue carefully to
prove that the positive effects are more important.
Watson et al. [11] and Watson and Pollack [12] have presented another “GA-friendly”
ﬁtness function called H-IFF. For n = 2k we have 2m natural blocks of length 2k−m each.
The “value” of a block is equal to its length and a block is “activated” if all bits in this block
have the same value (0 or 1). Finally, H-IFF(x) is the sum of the values of all activated
blocks. The interesting aspect of H-IFF is that the blocks “are strongly and non-linearly
dependent on one another” [10]. Several aspects of this function have been investigated
[10–14] where part of the analysis is based on methods due to Wright and Zhao [15].
These papers contain many arguments why mutation-based evolutionary algorithms have
exponential expected optimization time while genetic algorithms may have polynomial
expected optimization time. However, all analytical results have been obtained under some
simplifying assumptions.
The focus of our paper is another one.We are interested in upper and lower bounds on the
expected optimization timewhich are provedwithout any hidden or simplifying assumption.
Thismeans that we prove the bounds for the expected optimization time of a realistic genetic
algorithm. In contrast, there are some papers investigating quite artiﬁcial algorithms and
papers analyzingonly a simpliﬁedmodel of the considered algorithm.Our aim is to show that
genetic algorithms have on some functions polynomial expected optimization time while
mutation-based evolutionary algorithms need exponential expected optimization time. The
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functions are deﬁned just to have the desired properties (as it was the case with RR and
H-IFF). Our functions will not have such a clear “schema structure” as RR and H-IFF.
However, our aim is to show that we can control for some “GA-friendly” functions all
possibly negative aspects of crossover without using an artiﬁcial algorithm. The ﬁrst paper
where the use of uniform crossover has been proved rigorously is by Jansen and Wegener
[4]. However, they have used an artiﬁcial small crossover probability of 1/(n log3 n) in
order to control the hitchhiking effect and, for their example, the expected optimization
time for mutation-based algorithms is only super-polynomial, namely of order nlog n, and
not exponential.
Since one-point crossover is the historically ﬁrst crossover operator and since one-point
crossover was assumed to be adequate for the royal road functions, we ﬁrst consider this
type of crossover operator. In Section 2, we introduce and analyze the so-called real royal
road functions for one-point crossover. In Section 3, we do the same for uniform crossover.
We ﬁnish with some conclusions.
2. Real royal road functions for one-point crossover
Deﬁnition 1. For x ∈ {0, 1}n let |x| be the number of ones in x, i.e., x1 + · · · + xn, and
let b(x) be the length of the longest block consisting of ones only, i.e., the largest l such
that xi = xi+1 = · · · = xi+l−1 = 1 for some i. The real royal road functions for one-point
crossover are deﬁned by
Rn,m(x)=
{2n2 if x = (1, 1, . . . , 1),
n|x| + b(x) if |x|n−m,
0 otherwise.
We use the notation Rn for the special case m= n/3.
The function has the property that, as long as |x|n − m, the ﬁtness depends on the
number of ones and ones which build a block are better than ones that are spread over the
vector. The all-ones string is optimal and is surrounded by a large valley of bad points.
Thus, the second-best points are far away (with respect to Hamming distance) from a global
optimum. The same holds for H-IFF. However, for people who like to see “more smooth”
functions we can consider such a variant of the real royal road functions Rn where we
assume for the ease of description that n is a multiple of 6:
• If (2/3)n< |x|(5/6)n, the ﬁtness equals (10/3)n2−4|x|n+b(x)−|x|, i.e., the ﬁtness
decreases linearly with |x|. If b(x)= |x|, the ﬁtness decreases from (2/3)n2 to 0.
• If (5/6)n |x|n, the ﬁtness equals 12|x|n−10n2+b(x)−|x|, i.e., the ﬁtness increases
linearly with |x|. If b(x)= |x|, the ﬁtness increases from 0 to 2n2.
This variant is for genetic algorithms even easier than the original function for Rn. The
lower bounds for evolution strategies without crossover get a bit worse as we show now.
We consider standard (+) evolution strategies. In the beginning a population of size 
is generated uniformly at random, i.e.,  individuals from {0, 1}n are chosen independently
uniformly at random. Then, in each generation (round),  individuals, which are called
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offspring, are created identically independently. For each offspring ﬁrst an individual, which
is called parent, from the current population is selected. Typically, this is done uniformly
at random. For our purposes this is not important: any selection mechanism may be used.
Then amutation of this parent is done: the bits are ﬂipped independently with the same ﬁxed
probability p, where 0<p1/2 holds. The probability pmay be set to a different value for
any generation or remain ﬁxed. After this mutation,  individuals with the largest function
values are selected from the  offspring and the  individuals of the old population. Ties
may be broken arbitrarily. These  individuals replace the old population. This completes
one generation and the next round begins.
In the beginning the individuals are chosen randomly and independently. The probability
that such an individual has more than (2/3)n ones is bounded above by e−n/18 = e−(n)
(application of Chernoff’s bound, see Motwani and Raghavan [9]). Hence, the probability
of having an individual with more than (2/3)n ones is exponentially small. Since the evo-
lutionary strategy uses a plus-strategy, i.e., accepts only individuals which are not worse
than the given ones, the optimal string has to be produced by mutation from an individual
with at most (2/3)n ones.
In mutations, the probability for producing the all-ones string is maximized for strings
with (2/3)n ones since we have p1/2. The success probability equals pn/3(1 − p)2n/3
which is maximized for p = 1/3 and therefore exponentially small. This implies that the
probability of obtaining the optimum in polynomial time or even in time 2n for some small
> 0 is exponentially small.
Evolution strategies may allow to accept individuals with more than (2/3)n ones like
(, ) evolution strategies do. Then  holds and the  best individuals which replace
the old population are selected from the  offspring, only. Then it would be better to have
a blind search without any advice, since the optimal string is a single peak like a needle
in the haystack. The search region contains exponentially many points and, therefore, the
search takes exponential time. For the smooth variant of the real royal road function it may
be sufﬁcient to obtain by mutation a point with more than (5/6)n ones from a point with at
most (2/3)n ones. The probability for such an event is exponentially small for all mutation
probabilities. If we search within the region of more than (2/3)n and less than (5/6)n ones
we even get hints to decrease the number of ones. Moreover, the fraction of strings with at
least (5/6)n ones among the set of strings with at least (2/3)n ones is exponentially small.
This implies the following result.
Proposition 2. Evolution strategies (without crossover) need with a probability exponen-
tially close to 1 exponentially many steps to optimize the real royal road function Rn (or its
smooth variant).
We now introduce the steady-state GA (genetic algorithm) which we want to analyze.
Steady-state GAs are easier to analyze, since we produce only one new individual per step.
We use the parameter s(n) for the population size, the parameter pc(n) for the probability
to apply the operator one-point crossover (the two parents are cut after the ith position,
1 in−1 is chosen randomly, and the child takes the ﬁrst i positions from the ﬁrst parent
and the last n−i positions from the second parent), and the standard choicepm(n)=1/n for
the probability that bits are ﬂipped during mutation. Note that we do not specify all details
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of the algorithm:We do not deﬁne amethod for selecting parents. Thus, we are talking about
a class of steady-state GAs, not merely a single, speciﬁc algorithm. Any selection method
with the following two very natural properties may be used: 1. The selection probability
depends on the function value (ﬁtness) of an individual alone. 2. For two individuals x, x′,
with f (x)f (x′), Prob(select x)Prob(select x′) holds. Note that the second condition
implies that individuals with equal ﬁtness are equally likely to be selected.
Algorithm 1 (Steady-state GA). (1) Choose independently and randomly the s(n)
individuals of the initial population.
(2)With probability pc(n) go to Step 3′ and with the remaining probability of 1− pc(n)
go to Step 3′′.
(3′) Choose two parents x and y from the current population. Let z∗ be the result of
one-point crossover applied to x and y and let z be the result of mutation applied to z∗.
(3′′) Choose one parent x from the current population. Let z be the result of mutation
applied to x.
(4) If the ﬁtness of z is smaller than the ﬁtness of the worst individual of the current
population, go to Step 2. Otherwise, add z to the population. Let W be the multi-set of
individuals in the enlarged population which all have the worst ﬁtness and letW ′ be the set
of those individuals inW which have the largest number of copies inW. Eliminate randomly
one element inW ′ from the current population. Go to Step 2.
Algorithm 1 has no stopping criterion, since we want to estimate the expected optimiza-
tion time. In order to simplify the control of the well-known hitchhiking effect we have
introduced a simple and reasonable rule to enlarge the diversity of the population. Among
the worst individuals we eliminate one with the largest number of copies.
Theorem 3. Let pc(n)1−  for some 0< < 1,mn/3, and s(n)m+ 1. Then the
expected optimization time of the steady-state GA for the real royal road functions Rn,m is
bounded above by O(t (n)) where
t (n)= n2s(n)m+ n2 log n+ ns(n) log s(n)+ s(n)2/pc(n).
For the typical case where pc(n) is a positive constant and s(n)n the bound is O(n3m).
Proof. We consider several phases of the run of the steady-state GA. Each phase has a goal
and we estimate the expected time until the goal is reached. We denote the expected time
of the ith phase by ti (n).
Phase 1. The goal is that at least one individual has at most n−m or exactly n ones.
Claim 4. The expected time for Phase 1 is t1(n)s(n)+ o(1).
Proof. The probability that the initial population has not the desired property equals by
Chernoff’s bounds 2−(n2). The probability that mutation produces an individual with the
desired properties is much larger than n−n and the expected waiting time for such an event
is at most nn = 2O(n log n). Including the initial step, counted as s(n), we have to wait on
average s(n)+ o(1) steps. 
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Phase 2. Phase 1 is ﬁnished and the goal is that all individuals have exactly n−m ones
or we have found the optimum.
Claim 5. The expected time for Phase 2 is bounded by t2(n)= O(n2s(n)/m).
Proof. We pessimistically assume that we do not ﬁnd the optimum. Increasing the number
of ones is for Rn,m more important than to increase the length of the largest 1-block. As
long as the individuals do not have all n − m ones, we will show that the probability of
increasing the number of ones in the population is at least m/(en) leading to a waiting time
of O(n/m). This implies the claim, since it is sufﬁcient to produce s(n)(n − m) ones. We
still have to prove the lower bound on the probability of increasing the number of ones in
the population. With probability at least  we only perform mutation. If we choose a parent
with less than n − m ones, there are at least m 1-bit mutations increasing the number of
ones and each has a probability of (1/n)(1 − (1/n))n−11/(en). If we choose a parent
with exactly n−m ones, there is a probability of (1− (1/n))n1/4m/(en) to produce
a replica which replaces an individual with less than n−m ones. 
Phase 3. Phase 2 is ﬁnished and the goal is that all individuals x have exactly n−m ones
where b(x)= n−m or we have found the optimum.
Claim 6. The expected time for Phase 3 is bounded by O(t3(n)) where t3(n)= n2 log n+
ns(n) log s(n).
Proof. We pessimistically assume that we do not ﬁnd the optimum. Then only strings with
exactly n−m ones are accepted. Let b1 · · · bs(n) be the lengths of the longest 1-blocks
of the individuals. Individuals are only replaced with individuals with the same or a larger
b-value. Hence, b1 and b1 + · · · + bs(n) are non-decreasing with respect to time. We only
consider steps without crossover, since crossover cannot make things worse.
If b1 = · · · = bs(n) = i, the expected time to obtain an individual with a b-value larger
than i is O(n2/(n − m − i)). We may choose any individual. The 1-block with i ones has
at least one neighbored 0. There are n − m − i further ones. The 2-bit mutations ﬂipping
the neighbored 0 and one of the further n − m − i ones increase the ﬁtness. Each 2-bit
mutation has a probability of (1/n)2(1− (1/n))n−21/(en2). The expected waiting time
for a good 2-bit mutation is O(n2/(n − m − i)). For each i-value we have to wait at most
once for such an event, 1 in−m. Hence, the contribution of such events altogether is
O(n2 log n).
If b1 = i and j > 0 individuals have a larger b-value, one individual with b-value i is
replaced with a better individual if we choose one of the j better individuals and mutation
ﬂips no bit. The expected waiting time equals O(s(n)/j). For each of the at most n − m
possible i-values we have to consider all values j ∈ {1, . . . , s(n)− 1} leading to the bound
O(ns(n) log s(n)). Altogether, we have proved Claim 6. 
Phase 4. Phase 3 is ﬁnished and the goal is to obtain a population of individuals containing
all possible individuals x with n − m ones and b(x) = n − m at least once or to ﬁnd the
optimum.
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Claim 7. The expected time for Phase 4 is bounded by t4(n)= O(n2s(n)m).
Proof. The number of different second-best optimal strings (i.e., strings xwith |x|=n−m
and b(x) = n − m) equals m + 1, since the 1-block may start at each of the positions
1, . . . , m + 1. Here it is essential to have s(n)m + 1. A second-best individual is of
type j if the 1-block starts at position j. If Phase 4 has not been ﬁnished, there is some
j such that the population contains a type-j individual and no type-(j − 1) individual or
no type-(j + 1) individual. In both cases the probability to choose the type-j individual
equals 1/s(n), since all individuals have the same ﬁtness. Since crossover cannot have
negative effects, we only consider steps without crossover. There is always a 2-bit mutation
changing a type-j individual into a type-(j − 1) individual (ﬂip the 0 at position j − 1
and the last one of the block) and also a 2-bit mutation changing a type-j individual into a
type-(j + 1) individual (ﬂip the ﬁrst one of the block and the ﬁrst 0 behind the 1-block).
The probability of such a 2-bit mutation is at least 1/(en2). In the positive case we obtain a
“new” individual with the same ﬁtness as all other individuals.We accept this individual and
eliminate one individual which is contained at least twice in the population. Remember that
the assumption s(n)m+ 1 ensures such duplicates. Hence, the expected time to increase
the number of different individuals is O(n2s(n)). The total expected time of this phase is
bounded by O(n2s(n)m), since the number of different individuals has to be increased at
most m times. 
Phase 5. Phase 4 is ﬁnished and the goal is to obtain an optimal individual.
Claim 8. The expected time for Phase 5 is bounded byO(t5(n))where t5(n)=s(n)2/pc(n).
Proof. Because of the selection scheme we always have at least one type-1 individual
1n−m0m and one type-(m+ 1) individual 0m1n−m. The probability of choosing a crossover
step with this pair of individuals is at least pc(n)/s(n)2. Each crossover position p where
mpn − m leads to the child 1n. The probability of such a position is [(n − 2m +
1)/(n− 1)] 13 . Moreover, the probability that mutation does not destroy 1n is at least 1/4.
Altogether, the waiting time for such a good step is O(s(n)2/pc(n)). 
The theorem follows by summing up the expected times for all phases. 
Note that in the proof, crossover is only important in the ﬁnal phase. In all other phases it is
only considered as potentially harmful and the beneﬁcial effects of mutations are sufﬁcient.
We do not make statements about the actual contribution of crossover during the run. We
merely observe that Theorem 3 can be proved using the pessimistic perspective.
We see that 1-blocks are building blocks. However, only 1-blocks at the beginning or at
the end of the string are useful to obtain the optimum by 1-point crossover. The mentioning
of building blocks does not imply methodical relations to the building block hypothesis or
schema theory (see [2]). We are not aware of an example where schema theory is used as a
tool in a rigorous run time analysis of an evolutionary algorithm.
We have introduced Rn,m as real royal road functions for one-point crossover, since
we obtain for m = n/3 a trade-off of exponential time for evolution strategies without
crossover and polynomial time for our steady-state GA.
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Fig. 1. Results of experiments for Rn,m.
We accompany our theoretical ﬁndings with results of experiments. We use one ﬁxed
variant of the steady-state GA which selects parents using uniform selection. We do 30
independent runs on Rn,m and use m = n/3 and n ∈ {10, 15, 20, . . . , 80}. We do not
do any ﬁne-tuning of parameters and use  = n. We compare this with runs of evolution
strategieswithout crossover, namelyweuse the (1+1)EAwithmutation probability 1/n, the
(1+ 1)EA with mutation probability 1/3, and the same steady-state GA without crossover,
i.e., pc(n)= 0. First, we do the 30 independent runs for the steady-state GA with pc(n)=
7/10. In each run the algorithm is stopped only when the global optimum is found. Then,
we do the 30 runs for the algorithms without crossover. Since the expected time to reach
the optimum is exponential, we stop the runs if they take longer than 100 times the number
of function evaluations the steady-state GA used on average.
We plot the mean of the number of function evaluations together with its 95% conﬁdence
interval (see Fig. 1). The conﬁdence intervals are computed based on the Student’s t dis-
tribution [8]. In order to allow for an comparison with the upper bound O(n4), we plot the
graph of (2/7)n4, where 2/7 is a constant chosen such that the graph ﬁts the curve.
Additionally, we display in Table 1 the number of runs where an algorithm without
crossover was able to locate the global optimum.We do not do experiments for n> 60 since
we cannot expect to ﬁnd the global optimum without crossover. This becomes apparent
already for smaller values of n.
We also investigate the steady-state GA where one-point crossover is replaced with uni-
form crossover (for all positions i independently choose xi or yi with probability 1/2). The
analysis of the ﬁrst four phases can be used without changes. The probability that uniform
crossover creates 1n from 1n−m0m and 0m1n−m equals 2−2m. This is polynomially bounded
only ifm=O(log n). Ifm=log n, we still get the boundO(n4) for the expected optimiza-
tion time (if pc(n) is a constant and s(n)n). However, evolution strategies (with a single
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Table 1
Number of runs out of 30 of the speciﬁed algorithm where the optimum of Rn,m was found for the speciﬁed value
of n
Algorithm n= 10 15 20 25 30 35 40 45 50 55 60
GA, pc = 7/10 30 30 30 30 30 30 30 30 30 30 30
GA, pc = 0 30 11 0 0 0 0 0 0 0 0 0
(1+ 1)EA, pm = 1/n 30 10 0 0 0 0 0 0 0 0 0
(1+ 1)EA, pm = 1/3 30 30 30 14 2 0 0 0 0 0 0
individual) need time (nlog n) in this situation. Hence, we obtain the same trade-off as
Jansen and Wegener [4], but for non-artiﬁcial values of pc(n).
3. Real royal road functions for uniform crossover
Real royal road functions for uniform crossover are harder to design. The reason is that
1-point crossover can create only n− 1 different children. For uniform crossover of x and
y we have two possibilities. If the Hamming distance between x and y is small, also the
number of different possible children is small. However, in this situation also mutation can
create these children with not too small probability. If the Hamming distance between x and
y is large, each possible child has a vanishing probability to be created.
In order to simplify the description we assume that n = 2m and m = 3k. The input x ∈
{0, 1}n is described as pair x = (x′, x′′) where x′ and x′′ both have length m. Furthermore,
x′′ = (x′′1 , x′′2 , x′′3 ) where x′′1 , x′′2 , and x′′3 all have length k. We say that x′′ ∈ C (C is a circle)
if x′′ ∈ {0i1m−i , 1i0m−i |0 im − 1}. The circle is a closed path (Hamming distance 1
between neighbored points) of length 2m= n. We say that x′′ ∈ T (T is the target) if each
of the substrings x′′1 , x′′2 , and x′′3 contains k/2 ones and k/2 zeros. For strings a and b
let H(a, b) be the Hamming distance between a and b. For a set of strings B let H(a,B)
be the smallest Hamming distance between a and some b ∈ B. The description can be
generalized to any value of n. Let n′ := max{in | i/6 ∈ N}. We deﬁne m := n′/2 ∈ N
and k := m′/3 ∈ N. The function is deﬁned on the n′ ﬁrst bits, the values of the n− n′5
last bits do not inﬂuence the function value. Since this is neither interesting nor leads to
signiﬁcant changes we continue under the assumption that n/6 ∈ N holds.
Deﬁnition 9. The real royal road functions for uniform crossover are deﬁned by
R∗n(x′, x′′)=


n−H(x′′, C) if x′ = 0m
and x′′ /∈C,
2n−H(x′, 0m) if x′′ ∈ C,
0 if x′ = 0m
and x′′ /∈C ∪ T ,
3n if x′ = 0m
and x′′ ∈ T .
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This deﬁnition needs some explanation. With overwhelming probability, the initial pop-
ulation contains only individuals where x′ is far from 0m. Then the ﬁtness function gives
advice that x′′ should be changed into a “circle string”. This can be done efﬁciently with
mutations only. It is unlikely to create in this phase a string where x′ = 0m. If x′′ ∈ C, the
ﬁtness increases with decreasing distance of x′ to 0m. Then we will have individuals where
x′ = 0m and x′′ ∈ C. The steady-state GA will ensure that the population will contain all
possible x′′ ∈ C (if the population is large enough). However, we are far from the optimal
strings where x′ = 0m and x′′ ∈ T . Uniform crossover of 0m0i1m−i and 0m1i0m−i has a
good chance to create an optimal string and mutation only cannot do this job efﬁciently.
We admit that this function is an artiﬁcial one, but it is the ﬁrst one where one can
prove that uniform crossover decreases the expected optimization time from exponential to
polynomial.As for the real royal road functions for 1-point crossover it is possible to deﬁne
a “smooth” variant of R∗n. We omit this technical deﬁnition.
The analysis of evolution strategies follows the lines of the corresponding analysis in
Section 2. The probability that the initial population of polynomial size contains an individ-
ual xwhere x′ has less thanm/3 ones is exponentially small.As long as x′ = 0m and x′′ /∈C
the search on the ﬁrst half, namely x′, is a search for the needle 0m in a haystack. Hence,
the probability of ﬁnding in 2n steps (where  is a small positive constant) a string where
x′ = 0m and x′′ /∈C is exponentially small. Afterwards, x′′ ∈ C is better than x′′ /∈C with
the only exception of x′ = 0m and x′′ ∈ T . With small mutation probabilities like 1/n it is
easy to ﬁnd strings x where x′ = 0m and x′′ ∈ C. With large mutation probabilities we miss
the strings where x′ = 0m. Hence, we need a mutation from x where x′ = 0m and x′′ ∈ C to
some y where y′ = 0m and y′′ ∈ T . The minimal Hamming distance between some x′′ ∈ C
and some y′′ ∈ T is (n). This follows easily, since two of the three strings x′′1 , x′′3 , and
x′′3 are of type 0k or 1k . Hence, we need a mutation step where none of the ﬁrst m bits ﬂips
and a constant fraction of the last m bits ﬂips. The last event has an exponentially small
probability if the mutation probability decreases with n. For larger mutation probabilities
the ﬁrst event has an exponentially small probability. This implies the following result.
Proposition 10. Evolution strategies (without crossover) need with a probability exponen-
tially close to 1 exponentially many steps to optimize the real royal road function R∗n (or its
smooth variant).
Theorem 11. Let pc(n) be some positive constant smaller than 1 and s(n)n. Then the
expected optimization time of the steady-state GA for the real royal road function R∗n for
uniform crossover is bounded above by O(t (n)) where
t (n)= ns(n) log s(n)+ n3/2s(n)+min{n3 + s(n)2 log n, n2s(n)}
which is O(n3) if s(n)= O(n).
Proof. We follow the same proof strategy as in the proof of Theorem 3.
Phase 1. The goal is that x′′ ∈ C for all individuals x = (x′, x′′) of the population or we
have found the optimum.
Claim 12. The expected time forPhase1 is boundedbyO(t1(n))where t (n)=ns(n) log s(n).
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Proof. We pessimistically assume that we do not ﬁnd the optimum. As long as there is
an individual x = (x′, x′′) where x′ = 0m and x′′ /∈C ∪ T (these are the only strings with
ﬁtness 0), one of them is eliminated with a positive constant probability. We only consider
steps without crossover. Then we may choose one of the described individuals. In this case
it is sufﬁcient that at least one of the ﬁrst m = n/2 bits ﬂips. Otherwise, it is sufﬁcient to
construct a replica. Hence, on the average, after O(s(n)) steps we have no individual with
ﬁtness 0.
Afterwards,we like to eliminate the individualswherex′ = 0m andx′′ /∈C.The “distance”
d of the population to our goal is measured as the sum of all H(x′′, C) where x = (x′, x′′)
belongs to the population, x′ = 0m, and x′′ /∈C. This distance is smaller than s(n)m and the
goal is to decrease it to 0. Because of our selection procedure the distance cannot increase.
Therefore, it is sufﬁcient to consider steps without crossover. If we select an individual x,
where x′ = 0m and x′′ /∈C, for mutation, there are either at least d/s(n) 1-bit mutations
which create an individual z= z′z′′, where H(z′′, C)<H(x′′, C), or a replica of x reduces
the distance of the population. If we select an individual where x′′ ∈ C, the distance of
the population decreases if mutation creates a replica. Hence, the expected waiting time
to decrease the distance is O(ns(n)/d). The distance is bounded above by s(n)m, thus the
expected waiting times sum up to O(ns(n) log(s(n)m))= O(ns(n) log s(n)). 
Phase 2. Phase 1 is ﬁnished and the goal is that x′ = 0m and x′′ ∈ C for all individuals
x = (x′, x′′) of the population or we have found the optimum.
Claim 13. The expected time for Phase 2 is bounded by O(t2(n)) where t2(n) = ns(n)
log s(n).
Proof. We pessimistically assume that we do not ﬁnd the optimum. Hence, we only have
to consider individuals x = (x′, x′′) where x′′ ∈ C. Now the “distance” of the population
to the goal is measured as the sum of all H(x′, 0m) where x = (x′, x′′) belongs to the
population. The distance d is at most s(n)m and the goal is to decrease it to 0. The situation
is similar to the proof of Claim 12. The distance does not increase and we consider only
steps without crossover. If we select an individual x where x′ = 0m for mutation, there are
at least d/s(n) 1-bit mutations which create z where H(z′, 0m)<H(x′, 0m). Otherwise,
x′ = 0m. If mutation creates a replica and the distance of the population is positive, we
decrease the distance. Altogether, we have proved Claim 13. 
Phase 3. Phase 2 is ﬁnished and the goal is to obtain a population containing all possible
individuals x where x′ = 0m and x′′ ∈ C at least once or to ﬁnd the optimum.
Claim 14. The expected time for Phase 3 is bounded by O(t3(n)) where t3(n)=min{n3 +
s(n)2 log n, s(n)n2}.
Proof. We pessimistically assume that we do not ﬁnd the optimum. Then the population
only contains individuals x where x′ = 0m and x′′ ∈ C. The circle C is a closed path where
each point has two neighbors with Hamming distance 1. As long as the goal is not reached,
the population contains at least two individuals, say x= (x′, x′′) and y= (y′, y′′), such that
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x′ = y′ = 0m, x′′, y′′ ∈ C, and both individuals have a Hamming neighbor, say x˜= (x˜′, x˜′′)
and y˜ = (y˜′, y˜′′) resp., such that x˜′ = y˜′ = 0m, x˜′′, y˜′′ ∈ C, and x˜ and y˜ do not belong to
the current population.
We deﬁne the “distance” d of the current population to the goal as the number of indi-
viduals z = (z′, z′′), z′ = 0m, and z′′ ∈ C, which are not contained in the population. The
distance is at most n− 1 and the goal is to decrease it to 0. Our selection procedure implies
that the distance cannot increase. Hence, we look for the expected time to decrease the
distance. There are two different ways to look at this phase.
We can decrease the distance if we choose a step without crossover, select one of the
individuals described above, and perform the “good” 1-bit mutation. Here we need the
assumption that s(n)n=|C|. Hence, the expected waiting time to decrease the distance is
bounded by O(ns(n)) which implies O(s(n)n2) as upper bound on the length of this phase.
We concentrate on one of the two special points x and y. If there are at least s(n)/(n−d)
copies of x in the population, the probability of selecting x is at least 1/(n− d), which can
be signiﬁcantly larger than 1/s(n). If this is the case, the probability to decrease the distance
is bounded below by ((n(n − d))−1). If this is not the case, a replica of x will increase
the number of copies of x, since other members of the population have a larger number of
copies. The probability to do so is bounded below by (1/s(n)). Note, that for each value
of d at most s(n)/(n− d) such steps can be necessary. Thus, the expected waiting times
sum up to
n−1∑
d=1
(s(n)2/(n− d)+ n(n− d))= O(n3 + s(n)2 log n).
Both upper bounds together imply the claim. 
Phase 4. Phase 3 is ﬁnished and the goal is to obtain an optimal individual.
Claim 15. The expected time for Phase 4 is bounded by t4(n)= O(n3/2s(n)).
Proof. Because of our selection procedure we always have all individuals x = (x′, x′′),
x′=0m, x′′ ∈ C, in our population if we have not found the optimum. Here we only consider
steps with crossover. Let x = (x′, x′′) be the ﬁrst chosen parent. Then the probability of
choosing y= (y′, y′′) where y′ = 0m and y′′i = 1− x′′i for all i is at least 1/s(n). The reason
is that y is contained in the population and that all individuals of the population have the
same ﬁtness and, therefore, the same chance of being chosen. Let z˜ be the result of uniform
crossover applied to x and y. Then z˜′ = 0m and z˜′′ is a random string, since x′′ and y′′ have
different bits at all positions. We have z˜′′ = (z˜′′1, z˜′′2, z˜′′3). The probability that z˜′′j , 1j3,
contains exactly k/2 ones and k/2 zeros is(k−1/2) (the usual estimate of
(
k
k/2
)
2−k
by Stirling’s formula). Hence, the probability that z˜′′ ∈ T is (k−3/2). Finally, there is a
probability of at least 1/4 that mutation does not destroy z˜. Hence, the success probability
is at least (s(n)−1k−3/2)= (s(n)−1n−3/2) and the expected waiting time for a success
is bounded by O(n3/2s(n)). 
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Fig. 2. Results of experiments for R∗n .
Table 2
Number of runs out of 30 of the speciﬁed algorithm where the optimum of R∗n was found for the speciﬁed value
of n
Algorithm n= 12 18 24 30 36 42 48 54 60 66 72
GA, pc = 7/10 30 30 30 30 30 30 30 30 30 30 30
GA, pc = 0 30 30 30 30 2 0 0 0 0 0 0
(1+ 1)EA, pm = 1/n 30 30 30 29 1 1 0 0 0 0 0
(1+ 1)EA, pm = 1/3 30 30 30 30 30 22 2 2 0 0 0
The theorem follows by summing up the expected times for all phases. 
Again, we accompany the theoretical result with empirical data. We use the same algo-
rithms (but the steady-state GA with uniform crossover, of course) and parameter settings.
We do 30 independent runs on R∗n for n ∈ {12, 18, . . . , 96}. For comparison with the upper
bound O(n3) we plot the graph of (9/20)n3, where the constant 9/20 is chosen to ﬁt the
data (Fig. 2).
In Table 2 we display the number of runs (out of a total number of 30 independent
runs) where the global optimum was found for the different algorithms. Here, we do
not do experiments for n> 72 as we cannot expect algorithms without crossover to be
successful. This is apparent from our discussion and the results for smaller values
of n.
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4. Conclusions
Wehave presented for the ﬁrst time functionswhere it can be provedwithout any hidden or
simplifying assumptions that evolution strategies without crossover need with overwhelm-
ing probability exponential time to ﬁnd the optimum while a realistic steady-state GA has
a polynomial expected optimization time. One-point crossover is successful for a function
with building blocks. However, the example function has the property that only two of the
building blocks are useful to create the optimum by crossover. The real royal road function
where uniform crossover works has no building blocks. Here it is essential that the popula-
tion contains quite different individuals and that it is possible to create individuals “in the
middle of the population”.
Nevertheless, the real royal road functions are very special. The results here can be seen
as a ﬁrst step of analyzing crossover rigorously. The next steps are to obtain results for other
ﬁtness functions and results about the diversity of populations. It will take manymajor steps
to prove rigorously that crossover is essential for typical applications.
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