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Abstract
We prove quenched versions of (i) a large deviations principle (LDP), (ii) a central
limit theorem (CLT), and (iii) a local central limit theorem (LCLT) for non-autonomous
dynamical systems. A key advance is the extension of the spectral method, commonly
used in limit laws for deterministic maps, to the general random setting. We achieve
this via multiplicative ergodic theory and the development of a general framework
to control the regularity of Lyapunov exponents of twisted transfer operator cocycles
with respect to a twist parameter. While some versions of the LDP and CLT have
previously been proved with other techniques, the local central limit theorem is, to our
knowledge, a completely new result, and one that demonstrates the strength of our
method. Applications include non-autonomous (piecewise) expanding maps, defined
by random compositions of the form Tσn−1ω ◦ · · · ◦ Tσω ◦ Tω. An important aspect of
our results is that we only assume ergodicity and invertibility of the random driving
σ : Ω→ Ω; in particular no expansivity or mixing properties are required.
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1 Introduction
The Nagaev-Guivarc’h spectral method for proving the central limit theorem (due to Nagaev
[39, 40] for Markov chains and Guivarc’h [45, 26] for deterministic dynamics) is a powerful
approach with applications to several other limit theorems, in particular large deviations and
the local limit theorem. In the deterministic setting a map T : X → X on a state space X
preserves a probability measure µ on X . An observable g : X → R generates µ-stationary
process {g(T nx)}n≥0 and one studies the statistics of this process. Central to the spectral
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method is the transfer operator L : B 	, acting on a Banach space B ⊂ L1(µ) of complex-
valued functions with regularity properties compatible with the regularity of T 1. A twist is
introduced to form the twisted transfer operator Lθf := L(eθgf). The three key steps to the
spectral approach are:
S1. Representing the characteristic function of Birkhoff (partial) sums Sng =
∑n−1
i=0 g ◦ T i
as integrals of nth powers of twisted transfer operators.
S2. Quasi-compactness (existence of a spectral gap) for the twisted transfer operators Lθ
for θ near zero.
S3. Regularity (e.g. twice differentiable for the CLT) of the leading eigenvalue of the twisted
transfer operators Lθ with respect to the twist parameter θ, for θ near zero.
This spectral approach has been widely used to prove limit theorems for deterministic dy-
namics, including large deviation principles [28, 44], central limit theorems [45, 11, 28, 6],
Berry-Esseen theorems [26, 23], local central limit theorems [45, 28, 23], and vector-valued
almost-sure invariance principles [36, 24]. We refer the reader to the excellent review paper
[25], which provides a broader overview of how to apply the spectral method to problems of
these types, and the references therein.
In this paper, we extend this spectral approach to the situation where we have a family
of maps {Tω}ω∈Ω, parameterised by elements of a probability space (Ω,P). These maps are
composed according to orbits of a driving system σ : Ω→ Ω. The resulting dynamics takes
the form of a map cocycle Tσn−1ω◦· · ·◦Tσω◦Tω. In terms of real-world applications, we imagine
that Ω is the class of underlying configurations that govern the dynamics on the (physical
or state) space X . As time evolves, σ updates the current configuration and the dynamics
Tω on X correspondingly changes. To retain the greatest generality for applications, we
make minimal assumptions on the configuration updating (the driving dynamics) σ, and
only assume σ is P-preserving, ergodic and invertible; in particular, no mixing hypotheses
are imposed on σ.
We will assume certain uniform-in-ω (eventual) expansivity conditions for the maps Tω.
Our observable g : Ω×X → R can (and, in general, will) depend on the base configuration
ω and will satisfy a fibrewise finite variation condition. One can represent the random
dynamics by a deterministic skew product transformation τ(ω, x) = (σ(ω), Tω(x)), ω ∈
Ω, x ∈ X . It is well known that whenever σ is invertible and µ˜ is a τ -invariant probability
measure with marginal P on the base Ω, the disintegration of µ˜ with respect to P produces
conditional measures µω which are equivariant; namely µω ◦ T−1ω = µσω. Our limit theorems
will be established µω-almost surely and for P-almost all choices of ω; we therefore develop
quenched limit theorems. In the much simpler case where σ is Bernoulli, which yields an
i.i.d. composition of the elements of {Tω}ω∈Ω, one is often interested in the study of limit
laws with respect to a measure µˆ which is invariant with respect to the averaged transfer
operator, and reflects the outcomes of averaged observations [43, 4]. The corresponding limit
1The transfer operator satisfies
∫
X
f · g ◦ T dµ = ∫
X
Lf · g dµ for f ∈ L1(µ), g ∈ L∞(µ).
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laws with respect to µˆ are typically called annealed limit laws; see [2] and references therein
for recent results in this framework.
As is common in the quenched setting, we impose a fiberwise centering condition for
the observable. Thus, limit theorems in this context deal with fluctuations about a time-
dependent mean. For example, if the observable is temperature, the limit theorems would
characterise temperature fluctuations about the mean, but this mean is allowed to vary
with the seasons. The recent work [1] provides a discussion of annealed and quenched limit
theorems, and in particular an example regarding the necessity of fibrewise centering the
observable for the quenched case. Without such a condition, quenched limit theorems have
been established exclusively in special cases where all maps preserve a common invariant
measure [6, 41] (and where the centering is obviously identical on each fibre).
In the quenched random setting we generalise the above three key steps of the spectral
approach:
R1. Representing the (ω-dependent) characteristic function of Birkhoff (partial) sums Sng(ω, ·)
defined by (1) as an integral of nth random compositions of twisted transfer operators.
R2. Quasi-compactness for the twisted transfer operator cocycle; equivalently, existence of
a gap in the Lyapunov spectrum of the cocycle Lθ,(n)ω := Lθσn−1ω ◦ · · · ◦ Lθσω ◦ Lθω for θ
near zero.
R3. Regularity (e.g. twice differentiable for the CLT) of the leading Lyapunov exponent
and Oseledets spaces of the twisted transfer operators cocycle with respect to the twist
parameter θ, for θ near zero.
At this point we note that the key steps S1–S3 in the deterministic spectral approach mean
that one satisfies the requirement for a naive version of the Nagaev-Guivarc’h method [25];
namely E(eiθSn) = c(θ)λ(θ)n+dn(θ) for c continuous at 0 and |dn|∞ → 0. In this case, λ(θ) is
the leading eigenvalue of Lθ. Similarly, the key steps R1–R3 yield an analogue naive version
of a random Nagaev-Guivarc’h method, where for all complex θ in a neighborhood of 0, and
P-a.e. ω ∈ Ω, we have that
lim
n→∞
1
n
log |Eµω(eθSng(ω,·))| = Λ(θ),
where Λ(θ) is the top Lyapunov exponent of the random cocycle generated by Lθω (see
Lemma 4.3). This condition is of course weaker than the asymptotic equivalence of [25], but
together with the exponential decay of the norm of the projections to the complement of
the top Oseledets space (see Section 4.2), which handles the error corresponding to quantity
dn above, we are able to achieve the desired limit theorems. Under this analogy, we could
consider our result as a new naive version of the Nagaev-Guivarc’h method, framed and
adapted to random dynamical systems.
The quasi-compactness of the twisted transfer operator cocycle (item 2 above) will be
based on the works [18, 20], which have adapted multiplicative ergodic theory to the setting
of cocycles of possibly non-injective operators; the non-injectivity is crucial for the study
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of endomorphisms Tω. These new multiplicative ergodic theorems, and in particular the
quasi-compactness results, utilise random Lasota-Yorke inequalities in the spirit of Buzzi
[12]. For the regularity of the leading Lyapunov exponent (item 3 above) we develop ab
initio a cocycle-based perturbation theory, based on techniques of [28]. This is necessary
because in the random setting objects such as eigenvalues and eigenfunctions of individual
transfer operators have no dynamical meaning and therefore one cannot simply apply stan-
dard perturbation results such as [29], as is done in [28] and all other spectral approaches
for limit theorems. Multiplicative ergodic theorems do not provide, in general, a spectral
decomposition with eigenvalues and eigenvectors as in the classical sense, but only a hier-
archy of equivariant Oseledets spaces containing vectors which grow at a fixed asymptotic
exponential rate, determined by the corresponding Lyapunov exponent.
Let us now summarise the main results of the present paper, obtained with our new
cocycle-based perturbation theory. These are limit theorems for random Birkhoff sums Sng,
associated to an observable g : Ω×X → R, and defined by
Sng(ω, x) :=
n−1∑
i=0
g(τ i(ω, x)) =
n−1∑
i=0
g(σiω, T (i)ω x), (ω, x) ∈ Ω×X, n ∈ N, (1)
where T
(i)
ω = Tσi−1ω ◦ · · ·◦Tσω ◦Tω. The observable will be required to satisfy some regularity
properties, which are made precise in Section 3.1. Moreover, we will suppose that g is
fiberwise centered with respect to the invariant measure µ for τ . That is,∫
g(ω, x) dµω(x) = 0 for P-a.e. ω ∈ Ω. (2)
The necessary conditions on the dynamics are summarised in an admissibility notion, which
is introduced in Definition 2.8. Our first results are quenched forms of the Large Deviations
Theorem and the Central Limit Theorem. We remark that, while our results are all stated
in terms of the fiber measures µω, in our examples, the same results hold true when µω is
replaced by Lebesgue measure m. This is a consequence of a the result of Eagleson [16]
combined with the fact that, in our examples, µω is equivalent to m.
Theorem A (Quenched large deviations theorem). Assume the transfer operator cocycle
R is admissible, and the observable g satisfies conditions (2) and (24). Then, there exists
ǫ0 > 0 and a non-random function c : (−ǫ0, ǫ0)→ R which is nonnegative, continuous, strictly
convex, vanishing only at 0 and such that
lim
n→∞
1
n
log µω(Sng(ω, ·) > nǫ) = −c(ǫ), for 0 < ǫ < ǫ0 and P-a.e. ω ∈ Ω.
Theorem B (Quenched central limit theorem). Assume the transfer operator cocycle R
is admissible, and the observable g satisfies conditions (2) and (24). Assume also that the
non-random variance Σ2, defined in (49) satisfies Σ2 > 0. Then, for every bounded and
continuous function φ : R→ R and P-a.e. ω ∈ Ω, we have
lim
n→∞
∫
φ
(
Sng(ω, x)√
n
)
dµω(x) =
∫
φ dN (0,Σ2).
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(The discussion after (49) deals with the degenerate case Σ2 = 0).
Similar LDT and CLT results were previously obtained in different contexts, and using
other methods, by Kifer [32, 33, 34] and Bakhtin [8, 9]. In [32], Kifer shows a large deviations
result for occupational measures, relying on existence of a pressure functional and uniqueness
of equilibrium states for some dense sets of functions. For the CLT, Kifer used martingale
techniques. To control the rate of mixing, conditions such as φ-mixing and α-mixing are
assumed in [34]. His examples include random subshifts of finite type and random smooth
expanding maps. Bakhtin obtains a central limit theorem and some estimates on large
deviations for sequences of smooth hyperbolic maps with common expanding/contracting
distributions, under a mixing assumption and a variance growth condition on the Birkhoff
sums [8, 9]. Finally, we note that in our recent article [15] we provide the first complete proof
of the Almost Sure Invariance Principle for random transformations of the type covered in
this paper using martingale techniques.
In this work, we prove for the first time a Local Central Limit Theorem for random
transformations. Theorem C presents the aperiodic version: This result relies on an assump-
tion concerning fast decay in n of the norm of the twisted operator cocycle ‖Lit,(n)ω ‖B, for
t ∈ R \ {0} and P-a.e. ω ∈ Ω. This hypothesis is made precise in (C5). Such an assumption
is usually stated in the deterministic case (resp. in the random annealed situation), by ask-
ing that the twisted operator (resp. the averaged random twisted operator) Lit has spectral
radius strictly less than one for t ∈ R \ {0}; this is called the aperiodicity condition.
Theorem C (Quenched local central limit theorem). Assume the transfer operator cocycle R
is admissible, and the observable g satisfies conditions (2) and (24). In addition, suppose the
aperiodicity condition (C5) is satisfied. Then, for P-a.e. ω ∈ Ω and every bounded interval
J ⊂ R, we have
lim
n→∞
sup
s∈R
∣∣∣∣Σ√nµω(s+ Sng(ω, ·) ∈ J)− 1√2πe−
s2
2nΣ2 |J |
∣∣∣∣ = 0.
In the autonomous case, aperiodicity is equivalent to a co-boundary condition, which
can be checked in particular examples [37]. We are also able to state an equivalence be-
tween the decay of Lit,(n)ω and a (random) co-boundary equation (Lemma 4.7), which opens
the possibility to verify the hypotheses of the local limit theorem in specific examples (see
Section 4.3.3). In addition, we establish a periodic version of the LCLT in Theorem 4.15.
In summary, a main contribution of the present work is the development of the spectral
method for establishing limit theorems for quenched (or ω fibre-wise) random dynamics.
Our hypotheses are natural from a dynamical point of view, and we explicitly verify them in
the framework of the random Lasota-Yorke maps, and more generally for random piecewise
expanding maps in higher dimensions. The new spectral approach for the quenched random
setting we present here has been specifically designed for generalisation and we are hopeful
that this method will afford the same broad flexibility that continues to be exploited by
work in the deterministic setting. While at present we have uniform-in-ω assumptions on
time-asymptotic expansion and decay properties of the random dynamics, we hope that
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in the future these assumptions can be relaxed to enable even larger classes of dynamical
systems to be treated with our new spectral technique. For example, limit theorems for
dynamical systems beyond the uniformly hyperbolic setting continues to be an active area
of research, e.g. [23, 24, 25, 7, 13, 42, 35], and another interesting set of related results
on limit theorems occur in the setting of homogenisation [22, 30, 31]. Our extension to the
quenched random case opens up a wide variety of potential applications and future work will
explore generalisation to random dynamical systems with even more complicated forms of
behaviour.
2 Preliminaries
We begin this section by recalling several useful facts from multiplicative ergodic theory. We
then introduce assumptions on the state space X ; X will be a probability space equipped
with a notion of variation for integrable functions. This abstract approach will enable us
to simultaneously treat the cases where (i) X is a unit interval (in the context of Lasota-
Yorke maps) and (ii) X is a subset of Rn (in the context of piecewise expanding maps in
higher dimensions). We introduce several dynamical assumptions for the cocycle Lω, ω ∈ Ω
of transfer operators under which our limit theorems apply. This section is concluded by
constructing large families of examples of both Lasota-Yorke maps and piecewise expanding
maps in Rn that satisfy all of our conditions.
2.1 Multiplicative ergodic theorem
In this subsection we recall the recently established versions of the multiplicative ergodic
theorem which can be applied to the study of cocycles of transfer operators and will play an
important role in the present paper. We begin by recalling some basic notions.
A tuple R = (Ω,F ,P, σ,B,L) will be called a linear cocycle, or simply a cocycle, if σ
is an invertible ergodic measure-preserving transformation on a probability space (Ω,F ,P),
(B, ‖ · ‖) is a Banach space and L : Ω → L(B) is a family of bounded linear operators such
that log+ ‖L(ω)‖ ∈ L1(P). Sometimes we will also use L to refer to the full cocycle R. In
order to obtain sufficient measurability conditions in our setting of interest, we assume the
following:
(C0) σ is a homeomorphism, Ω is a Borel subset of a separable, complete metric space and L
is P−continuous (that is, L is continuous on each of countably many Borel sets whose
union is Ω).
For each ω ∈ Ω and n ≥ 0, let L(n)ω be the linear operator given by
L(n)ω := Lσn−1ω ◦ · · · ◦ Lσω ◦ Lω.
Condition (C0) implies that the maps ω 7→ log ‖L(n)ω ‖ are measurable. Thus, Kingman’s sub-
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additive ergodic theorem ensures that the following limits exist and coincide for P-a.e. ω ∈ Ω:
Λ(R) := lim
n→∞
1
n
log ‖L(n)ω ‖
κ(R) := lim
n→∞
1
n
log ic(L(n)ω ),
where
ic(A) := inf
{
r > 0 : A(BB) can be covered with finitely many balls of radius r
}
,
and BB is the unit ball of B. The cocycle R is called quasi-compact if Λ(R) > κ(R). The
quantity Λ(R) is called the top Lyapunov exponent of the cocycle and generalises the notion
of (logarithm of) spectral radius of a linear operator. Furthermore, κ(R) generalises the
notion of essential spectral radius to the context of cocycles. Let (B′, | · |) be a Banach space
such that B ⊂ B′ and that the inclusion (B, ‖ · ‖) →֒ (B′, | · |) is compact. The following
result, based on a theorem of Hennion [27], is useful to establish quasi-compactness.
Lemma 2.1. ([20, Lemma C.5]) Let (Ω,F ,P) be a probability space, σ an ergodic, invertible,
P-preserving transformation on Ω and R = (Ω,F ,P, σ,B,L) a cocycle. Assume Lω can be
extended continuously to (B′, | · |) for P-a.e. ω ∈ Ω, and that there exist measurable functions
αω, βω, γω : Ω → R such that the following strong and weak Lasota-Yorke type inequalities
hold for every f ∈ B,
‖Lωf‖ ≤ αω‖f‖+ βω|f | and (3)
‖Lω‖ ≤ γω. (4)
In addition, assume ∫
logαω dP(ω) < Λ(R), and
∫
log γω dP(ω) <∞.
Then, κ(R) ≤ ∫ logαω dP(ω). In particular, R is quasi-compact.
Another result which will be useful in the sequel is the following comparison between Lya-
punov exponents with respect to different norms. In what follows, we denote by λB(ω, f) the
Lyapunov exponent of f with respect to the norm ‖·‖B. That is, λB(ω, f) = limn→∞ 1n log ‖L(n)ω f‖B,
where f ∈ B and (B, ‖ · ‖B) is a Banach space.
Lemma 2.2 (Lyapunov exponents for different norms). Under the notation and hypotheses
of Lemma 2.1, let r :=
∫
Ω
logαω dP(ω) and assume that for some f ∈ B, λB′(ω, f) > r.
Then, λB(ω, f) = λB′(ω, f).
Proof. The inequality λB(ω, f) ≥ λB′(ω, f) is trivial, because ‖ · ‖ is stronger than | · | (i.e.
because the embedding (B, ‖ · ‖) →֒ (B′, | · |) is compact). In the other direction, the result
essentially follows from Lemma C.5(2) in [20]. Indeed, this lemma establishes that if r < 0
and λB′(ω, f) ≤ 0 then λB(ω, f) ≤ 0. The choice of 0 is irrelevant, because if the cocycle is
rescaled by a constant C > 0, all Lyapunov exponents and r are shifted by logC. Thus, we
conclude that if λB′(ω, f) > r then, λB(ω, f) ≤ λB′(ω, f), as claimed.
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A spectral-type decomposition for quasi-compact cocycles can be obtained via a multi-
plicative ergodic theorem, as follows.
Theorem 2.3 (Multiplicative ergodic theorem, MET [18]). Let R = (Ω,F ,P, σ,B,L) be a
quasi-compact cocycle and suppose that condition (C0) holds. Then, there exists 1 ≤ l ≤ ∞
and a sequence of exceptional Lyapunov exponents
Λ(R) = λ1 > λ2 > . . . > λl > κ(R) (if 1 ≤ l <∞)
or
Λ(R) = λ1 > λ2 > . . . and lim
n→∞
λn = κ(R) (if l =∞);
and for P-almost every ω ∈ Ω there exists a unique splitting (called the Oseledets splitting)
of B into closed subspaces
B = V (ω)⊕
l⊕
j=1
Yj(ω), (5)
depending measurably on ω and such that:
(I) For each 1 ≤ j ≤ l, Yj(ω) is finite-dimensional (mj := dimYj(ω) < ∞), Yj is equiv-
ariant i.e. LωYj(ω) = Yj(σω) and for every y ∈ Yj(ω) \ {0},
lim
n→∞
1
n
log ‖L(n)ω y‖ = λj.
(Throughout this work, we will also refer to Y1(ω) as simply Y (ω) or Yω.)
(II) V is equivariant i.e. LωV (ω) ⊆ V (σω) and for every v ∈ V (ω),
lim
n→∞
1
n
log ‖L(n)ω v‖ ≤ κ(R).
The adjoint cocycle associated to R is the cocycle R∗ := (Ω,F ,P, σ−1,B∗,L∗), where
(L∗)ω := (Lσ−1ω)∗. In a slight abuse of notation which should not cause confusion, we will
often write L∗ω instead of (L∗)ω, so L∗ω will denote the operator adjoint to Lσ−1ω.
Remark 2.4. It is straightforward to check that if (C0) holds for R, it also holds for R∗.
Furthermore, Λ(R∗) = Λ(R) and κ(R∗) = κ(R). The last statement follows from the
equality, up to a multiplicative factor (2), ic(A) and ic(A∗) for every A ∈ L(B) [3, Theorem
2.5.1].
The following result gives an answer to a natural question on whether one can relate the
Lyapunov exponents and Oseledets splitting of the adjoint cocycle R∗ with the Lyapunov
exponents and Oseledets decomposition of the original cocycle R.
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Corollary 2.5. Under the assumptions of Theorem 2.3, the adjoint cocycle R∗ has a unique,
measurable, equivariant Oseledets splitting
B∗ = V ∗(ω)⊕
l⊕
j=1
Y ∗j (ω), (6)
with the same exceptional Lyapunov exponents λj and multiplicities mj as R.
The proof of this result involves some technical properties about volume growth in Banach
spaces, and is therefore deferred to Appendix A.
Next, we establish a relation between Oseledets splittings of R and R∗, which will be
used in the sequel. Let the simplified Oseledets decomposition for the cocycle L (resp. L∗)
be
B = Y (ω)⊕H(ω) (resp. B∗ = Y ∗(ω)⊕H∗(ω)), (7)
where Y (ω) (resp. Y ∗(ω)) is the top Oseledets subspace for L (resp. L∗) and H(ω) (resp.
H∗(ω)) is a direct sum of all other Oseledets subspaces.
For a subspace S ⊂ B, we set S◦ = {φ ∈ B∗ : φ(f) = 0 for every f ∈ S} and similarly
for a subspace S∗ ⊂ B∗ we define (S∗)◦ = {f ∈ B : φ(f) = 0 for every φ ∈ S∗}.
Lemma 2.6 (Relation between Oseledets splittings of R and R∗). The following relations
hold for P-a.e. ω ∈ Ω:
H∗(ω) = Y (ω)◦ and H(ω) = Y ∗(ω)◦. (8)
Proof. We first claim that
lim sup
n→∞
1
n
log‖L∗,(n)ω |Y (ω)◦‖ < λ1, for P-a.e. ω ∈ Ω. (9)
Let Πω denote the projection onto H(ω) along Y (ω) and take an arbitrary φ ∈ Y (ω)◦. We
have
‖L∗,(n)ω φ‖B∗ = sup
‖f‖B≤1
|(L∗,(n)ω φ)(f)| = sup
‖f‖B≤1
|φ(L(n)σ−nω(f))|
= sup
‖f‖B≤1
|φ(L(n)σ−nω(Πσ−nωf))| ≤ ‖φ‖B∗ · ‖L(n)σ−nωΠσ−nω‖,
and thus
‖L∗,(n)ω |Y (ω)◦‖ ≤ ‖L(n)σ−nωΠσ−nω‖.
Hence, in order to prove (9) it is sufficient to show that
lim sup
n→∞
1
n
log‖L(n)σ−nωΠσ−nω‖ < λ1, for P-a.e. ω ∈ Ω. (10)
However, it follows from results in [14] and [17, Lemma 8.2] that
lim
n→∞
1
n
log‖L(n)σ−nω|H(σ−nω)‖ = λ2
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and
lim
n→∞
1
n
log‖Πσ−nω‖ = 0,
which readily imply (10). We now claim that
B∗ = Y (ω)∗ ⊕ Y (ω)◦, for P-a.e. ω ∈ Ω. (11)
We first note that the sum on the right hand side of (11) is direct. Indeed, each nonzero
vector in Y (ω)∗ grows at the rate λ1, while by (9) all nonzero vectors in Y (ω)◦ grow at the
rate < λ1. Furthermore, since the codimension of Y (ω)
◦ is the same as dimension of Y (ω)∗,
we have that (11) holds.
Finally, by comparing decompositions (7) and (11), we conclude that the first equality
in (8) holds. Indeed, each φ ∈ H∗(ω) can be written as φ = φ1 + φ2, where φ1 ∈ Y (ω)∗ and
φ2 ∈ Y (ω)◦. Since φ and φ2 grow at the rate < λ1 and φ1 grows at the rate λ1, we obtain
that φ1 = 0 and thus φ = φ2 ∈ Y (ω)◦. Hence, H∗(ω) ⊂ Y (ω)◦ and similarly Y (ω)◦ ⊂ H∗(ω).
The second assertion of the lemma can be obtained similarly.
2.2 Notions of variation
Let (X,G) be a measurable space endowed with a probability measure m and a notion of a
variation var : L1(X,m)→ [0,∞] which satisfies the following conditions:
(V1) var(th) = |t| var(h);
(V2) var(g + h) ≤ var(g) + var(h);
(V3) ‖h‖L∞ ≤ Cvar(‖h‖1 + var(h)) for some constant 1 ≤ Cvar <∞;
(V4) for any C > 0, the set {h : X → R : ‖h‖1 + var(h) ≤ C} is L1(m)-compact;
(V5) var(1X) <∞, where 1X denotes the function equal to 1 on X ;
(V6) {h : X → R+ : ‖h‖1 = 1 and var(h) <∞} is L1(m)-dense in {h : X → R+ : ‖h‖1 = 1}.
(V7) for any f ∈ L1(X,m) such that ess inf f > 0, we have var(1/f) ≤ var(f)
(ess inf f)2
.
(V8) var(fg) ≤ ‖f‖L∞ · var(g) + ‖g‖L∞ · var(f).
(V9) for M > 0, f : X → [−M,M ] measurable and every C1 function h : [−M,M ] → C, we
have var(h ◦ f) ≤ ‖h′‖L∞ · var(f).
We define
B := BV = BV (X,m) = {g ∈ L1(X,m) : var(g) <∞}.
Then, B is a Banach space with respect to the norm
‖g‖B = ‖g‖1 + var(g).
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From now on, we will use B to denote a Banach space of this type, and ‖g‖B, or simply ‖g‖
will denote the corresponding norm.
Well-known examples of this notion correspond to the case where X is a subset of Rn.
In the one-dimensional case we use the classical notion of variation given by
var(g) = inf
h=g(mod m)
sup
0=s0<s1<...<sn=1
n∑
k=1
|h(sk)− h(sk−1)| (12)
for which it is well known that properties (V1)-(V9) hold. On the other hand, in the
multidimensional case, we let m = Leb and define
var(f) = sup
0<ǫ≤ǫ0
1
ǫα
∫
Rd
osc(f, Bǫ(x))) dx, (13)
where
osc(f, Bǫ(x)) = ess supx1,x2∈Bǫ(x)|f(x1)− f(x2)|
and where ess sup is taken with respect to product measure m×m. For this notion properties
(V1)-(V9) have been verified by Saussol [46] except for (V7) which is proved in [15] and (V9)
which we prove now.
Lemma 2.7. The notion of var defined by (13) satisfies (V9).
Proof. Take M > 0, f and h as in the statement of (V9). For arbitrary x ∈ X , ǫ > 0 and
x1, x2 ∈ Bǫ(x), it follows from the mean value theorem that
|(h ◦ f)(x1)− (h ◦ f)(x2)| ≤ ‖h′‖L∞ · |f(x1)− f(x2)|,
which immediately implies that
osc(h ◦ f, Bǫ(x)) ≤ ‖h′‖L∞ · osc(f, Bǫ(x)),
and we obtain the conclusion of the lemma.
2.3 Admissible cocycles of transfer operators
Let (Ω,F ,P, σ) be as Section 2.1, and X and B as in Section 2.2. Let Tω : X → X , ω ∈ Ω
be a collection of non-singular transformations (i.e. m ◦ T−1ω ≪ m for each ω) acting on X .
The associated skew product transformation τ : Ω×X → Ω×X is defined by
τ(ω, x) = (σ(ω), Tω(x)), ω ∈ Ω, x ∈ X. (14)
Each transformation Tω induces the corresponding transfer operator Lω acting on L1(X,m)
and defined by the following duality relation∫
X
(Lωφ)ψ dm =
∫
X
φ(ψ ◦ Tω) dm, φ ∈ L1(X,m), ψ ∈ L∞(X,m).
For each n ∈ N and ω ∈ Ω, set
T (n)ω = Tσn−1ω ◦ · · · ◦ Tω and L(n)ω = Lσn−1ω ◦ · · · ◦ Lω.
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Definition 2.8 (Admissible cocycle). We call the transfer operator cocycleR = (Ω,F ,P, σ,B,L)
admissible if, in addition to (C0), the following conditions hold.
(C1) there exists K > 0 such that
‖Lωf‖B ≤ K‖f‖B, for every f ∈ B and P-a.e. ω ∈ Ω.
(C2) there exists N ∈ N and measurable αN , βN : Ω→ (0,∞), with ∫
Ω
logαN(ω) dP(ω) < 0,
such that for every f ∈ B and P-a.e. ω ∈ Ω,
‖L(N)ω f‖B ≤ αN(ω)‖f‖B + βN(ω)‖f‖1.
(C3) there exist K ′, λ > 0 such that for every n ≥ 0, f ∈ B such that ∫ f dm = 0 and
P-a.e. ω ∈ Ω.
‖L(n)ω (f)‖B ≤ K ′e−λn‖f‖B.
(C4) there exist N ∈ N, c > 0 such that for each a > 0 and any sufficiently large n ∈ N,
ess inf L(Nn)ω f ≥ c‖f‖1, for every f ∈ Ca and P-a.e. ω ∈ Ω,
where Ca := {f ∈ B : f ≥ 0 and var(f) ≤ a
∫
f dm}.
Admissible cocycles of transfer operators can be investigated via Theorem 2.3. Indeed,
the following holds.
Lemma 2.9. An admissible cocycle of transfer operators R = (Ω,F ,P, σ,B,L) is quasi-
compact. Furthermore, the top Oseledets space is one-dimensional. That is, dimY (ω) = 1
for P-a.e. ω ∈ Ω.
Proof. The first statement follows readily from Lemma 2.1, (C2) and a simple observation
that for a cocycleR of transfer operators we have that Λ(R) = 0. The fact that dim Y (ω) = 1
follows from (C3).
The following result shows that, in this context, the top Oseledets space is indeed the
unique random acim. That is, there exists a unique measurable function v0 : Ω ×X → R+
such that for P-a.e. ω ∈ Ω, v0ω := v0(ω, ·) ∈ B,
∫
v0ω(x)dm = 1 and
Lωv0ω = v0σω , for P-a.e. ω ∈ Ω. (15)
Lemma 2.10 (Existence and uniqueness of a random acim). Let R = (Ω,F ,P, σ,B,L) be an
admissible cocycle of transfer operators, satisfying the assumptions of Theorem 2.3. Then,
there exists a unique random absolutely continuous invariant measure for R.
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Proof. Theorem 2.3 shows that the map ω 7→ Yω is measurable, where Yω is regarded as
an element of the Grassmannian G of B. Furthermore, [18, Lemma 10] and an argument
analogous to [20, Lemma 10] yields existence of a measurable selection of bases for Yω.
Lemma 2.9 ensures that dimY (ω) = 1. Hence, there exists a measurable map ω 7→ hω, with
hω ∈ B such that hω spans Yω for P-a.e. ω ∈ Ω.
Notice that Lebesgue measure m, when regarded as an element of B∗, is a conformal
measure for R. That is, m spans Y ∗ω for P-a.e. ω ∈ Ω. In fact, it is straightforward to verify
L∗ωm = m, because the Lω preserve integrals.
Thus, the simplified Oseledets decomposition (7) in combination with the duality relations
of Lemma 2.6 imply that m(hω) 6= 0 for P-a.e. ω ∈ Ω. In particular we can consider the
(still measurable) function ω 7→ v0ω := hω∫ hωdm .
The equivariance property of Theorem 2.3 ensures that Lωv0ω ∈ Yσω and the fact that
Lω preserves integrals, combined with the normalized choice of v0ω and the assumption that
dimYσω = 1, implies that Lωv0ω = v0σω.
The fact that v0ω ≥ 0 for P-a.e. ω ∈ Ω follows from the positivity and linearity properties
of Lω, which ensure that the positive and negative parts, v+ω and v−ω , are equivariant. Recall
that v+ω , v
−
ω , have non-overlapping supports. Thus, if v
+
ω 6= 0 6= v−ω for a set of positive
measure of ω ∈ Ω, the spaces Y +ω , Y −ω spanned by v+ω , v−ω , respectively, are subsets of Y (ω),
contradicting the fact that dimY (ω) = 1. Then, since the normalization condition implies
v+ω 6= 0, we have v−ω = 0 for P-a.e. ω ∈ Ω. The fact that the random acim is unique is also a
direct consequence of the fact that dimY (ω) = 1.
For an admissible transfer operator cocycle R, we let µ be the invariant probability
measure given by
µ(A×B) =
∫
A×B
v0(ω, x) d(P×m)(ω, x), for A ∈ F and B ∈ G, (16)
where v0 is the unique random acim for R and G is the Borel σ-algebra of X . We note that
µ is τ -invariant, because of (15). Furthermore, for each G ∈ L1(Ω×X, µ) we have that∫
Ω×X
Gdµ =
∫
Ω
∫
X
G(ω, x) dµω(x) dP(ω),
where µω is a measure on X given by dµω = v
0(ω, ·)dm. We now list several important
consequences of conditions (C2), (C3) and (C4) established in [15, §2].
Lemma 2.11. The unique random acim v0 of an admissible cocycle of transfer operators
satiesfies the following:
1.
ess supω∈Ω‖v0ω‖B <∞; (17)
2.
ess inf v0ω(·) ≥ c > 0, for P-a.e. ω ∈ Ω; (18)
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3. there exists K > 0 and ρ ∈ (0, 1) such that∣∣∣∣
∫
X
L(n)ω (fv0ω)h dm−
∫
X
f dµω ·
∫
X
h dµσnω
∣∣∣∣ ≤ Kρn‖h‖L∞ · ‖f‖B, (19)
for n ≥ 0, h ∈ L∞(X,m), f ∈ B and P-a.e. ω ∈ Ω.
We emphasize that (19) is a special case of a more general decay of correlations result
proved by Buzzi [12], but in this case with the stronger conclusion that the decay rates and
coefficients K are uniform over ω ∈ Ω.
2.3.1 Examples
In order to be able to be in the setting of admissible transfer operators cocycles, we need
to ensure that (C0) holds. To fulfill this requirement (see [18, Section 4.1] for a detailed
discussion) in the rest of the paper we will assume
(C0’) σ is a homeomorphism, Ω is a Borel subset of a separable, complete metric space, the
map ω → Tω has a countable range T1, T2, . . . and for each j, {ω ∈ Ω : Tω = Tj} is
measurable.
Although this condition is somewhat restrictive, we emphasize that the assumptions on the
structure of Ω are very mild and that the only requirements for σ are that it has to be
an ergodic, measure-preserving homeomorphism. In particular, no mixing conditions are
required. Furthermore, the Tω need only be chosen from a countable family.
Following [15, §2], we present two classes of examples, one- and higher-dimensional piece-
wise smooth expanding maps, which yield admissible transfer operator cocycles.
Random Lasota-Yorke maps. Let X = [0, 1], a Borel σ-algebra G on [0, 1] and the
Lebesgue measure m on [0, 1]. Consider the notion of variation defined in (12). For a
piecewise C2 map T : [0, 1] → [0, 1], set δ(T ) = ess infx∈[0,1]|T ′| and let b(T ) denote the
number of intervals of monoticity (branches) of T . Consider now a measurable map ω 7→ Tω,
ω ∈ Ω of piecewise C2 maps on [0, 1] such that
b := ess supω∈Ω b(Tω) <∞, δ := ess infω∈Ω δ(Tω) > 1, and D := ess supω∈Ω‖T ′′ω‖L∞ <∞.
(20)
For each ω ∈ Ω, let bω = b(Tω), so that there are essentially disjoint sub-intervals
Jω,1, . . . , Jω,bω ⊂ I, with ∪bωk=1Jω,k = I, so that Tω|Jω,k is C2 for each 1 ≤ k ≤ bω. The
minimal such partition Pω := {Jω,1, . . . , Jω,bω} is called the regularity partition for Tω. It is
well known that whenever δ > 2, and ess infω∈Ωmin1≤k≤bω m(Jω,k) > 0, there exist α ∈ (0, 1)
and K > 0 such that
var(Lωf) ≤ α var(f) +K‖f‖1, for f ∈ BV and P-a.e. ω ∈ Ω.
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More generally, when δ < 2, one can take an iterate N ∈ N so that δN > 2. If the
regularity partitions PNω := {JN1,ω, . . . , JNω,b(N)ω } corresponding to the maps T
(N)
ω also satisfy
ess infω∈Ωmin1≤k≤b(N)ω m(J
N
ω,k) > 0, then there exist α
N ∈ (0, 1) and KN > 0 such that
var(LNω f) ≤ αN var(f) +KN‖f‖1, for f ∈ BV and P-a.e. ω ∈ Ω. (21)
We assume that (21) holds for some N ∈ N.
Finally, we suppose the following uniform covering condition holds:
For every subinterval J ⊂ I, ∃k = k(J) s.t. for a.e. ω ∈ Ω, T (k)ω (J) = I. (22)
The results of [15, §2] ensure that random Lasota-Yorke maps which satisfy the conditions
of this section plus (C0’) are admissible. (While (C2) is not explicitely required by [15], it
is established in the process of showing the remaining conditions.)
Random piecewise expanding maps in higher dimensions. We now discuss the case
of piecewise expanding maps in higher dimensions. Let X be a compact subset of RN which
is the closure of its non-empty interior. Let X be equipped with a Borel σ-algebra G and
Lebesgue measure m. We consider the notion of variation defined in (13) for suitable α and
ǫ0. We say that the map T : X → X is piecewise expanding if there exist finite families
A = {Ai}mi=1 and A˜ = {A˜i}mi=1 of open sets in RN , a family of maps Ti : A˜i → RN ,
i = 1, . . . , m and ǫ1(T ) > 0 such that:
1. A is a disjoint family of sets, m(X \⋃iAi) = 0 and A˜i ⊃ Ai for each i = 1, . . . , m;
2. there exists 0 < γ(Ti) ≤ 1 such that each Ti is of class C1+γ(Ti);
3. For every 1 ≤ i ≤ m, T |Ai = Ti|Ai and Ti(A˜i) ⊃ Bǫ1(T )(T (Ai)), where Bǫ(V ) denotes a
neighborhood of size ǫ of the set V. We say that Ti is the local extension of T to the
A˜i;
4. there exists a constant C1(T ) > 0 so that for each i and x, y ∈ T (Ai) with dist(x, y) ≤
ǫ1(T ),
| detDT−1i (x)− detDT−1i (y)| ≤ C1(T )| detDT−1i (x)|dist(x, y)γ(T );
5. there exists s(T ) < 1 such that for every x, y ∈ T (A˜i) with dist(x, y) ≤ ǫ1(T ), we have
dist(T−1i x, T
−1
i y) ≤ s(T ) dist(x, y);
6. each ∂Ai is a codimension-one embedded compact piecewise C
1 submanifold and
s(T )γ(T ) +
4s(T )
1− s(T )Z(T )
ΓN−1
ΓN
< 1,
where Z(T ) = sup
x
∑
i
#{smooth pieces intersecting ∂Ai containing x} and ΓN is the
volume of the unit ball in RN .
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Consider now a measurable map ω 7→ Tω, ω ∈ Ω of piecewise expanding maps on X such
that
ǫ1 := inf
ω∈Ω
ǫ1(Tω) > 0, γ := inf
ω∈Ω
γ(Tω) > 0, C1 := sup
ω∈Ω
C1(Tω) <∞, s := sup
ω∈Ω
s(Tω) < 1
and
sup
ω∈Ω
(
s(Tω)
γ(Tω) +
4s(Tω)
1− s(Tω)Z(Tω)
ΓN−1
ΓN
)
< 1.
Then, [46, Lemma 4.1] implies that there exist ν ∈ (0, 1) and K > 0 independent on ω such
that
var(Lωf) ≤ ν var(f) +K‖f‖1 for each f ∈ B and ω ∈ Ω, (23)
where var is given by (13) with α = γ and some ǫ0 > 0 sufficiently small (which is again
independent on ω). We note that (23) readily implies that conditions (C1) and (C2) hold.
Finally, we note that under additional assumption that
for any open set J ⊂ X , there exists k = k(J) such that for a.e. ω ∈ Ω, T kω (J) = X,
the results in [15, §2] show that (C3) and (C4) also hold.
Remark. We point out that while conditions (C1), (C3) and (C4) are stated in a uniform
way, sometimes it is possible to recover them from non-uniform assumptions. For example,
assuming that {Tω}ω∈Ω takes only finitely many values, one can recover a uniform version
of (C3) from a non-uniform one, for example by compactness arguments (see the proof of
Lemma 4.7 for a similar argument). Also, our results apply to cases where conditions (C1)–
(C4), or the hypotheses which imply them (e.g. (20)), are only satisfied eventually; that is,
for some iterate T
(N)
ω , where N is independent of ω ∈ Ω.
3 Twisted transfer operator cocycles
We begin by introducing the class of observables to which our limit theorems apply. For a
fixed observable and each parameter θ ∈ C, we introduce the twisted cocycle Lθ = {Lθω}ω∈Ω.
We show that the cocycle Lθ is quasicompact for θ close to 0. Most of this section is devoted
to the study of regularity properties of the map θ 7→ Λ(θ) on a neighborhood of 0 ∈ C, where
Λ(θ) denotes the top Lyapunov exponent of the cocycle Lθ. In particular, we show that this
map is of class C2 and that its restriction to a neighborhood of 0 ∈ R is strictly convex.
This is achieved by combining ideas from the perturbation theory of linear operators with
our multiplicative ergodic theory machinery. As a byproduct of our approach, we explicitly
construct the top Oseledets subspace of cocycle Lθ for θ close to 0.
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3.1 The observable
Definition 3.1 (Observable). Let an observable be a measurable map g : Ω×X → R satis-
fying the following properties:
• Regularity:
‖g(ω, x)‖L∞(Ω×X) =: M <∞ and ess supω∈Ω var(gω) <∞, (24)
where gω = g(ω, ·), ω ∈ Ω.
• Fiberwise centering:∫
g(ω, x) dµω(x) =
∫
g(ω, x)v0ω(x) dm(x) = 0 for P-a.e. ω ∈ Ω, (25)
where v0 is the density of the unique random acim, satisfying (15).
The main results of this paper will deal with establishing limit theorems for Birkhoff
sums associated to g, Sng, defined in (1).
3.2 Basic properties of twisted transfer operator cocycles
Throughout this section, R = (Ω,F ,P, σ,B,L) will denote an admissible transfer operator
cocycle. For θ ∈ C, the twisted transfer operator cocycle, or twisted cocycle, Rθ is defined as
Rθ = (Ω,F ,P, σ,B,Lθ), where for each ω ∈ Ω, we define
Lθω(f) = Lω(eθg(ω,·)f), f ∈ B. (26)
For convenience of notation, we will also use Lθ to denote the cocycle Rθ. For each θ ∈ C,
set Λ(θ) := Λ(Rθ), κ(θ) := κ(Rθ) and
Lθ, (n)ω = Lθσn−1ω ◦ · · · ◦ Lθω, for ω ∈ Ω and n ∈ N.
The next lemma provides basic information about the dependence of Lθω on θ.
Lemma 3.2 (Basic regularity of θ 7→ Lθω).
1. Assume (C1) holds. Then, there exists a continuous function K : C → (0,∞) such
that
‖Lθωh‖B ≤ K(θ)‖h‖B, for h ∈ B, θ ∈ C and P-a.e. ω ∈ Ω. (27)
2. For ω ∈ Ω, θ ∈ C, let Mθω be the linear operator on B given by Mθω(h(·)) := eθg(ω,·)h(·).
Then, θ 7→Mθω is continuous in the norm topology of B. Consequently, θ 7→ Lθω is also
continuous in the norm topology of B.
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Proof. Note that it follows from (24) that |eθg(ω,·)h|1 ≤ e|θ|M |h|1. Furthermore, by (V8) we
have
var(eθg(ω,·)h) ≤ ‖eθg(ω,·)‖L∞ · var(h) + var(eθg(ω,·)) · ‖h‖L∞ .
On the other hand, it follows from Lemma B.1 and (V9) that
‖eθg(ω,·)‖L∞ ≤ e|θ|M and var(eθg(ω,·)) ≤ |θ|e|θ|M var(g(ω, ·))
and thus using (V3),
‖eθg(ω,·)h‖B = var(eθg(ω,·)h) + |eθg(ω,·)h|1
≤ e|θ|M‖h‖B + |θ|e|θ|M var(g(ω, ·))‖h‖L∞
≤ (e|θ|M + Cvar|θ|e|θ|M ess supω∈Ω var(g(ω, ·)))‖h‖B.
(28)
We now establish part 1 of the Lemma. It follows from (C1) that
‖Lθω(h)‖B = ‖Lω(eθg(ω,·)h)‖B ≤ K‖eθg(ω,·)h‖B.
Hence, (28) implies that (27) holds with
K(θ) = K(e|θ|M + Cvar|θ|e|θ|M ess supω∈Ω var(g(ω, ·))). (29)
For part 2 of the Lemma, we observe that
|(Mθ1ω −Mθ2ω )h‖B ≤ ‖Mθ1ω ‖B‖(I −Mθ2−θ1ω )‖B‖h‖B.
By (24) and the mean value theorem for the map z 7→ e(θ1−θ2)z, we have that for each x ∈ X ,
|e(θ1−θ2)g(ω,x) − 1| ≤ Me|θ1−θ2|M |θ1 − θ2|.
Thus,
‖1− e(θ2−θ1)g(ω,·)‖L∞ ≤Me|θ1−θ2|M |θ1 − θ2| (30)
and
|(I −Mθ2−θ1ω )h|1 ≤Me|θ1−θ2|M |θ1 − θ2| · |h|1. (31)
Assume that |θ2 − θ1| ≤ 1. We note that conditions (V3) and (V8) together with (30) and
Lemma B.2 imply
var((I −Mθ2−θ1ω )h) ≤
(‖1− e(θ2−θ1)g(ω,·)‖L∞ + Cvar var(1− e(θ2−θ1)g(ω,·)))‖h‖B
≤ C ′|θ2 − θ1|‖h‖B,
(32)
for some C ′ > 0. Hence, it follows from (31) and (32) that θ 7→ Mθω is continuous in the
norm topology of B. Continuity of θ 7→ Lθω then follows immediately from continuity of Lω
and the definition of Lθω, in (26).
The following lemma shows that the twisted cocycle naturally appears in the study of
Birkhoff sums (1).
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Lemma 3.3. The following statements hold:
1. for every φ ∈ B∗, f ∈ B, ω ∈ Ω, θ ∈ C and n ∈ N we have that
Lθ,(n)ω (f) = L(n)ω (eθSng(ω,·)f), and Lθ∗,(n)ω (φ) = eθSng(ω,·)L∗(n)ω (φ), (33)
where (eθSng(ω,·)φ)(f) := φ(eθSng(ω,·)f);
2. for every f ∈ B, ω ∈ Ω and n ∈ N we have that∫
Lθ, (n)ω (f) dm =
∫
eθSng(ω,·)f dm. (34)
Proof. We establish the first identity in (33) by induction on n. The case n = 1 follows from
the definition of Lθω. We recall that for every f, f˜ ∈ B,
L(n)ω ((f˜ ◦ T (n)ω ) · f) = f˜ · L(n)ω (f). (35)
Assuming the claim holds for some n ≥ 1, we get
L(n+1)ω (eθSn+1g(ω,·)f) = Lσnω
(L(n)ω (eθg(σnω,·)◦T (n)ω eθSng(ω,·)f))
= Lσnω
(
eθg(σ
nω,·)L(n)ω (eθSng(ω,·)f)
)
= LθσnωLθ,(n)ω (f) = Lθ,(n+1)ω (f).
The second identity in (33) follows directly from duality. Finally, we note that the second
assertion of the lemma follows by integrating the first equality in (33) with respect to m and
using the fact that Lnω preserves integrals with respect to m.
3.3 An auxiliary existence and regularity result
In this section we establish a regularity result, Lemma 3.5, which generalises a theorem
of Hennion and Herve´ [28] to the random setting. This result will be used later to show
regularity of the top Oseledets space Y θω := Y
θ
1 (ω) of the twisted cocycle, for θ near 0.
Let
S :=
{
V : Ω×X → C | V is measurable,V(ω, ·) ∈ B,
ess supω∈Ω ‖V(ω, ·)‖B <∞,
∫
V(ω, x)dm = 0 for P-a.e. ω ∈ Ω
}
,
(36)
endowed with the Banach space structure defined by the norm
‖V‖∞ := ess supω∈Ω ‖V(ω, ·)‖B. (37)
For θ ∈ C and W ∈ S, set
F (θ,W)(ω, ·) = L
θ
σ−1ω(W(σ−1ω, ·) + v0σ−1ω(·))∫ Lθσ−1ω(W(σ−1ω, ·) + v0σ−1ω(·))dm −W(ω, ·)− v0ω(·). (38)
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Lemma 3.4. There exist ǫ, R > 0 such that F : D → S is a well-defined map on D := {θ ∈
C : |θ| < ǫ} × BS(0, R), where BS(0, R) denotes the ball of radius R in S centered at 0.
Proof. We define a map H by
H(θ,W)(ω) =
∫
Lθσ−1ω(W(σ−1ω, ·)+v0σ−1ω(·)) dm =
∫
eθg(σ
−1ω,·)(W(σ−1ω, ·)+v0σ−1ω(·)) dm.
It is proved in Lemmas B.4 and B.5 of Appendix B.1 that H is a well-defined and differen-
tiable function on a neighborhood of (0, 0) (and thus in particular continuous) with values
in L∞(Ω,P). Moreover, we observe that H(0, 0)(ω) = 1 for each ω ∈ Ω and therefore
|H(θ,W)(ω)| ≥ 1− |H(0, 0)(ω)−H(θ,W)(ω)| ≥ 1− ‖H(0, 0)−H(θ,W)‖L∞ ,
for P-a.e. ω ∈ Ω. Continuity of H implies that ‖H(0, 0)−H(θ,W)‖L∞ ≤ 1/2 for all (θ,W)
in a neighborhood of (0, 0) and hence, in such neighborhood,
ess infω|H(θ,W)(ω)| ≥ 1/2.
The above inequality together with (17) and (27) yields the desired conclusion.
Lemma 3.5. Let D = {θ ∈ C : |θ| < ǫ}×BS(0, R) be as in Lemma 3.4. Then, by shrinking
ǫ > 0 if necessary, we have that F : D → S is C1 and the equation
F (θ,W) = 0 (39)
has a unique solution O(θ) ∈ S, for every θ in a neighborhood of 0. Furthermore, O(θ) is a
C2 function of θ.
Proof. We notice that F (0, 0) = 0. Furthermore, Proposition B.12 of Appendix B ensures
that F is C2 on a neighborhood (0, 0) ∈ C× S, and
(D2F (0, 0)X )(ω, ·) = Lσ−1ω(X (σ−1ω, ·))−X (ω, ·), for ω ∈ Ω and X ∈ S.
We now prove that D2F (0, 0) is bijective operator.
For injectivity, we have that if D2F (0, 0)X = 0 for some nonzero X ∈ S, then LωXω =
Xσω for P-a.e. ω ∈ Ω. Notice that Xω /∈ 〈v0ω〉 because
∫ Xω(·)dm = 0 and Xω 6= 0. Hence,
this yields a contradiction with the one-dimensionality of the top Oseledets space of the
cocycle L, given by Lemma 2.9. Therefore, D2F (0, 0) is injective. To prove surjectivity, take
X ∈ S and let
X˜ (ω, ·) := −
∞∑
j=0
L(j)
σ−jωX (σ−jω, ·). (40)
It follows from (C3) that X˜ ∈ S and it is easy to verify that D2F (0, 0)X˜ = X . Thus,
D2F (0, 0) is surjective.
Combining the previous arguments, we conclude that D2F (0, 0) is bijective. The conclu-
sion of the lemma now follows directly from the implicit function theorem for Banach spaces
(see, e.g. Theorem 3.2 [5]).
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We end this section with a specialisation of the previous results to real valued θ.
Proposition 3.6. There exists δ > 0 such that for each θ ∈ (−δ, δ), O(θ)(ω, ·) + v0ω is a
density for P-a.e. ω ∈ Ω.
We first show the following auxiliary result.
Lemma 3.7. For θ ∈ R sufficiently close to 0, O(θ) is real-valued.
Proof. We consider the space
S˜ :=
{
V : Ω×X → R | V is measurable,V(ω, ·) ∈ B,
ess supω∈Ω ‖V(ω, ·)‖B <∞,
∫
V(ω, x)dm = 0 for P-a.e. ω ∈ Ω
}
.
Hence, S˜ consists of real-valued functions V ∈ S. We note that S˜ is a Banach space with the
norm ‖·‖∞ defined by (37). Moreover, we can define a map F˜ on a neighborhood of (0, 0)
in R × S˜ with values in S˜ by the RHS of (38). Proceeding as in Appendix B.1, one can
show that F˜ is a differentiable map on a neighborhood of (0, 0). Moreover, arguing as in the
proof of Lemma 3.5 one can conclude that for θ sufficiently close to 0, there exists a unique
O˜(θ) ∈ S˜ such that F˜ (θ, O˜(θ)) = 0 and that O˜(θ) is differentiable with respect to θ. Since
S˜ ⊂ S and from the uniqueness property in the implicit function theorem, we conclude that
O(θ) = O˜(θ) for θ sufficiently close to 0 which immediately implies the conclusion of the
lemma.
Proof of Proposition 3.6. By Lemma 3.7, for θ sufficiently close to 0, O(θ)(ω, ·) + v0ω(·) is
real-valued. Moreover,
∫
(O(θ)(ω, ·) + v0ω(·)) dm = 1 for a.e. ω ∈ Ω. It remains to show that
O(θ)(ω, ·) + v0ω(·) ≥ 0 for P-a.e. ω ∈ Ω. Since the map θ 7→ O(θ) is continuous, there exists
δ > 0 such that for all θ ∈ (−δ, δ), O(θ) belongs to a ball of radius c/(2Cvar) centered at 0
in S. In particular,
ess supω∈Ω‖O(θ)(ω, ·)‖B < c/(2Cvar)
and therefore,
ess supω∈Ω‖O(θ)(ω, ·)‖L∞ < c/2.
By (18),
ess inf(O(θ)(ω, ·) + v0ω(·)) ≥ c/2, for a.e. ω ∈ Ω,
which completes the proof of the proposition.
3.4 A lower bound on Λ(θ)
The goal of this section is to establish a differentiable lower bound (Λˆ(θ)) on Λ(θ), the top
Lyapunov exponent of the twisted cocycle, for θ ∈ C in a neighborhood of 0. In Section 3.5,
we will show that this lower bound in fact coincides with Λ(θ), and hence all the results of
this section will immediately translate into properties of Λ.
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Let 0 < ǫ < 1 and O(θ) be as in Lemma 3.5. Let
vθω(·) := v0ω(·) +O(θ)(ω, ·). (41)
We notice that
∫
vθω(·) dm = 1 and by Lemma 3.5, θ 7→ vθ is continuously differentiable. Let
us define
Λˆ(θ) :=
∫
log
∣∣∣ ∫ eθg(ω,x)vθω(x) dm(x)∣∣∣ dP(ω), (42)
and
λθω :=
∫
eθg(ω,x)vθω(x) dm(x) =
∫
Lθωvθω(x) dm(x), (43)
where the last identity follows from (34). Notice also that ω 7→ λθω is an integrable function.
Lemma 3.8. For every θ ∈ BC(0, ǫ) := {θ ∈ C : |θ| < ǫ}, Λˆ(θ) ≤ Λ(θ).
Proof. Recall that O(θ) satisfies the equation F (θ, O(θ)) = 0, for θ ∈ {θ ∈ C : |θ| < ǫ}.
Hence, for P-a.e. ω ∈ Ω, vθω(·) satisfies the equivariance equation Lθωvθω(·) = λθωvθσω(·). Thus,
using Birkhoff’s ergodic theorem to go from the first to the second line below, we get
Λ(θ) ≥ lim
n→∞
1
n
log ‖Lθ,(n)ω vθω‖B ≥ lim
n→∞
1
n
log ‖Lθ,(n)ω vθω‖1 ≥ lim
n→∞
1
n
n−1∑
j=0
log |λθσjω|
=
∫
log |λθω|dP(ω) =
∫
log
∣∣∣ ∫ eθg(ω,x)vθω(·) dm(x)∣∣∣ dP(ω) = Λˆ(θ).
The rest of the section deals with differentiability properties of Λˆ(θ). From now on we
shall also use the notation O(θ)ω for O(θ)(ω, ·).
Lemma 3.9. We have that Λˆ is differentiable on a neighborhood of 0, and
Λˆ′(θ) = ℜ
(∫
λθω(
∫
g(ω, ·)eθg(ω,·)vθω(·) + eθg(ω,·)O′(θ)ω(·) dm)
|λθω|2
dP(ω)
)
,
where ℜ(z) denotes the real part of z and z the complex conjugate of z.
Proof. Write
Λˆ(θ) =
∫
Z(θ, ω) dP(ω),
where
Z(θ, ω) := log |λθω| = log
∣∣∣ ∫ eθg(ω,x)vθω(x) dm(x)∣∣∣.
Note that Z(θ, ω) = log |H(θ, O(θ))(σω)|, whereH is as in Lemma 3.4. SinceH(0, 0) = 1 and
both H and O are continuous (by Lemma 3.5), there is a neighborhood U of 0 in C on which
‖H(θ, O(θ))−H(0, 0)‖L∞ < 1/2. In particular, Z is well defined and Z(θ, ω) ∈ [log 12 , log 32 ]
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for every θ ∈ U ∩BC(0, ǫ) and P-a.e. ω ∈ Ω. Thus, the map ω 7→ Z(θ, ω) is P-integrable for
every θ ∈ U ∩ BC(0, ǫ).
It follows from Lemma 3.10 below that for P-a.e. ω ∈ Ω, the map θ 7→ Zω(θ) := Z(θ, ω)
is differentiable in a neighborhood of 0, and
Z ′ω(θ) =
ℜ
(
λθω(
∫
g(ω, ·)eθg(ω,·)vθω(·) + eθg(ω,·)O′(θ)ω(·) dm)
)
|λθω|2
,
where ℜ(z) denotes the real part of z and z the complex conjugate of z. In particular,
|Z ′ω(θ)| ≤
∣∣ ∫ (g(ω, x)eθg(ω,x)vθω(·) + eθg(ω,x)O′(θ)ω(x)) dm(x)|
| ∫ eθg(ω,x)vθω(x) dm(x)| .
We claim that there exists an integrable function C : Ω→ R such that
|Z ′ω(θ)| ≤ C(ω), for all θ in a neighborhood of 0 and P-a.e. ω ∈ Ω. (44)
Once this is established, the conclusion of the lemma follows from Leibniz rule for exchanging
the order of differentiation and integration.
To complete the proof, let us show (44). For θ ∈ U we have∣∣∣ ∫ eθg(ω,x)vθω(x) dm(x)∣∣∣ ≥ 12 .
Also, recall that ǫ < 1, so that for θ ∈ BC(0, ǫ) one has∣∣∣∣
∫
g(ω, x)eθg(ω,x)vθω(x) dm(x)
∣∣∣∣ ≤
∫ ∣∣g(ω, x)eθg(ω,x)vθω(x)∣∣ dm(x)
≤MeM |O(θ)ω + v0ω|1 ≤MeM (1 + ‖O(θ)ω‖B) ≤MeM (1 + ‖O(θ)‖∞).
Finally, ∣∣∣∣
∫
eθg(ω,x)O′(θ)ω(x) dm(x)
∣∣∣∣ ≤ eM |O′(θ)ω|1 ≤ eM‖O′(θ)ω‖B ≤ eM‖O′(θ)‖∞,
for P-a.e. ω ∈ Ω. Since O and O′ are continuous by Lemma 3.5, the terms on the RHS of
the above inequalities are uniformly bounded for θ in a (closed) neighborhood of 0. Hence,
(44) holds for a constant function C.
Lemma 3.10. For P-a.e. ω ∈ Ω, and θ in a neighborhood of 0, the map θ 7→ Zω(θ) :=
Z(θ, ω) is differentiable. Moreover,
Z ′ω(θ) =
ℜ
(
λθω(
∫
g(ω, ·)eθg(ω,·)vθω(·) + eθg(ω,·)O′(θ)ω(·) dm)
)
|λθω|2
,
where ℜ(z) denotes the real part of z and z the complex conjugate of z.
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Proof. First observe that if θ 7→ f(θ) ∈ C, has polar decomposition f(θ) = r(θ)eiφ(θ), then,
whenever |f |(θ) 6= 0, d|f |(θ)
dθ
= ℜ(f¯(θ)f
′(θ))
r(θ)
, where f ′ denotes differentiation with respect to θ.
Thus, by the chain rule, it is sufficient to prove that the map λθω is differentiable with respect
to θ and that
Dθλ
θ
ω =
∫ (
g(ω, x)eθg(ω,x)vθω(x) + e
θg(ω,x)O′(θ)ω(x)
)
dm(x). (45)
Using the same notation as in Lemma 3.4, we can write
λθω = H(θ, O(θ))(σω) =: P (θ)(σω).
We note that P is a differentiable map with values in L∞(Ω). Indeed, this follows directly
from the regularity properties of H established in Lemmas B.4 and B.5 and the differentia-
bility of O (see Lemma 3.5) together with the chain rule. Since
|λθ+tω − λθω − P ′(θ)(σω)|
|t| ≤
‖P (θ + t)− P (θ)− P ′(θ)‖L∞(Ω)
|t| ,
for P-a.e. ω ∈ Ω and t, θ close to 0 ∈ C, we conclude that λθω is differentiable with respect
to θ in a neighborhood of 0 ∈ C.
Lemma 3.11. We have that Λˆ′(0) = 0.
Proof. Let F be as in Lemma 3.5. By identifying D1F (0, 0) with its value at 1, it follows
from the implicit function theorem that
O′(0) = −D2F (0, 0)−1(D1F (0, 0)).
It is shown in Lemma 3.5 that D2F (0, 0) : S → S is bijective. Thus, D2F (0, 0)−1 : S → S
and therefore O′(0) ∈ S which implies that∫
O′(0)ω dm(x) = 0 for P-a.e. ω ∈ Ω. (46)
The conclusion of the lemma follows directly from Lemma 3.9 and the centering condi-
tion (25).
3.5 Quasicompactness of twisted cocycles and differentiability of
Λ(θ)
In this section we establish quasicompactness of the twisted transfer operator cocycle, as
well as differentiability of the top Lyapunov exponent with respect to θ, for θ ∈ C near 0.
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Theorem 3.12 (Quasi-compactness of twisted cocycles, θ near 0). Assume that the cocycle
R = (Ω,F ,P, σ,B,L) is admissible. For θ ∈ C sufficiently close to 0, we have that the
twisted cocycle Lθ is quasi-compact. Furthermore, for such θ, the top Oseledets space of Lθ
is one-dimensional. That is, dimY θ(ω) = 1 for P-a.e. ω ∈ Ω.
The following Lasota-Yorke type estimate will be useful in the proof.
Lemma 3.13. Assume conditions (C1) and (C2) hold. Then, we have
‖Lθ,(N)ω f‖B ≤ α˜θ,N(ω)‖f‖B + βN(ω)‖f‖1,
where
α˜θ,N(ω) = αN(ω) + C|θ|e|θ|M
N−1∑
j=0
KN−1−jK(θ)j ,
for some constant C > 0 where K(θ) is given by Lemma 3.2 and K is given by (C1).
Proof. It follows from (C2) that
‖Lθ,(N)ω f‖B ≤ ‖L(N)ω f‖B + ‖Lθ,(N)ω − L(N)ω ‖B · ‖f‖B
≤ αN(ω)‖f‖B + βN(ω)‖f‖1 + ‖Lθ,(N)ω − L(N)ω ‖B · ‖f‖B.
On the other hand, we have that
Lθ,(N)ω − L(N)ω =
N−1∑
j=0
Lθ,(j)
σN−jω(LθσN−1−jω − LσN−1−jω)L(N−1−j)ω .
It follows from (C1) and (27) that
‖L(N−1−j)ω ‖B ≤ KN−1−j and ‖Lθ,(j)σN−jω‖B ≤ K(θ)j .
Furthermore, using (V3) and (V8), we have that for any h ∈ B,
‖(Lθω − Lω)(h)‖B = ‖Lω(eθg(ω,·)h− h)‖B
≤ K‖(eθg(ω,·) − 1)h‖B
= K var((eθg(ω,·) − 1)h) +K‖(eθg(ω,·) − 1)h‖1
≤ K‖eθg(ω,·) − 1‖L∞ · var(h) +K var(eθg(ω,·) − 1) · ‖h‖L∞
+K‖eθg(ω,·) − 1‖L∞·‖h‖1
≤ K‖eθg(ω,·) − 1‖L∞‖h‖B +KCvar var(eθg(ω,·) − 1) · ‖h‖B.
By applying the mean-value theorem for the map z 7→ eθz and using (24), we obtain that
‖eθg(ω,·) − 1‖L∞ ≤ |θ|e|θ|MM . Furthermore, it follows from (V9) (applied to h(z) = eθz − 1
and f = g(ω, ·)) together with (24) that var(eθg(ω,·) − 1) ≤ |θ|e|θ|M var(g(ω, ·)). Therefore,
‖Lθ,(N)ω − L(N)ω ‖B ≤ C|θ|e|θ|M
N−1∑
j=0
K(θ)jKN−1−j ,
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where
C = KM +KCvar ess supω∈Ω(var g(ω, ·))
and the conclusion of the lemma follows by combining the above estimates.
Theorem 3.12 may now be established as follows.
Proof of Theorem 3.12. It follows from Lemma 3.13 and the dominated convergence theorem
that ∫
Ω
log α˜θ,N(ω) dP(ω)→
∫
Ω
logαN(ω) dP(ω) < 0 when θ→ 0.
Thus, there exists δ > 0 such that∫
Ω
log α˜θ,N(ω) dP(ω) ≤ 1
2
∫
Ω
logαN(ω) dP(ω), for θ ∈ BC(0, δ).
Lemma 3.8 implies that Λ is bounded below by a continuous function Λˆ in a neighborhood
of 0, and Λ(0) = Λˆ(0) = 0. Hence, by decreasing δ if necessary, we can assume that
NΛ(θ) >
1
2
∫
Ω
logαN(ω) dP(ω) for θ ∈ BC(0, δ).
Therefore,
NΛ(θ) >
∫
Ω
log α˜θ,N(ω) dP(ω) for θ ∈ BC(0, δ). (47)
Let Rθ(N) denote the cocycle over σN with generator ω 7→ Lθ,(N)ω . We claim that
Λ(Rθ(N)) = NΛ(θ) and κ(Rθ(N)) = Nκ(Rθ). (48)
Indeed, we have that
Λ(Rθ(N)) = lim
n→∞
1
n
log‖Lθ,(N)
σ(n−1)Nω · . . . · L
θ,(N)
σNω
· Lθ,(N)ω ‖ = N lim
n→∞
1
nN
log‖Lθ,(nN)ω ‖ = NΛ(θ),
which proves the first equality in (48). Similarly, one can establish the second identity
in (48). We now note that Lemmas 2.1 and 3.13 together with (47) and the first identity
in (48) imply that the cocycle Rθ(N) is quasicompact, i.e. Λ(Rθ(N)) > κ(Rθ(N)). Hence, (48)
implies that Λ(Rθ) > κ(Rθ) and we conclude that Rθ is a quasicompact cocycle.
Now we show dim Y θ := dim Y θ1 = 1. Let λ
θ
1 = µ
θ
1 ≥ µθ2 ≥ · · · ≥ µθLθ > κ(θ) be
the exceptional Lyapunov exponents of twisted cocycle Lθω, enumerated with multiplicity.
That is, mθj = dimY
θ
j (ω) denotes the multiplicity of the Lyapunov exponent λ
θ
j . As in
Theorem 2.3, let Mθj := m
θ
1 + · · · +mθj . Therefore, Λ(θ) = λθ1 = µθi for every 1 ≤ i ≤ Mθ1
and λθj = µ
θ
i for every M
θ
j−1 + 1 ≤ i ≤ Mθj and for every finite 1 < j ≤ lθ. By Lemma
3.2(2) the map θ 7→ Lθω is continuous in the norm topology of B for every ω ∈ Ω and also
that the functions ω 7→ log+ ‖Lθω‖ are dominated by an integrable function whenever θ is
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restricted to a compact set. Thus, Lemma A.3 of Appendix A shows that θ 7→ µθ1 + µθ2 is
upper-semicontinuous. Hence,
0 > µ01 + µ
0
2 ≥ lim sup
θ→0
(µθ1 + µ
θ
2),
where the first inequality follows from the one-dimensionality of the top Oseledets subspace
of the cocycle Lω. We note that Lemmas 3.8 and 3.9, ensure that lim supθ→0 µθ1 ≥ Λˆ(0) = 0.
Therefore lim supθ→0 µ
θ
2 < 0 and dim Y
θ
1 = 1, as claimed.
Corollary 3.14. For θ ∈ C near 0, we have that Λ(θ) = Λˆ(θ). In particular, Λ(θ) is
differentiable near 0 and Λ′(0) = 0.
Proof. We recall that Λˆ(0) = 0 and Λˆ is differentiable near 0, by Lemma 3.9. In addition,
vθω(·), defined in (41), gives a one-dimensional measurable equivariant subspace of B which
grows at rate Λˆ(θ) (see (42)). Theorem 3.12 shows that lim supθ→0 µ
θ
2 < 0. In particular,
µθ2 < Λˆ(θ) for θ sufficiently close to 0. Combining this information with the multiplicative
ergodic theorem (Theorem 2.3) and Lemma 3.8, we get that Λ(θ) = Λˆ(θ) and Y θ1 (ω) = 〈vθω〉,
for all θ ∈ C near 0. Thus, lemma 3.11 implies that Λ′(0) = 0.
3.6 Convexity of Λ(θ)
We continue to denote by µ the invariant measure for the skew product transformation τ
defined in (16). Furthermore, let Sng be given by (1). By expanding the term [Sng(ω, x)]
2
it is straightforward to verify using standard computations and (19) that
lim
n→∞
1
n
∫
Ω×X
[Sng(ω, x)]
2 dµ(ω, x) =
∫
Ω×X
g(ω, x)2 dµ(ω, x)+2
∞∑
n=1
∫
Ω×X
g(ω, x)g(τn(ω, x)) dµ(ω, x)
and that the right-hand side of the above equality is finite. Set
Σ2 :=
∫
Ω×X
g(ω, x)2 dµ(ω, x) + 2
∞∑
n=1
∫
Ω×X
g(ω, x)g(τn(ω, x)) dµ(ω, x). (49)
Obviously, Σ2 ≥ 0 and from now on we shall assume that Σ2 > 0. This is equivalent to a
non-coboundary condition on g; we refer the interested reader to [15] for a precise statement
characterising the degenerate case Σ2 = 0.
Lemma 3.15. We have that Λ is of class C2 on a neighborhood of 0 and Λ′′(0) = Σ2.
Proof. Using the notation in subsection 3.4, it follows from Lemma 3.9 and Corollary 3.14
that
Λ′(θ) = ℜ
(∫ λθω(∫ g(ω, ·)eθg(ω,·)(O(θ)ω(·) + v0ω(·)) + eθg(ω,·)O′(θ)ω(·) dm)
|λθω|2
dP(ω)
)
.
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Proceeding as in the proof of Lemma 3.9, one can show that Λ is of class C2 on a neighborhood
of 0 and that
Λ′′(θ) = ℜ
(∫ λθω ′′
λθω
− (λ
θ
ω
′)2
(λθω)
2
dP(ω)
)
, (50)
where we have used ′ to denote derivative with respect to θ. We recall that λ0ω = 1, λ
θ
ω
′ is
given by (45), and in particular λθω
′|θ=0 = 0 for P-a.e. ω ∈ Ω. It is then straightforward,
using (50), the chain rule and the formulas in Appendices B.1 and B.2, to verify that
Λ′′(0) = ℜ
(∫ ∫
g(ω, x)2v0ω(x) + 2g(ω, x)O
′(0)ω(x) +O′′(0)ω(x) dm(x) dP(ω)
)
.
Moreover, since θ 7→ O′(θ) is a map on a neighborhood of 0 with values in S we can regard
O′′(0) as an element of (the tangent space of) S, which implies that∫
O′′(0)ω(x) dm(x) = 0 for a.e. ω
and thus
Λ′′(0) = ℜ
(∫ ∫
(g(ω, x)2v0ω(x) + 2g(ω, x)O
′(0)ω(x)) dm(x) dP(ω)
)
. (51)
On the other hand, by the implicit function theorem,
O′(0)ω = −(D2F (0, 0)−1(D1F (0, 0)))ω.
Furthermore, (40) implies that
(D2F (0, 0)
−1W)ω = −
∞∑
j=0
L(j)σ−jω(Wσ−jω),
for each W ∈ S. This together with Proposition B.7 gives that
O′(0)ω =
∞∑
j=1
L(j)
σ−jω(g(σ
−jω, ·)v0σ−jω(·)). (52)
Using (51), (52), the duality property of transfer operators, as well as the fact that σ preserves
P, we have that
Λ′′(0) =
∫ [ ∫
g(ω, x)2v0ω dm(x) + 2
∞∑
j=1
∫
g(ω, x)L(j)
σ−jω(g(σ
−jω, ·)v0σ−jω) dm(x)
]
dP(ω)
=
∫ [ ∫
g(ω, x)2 dµω(x) + 2
∞∑
j=1
∫
g(ω, T
(j)
σ−jωx)g(σ
−jω, x) dµσ−jω(x)
]
dP(ω)
=
∫
g(ω, x)2 dµ(ω, x) + 2
∞∑
j=1
∫ ∫
g(σjω, T (j)ω x)g(ω, x) dµω(x) dP(ω)
=
∫
g(ω, x)2 dµ(ω, x) + 2
∞∑
j=1
∫
g(ω, x)g(τ j(ω, x)) dµ(ω, x) = Σ2.
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The following result is a direct consequence of the previous lemma.
Corollary 3.16. Λ is strictly convex on a neighborhood of 0.
3.7 Choice of bases for top Oseledets spaces Y θω and Y
∗θ
ω
We recall that Y θω and Y
∗θ
ω are top Oseledets subspaces for twisted and adjoint twisted
cocycle, Lθ and Lθ∗, respectively. The Oseledets decomposition for these cocycles can be
written in the form
B = Y θω ⊕Hθω and B∗ = Y ∗ θω ⊕H∗ θω , (53)
where Hθω = V
θ(ω)⊕⊕lθj=2 Y θj (ω) is the equivariant complement to Y θω := Y θ1 (ω), and H∗ θω is
defined similarly. Furthermore, Lemma 2.6 shows that the following duality relations hold:
ψ(y) = 0 whenever y ∈ Y θω and ψ ∈ H∗ θω , and
φ(f) = 0 whenever φ ∈ Y ∗ θω and f ∈ Hθω.
(54)
Let us fix convenient choices for elements of the one-dimensional top Oseledets spaces Y θω
and Y ∗ θω , for θ ∈ C close to 0. Let vθω ∈ Y θω be as in (41), so that
∫
vθω(·)dm = 1. (In view of
Proposition 3.6, when θ ∈ R close to 0, the operators Lθω are positive, so we can additionally
assume vθω ≥ 0 and so ‖vθω‖1 = 1).
Since dimY θω = 1, v
θ
ω is defined uniquely for P-a.e. ω ∈ Ω. Theorem 2.3 ensures that, for
P-a.e. ω ∈ Ω, there exists λθω ∈ C (λθω > 0 if θ ∈ R) such that
Lθωvθω = λθωvθσω. (55)
Integrating (55), and using (43), we obtain
λθω =
∫
eθg(ω,x)vθω(x) dm(x), (56)
and thus λθω coincides with the quantity introduced in (43). By (42) and Corollary 3.14,
Λ(θ) =
∫
log |λθω| dP(ω). (57)
Next, let us fix φθω ∈ Y ∗ θω so that φθω(vθω) = 1. This selection is again possible and unique,
because of (54). Furthermore, this choice implies that
(Lθω)∗φθσω = λθωφθω, (58)
because Y ∗θω is one-dimensional and equivariant. Indeed, if C
θ
ω is the constant such that
(Lθω)∗φθσω = Cθωφθω, then
λθω = λ
θ
ωφ
θ
σω(v
θ
σω) = φ
θ
σω(Lθωvθω) = ((Lθω)∗φθσω)(vθω) = Cθωφθω(vθω) = Cθω.
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4 Limit theorems
In this section we establish the main results of our paper. To obtain the large deviation
principle (Theorem A), we first link the asymptotic behaviour of moment generating (and
characteristic) functions associated to Birkhoff sums with the Lyapunov exponents Λ(θ).
Then, we combine the strict convexity of the map θ 7→ Λ(θ) on a neighborhood of 0 ∈ R
with the classical Ga¨rtner-Ellis theorem. We establish the central limit theorem (Theorem B)
by applying Levy’s continuity theorem and using the C2-regularity of the map θ 7→ Λ(θ) on
a neighborhood of 0 ∈ C. Finally, we demonstrate the full power of our approach by proving
for the first time random versions of the local central limit theorem, both under the so-called
aperiodic and periodic assumptions (Theorems C and 4.15). In addition, we present several
equivalent formulations of the aperiodicity condition.
4.1 Large deviations property
In this section we establish Theorem A. The main tool in establishing this large deviations
property will be the following classical result.
Theorem 4.1. (Ga¨rtner-Ellis [28]) For n ∈ N, let Pn be a probability measure on a measur-
able space (Y, T ) and let En denote the corresponding expectation operator. Furthermore, let
Sn be a real random variable on (Ω, T ) and assume that on some interval [−θ+, θ+], θ+ > 0,
we have
lim
n→∞
1
n
logEn(e
θSn) = ψ(θ), (59)
where ψ is a strictly convex continuously differentiable function satisfying ψ′(0) = 0. Then,
there exists ǫ+ > 0 such that the function c defined by
c(ǫ) = sup
|θ|≤θ+
{θǫ− ψ(θ)} (60)
is nonnegative, continuous, strictly convex on [−ǫ+, ǫ+], vanishing only at 0 and such that
lim
n→∞
1
n
log Pn(Sn > nǫ) = −c(ǫ), for every ǫ ∈ (0, ǫ+).
We will also need the following results, linking the asymptotic behaviour of characteristic
functions associated to Birkhoff sums with the numbers Λ(θ).
Lemma 4.2. Let θ ∈ C be sufficiently close to 0, so that the results of Section 3.7 apply.
Let f ∈ B be such that f /∈ Hθω. That is, φθω(f) 6= 0. Then,
lim
n→∞
1
n
log
∣∣∣ ∫ eθSng(ω,x)f dm∣∣∣ = Λ(θ) for P-a.e. ω ∈ Ω.
Proof. Given f ∈ B, we may write (see (53)) f = φθω(f)vθω + hθω, where hθω ∈ Hθω. Using this
decomposition and applying repeatedly (55), we get
Lθ,(n)ω f =
(
n−1∏
i=0
λθσiω
)
φθω(f)v
θ
σn−1ω + Lθ,(n)ω hθω. (61)
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Theorem 2.3 ensures that
lim
n→∞
1
n
log ‖Lθ,(n)ω |Hθω‖ < Λ(θ). (62)
Thus, the second term in (61) grows asymptotically with n at an exponential rate strictly
slower than Λ(θ). By (34) and (61), we have that for P-a.e. ω ∈ Ω
lim
n→∞
1
n
log
∣∣∣ ∫ eθSng(ω,x)f dm∣∣∣ = lim
n→∞
1
n
log
∣∣∣ ∫ Lθ,(n)ω f dm∣∣∣
= lim
n→∞
1
n
n−1∑
i=0
log |λθσiω|+ limn→∞
1
n
log
∣∣∣ ∫
[
φθω(f)v
θ
σn−1ω +
Lθ,(n)ω hθω∏n−1
i=0 |λθσiω|
]
dm
∣∣∣,
whenever the RHS limits exist. The first limit in the previous line equals Λ(θ) by (57). The
second limit is zero, because the choice of vθσn−1ω ensures the integral of the first term in the
square brackets is φθω(f) 6= 0 (by assumption), which is independent of n, and the second
term in the square brackets goes to zero as n→∞ by (62). The conclusion follows.
Lemma 4.3. For all complex θ in a neighborhood of 0, and P-a.e. ω ∈ Ω, we have that
lim
n→∞
1
n
log
∣∣∣ ∫ eθSng(ω,x) dµω(x)∣∣∣ = Λ(θ).
Proof. Since
lim
n→∞
1
n
log
∣∣∣ ∫ eθSng(ω,x) dµω(x)∣∣∣ = lim
n→∞
1
n
log
∣∣∣ ∫ eθSn(ω,x)v0ω(x) dm(x)∣∣∣,
by Lemma 4.2 it is sufficient to show that φθω(v
0
ω) 6= 0 for θ near 0. We know that φ0ω(v0ω) =∫
v0ωdm = 1. Hence, the differentiability of θ 7→ φθ at θ = 0, established in Appendix C,
together with the uniform bound on ‖v0ω‖B provided by (17), ensure that for θ ∈ C sufficiently
close to 0 and P-a.e. ω ∈ Ω, φθω(v0ω) 6= 0 as required.
Proof of Theorem A. The proof follows directly from Theorem 4.1 when applied to the case
when
(Y, T ) = (X,B), Pn = µω Sn = Sng(ω, ·) and ψ(θ) = Λ(θ).
Indeed, we note that (59) holds by Lemma 4.3 (the absolute values are irrelevant when
θ ∈ R). Furthermore, it follows from Corollary 3.14 that Λ is continuously differentiable
on a neighborhood of 0 in R satisfying Λ′(0) = 0 and by Corollary 3.16, we have that Λ is
strictly convex on a neighborhood of 0 in R. Finally, c does not depend on ω by (60).
4.2 Central limit theorem
The goal of section is to establish Theorem B. We start with the following lemma, which will
be useful in the proofs of the both central limit theorem and local central limit theorem.
32
Lemma 4.4. There exist C > 0, 0 < r < 1 such that for every θ ∈ C sufficiently close to 0,
every n ∈ N and P-a.e. ω ∈ Ω, we have∣∣∣ ∫ Lθ,(n)ω (v0ω − φθω(v0ω)vθω) dm∣∣∣ ≤ Crn. (63)
Proof. The following argument generalises [28, Lemma III.9] to the random setting. For
each θ near 0 and ω ∈ Ω, let
Qθωf := Lθω(f − φθω(f)vθω).
Note that, in view of Lemma 3.2 and differentiability of θ 7→ vθ and θ 7→ φθ (established in
Lemma 3.5 (see (41)) and Appendix C, respectively), we get that there exists N > 1 such
that ‖Qθω‖ < N for every ω ∈ Ω, provided θ is sufficiently close to 0.
In addition, since f − φθω(f)vθω is the projection of f onto Hθω along the top Oseledets
space Y θω , we get that, for every n ≥ 1,
Qθ,(n)ω f = Lθ,(n)ω (f − φθω(f)vθω).
Furthermore, since f −φ0ω(f)v0ω = f − (
∫
fdm)v0ω, condition (C3) and Lemma 2.11(1) ensure
that there exist K ′, λ > 0 such that for every n ≥ 0 and P-a.e. ω ∈ Ω, ‖Q0,(n)ω ‖ ≤ K ′e−λn.
Let 1 > r > e−λ, and let n0 ∈ N be such that K ′e−λn0 < rn0. Lemma 3.2 together
with differentiability of θ 7→ vθ and θ 7→ φθ ensure that θ 7→ Qθω is continuous in the norm
topology of B. In fact, the uniform control over ω ∈ Ω, guaranteed by the aforementioned
differentiability conditions, along with Condition (C1), ensure that one can choose ǫ > 0 so
that if |θ| < ǫ, then ‖Qθ,(n0)ω ‖ < rn0 for every ω ∈ Ω. Writing n = kn0 + ℓ, with 0 ≤ ℓ < n0,
we get
‖Qθ,(n)ω ‖ ≤
k−1∏
j=0
‖Qθ,(n0)
σjn0ω
‖(‖Qθ,(ℓ)
σkn0ω
‖) < rn (N/r)ℓ ≤ crn,
with c =
(
N
r
)n0. Thus,
∣∣∣ ∫ Lθ,(n)ω (v0ω − φθω(v0ω)vθω) dm∣∣∣ ≤ ‖Lθ,(n)ω (v0ω − φθω(v0ω)vθω)‖1
≤ ‖Lθ,(n)ω (v0ω − φθω(v0ω)vθω)‖B = ‖Qθ,(n)ω (v0ω)‖B ≤ crn‖v0ω‖B.
By (17), there exists K˜ > 0 such that ‖v0ω‖B ≤ K˜ for P-a.e. ω ∈ Ω, so the proof of the
lemma is complete.
Proof of Theorem B. We recall that Σ2 > 0 is given by (49). It follows from Levy’s continuity
theorem that it is sufficient to prove that, for every t ∈ R,
lim
n→∞
∫
e
it
Sng(ω,·)√
n dµω = e
− t2Σ2
2 , for P-a.e. ω ∈ Ω.
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Assume n is sufficiently large so that dimY
it√
n
1 = 1 and v
it√
n
ω can be chosen as in (41). In par-
ticular,
∫ 1
0
v
it√
n
ω dm = 1 and L
it√
n
,(n)
ω v
it√
n
ω = (
∏n−1
j=0 λ
it√
n
σjω)v
it√
n
σnω, for P-a.e. ω ∈ Ω. Furthermore,
using (34),∫
e
it
Sng(ω,·)√
n dµω =
∫
e
it
Sng(ω,·)√
n v0ω dm =
∫
L
it√
n
,(n)
ω v
0
ω dm
=
∫
L
it√
n
,(n)
ω
(
φ
it√
n
ω (v
0
ω)v
it√
n
ω + (v
0
ω − φ
it√
n
ω (v
0
ω)v
it√
n
ω )
)
dm
= φ
it√
n
ω (v
0
ω) ·
n−1∏
j=0
λ
it√
n
σjω +
∫
L
it√
n
,(n)
ω (v
0
ω − φ
it√
n
ω (v
0
ω)v
it√
n
ω ) dm.
Lemma 4.4 shows that the second term converges to 0 as n → ∞. Also, differentiability of
θ 7→ φθ, established in Appendix C, ensures that limn→∞ φ
it√
n
ω (v0ω) = φ
0
ω(v
0
ω) = 1. Thus, to
conclude the proof of the theorem, we need to prove that
lim
n→∞
n−1∏
j=0
λ
it√
n
σjω = e
− t2Σ2
2 , for P-a.e. ω ∈ Ω, (64)
which is equivalent to
lim
n→∞
n−1∑
j=0
log λ
it√
n
σjω
= −t
2Σ2
2
, for P-a.e. ω ∈ Ω.
Using the notation of Lemmas 3.4 and 3.5, we have that λθω = H(θ, O(θ))(σω) and thus we
need to prove that
lim
n→∞
n−1∑
j=0
logH
(
it√
n
,O(
it√
n
)
)
(σj+1ω) = −t
2Σ2
2
for P-a.e. ω ∈ Ω. (65)
Let H˜ be a map defined in a neighborhood of 0 in C with values in L∞(Ω) by H˜(θ) =
logH(θ, O(θ)). It will be shown in Lemma 4.5 that H˜ is of class C2, H˜(0)(ω) = 0, H˜ ′(0)(ω) =
0 and
H˜ ′′(0)(ω) =
∫
(g(σ−1ω, ·)2v0σ−1ω + 2g(σ−1ω, ·)O′(0)σ−1ω) dm.
Developing H˜ in a Taylor series around 0, we have that
H˜(θ)(ω) = logH(θ, O(θ))(ω) =
H˜ ′′(0)(ω)
2
θ2 +R(θ)(ω),
where R denotes the remainder. Therefore,
logH
(
it√
n
,O(
it√
n
)
)
(σj+1ω) = −t
2H˜ ′′(0)(σj+1ω)
2n
+R(it/
√
n)(σj+1ω),
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which implies that
n−1∑
j=0
logH
(
it√
n
,O(
it√
n
)
)
(σj+1ω) = −t
2
2
· 1
n
n−1∑
j=0
H˜ ′′(0)(σj+1ω)+
n−1∑
j=0
R(it/
√
n)(σj+1ω). (66)
The asymptotic behaviour of the first term is governed by Birkhoff’s ergodic theorem, so
using (51) in the second equality and Lemma 3.15 in the third one, we get:
lim
n→∞
−t
2
2
1
n
n−1∑
j=0
H˜ ′′(0)(σj+1ω) = −t
2
2
∫
H˜ ′′(0)(ω) dP(ω) = −t
2
2
Λ′′(0) = −t
2
2
Σ2 for P-a.e. ω ∈ Ω.
(67)
Now we deal with the last term of (66). Writing R(θ) = θ2R˜(θ) with limθ→0 R˜(θ) = 0, we
conclude that for each ǫ > 0 and t ∈ R \ {0}, there exists δ > 0 such that ‖R˜(θ)‖L∞ ≤ ǫt2 for
all |θ| ≤ δ. We note that there exists n0 ∈ N such that |it/
√
n| ≤ δ for each n ≥ n0. Hence,∣∣∣∣
n−1∑
j=0
R(it/
√
n)(σj+1ω)
∣∣∣∣ ≤ t2n
n−1∑
j=0
|R˜(it/√n)(σj+1ω)| ≤ t
2
n
· nǫ
t2
= ǫ,
for every n ≥ n0, which implies that the second term on the right-hand side of (66) converges
to 0 and thus (65) holds. The proof of the theorem is complete.
Lemma 4.5. The map H˜(θ) = logH(θ, O(θ)) is of class C2. Moreover, H˜(0)(ω) = 0,
H˜ ′(0)(ω) = 0 and
H˜ ′′(0)(ω) =
∫
(g(σ−1ω, ·)2v0σ−1ω + 2g(σ−1ω, ·)O′(0)σ−1ω) dm.
Proof. The regularity of H˜ follows directly from the results in Appendices B.1 and B.2.
Moreover, we have H˜(0)(ω) = logH(0, O(0))(ω) = log 1 = 0. Furthermore,
H˜ ′(θ)(ω) =
1
H(θ, O(θ))(ω)
[D1H(θ, O(θ))(ω) + (D2H(θ, O(θ))O
′(θ))(ω)].
Taking into account formulas in Appendix B.1, (25) and (46), we have
H˜ ′(0)(ω) =
∫
g(σ−1ω, ·)v0σ−1ω dm+
∫
O′(0)σ−1ω dm = 0.
Finally, taking into account that D22H = 0 (see Appendix B.2) we have
H˜ ′′(θ)(ω) =
−D1H(θ, O(θ))(ω)
[H(θ, O(θ))(ω)]2
[D1H(θ, O(θ))(ω) + (D2H(θ, O(θ))O
′(θ))(ω)]
+
1
H(θ, O(θ))(ω)
[D11H(θ, O(θ))(ω) + (D21H(θ, O(θ))O
′(θ))(ω)]
+
1
H(θ, O(θ))(ω)
[(D12H(θ, O(θ))O
′(θ))(ω) + (D2H(θ, O(θ))O′′(θ))(ω)].
Using formulas in Appendices B.1 and B.2, we obtain the desired expression for H˜ ′′(0).
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4.3 Local central limit theorem
In order to obtain a local central limit theorem, we introduce an additional assumption
related to aperiodicity, as follows.
(C5) For P-a.e. ω ∈ Ω and for every compact interval J ⊂ R\{0} there exist C = C(ω) > 0
and ρ ∈ (0, 1) such that
‖Lit,(n)ω ‖B ≤ Cρn, for t ∈ J and n ≥ 0. (68)
The proof of Theorem C is presented in Section 4.3.1. In Section 4.3.2, we show that
(C5) can be phrased as a so-called aperiodicity condition, resembling a usual requirement
for autonomous versions of the local CLT. Examples are presented in Section 4.3.3.
4.3.1 Proof of Theorem C
Using the density argument (see [37]), it is sufficient to show that
sup
s∈R
∣∣∣∣Σ√n
∫
h(s+ Sng(ω, ·)) dµω − 1√
2π
e−
s2
2nΣ2
∫
R
h(u) du
∣∣∣∣→ 0, (69)
when n→∞ for every h ∈ L1(R) whose Fourier transform hˆ has compact support. Moreover,
we recall the following inversion formula
h(x) =
1
2π
∫
R
hˆ(t)eitx dt. (70)
By (34), (70) and Fubini’s theorem,
Σ
√
n
∫
h(s+ Sng(ω, ·)) dµω = Σ
√
n
2π
∫ ∫
R
hˆ(t)eit(s+Sng(ω,·)) dt dµω
=
Σ
√
n
2π
∫
R
eitshˆ(t)
∫
eitSng(ω,·) dµω dt
=
Σ
√
n
2π
∫
R
eitshˆ(t)
∫
eitSng(ω,·)v0ω dmdt
=
Σ
√
n
2π
∫
R
eitshˆ(t)
∫
Lit,(n)ω v0ω dmdt
=
Σ
2π
∫
R
e
its√
n hˆ(
t√
n
)
∫
L
it√
n
,(n)
ω v
0
ω dmdt.
Recalling that the Fourier transform of f(x) = e−
Σ2x2
2 is given by fˆ(t) =
√
2π
Σ
e−t
2/2Σ2 we have
1√
2π
e−
s2
2nΣ2
∫
R
h(u) du =
hˆ(0)√
2π
e−
s2
2nΣ2
=
hˆ(0)Σ
2π
fˆ(−s/√n)
=
hˆ(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt.
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Hence, we need to prove that
sup
s∈R
∣∣∣∣ Σ2π
∫
R
e
its√
n hˆ(
t√
n
)
∫
L
it√
n
,(n)
ω v
0
ω dmdt−
hˆ(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt
∣∣∣∣→ 0, (71)
when n → ∞, for P-a.e. ω ∈ Ω. Choose δ > 0 such that the support of hˆ is contained in
[−δ, δ]. Recall that Lθ,(n)ω vθω = (
∏n−1
j=0 λ
θ
σjω)v
θ
σnω for P-a.e. ω ∈ Ω, and for all θ near 0. Then,
for any δ˜ ∈ (0, δ), we have,
Σ
2π
∫
R
e
its√
n hˆ(
t√
n
)
∫
L
it√
n
,(n)
ω v
0
ω dmdt−
hˆ(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt
=
Σ
2π
∫
|t|<δ˜√n
e
its√
n
(
hˆ(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω − hˆ(0)e−
Σ2t2
2
)
dt
+
Σ
2π
∫
|t|<δ˜√n
e
its√
n hˆ(
t√
n
)
∫ n−1∏
j=0
λ
it√
n
σjω
(
φ
it√
n
ω (v
0
ω)v
it√
n
σnω − 1
)
dmdt
+
Σ
√
n
2π
∫
|t|<δ˜
eitshˆ(t)
∫
Lit,(n)ω (v0ω − φitω(v0ω)vitω ) dmdt
+
Σ
√
n
2π
∫
δ˜≤|t|<δ
eitshˆ(t)
∫
Lit,(n)ω v0ω dmdt
− Σ
2π
hˆ(0)
∫
|t|≥δ˜√n
e
its√
n · e−Σ
2t2
2 dt =: (I) + (II) + (III) + (IV ) + (V ).
The proof of the theorem will be complete once we show that each of the terms (I)–(V )
converges to zero as n→∞.
Control of (I). We claim that for P-a.e. ω ∈ Ω,
lim
n→∞
sup
s∈R
∣∣∣∣
∫
|t|<δ˜√n
e
its√
n (hˆ(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω − hˆ(0)e−
Σ2t2
2 ) dt
∣∣∣∣ = 0.
Indeed, it is clear that
sup
s∈R
∣∣∣∣
∫
|t|<δ˜√n
e
its√
n (hˆ(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω
−hˆ(0)e−Σ
2t2
2 ) dt
∣∣∣∣ ≤
∫
|t|<δ˜√n
∣∣∣∣hˆ( t√n)
n−1∏
j=0
λ
it√
n
σjω
−hˆ(0)e−Σ
2t2
2
∣∣∣∣ dt.
It follows from the continuity of hˆ and (64) that for P-a.e. ω ∈ Ω and every t,
hˆ(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω
− hˆ(0)e−Σ
2t2
2 → 0, when n→∞. (72)
The desired conclusion will follow from the dominated convergence theorem once we establish
the following lemma.
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Lemma 4.6. For δ˜ > 0 sufficiently small, there exists n0 ∈ N such that for all n ≥ n0 and
t such that |t| < δ˜√n, ∣∣∣∣
n−1∏
j=0
λ
it√
n
σjω
∣∣∣∣ ≤ e− t2Σ28 .
Proof. We use the same notation as in the proof of Lemma 4.5. As before, ℜ(z) denotes the
real part of a complex number z. We note that
∣∣∣∣
n−1∏
j=0
λ
it√
n
σjω
∣∣∣∣ = e− t22 ℜ( 1n ∑n−1j=0 H˜′′(0)(σjω)) · eℜ(∑n−1j=0 R(it/√n)(σjω)).
Since, by (67), 1
n
∑n−1
j=0 H˜
′′(0)(σjω)→ Σ2 for P-a.e. ω ∈ Ω, we also have that
ℜ
(
1
n
n−1∑
j=0
H˜ ′′(0)(σjω)
)
→ Σ2, P-a.e. ω ∈ Ω
and therefore for P-a.e. ω ∈ Ω there exists n0 = n0(ω) ∈ N such that
ℜ
(
1
n
n−1∑
j=0
H˜ ′′(0)(σjω)
)
≥ Σ2/2, for n ≥ n0.
Hence,
e−
t2
2
ℜ( 1
n
∑n−1
j=0 H˜
′′(0)(σjω)) ≤ e− t
2Σ2
4 , for n ≥ n0 and every t ∈ R.
We now choose δ˜ such that ‖R˜(θ)‖L∞ ≤ Σ2/8 whenever |θ| ≤ δ˜. Hence, for t such that
|t| < δ˜√n , we have
∣∣∣∣
n−1∑
j=0
R(it/
√
n)(σjω))
∣∣∣∣ ≤ t2n
n−1∑
j=0
|R˜(it/√n)(σjω)| ≤ t
2Σ2
8
and therefore
eℜ(
∑n−1
j=0 R(it/
√
n)(σjω)) ≤ e− t
2Σ2
8 ,
which implies the statement of the lemma.
Control of (II). We recall that for θ sufficiently close to 0, vθω as defined in (41) satisfies∫ 1
0
vθω dm = 1 for P-a.e. ω ∈ Ω. Thus, to control (II) we must show that for P-a.e. ω ∈ Ω
lim
n→∞
sup
s∈R
∣∣∣∣ Σ2π
∫
|t|<δ˜√n
e
its√
n hˆ(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω(φ
it√
n
ω (v
0
ω)− 1) dt
∣∣∣∣ = 0. (73)
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Using the fact that φ0ω(v
0
ω) = 1 and the differentiability of θ 7→ φθ (see Appendix C), we
conclude that there exists C > 0 such that |φθω(v0ω)− 1| ≤ C|θ| for θ in a neighborhood of 0
in C. Taking into account Lemma 4.6, we conclude that
sup
s∈R
∣∣∣∣ Σ2π
∫
|t|<δ˜√n
e
its√
n hˆ(
t√
n
)
n−1∏
i=0
λ
it√
n
σiω
(φ
it√
n
ω (v
0
ω)− 1) dt
∣∣∣∣ ≤ 1√nC Σ2π‖hˆ‖L∞
∫
|t|<δ˜√n
|t|e−Σ
2t2
8 dt,
which readily implies (73).
Control of (III). We must show that
lim
n→∞
sup
s∈R
∣∣∣∣Σ
√
n
2π
∫
|t|<δ˜
eitshˆ(t)
∫ 1
0
Lit,(n)ω (v0ω − φitω(v0ω)vitω ) dmdt
∣∣∣∣ = 0.
Lemma 4.4 shows that there exist C > 0 and 0 < r < 1 such that for every sufficiently small
t, every n ∈ N and P-a.e. ω ∈ Ω,∣∣∣ ∫ Lit,(n)ω (v0ω − φitω(v0ω)vitω ) dm∣∣∣ ≤ Crn.
Hence, provided δ˜ is sufficiently small,
lim
n→∞
sup
s∈R
∣∣∣∣Σ
√
n
2π
∫
|t|<δ˜
eitshˆ(t)
∫
Lit,(n)ω (v0ω − φitω(v0ω)vitω ) dmdt
∣∣∣∣ ≤ limn→∞ Σ
√
n
2π
‖hˆ‖L∞Crn = 0.
Control of (IV). By the aperiodicity condition (C5),
sup
s∈R
Σ
√
n
2π
∣∣∣∣
∫
δ˜≤|t|≤δ
eitshˆ(t)
∫
Lit,(n)ω v0ω dmdt
∣∣∣∣ ≤ 2C(δ − δ˜)Σ
√
n
2π
‖hˆ‖L∞ · ρn · ‖v0‖∞ → 0,
when n→∞ by (17) and the fact that hˆ is continuous.
Control of (V). It follows from the dominated convergence theorem and the integrability
of the map t 7→ e−Σ2t22 that
sup
s∈R
∣∣∣∣ hˆ(0)Σ2π
∫
|t|≥δ˜√n
e
its√
n · e−Σ
2t2
2 dt
∣∣∣∣ ≤ |hˆ(0)|Σ2π
∫
|t|≥δ˜√n
e−
Σ2t2
2 dt→ 0,
when n→∞.
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4.3.2 Equivalent versions of the aperiodicity condition
In this subsection we show the following equivalence result.
Lemma 4.7. Assume dimY 0 = 1 and condition (C0) holds. Suppose, in addition, that
Ω is compact and that the map L : Ω → L(B), ω 7→ Lω, is continuous on each of finitely
many pairwise disjoint open sets Ω1, . . . ,Ωq whose union is Ω, up to a set of P measure 0.
Furthermore, assume that for each 1 ≤ j ≤ q, L : Ωj → L(B) can be extended continuously
to the closure Ω¯j. Then, each of the following conditions is equivalent to Condition (C5):
1. For every t ∈ R \ {0}, Λ(it) < 0.
2. For every t ∈ R, either (i) Λ(it) < 0 or (ii) the cocycle Rit is quasicompact and the
equation
eitg(ω,x)L0∗ω ψσω = γitωψω, (74)
where γitω ∈ S1 and ψω ∈ B∗ only has a measurable non-zero solution ψ := {ψω}ω∈Ω
when t = 0. Furthermore, in this case γ0ω = 1 and ψω(f) =
∫
fdm (up to a scalar
multiplicative factor).
Before proceeding with the proof, we present an auxiliary result for the cocycle Rit.
Lemma 4.8. Assume dimY 0 = 1 and Rit is quasi-compact for every t ∈ R for which
Λ(it) = 0. Then, for each t ∈ R, either Λ(it) < 0 or dimY it = 1.
Proof. Assume dimY 0 = 1. It follows from the definition of Litω that Λ(it) ≤ 0 for every
t ∈ R. Indeed, for every v ∈ B, ‖Litωv‖1 = ‖Lω(eitg(ω,·)v)‖1 ≤ ‖eitg(ω,·)v‖1 = ‖v‖1. Hence,
limn→∞ 1n log ‖Lit,(n)ω v‖1 ≤ 0. Lemma 2.2 then implies that Λ(it) ≤ 0.
Suppose Λ(it) = 0 for some t ∈ R. Let d = dimY it. Then d < ∞ by the quasi-
compactness assumption. Our proof proceeds in three steps:
(1) Let S1 = {x ∈ B : ‖x‖1 = 1}. Then, for P-a.e. ω ∈ Ω and every v ∈ Y itω ∩ S1,
‖Litωv‖1 = 1.
(2) Assume v ∈ Y itω is such that ‖v‖1 = 1. Then |v| = v0ω. In words, the magnitude of v is
given by v0ω, the generator of Y
0
ω .
(3) Assume u, v ∈ Y itω are such that ‖v‖1 = ‖u‖1 = 1. Then, there exists a constant a ∈ R
such that u = eiav. In particular, d = dimY it = 1.
The proof of step (1) involves some technical aspects of Lyapunov exponents and volume
growth and it is deferred until Appendix A.2. Assuming this step has been established, we
proceed to show the remaining two.
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Proof of step (2). Let v ∈ Y itω be such that ‖v‖1 = 1. Consider the polar decomposition
of v,
v(x) = eiφ(x)r(x),
where φ, r : X → R are functions such that r ≥ 0. Notice that the choice of r(x) is unique.
The choice of φ(x) (mod 2π) is unique whenever r(x) 6= 0, and arbitrary otherwise. Because
of step (1), for P-a.e. ω ∈ Ω and n ∈ N, we have ‖Lit,(n)ω v‖1 = 1. Also, ‖L(n)ω |v|‖1 =
‖L(n)ω r‖1 = 1, where we use |v| to denote the magnitude (radial component) of v. Notice
that L(n)ω r(x) =∑T (n)ω y=x r(y)|(T (n)ω )′(y)| and by Lemma 3.3(1),
Lit,(n)ω v(x) =
∑
T
(n)
ω y=x
eitSng(ω,y)+iφ(y)
r(y)
|(T (n)ω )′(y)|
. (75)
In particular, for each x ∈ X , we have |Lit,(n)ω v(x)| ≤ L(n)ω r(x). Since 1 = ‖Lit,(n)ω v‖1 =∫ |Lit,(n)ω v(x)|dx and 1 = ‖L(n)ω r‖1 = ∫ L(n)ω r(x)dx, it must be that for a.e. x ∈ X ,
|Lit,(n)ω v(x)| = L(n)ω r(x). (76)
In view of the triangle inequality, equality in (75) holds if and only if for a.e. x ∈ X
such that L(n)ω r(x) 6= 0, the phases coincide on all preimages of x. That is, if and only
if eitSng(ω,y)+iφ(y) = eitSng(ω,y
′)+iφ(y′) for all y, y′ ∈ (T (n)ω )−1(x) (if for some preimage y of
x the modulus r(y)|(T (n)ω )′(y)|
is zero, we may redefine φ(y) in such a way that it satisfies this
requirement). Thus, there exists φn : X → R such that eitSng(ω,y)+iφ(y) = eiφn◦T (n)ω (y), for
every y such that L(n)ω r(y) 6= 0. Thus, for all such y, we have
Lit,(n)ω v(y) = L(n)ω (eitSng(ω,y)+iφ(y)r(y)) = L(n)ω (eiφn◦T
(n)
ω (y)r(y)) = eiφn(y)L(n)ω r(y). (77)
Note that if L(n)ω r(y) = 0, then Lit,(n)ω v(y) = 0 as well, so indeed equality between LHS and
RHS of (77) holds for a.e. y ∈ X .
Notice that, by equivariance of Y itω , Lit,(n)ω v ∈ Y itσnω, and the polar decomposition of
Lit,(n)ω v is precisely given by the RHS of (77). Recall that for every n and P-a.e. ω ∈ Ω,
Lit,(n)σ−nω : Y itσ−nω → Y itω is a bijection. Let v−n ∈ Y itσ−nω be such that Lit,(n)σ−nωv−n = v, and let
r−n = |v−n|. We recall that by step (1) of the proof, ‖r−n‖1 = 1. Also, [18, Lemma 20]
implies that for every ǫ > 0 there exists Cǫ > 0 such that ‖v−n‖ ≤ Cǫeǫn‖v‖. Hence, ‖r−n‖ ≤
‖v−n‖ ≤ Cǫeǫn‖v‖, where we have used the facts that var(|v|) ≤ var(v) and ‖ |v| ‖1 = ‖v‖1
for every v ∈ B. Notice that ∫ r−n − v0σ−nωdm = 0, as both r−n and v0σ−nω are non-negative
and normalized in L1. Thus, (76) applied to v−n and σ−nω, together with (C3) yields
‖r − v0ω‖ = ‖|Lit,(n)σ−nωv−n| − v0ω‖ = ‖L(n)σ−nω(r−n − v0σ−nω)‖
≤ K ′e−λn(‖r−n‖+ ‖v0σ−nω‖) ≤ K ′e−λn(Cǫeǫn‖v‖+ ess supω∈Ω‖v0ω‖).
(78)
Let ǫ < λ. Then, the quantity on the RHS of (78) goes to zero as n → ∞ and therefore
r = v0ω, as claimed.
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Proof of step (3). Let u, v ∈ Y itω be such that ‖v‖1 = ‖u‖1 = 1. In view of step (2), there
exist functions φ, ψ : X → R such that v = eiφv0ω and u = eiψv0ω. Since Y itω is a vector space,
we have u+ v ∈ Y itω , although u+ v may not be normalized in L1. Hence, again using step
(2), there exist ρ ∈ R and ξ : X → R such that v + u = ρeiξv0ω. Therefore,
v + u = eiφv0ω + e
iψv0ω = ρe
iξv0ω.
Recalling that v0ω is bounded away from 0, we can divide by v
0
ω, and take magnitudes (norms)
to get
|eiφ + eiψ| = ρ.
Elementary plane geometry shows that this implies |φ − ψ| is essentially constant (modulo
2π). In particular, φ−ψ can take at most two values, say±a. A similar argument, considering
v and u′ = eiau shows that φ−ψ− a can also take at most two values, say ±b. Putting this
together, we have on the one hand that φ − ψ − a ∈ {0,−2a}, and on the other hand that
φ − ψ − a ∈ {b,−b}. Thus, either (i) b = 0, and therefore v = eiau, or (ii) b 6= 0 and then
φ− ψ − a = −2a, and therefore φ = ψ − a and v = e−iau.
Proof of Lemma 4.7.
Equivalence between Assumption (68) and item (1). It is straightforward to check
that (68) directly implies item (1). To show the converse, assume the hypotheses of Lemma 4.7
and item (1). An immediate consequence of upper semi-continuity of t 7→ Λ(it), as estab-
lished in Lemma A.3, is that if J ⊂ R is a compact interval not containing 0, then there
exists r < 0 such that supt∈J Λ(it) < r. Let ρ := e
r. Then, for P-a.e. ω ∈ Ω and t ∈ J , there
exists Cω,t > 0 such that for every for n ≥ 0,
‖Lit,(n)ω ‖ ≤ Cω,tρn. (79)
In order to show (68), we will in fact ensure the constant Cω,t can be chosen independently
of (ω, t), provided (ω, t) ∈ Ωˆ × J for some full P-measure subset Ωˆ ⊂ Ω. We will establish
this result for ω ∈ Ωˆ := ∩k∈Z σk(∪ql=1Ωl). Notice that Ωˆ is σ-invariant and, since σ is a
P-preserving homeomorphism of Ω, then P(Ωˆ) = 1. For technical reasons regarding com-
pactness, let us consider Ω˜ := ∐1≤l≤qΩ¯l; where ∐ denotes disjoint union, with the associated
disjoint union topology (so Ω˜ may be thought of as ∪1≤l≤q
({l}×Ω¯l), with the finest topology
such that each injection Ω¯l →֒ {l} × Ω¯l ⊂ Ω˜ is continuous). In this way, each {l} × Ω¯l ⊂ Ω˜
is a clopen set and, since Ω is compact, so is Ω˜.
For notational convenience, but in a slight abuse of notation, we drop the ‘{l}’ component,
and identify elements of Ω˜ with elements of Ω, although points on the boundaries between
Ω¯l’s may appear with multiplicity in Ω˜. For each ω0 ∈ Ω¯l ⊂ Ω˜, we denote Lω0 the (unique)
value making ω 7→ Lω continuous on Ω¯l ⊂ Ω˜. This is possible by the assumptions of
the lemma and the universal property of the disjoint union topology. In addition, notice
that each element of Ωˆ belongs to exactly one of Ω¯1, . . . , Ω¯q and therefore it has a unique
representative in Ω˜. Hence, there is no ambiguity in the definition of Lω for ω ∈ Ωˆ ⊂ Ω˜.
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Let 1 ≤ l ≤ q and note that for every (ω0, t0) ∈ Ω¯l × J ⊂ Ω˜ × J , there is an open
neighborhood U(ω0,t0) ⊂ Ω˜ × J (we emphasize that the topology of Ω˜ is used here) and
n¯ = n¯(ω0, t0) <∞ such that if (ω, t) ∈ U(ω0,t0) then ‖Lit,(n¯)ω ‖ ≤ ρn¯. Indeed, let n¯ = n¯(ω0, t0)
be such that ‖Lit0,(n¯)ω0 ‖ ≤ ρn¯/2. Recall that Lemma 3.2 ensures that t 7→ M itω := (f(·) 7→
eitg(ω,·)f(·)) is continuous in the norm topology of B, so that (ω, t) 7→ Litω can be extended
continuously to Ω¯l × J for each 1 ≤ l ≤ q, and therefore to all Ω˜× J . Thus, one can choose
an open neighborhood U(ω0,t0) ⊂ Ω˜ × J so that if (ω, t) ∈ U(ω0,t0), then ‖Lit,(n¯)ω ‖ ≤ ρn¯, as
claimed.
By compactness, there are finite collections (of cardinality, say, N l) Al1, . . . , A
l
N l ⊂ Ω¯l×J
and nl1, . . . , n
l
N l ∈ N such that ∪N
l
j=1A
l
j ⊃ (Ωˆ∩Ωl)×J and for every (ω, t) ∈ Alj∩
(
(Ωˆ∩Ωl)×J
)
,
‖Lit,(n
l
j)
ω ‖ ≤ ρnlj .
Let n0 := max1≤l≤qmax1≤j≤N l nlj < ∞. For each ω ∈ Ωˆ, let 1 ≤ l(ω) ≤ q be the
index such that ω ∈ Ωl(ω). Let (ω, t) ∈ Ωˆ × J , and let 1 ≤ j(ω, t) ≤ N l(ω) be such that
(ω, t) ∈ Al(ω)j(ω,t). Let us recursively define two sequences {mk(ω, t)}k≥0, {Mk(ω, t)}k≥0 ⊂ N as
follows: M0(ω, t) = 0, m0(ω, t) = n
l(ω)
j(ω,t),Mk+1(ω, t) = Mk(ω, t) +mk(ω, t) and mk+1(ω, t) =
n
l(σMk(ω,t)ω)
j(σMk(ω,t)ω,t)
.
Notice that for every (ω, t) ∈ Ωˆ× J and k ∈ N, mk(ω, t) ≤ n0. Then, each n ∈ N can be
decomposed as n =
(∑n˜−1
k=0 mk(ω, t)
)
+ ℓ, where n˜ = n˜(ω, t, n) ≥ 0 is taken to be as large as
possible while ensuring that 0 ≤ ℓ = ℓ(ω, t, n) < n0. Choosing M > 1 such that ‖Litω‖ ≤ M
for every (ω, t) ∈ Ωˆ× J (possible by Lemma 3.2), we get
‖Lit,(n)ω ‖ ≤
( n˜−1∏
k=0
‖Lit,(mk(ω,t))
σMk(ω,t)ω
‖
)
(‖Lit,(ℓ)
σMn˜(ω,t)ω
‖) ≤ ρn (M/ρ)ℓ ≤ Cρn,
for every (ω, t) ∈ Ωˆ× J , where C = (M/ρ)n0 , and (68) holds.
Equivalence of items (1) and (2). Assume item (1) holds, and suppose there exists
t ∈ R \ {0} such that (74) has a non-zero, measurable solution. By iterating (74) n times,
and recalling identity (35), we get
eitSng(ω,·)L0∗(n)ω (ψσnω) = γit,nω ψω, (80)
with γit,nω ∈ S1. Lemma 3.3 ensures Lit∗(n)ω (ψ) = eitSng(ω,·)L0∗(n)ω (ψ), so (80) implies that
‖Lit∗(n)ω ψσnω‖B∗ = ‖ψω‖B∗ . Thus, invoking again [17, Lemma 8.2], limn→∞ 1n log ‖Lit∗(n)ω ψ‖B∗ =
0, contradicting item (1). Hence, (74) only has solutions when t = 0. It is direct to check that
the choice γ0ω = 1 and ψ
0
ω(f) =
∫
fdm provide a solution. Since by hypothesis dimY 0 = 1,
no other solution may exist, except for constant scalar multiples of ψ0ω.
Let us show item (2) implies item (1) by contradiction. Assume item (2) holds, and
Λ(it) = 0 for some nonzero t ∈ R. Then, by assumption Lit is quasi-compact and by
Lemma 4.8, dim Y it = 1. An argument similar to that in Section 3.7 implies that there exist
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non-zero measurable solutions v to Litωvω = λˆitωvσω and ψ to Lit∗ω ψσω = λˆitωψω, chosen so that
‖vω‖1 = 1 and ψω(vω) = 1 for P-a.e. ω ∈ Ω. Thus,
∫
log |λˆitω |dP = Λ(it) = 0. Recalling that
‖Litω‖1 ≤ 1, we get |λˆitω | ≤ 1 for P-a.e. ω ∈ Ω. Combining the last two statements we get
that |λˆitω | = 1 for P-a.e. ω ∈ Ω. In view of Lemma 3.3(1), ψ yields a solution to (74). Hence,
Condition (2) implies that t = 0.
4.3.3 Application to random Lasota–Yorke maps
Theorem 4.9 (Local central limit theorem for random Lasota–Yorke maps). Assume R =
(Ω,F ,P, σ,B,L) is an admissible random Lasota-Yorke map (see Section 2.3.1) such that
there exists 1 ≤ q < ∞, essentially disjoint compact sets Ω1, . . . ,Ωq ⊂ Ω with ∪qj=1Ωj = Ω,
and maps {Tj : I → I}1≤j≤q such that Tω = Tj for P a.e. ω ∈ Ωj. Let g : Ω×X → R be an
observable satisfying the regularity and centering conditions (24) and (25). Then one of the
two following conditions holds:
1. R satisfies the local central limit theorem (Theorem C), or
2. The observable is periodic, that is, (74) has a measurable non-zero solution ψ :=
{ψω}ω∈Ω with ψω ∈ B∗, for some t ∈ R \ {0}, γitω ∈ S1. (See Section 4.4 for fur-
ther information in this setting.)
Proof. Lemma 3.3 ensures that for any n ∈ N and f ∈ B,
Lit,(n)ω f = L(n)ω (eitSng(ω,·)f).
In order to verify the quasicompactness condition for Rit for t ∈ R, we adapt an argument
of Morita [37, 38]. First note that since the Tω take only finitely many values, then R has a
uniform big-image property. That is, for every n ∈ N,
ess infω∈Ω min
1≤j≤b(n)ω
m(T (n)ω (J
(n)
ω,j )) > 0,
where J
(n)
ω,1 , . . . , J
(n)
ω,b
(n)
ω
, are the regularity intervals of T
(n)
ω . Indeed, the infimum is taken over
a finite set. Then, the argument of [37, Proposition 1.2] (see also [38]), with straightforward
changes to fit the random situation, ensures that
var(Lit,(n)ω (f)) = var(L(n)ω (eitSng(ω,·)f)) ≤ (2 + n var(eitg(ω,·)))(δ−n var(f) + In(ω)‖f‖1), (81)
for some measurable function In.
Let n0 be sufficiently large so that an0 := (2 + n0 var(e
itg(ω,·)))δ−n0 < 1. Then,
‖Lit,(n0)ω (f)‖B ≤ an0‖f‖B + Jn0(ω)‖f‖1,
for some measurable function Jn0. Lemma 2.1 implies that κ(it) ≤ log(an0)/n0 < 0 = Λ(it).
Thus, the cocycle Rit is quasicompact. The result now follows directly from Theorem C and
Lemma 4.7, which is applicable since ω 7→ Lω is essentially constant on each of the Ωj .
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4.4 Local central limit theorem: periodic case
We now discuss the version of local central limit theorem for a certain class of observables
for which the aperiodicity condition (C5) fails to hold. More precisely, we are interested in
observables of the form
g(ω, x) = ηω + k(ω, x), where ηω ∈ R and k(ω, ·) takes integer values for P-a.e. ω ∈ Ω,
(82)
that cannot be written in the form
g(ω, ·) = η′ω + h(ω, ·)− h(σω, Tω(·)) + pωk′(ω, ·), (83)
for η′ω ∈ R, pω ∈ N \ {1} and k′(ω, x) ∈ Z. Furthermore, we will continue to assume that
g satisfies assumptions (24) and (25). We note that in this setting (74) holds with t = 2π,
γitω = e
itηω and ψω(f) =
∫
fdm. Consequently, Lemma 4.7 implies that (C5) does not hold.
Let G denote the set of all t ∈ R with the property that there exists a measurable function
Ψ: Ω×X → S1 and a collection of numbers γω ∈ S1, ω ∈ Ω such that:
1. Ψω ∈ B for P-a.e. ω ∈ Ω, where Ψω := Ψ(ω, ·);
2. for P-a.e. ω ∈ Ω,
e−itg(ω,·)Ψσω ◦ Tω = γωΨω. (84)
Lemma 4.10. G is a subgroup of (R,+).
Proof. Assume that t1, t2 ∈ G and let Ψj : Ω × X → S1, j = 1, 2 be measurable functions
satisfying Ψjω ∈ B for P-a.e. ω ∈ Ω, j = 1, 2 and γjω ∈ S1, ω ∈ Ω, j = 1, 2 collections of
numbers such that
e−itjg(ω,·)Ψjσω ◦ Tω = γjωΨjω for P-a.e. ω ∈ Ω and j = 1, 2.
By multiplying those two identities, we obtain that
e−i(t1+t2)g(ω,·)Ψσω ◦ Tω = γωΨω P-a.e. ω ∈ Ω,
where Ψ(ω, x) = Ψ1(ω, x)Ψ2(ω, x) and γω = γ
1
ω · γ2ω for ω ∈ Ω and x ∈ X . Noting that Ψ
takes values in S1, Ψω ∈ B for P-a.e. ω ∈ Ω and that γω ∈ S1 for each ω ∈ Ω, we conclude
that t1 + t2 ∈ G.
Assume now that t ∈ G and let Ψ: Ω × X → S1 be a measurable function satisfying
Ψω ∈ B for P-a.e. ω ∈ Ω and γω ∈ S1, ω ∈ Ω a collection of numbers such that (84) holds.
Conjugating the identity (84), we obtain that
eitg(ω,·)Ψσω ◦ Tω = γωΨω P-a.e. ω ∈ Ω,
which readily implies that −t ∈ G.
Lemma 4.11. If Λ(it) = 0 for t ∈ R, then t ∈ G.
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Proof. Assume that Λ(it) = 0 for some t ∈ R. In Section 4.3.2, we have showed that in
this case, dimY it = 1 and if vω ∈ B is a generator of Y itω satisfying ‖vω‖1 = 1, then, for
P-a.e. ω ∈ Ω, |vω| = v0ω and
Lω(eitg(ω,·)vω) = γωvσω , (85)
for some γω ∈ S1. For ω ∈ Ω, x ∈ X , set
Ψ(ω, x) =
vω(x)
v0ω(x)
.
Then, Ψ is S1-valued and Ψω ∈ B for P-a.e. ω ∈ Ω. Set
ϕω := γωe
itg(ω,·) and Φω := ϕωΨσω ◦ Tω, ω ∈ Ω.
Then, we have that∫
|Φω −Ψω|2 dµω =
∫
(ϕωΨσω ◦ Tω −Ψω)(ϕωΨσω ◦ Tω −Ψω) dµω
=
∫
|ϕω|2 · (|Ψσω|2 ◦ Tω) dµω +
∫
|Ψω|2 dµω
−
∫
ϕωΨω(Ψσω ◦ Tω) dµω −
∫
ϕωΨω(Ψσω ◦ Tω) dµω.
Since Ψω and ϕω take values in S
1 for each ω ∈ Ω, we obtain that∫
|ϕω|2 · (|Ψσω|2 ◦ Tω) dµω =
∫
|Ψω|2 dµω = 1.
On the other hand, by using (85) we have that∫
ϕωΨω(Ψσω ◦ Tω) dµω =
∫
ϕωv
0
ωΨω(Ψσω ◦ Tω) dm
=
∫
ϕωvω(Ψσω ◦ Tω) dm
=
∫
Lω(ϕωvω(Ψσω ◦ Tω)) dm
=
∫
ΨσωLω(ϕωvω) dm
=
∫
Ψσωvσω dm
=
∫ |vσω|2
v0σω
dm
=
∫
v0σω dm
= 1.
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Consequently, we also have that∫
ϕωΨω(Ψσω ◦ Tω) dµω = 1,
and thus ∫
|Φω −Ψω|2 dµω = 0.
Therefore,
e−itg(ω,·)Ψσω ◦ Tω = γωΨω P-a.e. ω ∈ Ω,
which implies that t ∈ G.
We now establish the converse of Lemma 4.11.
Lemma 4.12. If t ∈ G, then Λ(it) = 0.
Proof. Assume that t ∈ G and let Ψ: Ω × X → S1 be a measurable function satisfying
Ψω ∈ B for P-a.e. ω ∈ Ω and γω ∈ S1, ω ∈ Ω a collection of numbers such that (84) holds.
It follows from (84) that
v0ω(Ψσω ◦ Tω) = γωeitg(ω,·)Ψωv0ω for P-a.e. ω ∈ Ω,
and thus
Lω(v0ω(Ψσω ◦ Tω)) = γωLitω(Ψωv0ω) for P-a.e. ω ∈ Ω.
Consequently,
Ψσωv
0
σω = γωLitω(Ψωv0ω) for P-a.e. ω ∈ Ω. (86)
Setting vω := Ψωv
0
ω, ω ∈ Ω, we have that
vω ∈ B, vσω = γωLitω(vω) and ‖vω‖1 = 1, P-a.e. ω ∈ Ω.
Hence, (86) implies that
‖Litωvω‖1 = 1, for P-a.e. ω ∈ Ω.
Therefore,
lim
n→∞
1
n
log‖Lit,(n)ω vω‖1 = 0 for P-a.e. ω ∈ Ω,
and thus it follows from Lemma 2.2 that Λ(it) = 0.
It follows directly from (82) that 2π ∈ G since in this case (84) holds with Ψ(ω, x) = 1
and γω = e
i2πηω ∈ S1. Furthermore, we will show that our additional assumption that g
cannot be written in a form (83) implies that G is generated by 2π. We begin by proving
that G is discrete.
Lemma 4.13. There exists a > 0 such that
G = {ak : k ∈ Z}. (87)
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Proof. Assume that G is not of the form (87) for any a > 0 . Since G is non-trivial (recall
that 2π ∈ G), we conclude that G is dense. On the other hand, it follows easily from
Corollary 3.14 and Lemma 3.15 that Λ(it) < 0 for all t 6= 0, t sufficiently close to 0. This
yields a contradiction with Lemma 4.12.
Lemma 4.14. G is of the form (87) with a = 2π.
Proof. Assume that the group G is not generated by 2π and denote its generator by t ∈
(0, 2π). In particular, 2π
t
∈ N \ {1}. Since t ∈ G, there exists a measurable function
Ψ: Ω×X → S1 and a collection of numbers γω ∈ S1, ω ∈ Ω such that (84) holds. Writing
γω = e
irω , rω ∈ R and Ψ(ω, x) = eiH(ω,x) for some measurable H : Ω × X → R, it follows
from (84) that
−tg(ω, x) = rω +H(ω, x)−H(σω, Tωx) + 2πk′(ω, x) for ω ∈ Ω and x ∈ X ,
where k′ : Ω×X → Z. This implies that g is of the form (83) which yields a contradiction.
We are now in a position to establish the periodic version of local central limit theorem.
Theorem 4.15. Assume that g has the form (82). In addition, we assume that g cannot
be written in the form (83). Then, for P-a.e. ω ∈ Ω and every bounded interval J ⊂ R, we
have:
lim
n→∞
sup
s∈R
∣∣∣∣Σ√nµω(s+ Sng(ω, ·) ∈ J)− 1√2πe−
s2
2nΣ2
+∞∑
l=−∞
1J(ηω(n) + s+ l)
∣∣∣∣ = 0,
where ηω(n) =
∑n−1
i=0 ησiω.
Proof. Using again the density argument (see [37]), it is sufficient to show that
sup
s∈R
∣∣∣∣Σ√n
∫
h(s+ Sng(ω, ·)) dµω − 1√
2π
e−
s2
2nΣ2
+∞∑
l=−∞
h(ηω(n) + s+ l)
∣∣∣∣→ 0.
when n → ∞ for every h ∈ L1(R) whose Fourier transform hˆ has compact support. As in
the proof of Theorem C, we have that
Σ
√
n
∫ 1
0
h(s+ Sng(ω, ·)) dµω = Σ
√
n
2π
∫
R
eitshˆ(t)
∫ 1
0
Lit,(n)ω v0ω dmdt,
and therefore (using Lemma 3.3)
Σ
√
n
∫ 1
0
h(s+ Sng(ω, ·)) dµω
=
Σ
√
n
2π
∞∑
l=−∞
∫ π+2lπ
−π+2lπ
eitshˆ(t)eitηω(n)
∫ 1
0
L(n)ω (eitSnk(ω,·)v0ω) dmdt
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=
Σ
√
n
2π
∞∑
l=−∞
∫ π
−π
hˆ(t+ 2lπ)ei(t+2lπ)(ηω(n)+s)
∫ 1
0
L(n)ω (eitSnk(ω,·)v0ω) dmdt
=
Σ
√
n
2π
∫ π
−π
Hs(t)e
its
∫ 1
0
Lit,(n)ω v0ω dmdt
=
Σ
2π
∫ π√n
−π√n
Hs(
t√
n
)e
its√
n
∫ 1
0
L
it√
n
,(n)
ω v
0
ω dmdt,
where
Hs(t) :=
+∞∑
l=−∞
hˆ(t+ 2lπ)ei2lπ(ηω(n)+s)
Proceeding as in [45, p. 787], we have
1√
2π
e−
s2
2nΣ2
∞∑
l=−∞
h(ηω(n) + s+ l) =
Hs(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt.
Hence, we need to prove that
sup
s∈R
∣∣∣∣ Σ2π
∫ π√n
−π√n
Hs(
t√
n
)e
its√
n
∫ 1
0
L
it√
n
,(n)
ω v
0
ω dmdt−
Hs(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt
∣∣∣∣→ 0,
when n→∞. For δ˜ > 0 sufficiently small, we have (as in the proof of Theorem C) that
Σ
2π
∫ π√n
−π√n
e
its√
nHs(
t√
n
)
∫ 1
0
L
it√
n
,(n)
ω v
0
ω dmdt−
Hs(0)Σ
2π
∫
R
e
its√
n · e−Σ
2t2
2 dt
=
Σ
2π
∫
|t|<δ˜√n
e
its√
n
(
Hs(
t√
n
)
n−1∏
j=0
λ
it√
n
σjω
−Hs(0)e−Σ
2t2
2
)
dt
+
Σ
2π
∫
|t|<δ˜√n
e
its√
nHs(
t√
n
)
∫ 1
0
n−1∏
j=0
λ
it√
n
σjω
(
φ
it√
n
ω (v
0
ω)v
it√
n
σnω − 1
)
dmdt
+
Σ
√
n
2π
∫
|t|<δ˜
eitsHs(t)
∫ 1
0
Lit,(n)ω (v0ω − φitω(v0ω)vitω ) dmdt
+
Σ
√
n
2π
∫
δ˜≤|t|≤π
eitsHs(t)
∫ 1
0
Lit,(n)ω v0ω dmdt
− Σ
2π
Hs(0)
∫
|t|≥δ˜√n
e
its√
n · e−Σ
2t2
2 dt =: (I) + (II) + (III) + (IV ) + (V ).
Now the arguments follow closely the proof of Theorem C with some appropriate modifi-
cations. In orter to illustrate those, let us restrict to dealing with the terms (I) and (IV).
Regarding (I), we can control it as in the proof of Theorem C once we show the following
lemma.
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Lemma 4.16. For each t such that |t| < δ˜√n, we have that Hs( t√n) → Hs(0) uniformly
over s.
Proof of the lemma. This follows from a simple observation, that since hˆ has a finite support,
there exists K ⊂ Z finite such that
Hs(
t√
n
) =
∑
l∈K
hˆ(t/
√
n + 2lπ)ei2lπ(ηω(n)+s), for each t such that |t| < δ˜√n and s ∈ R.
Hence,
|Hs( t√
n
)−Hs(0)| ≤
∑
l∈K
|hˆ(t/√n + 2lπ)− hˆ(2lπ)|.
The desired conclusion now follows from continuity of hˆ.
Finally, term (IV) can be treated as in the proof of Theorem C once we note that
Lemmas 4.11 and 4.14 imply that Λ(it) < 0 for each t such that δ˜ ≤ |t| ≤ π.
A Technical results involving notions of volume growth
In this section we recall some notions of volume growth under linear transformations on
Banach spaces, borrowed from [21, 10]. We then state and prove a result on upper semi-
continuity of Lyapunov exponents (Lemma A.3). We then prove Corollary 2.5 and Step (1)
in the proof of Lemma 4.8.
Definition A.1. Let (B, ‖ · ‖) be a Banach space and A ∈ L(B). For each k ∈ N, let us
define:
• Vk(A) = supdimE=k mAE(AS)mE(S) , where mE denotes the normalised Haar measure on the
linear subspace E ⊂ B, so that the unit ball in BE(0, 1) ⊂ E has measure (volume)
given by the volume of the Euclidean unit ball in Rk, and S ⊂ E is any non-zero, finite
mE volume set: the choice of S does not affect the quotient
mAE(AS)
mE(S)
.
• Dk(A) = sup‖v1‖=···=‖vk‖=1
∏k
i=1 d(Avi, lin({Avj : j < i})), where lin(X) denotes the
linear span of the finite collection X of elements of B, lin(∅) = {0}, and d(v,W ) is
the distance from the vector v to the subspace W ⊂ B.
• Fk(A) := supdimV=k infv∈V,‖v‖=1 ‖Av‖ = supdimV=k infv∈V \{0} ‖Av‖/‖v‖.
We note that each of Vk(A), Dk(A) and Π
k
j=1Fj(A) has the interpretation of growth of
k-dimensional volumes spanned by {Avj}1≤j≤k, where the vj ∈ B are unit length vectors.
Given functions F,G : L(B)→ R, we use the notation F (A) ≈ G(A) to mean that there
is a constant c > 1 independent of A ∈ L(B) (but possibly depending on k if F and/or G do),
such that c−1F (A) ≤ G(A) ≤ cF (A). The symbols . and & will denote the corresponding
one-sided relations. We start with the following technical lemma.
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Lemma A.2. For each k ≥ 1, the following hold:
1. A 7→ Vk(A) and A 7→ Dk(A) are sub-additive functions.
2. Vk(A) ≈ Dk(A) ≈ Πkj=1Fj(A).
Proof. The first part is established in [10] and [21], for V and D, respectively.
Next we show the second claim. Assume S ⊂ E is a parallelogram, S = P [w1, . . . , wk] :=
{∑ki=1 aiwi : 0 ≤ ai ≤ 1}. Then, [10, Lemma 1.2] shows that
mE(S) ≈
k∏
i=1
d(wi, lin({wj : j < i})). (88)
That is, there is a constant c > 1 independent of E and (w1, . . . , wk), but possibly depending
on k, such that c−1mE(S) ≤
∏k
i=1 d(wi, lin({wj : j < i})) ≤ cmE(S). By a lemma of Gohberg
and Klein [29, Chapter 4, Lemma 2.3], it is possible to choose unit length v1, . . . , vk ∈ E
such that d(vi, lin({vj : j < i})) = 1 for every 1 ≤ i ≤ k. Then, letting S = P [v1, . . . , vk],
we get that mE(S) ≈ 1 and mAE(AS)mE(S) ≈
∏k
i=1 d(Avi, lin({Avj : j < i})) ≤ Dk(A). Thus,
Vk(A) . Dk(A).
On the other hand, for each collection of unit length vectors w1, . . . , wk ∈ E, we have
that S := P [w1, . . . , wk] ⊂ BE(0, k). Hence, mE(S) ≤ k and mAE(AS)mE(S) ≥ k−1mAE(AS). It
follows from (88) that Vk(A) & Dk(A). Combining, we conclude Vk(A) ≈ Dk(A) as desired.
The fact that Dk(A) ≈ Πkj=1Fj(A) is established in [21, Corollary 6].
Lemma A.3 (Upper semi-continuity of Lyapunov exponents). Let Rθ = (Ω,F ,P, σ, B,Lθ)
be a quasi-compact cocycle for every θ in a neighborhood U of θ0 ∈ C. Suppose that the
family of functions {ω 7→ log+ ‖Lθω‖}θ∈U are dominated by an integrable function, and that
for each ω ∈ Ω, θ 7→ Lθω is continuous in the norm topology of B, for θ ∈ U . Assume that
(C1) holds, and (C0) holds (with L = Lθ) for every θ ∈ U .
Let λθ1 = µ
θ
1 ≥ µθ2 ≥ · · · > κ(θ) be the exceptional Lyapunov exponents of Rθ, enumerated
with multiplicity. Then for every k ≥ 1, the function θ 7→ µθ1 + µθ2 + · · · + µθk is upper
semicontinuous at θ0.
Proof. The strategy of proof follows that of the finite-dimensional situation, using the k-
dimensional volume growth rate interpretation of µθ1 + · · · + µθk. Recall that (C0) (P-
continuity) implies the uniform measurability condition of [10]; see [10, Remark 1.4]. Hence,
[10, Corollary 3.1 & Lemma 3.2], together with Kingman’s sub-additive ergodic theorem
applied to the submultiplicative, measurable function Vk (see Lemma A.2(1)), imply that
µθ1 + · · ·+ µθk = infn≥1 1n
∫
log Vk(Lθ,(n)ω )dP.
Thus, upper semi-continuity of θ 7→ µθ1 + · · · + µθk at θ0 would follow immediately once
we show θ 7→ ∫ log Vk(Lθ,(n)ω )dP is upper semi-continuous at θ0 for every n. From now
on, assume θ ∈ U . In view of the continuity hypothesis on θ 7→ Lθω, it follows from
continuity of the composition operation (L1, L2) 7→ L1 ◦ L2 with respect to the norm
topology on B and [10, Lemma 2.20], that θ 7→ Vk(Lθ,(n)ω ) is continuous for every n ≥ 1
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and P-a.e. ω ∈ Ω. Also, log Vk(Lθ,(n)ω ) ≤ k log ‖Lθ,(n)ω ‖ ≤ k
∑n−1
j=0 log
+ ‖Lθσjω‖. When
θ ∈ U , the last expression is dominated by an integrable function with respect to P, by
the domination hypothesis and P-invariance of σ. Thus, the (reverse) Fatou lemma yields∫
log Vk(Lθ0,(n)ω )dP ≥ lim supθ→θ0
∫
log Vk(Lθ,(n)ω )dP, as required.
A.1 Proof of Corollary 2.5
We first note that the quasicompactness of R∗ and condition (C0) follow from Remark 2.4.
Thus, Theorem 2.3 ensures the existence of a unique measurable equivariant Oseledets split-
ting for R∗.
Recall that, in the context of Corollary 2.5, Lemma A.2 shows that Vk, Dk : L(B) → R
are equivalent up to a constant multiplicative factor. Thus, [21, Lemma 3] ensures that
Vk(A) and Vk(A
∗) are equivalent up to a multiplicative factor, independent of A, and the
claim on Lyapunov exponents and multiplicities follows from [10, Theorem 1.3].
A.2 Proof of Lemma 4.8, Step (1)
We recall that for every v ∈ S1 := {y ∈ B : ‖y‖1 = 1}, ‖Litωv‖1 = ‖Lω(eitg(ω,·)v)‖1 ≤
‖eitg(ω,·)v‖1 = 1, so it only remains to show that infv∈Y itω ∩S1 ‖Litωv‖1 = 1. We will use the
notation of Definition A.1, with the dependence on the Banach space B made explicit, so
that FBj (L) := supdimV=j infv∈V,‖v‖B=1 ‖Lv‖B. (In our context either B = B or B = L1.)
Lemma A.2 and [21, Corollary 6] ensure that V Bd (L) ≈ Πdj=1F Bj (L). For shorthand, in
the rest of the section we will denote ‖v‖ := ‖v‖B, ‖v‖1 := ‖v‖L1, F Bj (L) =: Fj(L) and
FL
1
j (L) =: F 1j (L), with similar conventions for Vj .
By Kingman’s sub-additive ergodic theorem and the relations V Bd (L) ≈ Πdj=1F Bj (L), each
of the limits (i) limn→∞ 1n log Π
d
j=1F
1
j (Lit,(n)ω |Y itω ) and (ii) limn→∞ 1n log Πdj=1Fj(Lit,(n)ω |Y itω ) ex-
ists for P-a.e. ω ∈ Ω, is independent of ω and in fact it coincides with the sum of the top
d Lyapunov exponents (all of which are equal) of the cocycles (Ω,F ,P, σ, L1, {Litω |Y itω }) and
(Ω,F ,P, σ,B, {Litω |Y itω }), respectively. Thus, these limits agree by Lemma 2.2 (see [19, The-
orem 3.3] for an alternative argument) and are hence equal to 0, because of the assumption
that Λ(it) = 0. That is, for P-a.e. ω ∈ Ω,
lim
n→∞
1
n
log Πdj=1F
1
j (Lit,(n)ω |Y itω ) = limn→∞
1
n
logΠdj=1Fj(Lit,(n)ω |Y itω ) = 0.
Recall that for P-a.e. ω ∈ Ω, Litω : Y itω → Y itσω is a bijection, so (Litω |Y itω )−1 is well defined.
Let Aǫ := {ω ∈ Ω : ‖(Litω |Y itω )−1‖1 > 11−ǫ}. Since ‖Litωv‖1 ≤ 1 for every v ∈ Y itω ∩ S1, we
have that F 1j (Litω) ≤ 1 for every j. Also, if ω ∈ Aǫ, then F 1d (Litω |Y itω ) < 1 − ǫ and therefore
Πdj=1F
1
j (Litω |Y itω ) < 1− ǫ. Thus, for P-a.e. ω ∈ Ω,
0 = lim
n→∞
1
n
logΠdj=1F
1
j (Lit,(n)ω |Y itω ) = limn→∞
1
n
log V 1d (Lit,(n)ω |Y itω )
≤
∫
log V 1d (Litω |Y itω )dP(ω) ≤ C
∫
logΠdj=1F
1
j (Litω |Y itω )dP(ω) ≤ CP(Aǫ) log(1− ǫ) ≤ 0,
(89)
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where C > 0 is such that for every A : L1 → L1, V 1d (A) ≤ CΠdj=1F 1j (A), as guar-
anteed by Lemma A.2. Thus, all inequalities in (89) must be equalities and therefore
P(Aǫ) = 0 for every ǫ > 0, which means that ‖(Litω |Y itω )−1‖1 = 1 for P-a.e. ω ∈ Ω. Thus,
infv∈Y itω ∩S1 ‖Litωv‖1 = 1, as claimed.
B Regularity of F
In this section, we establish regularity properties of the map F defined in (38).
B.1 First order regularity of F
Let S ′ be the Banach space of all functions V : Ω × X → C such that Vω := V(ω, ·) ∈ B
and ess supω∈Ω‖Vω‖B <∞. Note that S, defined in (36), consists of those V ∈ S ′ such that∫ Vω dm = 0 for P-a.e. ω ∈ Ω. We define G : BC(0, 1)×S → S ′ andH : BC(0, 1)×S → L∞(Ω)
by
G(θ,W)ω = Lθσ−1ω(Wσ−1ω + v0σ−1ω) and H(θ,W)(ω) =
∫
Lθσ−1ω(Wσ−1ω + v0σ−1ω) dm,
where v0ω is defined in (15). It follows easily from Lemmas 2.11 and 3.2 (together with (29)
which implies sup|θ|<1K(θ) < ∞) that G and H are well-defined. We are interested in
showing that G and H are differentiable on a neighborhood of (0, 0).
Lemma B.1. We have that
var(eθg(σ
−1ω,·)) ≤ |θ|e|θ|M var(g(σ−1ω, ·)), for ω ∈ Ω.
Proof. The desired claim follows directly from condition (V9) of Section 2.2 applied to f =
g(σ−1ω, ·) and h(z) = eθz.
Lemma B.2. There exists C > 0 such that
var(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·)) ≤ Ce|θ1−θ2|M |θ1 − θ2|(e|θ2|M + |θ2|e|θ2|M), for ω ∈ Ω. (90)
Proof. We note that it follows from (V8) that
var(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·)) = var(eθ2g(σ−1ω,·)(e(θ1−θ2)g(σ−1ω,·) − 1))
≤ ‖eθ2g(σ−1ω,·)‖L∞ · var(e(θ1−θ2)g(σ−1ω,·) − 1)
+ var(eθ2g(σ
−1ω,·)) · ‖e(θ1−θ2)g(σ−1ω,·) − 1‖L∞ .
Moreover, observe that it follows from (24) that ‖eθ2g(σ−1ω,·)‖L∞ ≤ e|θ2|M . On the other hand,
by applying (V9) for f = g(σ−1ω, ·) and h(z) = e(θ1−θ2)z − 1, we obtain
var(e(θ1−θ2)g(σ
−1ω,·) − 1) ≤ |θ1 − θ2|e|θ1−θ2|M var(g(σ−1ω, ·)).
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Finally, we want to estimate ‖e(θ1−θ2)g(σ−1ω,·) − 1‖L∞. By applying the mean value theorem
for the map z 7→ e(θ1−θ2)z, we have that for each x ∈ [0, 1],
|e(θ1−θ2)g(σ−1ω,x) − 1| ≤ e|θ1−θ2|M |θ1 − θ2| · |g(σ−1ω, x)| ≤Me|θ1−θ2|M |θ1 − θ2|,
and consequently
‖e(θ1−θ2)g(σ−1ω,·) − 1‖L∞ ≤Me|θ1−θ2|M |θ1 − θ2|.
The conclusion of the lemma follows directly from the above estimates together with (24)
and Lemma B.1.
Lemma B.3. D2G exists and is continuous on BC(0, 1)× S.
Proof. Since G is an affine map in the second variable W, we conclude that
(D2G(θ,W)H)ω = Lθσ−1ωHσ−1ω, for ω ∈ Ω and H ∈ S. (91)
We now establish the continuity ofD2G. Take an arbitrary (θi,W i) ∈ BC(0, 1)×S, i ∈ {1, 2}.
We have
‖D2G(θ1,W1)−D2G(θ2,W2)‖ = sup
‖H‖∞≤1
‖D2G(θ1,W1)(H)−D2G(θ2,W2)(H)‖∞
= sup
‖H‖∞≤1
ess supω∈Ω‖Lθ1σ−1ωHσ−1ω − Lθ2σ−1ωHσ−1ω‖B.
Observe that
‖Lθ1σ−1ωHσ−1ω − Lθ2σ−1ωHσ−1ω‖B = ‖Lσ−1ω((eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω)‖B
≤ K‖(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω‖B
= K var((eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω)
+K‖(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω‖1.
Take an arbitrary x ∈ X . By applying the mean value theorem for the map z 7→ ezg(σ−1ω,x)
and using (24), we conclude that
|eθ1g(σ−1ω,x) − eθ2g(σ−1ω,x)| ≤ MeM |θ1 − θ2| (92)
and thus
ess supω∈Ω‖(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω‖1 ≤MeM |θ1 − θ2| ess supω∈Ω‖Hσ−1ω‖1
≤MeM |θ1 − θ2| ess supω∈Ω‖Hσ−1ω‖B
≤MeM‖H‖∞ · |θ1 − θ2|.
(93)
Furthermore,
var((eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω) ≤ var(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)) · ‖Hσ−1ω‖L∞
+ ‖eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)‖L∞ · var(Hσ−1ω),
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which, using (92), implies that
var((eθ1g(σ
−1ω,·)−eθ2g(σ−1ω,·))Hσ−1ω) ≤
(
Cvar var(e
θ1g(σ−1ω,·)−eθ2g(σ−1ω,·))+MeM |θ1−θ2|
)‖H‖∞.
(94)
It follows from Lemma B.2 that
‖D2G(θ1,W1)−D2G(θ2,W2)‖ ≤ (KC + 2KMeM )|θ1 − θ2|,
which implies (Lipschitz) continuity of D2G on BC(0, 1)× S.
Lemma B.4. D2H exists and is continuous on a neighborhood of (0, 0) ∈ C× S.
Proof. We first note that H is also an affine map in the variable W which implies that
(D2H(θ,W)H)(ω) =
∫
Lθσ−1ωHσ−1ω dm, for ω ∈ Ω and H ∈ S. (95)
Moreover, using (92) we have that
‖D2H(θ1,W1)H−D2H(θ2,W2)H‖L∞ = ess supω∈Ω
∣∣∣∣
∫
Lθ1σ−1ωHσ−1ω dm−
∫
Lθ2σ−1ωHσ−1ω dm
∣∣∣∣
= ess supω∈Ω
∣∣∣∣
∫
(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω dm
∣∣∣∣
≤ MeM |θ1 − θ2| ess supω∈Ω‖Hσ−1ω‖1
≤ MeM |θ1 − θ2| ess supω∈Ω‖Hσ−1ω‖B
= MeM |θ1 − θ2|·‖H‖∞,
for every (θ1,W1), (θ2,W2) that belong to a sufficiently small neighborhood of (0, 0) on
which H is defined. We conclude that D2H is continuous.
Lemma B.5. D1H exists and is continuous on a neighborhood of (0, 0) ∈ C× S.
Proof. We first note that
H(θ,W)(ω) =
∫
eθg(σ
−1ω,·)(Wσ−1ω + v0σ−1ω) dm.
We claim that for ω ∈ Ω and h ∈ BC(0, 1),
(D1H(θ,W)h)(ω) =
∫
hg(σ−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω) dm =: (L(θ,W)h)ω. (96)
Note that L(θ,W) : BC(0, 1)→ L∞(Ω) is a bounded linear operator. We first note that for
each ω ∈ Ω,
(H(θ + h,W)−H(θ,W)− L(θ,W)h)(ω)
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=∫
(e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω) dm.
For each ω ∈ Ω and x ∈ X , it follows from Taylor’s remainder theorem applied to the
function z 7→ ezg(σ−1ω,x) that for |θ|, |h| ≤ 1
2
,
|e(θ+h)g(σ−1ω,x) − eθg(σ−1ω,x) − hg(σ−1ω, x)eθg(σ−1ω,x)| ≤ 1
2
M2eM |h|2. (97)
Hence,
‖H(θ + h,W)−H(θ,W)− L(θ,W)h‖L∞ ≤ 1
2
M2eM |h|2(‖W‖∞ + ‖v0‖∞),
and therefore
1
|h|‖H(θ + h,W)−H(θ,W)− L(θ,W)h‖L∞ → 0, when h→ 0.
We conclude that (96) holds. Furthermore,
(D1H(θ1,W1)h)(ω)− (D1H(θ2,W2)h)(ω)
=
∫
hg(σ−1ω, ·)eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω) dm
−
∫
hg(σ−1ω, ·)eθ2g(σ−1ω,·)(W2σ−1ω + v0σ−1ω) dm
=
∫
hg(σ−1ω, ·)eθ1g(σ−1ω,·)(W1σ−1ω −W2σ−1ω) dm
+
∫
hg(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))(W2σ−1ω + v0σ−1ω) dm.
Note that
ess supω∈Ω
∣∣∣∣
∫
hg(σ−1ω, ·)eθ1g(σ−1ω,·)(W1σ−1ω −W2σ−1ω) dm
∣∣∣∣ ≤ |h|MeM‖W1 −W2‖∞
and, using (92),
ess supω∈Ω
∣∣∣∣
∫
hg(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))(W2σ−1ω + v0σ−1ω) dm
∣∣∣∣
≤ |h|M2eM |θ1 − θ2|(R + ‖v0‖∞),
if W2 ∈ BS(0, R). Hence,
‖D1H(θ1,W1)−D1H(θ2,W2)‖ ≤MeM‖W1 −W2‖∞ +M2eM |θ1 − θ2|(R + ‖v0‖∞),
which implies the continuity of D1H .
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Lemma B.6. D1G exists and is continuous on a neighborhood of (0, 0) ∈ C× S.
Proof. We claim that for ω ∈ Ω and t ∈ C,
(D1G(θ,W)t)ω = Lσ−1ω(tg(σ−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω)) =: (L(θ,W)t)ω. (98)
Note that L(θ,W) : BC(0, 1)→ S ′ is a bounded linear operator. We note that
(G(θ + t,W)−G(θ,W)− L(θ,W)t)ω
= Lσ−1ω((e(θ+t)g(σ−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω)),
and therefore
‖(G(θ + h,W)−G(θ,W)− L(θ,W)h)ω‖B
≤ K‖(e(θ+t)g(σ−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω)‖B
= K var((e(θ+t)g(σ
−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω))
+K‖(e(θ+t)g(σ−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω)‖1.
In the proof of Lemma B.5 we have showed that
‖e(θ+t)g(σ−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·)‖L∞ ≤ 1
2
M2eM |t|2.
Moreover, by applying (V9) for f = g(σ−1ω, ·) and
h(z) = e(θ+t)z − eθz − tzeθz ,
one can conclude that
var((e(θ+t)g(σ
−1ω,·) − eθg(σ−1ω,·) − tg(σ−1ω, ·)eθg(σ−1ω,·)) ≤ C|t|2. (99)
The last two inequalities combined with (V8) readily imply that
1
|t|‖G(θ + t,W)−G(θ,W)− L(θ,W)t‖∞ → 0, when t→ 0,
which implies (98). Moreover,
(D1G(θ1,W1)t−D1G(θ2,W2)t)ω
= tLσ−1ω(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))(W1σ−1ω + v0σ−1ω))
− tLσ−1ω(g(σ−1ω, ·)eθ2g(σ−1ω,·)(W2σ−1ω −W1σ−1ω)).
Proceeding as in the previous lemmas and using (92) and Lemma B.2 together with a simple
observation that
var(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))) ≤M var(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))
+ var(g(σ−1ω, ·))‖eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)‖L∞ ,
we easily obtain the continuity of D1G.
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The following result is a direct consequence of the previous lemmas.
Proposition B.7. The map F defined by (38) is of class C1 on a neighborhood (0, 0) ∈ C×S.
Moreover,
(D2F (θ,W)H)ω = 1
H(θ,W)(ω)L
θ
σ−1ωHσ−1ω −
∫ Lθσ−1ωHσ−1ω dm
[H(θ,W)(ω)]2 G(θ,W)ω −Hω,
for ω ∈ Ω and H ∈ S and
(D1F (θ,W))ω = 1
H(θ,W)(ω)Lσ−1ω(g(σ
−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω))
−
∫
g(σ−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω) dm
[H(θ,W)(ω)]2 L
θ
σ−1ω(Wσ−1ω + v0σ−1ω),
for ω ∈ Ω, where we have identified D1F (θ,W) with its value at 1, and G is as defined at
the beginning of Section B.1.
B.2 Second order regularity of F
Lemma B.8. D12H and D22H exist and are continuous on a neighborhood of (0, 0) ∈ C×S.
Proof. We first note that it follows directly from (95) that D22H = 0. We claim that
((D12H(θ,W)h)H)(ω) = h
∫
g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω dm, for ω ∈ Ω, H ∈ S and h ∈ C.
(100)
Indeed, we note that
((D2H(θ + h,W)−D2H(θ,W))H)(ω) =
∫
(e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·))Hσ−1ω dm.
Hence, using (97),∣∣∣∣((D2H(θ + h,W)−D2H(θ,W))H)(ω)− h
∫
g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω dm
∣∣∣∣
=
∣∣∣∣
∫
(e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω dm
∣∣∣∣
≤ 1
2
M2eM |h|2‖Hσ−1ω‖1 ≤ 1
2
M2eM |h|2‖Hσ−1ω‖B.
Thus,
ess supω∈Ω
∣∣∣∣((D2H(θ + h,W)−D2H(θ,W))H)(ω)− h
∫
g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω dm
∣∣∣∣
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≤ 1
2
M2eM |h|2‖H‖∞,
which readily implies (100). We now establish the continuity of D12H . By (92), we have
that
|((D12H(θ1,W1)h)H)(ω)− ((D12H(θ2,W2)h)H)(ω)|
= |h|
∣∣∣∣
∫
g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω dm
∣∣∣∣
≤ |h|M2eM |θ1 − θ2| · ‖Hσ−1ω‖B.
Thus,
‖D12H(θ1,W1)−D12H(θ2,W2)‖ ≤ M2eM |θ1 − θ2|,
which implies the continuity of D12H .
Lemma B.9. D11H and D21H exist and are continuous on a neighborhood of (0, 0) ∈ C×S.
Proof. By identifying D1H(θ,W) with its value in 1, it follows from (96) that
(D1H(θ,W))(ω) =
∫
g(σ−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω) dm.
We claim that
(D11H(θ,W)h)(ω) = h
∫
g(σ−1ω, ·)2eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω) dm, for ω ∈ Ω and h ∈ C.
(101)
Indeed, observe that
(D1H(θ + h,W))(ω)− (D1H(θ,W))(ω)
=
∫
g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω) dm.
Hence, using (97), we obtain that
ess supω∈Ω
∣∣∣∣(D1H(θ + h,W))(ω)− (D1H(θ,W))(ω)− h
∫
g(σ−1ω, ·)2eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω) dm
∣∣∣∣
= ess supω∈Ω
∣∣∣∣
∫
g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω) dm
∣∣∣∣
≤ 1
2
M3eM |h|2(‖W‖∞ + ‖v0‖∞),
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which readily implies that (101) holds. We now establish the continuity of D11H . It follows
from (92) that
|(D11H(θ1,W1)h)(ω)− (D11H(θ2,W2)h)(ω)|
= |h| ·
∣∣∣∣
∫
g(σ−1ω, ·)2eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω) dm−
∫
g(σ−1ω, ·)2eθ2g(σ−1ω,·)(W2σ−1ω + v0σ−1ω) dm
∣∣∣∣
≤ |h| ·
∣∣∣∣
∫
g(σ−1ω, ·)2eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω) dm−
∫
g(σ−1ω, ·)2eθ2g(σ−1ω,·)(W1σ−1ω + v0σ−1ω) dm
∣∣∣∣
+ |h| ·
∣∣∣∣
∫
g(σ−1ω, ·)2eθ2g(σ−1ω,·)(W1σ−1ω + v0σ−1ω) dm−
∫
g(σ−1ω, ·)2eθ2g(σ−1ω,·)(W2σ−1ω + v0σ−1ω) dm
∣∣∣∣
≤ |h| ·
(
M3eM |θ1 − θ2|(‖W1‖∞ + ‖v0‖∞) +M2eM‖W1 −W2‖∞
)
,
for P-a.e. ω ∈ Ω, which implies the continuity of D11H . Furthermore, we note that D1H is
affine in W, which implies that
(D21H(θ,W)H)(ω) =
∫
g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω dm.
Continuity of D21H follows easily from (92).
Lemma B.10. D22G and D12G exist and are continuous on a neighborhood of (0, 0) ∈ C×S.
Proof. It follows directly from (91) that D22G = 0. We claim that
(D12G(θ,W)h(H))ω = hLσ−1ω(g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω) for ω ∈ Ω, H ∈ S and h ∈ C.
(102)
Indeed, we first note that
(D2G(θ + h,W)−D2G(θ,W))(H)ω = Lσ−1ω((e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·))Hσ−1ω).
We have that
‖Lσ−1ω((e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω)‖B
≤ K‖(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω‖B
= K var((e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω)
+K‖(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω‖1
≤ K var(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·)) · ‖Hσ−1ω‖L∞
+K‖e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·)‖L∞ · var(Hσ−1ω)
+K‖e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·)‖L∞ · ‖Hσ−1ω‖1
It follows from (97) and (99) that
1
|h| sup‖H‖∞≤1
‖Lσ−1ω((e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))Hσ−1ω)‖B → 0,
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when h → 0, which establishes (102). It remains to establish the continuity of D12G. We
have
‖(D12G(θ1,W1)h(H))ω − (D12G(θ2,W2)h(H))ω‖B
= |h| · ‖Lσ−1ω(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω)‖B
≤ K|h| · ‖g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω‖B
= K|h| · var(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω)
+K|h| · ‖g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))Hσ−1ω‖1
≤ K|h| · var(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))) · ‖Hσ−1ω‖1
+KM |h| · ‖eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)‖L∞ · var(Hσ−1ω)
+KM |h| · ‖eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)‖L∞ · ‖Hσ−1ω‖1.
Moreover,
var(g(σ−1ω, ·)(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))) ≤M var(eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·))
+ var(g(σ−1ω, ·)) · ‖eθ1g(σ−1ω,·) − eθ2g(σ−1ω,·)‖L∞ ,
which together with (92) and Lemma B.2 gives the continuity of D12G.
Lemma B.11. D11G and D21G exist and are continuous on a neighborhood of (0, 0) ∈ C×S.
Proof. By identifying D1G(θ,W) with its value in 1, it follows from (98) that
D1G(θ,W)ω = Lσ−1ω(g(σ−1ω, ·)eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω)), ω ∈ Ω.
We claim that
(D11G(θ,W)h)ω = hLσ−1ω(g(σ−1ω, ·)2eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω)). (103)
Indeed, we have
‖D1G(θ + h,W)ω −D1G(θ,W)ω − hLσ−1ω(g(σ−1ω, ·)2eθg(σ−1ω,·)(Wσ−1ω + v0σ−1ω))‖B
= ‖Lσ−1ω(g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω))‖B
≤ K‖g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω)‖B
= var(g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω))
+ ‖g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))(Wσ−1ω + v0σ−1ω)‖1
≤ var(g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))) · ‖Wσ−1ω + v0σ−1ω‖L∞
+ ‖g(σ−1ω, ·)(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))‖L∞ · var(Wσ−1ω + v0σ−1ω)
+M‖e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·)‖L∞ · ‖Wσ−1ω + v0σ−1ω‖1,
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and therefore (103) follows directly from (97) and (99). We now establish the continuity of
D11G. Observe that
‖(D11G(θ1,W1)h)ω − (D11G(θ2,W2)h)ω‖B
= |h| · ‖Lσ−1ω(g(σ−1ω, ·)2eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω)− g(σ−1ω, ·)2eθ2g(σ
−1ω,·)(W2σ−1ω + v0σ−1ω))‖B
≤ K|h| · ‖g(σ−1ω, ·)2eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω)− g(σ−1ω, ·)2eθ2g(σ
−1ω,·)(W2σ−1ω + v0σ−1ω)‖B
≤ K|h| · ‖g(σ−1ω, ·)2eθ1g(σ−1ω,·)(W1σ−1ω + v0σ−1ω)− g(σ−1ω, ·)2eθ2g(σ
−1ω,·)(W1σ−1ω + v0σ−1ω)‖B
+K|h| · ‖g(σ−1ω, ·)2eθ2g(σ−1ω,·)(W1σ−1ω + v0σ−1ω)− g(σ−1ω, ·)2eθ2g(σ
−1ω,·)(W2σ−1ω + v0σ−1ω)‖B.
The continuity of D11G now follows easily from (92) and Lemma B.2. Finally, we note that
D1G is an affine map in W and therefore
(D21G(θ,W)H)ω = Lσ−1ω(g(σ−1ω, ·)eθg(σ−1ω,·)Hσ−1ω),
which can be showed to be continuous by using (92) and Lemma B.2 again.
The following result is a direct consequence of the previous lemmas.
Proposition B.12. The function F defined by (38) is of class C2 on a neighborhood (0, 0) ∈
C× S.
C Differentiability of φθ, the top space for adjoint twisted
cocycle Rθ∗
We begin with some auxiliary results.
Lemma C.1. There exists C > 0 such that
‖Lθ1ω −Lθ2ω ‖ ≤ C|θ1 − θ2|, for θ1, θ2 ∈ BC(0, 1) and ω ∈ Ω. (104)
Proof. For any f ∈ B we have that
‖Lθ1ω f −Lθ2ω f‖B = ‖Lω(eθ1g(ω,·)f − eθ2g(ω,·)f)‖B ≤ K‖(eθ1g(ω,·) − eθ2g(ω,·))f‖B
= K var((eθ1g(ω,·) − eθ2g(ω,·))f) +K‖(eθ1g(ω,·) − eθ2g(ω,·))f‖1
The claim of the lemma now follows directly from (90) and (92).
Lemma C.2. The following statements hold:
1. There exists K ′′ > 0 such that
‖L∗,(n)ω φ‖B∗ ≤ K ′′e−λn‖φ‖B∗ for φ ∈ B∗ such that φ(v0ω) = 0 and ω ∈ Ω, (105)
with λ > 0 as in (C3);
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2. Let φ0ω ∈ B∗ be as in (58). Then,
ess supω∈Ω‖φ0ω‖B∗ <∞. (106)
Proof. Let Πω denote the projection on B onto the subspace B0 of functions of zero mean
along the subspace spanned by v0ω. Furthermore, set
γ(ω) = inf{‖f + g‖B : f ∈ B0, g ∈ span{v0ω}, ‖f‖B = ‖g‖B = 1}.
As in Lemma 1 in [14] we have that ‖Πω‖ ≤ 2γ(ω) . Take now arbitrary f ∈ B0, g ∈ span{v0ω}
such that ‖f‖B = ‖g‖B = 1. It follows from (C1) that
‖f + g‖B ≥ 1
Kn
‖L(n)ω (f + g)‖B ≥
1
Kn
(‖L(n)ω g‖B − ‖L(n)ω f‖B). (107)
Writing g = λv0ω with |λ| = 1/‖v0ω‖B, it follows from (17) that
‖L(n)ω g‖B = |λ| · ‖v0σnω‖B =
‖v0σnω‖B
‖v0ω‖B
≥ ‖v
0
σnω‖1
‖v0ω‖B
≥ 1
K˜
,
where K˜ = ess supω∈Ω‖v0ω‖B <∞. By (C3) and (107),
‖f + g‖B ≥ 1
Kn
(1/K˜ −K ′e−λn).
Then, we can choose n, independently of ω, such that
ǫ :=
1
Kn
(1/K˜ −K ′e−λn) > 0,
which implies that γ(ω) ≥ ǫ and thus
ess supω∈Ω‖Πω‖ ≤ 2/ǫ <∞. (108)
Therefore, for φ that belongs to annihilator of v0ω, using (C3) and (108) we have
‖L∗,(n)ω φ‖B∗ = sup
‖f‖≤1
|φ(L(n)σ−nωf)| = sup‖f‖≤1|φ(L
(n)
σ−nωΠσ−nωf)|
≤ K ′e−λn‖φ‖B∗ · ‖Πσ−nω‖
≤ 2K
′
ǫ
e−λn‖φ‖B∗ ,
for every n ≥ 0. We conclude that (105) holds with K ′′ = 2K ′/ǫ.
Finally, (106) is follows directly from the straightforward fact that for P-a.e. ω ∈ Ω,
φ0ω(f) =
∫
f dm.
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Next, we consider B∗ with the norm topology, and associated Borel σ−algebra. Let
N =
{
Φ: Ω→ B∗ : Φ is measurable, ess supω∈Ω‖Φω‖B∗ <∞, Φω(v0ω) = 0 for P-a.e. ω ∈ Ω
}
and
N ′ =
{
Φ: Ω→ B∗ : Φ is measurable, ess supω∈Ω‖Φω‖B∗ <∞
}
,
where Φω := Φ(ω). We note that N and N ′ are Banach spaces with respect to the norm
‖Φ‖∞ = ess supω∈Ω‖Φω‖B∗ .
We define G1 : BC(0, 1)×N → N ′ by
G1(θ,Φ)ω = (Lθω)∗(Φσω + φ0σω), ω ∈ Ω.
It follows readily from (27) and (106) that G1 is well-defined. Furthermore, we define
G2 : BC(0, 1)×N → L∞(Ω) by
G2(θ,Φ)(ω) = (Φσω + φ0σω)(Lθωv0ω), ω ∈ Ω.
Again, it follows from (17), (27) and (106) that G2 is well-defined.
Lemma C.3. D2G1 exists and is continuous on BC(0, 1)×N .
Proof. We first note that G1 is an affine map in the variable Φ which implies that
(D2G1(θ,Φ)Ψ)ω = (Lθω)∗Ψσω, for ω ∈ Ω and Ψ ∈ N .
Moreover, using (104) we have
‖D2G1(θ1,Φ1)−D2G1(θ2,Φ2)‖ = sup
‖Ψ‖∞≤1
‖D2G1(θ1,Φ1)Ψ−D2G1(θ2,Φ2)Ψ‖∞
= sup
‖Ψ‖∞≤1
ess supω∈Ω‖(Lθ1ω )∗Ψσω − (Lθ2ω )∗Ψσω‖B∗
≤ C|θ1 − θ2|,
for any (θ1,Φ
1), (θ2,Φ
2) ∈ BC(0, 1)×N . Hence, D2G1 is continuous on BC(0, 1)×N .
Lemma C.4. D1G1 exists and is continuous on a neighborhood of (0, 0) ∈ C×N .
Proof. We claim that
(D1G1(θ,Φ)h)ω(f) = (Φσω + φ0σω)(Lω(hg(σ−1ω, ·)eθg(σ
−1ω,·)f)), (109)
for f ∈ B, ω ∈ Ω and h ∈ C. Denote the operator on the right hand side of (109) by L(θ,Φ).
We note that
(G1(θ + h,Φ)ω − G1(θ,Φ)ω − hL(θ,Φ)ω)(f)
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= (Φσω + φ
0
σω)(Lω((e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))f)).
Therefore, it follows from (C1) that
‖G1(θ + h,Φ)− G1(θ,Φ)− hL(θ,Φ)‖∞
= ess supω∈Ω sup
‖f‖B≤1
|(Φσω + φ0σω)(Lω((e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))f))|
≤ K(‖Φ‖∞ + ‖φ0‖∞) ess supω∈Ω sup
‖f‖B≤1
‖(e(θ+h)g(σ−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))f‖B.
By (97) and (99), we conclude that
lim
h→0
1
h
‖G1(θ + h,Φ)− G1(θ,Φ)− hL(θ,Φ)‖∞ = 0,
and thus (109) holds. Moreover,
(D1G1(θ1,Φ1)h)ω(f)− (D1G1(θ2,Φ2)h)ω(f)
= (Φ1σω − Φ2σω)(Lω(hg(σ−1ω, ·)eθ1g(σ
−1ω,·)f))
+ (Φ2σω + φ
0
σω)(Lω(hg(σ−1ω, ·)(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))f)),
which in view of (C1), (24), (90) and (92) easily implies that D1G1 is continuous.
Lemma C.5. D2G2 exists and is continuous on a neighborhood of (0, 0) ∈ BC(0, 1)×N .
Proof. We note that G2 is affine map in the variable Φ and hence
(D2G2(θ,Φ)Ψ)(ω) = Ψσω(Lθωv0ω), ω ∈ Ω.
It follows from (104) that
‖D2G2(θ1,Φ1)−D2G2(θ2,Φ2)‖ = sup
‖Ψ‖∞≤1
‖D2G2(θ1,Φ1)Ψ−D2G2(θ2,Φ2)Ψ‖L∞
= sup
‖Ψ‖∞≤1
ess supω∈Ω|Ψσω(Lθ1ω v0ω − Lθ2ω v0ω)|
≤ C|θ1 − θ2| · ess supω∈Ω‖v0ω‖B,
and thus (in a view of (17)) we conclude that D2G2 is continuous.
Lemma C.6. D1G2 exists and is continuous on a neighborhood of (0, 0) ∈ C×N .
Proof. We claim that
(D1G2(θ,Φ)h)(ω) = (Φσω + φ0σω)(Lω(g(σ−1ω, ·)eθg(σ
−1ω,·)v0ω)), h ∈ C, ω ∈ Ω. (110)
Let us denote the operator on the right hand side of (110) by R(θ,Φ). We have that
(G2(θ + h,Φ)− G2(θ,Φ)− hR(θ,Φ))(ω)
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= (Φσω + φ
0
σω)(Lω((e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))v0ω)).
Therefore, it follows from (C1) that
‖G2(θ + h,Φ)− G2(θ,Φ)− hR(θ,Φ)‖L∞
= ess supω∈Ω|(Φσω + φ0σω)(Lω((e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))v0ω))|
≤ K(‖Φ‖∞ + ‖φ0‖∞) ess supω∈Ω‖(e(θ+h)g(σ
−1ω,·) − eθg(σ−1ω,·) − hg(σ−1ω, ·)eθg(σ−1ω,·))v0ω‖B.
By (17), (97) and (99), we conclude that
lim
h→0
1
h
‖G2(θ + h,Φ)− G2(θ,Φ)− hR(θ,Φ)‖L∞ = 0.
Thus, (110) holds. Moreover,
(D1G2(θ1,Φ1)h)(ω)− (D1G2(θ2,Φ2)h)(ω)
= (Φ1σω − Φ2σω)(Lω(hg(σ−1ω, ·)eθ1g(σ
−1ω,·)v0ω))
+ (Φ2σω + φ
0
σω)(Lω(hg(σ−1ω, ·)(eθ1g(σ
−1ω,·) − eθ2g(σ−1ω,·))v0ω)),
which in view of (C1), (24), (90) and (92) easily implies that D1G2(θ1,Φ1) → D1G2(θ2,Φ2)
when (θ1,Φ
1)→ (θ2,Φ2). Hence, D1G2 is continuous.
Let
G(θ,Φ)ω = (L
θ
ω)
∗(Φσω + φ0σω)
(Φσω + φ0σω)(Lθωv0ω)
− Φω − φ0ω. (111)
Proposition C.7. The map G is of class C1 on a neighborhood of (0, 0) ∈ C×N . Further-
more,
((D2G(θ,Φ))Ψ)ω = (L
θ
ω)
∗Ψσω
G2(θ,Φ)(ω) −
Ψσω(Lθωv0ω)
[G2(θ,Φ)(ω)]2G1(θ,Φ)ω −Ψω, ω ∈ Ω,Ψ ∈ N . (112)
Proof. The desired conclusion follows directly from Lemmas C.3, C.4, C.5 and C.6 after we
note that G2(0, 0)(ω) = 1 for ω ∈ Ω.
Lemma C.8. D2G(0, 0) is invertible.
Proof. By (112),
(D2G(0, 0)Ψ)ω = L∗ωΨσω −Ψω, for ω ∈ Ω and Ψ ∈ N .
Now one can proceed as in the proof of Lemma 3.5 to show that (105) implies the desired
conclusion.
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It follows from Proposition C.7, Lemma C.8 and the implicit function theorem that there
exists a neighborhood U of 0 ∈ C and a smooth function F : U → N such that F(0) = 0
and
G(θ,F(θ)) = 0, for θ ∈ U . (113)
Finally, set
Ψ(θ)ω =
F(θ)ω + φ0ω
(F(θ)ω + φ0ω)(vθω)
, for ω ∈ Ω and θ ∈ U .
Using the differentiability of θ 7→ vθ, we observe that there exists a neighborhood U ′ ⊂ U
of 0 ∈ C such that Ψ(θ) is well-defined and differentiable for θ ∈ U ′. Furthermore, we note
that Ψ(θ)ω(v
θ
ω) = 1. Finally, it follows from (111) and (113) that
(Lθω)∗Ψ(θ)σω = CθωΨ(θ)ω,
for some scalar Cθω. The arguments in Subsection 3.7 imply that φ
θ
ω = Ψ(θ)ω. Therefore, we
have established the differentiability of θ→ φθ.
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