Abstract. Let F be an algebraic number field and E a quadratic extension with E = F( √ µ). We describe a minimal set of elements for generating the integral elements o E of E as an o F module. A consequence of this theoretical result is an algorithm for constructing such a set. The construction yields a simple procedure for computing an integral basis of E as well. In the last section, we present examples of relative integral bases which were computed with the new algorithm and also give some running times.
Preliminaries
The computation of integral bases of algebraic number fields is one of the basic tasks in computational algebraic number theory. Nonetheless, the existing algorithms for this problem tend to be very slow for fields of higher degree. In this paper, we therefore outline a new algorithm for the computation of an integral basis for those fields E which contain a subfield F of index 2.
Quadratic extensions have been extensively studied in the past [8, 6] and the main result of this paper is a generalization of a result of Sommer [10] , who investigated biquadratic extensions.
In the sequel we consider number fields F with [F : Q] = n and E subject to
with an integral nonsquare element µ of F. It is well known that the ring of integers o E of E is not a free o F module, in general. The following theorem gives a necessary and sufficient criterion for the existence of a relative integral basis [1] .
Theorem 1.1. (i) Let f (t) = t 2 − µ ∈ F[t] be the minimal polynomial of √ µ with polynomial discriminant d(f ), and let d E/F be the relative discriminant of E/F. A relative integral basis of E/F exists if and only if the ideal Φ satisfying
(ii) There are always elements ξ 1 , ξ 2 , ξ 3 ∈ o E such that
This criterion for the existence of a relative integral basis is easy to apply once we know the relative discriminant d E/F . Thus, our first task is a complete description of d E/F .
We cite the following theorem, which can be found in [7, Ch. 39] , [6, Ch. 11] . Theorem 1.2. Let ℘ be a prime ideal in o F with a := ν ℘ (µ) (i.e., µ ∈ ℘ a \ ℘ a+1 ) and e := ν ℘ (2).
(i) If e = 0 and a ≡ b mod 2 for b ∈ {0, 1}, then
If ℘ ∈ P F (where P F denotes the set of all prime ideals in o F ) divides d E/F , we additionally have [6] :
If ν ℘ (µ) ∈ {0, 1} holds for all prime ideals mentioned above, Theorems 1.2 and 1.3 yield an easy algorithm for the computation of d E/F . The assumption ν ℘ (µ) ∈ {0, 1} for all prime ideals above 2 is easily satisfied:
Proof. The proof is by an application of the Chinese Remainder Theorem. We set
Then one can easily verify that µ * is a solution with the required properties.
Consequently, we assume that if ℘ ∈ P F and ℘ | 2, then ν ℘ (µ) ∈ {0, 1} in the sequel. Before investigating quadratic extensions E/F more intensively, we state the following lemma, which will be very important later on. It is an immediate consequence of the Chinese Remainder Theorem. 
where Φ is an ideal in o F . Since the index Φ is not prime to the ideal µo F in general, we set
Hence, we have
This decomposition will play a key role in our subsequent considerations. We note that by construction
and since the generator µ satisfies
As a direct consequence of Theorem 1.3, Lemma 1.5 and (1.2), we obtain the following proposition:
Main theorem
For any element ν ∈ o F satisfying Proposition 1.6, the following holds: 
Since the norm and the trace are both integral, ξ is integral, too. Thus, we have proved that η i (1 ≤ i ≤ n) and ξ 1 , ξ 2 are integral. Next, we prove the last statement of the theorem, from which statement (ii) will follow easily.
We begin the proof with a lemma.
In the following we show that for all p ∈ P the set
In other words, we need to describe all semilocal extensions
For prime ideals ℘ ∈ P F there are three different cases possible:
We treat these three cases of prime ideals in two steps. In the first step, we look at prime ideals ℘ ∈ P F which decompose into two different prime ideals P 1 , P 2 ∈ P E . In the second step, we consider prime ideals ℘ ∈ P F which do not completely split, e.g. the ideal ℘o E does not decompose into two different prime ideals of o E . In each step we develop a description of o E (℘) as a free o F (℘) module.
For the first case the following lemma of [2, Lemma 3.3, p. 171] is crucial.
Lemma 2.3. Let K, M be number fields with
Using this lemma, we are now able to prove the following statements, which completely solves the problem of an o F (℘) basis for o E (℘) for prime ideals ℘ ∈ P F which split completely. Lemma 2.4. Let ℘ be a prime ideal in o F which splits completely in o E , i.e.
Proof. Statements (i) and (iii) are straightforward, so we will only prove (ii). Obviously, E = F(δ), and δ is a zero of the polynomial 
In o F (℘) we have the decomposition γ = π r · λ and the existence of
with p
Since
Next we describe o E (℘) as an o F (℘) module for prime ideals which do not completely split. For such prime ideals we study the local extension E P /F ℘ where P is the only prime ideal in o E above ℘. From local theory we know that
, and we will apply the following theorem, due to Fröhlich [5] , [9, Theorem 5.6, p. 221].
Theorem 2.7. Let F ℘ be the ℘-adic completion of F with respect to ℘, and let τ be in
℘ , where
is a free R ℘ module. A basis is given by:
and π τ , let l be the largest number with
Using this theorem, we can prove the following lemma, which is the second step in the description of o E (℘) as a free o F (℘) module. Lemma 2.8. Let ℘ be a prime ideal in o F which does not completely split in o E , e.g. ℘o E = P or ℘o E = P 2 with P ∈ P E . We assume that π is an element in ℘ \ ℘ 2 and set a := ν ℘ (µ) and e := ν ℘ (2). If we define δ ∈ o E (℘) by The proof is obtained by appropriate modifications of µ in order to satisfy the assumptions of Theorem 2.7. We note that in the second case of the lemma, the definition of δ strongly depends on the choice of ν since the element δ = 1 π a/2 √ µ is a proper choice for the second basis element, too.
As in the case of prime ideals which split completely, the following lemma can be proved similarly to Lemma 2.6. 
We have shown that for every prime ideal ℘ ∈ P F there is a o F (℘) basis 1, δ ℘ of o E (℘) such that there exists k ∈ N and π ∈ ℘ \ ℘ 2 with
An important point for the upcoming steps in the proof is the fact that we can represent δ ℘ not only as a linear combination of 1, ξ 1 , ξ 2 with coefficients from o F (℘) (i.e. there are a 0 , a 1 , a 2 ∈ o F (℘) with δ ℘ = a 0 + a 1 ξ 1 + a 2 ξ 2 ) but also as a linear combination of ξ 1 , ξ 2 . By the definition of γ we have a decomposition of γ in o F , such that
with certain p
is an integral element, there are elements 
Lemma 2.10 enables us to complete the proof of Theorem 2.1 (iii).
Proof. We will prove the statement by showing that the set {ω 1 , . . . , ω n , η 1 , . . . , η n } is a Z(p) basis of o E (p) for all rational primes p.
Obviously, one has [
Let p be a rational prime. By the last lemma, we can find an element δ ∈ E such that for all prime ideals ℘ ∈ P F with ℘|po F ,
Therefore, the set {ω 1 , . . . , ω n , δω 1 , . . . , δω n } is a Z(p) basis for o E (℘). Hence, it suffices to show
By the second statement of Lemma 2.10, there are a 1 , a 2 
Since ω i is integral in F and β 1 , β 2 are both elements of b, we can find b
kβ k . We may also assume that a j (j = 1, 2) has a representation as
We now observe that ω kβl is an element of the ideal b, which means we can find c
Since all coefficients a
, we have proven (2.2), hence (2.1), and so Theorem 2.1 (iii).
We can now prove statement (ii) of Theorem 2.1:
From the definition of η 1 , . . . , η n and of ξ 1 , ξ 2 , we conclude
which finally gives
This finishes the proof of Theorem 2.1. The algorithm is based on the fact that we can compute the relative discriminant d E/F easily by applying Theorem 1.2 and Theorem 1.3. The main problem is the computation of max{ũ| 0 ≤ũ ≤ 2e − 1 and ∃γ ∈ o F : γ 2 ≡ µ mod ℘ũ} for prime ideals ℘ ∈ P F with ν ℘ (2) = e > 0 and ν ℘ (µ) = 0. An efficient algorithm will be discussed by the first author in a forthcoming paper, although it is usually quite efficient to check all elements of o F /℘ũ. If one is interested in a minimal set of o F generators of o E , it is necessary to check whether or not the index Φ is a principal ideal. This can be very time consuming, since the check itself is difficult [4] and the principal ideal test algorithm requires an independent set of units for o F . On the other hand, the computation of an integral basis of o E is relatively easy, and the only information we need about F is an integral basis of o F .
Examples
We present two explicit examples of relative extensions and also a short table of running times for quadratic extensions.
We first consider the number field F generated by a root of the polynomial
This field has class number 2, and an integral basis of o F is given by
We consider the two fields E 1 = F( √ 41) and E 2 = F( √ 47). In o F the ideals 2o F , 41o F , 37o F decompose into prime ideals in the following way:
In E 1 , 41 is a square modulo the ideal a = ℘ 4 2 since 41 − ν 2 ∈ a for ν := 1. By Theorem 1.2 we know that ℘ 2 does not divide d E1/F . Moreover, we know that 41o F divides the discriminant, since all prime ideals dividing 41o F are unramified. Therefore, the relative discriminant d E1/F and the index Φ are:
Since the index Φ is a principal ideal, we get a relative integral basis of o F via ξ 1 = 1,
In E 2 = F( √ 47) the prime number 47 is a square modulo ℘ 
One can check with KANT V2 [3] that the index Φ is not a principal ideal. It follows that there is no integral basis for o E over o F . However, a minimal set of generators for o E over o F is given by According to the definitions in Theorem 2.1 we chose b = ℘ and γo F = ℘ 2 2 = 2o F . Since an integral basis can also be computed by this algorithm, we will compare this method with the standard algorithm for the computation of an integral basis, the Round-2 algorithm of H. Zassenhaus [11] .
For three different number fields F 1 , F 2 , F 3 generated by a root of the polynomial f i (t) ∈ Z[t] we consider several quadratic extensions and compare the running time of the Round-2 with the running time of the relative method. Let the polynomials f i (t) be defined as follows: All computations were performed on a PC with a 486-33 CPU using software developed under KANT V2 [3] under the operating system Linux 0.95.
