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Abstract
A new software reliability model based on the empirical Bayes estimate is developed. The number of failures estimated up to
a given time is used in order to estimate the probability of failure appearance during the next time interval. Instead of a non
homogeneous in time failure rate as it is usually used to model reliability growth, a failure rate depending non linearly on the
previous number of failures is obtained from our model. The estimate is obtained from a mixed Poisson model where the mixing
probability density function models the reliability growth. The model can be used either to simulate the cumulative failures curve
or to estimate the time between failures. Data of a similar project can be used to estimate the parameters of a given project. Results
of simulations and estimated mean time between failures comparing well with experimental data are also shown.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
The interest in Software Reliability has been increasing since the ﬁrst models were proposed in the 70’s. Several
statistical models involve Non-homogeneous Poisson, Compound Poisson, clusters and Markov chains among others,
see References1,2,3,4. There were also analyzed particular methods of estimation. These researches show that Software
Reliability has become an important application of statistics.
Software Reliability models are generally stochastic processes that intend to introduce metrics on the failure detec-
tion process like MTBF and MTTF or the number of remaining failures at any time. Those metrics allow to evaluate
the software development and testing processes in order to assign testing resources or to predict the release time. The
characteristic of the failure detection process as a function of time shows a decreasing rate as testing time progresses.
In order to follow this behavior, several software reliability models were proposed in the literature, the so called soft-
ware reliability growth models. Non homogeneous and Compound Poisson processes among others were proposed
decades ago as software reliability growth models.
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On the other hand, besides statistical software reliability models, simulations of the stochastic software failures
detection process is an important research issue related to testing and debugging, see References5,6,7.
The Bayes estimation framework has also been an important statistical method of estimation. Bayesian estimation
has been largely applied to Software Reliability since the pioneer paper listed in Reference8. Estimation of the mean
time between failures using several priors distribution for the parameters were proposed in Reference9,10. Other
approaches involve the use of combinatorial optimization algorithms like Metropolis and Gibbs sampler in order
to calculate the posterior distribution, see References9,11. Since the Bayes method lies on the number of previous
reported failures, this procedure leads to the Empirical Bayes estimate.
The empirical Bayes estimate is obtained from the Bayes rule applied to the conditional expectation of the unknown
parameter given the samples. The conditional expectation minimizes the mean square error function as it is well
known. Several applications can be found in diﬀerent areas of engineering, specially in speech recognition and word
processing, Refs12,13. Many simple forms of this estimate were proposed decades ago.
In this work, a new software reliability growth model to predict the failure cumulative curve and the mean time
between failures behavior using information at the very start of the project is proposed. We propose to estimate the
probability of failure in the next interval time given r failures are detected before from the Empirical Bayes method.
Our model allows on one hand to simulate the stochastic failure detection process and to estimate the mean time
between failures based on the number of previous reported failures on the other. From a Montecarlo simulation of the
estimated probability, our model allows to simulate the stochastic failure process. Prediction of Software Reliability
at an early stage is quite important in order to adjust testing resources or to estimate the release time.
Since a nonlinear dependence on r is required for software failures in order to follow the software failure cumulative
curve, we use the expression introduced in Reference14. Parameters of the model are estimated in two ways, from
previous reported data of the same project and using a mixing probability density function that ﬁts well the cumulative
failures curve of a similar project. The use of software reliability information of similar projects in order to estimate
the reliability of a given project is a common practice, see References15,16,17,18,19.
This paper is organized as follows: The Empirical Bayes estimate with a nonlinear characteristic is shown in
section (2), the theoretical foundations that supports our main motivation are presented in section (3), discussions on
choosing the mixing distribution are presented in section (4), a simulation and comparison with experimental data is
shown in section (5), an application of our model to predict the mean time between failures is presented in section (6),
conclusions are presented in section (7).
2. The Empirical Bayes estimate using mixed distributions
A well known non parametric estimate was originally proposed in Reference20 as an alternative to the maximum
likelihood, the so called Good-Turing estimate. An Empirical Bayes form of the non parametric Good-Turing estimate
based on a mixed binomial distribution was proposed in Reference12. From a general expression of the Empirical
Bayes estimate using mixed distributions, either mixed binomial or mixed Poisson, that method was later generalized
in14 in order to get a given family of estimates.
In order to get the estimate, we start to consider the distribution of r statistically independent single events in n
outcomes. This distribution is given by the binomial.
P(r) =
(
n
r
)
θr (1 − θ)n−r (1)
From the Poisson approximation valid for large values of n and r  n, we obtain a Poisson distribution with
parameter:
λ = θ n (2)
Thus, using (2), we can get an estimate for θ from an estimate for λ. Being S (λ) the prior probability density function
of λ, we get for r a mixed Poisson distribution:
P(r) =
∫
λr
r!
exp(−λ) dS (λ) . (3)
362   Ne´stor R. Barraza /  Procedia Computer Science  62 ( 2015 )  360 – 369 
The λ estimate is obtained from an Empirical Bayes framework as:
λˆ = E[λ|r]. (4)
From (2), (3) and (4), and by applying the Bayes rule, the θ estimate results:
θˆ =
1
n
∫
λλ
r
r! exp(−λ) dS (λ)∫
λr
r! exp(−λ) dS (λ)
. (5)
Some estimates well known in the literature of natural language processing can be obtained from (5) by choosing
properly S (λ), (see Reference14 for details). Despite the last approximation was obtained for a binary probability θ
valid for r  n, it can be considered as a general deﬁnition of a given estimate.
The last equation can be written as:
θˆ =
r + 1
n
P(r + 1)
P(r)
. (6)
The expression (r + 1) P(r+1)P(r) for the estimate of the Poisson parameter λ is well known in statistics, see Reference
21.
Our novel proposal is to use this expression in order to obtain an estimate for the binary probability θ.
We model the failure detection process using the probability (6). We estimate the probability of a failure detection
in the next interval time given r failures were detected up to the current discrete time n. From (6), the introduction of
the smoothing nonlinear factor P(r+1)P(r) must be noted. The eﬀect and necessity of the smoothing factor in software reli-
ability is analyzed in the next section. Despite we can estimate θ directly from the binomial (1), we prefer the Poisson
approximation since simple mathematical forms are obtained for complex mixing distributions S (λ), and the mixed
Poisson distribution has been widely studied in statistics, see References21,22. On the other hand, Poisson usually
arises to count failures from considering that inter-failure times are exponentially distributed. The condition r  n
is usually accomplished in software reliability as it will be discussed next. Instead of considering the mixed Poisson,
the application of the binomial and also non parametric techniques in order to get an estimate of the probability of
failures, could also be an interesting matter of study.
3. Software failures prediction using the Empirical Bayes estimate
The cumulative number of software failures collected during the testing phase of a software product has several
characteristics. We expect an increasing number of failures per time unit at ﬁrst, and a low rate of failures at the end,
after some corrections were introduced. We expect a decreasing number of remaining failures. The release time will
be determined by a suﬃciently long mean time to failure. Well known software reliability growth models based on the
non homogeneous Poisson process were proposed in the 1970s, see a revision in References1,23,24, a detailed analysis
and revision is presented in Reference25. There were also other models proposed like that based on a Compound
Poisson process, this model was originally proposed in Reference26 and reviewed in References27,28. All of these
models try to follow the cumulative number of failures curve by estimating the number of remaining failures from the
number of failures previously reported. A diﬀerent approach is proposed in this work, instead of predicting the total
number of remaining failures or the time to next failure, we propose to estimate the probability of a failure arrival
during the next time interval1. This time interval could be either, calendar time, execution time or testing stage.
In order to apply the Empirical Bayes estimate to software failures, we propose to estimate the probability of a
failure arrival during the next time interval given that r failures have appeared before. In this approach, no more than
one failure per time interval is allowed. Since time is usually recorded in seconds, this requirement is accomplished.
In case that failures are reported in days or weeks, they can be distributed in seconds along the time interval in order
to apply our model. We summarize next the assumptions of the model which can be compared with those proposed in
Reference10.
1 The probability of failure gives also as a consequence an estimate of the MTBF, as it will be shown in section 6.
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General assumptions
(a) Failures are randomly distributed over discrete time intervals.
(b) In each time interval a failure can occur with probability θ dependent on time.
(c) Each time interval has just one failure or no failure, no more than one failure can occur in each time interval.
(d) Given the probability of failure at any time interval, failures at each time interval are statistically independent.
(e) The probability of failure at each time interval is a random variable generated by some speciﬁed parametric
distribution.
(f) Given the parameters of the distribution in (e), the failure probabilities at each time interval are statistically
independent.
As described by the general assumptions, this process is a special case of a pure birth process were the system is in
state r at time n if r failures have occurred up to time n, with transition probabilities given by (6), see Reference29. Pure
birth processes commonly arise in simulations of reliability studies, see for example the non homogeneous continuous
time Markov chain process analyzed in Reference5.
Then, using (6) we estimate the probability of failure in the next time interval given that r failures were reported
in the previous n intervals. The smoothing factor introduced in (6) plays an important role in software failures, since
for an unimodal probability P(r) we have an increasing probability of failure for values of r lower than the mode as
P(r + 1) > P(r), and, conversely, we have a decreasing probability of failure for values of r above the mode since
P(r+1) < P(r). Modeling this way the reliability growth property of software failures. This behavior can be controlled
by choosing properly the mixing probability density function S (λ).
Related approaches were presented in References9,10,11, where the empirical Bayes is applied to estimate the mean
time between failures modeled by a mixed exponential distribution. Our concern is to estimate directly the probability
of failure given by the expression (5), i.e., we propose to estimate the binary probability of failure occurrence from an
empirical Bayes framework.
4. Choosing the mixing distribution
Since we are using the parametric form of P(r) in (6), we have to choose the mixing distribution S (λ) and to
estimate its parameters in order to perform the prediction model mentioned above. An alternative could be to choose
arbitrarily or estimate the pdf S (λ) and proceed to estimate the parameters as long as failures are reported. Since this
could be a complex task depending on the form of S (λ), we propose to choose the mixing pdf as that which ﬁts the
predicted failure cumulative curve of a similar project. Then, we consider that similar projects share the mixing pdf
but they have diﬀerent starting points, it means, diﬀerent failures rate at the start of the corresponding phase. Since
the prior mixing pdf models the failures rate behavior, like the point when this rate starts to decrease, our assumption
seems to be reasonable since this characteristic can be shared by similar projects. A gamma prior for the failures rate
was chosen in Reference9. Other criteria for choosing priors for non homogeneous Poisson processes were proposed
in References30,31.
In our experiments, the Generalized Inverse Gaussian probability function used in insurance and queuing models,
given by:
S (λ) =
μ−α λα−1 exp(−(λ2 + μ2)/2βλ)
2Kα(μ β−1)
, (7)
was arbitrarily chosen as the mixing distribution. In (7) μ, α and β are parameters, and Kα is the Modiﬁed Bessel
Function of the third Kind, see Reference22 for details on the Poisson mixed by an Inverse Gaussian distribution.
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5. Simulation of the Stochastic Failure Process
5.1. Simulation Procedure
As it was previously explained, we proceed to simulate failures production from a starting point obtained experi-
mentally. Thus, taking the time interval up to the, for example, ﬁrst two reported failures, we estimate the probability
θ of failure arrival during the next time interval. From eq. (6) we get for the starting point:
θˆ0 =
r0 + 1
so
P(r0 + 1)
P(r0)
, (8)
where r0 = 2 and so is the time up to the ﬁrst two failures arrival. From this starting point, we proceed to perform a
Montecarlo simulation of the probability (6). Then, the simulation progresses by generating a failure with probability
θ in the next time interval, if a failure is produced, the value of r is increased by one, else, keeps its value. Whatever
the result of the failure generation, the loop progresses to a new time interval with an updated value of θ given by
(6). The time n is always taken in seconds in order to perform the simulation according to two requirements: no more
than one failure per time interval is allowed on one hand, and a considerable number of iterations must be performed
in order to produce failures according to their probability on the other. A pseudo code of the simulation procedure is
shown next.
Algorithm 1 Simulation of the stochastic failure process
procedure Failures Simulation
r ← r0  initial number of failures
s← s0  Time to the r0th failure
for i← s to the total testing time do
p =
r + 1
i
P(r + 1)
P(r)
 Probability of failure
if Failure Arrival(p) = True then
r ← r + 1
end if
print arrived failures r and elapsed time i
end for
end procedure
function Failure Arrival(p)
x← a uniform random number between 0 and 1
if x < p then Montecarlo
return True
else
return False
end if
end function
We propose then to simulate a single realization of the stochastic failure process. Our procedure is also an interest-
ing alternative to rate-based simulation techniques, see References6,7 for details.
5.2. Application to Real Data
In order to test the goodness of ﬁt of the proposed model we present two simulations based on actual data for
comparison. Failures data based on execution time were collected by Prof. John D. Musa for several projects, they
are available in Reference32. Despite these data were saved decades ago when the interest in Software Reliability
began, they are still relevant in order to see the software failures behavior and to test models since they show the
main characteristic in software reliability, i.e. the reliability growth. Because of this, these datasets keep useful and
365 Ne´stor R. Barraza /  Procedia Computer Science  62 ( 2015 )  360 – 369 
5,000,000 10,000,000 15,000,000
20
40
60
80
100
120
secs
Number of failures
Actual data
Simulation
Fig. 1. Actual and simulated cumulative failures curve for the SS1A project.
are still used in recent publications (as an example, DS1 and DS2 data were used in Reference7). An interesting
discussion on datasets and the use of software failures reports available on the web for Open Source projects is
presented in Reference33. New software failures data collections and adaptation of the SR models to modern software
development methodologies, are needed in order to improve software quality metrics, see for example the analysis
presented in Reference34.
Results of simulations are shown in Fig. 1 for project SS1A from the mentioned dataset. Data were taken during
the operational phase and corresponds to an operating systems of hundred of thousands of instructions. We have
chosen these data since they show the software reliability growth characteristic. Software reliability growth with
an inﬂection point is usually modeled with the S-shaped stochastic model. The parameters of the Inverse Gaussian
mixing distribution were also arbitrarily chosen as those which ﬁt better the actual data: β = 0.5, μ = 25, α = 1.
From Fig. 1, we can see that the simulated curve ﬁts well the actual data all the time and follows the curvature.
Since the only necessary testing information of the project is such at the ﬁrst two failures, we conclude that failures
production can be modeled well enough by information at the start of the project. It seems to indicate that data at the
start of the project together with the mean value of the mixing distribution S (λ) in (5) have a lot of information in order
to predict the future behavior. All simulations have been performed using Mathematica v.8. Despite the complex form
of the Inverse Gaussian distribution, the whole simulation takes several minutes in an Intel c© I3 processor. Then, we
can expect that whatever the mixing distribution, this procedure run fast enough.
As it was pointed out, we can use the mixing distribution that ﬁts well the cumulative failures curve of a similar
project to predict the actual curve. Following this idea, we simulate the cumulative failures curve using the mixing
distribution of the SS1A project but starting from diﬀerent time to the ﬁrst two failures so. Results are shown in
Fig. 2, where some interesting characteristics must be noted. We can see that the mixing pdf determines the shape
of the curve. Despite the starting points are quite similar, the curves separate more as testing progresses. Another
interesting remark is to note that the curves exhibit inﬂection points or jumps. These jumps are more notorious for
more reliable projects, those with time to the ﬁrst two failures so = 1000000 and so = 1500000.
6. Mean Time Between Failures Prediction
The Time Between Failures can be estimated from the distribution of no failures run length of a Bernoulli variable
with probability (6), which results in a geometric distribution of parameter θ. As it is well known, the geometric
distribution is the discrete counterpart of the continuous exponential distribution. Then, the probability of having time
between failures of length k is given by:
P(k) = (1 − θ)k θ k = 0, 1, 2, · · · (9)
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Fig. 2. Simulated curves using the mixing pdf of SS1A project with diﬀerent times to the ﬁrst two failures so.
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Fig. 3. Mean Time Between Failures curves for the SS1A project.
with mean value:
E[k] =
1 − θ
θ
(10)
From (6) and (10) and taken into account that θ  1, having reported r failures at time n, the mean time between
failures estimate results:
̂mtb f =
n
r + 1
P(r)
P(r + 1)
(11)
A more exact calculation should take into account the adaptation of probabilities as no failures are obtained in the
run. However, because of the decreasing law 1n of θ, the average run length calculated this way diverges. Then, the
estimate (11) must be considered as a lower bound.
We show in Fig. 3 the estimated MTBF for the SS1A project. In order to see the eﬀect of the smoothing factor,
the maximum likelihood estimate is also shown. It is seen that the smoothing factor rises at ﬁrst and attenuates at the
end the probability of failure (conversely for the mean time between failures). The transition point is controlled by
the mixing pdf.
As another interesting illustration, we show the predicted mean time between failures for data ﬁrst reported in
Reference35 and used in References9,10 and recently in Reference11. These data correspond to one module of the
Naval Tactical Data System. As in the previous simulations, we proceed to simulate the failures production process
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Fig. 4. Mean Time Between Failures for the Naval Tactical Data System dataset.
from a starting point corresponding to the ﬁrst two failures. The parameters of the mixing Inverse Gaussian distribution
were chosen as those which ﬁt well the total number of failures: β = 0.1, μ = 9, α = 1. Results of this simulation
are shown in Fig. 4. Actual data and those reported in Reference10 are also shown for comparison. Since the original
data are reported in days, we convert the time unit to seconds in order to perform our simulation.
The values in Fig. 4 are also reproduced in table A.1. We can see that for these type of data having dispersion in the
time between failures, our model overestimates the reliability in some cases, though coincides for failures 10 and 21.
Our simulation also follows the increasing reliability given by the big jumps in the actual data for failures 22, 24, 27
and 31. Since our model intends to simulate reliability growth, a monotonous increasing mean time between failures
must be noted. Data in Reference10 were reported just for the production phase corresponding to the ﬁrst 26 failures,
the last 5 failures correspond to the test phase. We remark again that as opposed to the other models, our simulation
uses only the reported failures at the start of the project instead of performing a progressive estimation based on past
reported failures.
It must be pointed out that due to dispersion in the given datasets, the application of metrics like perplexity in order
to compare estimates does not produce relevant diﬀerences. However, the aim and performance of our estimate are
clearly seen in Figs. 3 and 4.
7. Conclusion
A new model in order to predict software reliability has been proposed. This method consists in estimate directly
the probability of failure occurrence based on the Empirical Bayes estimate. In order to model reliability growth, a
nonlinear smoothing factor was introduced. This factor is based on a mixed Poisson distribution. Our model allows
to simulate the failures production curve and the mean time between failures behavior at the very start of the project.
A simulation of the cumulative failures curve, using a Poisson mixed by a Generalized Inverse Gaussian probability
density function has been performed with good agreement with reported data. Some criteria of choosing the mixing
distribution and methods to estimate its parameters will be reported in a future work. Our method allows also to
introduce other suitable expressions for the estimate of the probability of failure from the empirical Bayes literature
in statistics.
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Appendix A. Data Comparison
Table A.1. Actual and Predicted Time Between Failures
Failure Actual Simulation 10 Model I 10 Model II
Number Data
1 9 - - -
2 12 - - -
3 11 3.5751 11,84 11,36
4 4 3.98176 11,79 11,77
5 7 4.70847 9,64 10,09
6 2 4.92747 9,14 9,87
7 5 5.47497 7,85 8,74
8 8 6.28757 7,44 8,45
9 5 6.76152 7,55 8,71
10 7 7.36402 7,27 8,5
11 1 7.46922 7,27 8,61
12 6 8.10042 6,66 7,92
13 1 8.20562 6,62 7,93
14 9 9.06154 6,16 7,35
15 4 9.47816 6,39 7,7
16 1 9.58232 6,23 7,5
17 3 9.89478 5,89 7,83
18 3 10.2072 5,71 6,78
19 6 10.6186 5,56 6,55
20 1 10.6148 5,59 6,61
21 11 11.6111 5,35 6,23
22 33 14.4789 5,64 6,68
23 7 15.1591 6,84 8,52
24 91 23.3057 6,86 8,57
25 2 23.4944 9,73 13,1
26 1 23.5887 9,39 12,66
27 87 31.4886 - -
28 47 35.5323 - -
29 12 36.6427 - -
30 9 37.4755 - -
31 135 48.07 - -
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