Abstract. We prove a new type of mean value theorem, one in which the functional differences are estimated in multiple directions simultaneously.
Introduction
The Mean Value Theorem of calculus in its inequality form asserts that if / is a smooth function on an interval [x, y], then there is a point z in the interval such that f'(z)(y-x) >f(y)-f(x).
The extension of this result to more than one dimension is straightforward; [x, y] is then a line segment and we have the inequality ( 
1.1) (f'(z),y-x)>f(y)-f(x).
However, a result such as this remains essentially one-dimensional, or unidirectional. Our purpose is to estimate the rate of growth in multiple directions simultaneously. Let X and Y he compact subsets of R" and f a smooth function on R" . Suppose for simplicity that / equals 1 on y and 0 on X. Then for any x £ X, y £ Y, it follows from the inequality (1.1) cited above that for some point zXiy in the segment [x, y] one has (1.2) (f(zx,y),y-x)>l.
But we will show that when X and Y are convex, there is a single point z which fills the role of zx>y in (1.2) for all pairs (x, y); the point z lies in the convex hull of XUY, which we denote [X, Y]. We remark that the convexity of X and Y cannot simply be deleted in obtaining this conclusion. For example, if in R" we take X = {0} and Y = the unit sphere, and if / is a function which vanishes at 0 and is equal to 1 on the sphere, the uniform inequality cited above becomes (f'(z), y) > 1 for all unit vectors y , which is clearly impossible. Theorem 2.1 of the following section does not require that / be constant on X and on Y. For example, when X and Y are compact it implies that for some z in the "interval" [X, Y], one has (1.3) (f'(z) ,y-x) > min / -max / for all x£X, y £Y.
Further, X and Y need not be disjoint nor finite-dimensional. For example, let us set X = Y = the closed unit ball B in a Banach space. By taking y -x to be an appropriate negative multiple of f'(z) in an extended form of (1.3), we obtain from Theorem 2.1 below the estimate
for any continuously differentiable function /. We do not know whether ( 1.4) has been noted previously, but it serves to illustrate the deeper level of information contained in our theorem as compared to the classical unidirectional results.
The theorem is discussed and proved in the following sections, together with some variants. In a subsequent and more technical article we shall develop the applications in nonsmooth analysis and partial differential equations that were the original motivation for this work. We now derive a result that is closer to the usual mean value theorem. To state it, we define two functions on E* : 5(0 := max{(C, y -x) : x £ X, y £ Y} , s(i):=min{(Ç, y-*):*€*, y £ Y}.
Note that when X, Y are singletons {x}, {y} , then s(Q = S(Ç) = (Ç, x -y). We nominate the following as "multidirectional mean value theorem". Proof. By an evident limiting procedure in which the e of the theorem goes to zero, there is a point z such that
Similarly, we obtain a point w satisfying
It follows from the intermediate value theorem that some point u between z and w satisfies (2.3). D When X and Y are singletons {x}, {y} , it is evident that (2.3) reduces to the classical equality
In contrast to this classical unidirectional case, it is not always possible, however, to affirm (2.3) for some z lying in the relative interior of [X, Y]. We illustrate by a counterexample. Example 2. In two dimensions, we define
AT ={(0,0)}, r = {(l,u):0<t;<l}.
Then / is continuously differentiable, equal to 0 on X, and to 1 on Y. Theorem 2.1 implies that for some (z, w) in the (closed) triangle formed by taking the convex hull of XöY, one has
We shall see that (z, w) cannot lie in the relative interior of the triangle. We have an open covering {U(z)}zeE of E. Since a Banach space is paracompact, there is a locally finite refinement {Va}aeA of this covering (see for example [3] ). Thus for each a there exists a point za suchthat Va is contained in U(za). Also, for each z, the set of a for which z £ Va is finite. We now use a classical construction to define a certain partition of unity. But y(z) is a finite convex combination of such points (xZa ,yZa), and Y(z) is convex. This establishes (3.1) and completes the proof of the lemma. D
We now suppose that X is compact; the case in which Y is compact is handled by simply switching the roles of X and Y in what follows. We pause to prove an apparently novel "geometric controllability" result that may be of independent interest. Lemma 3.2. Let u and v be locally Lipschitz mappings from E to X and Y respectively, where X is compact. Then there exists a solution z on [0, 1] of the differential equation
such that for each t £ [0, I], z(t)£tY + (l-t)X. Proof. Since u and v are bounded, it is well known [2] that for any x, there is a unique solution z defined on [0, oo) of (3.5) with initial condition z(0) = x , in the sense that there is a Bochner integrable function z for which (3.5) holds, and such that for all t > 0, (f'(z),y-x) <A (i.e., strict inequality in each component). We deduce r < A, by an obvious adaptation of the proof. This rather indirect statement is equivalent to that of the theorem when m = 1.
TWO VARIANTS OF THE THEOREM
We now present two extensions of the theorem which weaken in turn the smoothness and convexity requirements of Theorem 2.1. For the first, we recall two notions from nonsmooth analysis [1] .
Let / : E -> R be a locally Lipschitz function defined on a Banach space E. The generalized directional derivative at x in direction v is given by The analogous corollaries to those of Section 2 can be derived in the nonsmooth setting above; we limit ourselves here to stating just one. which as before can be supposed finite. The proof then proceeds along the same lines as before. In the final phase, we arrive at a smooth function z(t) such that (Dtp(z(t)Yf'(cp(z(t))),z(t)) <M + e'.
Integration and the chain rule give f(tp(z(l)))-f(cp(z(0))) <M + e', which yields the conclusion of Theorem 4.2. D Remark. The proof technique adapts easily to the case in which cp(t, z) depends on the real parameter t. In this nonautonomous setting, the conclusion of the theorem becomes inf /-sup f< (f'(tp(t,z)),tp't(t,z)) P(l> Y) <p(0,X) + (Dcp(t,zYf'(cp(t,z)),y-x)+e Vx£X,y£Y, where cp't denotes the i-derivative. We omit the details. It is possible to combine simultaneously the two extensions of this section; here is an example whose proof is omitted. We obtain the next result by applying Corollary 4.1 to the (nonsmooth, globally Lipschitz) function f(z) := d9(X)(z) (distance to the set tp(X)) and upon noting that any element of df has norm at most 1. 
