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Abstract
We consider a discrete-time Markov decision process with Borel state and action spaces. The
performance criterion is to maximize a total expected utility determined by unbounded return
function. It is shown the existence of optimal strategies under general conditions allowing the
reward function to be unbounded both from above and below and the action sets available at
each step to the decision maker to be not necessarily compact. To deal with unbounded reward
functions, a new characterization for the weak convergence of probability measures is derived.
Our results are illustrated by examples.
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1 Introduction
In this paper, our objective is to provide sufficient conditions for the existence of optimal strategies
in dynamic programming decision models under the expected total reward criterion. The model
under consideration is rather general since the reward function may be unbounded both from above
and below and the action sets available at each step to the decision maker may not be necessarily
compact.
Typically, here is an example of model we are able to handle. Roughly speaking, the state space
is given by X = [0, 1], the action space is A = {1, 2, . . .} and the reward function r satisfies
r(x, a) =

0 if (x, a) ∈ {0} ×A
1
a2
1√
x
I]0,1/2](x)− a 1√1−xI]1/2,1[(x) if (x, a) ∈]0, 1[×A
−∞, if (x, a) ∈ {1} ×A.
Observe that this reward function is not upper semicontinuous nor bounded from above. Moreover,
it can actually takes the −∞ value. This example will be described in details in Section 5. As
far as we know, such example does not satisfy the standard conditions of the literature see, for
instance, the references [1, 2, 11, 13, 14].
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Several approaches have been proposed in the literature to study the existence of optimal
strategies for discrete-time Markov decision processes under the total expected utility criterion with
unbounded reward function. A possible method is based on the analysis of the so-called dynamic
programming equation, see for example [3, 5, 13] for general results in this direction. In addition,
the total reward criterion can be seen as a special case of the so-called expected utility criteria as
studied for example in [9]. In our paper, we use a different approach following the line of the works
developed in [1, 2, 11, 13, 14] that, roughly speaking, consists in finding a suitable topology on the
set of strategic probability measures to ensure that this set is compact and the expected reward
functional is semicontinuous. This technique is quite classical in the literature. In the context of
compact action sets, it has been studied by many authors, see e.g. [1, 11, 13, 14]. In [2], this method
has been generalized to the case of possible non-compact action sets by introducing the so-called
strong coercivity condition on the reward function. A key condition used in all the aforementioned
works [1, 2, 11, 13, 14] is to consider the reward function being bounded from above (or equivalently,
bounded from below for a cost function). However, it has been emphasized in [6, 7, 10] (and the
references therein) that many real models do not satisfy such property, in particular in economy
where the utility function may be logarithmic and may take the value −∞ for some states (see
example 2 in [7]). Recently, new sets of conditions have been studied in [6, 7, 10] to deal with
Markov decision processes and in [8] for min-max games generalizing the so-called weighted norm
approach due to Wessels [15]. Roughly speaking the authors provide existence results based on
the analysis of the Bellman optimality equation. In this paper, redwe used another approach and
follow the line developed in [2] to show the existence of optimal strategies in the general framework
of unbounded reward function and so generalizing the results of [2]. Moreover, it will be shown
that the assumptions proposed in [7] satisfy our new set of hypotheses.
In order to deal with unbounded reward functions, we have derived a new characterization for
the weak convergence of probability measures. We show that the determining class of test functions
for weak convergence, usually the set of continuous and bounded functionals, can be relaxed to the
set of not everywhere bounded and upper semicontinuous functions. Such a relaxation on the
boundedness condition have also been considered in [16] but in keeping a continuity hypotheses.
The rest of the paper is organized as follows. In Section 2, we define the control model. Section 3
studies weak convergence of probability measures with not everywhere bounded and semicontinuous
test functions. In Section 4 we state our assumptions and establish the existence of optimal policies.
Finally, Section 5 is dedicated to the presentation of examples illustrating our results.
2 Description of the control problem
2.1 Basic notations
First of all, we introduce the following notations and terminology.
We write N for the set of integers, that is, N = {0, 1, 2, . . .}, N∗ = N \ {0} for the set of positive
integers, R for the set of real numbers, R = R ∪ {−∞,+∞} for the set of extended real numbers.
Given a topological space Z, we say that a function f : Z → R is upper semicontinuous
(respectively, upper semicompact) on Z if {z ∈ Z : f(z) ≥ β} is a closed (respectively, relatively
compact) set of Z for every β ∈ R. By C(Z) we will denote the family of real-valued functions on
Z which are bounded and continuous.
Recall from [2] that, for two metric spaces Y and Z and a subset B of Y × Z, a function
u : B → [−∞,+∞) is said to be strongly coercive on B if for every sequence {(yk, zk)}k∈N in B,
such that yk → y∗ for some y∗ ∈ Y and β = limk u(yk, zk) > −∞, there exists a subsequence
2
{zkj} of {zk} and z∗ ∈ Z such that zkj → z∗, (y∗, z∗) ∈ B and u(y∗, z∗) ≥ β. As a direct
consequence of the definition, strongly coercive functions are upper semicontinuous. However,
it is not hard to exhibit upper semicontinuous fonctions which are not strongly coercives. This
definition of strongly coercivity is consistent with the notion of coercivity in the literature. Indeed,
if u : Y × Z → [−∞,+∞) is strongly coercive with (Z, ‖ · ‖) a normed vector space, then, for any
y ∈ Y , we have lim
‖z‖→∞
u(y, z) = −∞.
We use the symbol f+ (respectively f−) to denote the positive part (respectively, negative part)
of a function f : Z → R.
The Borel σ-algebra of Z is denoted by B(Z). The set of probability measures on (Z,B(Z)) is
denoted by P(Z). In this work, P(Z) will be considered as a topological space equipped with the
weak topology. If µ is a measure on Z1 × Z2 then µ|Z1 denotes the marginal of the measure µ on
Z1.
A Borel subset of a complete and separable metric space is called Borel space. If Z1 and Z2 are
two Borel spaces and Q is a stochastic kernel on Z2 given Z1, then, for a function v : Z2 → R, we
define Qv : Z1 → R as
Qv(z1) :=
∫
Z2
v+(z2)Q(dz2|z1)−
∫
Z2
v−(z2)Q(dz2|z1),
provided that one of the two terms in the right member of the previous equation is finite. For a
measure µ on Z1, we denote by µQ the measure
∫
Z1
Q(·|z1)µ(dz1) on Z2.
2.2 The control model.
Let us consider the standard discrete-time non-stationary control model:({Xt}t∈N∗ , {At}t∈N∗ , {Ψt}t∈N∗ , {Qt}t∈N∗ , {rt}t∈N∗ , ν)
consisting of:
(a) A sequence of Borel spaces {Xt}t∈N∗ where Xt is the state space at time t ∈ N∗.
(b) A sequence of Borel spaces {At}t∈N∗ where At represents the control or action set at time t.
For notational convenience, we introduce recursively the set Ht of histories up to time t by
defining H1 = X1 and Ht+1 = Ht×At×Xt+1 for t ≥ 1. The set of histories will be denoted
by H∞ =
∏
t∈N∗ Xt ×At.
(c) A sequence of multifunctions {Ψt}t∈N∗ defined recursively by setting Ψ1 : X1 → 2A1\{∅} and
Ψt : Kt−1 × Xt → 2At\{∅} for t ≥ 2 where Kt ⊂ Ht × At denotes the graph of Ψt. It
is assumed that Kt ∈ B(Ht × At). The set Ψt(ht) for any ht ∈ Kt−1 × Xt (by a slight
abuse of notation K0 ×X1 means X1) is the set of available actions the decision maker can
choose knowing the admissible history ht up to time t. By Ht we denote the set of admissible
histories up to time t, that is Ht = Kt−1 ×Xt for t ∈ N∗.
(d) A sequence of stochastic kernels {Qt}t∈N∗ on Xt+1 given Kt, which stands for the transition
probability function from time t to time t+ 1.
(d) The reward function rt : Kt → [−∞,+∞[ at step t for t ∈ N∗.
(f) Finally, a probability measure ν on (X1,B(X1)) describing the initial distribution of the
process.
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A control policy (a policy, for short) is a sequence π = {πt}t∈N of stochastic kernels πt on At given
Ht such that πt(Ψt(ht)|ht) = 1 for any ht ∈Ht. Let Π be the set of all policies.
To state the optimal control problem we are concerned with, we introduce the canonical space
(Ω,F) consisting of the set of sample paths Ω = H∞ and the associated product σ-algebra F . The
projection from Ω to the t-th state space and the t-th action space are denoted by Xt and At. That
is, for
ω = (y1, b1, . . . , yt, bt . . .) ∈ Ω we have Xt(ω) = yt and At(ω) = bt
for t ∈ N∗. Consequently, {Xt}t∈N∗ is the state process and {At}t∈N∗ is the control process. For
notational convenience, we will write Ht = σ{X1, A1, . . . ,Xt−1, At−1,Xt} for t ≥ 2 and H1 =
σ{X1}. It is a well known result that for every policy π ∈ Π and any initial probability measure ν
on (X1,B(X1)) there exists a unique probability measure P
π on (Ω,F) such that the marginal of
P
π on Ht ×At denoted by Pπ|Ht×At satisfies Pπ|Ht×At(Kt) = 1, for any t ∈ N∗ and
P
π(X1 ∈ B) = ν(B), for B ∈ B(X1),
P
π(Xt+1 ∈ C|Ht ∨ σ{At}) = Qt(C|X1, A1, . . . ,Xt−1, At−1,Xt, At) for C ∈ B(Xt+1),
P
π(At ∈ D|Ht) = πt(D|X1, A1, . . . ,Xt−1, At−1,Xt) for D ∈ B(At),
P
π − a.s., for any t ∈ N∗.
We refer to Pπ as the strategic probability measure generated by the policy π. Observe that we
have chosen to drop in the notation of Pπ its dependence with respect to the initial distribution
ν ∈ P(X1). The expectation with respect to Pπ is denoted by Eπ. Let S be the family of strategic
probability measures, that is,
S = {Pπ : π ∈ Π} ⊆ P(Ω). (2.1)
Statement of the control problem.
The expected reward functional J : S → [−∞,+∞[ is defined by
J (Pπ) =
∞∑
t=1
∫
Kt
r+t (Ht, At)dP
π
|Ht×At −
∞∑
t=1
∫
Kt
r−t (Ht, At)dP
π
|Ht×At
where Pπ ∈ S and by convention (+∞)− (+∞) = −∞.
The optimal control problem we consider consists in maximizing the expected reward J over
the set of strategic probability measures S.
3 Weak convergence with not everywhere bounded and semicon-
tinuous functions
By definition, a sequence of probability measures (µn) on a metric space Y converges weakly towards
a measure µ if for any u ∈ C¯(X),
lim
n→∞
∫
Y
udµn =
∫
Y
udµ.
It is well known that by Alexandroff’s theorem, also known as Portmanteau’s theorem, see [4,
Corollary 8.2.5], the condition of continuity for the class of test functions u can be relaxed to
semicontinuity. Weak convergence of µn towards µ is thus equivalent to the fact that
lim
n→∞
∫
Y
udµn ≤
∫
Y
udµ
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for any upper semicontinuous function u which is bounded from above. The boundedness condition
can itself be relaxed to some kind of uniform integrability for the test functions, see e.g. [16]. For
instance, let us rewrite [16, Theorem 2] in our setting.
Theorem 3.1 ([16]) A sequence (µn) of probability measures on a metric space Y converges weakly
towards a probability measure µ if and only if, for any continuous function u which is asymptotically
uniformly integrable, that is
∀ǫ > 0, ∃nǫ ∈ N, Cǫ > 0, ∀n ≥ nǫ,
∫
{|u|≥Cǫ}
|u|dµn < ǫ,
we have
lim
n→∞
∫
Y
udµn =
∫
Y
udµ.
We propose here an approach allowing to relax both everywhere semicontinuity and boundedness
conditions.
Theorem 3.2 A sequence (µn) of probability measures on a metric space Y converges weakly to-
wards a probability measure µ if and only if, for any function u : Y → [−∞,+∞[ satisfying the
following conditions:
• u+ is integrable with respect to µ: ∫
Y
u+dµ < +∞; (3.2)
• for any ǫ > 0, there exists a closed subset Yǫ of Y satisfying
sup
n
∫
Y \Yǫ
[u+ ∨ 1]dµn < ǫ; (3.3)
• the restriction of u on Yǫ is upper semicontinuous and bounded above;
we have,
lim
n→∞
∫
Y
udµn ≤
∫
Y
udµ. (3.4)
Proof: The only if part is obvious from Alexandroff’s Theorem. Let us consider the if part. From
(3.3), we have sup
n
∫
Y
u+dµn < +∞ and so,
∫
Y
udµn is well defined for any n ∈ N. For ǫ > 0,
consider Yǫ satisfying the hypotheses. Write uǫ(y) = u(y) ∧Mǫ where Mǫ = supYǫ u+. We have∫
Y
udµn =
∫
{u+≤Mǫ}
uǫdµn +
∫
{u+>Mǫ}
u+dµn.
Observe now that {u+ > Mǫ} ⊂ Y \ Yǫ and uǫ ≡Mǫ on {u+ > Mǫ} showing∫
Y
udµn ≤
∫
Y
uǫdµn +
∫
Y \Yǫ
u+dµn.
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Therefore, equation (3.3) implies ∫
Y
udµn ≤
∫
Y
uǫdµn + ǫ
for any ǫ > 0. Clearly, by using the hypotheses, for any η > 0 there exists a closed subset Zη of Y
such that the restriction of uǫ on Zη is upper semicontinuous and supn µn(Y \ Zη) < η. Moreover,
uǫ is clearly bounded above on Y and so uǫ satisfies the conditions of Lemma 2.4 in [1] whose proof
is detailed in Appendix A, implying lim
n→∞
∫
Y
uǫdµn ≤
∫
Y
uǫdµ. Therefore,
lim
n→∞
∫
Y
udµn ≤
∫
Y
uǫdµ+ ǫ.
Now, it follows from (3.2) that
∫
Y
udµ is well defined and since uǫ ≤ u we get
lim
n→∞
∫
Y
udµn ≤
∫
Y
udµ+ ǫ
for any ǫ > 0, showing the result. ✷
Clearly, the condition (3.3) may be relaxed to the existence, for any ǫ > 0, of a closed subset
Yǫ and an integer nǫ such that
sup
n≥nǫ
∫
Y \Yǫ
[u+ ∨ 1]dµn < ǫ.
Then, it is not hard to see that the latter condition plus the fact that u is upper semicontinuous
and bounded from above on Yǫ implies the asymptotic uniform integrability of u, and the latter
condition is thus somehow stronger in this sense than asymptotic uniform integrability. But in
our case, u is semicontinuous only on a subset Yǫ, making, in this sense, the set of conditions of
Theorem 3.2 weaker than the conditions in Theorem 3.1.
The following result is a direct consequence of Theorem 3.2.
Corollary 3.3 Let Y be a metric space. Consider a subset P of P(Y ) and a function u on Y
satisfying
• for any ǫ > 0, there exists a closed subset Yǫ of Y such that
sup
P∈P
∫
Y \Yǫ
(u+ ∨ 1)dP < ǫ,
• the restriction of u to Yǫ is upper semicontinuous and bounded above.
Then, the function P→
∫
Y
udP defined on P is upper semicontinuous and bounded above.
4 Existence result under general conditions
We start this section with the introduction and a discussion of the assumptions under consideration
in this work. Then, we will prove the existence of an optimal control strategy for the model
presented in section 2.
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Assumption A.
(A.1) The following condition holds:
lim
n→∞ supp≥n
sup
π∈Π
[ p∑
t=n
E
π
[
rt(Ht, At)
]]+
= 0.
(A.2) For any t ∈ N∗, g ∈ C(Xt+1) and ǫ > 0 there exists Cǫ a closed subset of Kt satisfying
sup
π∈Π
E
π
[
IKt\Cǫ(Ht, At)
]
< ǫ
and such that the real-valued mapping defined on Cǫ by (x1, a1, . . . , xt, at)→ Qtg(x1, a1, . . . , xt, at)
is continuous.
Assumption B. For any t ∈ N∗, ǫ > 0 there exists Kǫ, a closed subset of Ht, satisfying
sup
π∈Π
E
π
[
IHt\Kǫ(Ht)
[
1 ∨ r+t (Ht, At)
]]
< ǫ (4.5)
and such that the restriction of rt to [Kǫ ×At] ∩Kt is strongly coercive and bounded above.
Remark 4.1 Discussion of the hypotheses.
(a) Assumption (A.1) is the so-called Condition (C) in Scha¨l’s papers [12, 13]. It is slightly weaker
than Condition (A3) in Balder’s result [2], see also the discussion in [9, Remark 6.11].
(b) Assumption (A.2) is a standard condition, see for example Condition (C2) in [1] and also
Condition (A1) in [2]. Specific conditions that can be expressed in terms of the primitive data
of the model and implying Assumption (A.2) are presented in [1, Section 3].
(c) The condition (4.5) in Assumption B is new and generalizes condition (A2) in [2] to the case
where the reward function may not be bounded above. Observe that in [1, 2, 12, 13] the reward
functions are bounded above. In [7], the authors studied a discounted Markov decision process
on general state and action spaces with possibly unbounded reward function with application
to economic models. We will show in Section 5.2 that the approach presented in [7] can be
easily embedded into our framework. Moreover, our condition (4.5) incorporates the case of
history-dependent action spaces contrary to the framework discussed in [2].
(d) It can be shown easily that the following set of conditions implies that Assumption B holds.
There are written explicitly in terms of the parameters of the model which makes them easier
to check than Assumption B, as outlined in Section 5.1 through an example:
(i) For any t ∈ N∗, there exists a R+ ∪{+∞}-valued measurable mapping Φt defined on Ht
satisfying
sup
at∈Ψt(ht)
[
1 ∨ r+t (ht, at)
] ≤ Φt(ht). (4.6)
(ii) For any ǫ > 0, there exists Kǫ a closed subset of X1, satisfying∫
X1\Kǫ
Φ1(x1)ν(dx1) < ǫ (4.7)
and such that the restriction of r1 to [Kǫ × A1] ∩ K1 is strongly coercive and bounded
above.
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(iii) For any t ∈ N∗ and ǫ > 0, there exists Kǫ a closed subset of Ht+1, satisfying
sup
(ht,at)∈Kt
∫
Xt+1
IHt+1\Kǫ(ht, at, xt+1)Φt+1(ht, at, xt+1)Qt(dxt+1|ht, at) < ǫ (4.8)
and such that the restriction of rt+1 to [Kǫ×At+1]∩Kt+1 is strongly coercive and bounded
above.
(e) Observe that Assumption (A.2) is related to the family of transition kernels {Qt}t∈N∗ and
states roughly speaking that Qt is weakly continuous on a closed subset of Kt for t ∈ N∗ while
Assumption B is associated with the reward functions {rt}t∈N∗ and imposes that rt is strongly
coercive on a closed subset of Ht for t ∈ N∗. We would like to emphasize that the closed sets
involved in Assumption (A.2) and B are different by definition since in Assumption (A.2) it is
a closed subset of Kt while in Assumption B it is a closed subset of Ht.
(f) From Assumption B, it follows that for any t ∈ N∗,
sup
P∈S
∫
Kt
r+t (Ht, At)dP|Ht×At ≤ sup
P∈S
∫
[Kǫ×At]∩Kt
r+t (Ht, At)dP|Ht×At + ǫ
for some ǫ > 0 and a closed set Kǫ in Ht. However, rt is bounded above on [Kǫ×At]∩Kt and
so, sup
P∈S
∫
Kt
r+t (Ht, At)dP|Ht×At <∞.
Proposition 4.2 Suppose Assumptions A and B hold. The mapping J is upper semicompact.
Proof: We have to show that for any β ∈ R, the set {P ∈ S : J (P ) ≥ β} is relatively compact
in S for the weak topology. We will proceed along the line described in [2, Lemma 4.2] to show
the result. The main difference is that in our case, the reward function is not necessarily bounded
above and that the action sets are history-dependent leading to the introduction of a new set of
conditions given by Assumption B.
There exist compact sets X̂t and Ât such that Xt ∈ B(X̂t) and At ∈ B(Ât) for t ∈ N∗.
Equipped with the weak topology, P(H∞) and S are topological subspaces of the compact space
P(Ĥ∞) where Ĥ∞ =
∏
t∈N∗ Xt × At. Consider {Pj}j∈N a sequence in {P ∈ S : J (P) ≥ β} ⊂
P(Ĥ∞). Since P(Ĥ∞) is compact, there exists a subsequence of {Pj}j∈N (still denote by {Pj}j∈N)
that converges to P∞ ∈ P(Ĥ∞). In order to get the the result, it is sufficient to show that P∞ ∈ S
or equivalently that P∞|X̂1 = ν and for any k ∈ N∗
P∞|Ĥk×Âk(Kk) = 1, (4.9)
P∞|Ĥk+1 = P∞|Ĥk×ÂkQk. (4.10)
Clearly, we have P∞|X̂1 = ν. The other two equalities will be shown by induction. Let us assume
that (4.9) and (4.10) hold for k ∈ {1, . . . , t− 1}.
Let us first show that P∞|Ĥt×Ât(Kt) = 1. To do so, it is sufficient to prove, for the function
v : Ht × Ât → [−∞,+∞[ defined by v = rt ∧ 0 on Kt and v = −∞ otherwise, that∫
Ht×Ât
vdP∞|Ĥt×Ât > −∞.
Indeed, in such a case, the probability measure P∞|Ĥt×Ât is necessarily supported by Kt.
8
For ǫ > 0, let us denote by Kǫ the closed subset of Ht satisfying Assumption B and write
Zǫ = [Kǫ ×At] ∩Kt. By hypothesis, rt|Zǫ is strongly coercive and so is
[
rt|Zǫ
]
Kǫ×Ât where[
rt|Zǫ
]
Kǫ×Ât =
{
rt on Zǫ,
−∞ on (Kǫ × Ât) \ Zǫ.
Now, observe that v|Kǫ×Ât =
[
rt|Zǫ
]
Kǫ×Ât ∧ 0. Thus, by items (i) and (iii) of Proposition 2.2 in [2],
it follows that v|Kǫ×Ât is strongly coercive and so, upper semicontinuous.
By the induction hypothesis, we easily obtain that P∞|Ĥt×Ât(Ht × Ât) = 1. Recalling that for
any j ∈ N∗, P
j|Ĥt×Ât(Ht × Ât) = 1, we get that the restriction of Pj|Ĥt×Ât to Ht × Ât converges
weakly to the restriction of P∞|Ĥt×Ât to Ht × Ât. Now, combining the Portmanteau theorem
and (4.5), it follows that P∞|Ĥt×Ât
(
(Ht \ Kǫ) × Ât
) ≤ lim
j→∞
P
j|Ĥt×Ât
(
(Ht \ Kǫ) × Ât
)
< ǫ since
Kǫ is a closed subset of Ht. Therefore, we can apply Corollary 3.3 to the function v and the
set of probability measures given by the restriction of P
j|Ĥt×Ât to Ht × Ât with j ∈ N ∪ {∞}.
We obtain lim
j→∞
∫
Ht×Ât
vdPj|Ĥt×Ât ≤
∫
Ht×Ât
vdP∞|Ĥt×Ât . However, recalling that J (Pj) ≥ β
we get with Assumption (A.1) that β ≤ J (Pj) ≤ Jt(Pj) + 1. From Remark 4.1.(f), it implies
that inf
j∈N
∫
Ht×Ât
(rt ∧ 0)dPj|Ĥt×Ât > −∞. Therefore,
∫
Ht×Ât
vdP∞|Ĥt×Ât > −∞ showing that
P∞|Ĥt×Ât(Kt) = 1 by definition of v, as required.
Now, following exactly the same arguments as in the second part of the proof of Theorem 2.1
in [1] and using Assumption (A.2), we obtain that (4.10) is valid for k = t, giving the last part of
the result. ✷
Proposition 4.3 Suppose Assumptions (A.1) and B hold. The mapping J is upper semicontinu-
ous.
Proof: Consider t ∈ N∗ and ǫ > 0. According to Assumption B there exists Kǫ, a closed subset of
Ht, such that the restriction of rt to Zǫ = [Kǫ ×At] ∩Kt is strongly coercive and bounded above
and sup
π∈Π
∫
Kt\Zǫ
[
1 ∨ r+t (Ht, At)
]
dPπ|Ht×At < ǫ. By item (i) of Proposition 2.2 in [2], the restriction
of rt to Zǫ is upper semicontinuous. Observe that Zǫ is a closed subset of Kt. Therefore, from
Corollary 3.3 we obtain that the mapping defined on S by P →
∫
Kt
rt(Ht, At)dP
π
|Ht×At is upper
semicontinuous and bounded above. Now, taking into account Assumption (A.1), an application
of Proposition 10.1 in [12] gives the result. ✷
We are now able to state our main result.
Theorem 4.4 Suppose that Assumptions A and B hold and that there exists a strategic probability
measure Pm ∈ P such that J (Pm) > −∞. Then there exists a policy π∗ ∈ Π such that
sup
P∈P
J (P ) = J (P π∗).
Proof: From Proposition 4.2, J is upper semicompact and so, the set {J ≥ J (Pm)} is relatively
compact. The map J being also upper semicontinuous according to Proposition 4.3, it admits a
maximum on the compact set given by the closure of {J ≥ J (Pm)} and the result follows. ✷
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5 Examples
This section provides examples illustrating our results. The first example described a controlled
model for which the reward function is unbounded and not strongly coercive on its domain of
definition and takes the value −∞. It is shown that this model satisfies our assumptions.
A set of hypotheses has been introduced in [7] to ensure in particular the existence of an optimal
policy for Makov decision processes with unbounded rewards. It is shown in the second example
that our conditions are satisfied in such a setting. Moreover, we would like to emphasize that this
set of conditions is satisfied for a large class of economical models as described in [7, Section 5].
For the sake of completeness we describe one of such model at the end of the Section 5.2.
5.1 An example with unbounded and non strongly coercive reward function
We consider a model with state space Xt = [0, 1] and action space At = N
∗. Let us introduce
A(x) =
{
{1, . . . , p} if x ∈ [0, 1/2]
N
∗ if x ∈]1/2, 1],
for some p ∈ N∗. The sequence of multifunctions {Ψt}t∈N∗ are defined recursively by setting
Ψ1 : X1 → 2A1\{∅} with Ψ1(x) = A(x) and Ψt : Kt−1 × Xt → 2At\{∅} for t ≥ 2 given by
Ψt(x1, a1, . . . , xt−1, at−1, xt) = A(xt) where Kt ⊂ Ht ×At denotes the graph of Ψt. The transition
probability function from time t to time t+ 1 is
Qt(dy|x1, a1, . . . , xt−1, at−1, xt, at) = β(t+ xt/at, 5/2)(dy)
where β(α1, α2) denotes the beta probability distribution on [0, 1] with parameters (α1, α2) ∈ R2+.
The reward functions we consider are given by
rt(x1, a1, . . . , xt−1, at−1, xt, at) =

0 if (xt, at) ∈ {0} × N∗
1
a2t
1√
xt
I]0,1/2](xt)− at 1√1−xt I]1/2,1[(xt) if (xt, at) ∈]0, 1[×N
∗
−∞, if (xt, at) ∈ {1} × N∗.
The initial probability measure ν is β(1, 2).
Observe that the reward function is unbounded, takes the value −∞ and is not upper semicon-
tinuous at point (x1, a1, . . . , xt−1, at−1, 0, at) ∈ Ht and therefore not strongly coercive. Moreover,
the action sets available at each step to the decision maker are not compact. Let us show that
Assumptions A and B are satisfied. To check that Assumtpion B holds, we will use the approach
developed in Remark 4.1(d). For any positive integer t ≥ 1 and ht = (x1, a1, . . . , xt) ∈Ht, we set
Φt(ht) = I{0}(xt) +
1√
xt
I]0,1/2](xt) + I]1/2,1](xt). (5.11)
This measurable function satisfies, for any ht ∈Ht,
sup
at∈Ψt(ht)
[
1 ∨ r+t (ht, at)
] ≤ Φt(ht). (5.12)
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We have that for any positive integer t ≥ 2, ǫ ∈ [0, 1/2], γ ∈ [0, 1/2] and any (ht−1, at−1) ∈ Kt−1,∫
Xt
IKt−1×([0,ǫ[∪]1/2,1/2+γ[)(ht)Φt(ht)Qt(dxt|ht−1, at−1)
≤
∫
]0,ǫ[
1√
y
Qt(dxt|ht−1, at−1) +Qt(]1/2, 1/2 + γ[|ht−1, at−1)
≤ 1
B(t+ xt−1/at−1, 5/2)
[ ∫
]0,ǫ[
1√
y
yt−1dy +
∫
]1/2,1/2+γ[
yt−1dy
]
≤ 1
B(t+ 1, 5/2)
[ 1
t− 1/2ǫ
t−1/2 +
1
t
[
(1/2 + γ)t − (1/2)t]]
≤ Kt
7/2
t− 1/2
[
ǫt−1/2 +
[
(1/2 + γ)t − (1/2)t]], (5.13)
for some positive constant K and where B(α1, α2) denotes the beta function with parameters
(α1, α2) ∈ R2+. For t = 1, similar calculations lead to∫
X1
I[0,ǫ[∪]1/2,1/2+γ[(x1)Φ1(x1)ν(dx1) ≤ ν(]1/2, 1/2 + γ[) +
2
B(1, 2)
√
ǫ
(
1− ǫ/3). (5.14)
Using equation (5.11) and choosing ǫ = 1/2 and γ = 0 in equation (5.13), we can show that for
t ≥ 2 and any policy π ∈ Π,
E
π
[
r+t (Ht, At)
] ≤ Eπ[I[0, 1
2
](Xt)
[
1 ∨ r+t (Ht, At)
]] ≤ Kt7/2
t− 1/2(1/2)
t−1/2 ≤ ct5/22−t
for some positive constant c and so, Assumption (A.1) is satisfied since the series with main term
t5/22−t is convergent. Clearly, Assumption (A.2) is satisfied.
Now, regarding Assumption B, let us consider t ∈ N∗ and Kǫ defined by Kt−1× ([ǫ, 1/2]∪ [1/2+
ǫ, 1]) (with the slight abuse of notation K0 × ([ǫ, 1/2] ∪ [1/2 + ǫ, 1]) means [ǫ, 1/2] ∪ [1/2 + ǫ, 1]) a
closed subset of Ht for any ǫ ∈]0, 1/4]. By using equations (5.13) and (5.14), the set Kǫ satisfies,
for t ≥ 2,
lim
ǫ→0
sup
(ht−1,at−1)∈Kt−1
∫
Xt
IHt\Kǫ(ht)Φt(ht)Qt(dxt|ht−1, at−1) = 0,
and for t = 1, using equation (5.14)
lim
ǫ→0
∫
X1
I[0,ǫ[∪]1/2,1/2+ǫ[(x1)Φ1(x1)ν(dx1) = 0.
This shows the existence of a closed subset of X1 (respectively, Ht+1) satisfying condition (4.7)
(respectively, condition (4.8)). Now it remains to prove that the restriction of rt to [Kǫ×At]∩Kt is
bounded above and strongly coercive to get the sufficient conditions proposed for Assumption B, in
Remark 4.1(d). Clearly, the restriction of rt to [Kǫ×At]∩Kt is bounded above. Let us show that it
is strongly coercive. Indeed, for t ∈ N∗, let {gk, xk, ak}k∈N be a sequence in [Kt−1×([ǫ, 1/2]∪ [1/2+
ǫ, 1])×At] ∩Kt such that {(gk, xk)}k∈N converges to (g∗, x∗) ∈ Kt−1 × ([ǫ, 1/2] ∪ [1/2 + ǫ, 1]) as k
tends to infinity and lim
k→∞
rt(g
k, xk, ak) > −∞. Let us show that there necessarily exits a converging
subsequence {aφ(k)}k∈N of {ak}k∈N to a∗ such a∗ ∈ A(x∗) and lim
k→∞
rt(g
k, xk, ak) ≤ rt(g∗, x∗, a∗).
We first prove that there exists a subsequence {aφ(k)}k∈N of {ak}k∈N such that {aφ(k)}k∈N
converges towards some a∗ ∈ A(x∗) = N∗. Assume that x∗ is in [ǫ, 1/2]. Since {xk} is valued in
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[ǫ, 1/2]∪ [1/2+ ǫ, 1], this means that there is some k0 such that for any k ≥ k0 we have xk ∈ [ǫ, 1/2]
and thus
A(xk) = {1, . . . , p}.
Therefore, ak is in the compact set {1, . . . , p} for all k ≥ k0 and has a convergent subsequences to
some a∗ ∈ {1, . . . , p} = A(x∗).
Now, assume that x∗ is in [1/2 + ǫ, 1]. Since {xk}k∈N is valued in [ǫ, 1/2] ∪ [1/2 + ǫ, 1], this means
that there is some k0 such that for any k ≥ k0 we have xk ∈ [1/2 + ǫ, 1] and thus
A(xk) = N∗.
We proceed now by contradiction. Assume that for any subsequences {aφ(k)}k∈N of {ak}k∈N, either
{aφ(k)}k∈N diverges or it converges to some a∗ /∈ A(x∗) = N∗. Of course, the latter claim can
not happen: if the integer valued {aφ(k)}k∈N converges to some a∗, then, necessarily, a∗ ∈ N∗.
Thus, assume that any subsequences {aφ(k)}k∈N of {ak}k∈N diverges. This implies that the original
sequence goes to infinity. Then, since for any k ≥ k0 we have xk ∈ [1/2 + ǫ, 1],
rt(g
k, xk, ak) = −ak 1√
1− xk .
Therefore, lim
k→∞
r(gk, xk, ak) = −∞, showing a contradiction. Consequently, there exists a subse-
quence {aφ(k)}k∈N of {ak}k∈N such that {aφ(k)}k∈N converges towards some a∗ ∈ A(x∗) = N∗.
Now, in both cases, x∗ ∈ [ǫ, 1/2] or x∗ ∈ [1/2 + ǫ, 1], the upper semi-continuity of rt on
[Kt−1 × ([ǫ, 1/2] ∪ [1/2 + ǫ, 1]) ×At implies that lim
k→∞
rt(g
k, xk, ak) ≤ rt(g∗, x∗, a∗). Consequently,
the restriction of rt to [Kǫ ×At] ∩Kt is strongly coercive showing that Assumption B is satisfied.
5.2 A model by A. Jas´kiewicz and A. Nowak
The objective of this example is to show that our set of conditions are more general than those
introduced in [7] to study discounted Markov decision processes with unbounded (from above and
below) reward function. In [7], the authors consider the following discounted model with unbounded
rewards where X (respectively, A) is the Borel state (respectively, action) space. The decision maker
can choose the action in a compact set A(x) ⊂ A when the state process is in x ∈ X . The set
valued mapping ψ(x) = A(x) defined on X is assumed to be upper semicontinuous. The transition
probability denoted by q on X given the graph K of ψ is weakly continuous. The reward function is
given by βtu where the discount factor β ∈ (0, 1) and the reward function u is upper semicontinuous
on K. In addition to these classical hypotheses, it is assumed that there exists a sequence {Xj}j∈N
of non-empty Borel subsets of X satisfying X = ∪j∈NX˚j (where X˚j denotes the interior of Xj)
and from the set Xj only transitions to Xj+1 are allowed, in other words the transition kernel
q satisfies q(Xj+1|x, a) = 1 for any x ∈ Xj and a ∈ A(x). Moreover, the reward function u is
piecewise bounded on X , that is supx∈Xj supa∈A(x) u+(x, a) = mj < ∞ with
∑
t∈N β
tmj+t < ∞
for any j ∈ N. By using the dynamic programming approach, it is proved in Theorem 1 in [7],
the existence of an optimal policy which is stationary maximizing Eπ
[∑
t∈N β
tu(Xt, At)
]
over Π
when the initial distribution is degenerated to the point x ∈ X . It can be easily shown that the
previous model can be embedded to our framework by choosing a set Xj satisfying x ∈ Xj and
defining Xt = Xj+t−1 for t ∈ N∗, At = A and Ψ1 : X1 → 2A1\{∅} with Ψ1(x) = A(x) for any
x ∈ X1 and for t ≥ 2, Ψt : Kt−1 × Xt → 2At with Ψt(x1, a1, . . . , xt−1, at−1, xt) = A(xt) for any
(x1, a1, . . . , xt−1, at−1, xt) ∈ Kt−1 ×Xt and where Kt ⊂ Ht ×At denotes the graph of Ψt. In our
context, the stochastic kernel Qt on Xt+1 given Kt is defined by Qt(·|x1, a1, . . . , xt, at) = q(·|xt, at)
12
and the reward function is given by rt : Kt → [−∞,+∞[ with rt(x1, a1, . . . , xt, at) = βtu(xt, at) for
any (x1, a1, . . . , xt, at) ∈ Kt. Let us show that this model satisfies Assumptions A and B. Clearly,
we have
sup
p≥n
sup
π∈Π
[ p∑
t=n
E
π
[
rt(Xt, At)
]]+ ≤ ∞∑
t=n
βtmj+t
and so Assumption (A.1) is satisfied since
∑
t∈N β
tmj+t < ∞. Moreover, Hypothesis (A.2) holds
since the stochastic kernel q is weakly continuous. Finally, it is easy to show that Assumption B is
satisfied. Indeed, rt is upper semicontinuous implying that rt is strongly continuous on the graph
of Ψt since Ψt is upper semicontinuous with compact values. Now, by construction rt is bounded
above on Kt showing the claim.
To conclude this section, we present now an economic model borrowed from [7, Section 5,
Example 1]. We will show that Assumptions A and B hold for this example. Let X = [0,∞) be the
set of all possible capital stocks. The variable Xt represents a capital stock at the beginning of the
period t, during which a portion At ∈ A(Xt) = [0,Xt] of the capital is consumed. The evolution of
the capital stock is given, for t ∈ N, by
Xt+1 = (1 + ρ)(Xt −At) + Ξt, (5.15)
with initial condition X1. In the evolution equation (5.15), ρ > 0 is a constant rate of growth and
Ξt is a random income received in period t. The random variables {Ξt}t∈N∗ are assumed to be i.i.d.
with probability distribution µ supported by [0, z] for some z ≥ 1. The objective is to maximize the
expected total utility of consumption, given by rt(Xt, At) = (At)
σ with σ ∈ (0, 1). For a positive
real d > 0 and t ∈ N∗, introduce
Xt = [0, kt], A = X .
with kt = (1 + ρ)
td+ z(1 + ρ)[(1 + ρ)t−1 − 1]/ρ and
Qt(C|x, a) =
∫ z
0
IB((1 + ρ)(x− a) + ξ)µ(dξ),
where C ∈ B(Xt+1), x ∈ Xt and a ∈ A(x). Observe that the reward function rt is not bounded
from above on X × A. However, it has been shown in [7, Section 5, Example 1] that the set of
hypotheses introduced in [7] are satisfied provided that mt = k
σ
t and β(1 + ρ)
σ < 1. Therefore, by
applying the arguments developed in the previous paragraph, we can claim that Assumptions A
and B are satisfied.
A Appendix : Balder’s lemma
We detail here the proof of [1, Lemma 2.4], for the sake of clarity.
Lemma A.1 Let (µn) be a sequence of probability measures on a metric space Y converging weakly
to a probability measure µ. Consider a function u : Y → [−∞,+∞[, bounded from above, satisfying
the following conditions: for any ǫ > 0, there exists a closed subset Yǫ of Y such that
sup
n∈N
µn(Y \ Yǫ) < ǫ (A.16)
and the restriction of u on Yǫ is upper semicontinuous. Then,
lim
n→∞
∫
Y
udµn ≤
∫
Y
udµ. (A.17)
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Proof: Let us assume in a first step that u is also bounded from below. Let ‖u‖ = supY |u| and
define, for any ǫ > 0, the function
uǫ = uIYǫ − ‖u‖IY \Yǫ .
Let us show that uǫ is upper semicontinuous on Y . For β ∈ R, consider the level set
Aβ = {x ∈ Y : uǫ(x) < β} = {x ∈ Yǫ : u(x) < β} ∪ {x ∈ Y \ Yǫ : −‖u‖ < β}.
Our aim is to show that Aβ is open. If β ≤ −‖u‖, we clearly have Aβ = ∅ which is an open set.
Otherwise, we can write
Aβ = {x ∈ Yǫ : uǫ(x) < β} ∪ (Y \ Yǫ).
Since u is upper semicontinuous on Yǫ, the level set {x ∈ Yǫ : uǫ(x) < β} is open in Yǫ, and so there
exists an open set O of Y such that
{x ∈ Yǫ : uǫ(x) < β} = Yǫ ∩O.
Thus Aβ = (Yǫ ∩ O) ∪ (Y \ Yǫ). Let x ∈ Aβ. If x ∈ Y \ Yǫ, by the closedness of Yǫ, we can find
η > 0 such that B(x, η) ⊂ Y \ Yǫ ⊂ Aβ. Otherwise, x ∈ Yǫ ∩O. In this case, since x ∈ O which is
an open set, we can find η′ > 0 such that B(x, η′) ⊂ O. Then
B(x, η′)∩Aβ = [B(x, η′)∩Yǫ∩O]∪[B(x, η′)∩(Y \Yǫ)] = [B(x, η′)∩Yǫ]∪[B(x, η′)∩Y \Yǫ] = B(x, η′).
Thus B(x, η′) ⊂ Aβ showing that Aβ is open. This implies that uǫ is upper semicontinuous on Y .
Remark that
sup
n∈N
∣∣∣∣∫
Y
udµn −
∫
Y
uǫdµn
∣∣∣∣ ≤ 2ǫ‖u‖.
Now, using the fact that uǫ is upper semicontinuous and bounded on the whole space Y ,
lim
n→∞
∫
Y
udµn ≤ lim
n→∞
∫
Y
uǫdµn + 2‖u‖ǫ ≤
∫
Y
uǫdµ+ 2‖u‖ǫ ≤
∫
Y
udµ+ 2‖u‖ǫ,
showing the result.
In the case where u is no longer bounded from below, we introduce um = u ∨ (−m) for which the
previous step holds. Then, we apply the monotone convergence theorem to obtain the result. ✷
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