This paper discusses estimation of US in ‡ation volatility using time varying parameter models, in particular whether it should be modelled as a stationary or random walk stochastic process. Specifying in ‡ation volatility as an unbounded process, as implied by the random walk, con ‡icts with priors beliefs, yet a stationary process cannot capture the low frequency behaviour commonly observed in estimates of volatility. We therefore propose an alternative model with a change-point process in the volatility that allows for switches between stationary models to capture changes in the level and dynamics over the past forty years. To accommodate the stationarity restriction, we develop a new representation that is equivalent to our model but is computationally more e¢ cient. All models produce e¤ectively identical estimates of volatility, but the change-point model provides more information on the level and persistence of volatility and the probabilities of changes. For example, we …nd a few well de…ned switches in the volatility process and, interestingly, these switches line up well with economic slowdowns or changes of the Federal Reserve Chair.
Introduction
The literature on modelling in ‡ation is voluminous as in ‡ation has an important place in many macroeconomic issues. For example, it is central to studies of the transmission of monetary policy shocks Sargent (2001 and , Primiceri (2005) , Sargent, Williams and Zha (2006) , and Koop, Leon-Gonzalez and Strachan (2009) ) , there has been a resurgence in interest in the Phillips curve (King and Watson (1994) , Staiger, Stock and Watson (1997) , Koop, Leon-Gonzalez and Strachan (2010) ), and there is a large literature devoted to forecasting in ‡ation (e.g., Ang, Bekaert, and Wei (2007) , Watson (2007 and , D'Agostino, Gambetti, and Giannone (2009), Croushore (2010) , Clark and Doh (2011) , Chan (2013) and Wright (2013) ).
Time varying parameter models of macroeconomic variables such as in‡ation have proven useful on a range of questions of interest to policymakers and the state space representation for these model has been a popular choice of speci…cation. While there has been much attention to modelling the conditional mean of in ‡ation, recently there has also been increasing interest in the variance with some evidence that the variance changes more (Primiceri (2005) ) and more often (Koop, et al. (2009) ) than do the mean coe¢ cients. Therefore a feature that has proven important in such models is to allow for heteroscedasticity and a common speci…cation in macroeconomics of this is stochastic volatility using a random walk for the state equation for log volatility (see for example, Cogley and Sargent (2005) , Primiceri (2005) and Koop, et al. (2009) ). This speci…cation is attractive because of its parsimony, ease of computation and the smoothness it induces in the estimated volatility over time.
While the random walk speci…cation is useful for practical reasons, it can be criticised as inappropriate since it implies that the range of likely values for volatility increases over time and is in the limit unbounded 1 , which is clearly not what we observe. An alternative speci…cation for stochastic volatility, which is commonly used in …nance, is a stationary autoregressive model for the log volatility. Such a model implies in ‡ation is bounded in probability at all horizons and has an easily derived stationary distribution. This property is appropriate for many …nancial processes where the variance shows only brief deviations far from its mean and then rapid mean reversion.
The behaviour of US in ‡ation volatility, however, is not well described by a stationary, quickly mean reverting process. Although it is an unobserved latent process, common patterns have emerged in estimates presented in the literature on the behaviour of this process over time. Representative estimates of the volatility of in ‡ation are presented in Figure 1 . The pattern is an increase in the level of volatility that persisted during the 1970s and early 1980s, followed by a decline towards a lower lever over the late 1980s and early 1990s, and …nally another increase in the 2000s. Other estimates in the literature di¤er in the detail, but what is generally evident in estimates of the volatility of in ‡ation are large, low frequency movements. While the random walk model of volatility can be criticized for being incoherent, this model could be viewed as an approximation to the true process. In contrast, when we consider this behaviour, a time invariant stationary model of volatility does not appear appropriate for modelling in ‡ation volatility. This paper makes several contributions. i) We discuss the relative advantages and disadvantages of the random walk and stationary speci…cations of in ‡ation volatility. ii) This discussion leads us to present a change-point model of log in ‡ation volatility that switches between stationary models with di¤erent levels and dynamics for in ‡ation volatility. This model meets the theoretical concern that volatility should be bounded, but also permits the model to capture the occasional, large movements in the volatility level that have been observed over the past forty years. iii) While the speci…cation and sampler are based upon the model of Koop and Potter (2007) for changes in the measurement equation, we develop a new speci…cation that speeds computation when stationarity constraints are imposed and we expect that this algorithm will prove useful in a wider range of settings. iv) We compare outputs from our model with those from the random walk and stationary speci…cations and …nd that estimates of volatility di¤er little among the speci…cations and the estimated parameter values from the stationary model are close to the nonstationary region. The results suggest either a random walk or stationary model is a practically sensible speci…cation to use for estimating in ‡ation volatility, when the volatility itself is not of central concern.
Another contribution is v) a characterisation of regimes of in ‡ation volatility since 1960. An advantage of our model over the random walk and stationary speci…cations is that it provides much more information on the level and persistence of in ‡ation volatility. Our model also informs us on points at which in ‡ation regimes change. Conditional upon the mean of volatility the change probabilities sharpen and provide an interesting insight. The dates at which the model switches strongly suggest that the changes occur soon after economic slowdowns or a new Federal Chair appointment.
In the next section, Section 2, we discuss and compare the attractive and less attractive properties of the random walk and stationary speci…cations for in ‡ation volatility. In Section 3 we introduce our change-point model for the latent volatility process. This model is an adaptation of the model proposed by Koop and Potter (2007) for the measurement equation. However, we apply it to a latent process, log volatility, with the addition that we impose stationarity restrictions. The stationarity restriction complicates the estimation and so we present an new speci…cation that simpli…es and speeds estimation. In Section 4 we present and discuss the empirical results from the three models. Section 5 concludes the paper.
The Random Walk and Stationary Models
For both discussion and estimation, we will use a common measurement equation speci…cation for in ‡ation, y t : In general, we write this as
where t captures the conditional mean equation. For the moment, we leave the latter unspeci…ed and focus on the speci…cation of the state equation for the latent log volatility process h t : We restrict the discussion of the stationary and nonstationary models of h t to one speci…cation of each, although the general points we make carry over to a wider range of speci…cations that a researcher might consider. The random walk speci…cation for log volatility, which is commonly used in macroeconometrics, is
Many applications, particularly in …nance, use a stationary speci…cation. For our purposes we will use the following process for log volatility:
Clearly the process (1) nests within the process (2) when = 1; at which point is no longer identi…ed. To ensure stationarity of h t in (2) we impose the restriction j j < 1.
One argument made for the random walk speci…cation is that it 'captures the idea that "the coe¢ cients today have a distribution that is centered over last period's coe¢ cients"' (Koop, Léon-González and Strachan (2011) ). This view takes seriously the idea that the state equation is the prior expression of our beliefs about how log volatility evolves over time. If we do consider the state equation as an expression of prior beliefs, however, one might conclude (1) is not coherent. With …nite expectation E (h s ) = h for any s < t; the model (1) implies h t is a Martingale and so has …nite expectation 2 for all t < 1. Sending s ! 1, h t is no longer bounded in probability, and is no longer a Martingale since the …rst absolute unconditional moment, E (jh t j), no longer exists (see Billingsley (1986) ), which also implies the process does not have a …nite mean. That the random walk implies the volatility process is unbounded in probability in the limit is a feature that some econometricians express reservations about (see, for example, the discussion in Primiceri (2005) ). The speci…cation for h t in (2), by contrast, always has a …nite mean and variance and is bounded in probability.
2 Conditional upon h s :
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In …nite samples, the random walk speci…cation in (1) is always bounded in probability. However, it still implies some properties for volatility that the researcher may not like. For example, conditional upon h 0 ; the variance of the log volatility grows linearly in time as V (h t jh 0 ) = t 2 h . This property can be interpreted as re ‡ecting that uncertainty about the volatility is increasing through time. For the stationary process, the variance is V (h t jh 0 ) = 2 h 1 2t 1 2 which is also increasing over time but converges to the constant 2 h 1 2 in the limit. For values of and T that one typically …nds in macroeconometrics, 2T t 0 and so the variance can be regarded as e¤ectively constant 3 towards the end of the sample.
Another important property of the prior that merits consideration is the correlation structure. If two states, h s and h t , are a priori independent, there is nothing in the prior to ensure that information in y s about h s will be transmitted to h t : If two states, h s and h t , are a priori dependent, then information in y s about h s will be transmitted to h t and the strength of this transmission will depend upon the strength of the dependence. In the extreme, if h s is perfectly correlated with h t , all information in y s about h s will be transmitted to h t as there is e¤ectively only one state in this case. A prior speci…cation with strong dependence, then, can roughly be thought of as achieving parsimony without losing any parameters.
In the state space model, correlation between the states induces dependence 4 and the correlation structure is induced by the state equation. Conditional upon h 0 ; the stationary process in (2) implies a correlation between h t and h t q of r j j<1;t;t q = and for (1) this is r =1;t;t q = r t q t :
As the sample increases in size, the correlation between the last and any earlier states in (1) becomes stronger. In the limit lim T !1 r =1;T;T q = 1: This property suggests the time varying parameter model with a random walk state equation converges to a time invariant model. While this may not re ‡ect the researcher's beliefs, it has advantages. In particular, the increasing correlation increases the transmission of information from earlier states to later ones. That the correlation with previous states increases could be viewed as a positive feature in that it compensates for the increasing variance of, or uncertainty about, the later states. For the purposes of estimation, the random walk speci…cation can be thought of as a parsimonious approximation to a stationary speci…cation with a high persistence. Further, the random walk is attractive in that it implies greater smoothness than the stationary model with low persistence. Finally, the random walk speci…cation implies stronger correlation among all log variances than does the stationary speci…cation in (2). That is, the correlations between h t and h t q for the models (2) and (1) are ordered as r j j<1;t;t q < r =1;t;t q . As discussed earlier, estimation of latent states in the state space model is aided by a stronger correlation structure.
A New Model of In ‡ation Volatility
A goal of this paper is to investigate the support for an alternative model that captures the feature of persistent shifts in the level of in ‡ation volatility, but also implies that volatility has a stationary distribution at any point in time. To specify a model that is stationary at all times but permits changes in the level of volatility, we employ a change-point model based upon that developed in Koop and Potter (2007) . In this section, we present our change-point model of in ‡ation volatility. Existing techniques could be used to estimate this model, but they turn out to be computationally slow. We therefore present an alternative representation that results in a more e¢ cient sampler.
A signi…cant di¤erence between the model we present and the models used in Koop and Potter (2007) is that we apply the change-point process to the parameters governing the evolution of the volatility, which is a latent process. That is, the state equation for h t is given as
where s t 2 f1; ; M g indicates the regime at period t and M is the maximum number of regimes. Stationarity in each regime is imposed by assuming These vectors are important as we do not use a Kalman …lter based algorithm. Instead we use the more e¢ -cient precision based samplers (see Rue (2001) , Chan and Jeliazkov (2009) and McCausland, Millera, and Pelletier (2011) ).
An important feature of the Koop and Potter (2007) approach is the explicit speci…cation of a prior on the duration of each regime. De…ne the time of the change-point from one regime to the next as m = ft : s t+1 = m + 1; s t = mg such that the duration is de…ned as d m = m m 1 : A hierarchical prior is speci…ed for the duration. At the …rst level, the duration is a priori a Poisson process with mean m : The parameter m has a Gamma distribution G ( ; ) in which is …xed and the rate parameter is given a Gamma distribution G( 1 ; 2 ): This setup has a number of advantages and addresses several issues in modelling change-point processes as discussed in detail in Koop and Potter (2007) . The notation we use for these parameters is identical to that of Koop and Potter (2007) and we refer the reader to that paper for further details. For our purposes we note that this structure implies the prior mean duration is
For and 2 h , the above model implies no particular complication and we can complete the speci…cation of the priors on these two parameter vectors with
where the 's; V 's; 's and 's are given constants. For a given volatility regime m to be stationary, however, we need to impose j m j < 1, which requires some care in specifying the prior on . One way to proceed is to follow and put a univariate truncated normal prior directly on m , along with
then apply the Chan and Strachan (2012) algorithm for sampling both and the hyper-parameters ( 0 ; 2 ) from non-standard, but tractable distributions. While conceptually straightforward, this approach could be computationally intensive, and given that we need to nest it within a regime-searching algorithm that is already computationally demanding, we consider a simpler alternative. Moreover, there is an aspect to the algorithm in that could make it particularly unsuitable in this application. We return to this point shortly.
Consider an alternative prior on 2 ; 0 ; , namely
where M denotes a M 1 vector of ones and j j < M is intended to mean that each element of is less than one in absolute value. The the M M matrix H is
The above speci…cation simpli…es computation to the extent that conditional on , the hyper-parameters 0 ; 2 can be sampled in a standard way. However, the conditional distribution ), is multivariate truncated normal.
5 Sampling from this distribution directly is di¢ cult. A brute-force approach would be to draw from an unrestricted multivariate normal distribution until we get a that satis…es j j < M . This could work reasonably well as long as the constraints are only binding with a fairly low probability in the posterior and this is the approach used in to obtain a proposal for the ARMH step in their algorithm. If we were to follow and specify univariate truncated normal priors on m j m 1 , we would inevitably need to use this approach also. The algorithm in Chan and Strachan (2012) would dictate that proposals of be drawn from exactly the distribution in (5). However, there are issues unique to our speci…cation that suggest this will not be very e¢ cient.
In , sampling from an unrestricted multivariate normal and rejecting draws that do not satisfy the constraints works precisely because the constraints are not binding with a high probability. In our model, however, there is an important di¤erence that could make this approach dif…cult to implement. Speci…cally, for any regime-switching algorithm with an unknown number of change points, the sampler will always have m states covering the observed sample and m will be less than or equal to M . Unless M is set to be very small, then it will often be the case that m will be strictly less than M which means that for all out of sample regimes m, that is where m < m < M; there is no data to pin down estimates of m . Since the posterior for m in these cases relies only on the prior, which essentially assumes that m evolves as a random walk across regimes, a su¢ ciently low m relative to M will imply a high variance for all out of sample m with m closer to M and farther from m , even if 2 is "small". For such m , the probability of falling outside the interval ( 1; 1) will be high, and in consequence, the probability that at least one element in will not satisfy the constraint will likely be too high to make the brut-force rejection sampling method practical. This contrasts with the model in which we may regard as a regime-switching model with a …xed number of regimes 5 e M is the M 1 vector e M = (1; 0; : : : ; 0) 0 , and X is a T M matrix with the element at row t, column m given by
Clearly, X 0 X is diagonal, and therefore, the precision for is sparse and banded. Note that in the above de…nition, we assume s 0 = 1 for completeness. m = T (thus, all m are related to a data point).
Returning to the prior in (4), one alternative approach would be to sample in M blocks as in Geweke (1991) . Such an algorithm would always generate draws of in the correct space, but given that M would typically be high, and the elements of may be highly correlated then, for reasons discussed in the previous section, sampling e¢ ciency could be quite poor. In light of this, we propose a third approach that exploits the particular covariance structure in . Speci…cally, we augment the parameter space with a M 1 latent vector of static factors f = (f 1 ; : : : ; f M ), such that
where A is a lower-triangular matrix such that AA 0 = I M 0:25HH 0 . Note that I M 0:25HH 0 is guaranteed to be positive-de…nite and therefore A can be easily computed by the Cholesky decomposition. This is, in fact, closely related to the Stern (1992) decomposition and it is straightforward to verify that integrating (6) over f yields the original prior in (4). The latter implies two things: (i) the priors are equivalent, and (ii) all parameters besides -including the hyper-parameters 0 ;
2 -can be sampled marginally of f exactly as before.
The only role for the draws of f is to permit e¢ cient sampling of . Given a draw of f , the conditional (on f ) distribution for is 
In (8)- (9), k m refers to the m-th element of the vector k = 0 e M + H 0 Af , while x m is the m-th column of X. These quantities are straightforward to compute, and hence, sampling from independent univariate truncated normal distributions is straightforward (e.g. Robert (1995) ).
Likewise, there is no di¢ culty in simulating f conditional on . Noting that
the appropriate conditional distribution may be written as
Because A 0 A is sparse and banded, simulation from (10) is fast even for large M . Moreover, the quantities D and I M A 0 A involve only known constants and, hence, need to be computed only once before commencing the MCMC. Details regarding the full Gibbs sampler are provided in the appendix.
Empirical Results
In this section we report the estimates of in ‡ation volatility from the random walk, stationary and change-point models. For estimation purposes, we specify t as simply a constant-coe¢ cient AR(4) equation restricted to stationarity. However, to verify the robustness of the results presented below, we also ran three alternative speci…cations:
1. time-varying intercept with constant intercept and AR(4) coe¢ cients restricted to stationarity and the state equation for the intercept speci…ed as a stationary AR(1) process;
2. bounded trend in ‡ation ) with the time-varying trend constrained to [0; 5] and the time-varying AR coe¢ cient to [0; 1);
3. a fully time-varying, unrestricted AR(2).
These three conditional mean speci…cations involve a larger computational burden, but yield results very similar to those reported in this section.
The data are the quarterly in ‡ation rate, computed as 400 ln (CP I t =CP I t 1 ) where CP I t is U.S. CPI data where the period covers 1947Q2-2013Q2 which after losing four lags for the mean equation, gives T = 261.
6 Using the 6 The data were downloaded from the Federal Reserve Economic Data, St. Louis Fed.
13 change-point model, we also show estimates of the evolving persistence and level of volatility. Finally, we consider the probabilities of switching regimes at each point in time.
The estimates of the parameters governing the behaviour of the latent in‡ation volatility process, such as m and m , are sensitive to the prior settings. In particular, these parameters are sensitive to the prior expected duration. We therefore consider four combinations of hyper-parameters controlling the regime-search algorithm implying four di¤erent expected regime durations. Recall M is the maximum number of regimes allowed while ; 1 ; 2 determine the prior expected regime duration as
For all cases, M = 30 and = = = 5. We set = 1 = 2 2 f15; 30; 60; 120g implying prior expected durations of approximately 17, 32, 62 and 122 quarters, that is d m 2 f17; 32; 62; 122g : Corresponding to each of these four con…gurations, we set = 2 f0:1; 0:25; 0:5; 1g, thus allowing for greater cross-regime transitions in the parameters for models with longer a priori durations. The prior on 2 h is …xed for all models with = 0:01.
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As the prior expected regime duration increases the model will switch regimes less often and increasingly approximate the time invariant stationary model which has d m = d m T and M = 1: At the other extreme, the random walk model has d m = d m = 1 and M = T . Although the random walk model does not technically nest within (2) or (3) since the supports of and m do not include the point m = 1, if the data prefers the random walk model this parameter will approach this boundary and provide a good approximation to (1).
In Figure 2 we report the posterior estimates, E (h t jy), of the log volatility from the four change-point models, the stationary model and the random walk model. It is immediately apparent that the estimates di¤er very little. Comparing the extremes of the stationary model and the random walk model in the bottom two panels, we see that the estimates are close and there is considerable overlap of the error bands. The estimated parameters of the 7 We also set throughout 0 = 0 = 0, V 0 = V 0 = 10 and 14 stationary model are close to the random walk model with the estimated posterior mean of at E ( jy) = 0:94: The estimates from the random walk model are slightly smoother than from the stationary model. This is to be expected but it is not a dominant or distinguishing feature of the estimates.
Figure 2: Posterior median and the (16%; 84%) probability interval for mean log-volatility E (h t jy). Note that for the single stationary regime case (lower left), we get E ( jy) = 0:94, which is close to a "random walk".
As discussed in the introduction, most estimates of in ‡ation volatility in the literature show large low frequency movements and this behaviour is not consistent with an exponentially mean-reverting process such as (2). Note also, a unit root is excluded from the support of . That the estimated value of this parameter in (2) is pushed towards the unit root is how this model accommodates the low frequency behaviour in volatility. The posterior estimates from the change-point model come from four models with very di¤erent prior settings as captured by the range of prior expected durations, d m . The estimates E (hjy) are clearly not sensitive to the prior setting and again there is considerable overlap of the error bands.
To provide some summary measure of model preference, we report in Table 1 the deviance information criteria (DIC) (Spiegelhalter, et al. (2002) ). The DIC has previously been used in a related set up to compare stochastic volatility models (e.g. Berg, et al. (2004) ), and it is generally used to assess the ability of the model to predict future data that would be generated by the same mechanism as the existing data. It is particularly useful with large complex models with correlated latent parameters, such as state space models, where simply counting the number of parameters as a measure of model complexity is not appropriate due to the prior correlation structure. Table 1 have stationary (within each regime) log volatility. The results in this table show little di¤erence among the range of stationary models, although there is a slight preference for the short duration change-point models (with = 15 and = 30) over the other three stationary models. The random walk model is the least preferred model and the long duration change-point model (with = 120) and single regime stationary model (2) are equally ranked. These results suggest there is a preference in the data for stationarity but changing regimes are also very important.
To further assess the predictive abilities of the six models in practice, we compare predictive likelihoods for two di¤erent periods: 2008Q3-2010Q2 and 2011Q3-2013Q2 . The …rst eight-quarter period is interesting because in ‡ation dropped suddenly from 6.1% in 2008Q3 to -9.9% in 2008Q4, making it a very di¢ cult period to forecast. In contrast, the second eight-quarter period is characterized by relatively stable in ‡ation volatility. The results in Table 2 summarize the joint predictive likelihoods for each eight-quarter period. Evidently, for 2008Q3-2010Q2, the random walk speci…cation would have predicted substantially better than the other models, outperforming the stationary model by a Bayes factor of around 4 and the shortest duration changepoint model ( = 15) by Bayes factor of around 2. This is not surprising taking into account that the period was marked by a great deal of turbulence in terms of in ‡ation, and in consequence, models with short regime durations that allow for more ‡exibility-with the random walk speci…cation being the most ‡exible in this sense-performed better.
On the other hand, the random walk model yields the weakest predictive performance for 2011Q3-2013Q2, whereas the single stationary regime model performs the best. The di¤erences in predictive likelihoods for this period, however, are not as drastic indicating that in times of stability, all models forecast comparably well although the imposed stationarity is indeed bene…cial. Moreover, in this case, the best performing change-point model is the one with the longest regime duration ( = 120) and closest to the stationary speci…cation. It appears, therefore, that whether the stationary speci…cation or the random walk is better for forecasting depends on how volatile in ‡ation is during the forecasted period.
Note that the change-point models always tend to fall somewhere in between these two extreme speci…cations in terms of forecasting performance, thus suggesting that allowing for volatility to change regimes provides an interesting balance in the following sense. Relative to the single stationary regime speci…cation, the change-point model allows for a larger probability that volatility could increase suddenly and is, therefore, more accommodating of dramatic changes in the in ‡ation process. On the other hand, it avoids the potential over…tting that the random walk is prone to, leading to better forecasts in periods when in ‡ation is stable. Following this line of reasoning, one interpretation of the DICs ranking in Table 1 is that the balance provided by the change-point models makes them slightly preferable for forecasting in the long run.
Figure 3: Posterior median and the (16%; 84%) probability interval for m (i.e., the log-volatility steady state in regime m).
We next consider the estimates of the level, m , and persistence, m , of in ‡ation from the change-point model. Figure 3 shows the estimates of the mean level of in ‡ation, E (h m jy) = m , from the four change-point models. Except for when the expected regime duration is very long, there is clearly evidence of movements in the mean of in ‡ation volatility and this pattern is similar over the prior settings. There is a fall in volatility in the 1960s, a rise from 1970 to the early 1980s, another decline from this point until the mid to late 1990s followed by another increase. We see that the level of volatility around 2008 is similar to that of the early 1980s suggesting that the great moderation in this variable at least had clearly passed by this time.
Comparing the plots in Figure 2 with those in Figure 3 , we see that there are extended periods when in ‡ation volatility is above or below its mean. In particular, in periods of low volatility (e.g., during the 1990s) the volatility is lower than its mean and in periods of high volatility (e.g., late 1970s and early 1980s) the volatility is higher than its mean. Even assuming a changepoint model of stationary in ‡ation volatility, we see long periods of persistent deviations from the mean. Figure 4 reports the estimated mean and (16%; 84%) credible interval for the volatility persistence parameter, m : The general pattern in the mean E ( m jy) is one of a rise in the level of persistence since the 1960s with a slight drop after [2008] [2009] . The association of persistence with level is not strong, but it does appear that the persistence falls when the mean level of volatility increases. However, the error bands for m are reasonably wide except when the prior mean duration is high (i.e., when d m = 122). When the prior duration is long, the information in the data is used to estimate fewer parameters. This information improves the estimate of m rather than m which has quite wide error bands. This behaviour again appears to agree with the idea that a single (or few) stationary regime(s) cannot adequately capture the large low frequency movements in in ‡ation volatility such as those we observe in these models. As a result m approaches 1 and m becomes less well identi…ed near this point.
The estimated probabilities of a change in regime at each point in time are reported in Figure 5 . A general observation is that the probability of a regime change at any point in time is always quite low, usually below 10%. As is to be expected, the probabilities fall as the prior expected duration increases and when the prior expected duration is very long, i.e. d m = 122, there is little evidence of regime change. For the remaining three cases, when d m 2 f17; 32; 62g, there are clear spikes in probability of regime change around 1973, and 1992 and a few other points common across the plots. However, it is very di¢ cult to discern much from the plots about likely points of regime change and this is likely due to the fact that the regime-switching structure is very high up in the prior hierarchy in our speci…cation.
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Figure 4: Posterior median and the (16%; 84%) probability interval for m (i.e., the log-volatility convergence rate in regime m).
Figure 5: Change-point probabilities: probability of a regime change in each period t.
The marginal posterior estimated probabilities of regime change do not vary greatly over the sample. Given how vague is the information on regimeswitching, we estimated the probabilities at a point of high probability mass for the volatilities. That is, we re-sampled the models conditional upon a single volatility path. We set the vector of log volatilities h to equal 23 E (h j y; = 30) 8 and re-ran the simulations of the models = 15 and = 60 conditional upon these volatilities. The results for these two models are reported in Figure 6 . Treating the vector of log volatilities h as observed signi…cantly sharpens the estimates of the probabilities and we can see clear points of very likely regime change. We also obtain more precise estimates of m and m .
The largest probabilities in Figure 6 are those that are common over the two models and occur at 1951Q3, 1973Q1, 1991Q3 and 2008Q4 with a smaller spike in 1961Q2. These dates loosely align with signi…cant economic events, usually following economic recoveries. Figure 7 plots the probabilities against regions declared to be recessions according the NBER dates. The spikes in 1961, 1991 and 2008 appear at the end of recessions while the spike in 1951 does not appear close to a peak or trough and the spike in 1973 precedes the next downturn by 9 months. It is di¢ cult to conclude much of a systematic relationship between recessions and changes in in ‡ation volatility regimes from these results except that the changes in in ‡ation volatility appear associated with peaks or troughs in growth. These changes a¤ect more the level of in ‡ation volatility than its persistence. The volatility level can increase or decrease after a change but the persistence has shown a general increase until 2008.
We conclude the empirical section with an alternative, and somewhat interesting, perspective on the regime-switches which appears when we compare them with the terms of each of the Federal Chairperson also shown in Figure 7 . The change in the in ‡ation volatility regime appears to occur a few years after a new Chairperson takes o¢ ce and the relationship is more consistent than that with the recessions. We can only make coincidental observations from our model but we feel that the cause of these break points does deserve further investigation. 8 We maintain the restriction = 1 = 2 in all cases considered so, for example, = 30 implies = 1 = 2 = 30: For notational brevity and presentation we simply report = 30:
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Regime-change probability ( = 15)
Regime-change probability ( 
Conclusion
This paper has considered the relative advantages and disadvantages of the random walk and stationary speci…cations of in ‡ation volatility and introduced a new change-point model of log in ‡ation volatility that captures some desirable features of a model for this process. The new model ensures that in ‡ation volatility is bounded in probability while permitting infrequent but large changes in the volatility level and persistence; both of which are frequently discussed features of volatility over the past forty years. A comparison of estimated volatility from a range of models suggests that the speci…cation matters little for this purpose. While information criteria show some preference for the single regime stationary model over the random walk model, the stationary model will produce estimates that approximate the random walk process. On the debate over which speci…cation is appropriate, if the objective is estimation of volatility then in ‡ation either would seem appropriate.
The change-point model of log volatility provides new insights on the evolution of this process. The pattern of volatility shows the often observed decline from the 1980s to the 1990s, but also indicates a rise over the 2000s. In ‡ation persistence generally increases over most of the sample. Using an empirical Bayes approach, we estimate regime-switching probabilities that align with periods near economic slowdowns, and interestingly, tend to follow changes of the Federal Reserve Chair.
where h = ( 1 ; (1 1 ) 1 ; 2 2 1 ; : : : ; 
Further letting y t = ln((y t t ) 2 + c) and y = (y 1 ; : : : ; y T ) 0 , where c is a small o¤set constant (e.g. in our empirical work, we set c = 10 4 ), the volatility state equation may be expressed as
30 where the distribution of e t = ln 2 t is closely approximated by a sevenpoint mixture of normal distributions (e.g. see Kim et al. (1998) for details). Let j be the mean and 2 j be the variance of the jth component, and let g t denote a draw of the component in period t. De…ning further = ( g 1 ; : : : ; g T ) 0 , = diag( 2 g 1 ; : : : ;
, one proceeds by …rst drawing a vector g = (g 1 ; : : : ; g T ) 0 of components conditional on h and other parameters (e.g. as described in Kim et al. (1998) ), followed by sampling (h 0 ; h) conditional on the components from
2. Sample the regimes by …rst obtaining a draw
Next, sample (s; j ; h; h 0 ; ; ; 2 h ) by …rst drawing s marginal of , followed by ( j s). The algorithm for sampling the regime indicators s is an extension of Chib's (1996) algorithm and is described in more detail in the Koop and Potter (2006) working paper. Here, we only present the practical aspects of its implementation in the context of our regime-switching volatility model. In particular, recall from Koop and Potter (2007) that the hierarchical prior on regime durations implies a Markov process for the evolution of regimes, where a Markov state is the pair (s t ; e d st )-i.e., a regime number and a partial duration of that regime (up to time t). Indexing a Markov state by i, such that i = (m 1)(T + 1)
we will denote the reverse mapping as (m(i); e d m (i)). The transition probabilities matrix P , therefore, is L L, with L = M (T + 1) P M m=1 m, and contains the elements
In this case, i represents the probability of switching to regime m(i)+1 at period t + 1 given that m(i) prevailed in period t. We compute it as
where p N B ( ) denotes the Negative Binomial pmf and F N B ( ) denotes the negative binomial cdf. Note that the above formulation uses the fact that m can be integrated out analytically to yield Negative Binomial priors on d 1 ; : : : ; d m , which remain independent conditional on . Moreover, for all i corresponding to m(i) = M , we set i = 1.
Next, construct a series of L 1 vectors F 1 ; : : : ; F T recursively. That is, starting with F 1 = (1; 0; : : : ; 0), compute for t = 2; : : : ; T e F t = P 0 F t 1 z t ;
where denotes element-wise multiplication and z t is a L 1 vector of state equation evaluations such that
(17) where (x t ; m; v) is a normal pdf with mean m and variance v: Now, F T contains the pmf for the conditional distribution of (s T ; e d s T ). A draw from this distribution, therefore, locates both the …nal in-sample regime number m as well as the last in-sample change-point m 1 . Thus, for all m 1 t T , set s t = m . The object $ = P m F e t , where P j denotes the jth column of P , is a vector of weights for the distribution of the pair (s e t ; e d s e t ): Subsequently, in period e t = m 1 1, a draw of (s e t ; e d s e t ) is obtained from the distribution $. Proceeding this way until 1 is reached produces a sample of s 1 ; : : : ; s T .
A …nal remark on the above procedure is that P will typically be a very large, but sparse matrix (the same applies, albeit to a lesser extent, to F t as well). For example, in our empirical application with T = 261 and M = 30 we have L = 7395, and in consequence, P contains over 54 million elements. Even storing a full matrix of this magnitude is di¢ cult on a typical personal computer; performing a simple operation such multiplication is at best impractical. One must therefore take care in utilizing appropriate sparse matrix routines in the course of the regime-switching algorithm. In our case, for example, only a maximum of 2(L M ) = 14; 730 of the elements in P can be non-zero, and this number is much lower in practice since many transition probabilities (e.g. i ) are also set to zero. Working with sparse matrix routines provides the necessary e¢ ciency for this algorithm to be operational.
The sampling of the regimes is completed by drawing in two steps. 
where d m are obtained from the draws of s 1 ; : : : ; s T . To draw m we employ an M-H step as suggested in Koop and Potter (2006) . Given a previous draw of m , the candidate augmented step in (7)-(10). The potential advantage of the adaptive approach is that whenever the accept-reject step succeeds, the Markov chain partially regenerates in the sense that all future draws of (f; ) are no longer correlated with any previous draws of f . The drawback, of course, is that whenever the accept-reject step fails, the c attempts are a computational waste.
In our experience, setting c = 1000 appears to improve mixing in models with shorter expected durations (e.g. = 15; = 30), but does not provide a noticeable advantage in models with longer expected durations (e.g. = 60; = 120). This is because-inline with the discussion in Section 3-in models with shorter durations, m is higher with a larger posterior probability, and therefore, over the course of the MCMC sampler, m achieves (with some frequency) values su¢ ciently close to M , which reduces the probability that j j < M is binding. In models with longer expected durations, on the other hand, m is low relative to M with a high probability and the accept-reject algorithm fails for most MCMC iterations, making the approach wasteful. 
where H = H , h 
