The aim of this study is to provide an automatic computational framework to assist clinicians in diagnosing Focal Liver Lesions (FLLs) in Contrast-Enhancement Ultrasound (CEUS). We represent FLLs in a CEUS video clip as an ensemble of Region-of-Interests (ROIs), whose locations are modeled as latent variables in a discriminative model. Different types of FLLs are characterized by both spatial and temporal enhancement patterns of the ROIs. The model is learned by iteratively inferring the optimal ROI locations and optimizing the model parameters. To efficiently search the optimal spatial and temporal locations of the ROIs, we propose a data-driven inference algorithm by combining effective spatial and temporal pruning. The experiments show that our method achieves promising results on the largest dataset in the literature (to the best of our knowledge), which we have made publicly available.
INTRODUCTION
Liver cancer is the third cause of cancer-related death [1] . Visualization of Focal Liver Lesions (FLLs) has been attempted by employing various imaging techniques. Ultrasound is often performed in the diagnostics due to its low cost, efficiency and non-invasiveness. The use of Contrast-Enhanced Ultrasound (CEUS) can further assess the contrast enhancement (i.e., the intensity of the FLL area relative to that of the adjacent parenchyma) patterns of FLLs, which has markedly improved the accurate diagnosis of FLLs [1] . As shown in Fig.1 , temporal enhancement patterns typically characterize the benign or malignant FLLs (e.g., sustain enhancement in the last two vascular phases for benign and hypo-enhancement for malignant FLLs). On the other hand, spatial enhancement patterns during the arterial phase often characterize the specific types of FLLs.
Extensive research efforts have been made to assist the experts in diagnosing different types of cancers and, in particular, FLLs using ultrasound images [2] [3] . However, the [7] , an automated method for selection of the optimal frame for initialization of the FLL candidates is proposed. In all these works, varying degrees of manual interactions are required to identify the Regions of Interest (ROIs) of FLLs or the normal parenchyma. The manual annotations are highly dependent on the skills and knowledge of the experts, leading to large variations in inter-/intra-observer image interpretations. Besides, the ever-increasing amount of CEUS data acquired and processed nowadays demands automatic computational systems that can save the radiologists' time and efforts. In addition, most of the previous works focused on differentiating between benign and malignant FLLs, or characterizing a specific type of FLLs. We, on the other hand, are trying to combine different enhancement patterns to recognize multiple different types of FLLs in a unified framework.
The main contributions of our work herein are threefold. First, we propose a fully automatic computational framework to recognize FLLs by modeling the locations of ROIs as latent variables in a discriminative model and combining both spatial and temporal enhancement patterns of the ROIs into the framework. Our model is then trained by a weakly supervised learning algorithm, which alternates between inferring the most probable spatial and temporal locations of the ROIs and optimizing the model parameters. Second, considering that most of the video frames and the regions in each frame contain redundant or irrelevant information for recognizing FLLs, the automatic detection of optimal locations of the ROIs is made very efficient by a novel data-driven inference method, which combines the spatial and temporal pruning techniques to disregard less discriminative frames and regions. The optimal ROI locations are then determined by dynamic programming. Last but not least, a new region representation for ROIs is presented to capture the important and relevant ultrasonic characteristics of FLLs, which is not necessarily limited to our framework.
We apply our method on a new dataset (namely SYSU-CEUS dataset) we collected and made public, which contains in total 353 CEUS video sequences of three types of FLLs (186 HCC, 109 HEM and 58 FNH), and is, to the best of our knowledge, the largest dataset in the literature. The experimental results demonstrate that our method achieves promising performance without manual interactions.
OUR MODEL 2.1. Region representation
The accurate classification of FLLs highly depends on the representation of the characteristics of the lesion regions (e.g., internal echo, morphology, edge, echogenicity and posterior echo enhancement). However, one single ROI R is often insufficient to capture all the ultrasonic characteristics. For instance, the region inside the lesion, denoted as R − , can capture the internal echo of the FLL; the lesion region R can be used to observe the boundary and the morphology of the FLL; and the tissue area surrounding the lesions, denoted as R + , can be used to measure the posterior echo enhancement. The echogenicity of the lesion can be measured by comparing the intensities of above regions. Thus, given an ROI R, the regions R − and R + can be obtained by shrinking and enlarging R by a small factor, respectively. We then propose an effective region representation as following:
where f t extracts the appearance features of each region, such as Grey Level Co-occurrence Matrix(GLCM) and Local Phase(LP); f d calculates the mean intensity difference of two regions. Consequently, the concatenation of all these features, f (R), captures all the desired ultrasonic characteristics of this region R.
Model representation
Given a CEUS video sequence x, y is the corresponding class label of the FLL in this video, ranging over a finite set Y (e.g., Y={HCC, HEM, FNH}). We assume that the FLL can be compactly represented by a set of ROIs {R 1 , R 2 , . . . , R m } in three vascular phases: arterial, portal venous, and late phases. Intuitively, ROIs are the most discriminative regions for distinguishing different FLLs. And each ROI R i is a region extracted from the video frame t i , at the spatial location p i = (x i , y i , s i ), where x i , y i , s i are the coordinates and the scale of the ROI. The latent variables h = {h 1 , h 2 , . . . , h m }, where h i = (p i , t i ), is the location of R i , taken values from a finite set H i of all possible ROI locations. Given video x, its corresponding class label y, and latent variables h, the conditional probability of the recognition problem is defined as,
where ω is the model parameter vector, H = H1 × H2 × · · · × Hm, and ψ(x, h, y) is a feature vector depending on the video sequence x, the class label y, and the latent variables h. We define the formulation of ω T · ψ(x, h, y) as the following, including two terms: unary potential and pairwise potential,
where φ u (·) is the unary potential function of variable h i and φ p (·) is the pairwise potential function of (h i , h j ). E is the set of neighboring latent variables (defined for the pairs of temporally adjacent ROIs).
1) Unary potential α
This singleton potential function φ u (·) models the compatibility between class label y and appearance of region R i (note that R i = x(h i )).
where f (x(h i )) is the feature vector describing the appearance of the region, as defined in section 2.1. The indicator function δ y (a) is equal to one if y = a, zero otherwise. Similarly, δ hi (b) is equal to one if h i = b, zero otherwise. The parameter α i is simply the concatenation of all α
The potential function φ p (·) models the compatibility between class label y and the temporal transition of a pair of neighboring latent variables (h i , h j ).
where f p (·) includes two components: appearance variance feature, computed by the difference of f (x(h i )) and f (x(h j )), and spatial displacement feature, i.e., Euclidean distance between the spatial coordinates of h i and h j . And the parameter β i,j is simply the concatenation of all β a i,j .
Learning
Given a training set D = { (x 1 , y 1 ) , . . . , (x n , y n )}, the model parameter ω can be learned by maximizing the conditional log-likelihood on the training samples:
where L i (ω) denotes the conditional log-likelihood of the i th training example, defined in Eq(2), and L(ω) denotes the conditional log-likelihood of the whole training set. The objective function L(ω) is not concave, due to the latent variables h. We adopt the latent structural SVM learning framework [8] , which alternates between inferring the latent variables h and optimizing the model parameter ω. The problem of inferring h can be solved efficiently using a data-driven inference algorithm (Sec. 2.4), and the parameter optimization is a standard structural SVM training problem, solved by the cutting-plane algorithm. We repeat the above two steps until convergence. We use the one-vs-one binary classification strategy for multi-class classification problem. Given a learned model, the classification is achieved by first finding the best hypothesis {h i } m 1 for m ROIs, then picking the FLL class with the highest SVM score. The score of an example x with a learned classifier is defined as:
Data-driven inference
The inference task is to find the optimal locations of the ROIs (i.e., the latent variables h). However, the searching space will be very large if we consider all regions in all frames. Thus, we propose a data-driven inference algorithm, which efficiently combines the spatial and temporal pruning techniques to disregard less discriminative frames and regions. The optimal locations {h i } m 1 of the most discriminative ROIs can then be determined using dynamic programming. 1) Temporal pruning: In a CEUS video, the appearance of ultrasound frames often varies slowly and smoothly according to the hemodynamic, and the most discriminative frames are usually those with the largest contrast changes compared with neighboring frames. Thus, a small set of candidate frames, which have local maximum of the contrast change, are automatically selected. In particular, for each frame I t , (t = 1, · · · , T ) in a video x, we compute the contrast feature v t from the co-occurrence distribution C t defined over I t [9] . The contrast vector v is then (v 1 , v 2 , . . . , v T ). Let ∆v be the gradient of v, the candidate frame set B is formed by finding the frames at the local maximum of ∆v.
2) Spatial pruning: After temporal pruning, we also prune the less important regions by considering two priors: saliency prior and location prior. First, we believe that salient regions (e.g., having higher contrast or containing typical structures) Table 2 . Sensitivities and mean accuracies in the different experiment settings. have more discriminative information, and thus are more likely to be candidates of ROIs. Second, we observe that FLLs often appear in or close to the center of the images, probably because a skilled ultrasound operator usually places the liver area in the middle of the display. According to these two observations, we evaluate all the regions with different scales in each candidate frame I ∈ B (sliding window protocol), and only select the regions with prior probability larger than a threshold τ as ROI candidates. The prior probability of a region r being an ROI is,
where S(r) is the normalized mean saliency of the region r in the saliency map S, computed by the quaternion-based spectral saliency method [10] on image I. C r and C I are the centroid of region r and the image I, respectively. G(C r |C I , σ) is a Gaussian distribution.
It is worth noting that the spatial pruning in the last two vascular phases (portal and late) can be more aggressive. This is because the contrast between FLLs and normal tissues is often very low, and the locations of FLLs do not change much since the arterial phase. Thus, in the last two phases, we only search the regions in a spatial neighborhood around the locations of ROI candidates found in the arterial phase. Finally, given the model parameters and the observations, the latent variables h = {h 1 , h 2 , . . . , h m } form a hidden Markov model, and can be solved exactly by the Viterbi algorithm [11] .
3. RESULTS We test our method on the SYSU-CEUS dataset collected from the First Affiliated Hospital, Sun Yat-sen University, which is public available 1 . The equipment used was Aplio SSA-770A (Toshiba Medical System). The dataset consists of three types of FLLs: 186 HCC, 109 HEM and 58 FNH instances (i.e., 186 malignant and 167 benign instances). All these instances with resolution 768 * 576 were taken from different patients, with large variations in appearance and enhancement patterns (e.g., size, contrast, shape and location) of FLLs. We adopt the 5-fold cross validation training strategy and the sensitivity for each class and mean accuracy as the evaluation criteria, similar to [5] . In our implementa- and step length 20 are used for sliding windows, and τ = 0.6 and σ = 0.5 are used for spatial pruning. The experiments are carried out on a PC with Core I7 3.4GHz CPU, and the average processing time for a 4-min CEUS video is about 100 seconds.
We first report the sensitivities and mean accuracies of our method in differentiating benign and malignant FLLs in Table. 1. The average accuracy (89.7%) is comparable, if not superior, to the results reported in previous studies on smaller datasets [5] [6] .The second experiment in Table. 2 shows the effectiveness of our data-driven inference algorithm by altering the procedure to determine the ROIs. Our data-driven inference algorithm ("DDI") is compared with 1) "manual": the ROI of each instance in the arterial phase is manually selected and the inference only performed in the portal and late phase; 2) "bruteforce": the liver region is labeled and the optimal ROIs are searched in the entire region of liver, without pruning; 3) "baseline": the ROIs are randomly selected in the images of three phases. The results demonstrate that our fully automatic inference algorithm achieves comparable performance to the "manual" method, and performs better than "brute force" and "baseline". Note that the performance of our algorithm on FNH is worse because the amount of training data of FNH is relatively small.
Finally, in Table. 3 we compare the region representation of our framework with other state-of-the-art methods: Multiple-ROI [3] , ROI posterior [12] and ROI out [13] . Each region representation is tested with three popular low-level features: GLCM, Law's texture, and Local Phase, similar to [3] . We manually select ROIs in three phases as required in previous works (note here we do not consider the performance of the inference algorithm), and use linear SVM as the classifier. The results show that our region representation obtains superior performances in general.
4. CONCLUSIONS In this work we propose a fully automatic computational framework for characterizing different types of FLLs in CEUS, which efficiently combines the diverse information of spatial and temporal enhancement patterns. Besides, a weakly supervised learning algorithm is utilized, which alternates between inferring the latent variables (i.e. the locations of ROIs) and optimizing the model parameters. An efficient data-driven inference algorithm is then proposed to efficiently determine the optimal locations of ROIs. The results show promising classification accuracies and the potential of being developed for real-time clinical applications. In the future, a more interactive system will be developed to enable the radiologists to revise the diagnosis according to the detailed outputs of our algorithm (e.g., the locations of ROIs and the reference frames).
