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Abstract
This paper proposes a local representation for Empirical Likelihood (EL). EL admits
the classical local linear quadratic representation by its likelihood ratio property. A lo-
cal estimator is derived by using the new representation. Consistency, local asymptotic
normality, and asymptotic optimality results hold for the new estimator. In particular,
when the regularity conditions do not include any differentiability assumption, these
asymptotic results are still valid for the local estimator. Simulations illustrate that the
local method improves the inference accuracy of EL.
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1 Introduction
A family of probability measures Eθ = {Pθ; θ ∈ Θ} could represent a class of economic
models. For a specific parameter θ in Θ ∈ Rd, the probability Pθ measures the performance
of the corresponding model. A sequence of papers consider how to attain a suitable Pθ by
comparing a specified moment restriction function or moment constraint function
ˆ
m(x, θ)dPθ(x) = Eθ[m(X, θ)],
to its sample counterpart
ˆ
m(x, θ)dPn(x) =
1
n
n∑
i=1
m(Xi, θ),
where Pn is the empirical distribution (empirical measure) and m(x, θ) is a k×1 vector with
k ≥ d for given x and θ.1
Empirical Likelihood (EL) fills in the gap between Generalized Methods of Moments
(GMM) and the classical Maximum Likelihood Estimation (MLE) because it can incorporate
the moment constraints into the classical likelihood-based framework. Qin and Lawless
(1994), Kitamura and Stutzer (1997), and Smith (1997) have shown that the estimators in
both EL and GMM-based estimates share many similar statistical features. As a matter of
fact, EL estimation with moment constraints has often been recognized as a moment-based
estimation method in econometrics. The particular correspondence between Eθ and m(X, θ)
by EL is given as follows. For n observations, the moment-based EL is:
max
θ,p1,...,pn
{
n∏
i=1
npi
∣∣∣∣∣
n∑
i=1
pim(Xi, θ) = 0, pi ≥ 0,
n∑
i=1
pi = 1
}
.
Function m(Xi, θ) is of main interest in all moment-based estimation methods.
The connection between the moment-based estimation method and maximization of like-
lihood ratios comes from dual parameters, that is, the parameters in a dual problem. The
dual problem in Kitamura and Stutzer (1997) shows an alternative way of incorporating
moment constraints from GMM. The moment constraints no longer appear directly in the
1Although Pθ is indexed by θ, the true distribution of m(X, θ) does not depend on θ. The notation Pθ
can be interpreted as a pseudo measure of m(X, θ) and the specification of this measure depends on the
value of θ. Later, Pθ is called an implied measure.
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objective functions as in GMM or other minimum distance methods. The moment con-
straints, however, are controlled dually by the Lagrangian multiplier in EL and then appear
indirectly in the modified objective functions.2 Using the auxiliary dual parameters, Smith
(1997) and Newey and Smith (2004) show that a class of estimators including Exponential
Tilting, continuous updating GMM and EL, will have better statistical properties than the
original GMM whose weighting matrices are not necessarily optimal. However, the mini-
max type nonlinear optimization induced by the dual parameters makes EL and its related
methods less applicable.
The main contributions of the paper are twofold. First, we present a feasible local
criterion EL function which resolves the minimax criterion over nonlinear likelihood function.
When the likelihood function in the primal problem of EL has nonlinear constraints, the
objective function of the dual problem forms a minimax criterion with an infinite dimensional
(functional) dual parameter. Without an explicit functional form, the dual parameter cannot
be specifically incorporated in a global representation. Furthermore, the dual parameter of
EL may have unstable solution(s) that give a thread to estimation and also a thread to
computation. Because the dual parameter appears in the criterion function in the primal
problem and also appears the Hessian matrix in the optimization algorithm. The localization
method will mitigate these threads. The basic idea in this paper is to linearize the nonlinear
optimization problem of EL by localizing the likelihood ratio function. Once the nonlinear
problem becomes a linearized optimization problem, the minimax problem is reduced to a
linear or a quasi-linear programming problem.3
The second contribution is to derive the local estimator, propose its computation method
and study its asymptotic properties. The estimator comes from the primal-dual scheme to-
gether with Netwon-Le Cam’s localization. The estimation principle is as follows: approxi-
mate the likelihood ratio in the primal problem, obtain a tractable dual representation for
the approximating primal problem, update the dual parameter and then return its value to
the primal problem. The dual result follows the idea of the Kitamura-Stutzer (Kitamura and
Stutzer, 1997) type duality and it assists to adjust the multiplier and the primal likelihood
2Duality theory studies a pair of optimization problems, the initial problem, which refers to the “primal
problem”, and the dual problem. The aim of dual problem is to obtain more information about the primal
problem. For EL and its related methods, the information of constraints and the information of optimal
“weights” {pi}i≤n of these constraints are presented in a single criterion by the duality theory.
3In optimization, when one attempts to solve a nonlinear optimization problem, one should first think
about transferring the problem into a linear or quasi-linear environment.
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function. Statistical properties of this iterative scheme will depend only on the last iteration
of the constructed estimator. This estimator is asymptotically optimal. In addition, the
local estimator does not require a differentiable condition of the likelihood function. This
result could be important to practitioners. It provides a theoretical ground for the practical
use of EL estimator for data with contaminated moment constraints which will be illustrated
in Monte Carlo simulations.
In particular, localization representation avoids poor behaviors of likelihood ratios in
some corrupted models by contamination. In our consideration, contamination induces
non-informative likelihood ratio values for estimation or poorly behaved Hessian matrices
for computation. For example, if the likelihood is flat in a neighborhood of some critical
points, the Hessian matrix is (near-) singular and the computation may break down at these
points. In the implementation, the likelihood of EL includes a vector of implied probabilities
(p˜(X1, θ), . . . , p˜(Xn, θ)) where θ ∈ Θ ⊂ Rd. Localization considers the probability vector
(p˜(X1, θ
∗+ δnτ), . . . , p˜(Xn, θ∗+ δnτ)) on a neighborhood of some θ∗ and returns numbers for
each τ instead of functions. A well-behaved local representation ensures the existence of the
derivative of this representation. By definition, when the derivative exists, small changes
will not blow up the approximation of the original likelihood ratio function and this repre-
sentation is therefore robust to these changes. Thus localization avoids the peculiar points
that break down the computational routines.
One could think of this local representation as an alternative criterion function to the
likelihood ratio. The following discusses the connection between frequently used criterion
functions and the local approximating likelihood ratio criterion in this paper. EL has been
embedded into several general criteria, see e.g. Smith (1997), Baggerly (1998), Newey and
Smith (2004). The aims of these estimation methods are similar: to optimize a criterion
function of θ, such as a likelihood ratio function, subject to some constraint of m(X, θ). The
choice of criterion functions matters for the efficiency and the robustness of an estimator.
To balance the tradeoff between these two objectives, Schennach (2007) suggests a two-step
inference method by switching the empirical discrepancy between two criterion functions,
Kullback-Leibler and likelihood ratio. Although this two-step inferential method works bet-
ter than either its criterion functions, changing the criterion function in the intermediate
stage could distort the supports of likelihood ratio and of Kubllback-Leibler functions.4 In-
4Kullback-Leibler and likelihood ratio use different measures as their dominating measures in the criterion
functions. Switching the position of these measures require a mutual contiguity between the empirical
3
stead of using two-step method, Kitamura et al. (2009) suggest using Hellinger’s distance as
the criterion. Hellinger’s distance has a better topological structure than likelihood ratio and
its estimator shares almost the same first order statistical properties with EL. In this paper,
our representation of the classical likelihood ratio is a linear-quadratic type approximation.
This representation locally obtains some Gaussian properties and therefore maintains a simi-
lar topological structure as Hellinger’s distance.5 The linear-quadratic representation induces
the Newton type iteration which is easier for implementations than previous methods since
it does not calculate the Hessian based on the second derivative of moment constraints.
The rest of the paper is organized as follows. Section 2 describes EL and gives a version
of consistency result without requiring the existence of derivatives. Section 3 presents the
local representation of EL. Section 4 gives the local estimator and its asymptotic properties.
In Section 5 we describe two Monte Carlo experiments based on linear and nonlinear moment
constraints. Finally, conclusions appear in Section 6. Proofs are given in the Appendix.
2 Empirical Likelihood
EL considers a finite dimensional parameter θ and an increasing number of
p(X, θ) := (p(X1, θ), . . . , p(Xn, θ)).
In this paper, the random variable Xi is assumed to be i.i.d.. EL simultaneously finds the
optimal θ and the optimal p(X, θ) that satisfy the required moment constraints
n∑
i=1
m(Xi, θ)p(Xi, θ) = 0.
Its criterion is:
sup
pi,θ
{
n∑
i=1
log npi | pi ≥ 0,
n∑
i=1
pi = 1,
n∑
i=1
pimi(θ) = 0
}
,
measure Pn and implied probability measure P˜n. In other words, for every sequence {An}n∈Z, Pn(An)→ 0
implies P˜θ(An)→ 0, vice versa. This is a rather strong requirement even for a linear constraint problem.
5The covariance function of the approximating log-likelihood ratio process can be attached to an inner
product space (pre-Hilbert space) which is close to the L2 structure considered by the Hellinger distance.
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where pi is a shorthand for p(Xi, θ) given the value θ. An explicit expression for the optimal
pi’s can be derived using the Lagrangian method and gives the solution:
p˜i(θ) :=
1
n
1
1 + λTnmi(θ)
,
where p˜i(θ) is called the implied probability. The candidate solutions belong to the family
Eθ := {P˜θ : θ ∈ Θ,
ˆ
m(X, θ)dP˜θ = 0, P˜θ  P0, P˜θ  Pn},
where dP˜θ(xi) = p˜i(θ)dµ for a counting measure µ.
6 {P˜θ  P0, P˜θ  Pn} means that P˜θ
is contiguous with respect to both P0 and Pn. For every sequence {An}n∈Z, Pn(An) → 0
implies that P˜θ(An) → 0 and meanwhile P0(An) → 0 implies that P˜θ(An) → 0. The λn is
the solution of:
1
n
n∑
i=1
[
mi(θ)
1 + λTnmi(θ)
]
= 0. (2.1)
Let the average log-likelihood ratio of the implied probability between any two parameter
values θ1 and θ2 be:
Λn(θ1, θ2) :=
1
n
n∑
i=1
log
[
p˜i(θ1)
p˜i(θ2)
]
and define the average log-likelihood ratio of the implied probability given θ and counting
numbers 1/n as
Λn(θ) :=
1
n
n∑
i=1
log np˜i(θ).
The constraint 0 ≤ p˜i ≤ 1 requires that the inequality 1 +λTnmi(θ) ≥ 1/n always holds. The
population λ(θ) := limn→∞ λn must lie in a convex and closed set Γθ = limn→∞ ∪ni=1Γθ,i. For
fixed n, the set Γθ,n is defined as a collection of subsets of
{λn : 1 + λTnm(Xi, θ) ≥ 1/n, i = 1, . . . , n, θ ∈ Θ}.
In the rest of this section, we derive an other consistency result for EL estimation. Our
intention is to obtain the consistency result without assuming the differentiability of the
moment restriction m(X, θ). The differentiability is often assumed because it is a natural
6The family Eθ obtains both continuous measures and discrete measures. The definition will become clear
once we introduce the infinite divisibility concept.
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way to derive an expansion of the objective function at the true parameter. This expansion
will link the asymptotic behaviors of Tn−θ0 with those of the sample averages of ∂m(X, θ)/∂θ
and hence it is useful for proving both strongly and weakly convergences. But as a trade-off,
one needs to impose additional identification conditions and limit distribution conditions for
n−1
∑n
i ∂m(Xi, θ)/∂θ and n
− 1
2
∑n
i ∂m(Xi, θ)/∂θ respectively. Because our representation
will not rely on such an expansion, we weaken the conditions for consistency.
There are many existing results of EL’s consistency. Kitamura et al. (2004) relax the
assumptions in Qin and Lawless (1994) and Kitamura and Stutzer (1997) and obtain con-
sistency of the estimator based on Wald’s approach (Wald, 1949). Newey and Smith (2004)
assume the differentiability of Lagrangian multiplier rather than that of m(X, θ). However,
due to the non-analytical form of λ(θ), this assumption is quite strong. Schennach (2007)
gives another consistency proof for a non-differentiable objective function and avoids appli-
cations of a Taylor expansion. The differentiability of the moment restriction, however, is
still assumed there in order to obtain a valid approximation for the Lagrangian λ(θ). The
conditions in the following Theorem 1 are similar to the standard M -estimator conditions
in Huber (1981), thus the differentiability assumption is not required. In order to ensure
the EL estimator consistent for this case, we need to give a result of EL consistency under
weaker conditions. Here are the conditions:
Condition 1. (i) M(θ) := E[m(X, θ)] exists for all θ ∈ Θ and has a unique zero at θ = θ0.
(ii) θ0 is a well-separated point in M(θ) such that
inf
θ:d(θ,θ0)≥
|M(θ)| > |M(θ0)| = 0,
where  is an arbitrary value larger than zero and d(·, ·) is any distance function on Θ×Θ.
(iii) m(X, θ) is continuous in θ,
lim
θ′→θ
‖m(X, θ)−m(X, θ′)‖ = 0.
(iv) Let ∞ be the one-point compactification of Θ, then there exists a continuous func-
tion b(θ) bounded away from zero, such that (1) supθ∈Θm(X, θ)/b(θ) is integrable, (2)
lim infθ→∞ ‖M(θ)‖ /b(θ) is larger than 1, and (3) lim supθ→∞ ‖m(X, θ)−M(θ)‖ /b(θ) < 1.
(v)
∑n
i=1
[
m(xi, θ0)m(xi, θ0)
T
]
/n is full rank for all n ≥ 1.
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Condition 1 (i) ensures the model is identified for a small neighborhood of θ0. (ii) is a local
separability condition. (iii) is used to obtain the continuity of the Lagrangian multiplier.
(iv) is an envelope assumption; it is used to obtain some dominated convergence results. The
one-point (Alexandroff) compactification allows us to let θ approach any boundary place of
Θ, even if Θ is not compact and may extend indefinitely. The usual proof of EL consistency
(Qin and Lawless, 1994) requires the existence of the continuous derivative of m(X, θ) and
that the derivative is of full rank. Condition 1 is less restrictive because it allows for irregular
cases where the usual “delta method” does not work, e.g. when m(X, θ) is non-differentiable.
Condition 1 (i)-(iv) are the standard M-estimator conditions in Huber (1981) and are very
weak in the context of parametric models.
Theorem 1. If Condition 1 holds, then every sequence Tn satisfying
Tn := arg sup
θ∈Θ
n∑
i=1
log np˜i(θ) = arg sup
θ∈Θ
nΛn(θ)
will converge to θ0 almost surely.
Note that this theorem does not require any differentiation condition. However, the
differentiability is implicitly obtained in the later section. In fact, the “local” concept is the
analog of “differential”. If one fixes a particular θ0 in Θ and investigates what happens to
the likelihood ratio function with parameter sequences of the form θ = θ0 +δnτ , with δn → 0
as n goes to infinity, then δn yields a sort of differentiation rate just as the differentiation
rate in basic calculus, and then the whole localization problem can be analyzed as a kind of
differentiability analysis for the likelihood ratio function. The term τ is called local parameter
since it is an index for local features. This technique often appears in the evaluation of local
power of test statistics and statistical experiments, see van der Vaart (1998) and Le Cam
and Yang (2000).
3 Gaussian Properties and Localization of EL
A non-closed form dual parameter λn induces a non-closed form probability vector p˜(θ).
General techniques such as empirical processes of studying irregular behavior of the func-
tions are also not directly applicable because the functional form of λn has no closed-form
representation, since it is the solution of Equation (2.1) that depends on the sample size and
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parameter values. In this section, we propose alternative conditions and specifications of EL
to standardize the problem.
3.1 Approximation for an Infinitely Divisible Family
Instead of studying the implied probability vectors p˜(θ), we consider a family of probability
measures
Eθ := {P˜θ : θ ∈ Θ,
ˆ
m(X, θ)dP˜θ = 0},
where the discrete vector p˜(θ) satisfies
n∑
i
m(Xi, θ)p˜i(θ) = 0.
If a random variable ξ, for every natural number n, can be represented as the sum
ξ = ξ1,n + ξ2,n + · · ·+ ξn,n
of n i.i.d random variables ξ1,n, . . . , ξn,n, then ξ is called infinitely divisible (Gnedenko and
Kolmogorov, 1968, p. 78). A probability distribution is said to be infinitely divisible if and
only if it can be represented as the distribution of the sum of an arbitrary number of i.i.d
random variables. A family of such distributions is often referred to as an infinitely divisible
family. In our case, for arbitrary sample size n and fixed θ, the log-likelihood ratio process
is
Λ((X1, . . . , Xn), θ) = log np˜(X1, θ) + · · ·+ log np˜(Xn, θ).
Every additional term log np˜(Xi, θ) is an identical distributed increment of this log-likelihood
ratio process. One crucial deficiency of the above argument for EL is that p˜(Xi, θ) are
not independent for all is. Because λn appears in p˜(Xi, θ) for i = 1, . . . n. But since the
dependence is introduced by λn only and λn appears as the same form for all p˜(Xi, θ), once
the value of λn is conditioning, the rest part of p˜(Xi, θ) will be independent with p˜(Xj, θ)
for any i 6= j.
For a sufficient large n and a fixed θ, λn in log np˜(X1, θ), is a stochastic element.
7 In
this case, one can think that the integral of the log-likelihood ratio process,
∑
i log np˜(Xi, θ),
7In a localization approach, when θ is given, λn will converge to a normal random variable with mean
zero, see e.g. Theorem 1 in Qin and Lawless (1994).
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represents an infinite divisible process ξ in n additive terms ξ1,n+ξ2,n+· · ·+ξn,n.8 Thus Eθ does
not merely include the family of distributions that satisfy the constraint
´
m(x, θ)dP˜θ(x),
it also requires the sample average of the log-likelihood ratio process of P˜θ to be infinitely
divisible. It seems that EL inherits the moment constraint from moment-based methods and
inherits the infinitely divisibility from likelihood ratio based methods.
An infinitely divisible family E admits a representation E = E1 × · · · × En = ⊗i=1,...,nEi
based on n copies of the so called divisor Ei, where n could be arbitrarily large and × denotes
the direct product. The family E is called divisible with divisor Ei. There are several well
known infinitely divisible families, e.g. Poisson and Gaussian families.
It has been proved by Gnedenko and Kolmogorov (1968, Theorem 17.5) that any infinitely
divisible family can be approximated by a finite number of Poisson type measures. This
result basically means that the infinitely divisible family constructed by {log np˜(X, θ)} can be
approximated by a finite number of Poisson measures.9 Poisson family relates to the Gaussian
family via the Hellinger’s affinity. We will use this property to deduce a representation of
the likelihood ratio process.
Theorem 2. If P˜θ is infinitely divisible then when n→∞, the log-likelihood log dP˜θ+δnτn/dP˜θ
can be approximated by a linear quadratic expression such that the difference
n∑
i=1
log
dP˜θ+δnτn
dP˜θ
(xi)−
[
τTn Sθ,n −
1
2
τTnKθ,nτn
]
(3.1)
tends to zero in probability for any bounded sequence {τn} with a random vector Sθ,n and a
deterministic matrix Kθ,n.
The infinite divisible feature gives us a useful representation for the likelihood ratio
process, a linear quadratic expression with a local parameter τn. This representation is
similar as the linerization method based on Taylor’s expansion, however it does not require
the differentiability of the implied probability. With this expression, we can construct our
estimator without bothering with non-linear optimization, since the parameter in (3.1) is
re-parametrized by τn which appears linearly and quadratically in the equation. Further-
more, neither the computational algorithm nor the weakly convergent statistics involve any
8More details about such a construction are discussed in Le Cam and Yang (2000, Chapter 5), although
in most cases, they use log(1 + (pθ/pϑ)
−1/2 − 1) instead of log(pθ/pϑ) directly.
9We give a short description about Poissonization in the appendix. Infinite divisible family holds for
arbitary number of n, so the approximation in principle should be valid for the finite many n.
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differentiation requirements.
Remark 1. In the proof, we will show a relation for univariate Gaussian families. For any pair
of Gaussian measures Gθ and Gϑ, there will be a linear-quadratic expression to relate them.
Therefore, the integral of (dGθ/dGϑ)
1/2 w.r.t. Gϑ will have a linear quadratic representation.
Then we show that if P˜θ is infinitely divisible, (dP˜θ/dP˜ϑ)
1/2 will be approximately equal to
(dGθ/dGϑ)
1/2, so (dP˜θ/dP˜ϑ)
1/2 will also have a linear quadratic representation.
Remark 2. The linear-quadratic approximations to the log-likelihood ratios can possibly be
used with other minimum contrast estimators, but such constructions only lead to asymp-
totically sufficient estimates, in the sense of Le Cam, when the contrast function mimics the
properties of log-likelihood function, at least locally.
Remark 3. From a computational aspect, when confronted with the nonlinear optimization,
the Hessian matrix of the problem in some cases is difficult to evaluate especially in regions
that are either extremely flat or very erratic. It is then computationally more efficient to
consider the local optimization and avoid a singular or non-invertible Hessian matrix rather
than calculate the global second order derivative of the objective function.
Remark 4. Theorem 2 shows that with a proper choice of δn, the log-likelihood ratio can
be approximated by a linear-quadratic representation. One of the main focus of this repre-
sentation is the quadratic term. For a pair of Gaussian measures (Gθ, Gϑ) with dominating
measure µ we will have
ˆ (
dGθ
dGϑ
) 1
2
dGϑ =
ˆ
dG
1
2
θ dG
1
2
ϑdµ
=E exp
{∑
i=θ,ϑ
1
2
[
L(i) + E log(
dGi
dµ
)
]}
=
[
exp−1
4
(K(θ, θ) +K(ϑ, ϑ))
]
· E exp
(∑
i=θ,ϑ
1
2
L(i)
)
(3.2)
= exp
{
1
4
[2K(θ, ϑ)−K(θ, θ)−K(ϑ, ϑ)]
}
, (3.3)
where L(i) := {log(dGi/dµ)−E log(dGi/dµ)} for i = θ, ϑ. The derivation of (3.3) is given in
the Appendix. The property of L(i) includes that it is Gaussian with expectation EL(i) = 0
and covariance kernel K(θ, ϑ) = EL(θ)L(ϑ) and we have EL(i)2 = K(i, i). Let
q(θ, ϑ) = −8 log
ˆ
dG
1
2
θ dG
1
2
ϑdµ.
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Since the quadratic term is deterministic in the neighborhood of θ0, we can use interpolation
to find K(·, ·). With an arbitrary mid-point u, three-point interpolation gives us:
K(θ, ϑ) = − (q(θ, ϑ)− q(θ, u)− q(u, ϑ)) .
For small |θ−ϑ|, to speed up the computation, one could use an approximated value Λn(θ, ϑ)
instead of q(θ, ϑ).10
3.2 Comparison with Other Conditions
The standard EL ratio can be put into the form of the linear quadratic representation in
(3.1) but this requires some additional assumptions, e.g. differentiability of m(X, θ). The
following proposition establishes this relation.
Proposition 1. Suppose that in addition to Condition 1, the following holds
(i) the model is just-identified, ∂m(X, θ)/∂θ <∞ for any X, the rank of E[∂m(X, θ)/∂θ]|θ0
equals dim(θ),
(ii) 1
n
∑n
i=1[mi(θ)mi(θ)
T ] and 1
n
∑n
i=1[λ
T
nmi(θ)]
2 are both finite for any positive n, even
as n→∞,
then the log-likelihood ratio between p˜θ0 and p˜θ0+δnτ can be approximated by:
2
n∑
i=1
log
p˜θ0+δnτn
p˜θ0
(xi) = δnτ
T
n A1 +
1
2
δ2nτ
T
n A2τ
T
n + op(1) (3.4)
where
A1 = E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 n∑
i=1
mi(θ0),
A2 = E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 E∂m(X, θ0)
∂θT
.
The expansion (3.4) is obtained simply by Taylor expansion and the result therefore does
not apply to the nonstandard problem where the differentiability of m(X, θ) is questionable.
However, the result is intuitive as it mimics the standard Local Asymptotic Normal (LAN)
10The concern is that the square root density computing may induce rounding error. In fact
1
2 log
´
(dGθ/dGϑ)
1/2dGϑ approximately equals to
1
2
∑
i log(dGθ/dGϑ)(xi) when xi is generated by Gϑ.
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property for parametric models, see e.g. van der Vaart (1998, pp 104). The relation between
(3.4) and (3.1) is also quite clear: the first term is τn times a random vector, and the second
term is its variance.
Remark 5. With the additional normality assumption on the average of mi(θ0) and assuming
δn = n
−1/2 we will of course have:
1√
n
n∑
i=1
E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1
mi(θ0)
 N
(
0,E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 E∂m(X, θ0)
∂θT
)
.
Asymptotic normality of the EL estimator is established by equation (3.4) with additional
conditions on the continuity or the boundedness of second derivative of the moment restric-
tion functions, e.g. Qin and Lawless (1994), Newey and Smith (2004) or Kitamura et al.
(2004).
Remark 6. An alternative way of deducing this asymptotic normality is via Differentiability
in Quadratic Mean (DQM). This entails the existence of a vector of measurable functions
Sθ0,n such that ˆ [
p˜
1/2
θ0+δnτ
− p˜1/2θ0 −
1
2
δnτ
TSθ0,np˜
1/2
θ0
]2
dµ = o(‖δn‖2), (3.5)
where δn → 0. Note that the relation between the derivatives of the square root density and
the score function (when it exists) is:
2
1√
p˜θ
∂
∂θ
√
p˜θ =
∂
∂θ
log p˜θ.
If along a path, the square root of the implied probability θ 7→ √p˜θ is differentiable, then
DQM basically means that a expansion of the square root of p˜θ is valid and the remainder
term is negligible in L2(µ) norm. The term Sθ,n can be considered as the score function
of the implied probability p˜θ at θ0. DQM implies that the condition does not require the
point-wise definition of the derivative of m(θ,X) therefore it is less restrictive.
Suppose the implied probability includes the term m(θ,X) which is not always differen-
tiable. Then it deserves more efforts to relax the restrictive condition on differentiability.
In fact, Theorem 2 implies that the log-likelihood ratio belongs to the LAN family. The re-
sult is already good enough for constructing an efficient (or asymptotic sufficient) estimator.
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The expression in (3.1) is much weaker than the regular conditions and DQM. It only states
that log-likelihood ratios of implied probabilities can be approximated by a linear-quadratic
expression.
4 Local Estimation
By the result (3.1) in Theorem 2, we can study the behavior of a pair (P˜θ+δnτn , P˜θ) by looking
at the log-likelihood ratio process Λn(θ+ δnτn, θ)(X) with index τn. The log-likelihood ratio
process admits linear quadratic approximations as n → ∞, with the term τnSn linear in τn
and the term τTnKnτn quadratic in τn. The numerical values of the approximation depend
on the concentrated point θ and its local neighborhoods. With these ideas in mind, we will
show the following steps of constructing a local type estimator. The explanation of each step
is given after the definition.
Definition. Given Condition 1, we define the following Le Cam type local EL estimator in
5 steps:
Step 1. Find an auxiliary estimate θ∗n using a δn-consistent estimator and restricted such
that it lies in Θn (a δn-sparse discretization of Θ).
Step 2. Construct a matrix Kn with Kn,i,j = u
T
i Knuj, i, j = 1, 2, . . . , d, given by
Kn,i,j =− {Λn[θ∗n + δn(ui + uj), θ∗n]
−Λn[θ∗n + δnui, θ∗n]− Λn[θ∗n + δnuj, θ∗n]}
and {u1, . . . , ud} is a set of directional vectors in Rd. ui is a step-size in selected in advance.
Step 3. Construct the linear term:
uTj Sn = Λn[θ
∗
n + δnuj, θ
∗
n] +
1
2
Kn,j,j.
Since all the right hand side values are known, Sn can be computed and is a proper statistic.
Step 4. Construct the adjusted estimator:
Tn = θ
∗
n + δnK
−1
n Sn.
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Step 1 The δn-sparse (discretization of the) parameter space in Step 1 is suggested by
Le Cam (see Le Cam and Yang (2000, p 125)). It requires a sequence of subsets Θn ⊂ Θ
satisfying the following conditions (i) that for any θ ∈ Θ and any constant b ∈ R+, the ball
B(θ, bδn) contains a finite number of elements of Θn, independent of n, and (ii) that there
exist a c ∈ R+ such that any θ ∈ Θ is within a distance cδn of a point of Θn. If we think
of Θn as nodes of a grid with a mesh that gets finer as n increases, then (i) says that the
grid does not get too fine too fast and (ii) says that the mesh refines fast enough to have
nodes close to any point in the original space Θ. In other words, asymptotically θ∗n should
be close enough to θ0. Another interpretation of δn-sparsity is from a Bayesian perspective.
That is for arbitrary priors, the corresponding posteriors essentially concentrate on the small
vicinities shrinking at the rate δn.
Step 2 As in the Remark 4, the covariance matrix in Step 2 is an analog to the covariance
kernel in Gaussian processes. For a stationary Gaussian process, the covariance kernel is
smooth and differentiable in quadratic mean, the covariance kernel can be written as
Cov
(
1
δn
(Gθ+uδn −Gθ),
1
δn
(Gϑ+uδn −Gϑ)
)
=
1
δ2n
(2C(θ − ϑ)− C(θ − ϑ+ uδn)− C(θ − ϑ− uδn))
→− ∂
2C(h)
∂h2
∣∣∣∣
h=θ−ϑ
,
where C(θ, ϑ) := Cov{Gθ, Gϑ}. Since Kn is an analog to the covariance kernel, the construc-
tion of Kn is nothing else but a finite difference of Λn(·, ·) which is analogous to the second
derivative of the covariance kernel.
Step 3 and 4 With a control term Kn which is asymptotically determined, all the ran-
domness of the log-likelihood ratio is contained in the first term, Sn. Step 3 is to extract the
randomness from Λn(·, ·) and construct the linear term. Step 4 is to construct the estimator.
To verify these two steps, we need to ensure that the covariance kernel in (3.1) is invertible.
Proposition 2. The matrices Kθ,n in (3.1) are almost surely positive definite. Any cluster
point Kθ of Kθ,n in Pθ,n-law is invertible.
If Kn−Kθ,n converges to zero, then Kn is also invertible. This result will be given in the
14
following Theorem 3. If Kn is positive definite, by substituting Sn = Knδ
−1
n (Tn − θ∗n) into
the linear quadratic expression:
τTnKnδ
−1
n (Tn − θ∗n)−
1
2
τTnKnτn =−
1
2
δ−2n [Tn − (θ∗n + δnτn)]T Kn×
[Tn − (θ∗n + δnτn)] +
1
2
δ−2n [Tn − θ∗n]T Kn [Tn − θ∗n] ,
we have a quadratic expression of Tn and (θ
∗
n + δnτn). The maximal value of this approxi-
mating representation of the log-likelihood ratio is achieved when θ∗n + δnτn = Tn. In other
words, δ−1n (Tn − θ∗n) is the estimator for the local parameter τn.
Remark 7. The construction was originally proposed by Le Cam (1974). He supposed that
there is a special interest in the likelihood function at particular points where Taylor’s ex-
pansion fails, e.g. for the Laplace distribution. The advantage of the construction is that the
quadratic term does not depend very much on the particular auxiliary estimation method
that is used to obtain the value of θ∗n and the construction is only determined in a local
neighborhood of the particular point.
Remark 8. One may be concerned with the δn-consistency requirement for the auxiliary
estimator. For a simple i.i.d. case, the δn is set to n
−1/2, the requirement is the same as
asking for an
√
n-consistent auxiliary estimator. Any
√
n-consistent estimator should be, in
principle, good enough from the estimation perspective, because the auxiliary estimator θ∗n is
at least in a neighborhood of θ0. However, in practice, it may be hard to find a well behaved
moment restriction function around θ0. The use of local EL estimator is to overcomes the
problem and improve the auxiliary estimator. We suppose that θ∗n is located within a range
n−1/2 of the true value, then a local method would give a refinement. When consistency and
asymptotic normality are treated separately, one could take good care of consistency first
and then use localization method to improve the final result or one could take care of the
concentration of distribution first and then correct the bias by localization.
Theorem 3. Given Condition 1, Tn, Sn and Kn have following properties:
(i) K−1n Sn −K−1θ,nSθ,n and Kn −Kθ,n converge to zero in P˜θ,n-law where (Kθ,n, Sθ,n) is in
(3.1).
(ii) δ−1n (Tn − θ) is bounded in P˜θ,n -law.
(iii) if Equation (3.5) holds and the moment restrictions are just-identifying, the sequence
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of models {P˜θ,n : θ ∈ Θ} is LAN and
δ−1n (Tn − θ0) N (0,Ω)
where Ω = E∂m(x,θ0)
∂θ
T (
Em(x, θ0)m(x, θ0)T
)−1 E∂m(x,θ0)
∂θT
.
The LAN theory is useful in showing that many statistical models can be approximated
by Gaussian models. In the parametric likelihood framework, when the original model Pθ is
smooth in the parameters, i.e. DQM, the local parameter τn = δ
−1
n (θ0 − θ∗n) can be used to
construct a log likelihood ratio based on Pθ0+τnδn that is asymptotically N (τn, I−1θ0 ). Here we
use LAN in a moment based setting without further parametric assumptions. Once LAN is
established, asymptotic optimality of estimators and of tests can be expressed in terms of
LAN properties.
Remark 9. Some other articles also utilize local information based on an EL framework.
Donald et al. (2003) propose resampling data from a local EL estimated distribution. Kita-
mura et al. (2004) consider another localized EL based on conditional moment restrictions
and use them to re-construct a smooth global profile likelihood function. Smith (2005)
extends moment smoothing to GEL. These methods construct smooth objective functions,
implicitly or explicitly. Our solution is to discretize the parameter space and then construct
local log-likelihood ratios as local objective functions. Thus our localization is viewing a
different aspect of the problem.
Theorem 3 gives an asymptotic result on the weak convergence of the estimator. In the
theorem, the limit distribution is based on a kind of Crame´r-Rao type lower bound and is
essentially a point-wise result. In order to obtain a result in a neighborhood rather than
at a single point, we will now state and prove a minimax type theorem on the risk of any
estimator.
Before giving the theorem, we need to introduce a technical concept of δn-regularity. This
concept expresses the desirable requirement that a small change in the parameter should
not change the distribution of estimator too much. For the estimator sequence Tn, if the
difference between the distributions of δ−1n (Tn − θ0 − δnτ) and δ−1n (Tn − θ0) tends to zero
under Pθ0+δnτ,n-law and Pθ0,n-law respectively, then Tn is called δn-regular at the point θ0.
Theorem 4. Given Condition 1 and letting W be a non-negative bowl shaped loss function,
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if Tn is δn-regular on all Θ, then for any estimator sequence Zn of τ , one has
lim
b→∞
lim
c→∞
lim
n→∞
inf
n
sup
|τ |≤c
Eθ0+δnτ [min(b,W (Zn − τ))] ≥ E[W (ξ)]
where ξ has a Gaussian distribution N (0, K−1). The lower bound is achieved by Zn =
δ−1n (Tn − θ0).
A loss function is “bowl-shaped” if the sublevel sets {u : W (u) ≤ a} are convex
and symmetric around the origin. The value b is used to construct a bounded function
min(b,W (Zn− τn)). We let c go to infinity in order to cover a general case. The expectation
Eθ0+δnτ [·] is taken w.r.t. a measure M of the set {θ : |θ − θ0| ≤ δnτn} while E[·] is taken
w.r.t. a distribution of K−1/2 ×N (0, I) on ξ.
The theorem can be interpreted as follows. When using the auxiliary estimator θ∗n in
the likelihood ratio, this induces randomness to the local parameter τn. By using the LAN
result in Theorem 3, we can attach the local parameter τn with a Gaussian measure. By the
Gaussian prior assumption of τn, one can express the convergent procedure as a procedure
of updating a Gaussian prior, while for a centered Gaussian prior, this procedure is to
update the prior covariance matrix Γ−1. The δn-regularity condition implies that Kn will
converge uniformly in a neighborhood of θ0 for arbitrary measure M. Thus the covariance
will converge to a the posterior covariance matrix (K + Γ)−1. The Gaussian randomness
introduces a new random variable ξ that has the posterior covariance matrix (K+Γ)−1. The
lower bound of the Bayes risk of this Gaussian variable is obtained by letting Γ go to zero,
corresponding to initial values of τ widely spread. This is the local asymptotic minimax
theorem. It is based on the minimax criterion and gives a lower bound for the maximum
risk over a small neighborhood of the parameter θ. Because the local EL can achieve this
lower bound, it is an asymptotically optimal estimator.
5 Simulations
Throughout the paper, our concerns are the violations of the standard regularity conditions
for the moment restriction functions and their derivative functions. In this section, we
simulate two models whose moment conditions are contaminated by some outliers. We
call these models contaminated models. The contamination in this experiment occurs at a
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Table 1:
Local Iteration
Iter. num. λ τ Local Estimator
1 0.148899 0.128070 2.069817
2 0.134007 0.115263 2.058290
3 0.120464 0.103737 2.047917
...
...
...
...
12 0.053311 0.084166 1.992690
13 0.043537 0.000000 1.992690
certain probability no matter how large the sample size is. The simulations try to mimic
the environment that few observations may violate the boundedness condition for m(X, θ)
and such observations are not caused by the small number of samples. In other words, some
large values of mi(θ) are caused by some xis and these xis are systematically existing.
These features imply that the specification of the constraint E[m(X, θ)] = 0 is invalid
for the whole sample, although the specification is valid for the uncontaminated sample. A
completely misspecified model is not of our interest. In our experiment, the contamination
level is controlled to a small value so that the model is not significantly misspecified. A
consequence of the mildly misspecified constraint is that the moment-based estimators are
biased.
The full description of the localized EL’s implementation is given in the Appendix. From
each iteration in the localization steps, the value of the local estimator is adjusted. Table 1
gives an example of the information used in the localization step, where λ is the Lagrangian
multiplier and τ is the local parameter. The true value of the parameter is 2. Due the mildly
mis-speciation of the moment restriction, λn does not reach 0 when the estimator converges
to the true value. However, the local iteration of τ induce an almost unbiased estimate result
with the maximum local likelihood.
Figure 6.5 gives two representative phenomena in the numerical experiment. When the
simulation does not induce a peculiar optimal point of the log-likelihood, EL rather than
local EL reach the peak of the empirical log-likelihood function. However, such a peak is for
the contaminated sample which induces misspecified moment restrictions. This peak does
not lead to the best solution. Another situation is for irregular log-likelihood shape. In
this case the EL estimation does not give a local optimal answer, nor even report a correct
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Table 2:
Linear Model: LS Auxiliary Estimator
c%=0.5%, L=10 (case I) c%=0.005%, L=10000 (case II)
Method Mean Median MSE IQR Mean Median MSE IQR
LS 2.092564 2.092765 0.009234 0.033984 2.091643 2.094945 0.009237 0.036843
IV 2.012655 2.012436 0.008073 0.130901 2.008087 2.012734 0.009991 0.148564
EL 1.990643 2.011329 0.024535 0.128907 1.984457 2.008713 0.033921 0.146062
Local EL(LS) 2.045564 2.050873 0.005683 0.077868 2.048954 2.056338 0.006055 0.084951
Linear Model: IV Auxiliary Estimator
c%=0.05%, L=100 (case III) c%=0.01%, L=10000 (case IV)
Method Mean Median MSE IQR Mean Median MSE IQR
LS 2.091583 2.092988 0.009233 0.038327 2.091021 2.091687 0.009196 0.040935
IV 2.001433 2.003463 0.009768 0.132206 2.008599 2.001776 0.010176 0.137512
EL 1.985619 2.002222 0.028999 0.135985 1.983376 2.000420 0.032342 0.141040
Local EL(IV) 2.011766 2.015890 0.008267 0.120573 2.026002 2.021211 0.006859 0.105591
log-likelihood value. The problem is caused by the irregular shape of the likelihood. The
flat log-likelihood region and the non-smooth peak break down the global search routine in
the EL estimation. Although local EL estimate value does not correspond to the parameter
value that gives the optimal log-likelihood for uncontaminated sample, local EL estimator
reaches the local optimal point of the empirical log-likelihood function.
5.1 A Linear Experiment
We consider a simple structural model with a n× 1 explanatory vector xn = (x1, . . . , xn)T ,
a n × 1 instrument vector zn and a disturbance vector un, n = 1000. The parameter θ is
equal to 2. The n× 1 random vector ε is assumed to be normal. The model is as follows:
yi = xiθ + εi,
xi = zipi + ui.
In our numerical experiment, pi is set to one. The instrument zn is a design vector with a
constant vector plus a small noise and zn is independent of ε and un. The uncertainty vector
un is a mixture of two normally distributed vector u
(1)
n and u
(2)
n where u
(1)
i ∼ N (0, 1) and
u
(2)
i ∼ N (L, 1). L is referred to the degree of contamination. We introduce u(2)i to generate
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a mis-specified moment. In this experiment, u
(2)
n is a contaminated element. The mixing
rate of u
(2)
n in un is the probability of contamination. Let c denote this probability. If Pu(i)n
denotes the distribution of u
(i)
n , then Pun = (1− c)Pu(1)n + cPu(2)n . We impose the correlation
between ε and un by using the equation εn = R×un+ε′n where ε′n ∼ N (0, 1) is independent
of un. The covariance value R is set to 0.1.
The moment restriction function in this example is zTn (yn − xnθ). We will consider four
different estimation methods, Least Squares (LS), Instrumental Variables (IV), EL, and local
EL.11 The estimators for LS, IV, EL are respectively (xTnxn)
−1xTnyn, (z
T
nxn)
−1zTnyn and
min
β
max
λn
n∑
i=1
log(1 + λnmi(θ)),
where mi(θ) = zi(yi − xiθ).
The true value of θ is 2. A consequence of the mildly misspecified constraint is that the
moment-based estimators, IV and EL, are also biased but not as serious as LS. The bias
of LS is caused by the correlation between ε and un. Due to the endogenous problem, LS
is always biased. The mild misspecified moment restriction leads to the small biases in IV
and EL. We will use LS or EL as the auxiliary estimator of the local method. In Table 2,
we show the estimation results for four cases: contamination percentage 0.5% (0.005%) with
10 (10000) degree of contamination with LS as an auxiliary estimator; contamination level
0.01% with 10 and 10000 degree of contamination with IV as an auxiliary estimator. The
mean and the median of LS, IV and EL coincide with our expectation: a large bias in LS;
a relative small bias in IV and EL. The level of bias in local method lies in-between. If one
uses LS as the auxiliary estimator, then the bias of the local method is slightly larger than
the case of using IV as the auxiliary estimator. However, among the four estimators, local
EL attains the lowest mean square error (MSE) in all four cases. From the Q-Q plots in
Figure 6.1 and 6.2, local EL is closer to the normal shape than EL. The density plots in
Figure 6.3 and 6.4 show that the distribution of local EL is more concentrated in case (I)
and (II) but its mean location is closer to the true value in case (III) and (IV).
11In this setup, the IV estimator asymptotically has a degenerated second moment. Thus in order to make
a fair comparison, we only consider the cases where the IV estimators are not widely spreaded.
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5.2 A Nonlinear Experiment
We construct the moment restriction for a short-term interest rate model. Chan et al. (1992)
show that the model can be nested within the following equations:
rt+1 − rt =α + βrt + εt+1,
εt+1 =σr
γ
t ut,
where ut is a normal white noise with zero mean and unit variance. α, β, γ, and σ are the
parameters of the model. In this experiment, the contamination is introduced so that the
distribution of ut , Put , is a mixture such that (1 − c)Pu(1)t + cPu(2)t . As in the linear case,
u
(1)
t ∼ N (0, 1), u(2)t ∼ N (L, 1) and c denotes the contaminated percentage. to a small value
so that the model is not significantly misspecified.
Since we have four parameters, we construct the following four moments:
mt(θ) =
[
εt+1
ε2t+1 − σ2r2γt
]
⊗
[
1
rt
]
=

εt+1
εt+1rt
ε2t+1 − σ2r2γt
(ε2t+1 − σ2r2γt )rt
 ,
where E[mt(θ)] = 0. The sample moment restrictions are
1
T

∑T
t=1((rt+1 − α− βrt)∑T
t=1((rt+1 − α− βrt)rt∑T
t=1((rt+1 − α− βrt)2 − σ2r2γt ∆t)∑T
t=1((rt+1 − α− βrt)2 − σ2r2γt ∆t)rt
 .
A consequence of the mildly misspecified constraint is that both GMM and EL are slightly
biased. The biasness is caused by the contaminated ut. Thus the auxiliary estimators of our
local method are biased. In this model, we will only use EL as the auxiliary estimator.
We restrict the contaminated level to the moderate level by setting L = 1000. In the
experiment, we select c to be 0.001% and 0.1%. Table 3 shows that the local result again
lies in-between the alternative global results. In both cases, local EL reduces root of MSE of
EL. But in the small contamination case (I), local EL is not as good as GMM because GMM
over-performs EL. While in case (II), local EL becomes a better alternative. For estimates
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Table 3:
Nonlinear Model
c%=0.001%, L=1000 (case I) c%=0.1%, L=1000 (case II)
Method RMSE IQR MAD RMSE IQR MAD
GMM 0.105864 0.053354 0.053786 2.613145 0.464843 4.027867
EL 0.106643 0.052433 0.053688 2.984457 0.509011 4.120982
Local EL 0.106532 0.052420 0.053711 2.607393 0.467948 4.087653
of each parameter, one can refer to the Q-Q plots in Figure 6.6 and 6.7.
6 Conclusion
We propose a new local EL method. We discuss its construction and derive theoretical
properties. The construction is based on the infinite divisibility property; to the best of our
knowledge, this feature has not yet been applied to EL. When the implied probability of EL
is embedded in the infinitely divisible class, the log-likelihood ratio admits a local representa-
tion. Our local estimator is built on the basis of this representation. The consistency, local
asymptotic normality, and asymptotic optimality of this estimator have been established.
We apply the estimate method to two simulated experiments that require weaker regularity
conditions for the estimator. The simulation results show that the local method reduces
MSE from its auxiliary estimators.
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Figure 6.1: QQ plot (Densities of estimators). Up: case (I). Down: case (II).
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Figure 6.2: QQ plot (Densities of estimators). Up: case (III). Down: case (IV).
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Figure 6.3: Density plot of four estimators: LS (Blue square), IV (Black star), EL (Red
diamond) LEL (Cyan plus). Up: case (I). Down: case (II).
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Figure 6.4: Density plot of four estimators: LS (Blue square), IV (Black star), EL (Red
diamond) LEL (Cyan plus). Up: case (III). Down: case (IV).
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Figure 6.5: Log-likelihood. Cross stands for the LEL estimation result and star stands for
the EL estimation result. Blue (Red) line is the log-likelihood for a contaminated (uncon-
taminated) sample.
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Figure 6.6: QQ plot (Densities of estimators). Case (I).
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Figure 6.7: QQ plot (Densities of estimators). Case (II).
28
A Proof of Theorems
Proof of Theorem 1
The Lagrangian of EL is
L =
n∑
i=1
log(npi)− nλT
n∑
i=1
pimi(θ)− γ
(
n∑
i=1
pi − 1
)
,
where λ and γ are Lagrange multipliers. Setting the partial derivative of L w.r.t pi equal
to zero will give γ = n and the implied probability p˜i = 1/(γ + nλ
T
nmi(θ)). By the implicit
function theorem, the partial derivative of
∑n
i=1 log p˜i w.r.t λ gives a function Υ(·, ·) of λn
and θ such that
∂
∑
log p˜i
∂λ
:= Υ(λn, θ) = 0, (A.1)
=⇒ 1
n
n∑
i=1
mi(θ)
1 + λTnmi(θ)
=
n∑
i=1
p˜i(θ)mi(θ)
where λn is unique for fixed n and θ. Note that Υ(λn, θ) = 0 for ∀θ ∈ Θ and θ is continuous
hence Υ(·) is continuous in θ. By the continuity of m(X, θ) and the representation of Υ(·),
we know that λn is also continuous on θ. The proof of the uniqueness of λ(θ) is as follows:
because the set Γ(θ) = limn→∞ ∩i=1,...,n{λ|1 + λTm(Xi, θ) > 1/n} is convex if it does not
vanish, the function of log p is strictly concave on λ, so λ(θ) exists and is unique.
With these, the properties of likelihood ratio are shown in as follows. Equation (A.1)
can be re-written as
1
n
n∑
i=1
[
1− λ
T
nmi(θ)
1 + λTnmi(θ)
]
mi(θ) = 0
=⇒ 1
n
n∑
i=1
mi(θ) =
1
n
n∑
i=1
mi(θ)λ
T
nmi(θ)
1 + λTnmi(θ)
=
[
n∑
i=1
p˜i(θ)mi(θ)mi(θ)
T
]
︸ ︷︷ ︸λn
(∗)
.
Condition 1 (v) states that n−1
∑n
i mi(θ)mi(θ)
T is positive definite, let c be larger than any
eigenvalue of n−1
∑n
i mi(θ)mi(θ)
T and let v be the corresponding eigenvector. The convex
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combination of mi(θ)mi(θ)
T over {p˜i(θ)} in (∗) is bounded by vTcv. Let Ev = vTcv. Accord-
ing to condition 1 (iv), mi(θ) has an envelop function b(θ) such that lim infθ |m(θ,X)|/b(θ) ≥
1, then
lim
n→∞
|λn|/b′(θ) ≥ 1
for any θ where b
′
(θ) = b(θ)/Ev.
Let’s first prove the existence of Λ(θ):
lim
n→∞
ˆ
log
1
n
n
1 + λ(n, θ)Tm(x, θ)
dP (x) (A.2)
= E lim
n→∞
log
1
1 + λ(n, θ)Tm(X, θ)
= E log
1
1 + λ(θ)Tm(X, θ)
= Λ(θ).
The first convergence is by the LLN and the second equation is obtained by the dominated
convergence Theorem, since [1 + λ(θ)Tm(x, θ)]−1 is bounded and λ(θ) exists.
Next we prove the continuity of Λ(θ). The envelop functions b
′
(θ) and b(θ) are integrable
and continuous (Condition 1), λ(θ)Tm(X, θ) is bounded by a continuous function. Thus
Λ(θ) is continuous and is bounded by an envelop function b
′′
(θ) = max(b
′
(θ), b(θ)) such that
sup
θ
‖Λn(θ)− Λ(θ)‖ /b′′(θ) < 1 (A.3)
Now prove the identifiability of EL estimation. Choose a compact set Θc ⊂ Θ such that
for given 
sup
θ∈ΘC
|Λ(θ)|/b′′(θ) ≥ 1− .
By (A.3), LLN applied to Λn(θ) implies
sup
θ
‖Λn(θ)− Λ(θ)‖
b′′(θ)
<
‖Λn(θ)‖ − ‖Λ(θ)‖+ 2 ‖Λ(θ)‖
b′′(θ)
− 
<
‖Λn(θ)‖ − ‖Λ(θ)‖+ 2 supθ∈ΘC |Λ(θ)|
b′′(θ)
− 
<
‖Λn(θ)− Λ(θ)‖+ 2 supθ∈ΘC |Λ(θ)|
b′′(θ)
< 1− 3
The first inequality uses triangle inequality, the second one uses supremum property, and
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the third one uses triangle inequality again. Therefore
|Λn(θ)− Λ(θ)| ≤ (1− 3)b′′(θ)
≤ 1− 3
1−  supθ∈ΘC
|Λ(θ)| ≤ (1− δ) sup
θ∈ΘC
|Λ(θ)|
for ∀θ ∈ Θc. This inequality implies
sup
θ∈Θc
|Λn(θ)| ≤ sup
θ∈Θc
|Λ(θ)|+ 
asymptotically for any θ ∈ Θc. Thus if θ0 ∈ Θc, then
{Tn ⊂ Θc} ⊂
{
sup
θ∈Θc
Λn(θ) ≤ Λ(θ0) + op(1)
}
,
where the probability of the event on the right side converges to one as n → ∞. Because
the compact set Θ could be shrinking to an arbitrary neighborhood of θ0, the EL estimator
Tn is consistent.
Proof of Theorem 2
Before proving the theorem, we need to introduce a relation for univariate Gaussian families.
For any pair of Gaussian measures in GΘ = {Gθ, θ ∈ Θ}, Gθ ⊂ Eθ, there will be an expression
to relate both of them as follows:
dGθ = exp
[
〈Yϑ, θ〉 − 1
2
‖θ‖2
]
dGϑ, (A.4)
where ϑ, θ ∈ Θ. The bilinear product in this expression is 〈Yϑ, θ〉 =
´ 1
0
Yϑ(t)Gθ(dt) where Yϑ
is a univariate Gaussian process. This is a random variable (functional integral or Wiener
integral) with mean zero and variance ‖θ‖2 ≤ ∞ 12. If dGθ and dGϑ are defined as (A.4),
the integral of (dGθ/dGϑ)
1/2 w.r.t Gϑ will has a linear quadratic representation.
Proof. Le Cam and Yang (2000, Proposition 4.1) show that the affinity between two Pois-
sonized dP˜θ, dP˜ϑ is ˆ √
dP˜θdP˜ϑ = exp
{
−1
2
‖θ − ϑ‖2
}
.
12This expression is called weak form expression and is often used for generalizing Gaussian processes.
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Since Gnedenko and Kolmogorov (1968, Theorem 17.5) show that finite many number of
Poisson type measures can approximate any infinitely divisible family and EL is embedded
in an infinitely divisible family, we know the above expression is applicable over here. The
Hellinger affinity for Gaussian family is
ˆ √
dGθdGϑ =
ˆ
exp
[
1
2
〈Yϑ, ϑ+ θ〉 − 1
4
(‖θ‖2 + ‖ϑ‖2)
]
dGϑ.
The Gaussian property of 〈Yϑ, ϑ+θ〉implies that exp
[
1
2
〈Yϑ, ϑ+ θ〉
]
is log-normal distributed,
then by log-normal property there is:
ˆ
exp
[
1
2
〈Yϑ, ϑ+ θ〉
]
dGt = exp
(
1
8
‖θ + ϑ‖2
)
.
Because only metric distance is going to be studied in
´ √
dGθdGϑ, we attach a Hilbert space
to G. The parallelogram identity for Hilbert space induces
‖θ + ϑ‖2 + ‖θ − ϑ‖2 = 2 (‖θ‖2 + ‖ϑ‖2) ,
so
2
(‖θ‖2 + ‖ϑ‖2)+ ‖θ + ϑ‖2 = −‖ϑ− θ‖2
Therefore,
√
dGθdGϑ = exp(−‖θ − ϑ‖2/8) is isometric to
´ √
dP˜ϑdP˜θ = exp(−‖θ − ϑ‖2/2).
If Fubini’s theorem holds, the expression
2 log
ˆ (
dP˜θ
dP˜ϑ
) 1
2
dP˜ϑ ≈ 8 log
ˆ (
dGθ
dGϑ
) 1
2
dGϑ
implies ˆ [
log
dP˜θ
dP˜ϑ
]
dP˜ϑ = 4
ˆ [
log
dGθ
dGϑ
]
dGϑ
so that we can use the Gaussian expression (A.4) for the log-likelihood ratio process.
By Karhunen–Loeve Theorem (Kallenberg, 2002), the Gaussian process Yθ can be ex-
pressed as
Yθ =
∞∑
j=1
ξjuj(θ)
where {uj} constitutes an orthonormal basis for the Hilbert space G and ξj are Gaussian
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random variables and stochastically independent. Now let uj(·) =
∑m
i τiei(·) where e is
a unit basis for the local parameter space and τi are linear coefficients for ei(·). Let j
indicate the index of a basis on the Hilbert space and i indicate the index of a basis on the
local parameter space. Then the inner product in the Hilbert space can be expressed using
local parameter coordinates such that 〈Yϑ, θ〉 =
∑m
i τiθi〈e(ϑ), ξ〉 = τT (θξ˜) where ξ˜ is also
Gaussian because of the linear property. Let θξ˜ = S
′
θ and E(θξ˜)2 = K
′
θ, then
‖θ‖2 = E[τT (θξ)]2 = τTK ′θτ.
From (A.4), we have ˆ [
log
dP˜ϑ
dP˜θ
]
dP˜θ = τ
TSθ − 1
2
τTKθτ.
where Sθ =
´
S
′
θdP˜θ and Kθ =
´
K
′
θdP˜θ. For a finite dimensional Gaussian vector based
on n realizations Gaussian process, we have the sample counterparts τn, Sθ,n and Kθ,n. We
conclude that the EL ratio is approximately equal to the log-likelihood ratio of G, which for
the sample of size n is τTn Sθ,n − τTnKθ,nτn/2.
Proof of Theorem 3
Proof. (i) When θ is given, by equation (3.1)
Λn(θ + δnτn, θ) =τ
T
n Sθ,n −
1
2
τTnKθ,nτn + op˜θ(1) (A.5)
=− 1
2
[
(K−1θ,nSθ,n − τTn )TKθ,n(K−1θ,nSθ,n − τTn ))
−(STθ,nK−1θ,nSθ,n)
]
+ op˜θ(1).
Similarly,
Λn(θ + δnτn, θ) = τ
T
nKnδ
−1
n (Tn − θ∗n)−
1
2
τTnKnτn (A.6)
= −1
2
[
(δn(Tn − θ)− τTn )TKn(δn(Tn − θ)− τTn )) (A.7)
−(δn(Tn − θ))TKn(δn(Tn − θ))
]
.
The difference between (A.5) and (A.6) tends to zero as n→∞. Non-negativity of Kn and
Kθ,n shows that each of the four quadratic terms in (A.7) and A.5 must be non-negative. If
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STθ,nK
−1
θ,nSθ,n converges to (δn(Tn − θ))TKn(δn(Tn − θ)), then
(δn(Tn − θ)− τTn )TKn(δn(Tn − θ)− τTn ))→
(K−1θ,nSθ,n − τTn )TKθ,n(K−1θ,nSθ,n − τTn )).
So one can conclude that Kn → Kθ,n and Sn → Sθ,n.
Now consider the opposite case (δn(Tn − θ))TKn(δn(Tn − θ)) 9 STθ,nK−1θ,nSθ,n. By a
standard property of quadratic functions, we can have for some positive-definite matrix C
(δn(Tn − θ))TKn(δn(Tn − θ)) + C → STθ,nK−1θ,nSθ,n
Then for some vector ∆ such that δn∆
TKn∆δn = C, there is
(δn(Tn − θ + ∆))TKn(δn(Tn − θ + ∆))→ STθ,nK−1θ,nSθ,n
So Tn + ∆ is optimal estimator for τn, because
(δn(Tn − θ + ∆)− τTn )TKn(δn(Tn − θ + ∆)− τTn ))→
(K−1θ,nSθ,n − τTn )TKθ,n(K−1θ,nSθ,n − τTn )).
But this contradicts with our definition of Tn.
Thus (δn(Tn − θ))TKn(δn(Tn − θ)) converges to STθ,nK−1θ,nSθ,n. It implies Kn converges to
Kθ,n in probability and δn(Tn − θ) converges to K−1θ,nSθ,n.
(ii) By Proposition 2, we know that clustering points Kθ of Kθ,n are invertible. Since
δn(Tn − θ) converges to K−1θ,nSθ,n, the limit of δn(Tn − θ) is K−1θ Sθ,n. The Gaussian variable
Sθ,n is second moment bounded. So the term δn(Tn − θ) is bounded in probability.
(iii) We know the DQM condition implies (3.1), thus the linear-quadratic equation (3.1)
may coincide with Sn and Kn by (i). The log-likelihood process can be rewritten as a centered
log-likelihood process Ξn(·) plus a shift item bn(·):
δnΛn(θ, ϑ)(x) =
Ξn(θ)︷ ︸︸ ︷
1
n
δn
n∑
i=1
log
p˜θ
p˜ϑ
(xi)−
ˆ
log
p˜θ
p˜ϑ
(x)dP0
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+ˆ
log
p˜θ
p˜ϑ
(x)dP0︸ ︷︷ ︸
bn(θ)
+ op(1).
Let δn = n
−1/2. Given fixed λ(·) values in the constraint of equation (2.1), Theorem 2
says that log p˜θ
p˜ϑ
(xi) in Ξn(η) can be replaced by a linear quadratic formulae w.r.t. τn,
namely log p˜θ
p˜ϑ
(xi) belongs to a smooth functional class C2. Therefore the process θ 7→ Ξn(θ)
is an empirical process and Ξn(θ)  Ξ(θ) by Donsker’s Theorem, see van der Vaart (1998,
Example 19.9) where Ξ(θ) is a Gaussian process. Note that Ξ(θ) has mean
´
Ξ(θ)dP0 = 0 and
covariance kernel EΞ2(θ) under P0.The log-normal property implies that E exp[Ξ(θ)+b(θ)] =
1 with the expectation taken under P0 and b(θ) = limn→∞ bn(θ). Log normal property of
exp Ξ(·) gives b(θ) = −(1/2)EΞ2(θ). By Proposition 1 and equation (3.1), we can show that
Ξn(θ) =Sθ,n
b(θ) =− 1
2
Kθ,
and when θ = θ0
Ξn(θ0) =E
[
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1]
δn
n∑
i
mi(θ0)
b(θ0) =− 1
2
E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 E∂m(X, θ0)
∂θ
.
Proof of Theorem 4
Discussion: The proof follows the strategies of van der Vaart (Proposition 8.6 1998) and
Le Cam and Yang (Theorem 6.1 1990). The difficulty comes from the expectation conditional
on the local parameter τ . Note that the measure M has not yet been specified. If one can
in Bayesian fashion give a prior distribution on M, then what we need to study is the
posterior distributions given this “local prior measures”. In fact, the δn-sparse condition
already implies that for arbitrary priors, the corresponding posteriors concentrate on the
small shrinking neighborhood of θ0.
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Proof. First look at the population log-likelihood ratio
Λ(θ + τ, θ) =− 1
2
[
(K−1θ Sθ − τ)TKθ(K−1θ Sθ − τ)
−(STθ K−1θ Sθ)
]
+ op˜θ(1).
which implies that the term (K−1θ Sθ − τ)TKθ(K−1θ Sθ − τ)) is χ2 distributed. The quadratic
form of a Gaussian variable ξ, ξT ξ, can generate exactly the same distribution. As Theorem
2 shows that the approximation of Gaussian family is feasible. For any value of θ, there will
be such a ξθ whose distribution is equivalent to K
−1
θ Sθ−τ and has the variance K−1/2θ . Then
we have the expression
τ = K−1θ Sθ − ξθ,
which shows that τ consists of two Gaussian variables K−1θ Sθ and ξθ. Thus we are able to
impose a Gaussian structure on the measure M.
Now we can look at the expectation min(b,E[W (Zn − τ)|θ0 + δnτ ]) which is bounded by
b. Since both “prior” and “posterior” concentrate around θ0 and are Gaussian, the updating
information only occurs for covariance matrix. Let τ be a Gaussian random variable centered
at 0 with inverse covariance Γ. The conjugate property indicates the posterior of τ can be
written as:
Zn = δ
−1
n (T˜n − θ0) = (Kn + Γ)−1/2Knδ−1n (Tn − θ0),
especially when Γ = 0, Zn = δ
−1
n (Tn − θ0). By Anderson’s Lemma13, for bounded W , there
is
E[W (Zn − τ)|θ0 + δnτ ] ≥ E[W (Zn)|θ0 + δnτ ].
Since Knδ
−1
n (Tn − θ0) ∼ N (0, I), the lower bound of E[W (Zn − τ)|θ0 + δnτ ] is
E
{
W
[
(Kn + Γ)
−1/2 ×N (0, I)] |Kn + Γ} .
The measure of θ0 + δnτ is replaced by Kn + Γ because of the Gaussian property, namely
the update of covariance matrix. Note that Kn and Γ are independent with N (0, I). With
the condition Kn  Kθ in P˜θ law, the limit becomes E
{
W
[
(Kθ + Γ)
−1/2 ×N (0, I)]} .
13For a symmetric distribution, shifting an integral function of it to a new position will product higher
expected value, see van der Vaart (1998, Lemma 8.5).
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When c is very large, the probability of normal prior |τ | > c is small enough thus
lim inf
n
sup
|τ |≤c
E
{
W
[
(Kn + Γ)
−1/2 ×N (0, I)]} ≥
E
{
W
[
(Kθ + Γ)
−1/2 ×N (0, I)]}−∆
for small enough ∆. Especially, when Γ go to zero or say the measure M degenerates to
a point eventually, Zn = δ
−1
n (Tn − θ0) obtains the lower bound E[W (K−1/2θ ) × N (0, I)]. If
W = 1 and Kθ = K, by Theorem 3(iii) we achieve the efficient bound of semi-parametric
estimators.
B Other Technical Details
Poisson Approximation for Arbitrary Infinitely Divisible Families
Let φ(t) and φn(t) be the characteristic functions of distributions in E and En. By the
infinitely divisible property, φ(t) = [φn(t)]
n or φn(t) = [φ(t)]
1/n. Two characteristic functions
have the following relation:
n(φn(t)− 1) = n( n
√
φ(t)− 1) = n
(
e
1
n
log φ(t) − 1
)
= n
(
1 +
1
n
log φ(t) + o(
1
n
)− 1
)
→ log φ(t),
or say exp(n(φn(t)− 1))→ φ(t). The concrete construction of characteristic function in Eθ,n
depends on the discrete Fourier transform of Λ(X, θ) on j segments e.g. inf Λ(X) < c1 <
c2 < · · · < cj < sup Λ(X) which implies that
lim
j→∞
j∑
k=1
ak(i)e
itck =
ˆ
eitΛ(X)dFn = φn(t),
where an(k) = n(Fn(ck) − Fn(ck−1)) is the Fourier coefficient14 and Fn is the measure for
Λn(θ). Combined with the expression above, one can see that a characteristic function of
14The Stieltjes sum, a discrete version of stochastic integral.
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finite many number of Poisson measures (compound Poisson measures) approximates φ(t):
exp
j∑
i=1
(nai)
(
eitΛ(xi,θ) − 1)→ φ(t) (B.1)
where j →∞ and {nai}i=1,...,j converges to a measure. To see the argument of (B.1), let V (·)
be a Poisson process (a random measure) with Poisson parameter γ such that EV (A) = γ(A)
for a set A. For any function v in infinite divisible family, the characteristic function of v is
φ(t) = exp{´ (eitv − 1)dγ}.
The approximation can be viewed as constructing a new family which approximately
equals the infinite divisible Eθ. Firstly select a Poisson variable ν (again a random measure)
such that Eν(Λ(X)) = 1 for any log-likelihood ratio Λ(X) and then carry out n-draws from
the direct product ⊗i=1,...,νEθ,i, ν copies Eθ,i. The result is called a poissonized family.
Derivation of Equation (3.3)
Since E[exp(log(dGi/dµ))] = 1, then we have
E exp
[
L(i) + E log(
dGi
dµ
)
]
=
[
EeL(i)
] · eE log( dGidµ ) = 1
By the log-normal property, E expL(i) = e 12K(i,i), we have
e
1
2
K(i,i) · eE log( dGidµ ) = 1⇐⇒ E
[
log(
dGi
dµ
)
]
= −1
2
K(i, i)
thus we have (3.2). For E exp[L(θ) + L(ϑ)], we have 2K(θ, ϑ). Combining 2K(θ, ϑ) and
K(i, i) gives us (3.3).
Proof of Proposition 1
The proof is based on Taylor expansions. Note that
m(x, θ0 + δnτ) = m(x, θ0) + δn
∂m(x, θ0)
∂θT
τ + op(δ
2
n). (B.2)
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Let θ ∈ {θ||θ− θ0| ≤ |τ |δn}, |τ | is a vector with elements equal to their absolute values. The
result
λn(θ) =
(
n∑
i=1
[mi(θ)mi(θ)
T ]/n
)−1 n∑
i=1
mi(θ)/n+ op(n
−1/2)
holds uniformly for θ in a neighborhood of θ0, see the proofs in Qin and Lawless (1994,
Lemma 1) or Owen (2001, Theorem 2.2). For the empirical log-likelihood at θ, by noting
that λTnmi is close to zero and using a second order approximation for log(1 + λ
T
nmi),we
obtain:
n∑
i=1
log p˜θ =
n∑
i=1
[
λn(θ)
Tmi(θ)− 1
2
(
λn(θ)
Tmi(θ)mi(θ)
Tλn(θ)
)]
− n log n+ op(1).
The remainder term is based on bounding
∑n
i=1
(
λTnmi
)3
for which Owen (1990) showed in
Lemma 3 that it is of order op(1). Note that his γi is our λ
T
nmi(θ). Note that
λn(θ)
Tmi(θ) =
(
n∑
i=1
mi(θ)
n
)T [ n∑
i=1
1
n
(
mi(θ)mi(θ)
T
)]−1
mi(θ)
and after summation equals the squared term:
n∑
i=1
λ(θ)Tmi(θ)mi(θ)
Tλn(θ) =(
n∑
i=1
mi(θ)
n
)T [ n∑
i=1
1
n
(
mi(θ)mi(θ)
T
)]−1( n∑
i=1
mi(θ)
n
)
.
So adding these two terms we obtain:
n∑
i=1
log p˜θ =
1
2
(
n∑
i=1
mi(θ)
n
)T [ n∑
i=1
1
n
(
mi(θ)mi(θ)
T
)]−1
×
(
n∑
i=1
mi(θ)
n
)
− n log n+ op(1).
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It implies:
2
n∑
i=1
log
p˜θ0+δnτ
p˜θ0
(xi) =
(
1
n
n∑
i=1
mi(θ0 + δnτ)
)T
×(
1
n
n∑
i=1
[mi(θ0 + δnτ)mi(θ0 + δnτ)
T ]
)−1 n∑
i=1
mi(θ0 + δnτ)−(
1
n
n∑
i=1
mi(θ0)
)T (
1
n
n∑
i=1
[mi(θ0)mi(θ0)
T ]
)−1 n∑
i=1
mi(θ0) + op(1).
It follows from the approximation of λ above. Using equation (B.2) we can further simplify
the terms involving θ + δnτ . We obtain for the middle term:
1
n
n∑
i=1
[mi(θ0 + δnτ)mi(θ0 + δnτ)
T ] =
1
n
n∑
i=1
[
[mi(θ0)mi(θ0)
T ]+
δnτ
(
∂mi(θ0)
∂θT
)T
mi(θ0) +
(δnτ)
2
4
(
∂mi(θ0)
∂θT
)T
∂mi(θ0)
∂θT
+op(δ
3
n)
]
=
1
n
n∑
i=1
[mi(θ0)mi(θ0)
T ] +
1
n
δnOp(n
1/2) + op(δ
2
n) + op(δ
3
n).
With the big bracket becoming
n
[
1
n
n∑
i=1
mi(θ0) +
1
n
n∑
i=1
δn
∂mi(θ0)
∂θT
τ
]T (
1
n
n∑
i=1
[mi(θ0)mi(θ0)
T ]
)−1
×
[
1
n
n∑
i=1
mi(θ0) +
1
n
n∑
i=1
δn
∂mi(θ0)
∂θT
τ
]
= n
[
1
n
n∑
i=1
mi(θ0) + δnE
∂mi(θ0)
∂θT
τ + δnO(n
−1/2(log log n)1/2)
]T
× (E (m(x, θ0)m(x, θ0)T ))−1
×
[
1
n
n∑
i=1
mi(θ0) + δnE
∂mi(θ0)
∂θT
τ + δnO(n
−1/2(log log n)1/2)
]
= 2δnE
∂m(x, θ0)
∂θT
τ
(
E
(
m(x, θ0)m(x, θ0)
T
))−1 1
n
n∑
i=1
mi(θ0)+
δ2nE
∂m(x, θ0)
∂θT
τ
(
E
(
m(x, θ0)m(x, θ0)
T
))−1 E∂m(x, θ0)
∂θ
τ+
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1n
n∑
i=1
mi(θ0)
(
E
(
m(x, θ0)m(x, θ0)
T
))−1 1
n
n∑
i=1
mi(θ0) + op(δ
3
n)
where O(n−1/2(log log n)1/2) is used to bound the difference of the sample average and the
expectation of a random vector. Thus the local EL is
2
n∑
i=1
log
p˜θ0+δnτn
p˜θ0
(xi) = δnτ
T
n A1 + +
1
2
δ2nτ
T
n A2τ
T
n + op(1)
where
A1 =E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 n∑
i=1
mi(θ0),
A2 =E
∂m(X, θ0)
∂θ
T (
Em(X, θ0)m(X, θ0)T
)−1 E∂m(X, θ0)
∂θT
.
Note that O(n−1/2(log log n)1/2)× δn
∑n
i=1mi(θ0) = op(1) and
lim
n→∞
An ·
n∑
i=1
[mi(θ0 + δnτ)−mi(θ0)]/n = op(1)
with An =
∑n
i=1mi(θ0)
(
Em(x, θ0)m(x, θ0)T
)−1
by the continuity of mi(θ).
Proof of Proposition 2
To prove Kθ is invertible, we will prove Kθ is almost surely positive definite. Le Cam’s first
Lemma implies that
E exp
[
τTSθ − 1
2
τTKθτ
]
= 1. (B.3)
Because (B.3) holds for all τ , we can use a symmetrized method to simplify (B.3). For a
given value τ and −τ , we have
E
{
exp
[
τTSθ − 1
2
τTKθτ
]
+ exp
[
−τTSθ − 1
2
τTKθτ
]}
= 2.
By cosh τTSθ = (exp τ
TSθ + exp(−τTSθ))/2, we have
E[(cosh τTSθ) exp(−τTKθτ/2)] = 1. (B.4)
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Assume there is some τ such that τTKθτ is negative, then
E
[
I{τTKθτ>0}(cosh τ
TSθ) exp(−τTKθτ/2)
]
(B.5)
≤ E [(cosh τTSθ) exp(−τTKθτ/2)] = 1
where I{·} is an indicator function. However, since
exp(−τTKθτ/2) > 1
when τTKθτ is negative and (cosh τ
TSθ) > 1,
E
[
I{τTKθτ>0}(cosh τ
TSθ) exp(−τTKθτ/2)
]︸ ︷︷ ︸+
>0
E
[
I{τTKθτ≤0}(cosh τ
TSθ) exp(−τTKθτ/2)
]︸ ︷︷ ︸
≥1
= E
[
(cosh τTSθ) exp(−τTKθτ/2)
]
> 1
we have a contradiction with equation (B.4) unless the set {τTKθτ ≤ 0} is empty. Therefore,
Kθ is positive definite and hence invertible.
C Implementation of the Local EL in Section 4
The evaluation of the LEL estimator requires evaluation of Sn and Kn. It appears reasonable
to use any numerical first and the second derivative of Λn(θ
∗
n+δnτ, θ
∗
n). The matrix u
T
i Knuj =
{Kn,i,j} in Section 4
Kn,i,j =− {Λn[θ∗n + δn(ui + uj), θ∗n]
−Λn[θ∗n + δnui, θ∗n]− Λn[θ∗n + δnuj, θ∗n]}
is a particular form of a numerical derivatives. If u ∈ R, the above expression of Kn,i,j can
be simplified to
Kn =
−Λn[θ∗n + δn2u, θ∗n] + 2Λn[θ∗n + δnu, θ∗n]
u2
.
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For a fixed value of δn, if we let f(δnu) = Λn[θ
∗
n + δn2u, θ
∗
n], then there is
δ−2n Kn = −
[f(2δnu)− f(δnu)]/δnu− [f(δnu)− f(0)]/δnu
δnu
which is a simple one-sided numerical second derivative of f(δnu) at u = 0, multiplied by
−1. Note that
lim
δnu→0
Λn[θ
∗
n + δnu, θ
∗
n]− 0
δnu
define the derivative of Λn[θ
∗
n + δnu, θ
∗
n] at θ
∗
n. In our implementation, instead of using the
expression (f(δnu) − f(0))/δnu, we will focus on the derivative form of Λn[θ∗n + δnu, θ∗n].
While λn(θ
∗
n) in p˜θ∗n cannot be attained as a closed form expression, we will use the Romberg
method to handle this difficulty.
The whole implementation of LEL follows the definition in Section 4.
Step 1. Find an auxiliary estimate θ∗n using LS or IV.
Step 2. can be written as an expression of a 2nd order finite difference
Kn,i,j = −
{
log
p˜θ∗n+2δnu
p˜θ∗n
− log p˜θ∗n+δnu
p˜θ∗n
− log p˜θ∗n+δnu
p˜θ∗n
}
= −
{
1
2
· 2 (log p˜θ∗n+2δnu − log p˜θ∗n)−
2
(
log p˜θ∗n+δnu − log p˜θ∗n
)}
= −[f(2δnu)− f(δnu)]− [f(δnu)− f(0)]
Then (f(δnu)− f(0))/δnu can be expressed as a directional derivative ∂∂~u log p˜ evaluated at
θ∗n:
1
δnu
(
log p˜θ∗n+δnui − log p˜θ∗n
)→ ∂
∂~u
log p˜
as δnu → 0. Similar argument holds for (f(2δnu) − f(δnu))/δnu which is the directional
derivative evaluated at θ∗n + δnu.
Hence, the Hessian is constructed by the directional derivative. We need to obtain the
numerical value of the directional derivative ∂
∂~u
log p˜. Using the chain rule, a directional
derivative ∂
∂θ
log p˜θ can be expressed as ∂θ(λm) × (p˜θ)−1 where ∂θ(λm) = ∂θ(λn(θ)m(X, θ))
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is a numerical derivative using the Romberg method15, see e.g. Korn et al. (2010).
The next task is to find a proper direction u. Because the direction u can be arbitrarily
chosen16. We simply search the direction u using bisection method.
The bisection method concerns on θ˜ = θ∗n + δnu such that
λ(θ)
n∑
i=1
mi(θ) = −λn(θ)
n∑
i=1
mi(θ˜),
where
∑
imi(θ) = Z
T (Y −Xθ) in our experiment. So the simplified expression of θ˜ is
λ(θ)ZT (Y −Xθ) = −λ(θ)ZT (Y −Xθ˜)
or Xθ˜ = (2ZTY −ZTXθ). Then the directional derivative ∂
∂~u
log p˜ can be set to ∂θ˜(λm)(p˜θ˜)
−1.
The Hessian used in the implementation is
δ−2n Kn,i,j ≈ −
[
∂
∂~u
(
∂
∂~u1
log p˜+
∂
∂~u2
log p˜
)]
= ∂θ˜(λm)∂θ(λm)
[
1
(p˜θ∗n)
2
+
1
(p˜θ˜)
2
]
∂θ(λm)∂θ˜(λm).
Step 3. After some rearrangement of f(u), the linear term Sn can be expressed as:
δ−1n Sn =
3
2
f(δnu)− f(0)
δnu
− 1
2
f(2δnu)− f(δnu)
δnu
,
which is a weighted average of numerical first derivative of f(τ) at τ = 0 and τ = u. We
simply use ∂θ∗n(λm)(p˜θ∗n)
−1 to express δ−1n Sn.
Step 4. Construct the adjusted estimator:
Tn = θ
∗
n + δnK
−1
n Sn = θ
∗
n + (δ
2
nK
−1
n )× (δ−1n Sn)
15Because there is no closed form expression for λ, there is no way of obtaining analytical expression of
∂θ(λn(θ)m(X, θ)).
16The direction ui and uj are unknown. The directional derivative
∂
∂~u (·) depends on ui and uj .
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