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Introduction générale
Contexte et motivation
Selon le bilan de l’accidentalité et de la sécurité routière en France de l’année 2012 [1], un
nombre important d’accidents est dû essentiellement à la dégradation de l’infrastructure (en-
tretien, conception), aux véhicules et au comportement des usagers (qualité de la formation,
répression). Ces dernières années, des progrès sont observés en sécurité routière grâce à l’intérêt
particulier qui a été porté sur l’étude du comportement des véhicules. En effet, le comportement
et la contrôlabilité du véhicule dépendent particulièrement des propriétés du contact pneu/sol
qui constitue un élément essentiel dans le fonctionnement, la sécurité et le confort du véhicule.
Le contact pneu/sol est défini par un ensemble de sous-systèmes de nature différente (trains
roulants, système de suspension, pneumatique...). Chaque sous-système est décrit par un mo-
dèle mathématique qui dépend d’un nombre important de paramètres. La modélisation de ces
sous-systèmes est entachée d’incertitudes dues au manque de données et de mesures,... Ces incer-
titudes sur les paramètres entraînent des incertitudes sur les sorties de ces modèles. Cependant,
les paramètres n’ont pas tous le même niveau d’influence sur la sortie du modèle. Il est alors
primordial de déterminer les paramètres traduisant la variation des forces exercées au niveau du
pneu/sol afin de connaître les mécanismes impliqués dans les situations dangereuses. Par consé-
quent, une analyse de sensibilité est essentielle afin de déterminer les paramètres importants.
Situés dans ce contexte, les travaux de thèse consistent à développer des méthodes d’analyse de
sensibilité permettant de déterminer les paramètres dont les incertitudes ont un effet significatif
sur le comportement d’un système donné, en particulier le véhicule.
Les travaux de la thèse s’inscrivent dans le cadre du projet français INOVE /ANR 2010 BLAN
0308 (Une approche INtégrée pour l’Observation et la commande de la dynamique de VEhicule).
L’objectif du projet est de proposer et de développer de nouvelles méthodes pour l’identifica-
tion, l’observation, la détection, la commande robuste tolérante aux fautes de la dynamique du
véhicule. Les travaux de cette thèse interviennent dans le cadre d’une tâche dont l’objectif est la
modélisation physique du comportement dynamique des véhicules ainsi que l’identification des
11
Introduction générale
paramètres de ces modèles.
Objectifs de la thèse
Les méthodes d’analyse de sensibilité peuvent être locales ou globales. Les méthodes locales
évaluent quantitativement l’impact d’une petite variation autour d’une valeur donnée des para-
mètres. Les méthodes globales permettent la détermination de l’impact sur la sortie de variations
des paramètres dans la totalité de leur intervalle de variation. Dans différents domaines, et en
particulier dans le domaine de l’automobile, les paramètres varient dans un intervalle large. Par
conséquent, l’application des méthodes locales d’analyse de sensibilité s’avèrent non pertinentes
ou non concluantes. De plus, l’analyse globale permet de mettre en évidence les éventuelles inter-
actions entre les paramètres. Pour cela, nous mettons l’accent, dans cette thèse, sur les méthodes
globales d’analyse de sensibilité .
La majorité des méthodes globales sont dédiées uniquement aux modèles à paramètres indépen-
dants. En outre, ces méthodes supposent une distribution connue (uniforme, gaussienne, ...) des
paramètres. En pratique, l’hypothèse d’indépendance des paramètres peut s’avérer non réaliste.
D’autre part, dans le domaine de l’automobile, la mise en œuvre des essais est coûteuse en termes
du temps, de ressources matérielles ou humaines. Par conséquent peu de mesures sont disponibles
et les paramètres ne suivent pas forcément une distribution connue. L’objectif de la thèse est
de proposer des méthodes d’analyse de sensibilité globale dans le cas où les paramètres sont
corrélés et ne suivent pas une distribution forcement connue. D’autre part, l’aspect dynamique
du système est aussi rarement considéré dans la littérature sur l’analyse de sensibilité. Des mé-
thodes locales sont proposées ainsi que des extensions de méthodes globales où l’influence des
paramètres est calculée à chaque instant indépendamment de l’instant précédent. Le deuxième
objectif de cette thèse est de proposer une méthode d’analyse de sensibilité globale où la notion
de récursivité est conservée. Ces deux objectifs sont récapitulés et donnés sur la figure (1).
En industrie, l’analyse de sensibilité peut s’avérer être un outil efficace pour recaler les modèles
et réduire le nombre des essais et tests à effectuer. Le troisième objectif de cette thèse est de
valoriser cette technique dans un contexte applicatif et en particulier pour ajuster les modèles.
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Figure 1 – Récapitulation des objectifs de la thèse
Organisation des chapitres
Ce mémoire est organisé de la manière suivante.
Chapitre 1
Le premier chapitre est dédié à présenter et rappeler des éléments fondamentaux liés à la dyna-
mique du véhicule et des outils nécessaires pour comprendre les travaux réalisés dans la thèse.
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Premièrement, les différents composants du véhicule sont introduits. Ensuite, des outils statis-
tiques ainsi qu’un état de l’art sur les méthodes d’analyse de sensibilité sont présentés.
Chapitre 2
Le deuxième chapitre est consacré à présenter une nouvelle approche basée sur les polynômes
du chaos pour s’affranchir des limites d’indépendance et de la distribution des paramètres du
modèle. La méthode est appliquée et validée avec succès sur un modèle de pneumatique.
Chapitre 3
Dans le troisième chapitre, deux nouvelles méthodes d’analyse de sensibilité pour les systèmes
dynamiques sont développées. Une méthode locale basée sur les dérivées partielles et une méthode
dynamique et globale basée sur les Grammiens d’atteignabilité et d’observabilité sont présentées.
Ces deux méthodes sont appliquées et validées sur un modèle dynamique simplifié du véhicule.
Chapitre 4
Enfin, dans le chapitre 4, l’analyse de sensibilité est valorisée dans un contexte pratique. Les
résultats obtenus dans le deuxième chapitre ont été exploités afin de montrer l’utilité de l’analyse
de sensibilité pour recaler un modèle de la pneumatique.
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1.1. Introduction
1.1 Introduction
Le véhicule automobile est un système dynamique assez complexe [2, 3]. De nombreux facteurs
interviennent dans la description de sa dynamique comme le montre la figure (1.1), à savoir : le
conducteur, l’état de la route, les perturbations atmosphériques, les caractéristiques géométriques
de virage, l’interaction pneu/sol, etc.
Conducteur
etcPneumatique
E´tat de
la route
Perturbations
atmo-
sphe´riques
Proprie´te´s
ge´ome´triques
de virage
Figure 1.1 – Représentation de différents éléments intervenant dans la description de la dynamique du
véhicule
En fait, le comportement du véhicule automobile est influencé principalement par les proprié-
tés du contact pneu/sol. En effet, le pneu est le seul point de contact avec le sol et est un élément
déterminant dans la dynamique d’un véhicule. Afin de caractériser l’interface roue-sol, il est im-
portant de considérer différents sous-systèmes reliant le volant au pneu. Chaque sous-système est
décrit par un modèle qui se compose d’une structure et de paramètres. En outre, les paramètres
n’ont pas tous le même niveau d’influence sur la sortie de système.
Ce chapitre présente les prérequis et les outils théoriques essentiels qui serviront à la com-
préhension de ce manuscrit. Dans la première partie, nous décrivons les principaux éléments
intervenant dans le contact du pneu avec le sol. Dans la seconde partie, nous présentons les
caractéristiques structurelles et paramétriques des modèles dynamiques. La dernière partie est
dédiée à l’analyse de sensibilité. Un état de l’art sur les différentes méthodes d’analyse de sensi-
bilité existantes dans la littérature est ainsi présenté.
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1.2 Liaison au sol du véhicule
Dans cette thèse, nous nous intéressons à la liaison au sol du véhicule. Pour plus de détails
sur la dynamique du véhicule, il est possible de se référer aux publications suivantes [2, 3]. Nous
nous limitons, dans cette partie, à présenter l’ensemble des sous-systèmes impliqués pour la
caractérisation du contact du pneu au sol : la caisse, le système de direction, le train roulant, la
suspension et le pneumatique. Afin d’appréhender le comportement de la dynamique du véhicule,
il est nécessaire de comprendre les constituants de chaque système.
1.2.1 Caisse
La caisse se compose du châssis et de la carrosserie (figure (1.2)). Elle se caractérise par ses
paramètres de masse et d’inertie. Cette masse est appelée suspendue car elle est portée par les
suspensions et les roues.
(a) (b)
Figure 1.2 – (a) Carrosserie, (b) Châssis
Le mouvement de l’automobile est défini en partie par le mouvement de translation et de rotation
de la caisse. Avant d’introduire les mouvements principaux de la caisse, il est important de
présenter les principaux repères de travail.
1.2.1.1 Repères
Les principaux repères utilisés pour l’étude de la dynamique de l’automobile sont : le repère
au sol, le repère lié au véhicule et le repère lié au pneumatique (figure (1.3)).
– le repère au sol Rs(Os, xs, ys, zs) correspond au mouvement du véhicule par rapport au sol.
Ce repère est défini de façon classique : l’axe zs est vertical et orienté vers le haut et les
axes xs et ys forment avec zs un trièdre direct.
– le repère lié au véhicule R(CdG, x, y, z) est d’origine CdG, le centre de gravité du véhicule,
et représente un système d’axes par rapport auxquels les différents mouvements de la caisse
sont définis.
– le repère lié au pneumatique Rp(Rr, xr, yr, zr) avec Rr l’origine représentant le point de
contact pneu/sol. L’axe xr se situe dans le plan de la roue, yr est perpendiculaire au plan
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de la roue et zr est normal au plan de la route. Ce repère est souvent utilisé pour définir
les différents efforts générés au niveau du pneu/sol.
CdG y
z
x
xr
yr
zr
Rrxs
ys
zs
Rs
Figure 1.3 – Repères usuels
1.2.1.2 Différents mouvements de la caisse
La dynamique de caisse d’un véhicule automobile est caractérisée principalement par trois
mouvements de translation et trois mouvements de rotation comme le montre la figure (1.4).
y
z
x
ψ
ϕ
θ
CdG
Figure 1.4 – Mouvements de translation et de rotation d’un véhicule automobile
Les mouvements de translation sont :
– le mouvement de translation longitudinale suivant l’axe x ;
– le mouvement de translation latérale suivant l’axe y ;
– le mouvement de translation verticale suivant l’axe z ;
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Les mouvements de rotation sont décrits à partir des angles d’Euler tels que :
– le roulis ϕ . Ce mouvement est dû à des oscillations autour de l’axe x. La matrice de rotation
autour de l’axe x est ainsi définie comme suit :
Mrotx =

1 0 0
0 cos(ϕ) − sin(ϕ)
0 sin(ϕ) cos(ϕ)

– le tangage θ. Ce mouvement de rotation autour de l’axe y intervient lors des phases d’ac-
célération et de freinage. La matrice de rotation autour de l’axe y est définie par :
Mroty =

cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)

– le lacet ψ. La matrice de rotation autour de l’axe z est définie par :
Mrotz =

cos(ψ) − sin(ψ) 0
sin(ψ) cos(ψ) 0
0 0 1

1.2.2 Système de direction
Le système de direction permet au conducteur d’orienter les roues avec précision. En effet, il
permet de convertir le mouvement de rotation exercé sur le volant en un changement de direction
des roues. Il se compose du volant, de la colonne de direction et de la crémaillère, etc (figure
(1.5)).
Figure 1.5 – Exemple d’un système de direction
1.2.3 Trains roulants
Les essieux relient la roue au châssis et ils permettent de guider l’orientation du plan de la roue
selon une géométrie complexe par rapport à la caisse. Les systèmes de suspension, les organes
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(a) (b)
Figure 1.6 – Exemple de (a) train avant, (b) train arrière d’un véhicule automobile 2
de transmission, les systèmes de freinage sont combinés avec l’essieu pour constituer les trains
roulants. On distingue le train roulant avant et le train roulant arrière (voir figure (1.6)).
1.2.4 Système de suspension
Le système de suspension assure le lien entre la caisse et la roue. Ainsi, il protège le châssis
des perturbations générées lors du contact pneu/sol comme illustré sur la figure (1.7).
Figure 1.7 – Exemple de système de suspension avant
Un système de suspension est composé des éléments suivants :
– un amortisseur représentant l’élément central de la suspension automobile permettant
d’amortir les sollicitations vibratoires issues de la route.
– un ressort monté précontraint et en parallèle avec l’amortisseur qui emmagasine l’énergie
lorsqu’il est écrasé sous une force et la restitue si la force diminue.
Trois types de suspension sont fréquemment utilisées sur les automobiles : la suspension
passive, la suspension semi-active et la suspension active (figure (1.8)).
• Suspension passive : elle se compose d’un ressort ks et d’un amortisseur c. La force dépend
2. http: //wallyfocus.free.fr/Description_C-Max/Train_AV.jpg
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de l’accélération, de la vitesse et de l’écart de position entre la caisse et la roue. Ces dernières
fonctionnent par réaction uniquement en absorbant une partie de l’énergie.
• Suspension semi-active : il s’agit d’un compromis entre les suspensions active et passive.
Ces systèmes dissipent de l’énergie en produisant une force qui s’oppose à la vitesse entre
la caisse et la roue. Ils se caractérisent par leur caractère adaptatif de l’amortissement dans
le temps.
• Suspension active : la force active développée dans ce système est produite généralement
à partir d’un actionneur électromécanique commandé, placé en parallèle de la suspension.
Ces systèmes sont peu utilisés à cause de leur complexité et consommation d’énergie [4].
(a) (b) (c)
Figure 1.8 – (a) Suspension passive, (b) Suspension semi-active, (c) Suspension active
Sur la figure (1.8), Ms représente la caisse ainsi que Mus représente la roue et le pneu. Le pneu
est représenté par un ressort de raideur kt.
1.2.5 Pneumatique
Le pneumatique constitue le seul contact du véhicule avec le sol. Ainsi, c’est au niveau du
pneumatique que s’exercent tous les efforts du sol sur le véhicule. La littérature est riche des
modèles décrivant le comportement des pneumatiques. On distingue principalement des modèles
analytiques, empiriques et semi-empiriques. Les modèles analytiques présentés dans [5] se basent
sur une description physique de la déformation élémentaire du pneumatique au niveau du contact
du pneu avec le sol. Les modèles établis à partir de données expérimentales ont donné lieu à des
modèles empiriques. De nombreux travaux ont porté sur cette catégorie de modèle tels que "la
formule magique" qui est développée par Pacejka [5], le modèle de Dugoff [6] ou encore le modèle
de Burckhardt [7, 8]. Certains paramètres de ces modèles n’ont pas nécessairement de signification
physique et les modèles estiment les efforts statiques en jeu. Enfin, les modèles semi-empiriques
utilisent les deux approches, analytique et empirique. Plus particulièrement, ils se basent sur des
lois de comportement empiriques et les intègrent dans un calcul analytique des forces tel que le
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modèle de Bekker [9].
Dans la suite, nous allons d’abord présenter les différents composants d’un pneu, pour, ensuite,
décrire son comportement via un modèle.
1.2.5.1 Les composants d’un pneu
Le pneu est un ensemble composite, c’est-à-dire un assemblage de plusieurs matériaux aux
propriétés très différentes. Il se compose des éléments suivants (figure (1.9)) [10] :
1. la gomme intérieure est une gomme caoutchoutée qui se trouve à l’intérieur du pneu et a
le rôle de chambre à air ;
2. la nappe carcasse est la partie qui supporte la charge du véhicule ;
3. la zone basse a pour rôle de transmettre les couples moteur et freineur de la jante vers
l’aire de contact au sol ;
4. les triangles sont les moulures du pneu qui permettent la fixation du pneu sur la jante ;
5. les flancs sont les parties latérales du pneu qui servent à le protéger des chocs qui pourraient
endommager la carcasse ;
6. les nappes sommets sont les différentes épaisseurs qui recouvrent la carcasse. Elles se ca-
ractérisent essentiellement par une rigidité leur permettant de résister aux efforts de dérive
(longitudinale et latérale) ;
7. la bande de roulement est la partie du pneu entrant en contact avec la chaussée. Elle permet
de transmettre les efforts et d’obtenir l’adhérence avec un minimum de glissement.
Figure 1.9 – Différents éléments composant un pneu
1.2.5.2 Efforts et moments d’un pneumatique
Le pneumatique est sujet à différents efforts et moments. Ceux-ci sont dus à un nombre
d’interactions telles que l’interaction entre la roue et la chaussée, entre la roue et le système
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de suspension ou bien entre la roue et les éléments du système de direction. Ces efforts sont
aussi affectés par les perturbations générées par l’environnement [10]. Les efforts et les moments
intervenant lors du contact du pneu avec le sol, sont illustrés sur la figure (1.10).
Figure 1.10 – Efforts et moments appliqués sur le pneu
Les différents efforts générés entre le pneu et le sol sont :
– Fx : la force longitudinale ;
– Fy : la force latérale ;
– Fz : la force verticale ;
Les moments générés sont :
– Mx : le moment de renversement autour de l’axe x ;
– My : le moment de résistance au roulement autour de l’axe y ;
– Mz : le moment d’auto-alignement autour de l’axe z.
Pour une meilleure compréhension du comportement du pneumatique, il est important de
définir les différents angles qui interviennent dans son comportement.
1.2.5.3 Angle de dérive, de carrossage et de braquage et taux de glissement
Pour caractériser l’orientation de la roue par rapport au véhicule, on définit les angles suivants
(figure (1.11)).
• L’angle de dérive du pneu α est l’angle entre le plan de la jante et la vitesse ~V du véhicule.
• L’angle de carrossage γ est l’angle d’inclinaison de la roue par rapport au plan vertical.
• L’angle de braquage β est l’angle entre l’axe longitudinal du véhicule et le plan de roue.
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(a) (b) (c)
Figure 1.11 – (a) Angle de dérive, (b) Angle de carrossage, (c) Angle de braquage
– Le taux de glissement longitudinal est donné par l’expression suivante :
κ =
Vx − wR
Vx
Il décrit la différence normalisée entre la vitesse longitudinale Vx et la multiplication de la
vitesse angulaire de la roue w et son rayon R .
1.2.5.4 Modèle de Pacejka
Le modèle de Pacejka, basé sur la "formule magique", est une référence dans le domaine de
l’automobile pour la modélisation du comportement du pneumatique. La première version de
ce modèle a été proposée à la fin des années 1970 [11]. Ce modèle se caractérise par sa simple
représentation des efforts et des moments générés au niveau de l’interaction entre la roue et le sol.
En outre, il dépend de paramètres ajustables pour mieux représenter les forces et les moments
générés entre le pneu et le sol.
L’expression générale pour décrire les efforts et les moments générés est :
y(x) = D sin (C arctan (Bx− E (Bx− arctan (Bx))))
Y (x) = y(x) + Sv
x = X + Sh
(1.1)
où Y peut correspondre à la force longitudinale Fx, à la force latérale Fy, ou au moment d’auto-
alignement Mz. X peut correspondre au glissement κ ou à l’angle de dérive α .
Une courbe caractéristique du comportement transversal d’un pneumatique est présentée sur la
figure (1.12).
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Figure 1.12 – Courbe caractéristique de la force latérale en fonction de l’angle de dérive selon le modèle
de Pacejka
Les paramètresB, C,D, E, Sh et Sv de la formule (1.1), appelés macro-coefficients, permettent
d’ajuster l’allure de cette caractéristique par rapport aux relevés expérimentaux.
– B : le coefficient de rigidité qui permet d’ajuster la pente à l’origine ;
– C : le coefficient de forme qui permet d’ajuster l’allure de la courbe ;
– D : le coefficient d’amplitude qui correspond au maximum de la courbe d’adhérence ;
– E : le coefficient de courbure ;
– Sh : le décalage horizontal par rapport à l’origine ;
– Sv : le décalage vertical par rapport à l’origine ;
– Le terme B.C.D représente la pente à l’origine et donc la rigidité latérale du pneu pour des
faibles sollicitations.
La force longitudinale Fx est définie de la manière suivante :
Fx = Dx sin (Cx arctan (Bx(κ+ Shx)− E (Bx(κ+ Shx)− arctan (Bx(κ+ Shx))))) + Svx
(1.2)
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et les macro-coefficients décrivant la force longitudinale sont donnés somme suit :
Bx.Cx.Dx = a3 sin
(
2 arctan
(
Fz
a4
))
(1− a5 |γ|)
Cx = a18
Dx =
(
a1F
2
z + a2Fz
) (
1− a15γ2
)
Ex = (1− (a16γ − a17) sign (α)) (a6Fz + a7)
Shx = a8Fz + a9 + a10γ
Svx = a11Fz + a12 + (a13Fz + a14) γFz
(1.3)
avec ai, i = 1, . . . , 18 les micro-coefficients.
Ces macro-coefficients ne sont pas constants et dépendent de paramètres appelés micro-coefficients.
A partir de l’équation (1.3) exprimant les paramètres en fonction des micro-coefficients, nous re-
marquons qu’hormis le coefficient de forme C, tous les macro-coefficients dépendent de la charge
verticale Fz et de l’angle de carrossage γ. Ces micro-coefficients sont fixés pour des conditions
expérimentales (type de pneumatique, condition d’adhérence, etc).
La force latérale Fy est définie comme suit :
Fy = Dy sin (Cy arctan (By(α+ Shy)− Ey (By(α+ Shy)− arctan (By(α+ Shy))))) + Svy
(1.4)
Le moment d’auto-alignement Mz est donné par l’expression suivante :
Mz = Dz sin (Cz arctan (Bz(κ+ Shz)− E (Bz(κ+ Shz)− arctan (Bz(κ+ Shz))))) + Svz (1.5)
Remarque 1.2.1 Si une sollicitation longitudinale entre en jeu avec la sollicitation latérale, une
force combinée est formée et se détermine par l’expression suivante :
Fc = FyG+ Fx (1.6)
G est déterminé à partir des macro-coefficients et des micro-coefficients.
1.2.5.5 Modèle quart de véhicule avec une suspension active
Ce modèle est souvent utilisé dans les études traitant les suspensions, figure (1.13). Il se
compose d’une masse suspendue Ms qui représente la caisse et d’une masse non suspendue Mus
qui représente la roue et le pneu. Ces deux masses sont reliées par un ressort ks et un amortisseur
semi-actif. Le pneu est représenté par un ressort de raideur kt.
Le modèle dynamique d’un quart de véhicule avec suspension active est écrit comme suit :
Msz¨ = −FMR − ksz
Musz¨us = ksz + FMR − kt(zus − zr)
(1.7)
avec :
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– FMR : la force d’amortissement qui est la partie active de la suspension ;
– zs : le déplacement vertical autour du point d’équilibre de Ms ;
– zus : le déplacement vertical autour du point d’équilibre de mus ;
– zr : la variation du profil de la route ;
– z = zs − zus : le débattement de l’amortisseur ;
– z˙ = z˙s + z˙us : la vitesse de débattement.
Ms
Mus
ks FMR
kt
Zr
Zus
Zs
Figure 1.13 – Modèle d’un quart de véhicule avec suspension active
Plusieurs modèles existent dans la littérature pour décrire le comportement de chaque sous-
système du véhicule décrit précédemment. Ces modèles peuvent être complexes et dépendent
de nombreux paramètres. Ces paramètres peuvent être entachés d’une incertitude qui peuvent
influencer le comportement global du véhicule. Dans cette thèse, nous nous intéressons aux
paramètres incertains dans un intervalle de variation. Avant d’exposer les méthodes existantes
pour analyser la sensibilité de la réponse d’un système donné via l’incertitude de ces paramètres,
nous présentons les différentes caractéristiques structurelles et paramétriques qui peuvent définir
la dynamique des systèmes.
1.3 Éléments structurels et paramétriques des modèles
Les modèles représentant les phénomènes physiques peuvent être statiques ou dynamiques.
Un système est dit statique, s’il n’évolue pas au cours du temps t. Un système dynamique est un
système qui évolue au cours du temps. Ce système respecte le critère de causalité, c’est-à-dire la
sortie du système dépend non seulement de l’entrée présente mais aussi des entrées et des sorties
passées.
Dans la partie suivante, nous nous intéressons, plus particulièrement aux caractéristiques
des modèles dynamiques. Ces modèles peuvent être continus et modélisés par des équations
différentielles ou bien discrets et modélisés par des équations aux différences.
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1.3.1 Système dynamique non linéaire
Un système dynamique non linéaire à temps continu est souvent représenté comme suit :
∑
c
:

x˙(t) = f (x(t), u(t))
y(t) = g (x(t), u(t))
x(0) = x0
x(t) ∈ Rnx , u(t) ∈ Rnm , y(t) ∈ Rnp , t ∈ R+
(1.8)
où x(t) ∈ Rnx , u(t) ∈ Rnm et y(t) ∈ Rnp sont respectivement les vecteurs d’état, d’entrée et de la
sortie. La fonction f : Rnx×nm → Rnx et la fonction g : Rnx×nm → Rnp sont supposées de classe
C∞.
Respectivement, un système dynamique non linéaire à temps discret est représenté par l’expres-
sion suivante :
∑
d
:

x(k + 1) = f (x(k), u(k))
y(k) = g (x(k), u(k))
x(0) = x0
x(k) ∈ Rnx , u(k) ∈ Rnm , y(k) ∈ Rnp , k ∈ N
(1.9)
1.3.2 Système dynamique linéaire
Définition 1.3.1 Un système linéaire invariant dans le temps (LTI) est un système linéaire
dont le comportement est défini par un système d’équations différentielles linéaires à paramètres
constants.
Dans un modèle d’état, un système dynamique LTI est décrit en temps continu sous cette forme :
∑
c
:

x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
x(0) = x0
x(t) ∈ Rnx , u(t) ∈ Rnm , y(t) ∈ Rnp , t ∈ R+
(1.10)
avec A, B, C et D respectivement la matrice d’état, la matrice de commande, la matrice d’ob-
servation et la matrice d’action directe.
En temps discret, il est écrit sous la forme suivante :
∑
d
:

x(k + 1) = Adx(k) +Bdu(k)
y(k) = Cdx(k) +Ddu(k)
x(0) = x0
x(k) ∈ Rnx , u(k) ∈ Rnm , y(k) ∈ Rnp , k ∈ N
(1.11)
Définition 1.3.2 Un système linéaire variant dans le temps (LTV) est un système dont les
matrices A, B, C et D varient dans le temps.
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Un système LTV est défini en temps continu sous la forme :
∑
c
:

x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
x(0) = x0
x(t) ∈ Rnx , u(t) ∈ Rnm , y(t) ∈ Rnp , t ∈ R+
(1.12)
En discret, un système LTV est donné sous cette forme :
∑
d
:

x(k + 1) = Ad(k)x(k) +Bd(k)u(k)
y(k) = Cd(k)x(k) +Dd(k)u(k)
x(0) = x0
x(k) ∈ Rnx u(k) ∈ Rnm y(k) ∈ Rnp k ∈ N
(1.13)
Remarque 1.3.1 Si on considère que les matrices de la représentation d’état sont fixes dans le
temps, les systèmes LTV peuvent être vus comme des systèmes LTI.
Définition 1.3.3 Un système linéaire à paramètres variables LPV est un système dont les ma-
trices de la représentation d’état dépendent de différents paramètres qui évoluent au cours du
temps.
Un système LPV peut être représenté par un modèle d’état en temps continu sous la forme
suivante :
∑
c
(θ) :

x˙(t) = A(θ(t))x(t) +B(θ(t))u(t)
y(t) = C(θ(t))x(t) +D(θ(t))u(t)
x(0) = x0
x(t) ∈ Rnx u(t) ∈ Rnm y(t) ∈ Rnp t ∈ R+
(1.14)
avec θ(t) = [θ1(t), . . . , θnθ(t)] représente le vecteur des paramètres du système, bornés et variants
dans le temps. En temps discret, un système LPV peut être représenté sous la forme suivante :
∑
d
(θ) :

x(k + 1) = A(θ(k))x(k) +B(θ(k))u(k)
y(k) = C(θ(k))x(k) +D(θ(k))u(k)
x(0) = x0
x(k) ∈ Rnx u(k) ∈ Rnm y(k) ∈ Rnp k ∈ N
(1.15)
Remarque 1.3.2 Un système LPV est la généralisation des modèles linéaires invariants dans
le temps (LTI) et des modèles linéaires variants dans le temps (LTV). En effet, lorsque θ(.) =
θ(t), les systèmes LPV sont vus comme des systèmes LTV. En outre, lorsque θ(.) = θ, est une
constante, les systèmes LPV peuvent être considérés comme des systèmes LTI.
Les liens entre ces différents modèles peuvent se résumer par la figure (1.14).
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θ(.) = θ(t)θ(.) = θ
(A(t), B(t), C(t), D(t)) = (A,B,C,D)
LPV
LTI LTV
Figure 1.14 – Différentes classes de modèles linéaires
1.3.3 Propriétés stucturelles des modèles
La stabilité, la commandabilité et l’observabilité sont des concepts développés pour la repré-
sentation d’état des systèmes. Pour le rappel de ces notions, considérons le système LTI décrit
par l’équation (1.10) avec u = 0.
Définition 1.3.4 Un système est asymptotiquement stable si et seulement si toutes les valeurs
propres de A sont à partie réelle strictement négative.
Re (λi(A)) < 0 , i = 1, . . . , nx
A temps discret :
Un système discret est asymptotiquement stable si et seulement si tous les pôles de la matrice
d’état A ont un module strictement inférieur à 1.
Remarque 1.3.3 Un système est globalement stable si et seulement si touteS les valeurs propres
de A ont une partie réelle négative.
Re (λi(A)) ≤ 0 , i = 1, . . . , nx
Définition 1.3.5 Le système est dit commandable sur l’intervalle de temps [t0, tf ], s’il est pos-
sible de déterminer une commande u finie définie sur cet intervalle, ramenant l’état initial x(t0)
vers un état final x(tf ).
Le critère de Kalman de commandabilité [12] est donné par la matrice de commandabilité sui-
vante :
C = [BAB . . . Anx−1B]
Le système est dit commandable, si et seulement si la matrice de commandabilité C est de rang
plein (rang(C) = nx).
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Remarque 1.3.4 Un système est dit stabilisable si toutes les valeurs propres instables de A sont
commandables.
Le critère de Hautus de stabilisation [13] est donné par :
Hc = [λI −A B]
Le système est stabilisable, si et seulement si le rang de Hc est plein ∀λ ∈ C avec Re(λ) ≥ 0.
Définition 1.3.6 Un système est dit observable sur un intervalle de temps [t0, tf ] s’il est possible
de déterminer x(t0) à partir de la trajectoire de la sortie y(t) pour 0 ≤ t ≤ tf .
Le critère d’observabilité de Kalman [12] est donné par la matrice d’observabilité suivante :
O =

C
CA
...
CAnx−1

L’état est dit observable, si et seulement si la matrice d’observabilité O est de rang plein
(rang(O) = nx).
Remarque 1.3.5 Le système est dit détectable si toutes les valeurs propres instables de A sont
observables.
Le critère de détectabilité de Hautus [13] est donné par :
Sd =
[
λI −A
C
]
Le système est détectable si et seulement si le rang de Sd est plein ∀λ ∈ C avec Re(λ) ≥ 0.
Remarque 1.3.6 : Le système est dit gouvernable, s’il est à la fois stabilisable et détectable.
La connaissance exacte des modèles n’est pas toujours possible, ce qui produit des incertitudes
de modélisation. La détermination de l’influence des incertitudes des paramètres sur la réponse du
modèle sera traitée dans le chapitre 2. Dans le paragraphe suivant, nous présentons les propriétés
paramétriques des modèles.
1.3.4 Propriétés paramétriques des modèles
L’objectif de cette partie est de présenter les différents types d’incertitude qui peuvent affecter
un système. Les propriétés statistiques caractérisant les paramètres seront expliquées par la suite.
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1.3.4.1 Notion d’incertitudes
En pratique, il existe de nombreuses incertitudes qui peuvent affecter le système physique et
donc le modèle. Elles peuvent être dues à un manque de connaissance des valeurs exactes des
paramètres ou à la présence de certaines dynamiques dont la modélisation n’a pas été prise en
compte. On distingue principalement deux classes d’incertitude induisant des variations en sortie
du système : une incertitude non structurée et une incertitude paramétrique. La première est
introduite dans [14] et dite incertitude dynamique ou fréquentielle. Elle englobe les dynamiques
négligées ou approchées lors de l’étape de modélisation. La deuxième classe d’incertitudes est
consacrée aux erreurs d’estimation ou aux variations des paramètres.
Dans la suite, nous nous intéressons aux incertitudes paramétriques, dont la modélisation ma-
thématique des deux familles sera détaillée dans la partie suivante.
Un système incertain peut être écrit sous forme d’état :{
x˙(t) = (A+ ∆A)x(t) + (B + ∆B)u(t)
y(t) = (C + ∆C)x(t) + (D + ∆D)u(t)
(1.16)
Incertitude affine : L’incertitude affine est introduite dans [15]. Elle dépend des paramètres de
manière affine. La matrice d’état est ainsi donnée par :
∆A =
np∑
i=1
θiAi avec θi ∈
[
θi, θi
]
Dans cette représentation, les matrices Ai répartissent l’incertitude sur les différents éléments de
la matrice A(θ). Cette incertitude forme un hyper-rectangle de dimension np dans l’espace d’état
dont les sommets correspondent aux valeurs extrêmales de θ = [θ1, . . . , θnθ ]
T .
Remarque 1.3.7 Un système incertain LPV affine est donné par :
x˙(t) =
(
A0 +
np∑
i=1
θi(t)Ai
)
x(t) +
(
B0 +
np∑
i=1
θi(t)Bi
)
u(t)
y(t) =
(
C0 +
np∑
i=1
θi(t)Ci
)
x(t) +
(
D0 +
np∑
i=1
θi(t)Di
)
u(t)
θi(t) ∈
[
θi, θi
]
avec θi et θi sont, respectivement, les valeurs minimale et maximale de θi.
Incertitude polytopique : L’incertitude polytopique est introduite dans [16]. Elle est définie
telle que la matrice A appartienne au domaine de type polytopique suivant :
A(θ) ∈ DA :=
{
A(θ) =
np∑
i=1
θiAi; θi ≥ 0;
np∑
i=1
θi = 1
}
Le système polytopique est la combinaison des systèmes évalués aux sommets du polytope.
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Remarque 1.3.8 Un système incertain LPV polytopique est défini comme suit :
x˙(t) =
(
2np∑
i=1
θi(t)Ai
)
x(t) +
(
2np∑
i=1
θi(t)Bi
)
u(t)
y(t) =
(
2np∑
i=1
θi(t)Ci
)
x(t) +
(
2np∑
i=1
θi(t)Di
)
u(t)
θi ≥ 0
2np∑
i=1
θi(t) = 1
avec θi est appelé coordonnée polytopique.
Les caractéristiques statistiques des paramètres sont données en annexe.
1.4 Analyse de sensibilité des systèmes
Cette partie dresse un état de l’art des méthodes d’analyse de sensibilité. Dans un premier
temps, nous présentons la différence entre l’analyse de sensibilité et l’analyse d’incertitude. En-
suite nous présenterons les différentes méthodes d’analyse de sensibilité. Enfin, une étude biblio-
graphique sur les méthodes d’analyse de sensibilité des modèles à paramètres dépendants, est
détaillée. La sortie d’un modèle est assujettie à différentes sources d’incertitude. Ces incertitudes
peuvent être structurelles c’est-à-dire liées à la structure du modèle qui ne décrit pas parfai-
tement le comportement du système. Elles peuvent être aussi des incertitudes paramétriques
qui résultent de l’intervalle d’incertitude de l’estimateur, comme elles peuvent être dues aux
erreurs numériques qui proviennent de la discrétisation du modèle et la résolution numérique
[17]. L’analyse d’incertitude permet de quantifier les incertitudes sur la sortie. Elle répond à
la question : "quel est le niveau d’incertitude de la sortie induite par celui des paramètres ?"
L’analyse de sensibilité permet de déterminer les paramètres les plus influents. Elle permet de
répondre à la question : "Parmi les différents paramètres incertains, quels sont ceux qui induisent
le plus d’incertitude sur la sortie ?" Nous considérons le modèle suivant sous forme de la relation
entrée/sortie :
y = f(U, θ)
où y ∈ R est la réponse du modèle et U = (u1, . . . ,un) et θ = (θ1, . . . , θnθ) sont respectivement
les variables d’entrée et les paramètres incertains du modèle. f est la fonction du modèle qui peut
être linéaire ou non linéaire. L’analyse de sensibilité peut être utilisée pour les finalités suivantes :
• vérifier la structure du modèle : si l’analyse de sensibilité d’un paramètre, qui est réputé non
influent, montre une forte contribution sur la variation de la sortie, dans ce cas la structure
du modèle peut être mise en cause.
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• hiérarchiser les facteurs : l’analyse de sensibilité permet de sélectionner les paramètres les
plus influents et renseigne par la suite sur le niveau de précision que doit avoir les paramètres
et l’attention qu’on doit leur accorder lors de leur détermination.
• simplifier la structure du modèle : en déterminant les paramètres les moins influents sur la
réponse du modèle. Ils peuvent être fixés à leur valeur nominale ce qui implique par la suite
la réduction du modèle.
Différentes techniques d’analyse de sensibilité sont présentées dans [18] ainsi que des exemples
d’application dans différents domaines (chimie, sûreté nucléaire, physique, économie). Les mé-
thodes d’analyse de sensibilité peuvent être classifiées en différentes catégories. Selon Frey [19],
les méthodes peuvent être statistiques ou graphiques. Selon Saltelli [18], les méthodes d’analyse
de sensibilité peuvent être classées en trois catégories : des méthodes de criblage ou "screening",
des méthodes locales et des méthodes globales. Dans cette thèse, nous optons pour cette dernière
classification. Les méthodes de criblage et locale seront brièvement expliquées et nous mettrons
l’accent sur les méthodes globales. En effet, dans le domaine de l’automobile, les paramètres va-
rient dans un intervalle large. Par conséquent, il est judicieux d’appliquer des méthodes globales
d’analyse de sensibilité.
1.4.1 Méthodes d’analyse de sensibilité
1.4.1.1 Méthodes de criblage
Ces méthodes quantitatives permettent de hiérarchiser les variables d’entrée en fonction de
leurs impacts sur la variation de la sortie [20, 21, 22]. Pour les modèles avec un nombre impor-
tant de paramètres, ces méthodes sont généralement utilisées dans une première étape afin de
déterminer le groupe des paramètres le plus influent. Puis, d’autres méthodes plus précises seront
appliquées.
1.4.1.2 Méthodes locales
Les méthodes locales d’analyse de sensibilité évaluent quantitativement l’impact d’une pe-
tite variation autour d’une valeur donnée des entrées. Elles reposent sur le calcul d’un indice de
sensibilité quantifiant les variations d’une sortie du modèle suite à une faible variation d’un para-
mètre. À chaque facteur, une valeur nominale de référence est attribuée. L’analyse de sensibilité
s’effectue en variant la valeur de référence d’un facteur et en fixant tous les autres paramètres
d’entrée à leur valeur nominale. Ces méthodes sont quantitatives et sont souvent utilisées dans la
chimie où l’influence des variations de paramètres cinétiques autour d’une valeur donnée est étu-
diée [23]. L’indice de sensibilité mesurant l’impact de la variation d’un paramètre θi ∈ θ autour
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d’un point de fonctionnement sur la sortie y est donné par :
S =
∂y
∂θi
(1.17)
Les paramètres avec l’indice de sensibilité le plus grand sont les plus influents. Cependant, les
approches locales fournissent une information partielle en étudiant l’influence des paramètres
autour d’un point de fonctionnement et ne tiennent pas compte de toute la plage de variation
des paramètres.
1.4.1.3 Méthodes globales
Les méthodes d’analyse de sensibilité globales permettent de quantifier l’influence des diffé-
rents paramètres incertains sur l’entière plage de variation de la sortie d’un modèle. L’objectif
de cette section est de présenter différentes méthodes globales d’analyse de sensibilité ainsi que
les indices de sensibilité obtenus par chacune d’elles [24]. On suppose dans cette partie que y est
de variance non nulle.
Les différentes approches nous semblant les plus intéressantes, sont présentées ci-dessous.
Mesures d’importance
Considérons le modèle linéaire suivant :
y = β0 +
n∑
i=1
βiθi (1.18)
Les principales mesures d’importance sont :
– le coefficient de régression standard SRC. Il exprime la variance de la sortie y due à la
variance du paramètre θi et il est défini par :
SRCi =
β2i V (θi)
V (y)
(1.19)
– le coefficient de corrélation (appelé aussi le coefficient de corrélation de Pearson). Il permet
de détecter la présence d’une relation linéaire entre le paramètre θi et la sortie du modèle
y. Il est exprimé comme suit :
ρθ,y = βi
√
V (θi)
V (y)
(1.20)
Ces méthodes sont utilisées pour des modèles linéaires.
Nous présentons dans la suite des méthodes d’analyse de sensibilité globales qui ne font pas
d’hypothèse sur le modèle mais supposent l’indépendance des paramètres.
Réseaux de neurones
L’utilisation des réseaux de neurones comme une technique d’analyse de sensibilité a fait l’objet
de plusieurs travaux de recherche. Parmi ces travaux, nous citerons [25, 26, 27] où les auteurs
cherchent des expressions des indices déterminant l’influence de la variation de l’entrée sur la
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sortie. Des indices de sensibilité calculés analytiquement ont été proposés dans [28, 29], ainsi
que des indices de sensibilité déterminés en fonction des poids caractérisant le comportement des
réseaux [25, 30].
Bien que les réseaux de neurones sont des outils capables de développer un modèle sans disposer
de formule exprimant le phénomène à modéliser, ils présentent différents inconvénients. Ils sont
coûteux en temps de calcul (le temps d’apprentissage risque d’être démesuré) et il est difficile de
déterminer la bonne structure permettant au réseau de bien apprendre les exemples (nombre de
neurones d’entrée, sortie, neurones cachés).
Approche de Sobol pour le calcul des indices de sensibilité
Pour quantifier l’influence de l’incertitude d’un paramètre sur la sortie du modèle, on calcule un
indice de sensibilité, appelé indice de Sobol [31]. Il est défini par :
Si =
V [E (y|θi)]
V (y)
=
Vi
V
(1.21)
où :
• V (y) est la variance de la réponse y.
• E (y|θi) est l’espérance conditionnelle obtenue en fixant θi.
L’indice de sensibilité Si est compris entre 0 et 1. Plus l’indice est proche de 1, plus le paramètre
θi est influent.
Cet indice de sensibilité est appelé indice du 1er ordre. Il représente l’influence individuelle du
paramètre sur la sortie. Il existe des indices de sensibilité d’ordre supérieur. Par exemple, l’indice
du second ordre traduit l’influence de l’interaction du paramètre avec un autre paramètre sur la
sortie. Il est défini par :
Sij =
V (E [(y |θi, θj )])− Vi − Vj
V (y)
(1.22)
où E (y|θi, θj) est l’espérance conditionnelle obtenue en fixant θi et θj .
En outre, l’indice de sensibilité total représente l’influence individuelle du paramètre et celle
de son interaction avec les autres paramètres. Il est défini par :
STi = Si +
∑
j 6=i
Sij +
∑
j 6=i,k 6=i,j<k
Sijk + . . . (1.23)
Remarque 1.4.1 : Le calcul analytique est parfois difficile (boîte noire, grand nombre de para-
mètres . . . ). Afin de pallier ce problème, il est nécessaire d’estimer les indices de sensibilité.
1.4.1.4 Estimation des indices de sensibilité
Dans cette section, nous nous focalisons sur les méthodes d’estimation des indices de sensibi-
lité. Il est à noter que ces méthodes sont globales et supposent l’indépendance des paramètres.
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Méthode de Monte-Carlo
Cette méthode considère deux échantillons aléatoires générés dans l’intervalle de variation des
paramètres. Ces deux échantillons sont ensuite combinés et la sortie est calculée pour chacun des
jeux des paramètres effectués [31, 32]. Un indice de premier ordre estimé est donné comme suit :
Sˆi =
Uˆi − (Eˆ(y))2
Vˆ
(1.24)
où Eˆ(y) et Vˆ sont l’espérance et la variance de y estimée. Uˆi est l’estimé de l’espérance du carré
de l’espérance de y conditionnellement à θi.
Vˆij = Uˆij − (Eˆ(y))2 −Vi −Vj (1.25)
La quantité Uˆij est obtenue en variant toutes les variables sauf θi et θj .
Pour améliorer la convergence de la méthode de Monte-Carlo (MC), Mckay [33] a modifié la
méthode de Monte-Carlo en se basant essentiellement sur l’échantillonnage Latin Hypercube
(LHS). Ce dernier permet une meilleure exploration de l’espace des paramètres et fournit donc
des résultats fiables en sortie dans la plupart des cas et ce, pour un nombre de simulations infé-
rieur comparé à l’échantillonnage de Monte-Carlo. La méthode proposée consiste à construire r
réplications (paquet de N échantillons) et à combiner les différentes réplications. Cette approche
permet de réduire le nombre d’évaluations à N × r mais elle ne permet pas d’estimer les indices
de sensibilité totaux.
Méthode FAST
La méthode FAST (Fourier Amplitude Sensitivity Test) [34, 35] consiste à faire varier chaque pa-
ramètre selon une fonction sinusoïdale à une fréquence distincte et déterminer une décomposition
de la variance de la sortie y en utilisant la transformée de Fourier. Les fréquences prédominantes
dans la transformée de Fourier de la sortie correspondent à celles des paramètres les plus influents.
Cette approche a l’avantage d’être moins coûteuse en temps de calcul comparé à la méthode de
Monte-Carlo, mais la difficulté réside dans le choix de la fréquence.
Métamodèle
Le principe consiste à approximer le modèle par un autre modèle, appelé "métamodèle" ou
"surface de réponse" [36], moins coûteux à évaluer. Les métamodèles fréquemment utilisés sont
de type polynomiaux (splines, polynômes du chaos, ...). Il est à noter que les coefficients des
polynômes sont directement liés aux indices de sensibilité de Sobol.
1.4.1.5 Exemple et comparaison des méthodes
Dans ce paragraphe nous présentons une brève étude comparative des méthodes d’estimation
des indices de sensibilité, basées sur la décomposition de la variance, citée dans le paragraphe
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précédent.
Considérons le modèle d’Ishigami [37] :
y = sin(θ1) + 7 sin
2(θ2) +
θ43
10
sin(θ1)
où les θi, i = 1, 2, 3, sont les paramètres incertains et suivent une distribution choisie uniforme
sur [−pi, pi], pour cette étude, et y la sortie. L’objectif est de chercher le paramètre θi le plus
influent sur y.
Les indices de sensibilité sont calculés pour différentes tailles d’échantillons de simulation 50,
100, 1000 et 2000.
Les figures (1.15), (1.16) et (1.17) illustrent les résultats obtenus.
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Figure 1.15 – Indices obtenus
par la méthode Fast
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Figure 1.16 – Indices obtenus
par les polynômes du chaos
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Figure 1.17 – Indices obtenus
par la méthode de Monte-Carlo
Les indices de sensibilité de premier ordre S1, S2 et S3 correspondent respectivement aux para-
mètres θ1, θ2 et θ3.
Nous remarquons que le paramètre le plus influent est le paramètre θ2 (S2 ≈ 0, 43). Ensuite vient
le paramètre θ1 (S1 ≈ 0, 37). Cependant θ3 n’a aucune influence sur la variation de y (S3 ≈ 0, 00).
La méthode Fast et les polynômes du chaos nécessitent une taille d’échantillon de 1000 pour avoir
des estimations correctes des indices. Cependant une taille d’échantillons de 1000 n’assure pas
la convergence des indices par la méthode de Monte-Carlo. A noter que les valeurs négatives des
indices, obtenus par la méthode de Monte-Carlo, sont expliquées par une insuffisance d’échan-
tillons.
Les différentes méthodes d’analyse basées sur la décomposition de la variance sont comparées
dans le tableau ci-dessous. Les principaux critères de comparaison sont le nombre d’échantillons
de simulation à effectuer, la nécessité d’une connaissance a priori du modèle et l’accès aux diffé-
rents indices de sensibilité (dont les interactions).
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Méthode Avantages Inconvénients
FAST - nombre limité de simulations - pas complètement satisfai-
sant sur les interactions
- le choix des fréquences n’est
pas évident
Monte-Carlo - accès à l’ensemble des indices
de sensibilité
- coût de calculs important
- nécessite une connaissance a
priori de la structure de mo-
dèle
Mckay - nombre limité de simulations - accès à un nombre limité
d’indices de sensibilité (pas
d’interactions)
Polynômes du chaos - nombre limité de simulations
à effectuer
- accès à l’ensemble des indices
de sensibilité
- approximation de la sortie
par un polynôme (dont les in-
teractions)
- approche compliquée lorsque
le nombre de variables est
grand
Table 1.1 – Comparaison des méthodes d’estimation des indices de sensibilité
1.4.2 Analyse de sensibilité des modèles à paramètres dépendants
Dans la section précédente, nous avons présenté des méthodes d’analyse de sensibilité pour
les modèles à paramètres indépendants. En pratique, l’hypothèse d’indépendance des paramètres
peut s’avérer non réaliste. Dans cette section, nous présentons une étude bibliographique chrono-
logique des publications sur les méthodes d’analyse de sensibilité pour les modèles à paramètres
dépendants.
En 1995, Mckay [33] a étendu sa méthode d’estimation des indices de sensibilité pour des
paramètres dépendants. Il a proposé des indices de sensibilité de premier ordre obtenus en ex-
ploitant les travaux d’Iman et Conover [38] pour garder la dépendance des paramètres lors des
réplications. Cependant, de nombreuses évaluations de modèle sont requises afin d’atteindre une
précision raisonnable des indices.
En 1998, Bedford [39] a proposé de décorréler les paramètres dépendants en utilisant l’approche
de Gram Schmidt. Par la suite, la décomposition de la variance des paramètres indépendants est
adoptée. L’inconvénient de cette idée réside dans le fait que les indices de sensibilité calculés dé-
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pendent du procédé d’orthogonalisation choisi qui, dans ce cas, n’est pas unique, et précisément
l’ordre dans lequel les fonctions sont orthogonalisées. En plus, les indices de sensibilité obtenus
correspondent aux paramètres orthogonalisées qui ne sont plus exactement les paramètres du
modèle [40]. Dans la même année, les coefficients SRC ont été utilisés par RamaRao [41] dans
le cas d’un modèle à paramètres dépendants. Il a montré que ces coefficients peuvent être reliés
à l’augmentation du coefficient de détermination lorsqu’une variable est ajoutée au modèle de
régression.
En 2002, un interêt particulier a été porté à l’étude de sensibilité des modèles à paramètres
corrélés. En effet, Saltelli et Tarantola [42] ont proposé un algorithme pour identifier le paramètre
le plus influent dans le cas des paramètres dépendants. L’indice de premier ordre est estimé en
utilisant la méthode de Monte-Carlo. L’inconvénient majeur de cette approche est le temps de
calcul qui est coûteux.
Récemment, en 2008, Xu et Gertner [43] ont proposé une méthode permettant de distinguer
des contributions structurelles et corrélatives des paramètres. En effet, la méthode adoptée est
basée sur la regression et consiste à décomposer qualitativement la variance de la sortie du modèle
en une variance partielle fournie par la corrélation des paramètres et une autre fournie par les
variations de paramètres non corrélés.
En 2004, Julien Jacques [40] a proposé de regrouper les paramètres indépendants et d’exprimer
la sensibilité de groupes de paramètres. Il a défini une méthode d’estimation de ces indices de
sensibilité multidimensionnels, basée sur des simulations de Monte-Carlo.
Rabitz et al [44] ont introduit une approche qui se base sur la décomposition de la covariance
de la variance inconditionnelle de la sortie. Cette méthode permet de calculer les indices de
sensibilité des paramètres indépendants et/ou corrélés. Comme Xu et Gertner, ils ont distingué
deux indices. Le premier quantifie la contribution du paramètre tout seul et le deuxième quantifie
la contribution due à la corrélation avec les autres paramètres. Les indices de sensibilité sont
déterminés en adoptant une approche métamodèle et en particulier le " Random-Sampling High
Dimensional Model Representation (RS-HDMR) ". Les fonctions composants le RS-HDMR sont
approchées par des décompositions en termes de fonctions de base (des polynômes, splines, etc).
Cette approche présente quelques questions critiques telle que la non-unicité de la décomposition
fonctionnelle.
En 2012, Mara [45] a proposé de passer par une étape de décorrélation des paramètres par
Gram Schmidt et a appliqué après la technique de la décomposition de la variance (ANOVA) en
utilisant les paramètres décorrélés. Néanmoins, l’orthogonalisation ne fournit pas un ensemble
unique de paramètres décorrélés. Par conséquent, un grand nombre d’ensembles doit être généré
pour l’interprétation des indices obtenus.
Supposant que la fonction conjointe de distribution est bornée, Chastaing [46] a prouvé qu’une dé-
composition de Hoeffding est possible. Elle a proposé de nouveaux indices de sensibilité mesurant
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l’influence des paramètres seuls et son influence due à sa corrélation avec les autres paramètres.
1.5 Conclusion
Dans ce chapitre, nous avons rappelé dans un premier temps les éléments nécessaires à la
compréhension de la dynamique du véhicule automobile. Ensuite, nous avons exposé les diffé-
rentes caractéristiques structurelles et paramétriques des modèles dynamiques. Enfin, nous avons
présenté les différentes techniques d’analyse de sensibilité existantes dans la littérature. Générale-
ment, ces méthodes supposent que leurs paramètres sont indépendants et suivent une distribution
connue. En pratique, l’hypothèse d’indépendance des paramètres peut s’avérer non réaliste. En
particulier, dans le domaine de l’automobile, les paramètres peuvent être dépendants. De plus,
peu de mesures sont souvent disponibles car elles sont coûteuses à mettre œuvre. Nous avons
constaté au cours de l’étude bibliographique des méthodes d’analyse de sensibilité que l’approche
via les polynômes du chaos est une approche efficace et rigoureuse, puisqu’elle nous fournit les
indices de sensibilité quantifiant l’influence d’un paramètre seul ainsi que son interaction avec
les autres paramètres. En outre, elle ne nécessite pas un nombre important d’échantillons de
simulation. Cependant, cette approche suppose que les paramètres sont indépendants et suivent
une distribution connue. Dans le chapitre suivant, nous proposons une méthodologie basée sur
les polynômes du chaos pour les modèles à paramètres corrélés et à distribution arbitraire.
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2.1. Introduction
2.1 Introduction
Comme nous l’avons mentionné dans le chapitre précédent, la décomposition de la variance de
la sortie d’un modèle est une technique qui ne peut être réalisée que sous l’hypothèse d’indépen-
dance des paramètres, afin d’assurer l’unicité de la décomposition. Cependant, dans le domaine
de l’automobile, les modèles peuvent avoir des structures complexes et font intervenir des pa-
ramètres qui sont bien souvent dépendants. Dans ce chapitre, une nouvelle méthode d’analyse
de sensibilité globale est proposée pour des modèles à paramètres dépendants et suivant une
distribution arbitraire. Dans une première partie, nous décrivons la méthode basée sur la dé-
composition de la variance (ANOVA) [24, 31] ainsi que l’approche des polynômes du chaos pour
l’estimation des indices de sensibilité. Dans la seconde partie, nous proposons une extension de
l’approche basée sur les polynômes du chaos pour s’affranchir des limites d’indépendance et de
la distribution des paramètres du modèle. Dans la dernière partie, nous étudions la sensibilité
de la force latérale d’un modèle de pneumatique relativement à la variation de ses paramètres
supposés dépendants et suivant une distribution arbitraire.
2.2 Motivation d’une analyse de sensibilité statique
L’analyse de sensibilité globale est basée sur des outils statistiques. Cette méthode consiste à
faire varier les paramètres du modèle à étudier un par un et ensuite à observer l’effet de cette
variation sur la sortie du modèle. Les indices de sensibilité quantifiant l’influence des paramètres
sur la sortie, dépendent toujours de la liste des échantillons des paramètres. En outre, cette
influence est liée à la sortie et, explicitement, au modèle qui peut être de type boîte noire (figure
(2.1)).
Mode`le
Parame`tres d’entre´e sortie

x1
...
xn
y
Figure 2.1 – Modèle entrée-sortie.
où X = (x1, . . . , xn) , xi ∈ R, i = 1, . . . , n, est le vecteur de paramètres et y est la sortie du
modèle. Dans ce chapitre, X représente le vecteur des paramètres incertains. Cette notation est
communément employée dans la littérature et ne doit pas être confondue avec le vecteur d’état,
appelé aussi x dans le chapitre précédent.
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La méthode d’analyse de sensibilité la plus utilisée en pratique est basée sur la décomposition
de la variance qui repose sur l’hypothèse que tous les paramètres sont indépendants. Dans le
domaine de l’automobile, certains paramètres sont dépendants tels que la rigidité latérale du
véhicule et la charge verticale, dépendance dont il faut absolument tenir compte dans l’analyse
de sensibilité. En outre, souvent, peu de mesures sont disponibles car elles sont coûteuses et
difficiles à mettre en œuvre. Les mesures peuvent alors, suivre une distribution arbitraire qui ne
vérifient pas les hypothèses pour appliquer les méthodes d’estimation des indices de sensibilité qui
se basent sur la décomposition de la variance. Il est alors judicieux de développer des techniques
pour prendre en compte la dépendance ainsi que la distribution arbitraire des paramètres lors
de l’analyse de sensibilité.
Dans la suite, nous considérons un modèle mathématique sous la forme suivante :
y = f(x1, . . . , xn) (2.1)
avec y ∈ R la sortie du modèle, xi ∈ R, i=1,...,n, les n paramètres incertains et f est une
fonction connue de carré intégrable (f ∈ L2) .
Le but de l’analyse est de déterminer comment les incertitudes des paramètres xi influent sur
la sortie y. Pour cela, la variance de la sortie est décomposée en une somme de contributions
de chaque paramètres et de leur interaction, comme rappelé dans la section suivante. Le calcul
analytique des indices de sensibilité n’étant pas toujours possible, il est nécessaire de les estimer.
L’approche basée sur les polynômes du chaos sera présentée pour l’estimation des indices de
sensibilité.
2.3 Analyse de sensibilité des modèles à paramètres indépendants
Cette section a pour objectif la présentation de la méthode de la décomposition de la variance.
Les paramètres xi ∈ R, i=1,...,n sont considérés comme des variables aléatoires, indépendantes
et définies sur l’hypercube unité.
2.3.1 Représentation d’ANOVA
Des indices de sensibilité quantifiant l’influence des paramètres du modèle sont introduits par
Sobol dans [31]. Ces indices sont déterminés en se basant sur la décomposition de la fonction f
en somme de fonctions de dimensions croissantes [47].
Supposons que f possède une variance finie. Alors f peut être décomposée en une somme de
fonctions de dimension croissante [47] :
f(x1, . . . , xn) = f0 +
n∑
i=1
fi(xi) +
∑
1≤i<j≤n
fi(xi, xj) + . . .+ f1,2,...,n(xi, . . . , xn) (2.2)
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La décomposition est unique si f0 est une constante et les fonctions de la décomposition
vérifient les conditions équivalentes suivantes [31] :
1∫
0
fi1,...,is(xi1,...,xis)dxik = 0 ∀k = 1, . . . , s, ∀ {i1, . . . , is} ⊆ {1, . . . , n} (2.3)
où :
E (fi1...is(xi1 , . . . , xis)× fj1...js(xj1 , . . . , xjs)) = 0, si {i1, . . . , is} 6= {j1, . . . , jr} (2.4)
avec E (.) =
∫
In
(.) dx est l’espérance mathématique.
L’espérance de y s’écrit comme suit :
E (y) =
∫
f(x1, . . . , xn)pxdx = f0 (2.5)
De même, en prenant l’espérance de y conditionnellement à xi, puis à xi et xj , et ainsi de suite,
on obtient :
fi(xi) = E (y |xi )− f0
fi,j(xi, xj) = E (y |xi, xj )− fi(xi)− fj(xj)− f0
fi(xi, xj , xk) = E (y |xi, xj, xk )− fi,j(xi, xj)− fi,k(xi, xk)− fj,k(xj , xk)
−fi(xi)− fj(xj)− fk(xk)− f0
. . .
(2.6)
En utilisant les équations (2.2) et (2.4), la variance de y peut être décomposée de la manière
suivante :
V (y) =
n∑
i=1
Vi +
∑
1≤i<j≤n
Vij + · · ·+ V1...n (2.7)
où :
Vi = V (E (y|xi)) = E
(
E (y|xi)2
)
− E (E (y|xi))2
Vij = V (E ((y| xi, xj)))− Vi − Vj
Vijk = V (E ((y| xi, xj , xk)))− Vij − Vik − Vjk − Vi − Vj − Vk
· · ·
V1...n = V −
n∑
i=1
Vi −
∑
1≤i<j≤n
Vij − · · · −
∑
1≤i1<...<in−1≤n
Vi1...in−1
(2.8)
Définition 2.3.1 Les indices de sensibilité, appelés indices de Sobol [31], vérifient l’expression
suivante :
n∑
i=1
Si +
n∑
1≤i≤j≤n
Sij + . . .+ S1...n = 1 (2.9)
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où Si est l’indice de sensibilité de premier ordre. Il quantifie l’influence du paramètre xi sur la
sortie y et est exprimé de la façon suivante :
Si =
Vi
V (y)
=
V (E (y|xi))
V (y)
(2.10)
où Vi = V (E(y|xi)) représente la variance de l’espérance conditionnelle de y au paramètre xi et
V (y) la variance totale de y.
L’indice de sensibilité Si est compris entre 0 et 1 et plus l’indice est proche de 1, plus le paramètre
xi est influent.
Sij est un indice de sensibilité d’ordre 2. Il exprime l’influence due à l’interaction entre xi et xj
et s’exprime de la façon suivante :
Sij =
Vij
V (y)
(2.11)
Les indices de sensibilité d’ordre supérieur sont définis suivant le même principe.
Un indice de sensibilité STi de xi dit total, reflète l’influence individuelle et collective de xi et est
défini par :
STi = Si +
∑
j 6=i
Sij +
∑
j 6=i,k 6=i,j<k
Sijk + . . . (2.12)
Le calcul analytique de ces indices s’avère parfois être difficile ( nombre important de para-
mètres, structure de modèle très complexe, ...). Pour pallier ce problème, l’estimation des indices
est nécessaire. Dans la littérature, différentes méthodes d’estimation des indices de sensibilité
ont été proposées [35, 48]. L’approche Monte-Carlo [32] est la plus utilisée. Cependant, dans le
chapitre précédent nous avons vu que le nombre d’évaluations du modèle peut devenir élevé et
coûteux en temps de calcul. Pour résoudre ce problème, le modèle est remplacé par une approxi-
mation analytique, par exemple, de type polynomial, qui nous semble intéressante compte tenu
de la problématique présentée précédemment.
Nous présentons alors un type de décomposition polynomiale, celle des polynômes du chaos.
2.3.2 Les polynômes du chaos
Les polynômes du chaos sont issus des travaux de Wiener en 1938 [49] qui a cherché à repré-
senter la sortie d’un modèle mécanique en fonction de paramètres d’entrée. Il a montré que toute
variable aléatoire qui suit une loi normale et qui possède une variance finie, peut être représentée
par une décomposition en polynômes de Hermite, formant ainsi une base orthogonale. De nom-
breux travaux ont été menés pour l’utilisation des polynômes du chaos en analyse de sensibilité
[23, 50]. Dans la suite, nous introduisons le principe des polynômes du chaos et sa mise en œuvre.
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2.3.2.1 Principe
Considérons le modèle donné par l’équation (2.1) et supposons que y est de variance finie
(moment d’ordre deux non nul). La sortie y du modèle peut alors s’exprimer comme suit :
y =
+∞∑
j=0
ajψj(x1, . . . , xn) (2.13)
avec aj des coefficients à déterminer et ψj des polynômes multivariables qui dépendent de
x1,. . .,xn et qui résultent du produit tensoriel des polynômes unidimensionnels φαjk
(xk) :
ψj(x1, . . . , xn) =
n∏
k=1
φ
αjk
(xk) (2.14)
Le terme αjk représente le degré des polynômes φαjk
(xk). Le degré αj du polynôme ψj n’excède
pas le degré p souhaité tel que la relation suivante soit vérifiée, pour j donné :
αj =
n∑
k=1
αjk ≤ p (2.15)
En pratique, seul un nombre fini de coefficients peut être calculé. Le développement est tronqué
à l’ordre fini M qui est égal à Cnn+p [51]. Le nombre de coefficients M est ainsi lié à n et p. Le
développement associé s’écrit sous la forme suivante :
y ≈
M∑
j=0
ajψj(x1, . . . , xn) (2.16)
Ordre du polynôme du chaos
Le choix du degré p du polynôme du chaos est crucial pour une bonne approximation. Il dépend
de la densité de la variable aléatoire qu’on cherche à présenter [52]. Le contrôle de l’erreur de
troncature est peu abordé dans la littérature. Néanmoins, un degré p égal à 2 ou 3 peut parfois
être suffisant pour une représentation de la sortie du système [53].
Choix des polynômes orthogonaux
Les polynômes ψj constituent une base associée aux paramètres du modèle. Dans [49], Wie-
ner a utilisé les polynômes de Hermite en considérant que ses variables aléatoires suivent une
distribution Gaussienne centrée et réduite. L’approche basée sur les polynômes du chaos a été
généralisée dans [54, 55, 56] aux développements basés sur une large classe de polynômes ortho-
gonaux (Hermite, Legendre, Laguerre, Chebychev, Jacobi, ...).
Le tableau suivant donne quelques distributions des variables possibles et les familles des poly-
nômes orthogonaux associés pour la construction des polynômes du chaos.
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Distribution Support Polynômes
VA continue Gaussienne ]∞,+∞[ Hermite
Uniforme [-1,1] Legendre
Gamma [0,+∞[ Laguerre
Chebyshev [-1,1] Chebychev
Beta [-1,1] Jacobi
VA discrète Poisson {0, 1, ...} Carlier
Binomiale {0, 1, ..., N} Krawtchouk
Binomiale négative {0, 1, ...} Meiwner
Table 2.1 – Polynômes associés à chaque type de distribution
Remarque 2.3.1 Les polynômes du chaos (PC) doivent former une base orthogonale afin d’as-
surer l’unicité de la décomposition. Pour cela, une famille de polynômes correspond à chaque
distribution donnée des paramètres. Cependant, en pratique, les paramètres peuvent suivre une
distribution arbitraire. Dans ce cas, il convient de transformer les paramètres en variables suivant
une distribution connue ou bien de construire une base orthogonale associée à une distribution
arbitraire des paramètres, ce qui sera présenté dans la section 2.4.
2.3.2.2 Estimation des coefficients du polynôme du chaos
Dans la littérature, deux classes principales de méthodes ont été développées pour calculer les
coefficients des polynômes du chaos : la méthode de projection [57] et la méthode de régression
[58]. Dans la suite nous présentons ces deux méthodes.
Méthode de projection
Cette technique consiste à projeter la sortie du modèle sur la base des polynômes du chaos.
La multiplication de l’équation (2.16) par ψj et en ajoutant un opérateur d’espérance, pour j
donné, conduit à :
E (yψj(x1, . . . , xn)) = E
(
M∑
i=1
aiψi(x1, . . . , xn)ψj(x1, . . . , xn)
)
=
M∑
i=1
aiE (ψi(x1, . . . , xn)ψj(x1, . . . , xn))
(2.17)
En exploitant l’orthogonalité de la base des polynômes du chaos E [ψiψj ] = 0 si i 6= j, on peut
écrire :
E [yψj(x1, . . . , xn)] = ajE
(
ψ2j (x1, . . . , xn)
)
(2.18)
Le coefficient aˆj peut alors être déterminé par l’expression suivante :
aˆj =
E [yψj(x1, . . . , xn)]
E
[
ψ2j (x1, . . . , xn)
] (2.19)
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Méthode de régression
La méthode de régression consiste à déterminer les coefficients aˆj de la décomposition en
polynômes du chaos aux sens des moindres carrés.
Soient A ∈ RM le vecteur des coefficients aj , j = 0, . . . ,M , à déterminer, Y le vecteur de N
échantillons de la sortie y, noté Y = (y(1), . . . , y(N))T, où y(i) représente le ième échantillon de
la sortie. Soit Z la matrice contenant les polynômes ψj telle que :
Z =

ψ0(x
(1)
1 , . . . , x
(1)
n ) . . . ψM (x
(1)
1 , . . . , x
(1)
n )
...
...
...
ψ0(x
(N)
1 , . . . , x
(N)
n ) · · · ψM (x(N)1 , . . . , x(N)n )
 (2.20)
où x(i)k représente le i
ème échantillon de xk.
L’objectif peut alors s’écrire de la manière suivante :
aˆj = arg min
a
N∑
i=1
(
y(i) − aTj ψj
(
(x
(i)
1 , . . . , x
(i)
n )
))2
(2.21)
Le vecteur de sortie y est donné par Y = ZA. L’estimation du vecteur A noté Aˆ, peut être
obtenu par la méthode des moindres carrés :
Aˆ = (ZTZ)−1ZTY (2.22)
La sortie estimée Yˆ =
(
yˆ(1) . . . yˆ(N)
)T est ainsi donnée par l’expression suivante :
Yˆ = ZAˆ (2.23)
Erreur d’estimation
Il est également important de pouvoir évaluer l’erreur d’approximation commise avec l’utili-
sation des polynômes du chaos. Un coefficient de détermination R2 [59] est alors proposée pour
quantifier l’erreur d’approximation par les polynômes du chaos. Ce coefficient est donné par
l’expression suivante :
R2 = 1−
1/N
N∑
i=1
(
y(i) − yˆ(i))2
V (y)
(2.24)
où V(y) est la variance de y estimée par :
Vˆ (y) =
1
N− 1
N∑
i=1
(
y(i) − Eˆ [y]
)2
avec Eˆ(y) =
1
N
N∑
i=1
y(i) (2.25)
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Ainsi, R2 ≈ 1 indique une forte adéquation, alors que R2 ≈ 0 indique une mauvaise corres-
pondance. Cependant ce coefficient a tendance à sous estimer l’erreur d’approximation, d’où la
proposition d’un coefficient ajusté R2ajust exprimé comme suit :
R2ajust = 1−
N − 1
N − p− 1(1−R
2) (2.26)
2.3.2.3 Indices de sensibilité estimés
Sudret [58] a montré que les indices de Sobol peuvent être déterminés à partir de la décompo-
sition en polynômes du chaos. En effet, après l’obtention des coefficients des polynômes du chaos
comme expliqué précédemment, il est possible de réordonner les différents termes du polynôme
obtenu, par ordre de degré polynomial total croissant, sous la forme suivante :
y ≈ a0 +
n∑
k=1
∑
j∈Γk
ajψj(xk)
+
∑
1≤k1<k2≤n
∑
j∈Γk1,k2
ajψj(xk1 , xk2)
+ . . .+
∑
1≤k1≤...≤ks≤n
∑
j∈Γk1,...,k2
ajψj(xk1 , . . . , xks)
+ . . .+
∑
j∈Γ1,...,M
ajψj(xk1 , . . . , xn) (2.27)
avec Γk1,...,ks l’ensemble des multi-indices j qui correspond aux polynômes dépendant unique-
ment des paramètres xk1 ,. . . xks , ∀ {k1, . . . , ks} ⊆ {1, . . . , n}.
D’après l’expression (2.27), l’estimée de l’indice de sensibilité du premier ordre Sˆi est donnée
par :
Sˆi =
∑
j∈Γi
aˆ2jE(ψ
2
j (xi))
M∑
j=1
aˆ2jE(ψ
2
j (x1, . . . , xn))
(2.28)
où aˆj sont les coefficients estimés par (2.21). L’ensemble Γi correspond aux polynômes ψj
dépendant uniquement de xi.
De la même manière, l’estimation de l’indice de sensibilité Sˆij dû à l’interaction entre les variables
xi et xj est :
Sˆij =
∑
j∈Γij
aˆ2jE(ψ
2
j (xi, xj))
M∑
j=1
aˆ2jE(ψ
2
j (x1, . . . , xn))
(2.29)
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L’ensemble Γij correspond aux polynômes ψij dépendant uniquement de xi et de xj .
Par ailleurs, l’indice de sensibilité total estimé STi est écrit sous cette forme :
SˆTi =
∑
j∈Γi+
aˆ2jE(ψ
2
j (xi))
M∑
j=1
aˆ2jE(ψ
2
j (x1, . . . , xn))
(2.30)
L’ensemble Γi+ correspond aux polynômes ψi dépendant de xi et éventuellement des autres
paramètres.
La méthode d’analyse de sensibilité basée sur la décomposition de la sortie du modèle en po-
lynômes du chaos est limitée à une utilisation sous l’hypothèse d’indépendance des paramètres
ainsi que de la distribution connue (normale, uniforme,...) de ses paramètres. En réalité, les mo-
dèles décrivant le comportement des systèmes peuvent être en fonction de paramètres dépendants
qui sont distribués de façon arbitraire. Dans la section suivante, nous proposons une extension
de la méthode de la décomposition en polynômes du chaos dans le cas de paramètres d’entrée
dépendants et suivant une distribution arbitraire.
2.4 Analyse de sensibilité des modèles à paramètres dépendants
et distribution arbitraire
Comme mentionné dans les paragraphes précédents, l’approche de la décomposition en poly-
nômes du chaos n’est applicable que sous certaines hypothèses : l’indépendance des paramètres
et la distribution connue de ses paramètres. A travers un exemple simple, nous montrons ici les
limites de cette approche.
Considérons le modèle simple suivant :
y = x1 + x2 (2.31)
où x1 et x2 sont deux paramètres incertains variant sur le même intervalle [a, b] avec a ∈ R et
b ∈ R. Les paramètres x1 et x2 sont corrélés et la matrice de corrélation de ces paramètres est :
Σ =
(
1 ρ
ρ 1
)
Selon la valeur de ρ et la distribution des paramètres quatre cas sont considérés :
– les paramètres sont indépendants (ρ = 0) et suivent une distribution connue (uniforme) ;
– les paramètres sont dépendants (ρ = 0.9) et suivent une distribution connue (uniforme) ;
– les paramètres sont indépendants (ρ = 0) et suivent une distribution arbitraire (DA) ;
– les paramètres sont dépendants (ρ = 0.9) et suivent une distribution arbitraire (DA).
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La distribution arbitraire considérée est la combinaison de différentes distributions.
Les indices de sensibilité déterminés par l’approche des polynômes du chaos pour les différents
cas, sont donnés dans le tableau suivant :
ρ = 0 ρ = 0, 9 ρ = 0 et (DA) ρ = 0, 9 et (DA)
S1 0,5 0,38 0,62 0,35
S2 0,49 0,61 0,37 0,64
S12 0,00 0,00 0,00 0,00
Table 2.2 – Comparaison des indices de sensibilité pour différentes distributions et valeurs de
ρ.
Dans le cas de paramètres indépendants (ρ = 0) et qui suivent une distribution connue, les
indices de sensibilité de x1 et x2 sont presque identiques et égaux respectivement à 0, 5 et 0, 49.
L’indice d’interaction est nul. Ce résultat peut être expliqué par le fait que la variance de y est
égale à la somme de la variance de x1 et de la variance de x2. Dans le cas d’introduction d’une
corrélation ρ = 0, 9, (2ème et 4ème cas), les indices de sensibilité de x1 et x2 sont respectivement
égaux à 0, 38 et 0, 61 pour le 2ème cas et 0, 35 et 0, 64 pour le 4ème. Dans le 3ème et 4ème cas,
les polynômes ne sont pas orthogonaux car la distribution des paramètres est arbitraire. Dans
ces deux derniers cas, des valeurs d’indices de sensibilité peuvent être calculées mais n’ont pas
de sens car ces indices ne sont plus uniques et les résultats obtenus sont difficiles à interpréter.
Cet exemple nous montre que l’introduction d’une corrélation entre les paramètres ainsi que le
mauvais choix des polynômes orthogonaux impacte considérablement l’interprétation des indices
de sensibilité et peuvent entraîner une analyse erronée des résultats. D’où la nécessité d’opter
pour d’autres méthodes qui tiennent compte de la corrélation entre les paramètres et qui ne
supposent pas des hypothèses sur leur distributions.
Dans la suite, nous proposons une méthode d’analyse de sensibilité globale pour les modèles à
paramètres dépendants et suivant une distribution arbitraire.
2.4.1 Méthodologie
Considérons le modèle donné par (2.1), où les paramètres xi, i=1,...,n, sont supposés être
aléatoires réels et dépendants. La méthodologie adoptée est une extension des travaux de [45, 60]
au cas des paramètres dépendants et qui suivent une distribution arbitraire. La procédure se
résume en trois étapes :
– Etape 1 : décorrélation des variables d’entrée.
– Etape 2 : construction d’une base orthonormale en fonction des moments statistiques non
centrés des paramètres.
– Etape 3 : calcul des indices de sensibilité explicitement à partir des coefficients du polynôme
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du chaos.
Dans la suite nous détaillons chaque étape de la procédure.
2.4.2 Procédé de décomposition des paramètres d’entrée
Dans [45], Mara a proposé de passer par une transformation des paramètres d’entrée avant
de déterminer les indices de sensibilité à partir de la décomposition de la variance. Il transforme
les paramètres en paramètres indépendants en se servant de la technique d’orthogonalisation de
Gram-Schmidt [61]. Dans la suite, nous présentons brièvement le principe de cette technique
ainsi qu’une autre méthode de décorrélation à laquelle nous nous sommes intéressés, celle de la
décomposition de Cholesky.
2.4.2.1 Orthogonalisation de Gram-Schmidt
La procédure de Gram-Schmidt [61] consiste à construire un vecteur orthogonal à tous les
précédents, de façon récursive, par projection orthogonale sur l’espace engendré par ces vecteurs.
Cette procédure est utilisée en analyse de sensibilité pour la décorrélation des paramètres d’entrée
[45]. Sous l’hypothèse que les moments conditionnels d’ordre 1 caractérisent la dépendance entre
les variables, un ensemble de paramètres indépendants (u1, · · · ,un) peut être déterminé à partir
des paramètres dépendants (x1, · · · , xn) :
u1 = x1
ui = xi −
∑
j<i
E (xi/uj)
(2.32)
Ainsi, après l’obtention des paramètres indépendants, la décomposition de Sobol peut être ap-
pliquée.
2.4.2.2 Décomposition de Cholesky
On considère une matrice A réelle, symétrique et définie positive. Il existe alors une unique
matrice triangulaire inférieure L telle que :
A = LLT (2.33)
Les paramètres indépendants sont alors obtenus par l’opération suivante :
U = L−1X (2.34)
c’est-à-dire : 
u1
u2
...
un
 =

l11 0 · · · 0
l21 l22
. . .
...
...
...
. . . 0
ln1 ln2 . . . lnn
×

x1
x2
...
xn
 (2.35)
55
Chapitre 2. Analyse de sensibilité des modèles statiques
où U = (u1, . . . ,un)T est le vecteur de paramètres indépendants, X = (x1, . . . , xn)T est le vecteur
de paramètres dépendants et L−1 est une matrice triangulaire inférieure.
Remarque 2.4.1 Dans notre cas, A est la matrice de corrélation. Cette décomposition permet de
déterminer des relations entre la partie corrélée et la partie indépendante des variables d’entrée,
ainsi :
– u1 ne dépend que de x1.
– u2 est une combinaison de x1 et x2 mais elle est indépendante de u1 donc u2 représente x2
sans sa corrélation avec x1.
– un−1 représente xn−1 sans sa corrélation avec (x1, . . . , xn−2).
. . .
– un représente xn sans sa corrélation avec (x1, . . . , xn−1). Par conséquent, un représente la
partie résiduelle appropriée de xn indépendamment des autres paramètres.
L’ensemble des paramètres indépendants U obtenus ne suivent pas forcément une distribution
connue. Pour résoudre le problème de la distribution arbitraire, nous nous servons de la tech-
nique proposée par [60] qui consiste à construire une base orthonormale en terme de données
caractérisant les paramètres d’entrée.
2.4.3 Construction d’une base orthonormale
La méthode adoptée consiste à construire une base orthonormale à partir des moments sta-
tistiques non centrés des variables d’entrée uj . On définit l’ensemble des polynômes (P 0j ,. . .,P
p
j )
de degré p, avec :
P kj (uj) =
k∑
i=0
pki,ju
i
j avec k = 0, . . . , p et j = 1,. . . ,n (2.36)
où Pij représente le polynôme de degré i dépendant du paramètre u.
Les polynômes P k sont orthogonaux :∫
u∈Ω
p(k)(u)p(l)(u)du = 0, ∀k 6= l (2.37)
où Ω est l’intervalle de variation du paramètre u.
Supposons que le coefficient du terme de plus haut degré est égal à 1 :
p
(k)
k,j = 1, ∀k (2.38)
Pour k = 0, p(0)0,j = 1. En outre, en appliquant la condition d’orthogonalité (2.37) pour P
(1), on
obtient : ∫
u∈Ω
p
(0)
0,j
[
1∑
i=0
p
(1)
1,ju
i
]
du = 0 (2.39)
56
2.4. Analyse de sensibilité des modèles à paramètres dépendants et distribution arbitraire
On peut ainsi construire, grâce à cette procédure, une base orthogonale. La condition d’ortho-
gonalité est appliquée pour tout polynôme P (k) de degré k avec un polynôme de degré inférieur :
∫
u∈Ω
p
(0)
0,j
[
k∑
i=0
p
(k)
i,j u
i
]
du = 0
∫
u∈Ω
[
1∑
i=0
p
(1)
i,j u
i
] [
k∑
i=0
p
(k)
i,j u
i
]
du = 0
...∫
u∈Ω
[
k−1∑
i=0
p
(k−1)
i,j u
i
] [
k∑
i=0
p
(k)
i,j u
i
]
du = 0
p
(k)
k,j = 1
(2.40)
En utilisant l’équation (2.39) et en substituant la première équation de l’équation (2.40) dans
la deuxième et la deuxième dans la troisième et ainsi de suite, l’équation (2.40) peut être réduite
à : ∫
u∈Ω
k∑
i=0
p
(k)
i,j u
idu = 0
∫
u∈Ω
k∑
i=0
p
(k)
i,j u
i+1du = 0
...∫
u∈Ω
k∑
i=0
p
(k)
i,j u
i+k−1du = 0
p
(k)
k = 1
(2.41)
Considérons le moment statistique non centré µk du paramètre u :
µk =
∫
u∈Ω
ukdu = 0 (2.42)
Ou sous la forme suivante :
µi,j = E
[
uij
]
(2.43)
L’équation (2.41) peut être écrite en fonction des moments non centrés comme suit :
k∑
i=0
p
(k)
i,j µi = 0
k∑
i=0
p
(k)
i,j µi+1 = 0
...
k∑
i=0
p
(k)
i,j µi+k−1 = 0
p
(k)
k,j = 1
(2.44)
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Les coefficients P ki,j des polynômes P
k
j (uj), peuvent alors être déterminés en résolvant l’équation
matricielle suivante [62, 63] :
µ0,j µ1,j . . . µk,j
µ1,j µ2,j . . . µk+1,j
· · · · · · · · · · · ·
µk−1,j µk,j . . . µ2k−1,j
0 0 · · · 1


pk0,j
pk1,j
· · ·
pkk−1,j
pkk,j

=

0
0
· · ·
0
1

(2.45)
Et la base orthogonale obtenue peut être normalisée comme suit :
Pˆ kj (uj) =
P kj∥∥∥P kj ∥∥∥ (2.46)
Une fois que la base orthogonale est déterminée, les indices de sensibilité peuvent être déterminés
à partir des coefficients des polynômes du chaos.
Remarque 2.4.2 Les polynômes ψj, dans l’équation (2.14), sont écrits en fonction des poly-
nômes P
α
j
k
j (uj) :
ψj(u1, . . . ,un) =
n∏
k=1
P
α
j
k
j (uk) ; k = 1, . . . , n (2.47)
2.4.3.1 Exemple
Reprenons l’exemple précédent. Pour un degré de polynôme souhaité p = 2 et une distribution
arbitraire, on associe les polynômes orthogonaux suivants :
P 0j (uj) = p
0
0,j
P 1j (uj) = p
1
0,j + p
1
1,juj
P 2j (uj) = p
2
0,j + p
2
1,juj + p
2
2,ju
2
j
Selon la méthodologie définie précédemment, les coefficients des polynômes sont déterminés en
résolvant les équations suivantes :
p00,j = 1 ;
[
p10,j
p11,j
]
=
[
µ0,j µ1,j
µ1,j µ2,j
]−1 [
0
1
]
;

p20,j
p21,j
p22,j
 =

µ0,j µ1,j µ2,j
µ1,j µ2,j µ3,j
µ2,j µ3,j µ4,j

−1 
0
0
1

La sortie du modèle est alors approchée par :
y ≈ a0 + a1P11(u1) + a2P12(u2) + a3P21(u1) + a4P22(u2) + a5P11(u1)P12(u2)
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2.4.4 Indices de sensibilité estimés par les polynômes du chaos
Après avoir déterminé la base orthogonale, les coefficients des polynômes du chaos peuvent
être déterminés à partir de l’équation (2.22) ainsi que les indices de sensibilité. Afin d’obtenir
tous les indices reflétant l’effet des entrées sur la variation de la sortie, n ensembles de variables
indépendantes doivent être générés. Considérons, l’ensemble U = (u1, . . . ,un) de variables indé-
pendantes données par (2.33) et (2.34).
Les indices de sensibilité sont interprétés comme suit [45] :
– u1 représente x1 donc S1 représente l’effet principal de x1 sur la sortie : il contient sa
contribution seule et la contribution due à sa corrélation avec les autres variables.
– u2 représente x2 sans sa corrélation avec x1 : S2 donne l’effet de x2 sans sa corrélation avec
x1. Dans la suite, cet indice est noté S2−1.
. . .
– un−1 représente xn−1 sans sa corrélation avec (x1, . . . , xn−2). Donc S(n−1)−(1,...,n−2) repré-
sente xn−1 sans sa contribution due à sa corrélation avec (x1, . . . , xn−2).
– un représente la partie indépendante de xn, Sn est alors la contribution de xn seule notée
Suxi .
L’effet principal de la variable d’entrée xi et celui dû à sa corrélation avec les autres variables,
sont déterminés en permutant l’ordre des variables dans l’ensemble, en considérant l’ensemble
U = (ui, . . . ,ui−1). Par exemple, pour obtenir l’effet principal x2, l’ensemble U = (u2, . . . ,un, u1)
est généré et la même méthodologie est adoptée.
La méthodologie présentée peut être résumée par l’organigramme représenté sur la figure (2.2).
2.4.4.1 Exemple
En reprenant l’exemple précédent, les indices de sensibilité sont calculés suivant l’algorithme
développé (voir figure (2.2)) :
Sx1 Sux2
0.94 0.05
Sx2 Sux1
0.94 0.05
Table 2.3 – Indices de sensibilité obtenus avec l’expression y = x1 + x2, x1 et x2 ∈ [0 ;1] sont
corrélés et de distribution arbitraire
Les indices peuvent être interprétés comme suit :
– Sx1 = 0.94 correspond à l’influence individuelle de x1 due à sa partie corrélée avec x2 et à
sa partie non corrélée.
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Figure 2.2 – Principe de la méthodologie proposée.
– Sx2 = 0.94 correspond à l’influence individuelle de x2 due à sa partie corrélée avec x1 et à
sa partie non corrélée.
– Sux1 = 0.05 correspond à l’influence individuelle de x1 due à sa partie non corrélée.
– Sux2 = 0.05 correspond à l’influence individuelle de x2 due à sa partie non corrélée.
Ces indices montrent que les paramètres x1 et x2 contribuent ensemble sur la variation de la
sortie. L’influence des paramètres due à leur partie non corrélée est presque négligeable. Ces
résultats sont expliqués par la forte corrélation entre les deux paramètres (corrélation fixée de
0.9).
Afin de montrer l’efficacité de la méthode décrite dans la section précédente, nous étudions
dans la suite l’influence des paramètres d’un modèle décrivant le comportement du pneu au sol,
sur la force latérale.
2.5 Application
L’objectif de cette section est d’étudier l’influence des paramètres du modèle de Pacejka décrit
dans le chapitre précédent. Une vue d’ensemble des entrées et des sorties du modèle étudié est
décrite ci-dessous (figure (2.3)). Les variables d’entrée sont définies comme suit :
– Fz est la charge verticale
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Figure 2.3 – Vue d’ensemble des entrées et des sorties du modèle de Pacejka.
– µ est le coefficient d’adhérence
– α est l’angle de dérive
– κ est le taux de glissement
– γ est l’angle de carrossage
– D est la valeur à laquelle la force atteint son maximum
– B est le facteur de raideur
– C est le facteur de forme
– E est le facteur de courbure
– Sv est le décalage vertical
– Sh est le décalage horizontal
Les coefficients D, B, C, E, Sv et Sh dits macro-coefficients dépendent de la charge verticale Fz,
de sa variation et de l’angle de carrossage γ. Les sorties du modèle considérées par le modèle (voir
figure (2.3)) sont la force longitudinale du pneu Fx, la force latérale pure Fy et le moment d’auto-
alignementMz. Pour les besoins de notre étude, on s’intéresse uniquement à la force latérale pure
Fy. Ce cas correspond à une manœuvre de virage. Il est à noter que la même méthodologie peut
être appliquée pour l’étude de l’influence des paramètres sur les autres sorties.
L’expression de la force latérale pure Fy du modèle de Pacejka est alors donnée comme suit [64] :
Fy = µFz sin(C arctan(B(α+ Sh)− E(B(α+ Sh)
− arctan(B(α+ Sh))))) + Sv (2.48)
La rigidité latérale du pneumatique Ky est définie par :
Ky = BCµFz (2.49)
En outre, l’expression de la rigidité latérale K en fonction de la charge verticale Fz et de l’angle
de carrossage γ, est définie comme suit :
Ky = p1Fz sin(2 arctan(
Fz
(p2Fz0)
))(1− p3 |γ|) (2.50)
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Les paramètres p1, p2 et p3 sont des paramètres empiriques appelés micro-coefficients, déterminés
expérimentalement pour chaque type de pneu. Fz0 est la chage verticale nominale.
Dans cette étude, deux cas sont considérés. Le premier est l’étude de l’influence des micro-
coefficients p1, p2 et p3 qui sont indépendants, sur la rigidité latérale Ky. Le deuxième cas est
l’étude de l’influence des entrées dépendantes α, µ, γ, Fz et Ky sur la force latérale Fy.
2.5.1 Cas d’un modèle à paramètres indépendants et distribution arbitraire
Dans ce cas, les intervalles de variations des paramètres p1, p2 et p3 sont respectivement [-23 ;-
19], [1,6 ;2] et [1,3 ;1,5]. Pour avoir une distribution quelconque nous avons adopté comme dans
[60], une combinaison d’une distribution normale, log-normale et beta. La figure (2.4) représente
les fonctions de densité de probabilité des paramètres d’entrée p1, p2 et p3.
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Figure 2.4 – Densités de probabilité des paramètres (a) p1, (b) p2 et (c) p3
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La figure (2.5) illustre la variation de la rigidité latérale en fonction de Fz et des micro-
coefficients.
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Figure 2.5 – Rigidité latérale en fonction de Fz et des micro-coefficients (a) p1, (b) p2 et (c) p3
Nous remarquons que la rigidité latérale augmente lorsque la charge verticale Fz augmente. Donc,
selon la valeur de la charge verticale Fz, nous avons considéré trois situations :
– Fz ≈ Fz0 : Situation d’une conduite normale.
– Fz >> Fz0 : Situation de freinage pour les pneus de l’essieu avant ou accélération pour les
pneus de l’essieu arrière.
– Fz << Fz0 : Situation d’accélération pour les pneus de l’essieu avant ou freinage pour les
pneus de l’essieu arrière.
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avec Fz0 qui est la charge verticale nominale.
L’évolution de la rigidité latérale du pneu Ky obtenue en générant d’une façon aléatoire les
paramètres ainsi que son estimation par l’approche des polynômes du chaos pour p = 3 sont
données, sur la figure (2.6). La figure (2.6) illustre aussi l’erreur d’estimation, notée J , pour
différentes valeurs du degré des polynômes. L’erreur d’estimation J est calculée selon la définition
suivante :
J = 100
√√√√√√√√
N∑
i=1
(y(i)− yˆ(i))2
N∑
i=1
yˆ(i)2
avec y(i) la sortie de modèle, yˆ(i) la sortie estimée par les polynômes du chaos et N le nombre
d’échantillons.
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Figure 2.6 – Figure du haut : sortie du modèle et sortie estimée - Figure du bas : erreur
d’estimation en fonction du degré du polynôme du chaos choisi.
D’après la figure (2.6), nous remarquons qu’un degré p = 3 est suffisant pour avoir une bonne
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approximation de la sortie du modèle, ici la rigidité latérale.
Les indices de sensibilité S1, S2 et S3 correspondant respectivement à p1, p2 et p3, obtenus en
appliquant l’approche des polynômes du chaos, sont donnés dans le tableau (2.4) et illustrés par
la figure (2.7).
Fz ≈ Fz0 Fz >> Fz0 Fz << Fz0
S1 0,63 0,86 0,57
S2 0,35 0,12 0,42
S3 0,00 0,01 0,00
Table 2.4 – Indices de sensibilité
Pour les différentes situations de conduite, nous constatons que le paramètre p1 a l’indice de
sensibilité le plus élevé. Cela s’explique par la relation linéaire entre la rigidité latérale Ky et p1.
Ensuite vient le paramètre p2. Le paramètre le moins influent sur la sortie est p3 parce qu’il est
lié au carrossage γ qui possède une faible valeur.
2.5.2 Cas d’un modèle à paramètres dépendants et distribution arbitraire
2.5.2.1 Caractéristiques des entrées et des sorties
Les paramètres considérés dans cette étude sont : α, µ, γ, Fz et Ky. Ce dernier est calculé
en fonction de µ et Fz. Relativement au véhicule d’essai dont nous disposons, nous considérons
les intervalles de variation suivants α ∈ [0 rad; 0, 6981 rad], µ ∈ [0, 3; 1], γ ∈ [0 rad; 0, 0873 rad],
Fz ∈ [0 N ; 3 300 N ] et Ky ∈ [0 Nrad ; 59 366 Nrad ]. Une combinaison d’une distribution normale,
log-normale et beta est adoptée pour construire une distribution arbitraire.
La sortie considérée est la force latérale Fy qui est obtenue suivant la formule non-linéaire (2.48).
On considère un échantillon de mesures de taille N = 20 000 pour chaque paramètre.
La matrice de corrélation associée aux paramètres (α, Fz, γ, µ,Ky) est la suivante :
α Fz γ µ Ky
α 1 0, 00 0, 00 0, 00 0, 00
Fz 0, 00 1 0, 00 0, 00 −0, 98
γ 0, 00 0, 00 1 0, 00 0, 07
µ 0, 00 0, 00 0, 00 1 0, 00
Ky 0, 00 −0, 98 0, 07 0, 00 1
Table 2.5 – Matrice de corrélation des paramètres
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Figure 2.7 – Indices de sensibilité pour : (a) Fz ≈ Fz0 , (b) Fz << Fz0 (c) Fz >> Fz0
2.5.2.2 Résultats et discussion
Le nombre de paramètres est n = 5 et le degré souhaité du polynôme du chaos est p = 3. Par
conséquent, le nombre de coefficients de PC à estimer est M + 1 = 56. Les moments statistiques
non centrés de (α, Fz, γ, µ,Ky) sont donnés par (2.43) jusqu’à l’ordre 5 (p est le degré de PC
souhaité). Dans le but de mieux comprendre le sens physique des indices de sensibilité obtenus,
la force latérale pure est représentée en fonction de l’angle de dérive α, pour différentes valeurs
de la charge verticale Fz sur la figure (2.8).
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Figure 2.8 – Force latérale pure Fy en fonction de l’angle de dérive α, pour différentes valeurs
de la charge verticale Fz.
Pour étudier l’effet des paramètres (α, Fz, γ, µ, Ky) sur la variation de la sortie du modèle
Fy, on définit trois intervalles comme indiqué sur la figure (2.8). Ces trois intervalles, en fonction
des valeurs de l’angle de dérive, sont pris en compte (zone linéaire, zone non linéaire et zone de
saturation). Les différents indices calculés présentent la contribution du paramètre seul ou bien
la contribution due à sa corrélation avec les autres paramètres, pour chaque intervalle considéré.
Ils sont donnés dans les tableaux 2.6, 2.7 et 2.8.
Sα SFz−α Sγ−Fzα Sµ−γFzα SuKy
0, 04 0, 62 0, 00 0, 01 0, 25
SFz Sγ−Fz Sµ−γFz SKy−µγFz Suα
0, 62 0, 00 0, 07 0, 00 0, 25
Sγ Sµ−γ SKy−µγ Sα−Kyµγ SuFz
0, 00 0, 07 0, 61 0, 25 0, 02
Sµ SKy−µ Sα−Kyµ SFz−αKyµ Suγ
0, 07 0, 62 0, 24 0, 00 0, 00
SKy Sα−Ky SFz−αKy Sγ−FzαKy Suµ
0, 61 0, 24 0, 004 0, 00 0, 07
Table 2.6 – Indices de sensibilité obtenus, α ∈ [0 ;0,07rad]
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Sα SFz−α Sγ−Fzα Sµ−γFzα SuKy
0, 00 0, 71 0, 00 0, 25 0, 00
SFz Sγ−Fz Sµ−γFz SKy−µγFz Suα
0, 71 0, 00 0, 25 0, 00 0, 00
Sγ Sµ−γ SKy−µγ Sα−Kyµγ SuFz
0, 00 0, 26 0, 69 0, 00 0, 01
Sµ SKy−µ Sα−Kyµ SFz−αKyµ Suγ
0, 25 0, 70 0, 00 0, 01 0, 00
SKy Sα−Ky SFz−αKy Sγ−FzαKy Suµ
0, 70 0., 00 0, 01 0, 00 0, 25
Table 2.7 – Indices de sensibilité obtenus, α ∈ [0,07rad ;0,29rad]
Sα SFz−α Sγ−Fzα Sµ−γFzα SuKy
0, 00 0, 67 0, 00 0, 28 0, 00
SFz Sγ−Fz Sµ−γFz SKy−µγFz Suα
0, 67 0, 00 0, 28 0, 00 0, 00
Sγ Sµ−γ SKy−µγ Sα−Kyµγ SuFz
0, 00 0, 27 0, 65 0, 00 0, 04
Sµ SKy−µ Sα−Kyµ SFz−αKyµ Suγ
0, 28 0, 677 0, 00 0, 00 0, 00
SKy Sα−Ky SFz−αKy Sγ−FzαKy Suµ
0, 68 0, 00 0, 00 0, 00 0, 27
Table 2.8 – Indices de sensibilité obtenus, α ∈ [0,29rad ;0,7rad]
Pour des petites valeurs de l’angle de dérive (α < 0, 07 rad), la relation entre la force latérale
pure Fy et l’angle de dérive est presque linéaire : cette zone (A) représente la zone d’adhérence.
Dans cette zone, la force latérale pure peut être exprimée comme suit :
Fy = Kyα
Le modèle linéaire est alors calculé uniquement en fonction de la rigidité latérale Ky et l’angle
de dérive α. Le tableau 2.6 indique une valeur élevée de l’indice de sensibilité correspondant
à la charge verticale (SFz = 0, 62), suivie par l’angle de dérive (Suα = 0, 25) et par la suite
le coefficient d’adhérence (Sµ = 0, 07) ; ce qui semble cohérent vis à vis de la figure (2.8) qui
montre que l’augmentation de la charge verticale induit une augmentation de la force latérale
pure Fy. En fait, la valeur maximale Fymax que la force latérale pure peut atteindre, dépend de
la charge verticale Fz et du coefficient d’adhérence µ. Il est clair que dans cette zone, lorsque
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l’angle de dérive augmente, la force latérale pure augmente, puisque Fz et α sont indépendants
et la contribution de Fz est due à sa partie corrélée avec le facteur de rigidité Ky (SFz = 0, 62,
SuFz = 0, 02 et SFz−αKy = 0, 004). La deuxième zone (B) correspond à la partie non linéaire.
Dans cette zone, le coefficient d’adhérence latérale µ et la charge verticale Fz, déterminent la
force maximale que le pneu peut atteindre. Par conséquent, l’indice de sensibilité de la charge
verticale Fz reste élevé (SFz = 0, 71). Celui correspondant à l’adhérence a augmenté (Sµ = 0, 25).
Plus on augmente l’angle de dérive moins la force latérale croît ce qui explique la valeur quasi
inexistante de l’indice de sensibilité de l’angle de dérive (Sα = 0, 00). La troisième zone (C) est
la zone de saturation. L’indice de sensibilité de la charge verticale (SFz = 0,67) a légèrement
diminué mais reste important et la contribution de l’angle de dérive α est quasi négligeable (
Sα = 0, 00, Suα = 0, 00).
2.6 Conclusion
Dans ce chapitre, nous avons proposé une extension de l’approche des polynômes du chaos
pour des modèles à paramètres dépendants et suivent une distribution arbitraire. L’approche
consiste à décorréler les paramètres d’entrée, puis à déterminer les indices de sensibilité à partir
des coefficient obtenus. Ces derniers sont déterminés par la construction d’une base orthonor-
male en termes statistiques non centrés des paramètres. Dans la dernière partie de ce chapitre,
la méthode proposée est appliquée pour étudier la sensibilité de la sortie d’un modèle décrivant
le comportement latéral du pneu au sol suite à la variation de ses paramètres. L’approche pro-
posée est statistique et statique. Les indices de sensibilité sont déterminés pour des situations
particulières. En outre, le véhicule est un système dynamique dont le comportement dépend de
plusieurs paramètres. Dans ce cas, une étude dynamique de l’influence des paramètres peut être
envisagée pour appréhender le comportement de systèmes dans différentes situations, ce qui fait
l’objet du chapitre suivant.
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3.1. Introduction
3.1 Introduction
Dans le chapitre précédent, l’influence des paramètres est déterminée à partir des polynômes
du chaos. L’approche ainsi présentée est basée sur des outils statistiques et appliquée sur des mo-
dèles statiques. Pour les modèles dynamiques, très souvent, des techniques locales sont utilisées.
Elles sont généralement basées sur le calcul de la dérivée de la sortie par rapport au paramètre
dont on cherche à tester l’influence, autour d’un point de fonctionnement. Cependant, selon le
domaine d’application et en particulier dans le domaine de l’automobile, les paramètres peuvent
varier dans des intervalles de variation relativement grands. Ainsi, l’application d’une analyse de
sensibilité locale ne s’avère pas pertinente. Les méthodes globales basées sur la décomposition
de la variance, telles que les polynômes du chaos présentés précédemment, ont été étendues au
cas de modèles dynamiques [65, 66]. La dynamique du système est considérée comme des séries
temporelles et un indice de sensibilité est calculé à chaque instant, indépendamment de l’indice
obtenu à l’instant précédent. Si cette approche fournit de nombreux indices de sensibilité, ils
restent difficiles à interpréter, et l’approche s’avère coûteuse en temps de calcul. Afin de réduire
la dimension du problème, l’analyse en composante principale (ACP) est parfois utilisée [67, 68].
Cette technique consiste à déterminer un indice pour chaque composante de la base. Elle per-
met de quantifier l’influence de paramètres sur toute la dynamique de la sortie. Le principal
inconvénient de cette technique est le choix de la dimension réduite par l’ACP pour conserver
l’information.
Ainsi, ce chapitre a pour but de proposer des méthodes d’analyse de sensibilité plus perfor-
mantes pour les modèles dynamiques. Dans la première partie, nous présentons une méthode
d’analyse de sensibilité locale pour des modèles linéaires et non linéaires en se basant sur le
calcul de la dérivée de la sortie. Dans la deuxième partie, nous proposons une méthode d’analyse
de sensibilité basée sur l’interprétation énergétique fournie par les Grammiens d’atteignabilité et
d’observabilité, présentés dans le chapitre 1.
3.2 Problématique
On considère un système dynamique représenté sur la figure (3.1). La dynamique est régie
par une fonction f dépendante du temps t et des paramètres θ.
f(t, θ)Entre´e Sortie
Figure 3.1 – Représentation d’un système dynamique dépendant des paramètres.
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θ = (θ1, . . . , θnθ) est le vecteur de paramètres considérés incertains.
Le but est d’étudier la sensibilité des paramètres incertains θi sur la sortie y(t). Pour cela, le
comportement du système est étudié autour d’un point de fonctionnement. La sensibilité, noté
Si(t), de la sortie y par rapport à la variation du paramètre θi est donnée par :
Si(t) =
∂y(t)
∂θi
∣∣∣∣
θi=θ0i
(3.1)
Cette équation donne l’impact de la variation du paramètre θi sur la sortie autour de sa valeur
nominale θ0i . Or dans un système réaliste en particulier dans le domaine de l’automobile, le
paramètre θi peut varier sur un intervalle plus large. Par conséquent, l’analyse de sensibilité
locale s’avère être insuffisante pour obtenir des résultats précis et facile à interpréter.
Nous rappelons que l’objectif est l’étude de la sensibilité des paramètres en tenant compte de
l’aspect dynamique du système et de la variation des paramètres. Dans le paragraphe suivant,
nous détaillons l’analyse de sensibilité locale pour une classe de systèmes linéaires et non linéaires.
3.3 Analyse de sensibilité locale basée sur les dérivées partielles
pour les modèles dynamiques
Ici, nous nous focalisons sur la détermination d’un système de fonctions de sensibilité qui
décrivent l’influence des paramètres en fonction du temps pour une classe de modèles linéaires
puis non linéaires.
3.3.1 Cas des modèles linéaires
Considérons une classe de systèmes dynamiques linéaires ayant pour représentation d’état :
x˙(t) = A (θ)x(t) +B (θ)u(t)
y(t) = C (θ)x(t) +D (θ)u(t)
x(t0) = x0
(3.2)
où x(t) ∈ Rnx est le vecteur d’état, θ ∈ Rnθ est le vecteur de paramètres incertains, u(t) ∈ Rnm
est le vecteur d’entrée et y(t) ∈ Rnp est le vecteur de sortie. A ∈ Rnx×nx , B ∈ Rnx×nm et
C ∈ Rnp×nx et D ∈ Rnp×nm sont respectivement la matrice d’état, la matrice de commande, la
matrice d’observation et la matrice d’action.
A partir des équations d’un modèle (représentation d’état, équation différentielle, fonction de
transfert, etc), l’idée est de construire un modèle de fonctions de sensibilité de la même forme
que le modèle décrivant le comportement du système et utilisant les informations disponibles à
savoir le vecteur de commande u et la sortie de modèle y comme illustré sur la figure (3.2).
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x˙(t) = A(θ)x(t) + B(θ)u(t)
y(t) = C(θ)x(t) +D(θ)u(t)
u y
x˙s(t) = As(.)xs(t)+Bs(.)us(t)
ys(t) = Cs(.)xs(t)+Ds(.)us(t)
ys
x
Figure 3.2 – Principe de la construction d’un modèle de fonctions de sensibilité pour un système
dynamique linéaire
Le paragraphe suivant est dédié à la construction du modèle de fonctions de sensibilité.
3.3.1.1 Construction d’un modèle de fonctions de sensibilité
En dérivant l’équation (3.2) par rapport au paramètre θi, il vient :
∂x˙(t)
∂θi
= A (θ)
∂x(t)
∂θi
+
∂A (θ)
∂θi
x(t) +
∂B (θ)
∂θi
u(t) +B (θ)
∂u(t)
∂θi
(3.3)
Notons Sy et Sx les matrices qui correspondent aux sensibilités du vecteur de sortie et des états :
Sy(t) =
∂y(t)
∂θ(t)
=

∂y1(t)
∂θ1(t)
· · · ∂y1(t)∂θnθ (t)
...
. . .
...
∂ynp (t)
∂θ1(t)
· · · ∂ynp (t)∂θnθ (t)
 (3.4)
et
Sx(t) =
∂x(t)
∂θ(t)
=

∂x1(t)
∂θ1(t)
· · · ∂x1(t)∂θnθ (t)
...
. . .
...
∂xnx (t)
∂θ1(t)
· · · ∂xnx (t)∂θnθ (t)
 (3.5)
Considérons les deux hypothèses simplificatrices suivantes :
– les paramètres sont indépendants : ∂θj∂θi = 0 ;
– l’étude est effectuée en boucle ouverte, la commande u est alors indépendante des para-
mètres : ∂u(t)∂θi = 0.
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A partir des équations (3.3), (3.4) et (3.5), nous pouvons définir un système qui permet de décrire
la dynamique de l’influence de chaque paramètre θi sous la forme suivante :
S˙ix(t) = A (θ)S
i
x(t) +
∂A(θ)
∂θi
x(t) + ∂B(θ)∂θi u(t)
Siy(t) = C (θ)S
i
x(t) +
∂C(θ)
∂θi
x(t) + ∂D(θ)∂θi u(t)
Sx(t0) = Sx0
(3.6)
En regroupant tous les systèmes qui correspondent à différents paramètres θi, on définit les
vecteurs de sensibilité d’état xs(t) et le vecteur de sensibilité de la sortie ys(t) comme suit :
– xs(t) = [S1x(t), S2x(t), . . . , Snθx (t)]T vecteur contenant les fonctions de sensibilité des états ;
– ys(t) = [S1y(t), S2y(t), . . . , Snθy (t)]T vecteur contenant les fonctions de sensibilité de la sortie ;
On obtient un système de sensibilité donné par l’expression suivante :
x˙s(t) =

A (θ)S1x(t) +
∂A(θ)
∂θ1
x(t) + ∂B(θ)∂θ1 u(t)
A (θ)S2x(t) +
∂A(θ)
∂θ2
x(t) + ∂B(θ)∂θ2 u(t)
...
A (θ)Snθx (t) +
∂A(θ)
∂θnθ
x(t) + ∂B(θ)∂θnθ
u(t)

ys(t) =

C (θ)S1x(t) +
∂C(θ)
∂θ1
x(t) + ∂D(θ)∂θ1 u(t)
C (θ)S2x(t) +
∂C(θ)
∂θ2
x(t) + ∂D(θ)∂θ2 u(t)
...
C (θ)Snθx (t) +
∂C(θ)
∂θnθ
x(t) + ∂D(θ)∂θnθ
u(t)

(3.7)
L’équation (3.6) peut être mise sous la forme d’équation d’état suivante :{
x˙s(t) = As (θ)xs(t) +Bs (θ)us(t)
ys(t) = Cs (θ)xs(t) +Ds (θ)us(t)
(3.8)
avec :
– la matrice de sensibilité d’état As ∈ R(nx×nθ)×(nx×nθ) :
As (θ) =

A (θ) 0nx×nx · · · 0nx×nx
0nx×nx A (θ)
. . .
...
...
. . . . . . 0nx×nx
0nx×nx . . . 0nx×nx A (θ)
 (3.9)
– la matrice de sensibilité de commande Bs ∈ R(nx×nθ)×(nx+nm) :
Bs (θ) =

∂A(θ)
∂θ1
∂B(θ)
∂θ1
∂A(θ)
∂θ2
∂B(θ)
∂θ2
...
...
∂A(θ)
∂θnθ
∂B(θ)
∂θnθ
 (3.10)
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– la matrice de sensibilité d’observation Cs ∈ R(np×nθ)×(nx+nθ) :
Cs (θ) =

C (θ) 0np×nx · · · 0np×nx
0np×nx C (θ)
. . .
...
...
. . . . . . 0np×nx
0np×nx . . . 0np×nx C (θ)
 (3.11)
– la matrice d’action Ds ∈ R(np×nθ)×(nx×nm) :
Ds (θ) =

∂C(θ)
∂θ1
∂D(θ)
∂θ1
∂C(θ)
∂θ2
∂D(θ)
∂θ2
...
...
∂C(θ)
∂θnθ
∂D(θ)
∂θnθ
 (3.12)
et
us(t) =
(
x(t)
u(t)
)
(3.13)
Comme pour les systèmes dynamiques linéaires, la structure des systèmes décrivant les fonctions
de sensibilité est déterminée en fonctions des matrices A, B, C et D.
En outre, la fonction de sensibilité peut être aussi décrite sous forme d’une fonction de transfert
en utilisant la transformée de Laplace comme présenté dans le paragraphe suivant.
3.3.2 Analyse de sensibilité basée sur les fonctions de transferts
Pour le cas des systèmes dynamiques linéaires, l’influence dynamique des paramètres peut être
déterminée en utilisant les fonctions de transferts. Considérons un système linéaire dont l’entrée
est u(t) et la sortie y(t), donné sous la forme d’une équation différentielle d’ordre n :
bny
(n)(t)+bn−1y(n−1)(t)+. . .+b1y˙(t)+b0y(t) = amu(m)(t)+am−1u(m−1)(t)+. . .+a1u˙(t)+a0u(t)
En utilisant la transformée de Laplace, ce système peut être décrit sous forme de fonction de
transfert :
F (s) =
Y (s)
U(s)
=
a0 + a1s+ . . .+ ams
m
b0 + b1s+ . . .+ bn−1sn−1 + bnsn
avec s la variable de Laplace.
La variation de la sortie par rapport au paramètre θi peut alors être exprimée sous forme d’une
fonction de transfert sous la forme suivante :
S(s) =
∂Y (s)
∂θi
=
∂
(
a0+a1s+...+amsm
b0+b1s+...+bn−1sn−1+bnsn
)
∂θi
U(s) (3.14)
Cette écriture de la fonction de transfert facilite l’analyse et la description de la dynamique de
l’influence des paramètres.
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L’analyse de sensibilité basée sur la fonction de transfert sera, par la suite, appliquée et
comparée avec la méthode d’analyse de sensibilité basée sur les dérivées partielles.
Le paragraphe suivant est dédié au cas des systèmes non linéaires.
3.3.3 Cas des modèles non linéaires
Nous considérons dans cette partie le cas d’un système dynamique non linéaire, donné sous
la forme suivante : 
x˙(t) = f (x(t), θ(t), u(t))
y(t) = g (x(t), θ(t), u(t))
x(t0) = x0
(3.15)
La fonction f : Rnx×nm → Rnx et la fonction g : Rnx×nm → Rnp sont considérées non linéaires
et supposées de classe C∞. Dans ce cas, le modèle contenant les fonctions de sensibilité est non
linéaire (voir figure (3.3)).
x˙(t) = f(x(t), θ(t), u(t))
y(t) = g(x(t), θ(t), u(t))
u y
x˙s(t) = k(xs(t), θ(t), u(t), y(t))
ys(t) = I(xs(t), θ(t), u(t), y(t))
ys
x
Figure 3.3 – Principe de la construction d’un modèle de fonctions de sensibilité pour un système
dynamique non linéaire
En dérivant l’équation (3.15) par rapport à un paramètre θi, on aboutit à l’équation suivante :
S˙ix(t) =
∂f
∂xS
i
x(t) +
∂f
∂θi
S˙ix(t) =
∂g
∂xS
i
x(t) +
∂g
∂θi
Sx(t0) = Sx0
(3.16)
avec ∂f∂x la jacobienne de f par rapport à x et donnée comme suit :
Jf =
∂f
∂x
=

∂f1
∂x1
· · · ∂f1∂xn
...
. . .
...
∂fn
∂x1
· · · ∂fn∂xn
 (3.17)
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et ∂g∂x la jacobienne de g par rapport à x donnée comme suit :
Jg =
∂g
∂x
=

∂g1
∂x1
· · · ∂g1∂xn
...
. . .
...
∂gn
∂x1
· · · ∂gn∂xn
 (3.18)
Notons Fi et Gi, respectivement, la dérivée de f et de g par rapport à θi.
Fi =
∂f
∂θi
=

∂f1
∂θi
...
∂fn
∂θi
 , Gi = ∂g∂θi =

∂g1
∂θi
...
∂gn
∂θi
 (3.19)
Le système de fonctions de sensibilité peut être, alors, écrit sous la forme suivante :
x˙s =

Jf (θ)S
1
x(t) + F1(θ)
Jf (θ)S
2
x(t) + F2(θ)
...
Jf (θ)S
nθ
x (t) + Fnθ(θ)

y =

Jg(θ)S
1
x(t) +G1(θ)
Jg(θ)S
2
x(t) +G2(θ)
...
Jg(θ)S
nθ
x (t) +Gnθ(θ)

(3.20)
Dans la suite, nous appliquons cette méthode, basée sur les dérivées partielles, sur un exemple
illustratif et nous interprétons les résultats obtenus.
3.3.4 Exemple illustratif
Dans cette section, nous présentons un exemple académique pour illustrer la méthode décrite
dans la section précédente. Considérons un modèle masse-ressort-amortisseur donné par la figure
(3.4).
La dynamique de ce système est donnée par l’équation différentielle suivante :
my¨(t) + by˙(t) + ky(t) = F (t) (3.21)
où m, b et k sont respectivement la masse, le coefficient d’amortissement et la raideur du ressort.
Le déplacement de la masse est y et la force appliquée F (t) .
Nous introduisons le vecteur d’état noté x(t) =
[
x1(t)
x2(t)
]
avec x1(t) et x2(t) respectivement le
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bk
F (t) y(t)
m
Figure 3.4 – Système masse-ressort-amortisseur
déplacement de la masse y(t) et sa vitesse y˙(t).
L’équation (3.20) peut être réécrite sous la forme d’une représentation d’état comme suit :[
x˙1(t)
x˙2(t)
]
=
[
0 1
− km − bm
][
x1(t)
x2(t)
]
+
[
0
1
m
]
u(t)
y(t) =
[
1 0
] [ x1(t)
x2(t)
] (3.22)
L’objectif est d’étudier l’influence, sur le déplacement de la masse, des paramètres m, b et k
autour de leurs valeurs nominales qui sont données dans le tableau suivant :
Paramètre Valeur
m 1 kg
b 1 Nsm
k 4.5 Nm
Table 3.1 – Valeurs nominales des paramètres
Considérons l’état initial x(t0) =
[
0
0
]
qui signifie que le ressort est en position de repos et que
la vitesse initiale est nulle. Les fonctions dynamiques de sensibilité , solutions de l’équation (3.6),
correspondant à l’influence de m, b et k sur la sortie x1(t), sont illustrées par la figure (3.5). Pour
mettre en évidence l’influence d’un paramètre comparé aux autres paramètres, les fonctions de
sensibilité sont normalisées comme suit :
Si(t) =
|Si(t)|
n∑
i=1
|Si(t)|
D’après la figure (3.5), nous remarquons que les paramètres m, b et k sont tous influents sur
le déplacement de la masse, dans le régime transitoire. Lorsque le système atteint le régime
permanent, seule la raideur du ressort influe sur la variation du déplacement de la masse. Les
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Figure 3.5 – Evolution des fonctions de sensibilité associées à m, b et k en fonction du temps
après normalisation
résultats obtenus semblent être cohérents. En effet, la vitesse et l’accélération dépendent de la
masse m et du coefficient d’amortissement b, par conséquent, ils ne sont influents que dans le
régime transitoire. Lorsque la vitesse et l’accélération tendent vers zéro, seul le coefficient de
raideur k est influent.
Dans la partie suivante, nous nous intéressons à l’analyse de sensibilité des paramètres d’un
modèle de véhicule.
3.3.5 Application sur un modèle de véhicule
Dans cette section, nous allons étudier l’influence de certains paramètres sur le comportement
d’un modèle de véhicule. Le modèle de véhicule considéré est le modèle bicyclette. Ce modèle ne
se compose que de deux roues. Le véhicule est considéré plan, la hauteur du centre de gravité
est nulle et les dynamiques du roulis et du tangage sont négligées. Ce modèle traduit le compor-
tement en lacet et en dérive du véhicule comme il est illustré par la figure (3.6).
Rappelons que αf et αr sont les dérives aux essieux avant et arrière données dans le chapitre 1
et β est l’angle de braquage.
Les deux degrés de liberté du modèle sont la vitesse latérale y˙ et la vitesse angulaire de lacet du
véhicule ψ˙.
Les équations suivantes traduisent le principe fondamental de la dynamique et décrivent le mou-
vement latéral du véhicule : {
May = Fyf + Fyr
Izψ¨ = LfFyf − LrFyr
(3.23)
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αr
Fyr
Fyf
Lr
Lf
ψ˙
αf β
x
y
z
CdG
Figure 3.6 – Modèle 2ddl dit bicyclette
avecM la masse totale du véhicule et ay l’accélération du véhicule à son centre de gravité. Fyf et
Fyr sont respectivement les forces latérales générées aux centres de roues avant et arrière. Iz est
l’inertie de lacet du véhicule et Lf et Lr sont respectivement les distances entre le centre de gravité
G et l’essieu avant et arrière. ψ¨ est l’accélération angulaire de lacet du véhicule. L’accélération
ay peut être décomposée en fonction de l’accélération y¨ et l’accélération centripète Vxψ˙.
ay = y¨ + Vxψ˙ (3.24)
En remplaçant l’expression de ay dans l’équation (3.23), on peut écrire :{
y¨ = 1M (Fyf + Fyr)− Vxψ˙
ψ¨ = 1Iz (LfFyf − LrFyr)
(3.25)
Pour des faibles valeurs des angles de dérive, les forces latérales Fyf et Fyr sont proportionnelles
à la dérive via la rigidité de dérive des pneumatiques avant et arrière, Cf et Cr. Ainsi :{
Fyf = 2Cfαf
Fyr = 2Crαr
(3.26)
A noter que dans le modèle bicyclette, les deux roues d’un même essieu étant confondues, la
rigidité aux essieux est considérée comme le double de celle à la roue.
En outre, la dérive aux essieux avant αf et arrière αr peut être écrite comme suit :αf = arctan
(
Vy+lf ψ˙
Vx
)
− β
αr = arctan
(
Vy−lf ψ˙
Vx
) (3.27)
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Lorsque le pneumatique est faiblement sollicitée, les angles de dérive peuvent être approchés sous
cette forme : αf =
Vy+Lf ψ˙
Vx
− β
αr =
Vy−Lf ψ˙
Vx
(3.28)
En remplaçant les équations (3.28) et (3.26) dans (3.25), on obtient des équations différentielles
linéaires. Finalement, en choisissant le vecteur d’état X sous la forme suivante :
X =
(
y˙
ψ˙
)
On obtient le système d’équations différentielles sous la forme d’état suivante :
X˙ = AX +BU
Y = CX
(3.29)
U est le signal d’entrée (angle de braquage β), et les matrices A et B sont données par :
A =
 2× Cf+CrMVx 2× lfCf−lrCrMVx − Vx
2× lfCf−lrCrIzVx 2×
l2fCf+l
2
rCr
IzVx
 , B = [−2× CfM
−2× lfCfIz
]
Si la sortie considérée est la vitesse latérale y˙ alors C = [1 0] sinon, s’il s’agit de la vitesse
angulaire de lacet ψ˙ donc C = [0 1].
Nous allons alors étudier l’influence des paramètres incertains M , Lf , Lr, Cf , Cr, Iz et Vx sur
la vitesse latérale y˙ et la vitesse angulaire de lacet ψ˙. La sensibilité de la vitesse latérale et de la
vitesse latérale de lacet est calculée autour des valeurs nominales des paramètres, données dans
le tableau 3.2.
Paramètre Valeur
M 1200 kg
Lf 0.90 m
Lr 1.10 m
Cf −66 000 Nrad
Cr −54 000 Nrad
Iz 1 800 kg m
2
Vx 11
m
s
Table 3.2 – Valeurs nominales des paramètres
En passant par la transformée de Laplace, les fonctions de transfert
.
y
β et
.
ψ
β sont données par les
équations suivantes :
y˙(s)
β(s)
=
(
−2LfCfIz
)
s+
(−4(LfCf−LrCr)
(IzVx)
Cf
M + 4
(Cf+Cr)
MVx
LfCf
Iz
)
s2 −
(
2
(Cf+Cr)
MVx
+ 2
L2fCf+L
2
rCr
IzVx
)
s+
(
4
(Cf+Cr)
MVx
L2fCf+L
2
rCr
IzVx
−
(
2(LfCf−LrCr)
MVx
− Vx
)(
2(LfCf−LrCr)
IzVx
))
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et
ψ˙(s)
β(s)
=
(
−2CfM
)
s+
((
2(LfCf−LrCr)
MVx
− Vx
)(
−2LfCfIz
)
+ 4
L2fCf+L
2
rCr
IzVx
Cf
M
)
s2 −
(
2
(Cf+Cr)
MVx
+ 2
L2fCf+L
2
rCr
IzVx
)
s+
(
4
(Cf+Cr)
MVx
L2fCf+L
2
rCr
IzVx
−
(
2(LfCf−LrCr)
MVx
− Vx
)(
2(LfCf−LrCr)
IzVx
))
3.3.5.1 Signal de commande
Afin d’étudier la sensibilité de la vitesse de lacet et de la vitesse latérale du véhicule, vis-à-vis
des paramètres cités précédemment, le signal d’entrée (angle de braquage β), est choisi comme
indiqué sur la figure suivante.
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Figure 3.7 – Angle de braquage
Cette manoeuvre est du type "Sinus avec palier" (Sine with Dwell) qui est largement utilisée
pour tester la situation d’évitement d’urgence [69].
3.3.5.2 Résultats
Les fonctions de sensibilité des paramètres présentant la contribution des paramètres autour
de leurs valeurs nominales, obtenues à partir des dérivées partielles en calculant le système (3.6)
et les fonctions de transferts (3.13), sont données par les figures (3.8), (3.9), (3.10) et (3.11).
85
Chapitre 3. Analyse de sensibilité des modèles dynamiques
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1000
−500
0
500
1000
1500
Sm
Temps (s)
 
 
Dérivée partielle
fonction de transfert
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4
−0.2
0
0.2
0.4
SL
f
Temps (s)
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1
−0.5
0
0.5
SL
r
Temps (s)
 
 
Dérivée partielle
fonction de transfert
Dérivée partielle
fonction de transfert
Figure 3.8 – Evaluation de l’influence des paramètres M , Lf et Lr sur la vitesse latérale en
fonction du temps
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Figure 3.9 – Evaluation de l’influence des paramètres Cr, Cf , Iz et Vx sur la vitesse latérale en
fonction du temps
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Figure 3.10 – Evaluation de l’influence des paramètres M , Lf et Lr sur la vitesse angulaire de
lacet en fonction du temps
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Figure 3.11 – Evaluation de l’influence des paramètres Cr, Cf , Iz et Vx sur la vitesse angulaire
de lacet en fonction du temps
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Les figures montrent une adéquation des résultats obtenus par la méthode des dérivées par-
tielles et celle des fonctions de transfert. Sur la figure (3.8), nous constatons que la masse est
influente sur la vitesse latérale et n’est pas influente sur la variation de la vitesse angulaire de
lacet. D’autre part, nous constatons que les paramètres liés à la géométrie du véhicule Lf et
Lr sont les plus influents sur la vitesse latérale et la vitesse angulaire de lacet du véhicule (voir
figures (3.8) et (3.10)). En réalité, la géométrie influence directement le comportement du vé-
hicule. Elle favorise la stabilité du véhicule en ligne droite, la tenue de la route et la sécurité
pour le conducteur. Ensuite vient la vitesse longitudinale. Par ailleurs, les fonctions de sensibilité
correspondant à Iz, Cf et Cr indiquent une faible influence sur la vitesse latérale et la vitesse
angulaire de lacet comme indiqué sur les figures (3.9) et (3.11). Ces résultats sont cohérents et
rejoignent les résultats obtenus dans [70] où un modèle Bond graph incertain de modèle bicy-
clette est construit et où l’influence des paramètres est déterminée graphiquement en variant et
en observant la dynamique de la sensibilité.
3.3.6 Comparaison entre une analyse de sensibilité locale et globale
Dans cette section, nous allons comparer les fonctions de sensibilité obtenues par une méthode
locale et une autre globale.
Dans [71], Sobol intègre l’indice de sensibilité basé sur la dérivée partielle (3.1) afin d’obtenir un
indice global de sensibilité tel que :
Si(t) = E
((
∂y(t)
∂θi
∣∣∣θi=θ0i
)2)
(3.30)
A travers l’exemple académique masse-ressort-amortisseur présenté précédemment, nous pré-
sentons la différence entre les fonctions de sensibilité obtenues par une méthode locale qui est
basée sur la dérivée partielle (en appliquant (3.30) pour calculer les fonctions de sensibilité) et
une méthode globale qui est l’extension de l’approche des polynômes du chaos en dynamique.
Dans [65], une étude de l’influence des paramètres m, b et k a été effectuée et l’approche des
polynômes du chaos a été appliquée à chaque pas d’échantillonnage. La figure (3.12) illustre
l’évolution des fonctions de sensibilité obtenues en calculant la dérivée partielle autour d’une
valeur nominale (a) et en appliquant l’approche des polynômes du chaos à chaque instant, en
tenant compte de tout l’intervalle de variation des paramètres (b).
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Figure 3.12 – (a) Fonctions de sensibilité obtenues par les dérivées partielles , (b) Fonctions de
sensibilité obtenues par les polynômes du chaos
Nous remarquons, d’après la figure (3.12) que les fonctions de sensibilité obtenues par les deux
méthodes sont similaires : en régime transitoire tous les paramètres sont influents et en régime
permanent, seul le coefficient de raideur est influent.
La méthode des dérivées partielles permet de déterminer l’influence des paramètres localement,
autour d’une valeur nominale, en tenant compte de la dynamique du modèle. Souvent, ces mé-
thodes peuvent s’avérer insuffisantes voire erronées. En effet, l’intervalle de variation des para-
mètres peut être relativement large comme dans le domaine de l’automobile.
D’autre part, les méthodes globales étendues au cas dynamique étudient l’influence des para-
mètres sur tout l’intervalle de variation mais il n’y a pas la notion de récursivité en calculant
les fonctions de sensibilité. En outre, ces méthodes sont coûteuses en terme de temps de calcul
car elles nécessitent le calcul des indices de sensibilité à chaque instant. Cela entraîne un grand
nombre d’indices, ce qui n’est pas toujours facile à interpréter.
Pour pallier ces limites, nous allons proposer dans la partie suivante une technique d’analyse de
sensibilité dynamique où la sensibilité des paramètres est déterminée à travers l’énergie échangée
entre le système et son environnement.
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3.4 Analyse de sensibilité basée sur les Grammiens
Les méthodes d’analyse de sensibilité présentées précédemment, déterminent l’influence des
paramètres sur les sorties du modèle. Dans cette partie, nous présentons une méthodologie d’ana-
lyse de sensibilité qui s’intéresse à l’influence des paramètres sur la variation de l’énergie consom-
mée en entrée et restituée par le système en sortie. L’avantage de cette technique est que les
paramètres peuvent être classifiés selon leurs influences sur l’énergie consommée ou restituée,
tout au long de la dynamique du système. D’autre part, l’étude de la sensibilité des paramètres
sur les échanges de l’énergie, permet aussi de déterminer un placement optimal des paramètres
pour une optimisation de l’énergie consommée et restituée en sortie. Cette idée sera développée
et présentée dans la dernière partie du chapitre.
Les Grammiens d’atteignabilité et d’observabilité permettent de formaliser ces deux énergies et
sont présentés dans le paragraphe suivant.
3.4.1 Grammien et énergie d’entrée et de sortie
Les Grammiens d’atteignabilité et d’observabilité sont deux outils permettant d’étudier l’at-
teignabilité et l’observabilité des états d’un système. Dans cette section, on rappelle les définitions
et les théorèmes sur ces deux notions.
3.4.1.1 Grammien d’atteignabilité et d’observabilité
Considérons le modèle linéaire décrit par l’équation (3.2).
Définition 3.4.1 Un système est dit atteignable sur [t0, tf ] si pour tout état initial x(t0) = 0 et
pour tout état final x(tf ) = xf , il existe une commande u(t) permettant d’amener le système
d’un état x(t0) = xf à un état x(tf ) = 0, en un temps tf − t0 > 0 fini.
Le Grammien d’atteignabilité fini WR(t0, tf ) est défini par :
WR(t0, tf ) =
tf∫
t0
eA(tf−t)BBT eA
T (tf−t)dt (3.31)
Le Grammien d’atteignabilitéWR(t0, tf ) est une matrice symétrique définie positive pour t0 < tf .
Définition 3.4.2 Un système est dit observable sur l’intervalle de temps [0,t], si l’état initial
x(t0) peut être déterminé à partir de la connaissance des mesures y(t) et de la commande u(t).
Le Grammien d’observabilité Wo(t0, tf ) est défini par :
Wo(t0, tf ) =
tf∫
t0
eA
T (t−t0)CTCeA(t−t0)dt (3.32)
Le Grammien d’observabilité Wo(t0, tf ) est une matrice symétrique définie positive pour t0 < tf .
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Remarque 3.4.1 Le Grammien d’atteignabilité infini (t→∞) WR est donné par :
WR = lim
t→∞WR(t0, tf ) =
∞∫
0
eAtBBT eA
T tdt (3.33)
Respectivement le Grammien d’observabilité infini Wo est sous cette forme :
Wo = lim
t→∞Wo(t0, tf ) =
∞∫
0
eAtCTCeAtdt (3.34)
Dans le cas où le système est asymptotiquement stable, les Grammiens d’atteignabilité et d’ob-
servabilité infinis WR et Wo peuvent être évalués à partir des équations de Lyapunov suivantes :
AWR +WRA
T +BBT = 0 (3.35)
ATWo +WoA+ C
TC = 0 (3.36)
Remarque 3.4.2 En temps discret, les Grammiens d’atteignabilité et d’observabilité sont ex-
primés comme suit :
WR =
∞∑
k=1
Ak−1BBT (Ak−1)T (3.37)
Wo =
∞∑
k=1
(Ak−1)TCTCAk−1 (3.38)
et sont les solutions des équations de Lyapunov discrètes suivantes :
AWRA
T −WR +BBT = 0 (3.39)
ATWoA−Wo + CTC = 0 (3.40)
3.4.2 Commande optimale et énergie minimale
Si un système est atteignable, il existe une commande optimale uopt permettant d’amener le
système depuis une condition initiale nulle vers un état final désiré tout en minimisant l’énergie.
La commande optimale uopt(t) minimise alors le critère suivant :
uopt(t) = arg min

t∫
0
‖u(t)‖2dt

Théorème 3.4.2.1 Si le Grammien d’atteignabilité est inversible, alors il existe une commande
uopt dite optimale qui permet de transférer le système d’un état initial x0 à un état final xf et
elle est donnée par :
uopt(t) = B
T eA(tf−t)W−1R (t0, tf )x(tf ) (3.41)
91
Chapitre 3. Analyse de sensibilité des modèles dynamiques
Démonstration La valeur minimale de l’énergie Ju du signal d’entrée u(t) pour atteindre un
état final xf est donnée par :
Ju = uopt(t)
Tuopt(t)
=
(
BT eA(tf−t)W−1R (t0, tf )x(tf )
)T (
BT eA(tf−t)W−1R (t0, tf )x(tf )
)
= x(tf )
TW−1R (t0, tf )e
A(tf−t)BBT eA(tf−t)W−1R x(tf )
= x(tf )
TW−1R (t0, tf )x(tf )
(3.42)
Théorème 3.4.2.2 L’énergie minimale pour amener un système à xf , depuis x(t0) = 0, en un
temps infini, est donnée par :
‖u‖2 =
∞∫
0
uT (t)u(t)dt = xTfW
−1
R xf (3.43)
xTfW
−1
R xf représente un hyperellipsoïde qui englobe l’ensemble des états atteignables grâce à
la commande u. Une grande valeur de l’énergie signifie qu’il y a des états qui nécessitent plus
d’énergie pour les déplacer et une petite valeur signifie que les états sont aisément commandables
[72]. D’autre part, l’étude de la sensibilité de l’énergie consommée suite à la variation des para-
mètres peut être effectuée.
D’après l’équation (3.43), on peut voir que l’énergie consommée en entrée dépend de l’inverse du
Grammien d’atteignabilité. Les valeurs propres de ce dernier dépendent des paramètres et sont
associées aux états du système. Ces valeurs propres determinent la taille des axes de l’hyperellip-
soide et les vecteurs propres determinent sa direction. Les plus grands axes de l’hyperellipsoïde
correspondent aux états les plus excitables.
Par conséquent, à partir de la structure de l’inverse du Grammien, la détermination des para-
mètres influents et non influents sur les états est possible.
L’avantage de cette technique d’analyse de sensibilité est que l’étude de l’influence des para-
mètres peut être réalisée à travers l’utilisation du Grammien d’atteignabilité infini ce qui rend
la méthode adaptée aux modèles dynamiques.
De la même manière que l’atteignabilité, l’énergie de sortie d’un système, générée par un état
initial x0 vers l’origine x(tf ) = 0, est donnée par :
‖y‖2 =
∞∫
0
yT (t)y(t)dt = xT0 Wox0 (3.44)
A partir de la matrice de Grammien d’observabilitéWo, les paramètres influents sur l’observabilité
des états peuvent être déterminés. En effet, les valeurs propres de Wo sont en fonction des
paramètres et déterminent la taille des axes de l’hyperellipsoïde. Par conséquent, les paramètres
influents sur l’énergie collectée en sortie peuvent être déterminés.
Les paramètres influents sur l’énergie d’entrée et l’énergie de sortie peuvent ainsi être déterminés
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à partir de la matrice de Grammien d’atteignabilité et la matrice d’observabilité. Ces dernières
sont déterminées à partir de la matrice d’état A, la matrice de commande B et la matrice
d’observation C.
3.4.2.1 Exemple illustratif
Reprenons l’exemple académique masse-ressort-amortisseur.
Dans cet exemple, on décrit la méthode proposée et la manière d’interpréter les résultats. On se
limite à déterminer les paramètres dont leurs variations contribuent à une variation de l’énergie
consommée en entrée.
Le Grammien d’atteignabilité est déterminé à partir de l’équation (3.35). Son inverse est calculé
et donné sous la forme suivante :
W−1R =
[
2.bk 0
0 2.bm
]
L’inverse du Grammien d’atteignabilité est une matrice diagonale W−1R = diag(λR1 , λR2), où les
λRi sont les valeurs propres de WR qui dépendent des paramètres m, b et k. Nous rappelons ici
que x1(t) correspond au déplacement et x2(t) à la vitesse de la masse. A partir du Grammien
d’atteignabilité, on peut remarquer que la valeur propre associée au déplacement de la masse est
en fonction de b et k. Ces paramètres sont alors influents sur cet état alors que la masse m est
négligeable. D’autre part, la valeur propre associée à la vitesse dépend de m et b, montrant que
ces deux paramètres sont influents sur la vitesse et que l’influence de k est négligeable.
Notons qu’à partir de la structure de la matrice du Grammien d’atteignabilité, nous ne pouvons
que déterminer si la variation d’un état donné dépend d’un tel paramètre ou pas. Autrement dit,
en se basant toujours sur cet exemple, nous avons trouvé que les paramètre b et k sont influents
ensemble mais nous ne pouvons pas quantifier le degré d’influence de chaque paramètre.
Considérons l’état initial x(t0) = (0, 0) et l’état final x(tf ) = (1, 0). La figure (3.13) illustre
l’hyperellipsoïde représentant l’espace atteignable c’est-à-dire l’énergie consommée pour atteindre
l’état final x(tf ) = (1, 0) pour les ensembles suivants de paramètres [ m = 1, b = 1, k = 1], [
m = 1, b = 1, k = 2], [ m = 2, b = 1, k = 1] et [ m = 1, b = 2, k = 1].
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Figure 3.13 – Tracés des ellipses d’atteignabilité pour une variation du coefficient de raideur k
(a), une variation de la masse m (b) et une variation du coefficient d’amortissement b (c)
D’après la figure (3.13)(a), nous remarquons qu’une variation du paramètre k entraîne une
diminution de la taille de l’axe de l’hyperellipsoïde suivant x1(t) sans varier la taille de l’axe
suivant x2(t). On peut conclure que le coefficient d’amortissement b influe uniquement sur le
déplacement. Inversement au paramètre k, la variation du paramètre m influe uniquement sur la
taille de l’axe de l’hyperellipsoïde suivant x2(t) mais pas x1(t) (voir figure (3.13),(b)). La masse
m est alors influente uniquement sur la vitesse x2(t). Cependant la variation de b provoque la
variation des tailles des axes suivant x1(t) et x2(t) (voir figure (3.13),(c)).
Pour un état final x(tf ) = (1, 0), la figure (3.14) illustre l’énergie consommée en fonction du
temps pour les différents ensembles des paramètres.
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Figure 3.14 – Energie consommée en fonction de temps pour différentes valeurs de paramètres
Nous constatons que la variation de m aboutit à la même énergie consommée à t = tf . Ce para-
mètre est alors non influent sur la variation de l’énergie consommée ainsi que sur le déplacement
de la masse. Par contre, en variant les paramètres b et k, la valeur de l’énergie augmente donc
ces paramètres influent sur le déplacement et leurs variations rendent cet état plus difficile à
commander. Les résultats illustrés par la figure (3.14) peuvent être aussi déterminés à partir
de la figure (3.13) où la variation de ces paramètres influe sur la longueur des vecteurs propres
associés à x1 qui correspond au déplacement de la masse.
Pour étudier l’influence des paramètres sur la vitesse de la masse, il suffit de choisir un état final
x(tf ) = (0, 1).
De la même manière, l’étude de l’influence des paramètres sur l’énergie restituée peut être effec-
tuée en considérant le Grammien d’observabilité.
3.4.3 Placement optimal des paramètres
Nous souhaitons dans cette partie déterminer l’influence des paramètres sur l’énergie consom-
mée en entrée et collectée en sortie. Cela nous permet de proposer une technique de placement
optimal des paramètres, cette méthode rejoint les techniques utilisées pour le placement de cap-
teur et d’actionneur [73, 74]. Ces techniques ont pour but de déterminer les éléments de la matrice
de commande B et la matrice d’observation C alors que nous nous intéressons aux paramètres θ
qui interviennent dans les matrices A, B, C et D comme il est indiqué sur la figure (3.15). Dans
les paragraphes suivants, nous montrons comment on sélectionne les paramètres pour avoir une
énergie minimale en entrée et une énergie maximale collectée en sortie.
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Figure 3.15 – Analyse de sensibilité à partir des Grammiens d’atteignabilité et d’observabilité
3.4.3.1 Placement optimal des paramètres pour une énergie minimale consommée
en entrée
L’énergie minimale nécessaire pour atteindre l’état final x(tf ) = xf au temps tf à partir d’un
état initial nul x(t0) = 0 est inversement proportionnelle au Grammien d’atteignabilité (3.43).
Etudier l’influence des paramètres est équivalent à déterminer les paramètres qui permettent
d’atteindre l’état final xf avec un minimum d’énergie. Ce critère est défini par :
arg min
θi,i∈[1,...,nθ]
(‖u‖2) = arg min
θi,i∈[1,...,nθ]
(xTfW
−1
R (t0, tf )xf ) (3.45)
qui revient à écrire :
arg min
θi,i∈[1,...,nθ]
(Trace(W−1R (t0, tf ))) (3.46)
Remarque 3.4.3 Lorsque (tf →∞) ce critère devient :
arg min
θi,i∈[1,...,nθ]
(Trace(W−1R )) (3.47)
3.4.3.2 Exemple académique
Considérons le modèle masse-ressort-amortisseur décrit dans la section précédente. Les para-
mètres k, b et m varient respectivement dans les intervalles [0.1, 4], [0.01, 1.2] et [0.01, 1.1]. Pour
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un état final x(tf ) = (1, 0), les valeurs des paramètres solution de l’équation (3.45) et l’énergie
qui correspond à cet ensemble sont données dans le tableau suivant.
Paramètre optimaux (k = 0, 1, b = 0, 01,m = 0, 4131)
Energie consommée 0.0076
Table 3.3 – Valeurs optimales des paramètres et énergie consommée
Nous remarquons que les paramètres optimaux correspondent à des valeurs minimales de k
et de b. Ces résultats sont expliqués du fait que l’énergie consommée pour atteindre un état
x(tf ) = (1, 0) dépend de k et de b. Pour une énergie minimale, les paramètres k et b doivent
aussi être minimaux. La figure (3.16) illustre l’évolution de la fonction coût donnée par (3.45)
au cours des itérations.
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0
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0.4
0.6
0.8
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1.2
1.4
itération
Figure 3.16 – Evolution de la fonction coût en fonction des itérations
La figure (3.17) illustre l’énergie consommée qui correspond à un placement optimal des para-
mètres (k = 0, 1, b = 0, 01,m = 0, 4131) et un placement non optimal pour l’ensemble des para-
mètres correspondant au milieu des intervalles de variation (k = 1, 95, b = 0, 595,m = 0, 545).
La figure (3.17) montre clairement que l’énergie consommée correspondant à un placement opti-
mal est beaucoup plus faible que celle d’un placement non optimal.
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Figure 3.17 – Comparaison des énergies de sorties obtenues pour le placement optimal et un
placement non optimal
3.4.3.3 Placement optimal des paramètres pour une énergie maximale fournie en
sortie
D’après l’équation (3.44), l’énergie fournie en sortie est proportionnelle au Grammien d’obser-
vabilité Wo. Le problème d’influence des paramètres θi se ramène à maximiser l’énergie fournie
et par conséquent le Grammien d’observabilité.
De manière analogue à l’étude de sensibilité de l’énergie consommée et afin de déterminer les
paramètres influents on définit le critère suivant :
arg max
θi,i∈[1,...,nθ]
(‖y‖2) = arg max
θi,i∈[1,...,nθ]
(xT0 Wo(t0, tf )x0) (3.48)
qui revient à écrire :
arg max
θi,i∈[1,...,nθ]
(Trace(Wo(t0, tf ))) (3.49)
Remarque 3.4.4 Lorsque (tf →∞) ce critère devient :
arg max
θi,i∈[1,...,nθ]
(Trace(Wo)) (3.50)
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3.4.3.4 Placement optimal des paramètres pour une optimisation de l’énergie consom-
mée et collectée en sortie
Les deux critères précédemment présentés permettent de déterminer les paramètres optimaux
pour avoir une énergie minimale consommée et une énergie maximale collectée en sortie. Il est
possible de trouver un compromis entre ces deux objectifs. Cela peut être réalisée en cherchant
les paramètres qui maximisent le rapport de l’énergie collectée en sortie par l’énergie consommée.
Ce critère peut être défini comme suit :
arg max
θi,∈[1,...,nθ]
(
‖y‖2 ‖u‖−12
)
(3.51)
3.5 Application sur un modèle de véhicule
Afin d’illustrer la méthode d’analyse de sensibilité basée sur la variation de l’énergie consom-
mée en entrée et fournie en sortie, le modèle bicyclette décrivant la dynamique de véhicule
présenté dans la première partie de ce chapitre est retenu.
On considère le modèle de la dynamique de véhicule décrit par la représentation d’état (3.29) et
nous rappelons l’objectif qui est la détermination des paramètres influents sur la vitesse latérale
et la vitesse angulaire du lacet.
3.5.1 Etude de l’influence des paramètres d’un modèle bicyclette sur la va-
riation de l’énergie consommée en entrée
Pour étudier l’influence des paramètres sur l’énergie consommée, nous considérons deux cas,
en respectant les unités adéquates à savoir ms pour la vitesse latérale et
rad
s pour la vitesse
angulaire :
– x(tf ) = (1; 0, 01) : ce cas correspond à l’étude de l’influence des paramètres sur l’état x1
qui correspond à la vitesse latérale.
– x(tf ) = (0, 01; 1) : ce cas correspond à l’étude de l’influence des paramètres sur l’état x2
correspondant à la vitesse angulaire du lacet.
L’état initial pour les deux cas est x(t0) = (0, 0).
3.5.1.1 Résultats et discussion
Le Grammien d’atteignabilité solution de l’équation de Lyapunov ainsi que l’énergie minimale
pour atteindre un état final sont calculés (3.35) et (3.43). Les histogrammes suivants illustrent
l’énergie consommée Eθi+∆% calculée, pour les deux cas, en fixant chaque fois tous les paramètres
à leurs valeurs nominales et variant un seul paramètre θi de ∆% de sa valeur nominale.
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Figure 3.18 – Energie consommée pour atteindre l’état x(tf ) = (1; 0, 01)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
E
EM+10%
ELf+10%
ELr+10%
ECf+10%
ECr+10%
EIz+10%
EVx+10%
Energie consomme´e × 1000
Figure 3.19 – Energie consommée pour atteindre l’état x(tf ) = (0, 01; 1)
E représente l’énergie obtenue en fixant tous les paramètres à leurs valeurs nominales (sans
variation). Une variation de 10% est considérée.
Nous remarquons qu’en variant la masseM et Lf , l’énergie diminue, dans le cas où l’état final égal
à x(tf ) = (1; 0, 01) et leur influence est négligeable sur l’énergie dans le cas où x(tf ) = (0, 01; 1).
La variation de M et Lf influe sur l’état x1, qui correspond à la vitesse latérale, mais n’influe
pas sur l’état x2. La variation du paramètre Lr engendre une faible énergie dans le cas où
x(tf ) = (1; 0, 01) ou x(tf ) = (0, 01; 1), sa variation influe alors sur x1 et x2. D’autre part, la
variation de la vitesse longitudinale Vx entraîne une augmentation de l’énergie dans les deux cas.
Le paramètre Vx est alors influent sur la vitesse latérale x1 et la vitesse angulaire du lacet x2.
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Les autres paramètres varient peu la valeur de l’énergie donc leur influence sur l’état est faible.
3.5.1.2 Placement optimal des paramètres pour une énergie minimale consommée
Considérons maintenant une variation des paramètres M , Lf , Lr, Cf , Cr, Iz et Vx dans
les intervalles [1200 kg, 2000 kg], [0.6 m, 1.4 m], [0.7 m, 1.4 m], [−70 000 Nrad ,−62 000 Nrad ],
[−57 000 Nrad ,−51 000 Nrad ], [1 000 kg m2, 2 000 kg m2], et [7 ms , 15 ms ]. Les valeurs optimales des
paramètres, solutions de l’équation (3.45), correspondant à une énergie minimale pour x(tf ) =
(1, 0.01) sont données dans le tableau suivant.
Paramètres optimaux
M = 1200 kg
Lf = 0, 6 m
Lr = 0, 7 m
Cf = −70 000 Nrad
Cr = −57 000 Nrad
Iz = 2 000 kg m
2
Vx = 15
m
s
Table 3.4 – Valeurs optimales pour une énergie consommée minimale
3.5.2 Etude de l’influence des paramètres d’un modèle bicyclette sur la va-
riation de l’énergie fournie en sortie
Dans cette partie, on suppose que l’état final est x(tf ) = (0; 0) et on considère deux cas pour
l’état initial x(t0) = (1; 0, 01) et x(t0) = (0, 01; 1).
3.5.2.1 Résultats et discussion
De la même manière, le Grammien d’observabilité et l’énergie fournie en sortie sont calculés
par (3.36) et (3.44). Les histogrammes suivants illustrent l’énergie fournie en sortie pour x(t0) =
(1; 0, 01) et x(t0) = (0, 01; 1). Ces énergies sont calculées en fixant chaque fois tous les paramètres
à leurs valeurs nominales et en variant un seul paramètre de +10% de sa valeur nominale.
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Figure 3.20 – Energie collectée en sortie pour x(t0) = (1; 0, 01)
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Figure 3.21 – Energie collectée en sortie pour x(t0) = (0, 01; 1)
D’après les histogrammes, nous remarquons que la variation de la vitesse longitudinale Vx
et la masse M diminuent l’énergie collectée en sortie dans les deux cas. La variation de Cr et
Cf influencent la variation de l’énergie fournie pour x(t0) = (1; 0, 01) . D’autre part, Lr et Cr
permettent d’avoir une grande valeur d’énergie pour le cas x(t0) = (0; 01, 1) .
3.5.2.2 Placement optimal des paramètres pour une énergie maximale fournie en
sortie
Supposons que les paramètres varient dans les mêmes intervalles présentés dans l’exemple
précédent, les valeurs optimales des paramètres, solutions de l’équation (3.48), correspondant à
102
3.6. Conclusion
une énergie maximale et un état final x(t0) = (1; 0, 01) sont données dans le tableau suivant.
Paramètres optimaux
M = 2 000 kg
Lf = 1, 4 m
Lr = 1, 4 m
Cf = −62 000 Nrad
Cr = −51 000 Nrad
Iz = 2 000 kg m
2
Vx = 15
m
s
Table 3.5 – Valeurs optimales pour une énergie maximale collectée en sortie
3.5.2.3 Placement optimal des paramètres pour une énergie minimale consommée
en entrée et une énergie maximale collectée en sortie
Les valeurs des paramètres permettant d’avoir une énergie minimale consommée et une énergie
maximale collectée en sortie sont déterminées à partir de l’équation (3.51) et sont données dans
le tableau suivant.
Paramètres optimaux
M = 2 000 kg
Lf = 1, 17 m
Lr = 0, 7 m
Cf = −70 000 Nrad
Cr = −51 000 Nrad
Iz = 2 000 kg m
2
Vx = 15
m
s
Table 3.6 – Valeurs optimales pour une énergie minimale consommée en entrée et une énergie
maximale collectée en sortie
3.6 Conclusion
Dans ce chapitre, nous avons présenté deux méthodes d’analyse de sensibilité pour les modèles
dynamiques. La première étudie la sensibilité de la sortie du modèle suite à la variation des
paramètres autour de sa valeur nominale. La formulation d’un système des fonctions de sensibilité
pour les modèles linéaires et non linéaires a été donnée. Cependant, cette méthode est locale, ce
qui peut être un inconvénient dans le cas où l’intervalle d’incertitude des paramètres est large.
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L’originalité de ce chapitre repose sur la deuxième méthode basée sur l’énergie. Elle utilise des
concepts d’Automatique, tels que les Grammiens. La deuxième méthode consiste à déterminer
les paramètres influents sur l’énergie consommée en entrée et l’énergie collectée en sortie. Il s’agit
d’une approche globale tenant en compte le comportement dynamique du modèle. En outre, nous
avons proposé des critères pour un placement optimal des paramètres afin d’obtenir une énergie
minimale consommée et une énergie maximale collectée. Les deux méthodes ont été appliquées
sur un exemple académique et sur le modèle bicyclette décrivant le comportement dynamique de
véhicule.
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4.1. Introduction
4.1 Introduction
En industrie, l’étude de la dynamique du véhicule et de son mouvement avec son environne-
ment passe par la simulation d’un modèle représentatif de son comportement. Pour concevoir
un modèle de simulation reflétant au mieux le comportement du système, dans différentes situa-
tions, une étape dite de recalage est essentielle. En effet, souvent, on dispose d’une collection
de modèles qui font intervenir un nombre assez important de paramètres. Ces paramètres sont
souvent fournis uniquement pour un fonctionnement nominal. De ce fait, les modèles obtenus ne
sont pas toujours représentatifs du comportement du véhicule. L’analyse de sensibilité s’avère
être un outil précieux pour faciliter la procédure de recalage. En effet, l’analyse de sensibilité
peut être considérée comme un outil d’aide à la décision permettant de guider l’ingénieur sur les
paramètres les plus influents sur la réponse du système.
Dans ce contexte, l’objectif de ce chapitre est de montrer comment l’analyse de sensibilité peut
être utilisée, en industrie, pour le recalage des modèles. Dans une première partie, nous présen-
terons la problématique de recalage des modèles. Dans la deuxième partie, nous décrivons la
méthodologie suivie. Des essais et tests ont été menés pour récupérer des mesures afin d’étudier
le comportement du pneumatique afin de recaler le modèle de référence Pacejka MF5.2. Dans
la dernière partie du chapitre, nous présentons la planification des essais réalisés ainsi que les
résultats obtenus.
4.2 Problématique
Dans le domaine de l’automobile, afin de pouvoir comprendre le comportement du véhicule
dans différentes conditions et situations, il est nécessaire d’effectuer un nombre important d’essais.
Cependant, la réalisation des essais est souvent difficile à mettre en œuvre et coûteuse en matière
de temps, de matériel et de moyens humains. Pour ce faire, les concepteurs des véhicules ont
souvent recours aux logiciels de simulation pour mieux comprendre, à travers un modèle, le
comportement des véhicules étudiés. Le modèle utilisé dépend souvent de centaines de paramètres
ce qui complique la procédure de recalage et la rend très coûteuse en temps de calcul. Une analyse
de sensibilité des paramètres peut faciliter la procédure de recalage. L’analyse de sensibilité
permet à l’ingénieur de décider, parmi des centaines de paramètres, sur quel paramètre jouer en
priorité pour améliorer la représentativité du modèle.
Dans ce chapitre, en exploitant les résultats obtenus dans le chapitre 2, on s’intéresse au recalage
d’un modèle de pneumatique qui est le modèle de Pacejka MF5.2 [11], déjà présenté dans le
chapitre 2. Notons que l’étude est statique et dans la suite de ce chapitre, la notion de temps
n’intervient pas.
Le modèle de Pacejka dépend d’environ 180 paramètres. Comme on a mentionné dans le cha-
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pitre 2, il s’agit d’un modèle de référence en pneumatique qui permet de décrire le comportement
longitudinal et latéral du pneumatique. Les résultats obtenus sur l’analyse de sensibilité présen-
tés dans le chapitre 2, montrent que la rigidité latérale est le paramètre le plus influent sur la
variation de la force latérale, pour des petites valeurs d’angle de dérive (zone linéaire).
La figure (4.1) montre la variation de la force latérale en fonction de l’angle de dérive et de la
rigidité latérale.
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Figure 4.1 – Force latérale en fonction de l’angle de dérive et la rigidité latérale
La rigidité latérale K dépend des paramètres empiriques p1, p2 et p3, de la charge verticale Fz
et de l’angle de carrossage γ. Elle est donnée par :
K = p1Fz sin(2 arctan(
Fz
(p2Fz0)
))(1− p3 |γ|) (4.1)
avec Fz0 la charge verticale nominale.
Nous avons trouvé que les paramètres p1 et p2 sont les plus influents sur la variation de la rigidité
latérale et implicitement sur la variation de la force latérale. Il suffit alors de faire varier ces deux
paramètres pour ajuster le modèle de Pacejka MF5.2. Par conséquent, on réduit le temps de
calcul en réduisant le nombre de paramètres à ajuster en connaissant ces informations a priori.
Dans la suite, nous présenterons une méthodologie de recalage de modèle exploitant les résul-
tats de l’analyse de sensibilité. Les indices de sensibilités permettent d’une part la spécification
des manoeuvres à effectuer et le choix des paramètres à considérer pour le recalage.
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4.3 Méthodologie
D’une manière générale, le recalage d’un modèle est la procédure d’ajustement des paramètres
du modèle, dans l’objectif d’avoir un comportement similaire au système réel.
La procédure classique de recalage est résumée par la figure suivante :
Essais
Ajustement
des parame`tres
Crite`re
Mode`le
Mesures re´elles
Mesures estime´es
Erreur
Figure 4.2 – Procédure de recalage des paramètres
Comme il est illustré sur la figure (4.2), on distingue trois étapes principales pour recaler un
modèle qui sont les suivantes :
– spécification du modèle à recaler ;
– définition des essais à réaliser ;
– ajustement des paramètres.
Spécification du modèle à recaler
Avant de procéder à l’expérimentation et à la définition des essais à faire, il est essentiel d’avoir
une connaissance du modèle à recaler : sa structure, les paramètres dont il dépend ainsi que ses
sorties. Dans cette phase, le simulateur utilisé ainsi que les scénarios de trajectoire et de conduite
doivent être définis. Pour une bonne représentation du modèle dans le domaine de l’automobile,
la connaissance a priori des caractéristiques du véhicule utilisé (la masse, les caractéristique des
pneumatiques, de la suspension,...) de la route (dimension, état,...) est essentielle.
Définition des essais à réaliser
Avant de procéder à l’expérimentation, une préparation des essais à réaliser est indispensable
pour atteindre l’objectif désiré qui est la récupération des mesures exploitables. Cette étape
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consiste à définir l’objectif en décrivant les essais à effectuer. Dans cette phase, il faut définir
les paramètres à mesurer (par exemple les vitesses, les accélérations, l’angle de dérive, ...) ainsi
que les sorties du modèle considérées (par exemple les forces, les moments...). La description
des équipements, les matériels nécessaires (centrale inertielle, roue dynamométrique ...) et leur
vérification sont aussi des étapes primordiales avant de réaliser les essais. En outre, il est essentiel
d’assurer la connexion entre les différents équipements.
Validation et ajustement des paramètres
Cette étape se base sur une comparaison entre les mesures réelles et simulées. Pour ce faire,
il est indispensable de définir des indicateurs et critères montrant la représentativité du modèle
aux mesures réelles.
L’ajustement des paramètres du modèle par la méthode des moindres carrés est adoptée dans
cette thèse. L’objectif est de chercher l’ensemble des paramètres optimaux p qui minimise le
critère d’erreur sur la sortie du système :
p = arg min(J (yr,i − ym,i)) (4.2)
avec ym,i la ième réponse du modèle et yr,i la ième mesure réelle et J l’erreur relative exprimée
en % comme suit :
J = 100
√√√√√ n∑i=1 (yr,i − ym,i)2
y2m,i
(4.3)
avec n le nombre de mesures.
Dans la partie suivante, on explique les étapes suivies pour recaler le Modèle de Pacejka MF5.2.
4.4 Recalage d’un modèle de Pacejka MF5.2
On se limite ici à recaler le modèle de Pacejka en s’intéressant uniquement au comportement
latéral pur du pneumatique. Pour recaler ce modèle, et dans une première étape, des manœuvres
permettant d’obtenir la courbe caractéristique de ce modèle (voir chapitre 1 paragraphe 1.2.5.4)
doivent être réalisées. Nous rappelons que la courbe caractéristique pour un comportement latéral
est représentée par la force latérale en fonction de l’angle de dérive. Dans une deuxième étape,
on observe le comportement simulé du véhicule pour les mêmes manœuvres réalisées. Enfin, on
ajuste les paramètres pour améliorer la représentativité du modèle.
Dans la suite, nous décrivons chaque étape pour recaler le modèle MF5.2.
4.4.1 Spécification des manœuvres
Il existe plusieurs manœuvres permettant d’analyser le régime permanent du comportement
du véhicule soit :
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– à rayon constant ;
– à vitesse constante.
On peut aussi envisager combiner un rayon constant par intervalle de vitesse. Dans notre étude,
on s’intéresse à la manœuvre en régime permanent avec un rayon constant parcouru dans les
deux sens (sens direct et indirect). Cette manœuvre consiste à suivre une trajectoire de type
circulaire avec un rayon constant R = 35 m tout en augmentant la vitesse du véhicule. Pour
avoir une variation de dérive lente, on s’assure d’avoir une augmentation de l’angle au volant
ajoutée pour compenser le surbraquage soit ∆θv < 1◦/s. L’augmentation de la vitesse devrait
aussi être lente et généralement la progression de vitesse est de ∆Vx = 1 Km/h par seconde
jusqu’à atteindre une vitesse limite d’environ 54 Km/h.
Les essais ont été menés sur l’autodrome de la cité de l’auto de Mulhouse (voir figure (4.3)).
Figure 4.3 – Trajectoire suivie
4.4.2 Environnement de simulation
Pour le comportement dynamique du véhicule, différents logiciels ont été développés dans
les secteurs académiques ou industriels tels que : TruckSim, CarSim, ASM-VDSP, Ve-DYNA,
CarMakerr ...
La simulation dans cette thèse a été effectuée en utilisant le logiciel CarMakerr . Ce choix a
été guidé par sa disponibilité dans le laboratoire. Ce logiciel est souvent utilisé pour tester et
valider les lois de commande et algorithmes développés. Le logiciel est un environnement virtuel
de véhicule et inclut différents modèles de véhicules, de la route, de pilote et de manœuvre. Les
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différents sous-systèmes construisant le véhicule tels que : la suspension, les pneus, le système de
freinage, peuvent être paramétrés via une interface graphique. La toolbox de ce logiciel contient
des instruments indiquant l’état actuel du véhicule, un outil IPGControl qui permet de récupérer
et de tracer en ligne les mesures lors de la simulation ainsi qu’un IPGMovie pour visualiser le
comportement du véhicule en 3D. L’accès aux mesures est assuré par Matlabr.
CarMakerr offre un large choix de trajectoires. Afin de pouvoir recaler le modèle, la manoeuvre
réalisée et ainsi simulée par CarMakerr doit être la même. Pour ce faire, il est indispensable de
définir les dimensions de la piste et le coefficient de friction en observant l’état de piste (sèche,
mouillée,...). La figure(4.4) présente un exemple de la trajectoire créée pour la manœuvre réali-
sée.
Figure 4.4 – Exemple de trajectoire créée sur CarMakerr
Afin d’avoir un comportement similaire à la réalité, il faut connaître les dimensions et les caracté-
ristiques du véhicule et en particulier le pneumatique. Il est indispensable de définir la masse du
véhicule et la position du centre de gravité, vu que ces paramètres influencent les transferts de la
charge dans le mouvement longitudinal et transversal. D’autre part, le réglage de la suspension
ainsi que la définition des caractéristiques des pneumatiques (masse, rayon...) est essentiel pour
une bonne adéquation entre le comportement simulé et réel du véhicule.
4.4.3 Instrumentation du véhicule en vue du recalage
Pour réaliser les essais, il est indispensable d’instrumenter le véhicule. Dans cette partie, nous
présentons les différents matériels et capteurs qui équipent le véhicule pour les campagnes de
mesures.
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4.4.3.1 Véhicule d’essai
Le laboratoire MIPS dispose de différents moyens d’essai pour la modélisation, l’identifica-
tion, la commande et le diagnostic de systèmes embarqués dans un véhicule. Parmi ces moyens
d’essai, le laboratoire dispose de véhicules instrumentés destinés à la validation des méthodes de
génération de trajectoire, de lois de commande et d’algorithmes de fusion de données. Le véhicule
utilisé pour assurer les essais dans cette thèse est le modèle Renault Scénic (voir figure (4.5))
Figure 4.5 – Véhicule d’essai
4.4.3.2 Roue dynamométrique-RoaDyn S625
La roue dynamométrique (RoaDyn) S625, développée par Kistler, est utilisée dans cette thèse
(voir figure (4.6)). La RoaDyn S625 est une roue de mesure des 3 forces Fx, Fy et Fz et des
3 moments Mx, My et Mz exercés sur la roue. Elle se caractérise par sa légèreté qui la rend
adaptée pour des petits véhicules à des vitesses élevées mais aussi par sa rigidité. Grâce à la
conception modulaire de la roue, l’utilisateur est capable de changer facilement les composants
et de s’adapter aux géométries de jantes de chaque véhicule. La jante de la RoaDyn S625 est
en composite alliage d’aluminum /fibre carbone renforcée (CFRP) qui s’approche d’une roue
normale en termes de poids.
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Figure 4.6 – Jante de la roue dynamométrique
Figure 4.7 – Roue dynamométrique installée avec le pneumatique
Afin de procéder aux mesures des efforts générés au niveau de la roue, la RouDyn S625 est
montée au niveau de la roue avant gauche (voir figure (4.7)). Les forces et les moments sont alors
mesurés au centre de la roue.
4.4.3.3 RT-SPLIT
L’unité GPS-inertielle INS/GPS avec Split IMU (Inertial Measurement Unit) est utilisée (voir
figure(4.8)). Elle est proposée par Oxford Technical Solutions et inclut une centrale inertielle et
un récepteur GPS. L’unité permet de mesurer les vitesses et accélérations longitudinales, latérales
et verticales du véhicule ainsi que les vitesses de lacet, de tangage et de roulis.
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Figure 4.8 – Centrale inertielle avec Split IMU
Figure 4.9 – Centrale inertielle installée
Vu que ce n’est pas possible de placer la centrale inertielle sur la RoaDyn, elle est placée
au centre roue avant droite (voir figure (4.9)). Un dispositif mécanique a été construit afin de
maintenir l’antenne GPS sur la centrale.
4.4.3.4 Acquisition des mesures
Afin de procéder à l’acquisition, le véhicule est équipé d’ordinateurs permettant l’acquisition
des mesures via le logiciel (Real Time Multisensor Advanced Prototyping Software). Ce logiciel
est un outil de prototypage et de développement des applications technologiques. Il permet de
d’acquérir, d’enregistrer, de traiter et de transmettre les données en temps réel, à travers une
interface graphique.
4.4.4 Recalage de modèle de Pacejka MF5.2
La procédure de recalage du modèle MF5.2 peut être illustrée par la figure suivante.
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Pilote
Mesures re´elles
Mode`le
Mesures simule´es
Crite`re
Ajustement
Parame`tres cale´s
Non
Oui
Figure 4.10 – Cycle de recalage de modèle de Pacejka MF5.2
La procédure d’ajustement suivie est hors ligne. Une fois les essais réalisés et la simulation
faite, on vérifie si le critère est satisfait ou pas. Si ce n’est pas le cas, on ajuste le modèle en
variant les valeurs de p1 et p2 intervenant dans l’expression de la rigidité latérale.
Dans le paragraphe suivant, nous allons présenter les résultats obtenus.
4.4.4.1 Recalage dans le sens direct
Les résultats obtenus dans ce paragraphe correspondent à une augmentation de vitesse en
virage jusqu’à atteindre 54 Km/h en sens direct.
Sur la figure (4.11), nous présentons l’évolution de la force latérale et de l’angle de dérive qui
correspondent à cette manœuvre.
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Figure 4.11 – Force latérale et angle de dérive
A partir de la figure (4.11), on peut constater que la force latérale et l’angle de dérive sont
inversement proportionnels. La figure (4.12) présente l’allure de la courbe de la force latérale
en fonction de l’angle de dérive mesuré ainsi que celle obtenue par simulation. Afin de pouvoir
observer l’écart entre les deux courbes, on a opté pour une approximation polynomiale d’ordre
1 des deux courbes.
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Figure 4.12 – Force latérale en fonction de l’angle de dérive
Le nuage de points (en bleu sur la figure (4.12)) correspond à la mesure et la courbe continue
(en vert sur la figure (4.12)) à l’interpolation polynomiale de ce nuage de points. La figure (4.12)
montre clairement l’inadéquation du modèle à décrire le comportement latéral du pneumatique.
Après l’ajustement des paramètres du modèle, en variant uniquement p1 et p2, la force latérale
mesurée en fonction de l’angle de dérive et celle simulée sont représentées sur (4.13).
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Figure 4.13 – Force latérale en fonction de l’angle de dérive après ajustement des paramètres
Les paramètres optimaux permettant d’avoir une erreur minimale entre la courbe approchée
des mesures réelles et la courbe simulée sont donnés dans le tableau suivant :
Paramètre Valeur initiale Valeur recalée
p1 −32 −20
p2 2.4 3
Erreur en % 60 2.77
Table 4.1 – Résultats de validation
La simulation nous a permis de vérifier la représentativité du comportement latéral du modèle
MF5.2 vis à vis du comportement réel. D’après la figure (4.13) et le tableau (4.1), nous observons
une bonne corrélation simulation/mesure décrivant le comportement latéral du pneumatique. Les
résultats obtenus présentent une faible erreur, 2.77% entre la courbe approchée des mesures réelles
et la courbe simulée.
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4.4.4.2 Recalage d’un modèle de Pacejka complet
Dans ce paragraphe, on s’intéresse à recaler le modèle de Pacejka décrivant le comportement
lateral complet du pneumatique, c’est-à-dire en exploitant des valeurs positives et négatives de la
force latérale. Vu qu’on ne dispose pas des mesures réelles décrivant cette manœuvre, les mesures
de la force latérale et de l’angle de dérive obtenues en suivant une trajectoire circulaire dans le
sens direct ont été combinées avec celles obtenues en suivant une trajectoire circulaire dans le
sens indirect.
Cette manœuvre a été réalisée en créant la trajectoire suivante sur CarMakerr :
Figure 4.14 – Trajectoire réalisée sur CarMakerr
L’évaluation de la force latérale et de l’angle de dérive dans le sens indirect est donnée sur la
figure 4.15. Ces mesures ont été rassemblées avec les mesures précédemment présentées pour
construire la courbe représentative du comportement latéral complet du pneumatique.
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Figure 4.15 – Force latérale et angle de dérive
La figure (4.16) illustre la force latérale mesurées en fonction de l’angle de dérive ainsi que
celle obtenue par simulation.
Figure 4.16 – Force latérale en fonction de l’angle de dérive
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La procédure de recalage est la même que précédemment. La force latérale mesurée en fonction
de l’angle de dérive ainsi que celle obtenue par simulation après recalage sont données par la figure
(4.17).
Figure 4.17 – Force latérale en fonction de l’angle de dérive après recalage
Le tableau suivant présente les résultats de validation du modèle :
Paramètre Valeur initiale Valeur recalée
p1 −32 −20
p2 2.4 1.8
Erreur en % 52 11
Table 4.2 – Résultats de validation
D’après la figure (4.17) et le tableau (4.2), on constate qu’on obtient une nette amélioration de
représentation du modèle aux mesures réelles. L’erreur relative entre la courbe approximée des
mesures réelles et la courbe simulée est de 11%.
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4.5 Conclusion
Dans ce chapitre, nous avons exploité les résultats d’analyse de sensibilité des paramètres du
modèle de Pacejka, obtenus dans le chapitre 2, pour le recalage du modèle. En effet, à travers
l’analyse de sensibilité, on peut avoir une connaissance a priori des paramètre à varier pour ajuster
le modèle aux mesures expérimentales. La procédure de recalage présentée a permis d’aboutir à
des résultats concluants en matière de représentativité du modèle de Pacejka MF5.2 simulé par
CarMakerr aux mesures expérimentales.
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Conclusion
Les travaux présentés dans ce manuscrit portent sur l’analyse de sensibilité des systèmes
complexes, appliquée au domaine de l’automobile. On s’intéresse à la modélisation de l’interface
pneu/sol. Ces modèles impliquent des paramètres incertains dus au manque de mesures qui sont
coûteuses à réaliser, au manque de données constructeur souvent considérées confidentielles, ...
Ces incertitudes sont propagées à travers le modèle et se retrouvent sur la sortie (force latérale,
force longitudinale, moments, ...). Il est alors essentiel de déterminer les paramètres qui contri-
buent le plus à l’incertitude sur la sortie, grâce à une analyse de sensibilité. Cependant, dans le
domaine automobile, les paramètres sont souvent corrélés, comme par exemple la charge verticale
et la rigidité latérale. De plus, les paramètres suivent des distributions arbitraires.
Une première contribution de cette thèse a été de proposer une méthode d’analyse de sensibilité
dans le cas de paramètres dépendants et suivant une distribution arbitraire. L’approche consiste
à décorréler les paramètres puis à construire une base orthonormale à partir des moments non
centrés des paramètres. Les indices de sensibilité peuvent ainsi être obtenus à partir des coef-
ficients de cette base. L’approche proposée permet de séparer la contribution d’un paramètre
en deux parties, une due à sa corrélation avec les autres paramètres et l’autre due à sa non
corrélation. L’approche est proposée pour des modèles statiques. Cependant, le comportement
du véhicule évolue au cours du temps. Par conséquent, il y a un besoin d’outils d’analyse de sen-
sibilité de modèles dynamiques. La deuxième contribution de cette thèse a été de proposer une
approche originale d’analyse de sensibilité basée sur la variation d’énergie consommée en entrée
et restituée en sortie du système. Cette approche utilise de manière originale des concepts de
l’automatique, les Grammiens d’atteignabilité et d’observabilité, pour déterminer les paramètres
influents. L’avantage de cette approche est qu’elle tient compte du comportement dynamique
du système et est donc globale. De plus, elle ne nécessite pas le calcul d’indices de sensibilité à
chaque instant, comme cela est souvent effectué. Elle permet aussi un placement optimal des pa-
ramètres. Enfin, la troisième contribution de la thèse est d’utiliser l’analyse de sensibilité comme
un outil d’aide au recalage de modèles. Cela a été appliqué à un modèle de pneumatique. Pour
cela, des essais ont été menés. En se basant sur les résultats obtenus dans le chapitre 2, l’analyse
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de sensibilité a permis de faciliter la procédure de recalage en offrant des informations sur les
paramètres à varier.
Perspectives
A l’issue de ce travail, plusieurs perspectives peuvent être envisagées.
– la méthode d’analyse de sensibilité présentée pour les modèles à paramètres dépendants se
base sur les polynômes du chaos. Cependant, le nombre de simulations nécessaires pour une
bonne approximation dépend du nombre de paramètres ainsi que de qualité d’approximation
souhaitée. Cette approche peut alors devenir coûteuse en temps de calcul dans le cas où le
modèle dépend d’un nombre très important de paramètres. Il est intéressant de trouver une
solution pour rendre cette approche efficace dans le cas des modèles à grande dimension.
– la méthode d’analyse de sensibilité dynamique basée sur la dérivée partielle ne fournit
que des indices de sensibilité quantifiant les paramètres seuls. Il semblerait intéressent de
développer la méthode pour avoir des indices quantifiant l’interaction des paramètres.
– on s’est limité dans cette thèse au calage d’un modèle statique représentant le comportement
latéral du pneu. Le calage longitudinal ou couplé peut être envisagé. La prochaine étape
serait de recaler un modèle décrivant la dynamique du véhicule.
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Caractéristiques statistiques des paramètres
Les paramètres du modèle qui sont considérés comme incertains sont représentés par des
variables aléatoires, caractérisées par leurs moments statistiques. Ces paramètres peuvent être
indépendants, linéairement dépendants ou non linéairement dépendants. Ils peuvent suivre une
distribution connue ou bien arbitraire. Le but de cette partie est de définir des notions statistiques
caractérisant les paramètres, qui seront utiles pour la suite.
Nous supposons que nous disposons de N observations (xi, yi) avec i = (1, . . . , N) issues de
la distribution de deux variables (X,Y). Par exemple, xi représente un paramètre du modèle et
yi la force latérale.
Variable aléatoire
Une variable aléatoire est une grandeur mathématique sous forme d’un nombre entier ou un
nombre réel. Elle est définie particulièrement par sa densité de probabilité.
Lois des probabilités
Une variable aléatoire est caractérisée par l’ensemble des valeurs qu’elle peut prendre et par
l’expression mathématique de la probabilité de ses valeurs. Cette expression s’appelle la loi de
probabilité (ou distribution de probabilité) de la variable aléatoire. Le tableau ci-dessous illustre
quelques distributions usuelles des variables aléatoires.
Nom Support Densité FX(x) Espérance Variance
Loi uniforme U [a, b] [a, b] 1b−a
a+b
2
(b−a)2
12
Loi normale R 1
σ
√
2pi
e
(x−m)2
2σ2 m σ2
Loi gamma R+ λαΓ(α)e
−λxxα−1 αλ
α
λ2
Loi exponentielle R+ λe−λx 1λ
1
λ2
Table 3 – Lois de probabilités usuelles
Les moments statistiques caractérisant la variable aléatoire peuvent être calculés à partir de cette
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densité de probabilité. Supposons que f est la densité de probabilité de la variable.
– L’espérance de X notée E(X) est
E(X) =
+∞∫
−∞
xf(x)dx
– La variance de X notée V (X) est
V (X) =
+∞∫
−∞
[x− E(X)]2 f(x)dx
– L’écart-type de X noté σX est défini comme suit :
σX =
√
V (X)
Dépendance entre deux variables
Une variable dépendante est une variable dont la valeur est influencée ou déterminée par les
valeurs d’une ou plusieurs variables. Ainsi, si la variable change, les autres variables liées à elle
changent aussi. Et inversement, deux variables sont dites indépendantes si le changement de l’une
n’affecte pas le changement de l’autre.
Deux variables indépendantes sont caractérisées par les propriétés suivantes :
• Si deux variables aléatoires X et Y sont indépendantes alors :
E(XY) = E(X)E(Y)
• Si deux variables aléatoires X et Y sont indépendantes alors :
V (X + Y) = V(X) + V(Y)
Cependant les relations réciproques ne sont pas vraies.
Le but du paragraphe suivant est de proposer des outils permettant de mesurer la dépendance
des paramètres. Ces outils s’appellent indicateurs de liaison ou coefficients de corrélation. Ils
mesurent le degré de liaison entre deux variables. Ces indicateurs sont normés et varient entre
−1 et 1. La valeur 1 indique une forte dépendance positive, la valeur 0 indique que les variables ne
sont pas corrélées et la valeur −1 indique que les variables sont fortement liées par une fonction
négative.
• Le coefficient de corrélation linéaire de Bravais-Pearson [75]
Ce coefficient mesure la dépendance linéaire entre deux variables.
ρ(X,Y) =
Cov(X,Y)
σXσY
(4)
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où σX et σY sont respectivement les écarts type de X et Y. Cov(X,Y) est la covariance et
donnée par :
Cov(X,Y) = E(XY)− E(X)E(Y) (5)
Remarque : si ρ(X,Y) est nul cela n’indique pas l’absence d’une dépendance des variables
et n’exclut pas une dépendance non linéaire.
Pour surmonter cette limite, il est plus raisonnable de s’intéresser aux rangs des observa-
tions.
• Le coefficient de corrélation de rang de Spearman [76]
Ce coefficient indique la présence d’une relation entre le rang des observations pour deux
variables X et Y. Ce coefficient est non paramétrique car il ne fait aucune supposition sur
la distribution sous-jacente. En plus, il permet de déterminer les relations non linéaires
monotones existantes entre ces deux variables.
ρ(X,Y) = 1−
6
N∑
i=1
|r(xi)− r(yi)|
N3 −N (6)
avec r(xi) est le rang de xi dans la distribution x1, . . . , xN et r(yi) est le rang de yi dans
la distribution y1, . . . , yN. Lorsque la liaison est non monotone, le coefficient de Spearman
n’est pas efficace.
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