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Bounds on the Capacity Region of the
Optical Intensity Multiple Access Channel
Jing Zhou, Member, IEEE, and Wenyi Zhang, Senior Member, IEEE
Abstract—This paper provides new inner and outer bounds on
the capacity region of the optical intensity multiple access channel
(OIMAC) with a per-user average- or peak-power constraint.
For the average-power constrained OIMAC, our bounds at
high power are asymptotically tight, thereby characterizing the
asymptotic capacity region. The bounds are extended to the K-
user OIMAC with an average-power constraint without loss of
asymptotic optimality. For the peak-power constrained OIMAC,
at high power, we bound the asymptotic capacity region to within
0.09 bits, and determine the asymptotic capacity region in the
symmetric case. At moderate power, for both types of constraints,
the capacity regions are bounded to within fairly small gaps.
Index Terms—Channel capacity, intensity modulation, multiple
access channel, optical wireless communications.
I. INTRODUCTION
Intensity modulation and direct detection (IM/DD) based
optical wireless communications (OWC), such as visible light
communications (VLC), has received increasing attention in
recent years [1], [2]. In IM/DD systems, information is
transmitted by varying the intensity of emitted light, i.e., the
optical power transmitted per unit area. A widely accepted
channel model for IM/DD based indoor OWC is the Gaussian
optical intensity channel [3], [4], which captures key properties
including nonnegativity of optical intensity, input-independent
additive Gaussian noise,1 and practical constraints such as
limited average and/or peak optical power. The Gaussian
optical intensity channel has been used in studies on coding
and modulation design [5]–[7] as well as channel capacity
[8]–[12].
In many indoor OWC applications there are multiple users
(or devices) transmitting data simultaneously [1], [2]. To
explore fundamental limits of multiuser indoor OWC, capac-
ities of several multiuser optical intensity channels including
parallel channels [13], multiple access channels (MACs) [14],
broadcast channels [15], [16], etc., have been studied. These
channels are building blocks of more complex systems of
multiuser indoor OWC.
We consider a discrete-time optical intensity multiple ac-
cess channel (OIMAC) with Gaussian noise. In [14], several
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1This is an accurate model when the noise is dominated by high intensity
shot noise from ambient light and/or thermal noise at the receiver [3].
bounds on the capacity region of the OIMAC have been
established where the input of each user is constrained in
both its average and its peak power. Specifically, the inner
bounds were obtained by using truncated Gaussian inputs and
uniformly-spaced discrete inputs for each user, respectively;
the outer bounds were obtained by known results for single-
user optical intensity channels. By optimizing both types of
input distributions numerically with respect to signal-to-noise
ratio (SNR), in [14], the low-SNR capacity region of the
OIMAC can be determined accurately. However, at moderate
to high SNR, the gaps left in [14] are still evident, and the
high-SNR capacity region of the OIMAC is still unknown.
In this paper, we provide new inner and outer bounds on
the capacity region of the OIMAC with a per-user average-
power constraint or a per-user peak-power constraint. For the
average-power constrained OIMAC, we derive asymptotically
tight inner and outer bounds at high SNR, thereby determining
the high-SNR capacity region. At moderate SNR the bounds
are also fairy tight. Moreover, we extend the bounds to the K-
user case without loss of asymptotic optimality, and provide
some discussions related to system design. For the peak-
power constrained case, at high peak-to-noise ratio (PNR),
the asymptotic capacity region of the OIMAC is bounded
to within 0.09 bits, and this gap vanishes in the symmetric
case; at moderate PNR, by combining our outer bound and
the inner bound based on discrete inputs in [14], the capacity
region is bounded to within a small gap. Specifically, a key
step to our achievability results is utilizing capacity results
of two additive noise channels where the noises obey certain
maxentropic distributions, namely, the exponential distribution
for the average-power constrained case and the uniform dis-
tribution for the peak-power constrained case. In Table I, we
provide a summary of the contributions of this paper as well
as a comparison with [14].
The remaining part of this paper is organized as follows.
In Sec. II we introduce the OIMAC with power constraints
and some useful notations. Our results for the average-power
constrained and for the peak-power constrained OIMAC are
provided in Sec. III and Sec. IV, respectively. Finally, some
concluding remarks are given in Sec. V.
Notation: Throughout this paper, C stands for capacity,
H(·) and h(·) stand for entropy and differential entropy,
respectively, I(·; ·) stands for mutual information, and I(SNR)
and I(PNR) stand for the mutual information between X
and X + Z , Z ∼ N (0, σ2), with respect to SNR and PNR,
respectively. We use a and a to denote upper and lower bounds
on a quantity a, respectively. For i ∈ {1, 2}, we use i˜ to
denote the other element in {1, 2}. The convex closure (or
2TABLE I
A COMPARISON BETWEEN OUR WORK AND [14]
Our Work [14]
Per-user Power
Constraint
Average power:
E[Xi] ≤ Ei
Peak power:
Xi ≤ Ai
Average and peak power:
E[Xi] ≤ Ei = αAi,
Xi ≤ Ai
B
o
u
n
d
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g
T
ec
h
n
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e
Inner Bound
(Input Distributions)
Exponential
+ mixed
Uniform +
non-uniformly-
spaced discrete
Both truncated Gaussian
or both uniformly-
spaced discrete
Outer Bound
(Single-User Channel
Results Utilized)
Sphere-packing
bound [8]
Duality-based
bound [17], [18]
Duality-based bound
[9] and sphere-packing
bound [11]
P
er
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a
n
ce
o
f
B
o
u
n
d
s
T
w
o
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r
C
h
a
n
n
el
High SNR
Asymptotics
Tight
Within 0.09 bits;∗
Tight for symme-
tric constraint
Within 1.53 bits;∗
Within 1.01 bits per user∗∗
Low SNR
Asymptotics
Not considered Tight
K-User Channel
Asymptotics
High SNR:
Tight
Not considered
High SNR: Constant-gap
result for each K;∗
Within 1.01 bits per user.∗∗
Low SNR: Tight
∗For fair comparison, the gap here is with respect to sum rate. For aK-user (K ≥ 2) OIMAC, the asymptotic
gap between outer and inner bounds in [14] is upper bounded by 1
2
log 9(1+ǫ1)
2
eK
2π
+ Kǫ2 nats (where
ǫ1 = 0.0015, ǫ2 = 0.016), which is approximately 1.529 bits when K = 2. The gap increases with K .
∗∗The gap per-user is upper bounded by 1
2
log
9(1+ǫ1)
2
e
2π
+ ǫ2 nats, which is approximately 1.006 bits.
convex hull) of a set of points P is denoted by Conv(P). The
asymptotic expression
lim
t→∞
[A(t)−B(t)] = 0 (1)
is denoted as A(t)
.
= B(t).
II. OPTICAL INTENSITY MULTIPLE ACCESS CHANNEL
A discrete-time single-user optical intensity channel with
Gaussian noise is given by [9], [10]
Y = X + Z, (2)
where X ≥ 0 and Z ∼ N (0, σ2). A discrete-time two-user
OIMAC has two transmitters and one receiver, and the received
signal is the linear superposition of the inputs and the noise
[3], [11]:
Y = X1 +X2 + Z, (3)
where Xi ≥ 0, i = 1, 2, and Z ∼ N (0, σ2). This paper
considers two types of input power constraints, namely, the
per-user average-power constraint as
E[X1] ≤ E1, E[X2] ≤ E2, (4)
and the per-user peak-power constraint as
0 ≤ X1 ≤ A1, 0 ≤ X2 ≤ A2. (5)
We define the optical SNR and PNR as SNR , E
σ
and
PNR , A
σ
, respectively, and denote the SNR and PNR of
user i as SNRi and PNRi, respectively. Throughout the paper,
in high-power analysis, we let all SNRi or PNRi increase
simultaneously, i.e., we keep the ratio SNRi
SNR
i˜
or PNRi
PNR
i˜
fixed as
input power increases. These notations and assumptions can
be extended directly to a K-user OIMAC
Y =
K∑
i=1
Xi + Z. (6)
In a K-user channel, we assume that the users 1, ...,K
send their messages using some codebooks at coding rates
R1, ..., RK , respectively, simultaneously. If all users can de-
code their messages with vanishing error probabilities as their
channel coding lengths grow without bound, we say that the
rate tuple (R1, ..., RK) is achievable (for a formal definition
see [19]). For the K-user channel, we have the following
definitions: i) The capacity region C is the closure of the set
of achievable rate tuples (R1, ..., RK); ii) The sum capacity
is defined as
Csum = max
{
K∑
k=1
Rk : (R1, ..., RK) ∈ C
}
; (7)
iii) The single-user capacity (or individual capacity) Ck for
user k is the supremum of the achievable individual rate for
user k.
The following single-letter characterization of the capacity
region of the OIMAC readily follows from the capacity region
3of discrete memoryless MAC and the discretization procedure
[19, Sec. 3.4] (cf. [14]).
Lemma 1 (Capacity region of OIMAC): The capac-
ity region of the OIMAC (3) is the convex closure of⋃
pX1 (x1)pX2 (x2)
R(X1, X2), where R(X1, X2) is the set of
rate pairs (R1, R2) satisfying
R1 ≤ I(X1;Y |X2), (8a)
R2 ≤ I(X2;Y |X1), (8b)
R1 +R2 ≤ I(X1, X2;Y ), (8c)
for a fixed product distribution pX1(x1)pX2(x2) satisfying the
given input constraint.
However, evaluating this capacity region is difficult since
the inputs have a continuous amplitude. Even for the single-
user optical intensity channel, no analytic expression for the
capacity is known. To characterize the capacity region, we will
provide outer and inner bounds.
For an additive MAC as (3), two simple but useful facts are
given as follows. The first is
I(Xi;Y |Xi˜) = I(Xi;Xi + Z), (9)
due to
I(Xi;Y |Xi˜) = h(Y |Xi˜)− h(Y |X1, X2)
= h(Xi + Z)− h(Z)
= I(Xi;Xi + Z). (10)
The second is
I(X1, X2;Y ) = I(X1 +X2;Y ), (11)
due to
I(X1, X2;Y ) = h(Y )− h(Y |X1, X2)
= h(Y )− h(Z)
= h(Y )− h(Y |X1 +X2)
= I(X1 +X2;Y ). (12)
These facts help us utilize single-user capacity results in our
study on the capacity region of the OIMAC.
III. AVERAGE-POWER CONSTRAINED OIMAC
A. Known Single-User Capacity Results
For an OIMAC with the per-user average-power constraint
(4), we utilize results of the single-user optical intensity
channel and the additive exponential noise channel [20]–[22]
to derive capacity bounds. In this section, we introduce these
results.
Lemma 2 [8]–[10]: The capacity of the Gaussian optical
intensity channel (2) with an average-power constraint as
E[X ] ≤ E is upper-bounded by2
CAP-OIC ≤ 1
2
log
( e
2π
(SNR+ 2)2
)
, (13)
where SNR , E
σ
. The capacity is lower-bounded by
CAP-OIC ≥ IE(SNR) , I(XE;XE + Z) (14a)
≥ 1
2
log
(
1 +
e
2π
SNR
2
)
, (14b)
where XE is an exponential random variable with mean E .
The capacity is also lower-bounded by
CAP-OIC ≥ IG(SNR) , max
ℓ>0
I(XG;XG + Z), (15)
where XG is a geometric random variable with mean E and
a probability density function (PDF) parameterized by ℓ as
pX(x, ℓ) =
∞∑
m=0
ℓ
ℓ+ E
( E
ℓ+ E
)m
δ(x −mℓ), ℓ > 0, (16)
where δ(x) is the Dirac delta function. At high SNR,
CAP-OIC
.
=
1
2
log
( e
2π
SNR
2
)
. (17)
Lemma 3 [20], [21]: The capacity of an additive exponential
noise (AEN) channel
Y = X + Z, X ≥ 0, E[X ] ≤ Es, (18)
where Z is an exponential random variable with mean En, is
given by
CAEN = log
(
1 +
Es
En
)
. (19)
The PDF of the capacity-achieving input distribution is
pX(x) =
En
Es + En δ(x)+
Es
(Es + En)2
exp
(
− xEs + En
)
, x ≥ 0,
(20)
and the corresponding output distribution is an exponential
distribution with mean Es + En.
According to Lemma 3, there exists a probability distribu-
tion such that the convolution of its PDF and an exponential
PDF
pZ(z) =
1
En exp
(
− zEn
)
(21)
is an exponential PDF with mean Es + En. That distribution
can be simply obtained as follows [20]. Since the Laplace
transform of (21) is
E [exp(−sZ)] = 1
1 + Es , (22)
2The result (13) was implicitly given in [8, Sec. III-D], which established
an upper bound (Eqn. (21) therein) on effective spectral efficiency of N -
dimensional time-disjoint signaling in a continuous-time optical intensity
channel with Gaussian noise. For a special case, namely one-dimensional
rectangular pulse-amplitude modulated (PAM) signaling under an average-
power constraint, the discrete-time equivalent channel is exactly the optical
intensity channel (2) with an average-power constraint. By correspondingly
substituting V (Υ1) = 1 (see [8, Table I]) and N = 1 into Eqn. (20) of [8]
we obtain CAP-OIC ≤ log
((√
T P
σ
+ 2
)√
e
2π
)
. Since the optical power
therein is constrained by
√
TP (see [8, Eqn. (9)]), by replacing
√
TP with
E we immediately obtain the result (13) in Lemma 2. See [8] for more details.
4to achieve an exponentially distributed output Y in the AEN
channel Y = X +Z , the Laplace transform of the PDF of X
must be
1 + Ens
1 + (Es + En)s =
En
Es + En +
Es
Es + En
1
1 + (Es + En)s , (23)
and the PDF (20) can obtained accordingly.
B. Bounds on Capacity Region of Average-Power Constrained
OIMAC
Our main results for the average-power constrained OIMAC
are given in the following two propositions.
Proposition 1 (Outer bound): The capacity region of the
OIMAC (3) with per-user average-power constraints (4) is
outer-bounded by
Ci =
1
2
log
( e
2π
(SNRi + 2)
2
)
, i = 1, 2, (24a)
Csum =
1
2
log
( e
2π
(SNR1 + SNR2 + 2)
2
)
. (24b)
Proof: From (8a), the rate of user i must satisfy Ri ≤
max
pX1 (x1)pX2 (x2)
I(Xi;Y |Xi˜). Combining this with the fact (9)
and the single-user capacity upper bound (13), we obtain
(24a). From (8c), the sum rate must satisfy R1 + R2 ≤
max
pX1 (x1)pX2 (x2)
I(X1, X2;Y ). Combining this with (11), by
noting that X1+X2 must satisfy an average-power constraint
E[X1 + X2] ≤ E1 + E2, and applying the single-user upper
bound (13), we obtain (24b).
Proposition 2 (Inner bound): The capacity region of the
OIMAC (3) with per-user average-power constraints (4) is
inner-bounded by a polytope RGE with the following five rate
pairs as corner points:
(R1, R2) =
{
(0, 0), (IG(SNR1), 0),
(IE(SNR1), I
E(SNR1 + SNR2)− IE(SNR1)),
(IE(SNR1 + SNR2)− IE(SNR2), IE(SNR2)),
(0, IG(SNR2))
}
. (25)
A closed-form inner bound consists of all rate pairs (R1, R2)
such that
Ri ≤ Ci =
1
2
log
(
1 +
e
2π
SNR
2
i
)
, i = 1, 2, (26a)
R1 +R2 ≤ Csum =
1
2
log
(
1 +
e
2π
(SNR1 + SNR2)
2
)
. (26b)
Proof: The achievability of the second and last rate
pairs in (25) follows directly from Lemma 2. To prove the
achievability of the third and fourth rate pairs, we employ
an input distribution pX1(x1)pX2(x2). Let pXi(xi) be an
exponential distribution with mean Ei, and let pX
i˜
(xi˜) be as
(20) in which we set Es = Ei˜ and En = Ei. According to
Lemma 3, the sum random variable X1+X2 is exponentially
distributed with mean E1 + E2. By combining (8a), (8b) with
(9) we obtain that a rate Ri = I
E(SNRi) is achievable for
user i, and by combining (8c) with (11) we obtain that a sum
rate R1 + R2 = I
E(SNR1 + SNR2) is achievable. So user i˜
can achieve Ri˜ = I
E(SNR1 + SNR2) − IE(SNRi). Therefore
the third and fourth rate pairs in (25) are both achievable. All
0 R˙1 C˙1
R˙2
C˙2
Fig. 1. An illustration of the asymptotic capacity region of average-power
constrained OIMAC.
other rate pairs in the inner bound can be achieved by time
sharing [19].
By replacing IG(SNR1) in (15) with I
E(SNR1), we obtain
another achievable rate region RE which is also a polytope
with five corner points. According to (14), the region deter-
mined by (26) is a subset of RE, and is thus achievable.
In [10], it is shown numerically that (15) is tighter than
(14a) for a wide range of SNR of interest (−15 dB to 15 dB
in Fig. 2 therein). However, we have yet to find a proof for
IG(SNR) ≥ IE(SNR), ∀SNR. Therefore, although we believe
that, compared to RGE, the inner bound (26) is always weaker,
in the above proof we have to prove it through RE rather than
RGE.
Combining Proposition 1 and the inner bound (26) in
Proposition 2, we immediately obtain the following corollary.
Corollary 1: Let R˙ be the achievable rate region given by
Ri ≤ C˙i = 1
2
log
( e
2π
SNR
2
i
)
, i = 1, 2, (27a)
R1 +R2 ≤ C˙sum = 1
2
log
( e
2π
(SNR1 + SNR2)
2
)
. (27b)
Then R˙ approximates the capacity region of the average-
power constrained OIMAC (3) to within a vanishing gap as
SNR grows without bound.
The rate region R˙ is a pentagon as shown in Fig. 1. It is
determined by C˙i and C˙sum, which are high-SNR asymptotic
expressions of the single-user capacity and the sum capacity,
respectively. We call R˙ the asymptotic capacity region of the
average-power constrained OIMAC.
Remark 1 (Rate of the second user): Combining (27a) and
(27b), we note that when user i asymptotically achieves C˙i,
the rate of the second user satisfies
Ri˜
.
= R˙i˜ = log
(
1 +
SNRi˜
SNRi
)
. (28)
This can be interpreted as follows. From Proposition 2, when
user i employs an exponential input distribution and achieves
the rate Ri = I
E(SNRi), which is lower-bounded by the RHS
of (26a), the other user i˜, employing an input distribution like
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Fig. 2. Outer and inner bounds on the capacity region of two-user average-power constrained OIMAC.
(20), can achieve Ri˜ = I
E(SNR1+SNR2)− IE(SNRi), which
is lower-bounded by3
Ri˜ =
1
2
log
1 + e2π (SNR1 + SNR2)
2
e
2π (SNRi + 2)
2 . (29)
This lower bound can be obtained by 1) combining (13), (14a),
and (14b) to obtain upper and lower bounds of IE(SNR), and
2) applying both bounds as
Ri˜ ≥ IE(SNR1 + SNR2)− I
E
(SNRi). (30)
Similarly, an upper bound on Ri˜ can be obtained as
Ri˜ = I
E
(SNR1 + SNR2)− IE(SNRi)
=
1
2
log
e
2π (SNR1 + SNR2 + 2)
2
1 + e2πSNRi
2 . (31)
Comparing (29) and (31) we obtain (28). Therefore, the corner
points of R˙ are given by
(C˙i, R˙i˜) =
(
1
2
log
( e
2π
SNR
2
i
)
, log
(
1 +
SNRi˜
SNRi
))
, i = 1, 2.
(32)
Fig. 2 shows our capacity bounds for the average-power
constrained OIMAC by two examples. At high SNR, the
closed-form inner bound in Proposition 2 is very tight. At
moderate SNR, the closed-form inner bound (26) becomes
looser, but the inner bound RGE, which can be evaluated
numerically, is still fairly tight.
3By (26) we can show that when user i achieves C
i
in (26a), user i˜
can achieve Csum − Ci, which exceeds Ri˜ in (29). However, the rate pair
(Ri, Ri˜) = (I
E(SNRi), Csum − Ci) is not necessarily achievable because
Csum − Ci may exceed IE(SNR1 + SNR2)− IE(SNRi).
C. Extension to K-User OIMAC
Consider a K-user OIMAC as (6). Let K = {1, 2, ...,K},
J ⊆ K, |J | = J ≥ 0 (i.e., J = ∅ is allowed), XJ =
{Xk : k ∈ J }, and RJ =
∑
k∈J Rk. Let J c denote the
complement of J . By directly extending Lemma 1, we obtain
that the capacity region of the K-user OIMAC is the convex
closure of the rate tuples (R1, R2, ..., RK) satisfying
RJ ≤ I(XJ ;Y |XJ c), for all J ⊆ K, (33)
for some product distribution
∏
k∈K pXk(xk) satisfying the
given input power constraints.
Denote the maximum achievable RJ for all feasible input
distributions as CJ . The following results on the capacity
region of the K-user OIMAC can be obtained following the
same approach in our study on the two-user case. For brevity
we only give outlines of proofs.
Proposition 3 (Outer bound): The capacity region of the
K-user OIMAC (6) with per-user average-power constraints
E[Xk] ≤ Ek, k ∈ K, is outer-bounded by
CJ =
1
2
log

 e
2π
(∑
k∈J
SNRk + 2
)2 , ∀J ⊆ K. (34)
Outline of Proof : The proof is similar to that of Propo-
sition 1. The bound can be derived from (33) by i) noting
that
E
[∑
k∈J
Xk
]
≤
∑
k∈J
Ek (35)
must be satisfied ∀J ⊆ K, and ii) applying the upper bound
(13) to the mutual information I(XJ ;Y |XJ c). 
6Rk =


IG (SNRk) , J = {k},
IE
( ∑
τ(ℓ)≤τ(k)
SNRℓ
)
− IE
( ∑
τ(ℓ′)<τ(k)
SNRℓ′
)
, k ∈ J , |J | 6= 1,
0, k ∈ J c.
(36)
Proposition 4 (Inner bound): Let τ be a permutation on
K and τ(k) be the order of k in τ . For a given J ⊆ K, let
VJ be the set of rate tuples (R1, ..., RK) satisfying (36).4
The capacity region of the K-user OIMAC (6) with per-user
average-power constraints E[Xk] ≤ Ek, k ∈ K, is inner-
bounded by
RK = Conv

 ⋃
J⊆K
VJ

 . (37)
A closed-form inner bound slightly weaker than (37) consists
of all rate tuples (R1, ..., RK) such that
RJ ≤ CJ =
1
2
log

1 + e
2π
(∑
k∈J
SNRk
)2 , ∀J ⊆ K.
(38)
Proof: An outline of the proof is given in the appendix.
The following asymptotic behavior of the capacity region
can be obtained by noting that the gap between the upper and
lower bounds on CJ vanishes in the high-SNR limit.
Corollary 2: As SNR grows without bound, the capacity
region of the K-user OIMAC (6) with per-user average-
power constraints E[Xk] ≤ Ek, k ∈ K, can be approximated
to within a vanishing gap by the achievable rate region
determined by
RJ ≤ C˙J = 1
2
log

 e
2π
(∑
k∈J
SNRk
)2 , ∀J ⊆ K. (39)
Note that each of (38) and (39) includes 2K − 1 equations.
The rate regions determined by (37), (38) and the high-SNR
rate region determined by (39) are all convex polytopes in the
K-dimensional space.
Remark 2: According to Proposition 4, a sum rate
max
(R1,...,RK)∈RK
∑
k∈K
Rk = I
E
(∑
k∈K
SNRk
)
(40)
is achievable. We can also provide an inner bound on the
capacity region by
RJ ≤ IE
(∑
k∈J
SNRk
)
, ∀J ⊆ K, (41)
which is tighter than (38). At first glance, the inner bound (41)
is equivalent to the inner bound (37) except when |J | = 1.
However, this is true only at high SNR. When the SNR is
sufficiently low, the rate IE(SNR1 + SNR2)− IE(SNR2) may
4When ℓ′ does not exist (i.e., when τ(k) = 1), we let SNRℓ′ = 0.
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Fig. 3. Gaps between outer and inner bounds on the sum capacity of OIMAC
with symmetric average-power constraint.
exceed IE(SNR1). In this case the inner bound (41) is strictly
weaker than (37), even if we replace IG (SNRk) in (36) by
IE (SNRk).
5
To evaluate the gap between our outer and inner bounds,
consider an OIMAC with a symmetric average-power con-
straint, i.e., Ek = E , ∀k ∈ K. In this case the gap on the sum
capacity is
∆sum(SNR) , Csum − max
(R1,...,RK)∈RK
∑
k∈K
Rk
=
1
2
log
( e
2π
(K · SNR+ 2)2
)
− IE (K · SNR) .
(42)
This gap is equal to the gap between (13) and (14a) when
their SNR is scaled by K (cf. [10, Fig. 2]). For fixed SNR, as
K increases, our bounds on the sum capacity becomes tighter;
see Fig. 3.
D. Discussion on K-User OIMAC
In contrast to the average-power constrained Gaussian
MAC, to achieve the capacity region of the average-power
constrained OIMAC, different users need to employ different
types of input distribution. Consider the asymptotic capacity
region determined by (39). At high SNR, the boundary of this
5In a Gaussian channel V =
√
PU+W , the mutual information I(U ; V )
is concave in P (see, e.g., [23, Corollary 1]). However, in a Gaussian optical
intensity channel Y = AX+Z , X ≥ 0, the mutual information I(X; Y ) is
not concave in A so that IE(SNR1 + SNR2) > IE(SNR1) + IE(SNR2) is
possible.
7region includes a face on which the sum rate is maximized
(max-sum-rate face). A corner point of this face is given by
R1 =
1
2
log
( e
2π
SNR
2
1
)
, (43a)
Rk = log
(
1 +
SNRk∑
j<k SNRj
)
, k > 1, k ∈ K, (43b)
which is asymptotically achieved by employing the input
distribution described in the proof of Proposition 4. That input
distribution and the achieved rate for different users, however,
is highly asymmetric. Take, for example, the OIMAC with
a symmetric average-power constraint. In this case, as SNR
increases, the rate R1 in (43a) grows without bound, and the
corresponding input distribution is an exponential distribution
with mean E . But according to (43b),
Rk = log
(
1 +
1
k − 1
)
, k > 1, (44)
and the corresponding input distribution of the kth user has a
singleton at zero satisfying Pr(Xk = 0) =
k−1
k
. If our target is
maximizing the sum rate with equal rates for all users (in this
case the maximum achievable rate per user is called symmetric
capacity [19]), then time sharing or rate splitting must be
used, while in an average-power constrained Gaussian MAC a
single Gaussian input distribution suffices [19]. The symmetric
capacity of the OIMAC with a symmetric average-power
constraint can also be achieved using time-division multiple
access (TDMA) with power (intensity) control [19], which has
lower detection complexity than transmitting simultaneously.
However, the optimality of TDMA in terms of sum capacity
does not hold if there exists a per-user peak-power constraint
(some examples on this fact can be found in [14]).
According to our results, to achieve the sum capacity of the
OIMAC with average-power constraint at high SNR, the input
distribution for each user must be carefully chosen based on
the input power constraints of all users. A natural question
is that if the users still follow a single-user transmission
strategy (i.e., employing some near-optimal input distributions
for the single-user OIMAC), then how large is the loss on
the sum rate? We give an example to shed some insight on
this. Consider the sum rates achieved by two types of input
distributions as follows.
• Type I: users follow the asymptotically optimal input
distributions given in the proof of Proposition 4.
• Type II: the input of each user obeys an exponential
distribution with maximum allowed average intensity
(asymptotically optimal at high SNR in the single-user
case).
For simplicity we once again focus on the symmetric average-
power constraint Ek = E , ∀k ∈ K. For Type I, the sum of the
inputs (we denote it by SI) is exponentially distributed with
mean KE , while for Type II, the sum of the inputs SII =∑K
k=1Xk obeys an Erlang distribution with PDF [24]
pS(s) =
sK−1e−
s
E
EK(K − 1)! , s ≥ 0. (45)
Using the fact
I(S; SNR · S + Z) = h(SNR · S + Z)− h(SNR · S + Z|S)
= h(SNR · S + Z)− h(Z)
.
= h(SNR · S), (46)
the high-SNR gap between the sum capacity (asymptotically
achieved by Type I) and the sum rate achieved by Type II can
be evaluated by the gap between the differential entropies of
SI and SII. The differential entropy of SI is logKeE , and the
differential entropy of SII is [25]
h(SII) = log
(
eK(K − 1)!E)+ (1−K)ψ(K), (47)
where ψ(·) is the digamma function
ψ(K) =
K∑
k=1
k−1 − γ, (48)
and γ is Euler’s constant:
γ , lim
n→∞
[
n∑
k=1
k−1 − lnn
]
≈ 0.5772. (49)
Then we obtain
∆(SNR)
, [Csum(SNR)− I(SII;SII + Z)] (50a)
.
= (K − 1)ψ(K)− log (eK−1(K − 1)!K−1) . (50b)
In Fig. 4, the values of (50b), denoted as ∆˙(K), are plotted.
It is shown that the gap increases linearly as K increases
exponentially (in fact ∆˙(K) = O(logK)). Therefore, at high
SNR, the per-user performance loss of Type II input is larger
for small K , and using a Type-I-like input is more important
when there exists a relatively small number of users. In Fig. 5,
by numerically evaluating the input-output mutual information,
the sum rates achieved by Type I and Type II inputs are plotted
for different numbers of users and finite SNR values. It is
shown that the performance loss of Type II input is more
severe when the SNR is lower.
IV. PEAK POWER CONSTRAINED OIMAC
A. Known Single-User Capacity Results
For an OIMAC with the per-user peak-power constraint (5),
we utilize results of single-user optical intensity channels and
certain kinds of peak-power constrained channels to derive
capacity bounds. In this section, we introduce these results.
The following lemma originally describes upper bounds
on the capacity of peak-power constrained additive white
Gaussian noise (AWGN) channels and was given in [17], [18].
Here we have translated the result to optical intensity channels
by noting that an optical intensity channel with peak-power
constraint A is equivalent to an AWGN channel with peak-
power constraint |X | ≤ √P when A = 2√P (i.e., an optical
intensity channel with an optical PNR of α dB has the same
capacity as a Gaussian channel with an electrical PNR (defined
as P/σ2) of approximately α2 + 3 dB).
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Lemma 4: The capacity of the Gaussian optical intensity
channel (2) with a peak-power constraint 0 ≤ X ≤ A is
upper-bounded by the McKellips bound [17] as
CPP-OIC ≤ CM(PNR)
, min
{
log
(
1 +
PNR√
2πe
)
,
1
2
log
(
1 +
PNR
2
4
)}
. (51)
When PNR satisfies 12 −Q(PNR) ≥ PNRPNR+√2πe , the capacity
is also upper-bounded by [18]
CPP-OIC ≤ CTKB(PNR)
= H2
(
1
2
−Q (PNR)
)
+
(
1
2
−Q (PNR)
)
log
PNR√
2πe
,
(52)
where H2(p) = p log
1
p
+(1−p) log 11−p is the binary entropy
function, and Q(x) = 1√
2π
∫∞
x
e−
u
2
2 du is the Q funtion. The
capacity is lower-bounded by [9]
CPP-OIC ≥ IU(PNR) , I(XU;XU + Z)
≥ 1
2
log
(
1 +
PNR
2
2πe
)
, (53)
where XU is a uniformly distributed random variable with
support [0,A]. At high PNR,
CPP-OIC
.
= log
PNR√
2πe
. (54)
Remark 3: For the peak-power constrained optical intensity
channel, several capacity upper bounds have been established
in [9], [11], but the upper bounds (51), (52) in Lemma 4
were not included therein. In Fig. 6, we show an upper bound
obtained by combining the upper bounds included in [9], [11]
(i.e., for each PNR, the shown bound equals to the tightest
upper bound therein; see, e.g., [11, Fig. 1-(a)]), and another
one obtained by combining the upper bounds in Lemma 4.
We also show the channel capacity which can be accurately
evaluated with respect to PNR using numerical techniques
pioneered in [26]. It is shown that the bound from Lemma
4 due to [17], [18] is extremely tight, while the one from
[9], [11] performs slightly better only when the PNR is below
about 3 dB. Recently, the upper bounds (51) and (52) have
been utilized in the studies on the capacity of optical intensity
channels with multiple transmit apertures [27]–[29].
Lemma 5 [30, Problem 7.5, pp. 556]:6 Consider an additive
noise channel Y = X + Z with input constraint |X | ≤ a,
and Z uniformly distributed over [−1, 1]. The capacity of this
channel is
C(a) = log(n+ 1)− (n− a) log n+ 1
n
, (55)
where n = ⌈a⌉, and the capacity-achieving input distribution
is
pX(x) =
n−1∑
m=0
n−m
n(n+ 1)
(δ(a− 2m) + δ(−a+ 2m)) . (56)
When a is an integer, we have C(a) = log(a+1) and pX(x) =
1
a+1
a∑
m=0
δ(a− 2m), which is a discrete uniform distribution.
We show the capacity-achieving input and output distribu-
tions in Lemma 5 for a = 4.7 in Fig. 7 and Fig. 8, respectively.
B. Bounds on Capacity Region of Peak-Power Constrained
OIMAC
Our main results for the peak-power constrained OIMAC
are given in the following two propositions.
Proposition 5 (Outer bound): The capacity region of the
OIMAC (3) with per-user peak-power constraints (5) is outer-
bounded by
Ci = C(PNRi), i = 1, 2, (57a)
Csum = C(PNR1 + PNR2). (57b)
6This result has also been noted in German literature in 1960’s; see [31]
and references therein.
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where
C(PNR)
,
{
min
{
CM(PNR), CTKB(PNR)
}
, PNR ≤ PNR∗,
CM(PNR), PNR > PNR
∗,
(58)
where CM and CTKB are given in (51) and (52), respectively,
and PNR∗ is the unique solution of
1
2
−Q(PNR) = PNR
PNR+
√
2πe
, (59)
i.e., PNR
∗ ≈ 4.1324.
Proof: This outer bound can be obtained following the
same approach as in the proof of Proposition 1. Specifically,
the bound Ci is obtained by applying the single-user capacity
upper bound in Lemma 4 directly; The bound Csum is obtained
by Rsum ≤ max
pX1 (x1)pX2 (x2)
I(X1 + X2;Y ), noting that X1 +
X2 ≤ A1 + A2, and applying the single-user capacity upper
bound in Lemma 4.
We note that the outer bound in Proposition 5 can be further
refined by replacing C(PNR) in the right-hand sides of (57a)
and (57b) with CPP-OIC(PNR), the capacity of the peak-power
constrained optical intensity channel, shown in Fig. 6 (see also
Remark 3). The gain of this refinement is limited, however,
because the upper bound in Lemma 4 is already very tight
as shown in Fig. 6. Nevertheless, the numerical result of
CPP-OIC(PNR) is indeed helpful for tightening the following
inner bound.
Proposition 6 (Inner bound): The capacity of the OIMAC
(3) with per-user peak-power constraints (5) is inner-bounded
by a polytopeRU+ with the following five rate pairs as corner
10
points:
(R1, R2) =
{
(0, 0), (CPP-OIC(PNR1), 0),
(IU(PNR1), I
U+(a2)− IU(PNR1)),
(IU
+
(a1)− IU(PNR2), IU(PNR2)),
(0, CPP-OIC(PNR2))
}
, (60)
where CPP-OIC is the capacity of a single-user optical intensity
channel with peak-power constraint; for i = 1, 2, ai =
Ai
A
i˜
,
IU
+
(ai) = I(X
U +XD;XU +XD + Z), (61)
where Z ∼ N (0, σ2), XU is a uniformly distributed random
variable with support [0,Ai˜], and XD has a PDF as
pX(x) =
ni−1∑
m=0
ni −m
ni(ni + 1)
(δ(Ai −mAi˜) + δ(mAi˜)) , (62)
where ni = ⌈ai⌉. A closed-form inner bound weaker than
RU+ consists of all rate pairs (R1, R2) such that
Ri ≤ Ci =
1
2
log
(
1 +
PNR
2
i
2πe
)
, i = 1, 2, (63a)
(C1 + C2 − C12)R1 + (C1 + C2 − C21)R2
≤ C1C21 + C2C12 − C12C21, (63b)
where for i = 1, 2,
C i˜i =
1
2
log
(
1 +
(
ni
ni + 1
)2(ni−ai) (ni + 1)2
2πe
PNR
2
i˜
)
.
(64)
Proof: The achievability of the second and last rate
pairs in (60) follows directly from Lemma 4. To prove the
achievability of the third and fourth rate pairs, we employ an
input distribution pX1(x1)pX2(x2), where pXi˜(xi˜) is the PDF
of a uniform input distribution over [0,Ai˜], and pXi(xi) is
as (62). By combining (8a), (8b) with (9), we obtain that a
rate Ri˜ = I
U(PNRi˜) for user i˜ is achievable; simultaneously,
by combining (8c) with (11), we obtain that a sum rate
R1+R2 = I(X
U
i˜
+XDi ;X
U
i˜
+XDi +Z) is achievable, which is
exactly IU
+
(ai). So user i can achieve I
U+(ai)− IU(PNRi˜),
and therefore the third and fourth rate pairs in (60) are both
achievable. All other rate pairs in RU+ , the convex closure of
(60), can be achieved using time sharing [19].
To establish the closed-form lower bound (63), we first
prove that the rate pair (R1, R2) = (C1, C12 − C1) is achiev-
able. We employ the input distributions XU and XD (where
we set i = 1 and i˜ = 2) for user 1 and 2, respectively. Then
the achieved sum rate and single-user rate are exactly IU
+
(a2)
and IU(PNR1). The achievability of R1 = C1 can be obtained
directly by the single-user capacity lower bound (53). Thus,
to show the achievability of R2 = C12 −C1, we only need a
proof of
IU
+
(a2) ≥ C12. (65)
First, the LHS of (65) can be lower-bounded as
IU
+
(a2)
= I(XU1 +X
D
2 ;X
U
1 +X
D
2 + Z)
= h(XU1 +X
D
2 + Z)− h(XU1 +XD2 + Z|XU1 +XD2 )
≥ 1
2
log
(
exp
(
2h
(
XU1 +X
D
2
))
+ exp (2h(Z))
)− h(Z),
(66)
where the inequality follows from the entropy power inequality
(EPI) [32]. To evaluate h(XU1 +X
D
2 ), we note that
I(XD2 ;X
U
1 +X
D
2 ) = C(a2), (67)
where the LHS equals to
I(XD2 ;X
U
1 +X
D
2 ) = h(X
U
1 +X
D
2 )− h(XU1 +XD2 |XD2 )
= h(XU1 +X
D
2 )− h(XU1 )
= h(XU1 +X
D
2 )− logA1. (68)
Combining (67), (68), and (55) yields
h(XU1 +X
D
2 )
= C(a2) + logA1
= log (n2 + 1)− (n2 − a2) log n2 + 1
n2
+ logA1. (69)
Substituting (69) into (66) yields
IU
+
(a2) ≥ 1
2
log
(
1 +
(
n2
n2 + 1
)2(n2−a2) (n2 + 1)2
2πe
PNR
2
1
)
= C12, (70)
and (65) is obtained. So (R1, R2) = (C1, C12 − C1) is
achievable. By symmetry (C21 − C2, C2) is also achievable.
Using time sharing we can further achieve the rate pair
(R1(η), R2(η))
=
(
ηC1 + (1 − η)(C21 − C2), η(C12 − C1) + (1− η)C2
)
,
(71)
where 0 ≤ η ≤ 1. Note that (R1(η), R2(η)) satisfies the
linear inequality (63b) with equality, and it also satisfies (63a).
Therefore, the set of rate pairs satisfying both R1 ≤ R1(η)
and R2 ≤ R2(η) for all 0 ≤ η ≤ 1, which is an achievable
rate region, is equivalent to the set of rate pairs satisfying both
(63a) and (63b). This establishes the closed-form inner bound
(63) in Proposition 6.
C. Asymptotic Analysis and Numerical Results
In this section the tightness of the closed-form inner bound
described by (63) at high PNR is evaluated. When PNR >
PNR
∗, the outer bound in Proposition 5 can be simplified as
Ci = log
(
1 +
PNRi√
2πe
)
, i = 1, 2, (72a)
Csum = log
(
1 +
PNR1 + PNR2√
2πe
)
. (72b)
Thus the asymptotic tightness of (63a), and also the asymptotic
result
Ci
.
= log
PNRi√
2πe
, (73)
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can be obtained directly. Note that C i˜i is a lower bound on
the sum capacity (it corresponds to the achievable rate pair
(Ri˜, Ri) = (C i˜, C i˜i − C i˜); see the proof of (63). From
Csum
.
= log
(ai + 1)Ai˜√
2πeσ
= log
(ni + 1)Ai˜√
2πeσ
+ log
ai + 1
ni + 1
, (74)
and
C i˜i
.
= log
((
ni
ni + 1
)(ni−ai) (ni + 1)Ai˜√
2πeσ
)
= log
(ni + 1)Ai˜√
2πeσ
+ (ni − ai) log ni
ni + 1
, (75)
the asymptotic gap between our upper bound (57b) and lower
bound (64) on the sum capacity can be obtained as (without
causing ambiguity, indices are omitted hereinafter)
∆(n, λ) = Csum − C i˜i
= log
a+ 1
n+ 1
− (n− a) log n
n+ 1
= log
(
a+ 1
n+ 1
(
1 +
1
n
)n−a)
= log
((
1− λ
n+ 1
)(
1 +
1
n
)λ)
, (76)
where λ , n− a, which satisfies 0 ≤ λ < 1. Note that
e∆(n,λ)
e∆(n+1,λ)
=
(
1− λ
n+1
) (
1 + 1
n
)λ
(
1− λ
n+2
)(
1 + 1
n+1
)λ
=
n+ 1− λ
n+ 2− λ
(
1 +
1
n+ 1
)1−λ(
1 +
1
n
)λ
≥ n+ 1− λ
n+ 2− λ
(
1 +
1− λ
n+ 1
)(
1 +
λ
n
)
=
(
1− λ
n+ 1
)(
1 +
λ
n
)
= 1+
λ(1 − λ)
n(n+ 1)
≥ 1, (77)
where the first inequality follows from the fact(
1 +
1
n
)λ
≥ 1 + λ
n
. (78)
Therefore, for a given λ, the gap ∆ is nonincreasing with n.
When n = 1,
∆(1, λ) = log
2− λ
21−λ
, (79)
which is continuous, nonnegative, and approaching zero as λ
tends to zero or one. Letting d∆dλ = 0, we obtain a unique
solution λ∗ = 2 − log2 e ≈ 0.5573. Therefore, when λ = λ∗
the maximum asymptotic gap of our bounds on sum capacity
is achieved, which is
∆(1, 2− log2 e) = log2
2
e ln 2
≈ 0.0861 bits. (80)
This maximum value is achieved when ai =
Ai
A
i˜
= log2 e−1 ≈
0.4427, at the rate pair (Ri˜, Ri) = (C i˜, C i˜i − C i˜). Since the
asymptotic single-user capacity has been found in (73), by
noting that the sum rate of all rate pairs determined by (71)
(also (63b)) is lower-bounded bymin{C12, C21}, we can infer
that the maximum asymptotic gap (80) is also the maximum
asymptotic gap between our outer bound (57) and inner bound
(63) on the capacity region.
Specifically, for the symmetric case where A1 = A2 = A,
we have λ = 0, and the asymptotic gap is ∆(1, 0) = 0. So
the asymptotic capacity region is determined7 as
Ci
.
= log
PNR√
2πe
, i = 1, 2 (81a)
Csum
.
= log
2PNR√
2πe
. (81b)
Note that in this case exactly
Csum − Ci .= 1 bit. (82)
In summary, in the worst case, we bound the asymptotic
capacity region of the peak-power constrained OIMAC to
within 0.0861 bits; in the symmetric case, we obtain the
asymptotic capacity region.
We next focus on finite-PNR performance. As examples,
we show our capacity bounds for the peak-power constrained
OIMAC in Fig. 9 and Fig. 10. We also compare our results
with the bounds in [14] under the ratio αi =
Ei
Ai =
1
2 , i ∈{1, 2}. In [14, Appendix A], it was shown that in the presence
of a peak-power constraint Ai, an average optical power Ei =
Ai/2 is sufficient for each user, and using larger average power
does not enlarge the capacity region. This fact implies that the
average-power constraint E[Xi] ≤ Ei = αiAi is redundant for
an average- and peak-power constrained OIMAC if αi = 1/2,
thereby enabling our comparison.
In Fig. 9, at high PNR, it is shown that our outer and
inner bounds almost coincide, and both bounds perform better
than the bounds given in [14, Fig. 3-a]. The inner bound
of [14], derived by employing a truncated Gaussian input
distribution for each user, is fairly close to the outer bounds,
but it cannot approach the sum capacity. In Fig. 10, at moderate
PNR, our inner bound (63) is not as tight as in the high-
PNR regime. The inner bound RU+ is tighter, but the inner
bound given in [14, Fig. 5-a], which is obtained numerically by
optimizing a uniformly-spaced discrete distribution, performs
best. Our outer bound is close to this inner bound, thereby
bounding the capacity region to within a small gap. The outer
bounds of [14], however, cannot achieve satisfactory tightness
in this example. Due to the similar bounding techniques,
the performances of our outer bounds and those in [14] are
determined by the tightness of the single-user upper bounds
from which they are derived. According to the results shown in
7When the input constraint satisfies
Ai
A
i˜
= ni, we have ∆(ni, λ) = 0,
which corresponds to the rate pair (R
i˜
, Ri) =
(
C
i˜
, C
i˜i
− C
i˜
)
. However,
the gap ∆(n
i˜
, λ) corresponds to the rate pair (Ri, Ri˜) =
(
C
i
, C
i˜i
− C
i
)
is not zero since
A
i˜
Ai
= 1
ni
is not an integer except when n = 1. In the
symmetric case, both gaps vanishes at high PNR and the asymptotic capacity
can be determined.
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Fig. 9. Outer and inner bounds on the capacity region of two-user peak-power constrained OIMAC with PNR1 = 30dB and PNR2 = 25dB.
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Fig. 10. Outer and inner bounds on the capacity region of PP-OIMAC with PNR1 = 10dB and PNR2 = 5dB.
Fig. 6, we can infer that for a wide range of PNRs of interest
our outer bound is tighter.
Remark 4: Like in Lemma 4, all our results in this sec-
tion can be directly translated to a Gaussian MAC with
per-user peak-power constraint as new results. The peak-
power constrained Gaussian MAC has been studied in, e.g.,
[33]–[35]. In [33], it has been shown that if the PNRs are
sufficiently small, then the capacity region is achieved by
employing equiprobable antipodal signaling with maximum
allowable amplitude for each user. Using this result, numerical
examples of the low-power capacity region of the peak-power
constrained Gaussian MAC have been provided in [34]. In
[34] and [35], it has been proved that the boundary of the
capacity region of the peak-power constrained Gaussian MAC
is achieved by discrete input distributions with a finite number
of mass points; however, no explicit outer or inner bounds on
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the capacity region were given therein.
V. CONCLUDING REMARKS
In this paper, new outer and inner bounds on the capacity
region of the OIMAC are established under two types of
input power constraints, namely, a per-user average-power
constraint, or a per-user peak-power constraint. We determine
the asymptotic capacity region of the average-power con-
strained OIMAC. For the peak-power constrained OIMAC, we
determine the asymptotic capacity region for the symmetric
case, and we bound the asymptotic capacity region to within
0.09 bits in general. For both cases, at moderate power, several
nonasymptotic bounds are found that are also fairly tight.
As we consider either an average- or a peak-power con-
straint in this paper, a natural future research topic is the case
where they are simultaneously constrained. However, due to
the lack of a result like Lemma 3 and Lemma 5, applying the
lower-bounding techniques in this paper to the average- and
peak-power constrained case is a nontrivial task. We leave
this for future studies. Additionally, we remark that for some
range of parameters the outer bound derived in this paper may
refine the ones in [14] derived for the average- and peak-power
constrained OIMAC; see Fig. 11 for an example.
Finally, it is worthwhile to note that in recent years there
has been a lot of research activity in communications over
multiple-input and multiple-output (MIMO) optical intensity
channels where the user may employ multiple transmit aper-
tures and/or multiple detectors [1], [2], [36], [37]. Several
works have investigated the channel capacity of MIMO optical
intensity channels [27]–[29], [38], [39]. Similar to the OIMAC,
in a MIMO optical intensity channel a detector observes
a superposition of signals from multiple transmit apertures.
However, in the OIMAC the devices of different users cannot
cooperate, while in a MIMO optical intensity channel a user
can send a vector input in one channel use by its multiple
transmit apertures, and jointly observe the received signal by
its multiple detectors (if any). Such a fundamental difference
results in different capacity bounding techniques.
APPENDIX
OUTLINE OF PROOF OF PROPOSITION 4
The proof follows the same pattern as the proof of Proposi-
tion 2. First we establish the achivability of VK, which is the
set of all K! corner points of the max-sum-rate face of RK .
Based on the first step, we then establish the achivability of⋃
J⊆K
VJ , which includes all corner points of RK . Finally, all
rate tuples in RK can be achieved using time sharing. Some
details are given as follows.
Consider a permutation τ on K . We omit the indices of
users, and alternatively index a user by its order:Xk is denoted
as X(m) if τ(k) = m. We employ an input distribution∏
m∈K
pX(m)
(
x(m)
)
, and let i) pX(1)
(
x(1)
)
be an exponential
distribution with mean E(1), and ii) for every 1 < m ≤ K ,
pX(m)
(
x(m)
)
be as (20) in which
Es = E(m), En =
∑
ℓ∈L(m)
E(ℓ), (83)
where L(m) = {(ℓ) : ℓ ∈ K, 1 ≤ ℓ < m}. In this setting, for
every L(m) ⊂ K,
∑
ℓ∈L(m) X(ℓ) and X(m) +
∑
ℓ∈L(m) X(ℓ)
are both exponentially distributed with mean
∑
ℓ∈S(m) E(ℓ) and
Em+
∑
ℓ∈S(m) E(ℓ), respectively. Following the same approach
as that in the proof of Proposition 2, we obtain an achievable
rate tuple
(
R(1), ..., R(K)
)
which is determined by
RL(m) = I
E

 ∑
m∈L(m+1)
SNRm

 , m ∈ K. (84)
14
Note that when J = K, (84) is equivalent to (36). Therefore,
by considering all K! different permutations on K we can
establish the achievability of VK, which further guarantees the
achievability of VJ except when |J | = 1. The achievability
of VJ , J = {k} follows directly from Lemma 2. The rate
region RK is achieved using time sharing between rate tuples
in
⋃
J⊆K
VJ .
According to (14), the rate region determined by (38) is a
subset of RK and it is thus achievable.
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