. The proposed Generative Adversarial Terrain Amplification (GATA) algorithm learns to amplify a low-resolution input terrain to a high-resolution one while transferring a desired output theme. By introducing the concept of theme embedding, GATA can gradually interpolate between two themes (Themes 1 and 2) from le to right while providing local and global coherence. This brings the quality of terrain detail amplification to a new level while adding a novel dimension to the control over the theme. The plot is the output of the generator and we did not perform any kind of postprocessing to the final rendering of the texture.
INTRODUCTION 1.Motivation
The graphical quality of games has advanced signicantly over the past decade and is already approaching cinematic quality [NVIDIA 2019 ]. In addition, the game worlds are also growing in size to give the player the freedom to explore and an illusion of an open world. For example, Fortnite's map is 5.5km squared and Battleeld V's Halvoy map is 12km squared [Cotton 2019 ]. The rst step towards creating such an open world is a controllable pipeline for creating large-scale high-resolution (hi-res) terrains, which adhere to the artists' intended terrain and game theme.
There are two common methodologies to generate such largescale high-resolution terrains. The rst one starts with nding a suitable real-world terrain, which mostly satises the needs of the design. The terrain is then manually edited to incorporate the requirements of the artists. Unfortunately, it is usually very dicult, if not impossible, to nd real-world terrains that would satisfy all the needs of the artists, such as overall topographical structure and theme, given the ever growing size of the maps.
The second way of generating high-resolution terrains is a twostep process. In the rst step, the artists resort to a plethora of existing resources and tools to generate their desired terrains but in low resolution. These tools include [BiteTheBytesUG 2019; Daz3D 2019; DigitalElement 2019; E-onSoftware 2019; PlanetsideSoftwareLLC 2019] . However, these low-resolution (lo-res) terrains would not satisfy the needs of cinematic quality graphics and would not carry the stylistic details desired by the artists. Thus, there is a need for a second step, called terrain amplication, where a lo-res terrain is rened to a hi-res one while adding consistent stylistic details. Throughout this paper, we call the stylistic details of a terrain, which is not captured by the lo-res terrain, the theme of the terrain. Our focus in this paper is on terrain amplication, while enabling to transfer stylistic details from dierent themes to the lo-res input. The existing terrain amplication methods could generally be categorized into three groups [Galin et al. 2019] : (1) physical simulation-based [Chiba et al. 1998; Musgrave et al. 1989 ], (2) procedural [Ebert and Musgrave 2003] , and (3) example-based . It is worth noting that although some of these methods could also be used for terrain generation, we present them here in the context of amplication.
The physical simulation-based methods work via simulating a physical model of the environment, such as hydraulics or corrosion, for a long period until realistic details on the environment emerge. Hence, they are relatively slow. Moreover, it is usually dicult to work backwards from a desired terrain theme to tune their parameters. Hence, in spite of their ability to generate realistic terrains, artists are often reluctant to use these methods to build large-scale terrains.
Procedural methods, on the other hand, try to model the terrains without any use of physical models. They often resort to non-physical properties of the terrains, such as fractal characteristics, to generate outputs. Similar to the physical simulation-based methods, they can be dicult to control. While these methods tend to be relatively fast, the nal results are usually not the most visually appealing.
Example-based methods learn how to generate relatively small but detailed and high-quality patches of terrain from a hi-res exemplar of a desired theme. These patches are then stitched together to obtain large-scale terrains. Example-based methods are relatively fast, but they are prone to generating output results that suer from local and global incoherence, particularly at the stitching points between the patches [Argudo et al. 2017] . Moreover, the existing methods can only generate themes that are fed to them in a comprehensive exemplar and changing the theme requires replacing an entire exemplar.
Before discussing our solution for terrain amplication let us introduce a desired set of requirements that we would like an ideal terrain amplication method to satisfy. It is worth mentioning that this set is similar to the one proposed in [Galin et al. 2019, Section 7 ].
• Fast Interactivity. As we have emphasized previously, the method should be capable of amplifying terrains with minimal manual intervention from the artists. Moreover, if the artists need to interact with the tool, it should be fast enough so that they can quickly iterate on the design to obtain desired outcomes. • Local & Global Coherence. Most terrain amplication tools start by amplifying a relatively small patch of terrain and then stitching dierent patches together in order to get large-scale terrains of the desired size. These patches usually have overlaps and therefore one would use blending techniques to put them together. When the output patches do not resemble each other at the stitching area, some local incoherence, with respect to the theme, might occur [Argudo et al. 2017; Galin et al. 2019 ]. Furthermore, it is dicult to maintain the global coherence of the generated terrain when using patch-based methods [Galin et al. 2019 ]. Thus, we wish for a patch-based method that locally adheres to the theme (local coherence), while maintaining better global coherence with the input, when compared with the state-of-the-art patch-based methods. • Control over Theme. The artists usually desire seamless control over the theme of the output with the least amount of manual intervention. Hence, we want our method to give the artists such control over the stylistic details. Ideally, the method can also generate terrains with themes that are not directly represented in its exemplar.
Our Contribution
In this paper, we propose to use a new example-based approach, which we call Generative Adversarial Terrain Amplication (GATA), to amplify lo-res terrains while handling multiple themes. Our approach is based on a machine learning technique, called Generative Adversarial Networks (GANs), introduced in [Goodfellow et al. 2014] . GANs have achieved great success in synthesizing images in many tasks. For more details on prior work on GANs, especially in contexts that are related to our work, see Section 2. GATA uses an embedding space to encapsulate the information of multiple themes. We learn these embeddings alongside our generative model, which inputs an embedding and a lo-res terrain to output a hi-res one. Note that we use the word model here to refer to the nal generative tool that is modeling the process of amplifying a lo-res terrain into a hi-res one. As a consequence, the proposed approach supports the following properties:
• GATA is suciently fast to provide the artists with an interactive terrain amplication tool for editing and beautifying the desired parts of the terrain. • GATA exhibits better coherence with the input, compared to the state of the art example-based methods; see Section 4 for more details. This leads to consistency at stitching points of the patches as well as better global consistency with respect to the input. • Controlling the output's theme in GATA is as easy as changing the input embedding vector of the generator and rerunning the inference, which takes a fraction of a second. • GATA allows for the creation of new ctional themes that do not exist in the input exemplar (and may not even exist in the real world) by tweaking the theme embedding vector. For example, we can interpolate between two themes and smoothly transition the stylistic details of the output from one to another.
RELATED WORK
In this section, we review the existing methods that are most relevant to ours. We start by reviewing physical simulation-based methods (Section 2.1), procedural methods (Section 2.2), and example-based methods (Section 2.3) for terrain amplication. See [Galin et al. 2019] for a recent comprehensive review of these methods. We will then review the relevant work on generative models in graphics and their relevance to the proposed method for terrain amplication (Section 2.4).
Physical Simulation-Based Methods
The physical simulation-based methods use physical processes such as water diusion or erosion [Musgrave et al. 1989 ], thermal weathering [Musgrave et al. 1989 ] and chemical processes [Wojtan et al. 2007 ] to generate hi-res realistic terrains from lo-res inputs. In these methods, the terrain would be represented as a 2D heighteld map [Chiba et al. 1998; Cordonnier et al. 2016] , layered data structures [Benes and Forsbach 2001] , or 3D volumetric data [Beneš et al. 2006 ]. Then, detailed and ne simulations are run on those representations to obtain the nal hi-res results. Running physical-based methods is time-consuming, especially if the end goal is to obtain a detailed hi-res terrain. To overcome this, proposed to approximate erosion simulations using machine learning techniques. Another main problem with physical simulations-based methods is the lack of exibility in generating dierent stylistic details, i.e. themes. In most of these methods it is impossible to change the theme and in some others it requires a careful handcrafting of the simulation parameters and the method still might be unable to generate all the desired stylistic details.
Procedural Methods
In this category of methods, one utilizes non-physical fractal properties of the terrains to model them through stochastic processes such as fractional Brownian motion [Mandelbrot and Van Ness 1968] . They often use techniques such as subdivision [Mark and Aronson 1984] , faulting [Ebert and Musgrave 2003; Mandelbrot 1982] , or noise functions [Lagae et al. 2009; Perlin 1985; Worley 1996 ] to achieve this goal. Despite their speed, the nal result of procedural methods often lacks realism as well as local and global coherence. Moreover, these methods are often very dicult to control.
Example-Based Methods
In contrast to procedural and simulation-based methods, examplebased algorithms are data-driven. By extracting patches from a hi-res exemplar and stitching them to enhance the input, the idea of example-based methods is widely used in texture generation [Wei et al. 2009 ] and image super resolution [Freeman et al. 2002] . [Zhou et al. 2007] introduced this method to the terrain generation domain, which was followed by several improvements for better user control [Gain et al. 2009 [Gain et al. , 2015 , virtual world's interactive editing [Emilien et al. 2015] , and blending of dierent land-form features [Génevaux et al. 2015; . By enhancing the input with moisture, soil type and the vegetation density information, [Argudo et al. 2017 ] achieve improved local and global coherence. However, the extra information may not always be available in the dataset.
To minimize the amount of manual labor in this process of patch replacement, proposed sparse modeling, which uses dictionary learning methods to choose the best matching patches for a target patch from the exemplar based on elevation similarity. Although this process can minimize the amount of manual labor, sparse modeling also suers from a couple of shortcomings detailed below:
(1) The local elevation similarity does not guarantee a good t from the source patch to the target patch. Moreover, all the patches are always chosen independently of each other. Hence, even if the local features of the terrain are preserved, sparse modeling still cannot guarantee consistency at the intersection of the patches. In fact, we will show some results on the local and global coherence of sparse modeling in Section 4. (2) Sparse modeling requires a careful selection of the exemplar, where all the samples have a consistent theme that also ts the input. After choosing an exemplar, the method is locked into generating only one theme and changing the theme would require changing the entire exemplar. Even in that case, the method can only generate output themes from which sucient examples are available to form a comprehensive exemplar. Fig. 2 . Training architecture and pipeline overview for GATA. There are multiple components, including generator, embedding, discriminator, and encoder that are described in Section 3.1.
Generative Models
Generative models learn a target probability distribution from its samples. For example, one can use a generative model to learn the distribution of facial images [Radford et al. 2015] , and then use it to draw new samples (i.e., generate fake facial images). In the past few years there have been several major breakthroughs in the area of generative modeling in the machine learning community, especially with the introduction of Variational Auto Encoders (VAEs) [Doersch 2016; Kingma and Welling 2013] and Generative Adversarial Networks (GANs) [Goodfellow et al. 2014 ]. These methods have been shown to be very powerful at learning distributions of complex data such as natural images that live in low-dimensional manifolds that are hard to describe manually. They have been successfully used in many image related tasks, such as image generation [Karras et al. 2018 ], image to image translation and image style transfer [Isola et al. 2017; Zhu et al. 2017a ].
Our work builds on GANs [Goodfellow et al. 2014] . In particular, we use a variant of GANs called conditional GAN (cGAN) [Mirza and Osindero 2014] , which learns a distribution conditioned on a low-dimensional control input containing further information about the target probability distribution. Due to their superb capability in modeling conditional distributions, cGANs have been successfully used in achieving super resolution [Ledig et al. 2017] , and performing image to image translation [Isola et al. 2017 ] (style transfer). [Isola et al. 2017 ] proposes a Pix2Pix network architecture, which inputs a style and an image, and tries to transfer the style over to the input image. Although this method is eective in transferring one style to another, one of its limitations is that it would require to train one such model for any source and destination style tuple. In order to incorporate the multi-theme property into our formulation we use an architecture similar to [Isola et al. 2017 ], but we also include a novel theme embedding that is trained alongside the generative model; see the supplementary material for more details.
The use of latent embeddings in generative models, similar to our theme embedding (see Section 3), has been at the core of many recent works in machine learning community [Donahue et al. 2016; Perarnau et al. 2016; Ulyanov et al. 2018 ]. While BiGAN [Donahue et al. 2016] and AGE [Ulyanov et al. 2018 ] use encoder and a similar consistency loss (see Section 3.), they only consider the unconditional problem with no optimization in the latent space. On the other hand, IcGAN [Perarnau et al. 2016 ] which considers the conditional GAN problem only uses given xed latent vector in cGAN alongside an encoder. Finally, GLO [Bojanowski et al. 2018] , which is the closest to our approach, optimizes the latent representation, but only considers unconditional problem. In contrast to all these approaches, our work focuses on the conditional generation, where the latent representations, i.e. theme embeddings, are trainable; see Section 3. In such a case, decoupling the latent representations, i.e. theme embeddings, from the conditions, i.e. lo-res inputs, is of utmost importance. Such a decoupling is achieved through the careful design of the training pipeline; see Section 3.
Generative models have also been extensively used in the past few years in the area of computer graphics, e.g., 3D shape modeling and generation [Liu et al. 2017; Wang et al. 2018] , rendering hair and 3D scenes [Feygina et al. 2018; , uid ow generation [Xie et al. 2018] , food image generation [Fujieda et al. 2017] , generating mass models [Kelly et al. 2018] , animated facial image generation [Geng et al. 2018] , transferring shape deformation [Gao et al. 2018] , photo-to-caricature translation [Cao et al. 2018 ], face swapping [Natsume et al. 2018] , and sele-to-avatar translation [Nagano et al. 2018 ].
In the specic area of terrain generation, ] used a cGAN to generate heightelds from simple input controls, such as sketches or contours, that contain high-level information about the location of valleys and peaks. The generative model in ] falls short of generating hi-res terrains with a specic theme. proposed to amplify the lo-res output of the generative model using sparse modeling to generate hi-res terrains. Another related work in this domain is [Argudo et al. 2018] , which uses super resolution techniques to amplify a tuple of an aerial image and its corresponding lo-res terrain to achieve a hi-res one. This method cannot generate multitheme outputs and also needs an extra aerial image which might not be available in many cases.
It is worth noting that another line of work that uses Convolutional Neural Networks (CNNs), but not generative models, to perform style transfer on normal images is presented in [Gatys et al. 2015 [Gatys et al. , 2016 . In this method, the input is two hi-res images, which would be combined in a way that the style of one input is overlaid on the details from the other image. Although, this method works ne with normal images, it is not applicable to our problem as one of our input images is of low resolution. Moreover, due to the fact that this method is designed for normal images, and not heightelds, we have found this method to perform poorly on our specic terrain amplication task; see Section 4.
PIPELINE OVERVIEW
In this section, we explain our overall approach for training and deploying the proposed Generative Adversarial Terrain Amplication (GATA) method. Similar to other example-based methods, such as sparse modeling , we rst focus on generating a xed-size output patch from an input patch of the same size. If the chosen patch size is too small, many stylistic details in the patch will be lost. On the other hand, a large patch size will increase the computational cost of training. Note that training is only performed once, covering inference for all themes. As such, we choose the patch size for our method to be 256 ⇥ 256 pixels. See Section A.1 for more details on the choice of our dataset and patch size; and Section 4 for experiments on the impact of the patch size.
To generate terrains at arbitrarily large scales, we generate overlapping patches of size 256 ⇥ 256 pixels and blend them to obtain the overall terrain. We have xed the amount of overlap between the adjacent patches to be 128 pixels. The use of overlapping patches and blending them with a mask is a standard approach in the literature, e.g., [Argudo et al. 2018; . In order to blend the patches we use a weighted mask that was previously proposed by .
We prepared our training data using LIDAR images from the State of Oregon Department of Geology and Mineral Industries (DOGAMI). The landscape in the State of Oregon is relatively diverse spanning mountains, hills, lakes, rivers, beaches, and deserts, which makes a rich dataset for creating dierent themes. We break the dataset into non-overlapping train and test patches used throughout the paper. See Section A.1 in the supplementary material for more information on the training and test datasets.
Training Architecture
The overall training architecture for GATA is summarized in Fig. 2 . The main module is the generator, which is implemented using a CNN. The generator operates on lo-res inputs and produces hi-res ones. Remember that we wish the model to be multi-theme, i.e., it should be capable of amplifying an input terrain to an output with an arbitrary theme. Hence, we need to feed the theme information into the generator module as well. For more information on the generator architecture see Section A.3 in the supplementary material.
The theme information is embedded in 1024 dimensional vectors, called theme embeddings. Note that these embeddings are also learnable and are trained alongside the generator at training time. We refer to the collection of all themes used in training as the theme glossary; see Section A.1 for further information. See Section A.4 in the supplementary material for more details on the embedding vectors.
In addition to the generator and theme embeddings, the overall training architecture incorporates two more components, namely the discriminator and the theme encoder. Similar to the generator, the discriminator is also implemented using a CNN. It performs the classication task between fake and real terrains. In other words, it takes in a tuple of lo-and hi-res terrains and decides if the hi-res one is a real amplication of the lo-res terrain or a fake one generated by the generator. In order to help the discriminator, we also feed in the theme embedding for the corresponding input to the discriminator. See Section A.5 in the supplementary material for more details.
The encoder module is also a CNN (see Section A.6) that extracts the embedding vector from hi-res results. We use the output of this encoder to ensure that the learned theme embedding is consistent and can be derived from the hi-res terrains. Thus, we incorporate a cycle consistency loss [Zhu et al. 2017a ] between the theme embedding and the encoder's output to our training. As it is common in all adversarial training methods [Goodfellow et al. 2014; Isola et al. 2017; Mirza and Osindero 2014] , the goal of the discriminator is to increase its accuracy in dierentiating between real and fake height elds, while the generator tries to reduce this accuracy by generating more realistic results. This constitutes the adversarial part of the training procedure. See Section 3.3 for the overall formulation of the problem incorporating all losses.
Although adversarial training is essential to generating believable fake results, such as fake facial images [Liu et al. 2015; Radford et al. 2015] , it is known to be insucient for complex tasks, such as ours. [Dosovitskiy and Brox 2016; Isola et al. 2017; Salimans et al. 2016] proposed to augment the adversarial training with other losses to ensure consistency and help the generator produce more realistic results; for more information on the overall loss and training see Section 3.2.
Training Losses
The overall loss used to train our generative model is comprised of several dierent components. Before we proceed with more details about these parts, let us dene some notations. We refer to (T low ,T real ) as the tuple of the lo-res and the real hi-res terrains. We use T fake to refer to the fake hi-res terrain, which is obtained as the output of the generator G applied to T low and the theme embedding emb. We use Emb to denote the matrix of all theme embeddings for all of the themes used in training. We denote the output score of discriminator D on real and fake inputs by s real and s fake , respectively. We use E real and E fake to denote the empirical expectation over real and fake samples, respectively. Finally, we use E to refer to the encoder.
With these denitions in place, we are now ready to discuss dierent components of the loss function. The rst component is an adversarial loss [Goodfellow et al. 2014 ] which relates to the adversarial nature of the generator and discriminator networks. The adversarial loss, L adv , is given by: Fig. 3 . Three dierent inference pipelines for GATA, namely in-theme inference, blend-theme inference, and out-theme inference. These pipelines are described in Section 3.4.
which is comprised of two parts, L r adv (D, Emb) and L f adv (G, D, Emb), that depend on real and fake samples, respectively. One can view L adv as the negative of the cross entropy between the scores of discriminator D and the true real/fake labels. Thus, it is natural for the discriminator to adversarially increase L adv . On the other hand, the generator wants to decrease L adv . It is important to note both terms in L adv depend on D and Emb, while L f adv depends on G as well.
To increase the delity of the hi-res reconstruction, we also use an`1 loss between the real and fake hi-res terrains in the overall loss. Such a loss could be dened as L`1 :
where T fake is the output of generator that corresponds to the (T low ,T real ). Perceptual feature matching losses, which are dened based on the activation vectors in the intermediate layers of a pretrained model, e.g., VGG, are reported to be useful in improving visual results [Dosovitskiy and Brox 2016] and avoid mode collapse [Salimans et al. 2016 ]. However, since the VGG or other pretrained networks are only trained on normal images, and not on terrains, their activation vectors are not very informative for our application. Thus, here we follow a dierent approach, which was proposed in [Xie et al. 2018] , to dene the perceptual feature matching loss based on the activation vectors of the discriminator layers:
where D (i) is the output of the activation function in the i-th layer of the discriminator and L is the total number of layers in the discriminator.
The nal component in the loss that we use in our training enforces consistency between the encoder's output and the theme embedding using an`2 loss, denoted by L con , and dened as:
In Section C, in the supplementary material, we report results of an ablation study on all of the loss terms and demonstrate that all terms are necessary for the nal performance of the trained model.
Training Algorithm
To perform the training we use stochastic gradient descent (SGD). In particular, we use ADAM [Kingma and Ba 2014] which is a popular implementation of SGD with adaptive step-size tuning. As it is common in adversarial training, we partition the parameters into multiple blocks and at each step of the algorithm we only update one block, while keeping the other blocks xed. We cycle through updating the blocks to nish one iteration. More specically, the updates are partitioned in three categories as detailed below.
3.3.1 Generator and embedding updates. The generator and embedding updates include the parameters for generator, G, and the embedding, Emb. The update of the generator is simply a step in the negative gradient of the following loss function with respect to the parameters of G:
where adv , fm , `1 and con are non-negative hyperparameters that balance the inuence of the respective losses. For the update of Emb, we use the gradient of another loss, dened as
where we use the same hyperparameters (weights) to dene L emb that were used for the generator update. We remark that the embedding vector impacts L con through two separate paths, one directly through emb and the other indirectly through d emb. We use a stop gradient on the direct path when taking the gradient of L con , otherwise the emb variable would only follow the output of the Encoder. The stop gradient could be viewed as making a copy of emb parameters and calling them g emb, which is used when computing the gradient of L con with respect to emb. Note that this copy, g emb, would be updated to become equal to emb, as soon as the emb variable is updated.
3.3.2 Discriminator update. The update of the discriminator is straightforward and only includes a step towards negative gradient of L D = L adv with respect to the parameters of D.
Encoder update.
Finally, the update of the encoder is also straightforward and only includes a step towards negative gradient of L con with respect to the parameters of E.
The overall training for our Generative Adversarial Terrain Amplication (GATA) is summarized in Algorithm 1. We use ADAM with initial learning rate = 2e 4. The toal number of iterations was T = 1, 200, 000. Note that the gradients in all updates are stochastic with a batch size of 1. We also use `1 = 100 and fm = con = 1 for the computation of the losses.
ALGORITHM 1: Train GATA
INPUT: # iterations: T, learning rate: ;
Inference: Terrain Amplification
The use of theme embeddings and the learned encoder in GATA opens up the door for several interesting inference time usages. The three main usages that GATA supports are detailed in Fig. 3 . The most straightforward way of using it is to choose a theme ID from the theme glossary, which contains all of the multiple themes used in the training phase. We call this in-theme inference. For these themes we can directly look up the theme embedding from our learned embeddings. As we will show in Section 4, GATA can generate locally and globally coherent results with these themes as the input.
The second possible use case is to blend dierent themes from the theme glossary. We call this blend-theme inference. In this method, one can choose two or more themes from the glossary, and interpolate between their embeddings and use the interpolated vector as an input for the embedding vector to the generator. As we shall show in Section 4, GATA is capable of generating high-quality results by smoothly interpolating between multiple themes, when changing the interpolation coecients. This control knob could be useful, for example when the artists would like to move from one theme to another one smoothly across a larger landscape. Note that the interpolated themes have never been seen during training and this use case is only made possible by learning the embedding space. Thus, GATA is learning to generate results that do not necessarily belong to its exemplar. Interestingly, we could also use the same method to extrapolate some of the themes to exaggerate some features such as rockiness to the extreme such that the output can look like a ctional theme. Overall, the ability to tweak the vector of theme embeddings in a meaningful way to tune the output theme provides the opportunity to pass down this exibility as an extra control knob to the artists to ne tune some of the terrain features.
Finally, there might be a case when an artist would want to amplify a terrain based on a new theme, which they have only one small sample. As we shall see, sparse modeling methods fail at this task because there is not enough data to extract a comprehensive exemplar from a small patch of the input theme. In this case, we can still use our method in the following way. We use the trained encoder on an input theme patch to obtain a theme embedding, using which we can then perform amplication. Our experiments show that this approach, which we call out-theme amplication, can generate high-quality results in this case as well; see Section 4.
EXPERIMENTAL RESULTS & EVALUATION
In this section we set out to perform a comprehensive evaluation of GATA against the wish-list that we proposed at the beginning of the paper.
Benchmark Methods
As discussed in the introduction, output coherence and control over stylistic details are of utmost importance to the artists. This rules out procedural and physical simulation-based methods as potential candidates. The example-based methods, on the other hand, provide such control to the artists. Hence, we compare with the state-ofthe-art example-based method in this paper. We also compare with neural style transfer methods that have been successful in style transfer for real images but are not tailored to the application at hand. . SCT is the state of the art in example-based terrain amplication. It is fast as it uses fast dictionary learning sub-routines to ll in the patches of the input with a sparse summation of the patches (atoms) in the exemplar. In terms of exibility with the output theme, it performs relatively well given enough samples from the target theme are available to create a comprehensive exemplar. SCT has three important hyper-parameters: (1) patch size, (2) oset, and (3) sparsity level. For the terrain amplication using SCT, we tried dierent hyperparameter settings (see Appendix D) and chose the setting that generates the most visually appealing results. In this setting the patch size is 192, the oset is 96, and the sparsity level is 1. Throughout this section, we only present results for SCT with this best hyperparamter setting. For more results on SCT with other hyperparameter settings see Appendix D.
Sparse Construction Tree (SCT)
Throughout our experiments we use SCT with a nominal amplication factor of 16 (ratio between the areas of the input and output in pixels), which is commonly used in practice . As discussed in Section A.2 in the supplementary material, the SCT amplication factor is smaller than the one we have chosen for GATA, i.e., ⇠50. Note that we have re-implemented the opensource code of SCT method in Python for the ease of use, and the reported results for this method are based on our implementation. Finally, it is worth noting that [Argudo et al. 2017] improved over SCT by including extra information, such as vegetation and soil moisture. Since our dataset does not contain such information, we are unable to directly compare with this work. [Gatys et al. 2015 [Gatys et al. , 2016 . Neural style transfer method is designed as a general tool for transferring style from one image to another. We emphasize that style transfer is not Fig. 4 . Comparison between SCT , neural style transfer [Gatys et al. 2015 [Gatys et al. , 2016 , and GATA [Ours] . Each method receives a lo-res input as well as a target theme exemplar and generates a hi-res output. As can be seen, GATA generates a globally coherent terrain, which locally adheres to the desired theme.
Neural Style Transfer
designed for our application but we use it for the sake of completeness.
Generative Adversarial Terrain Amplification (GATA) [Ours].
Throughout the results section, we always use GATA with patch size of 256 ⇥ 256 and the oset of size 128. We acknowledge that changing the patch size for GATA would require redesigning the neural architecture and retraining it, which would come at a huge cost. Hence, we do not treat these parameters as hyperparameters for obtaining visually appealing results given the input or the target theme. Training is only performed once for generating all of the results throughout the paper.
Local & Global Coherence
To assess the local and global coherence, we perform both visual and numerical comparisons. We also comment on the computation time for training and inference (amplication) in Section 4.2.3. Figure 4 we show that our method can consistently transfer the details from the target theme to the lo-res input terrain to generate visually appealing hi-res results. For our method, we use the in-theme inference, dened in Section 3.4, which relies on one of the themes from the glossary. We also include the results of amplication for the baseline methods, i.e., SCT and style transfer. For a fair comparison, we provide SCT with an exemplar consisting of the entire 1024 ⇥ 1024 target theme terrain. We also choose the hyperparameter settings (patch size, oset and sparsity level) for SCT that produce the most appealing visual results. Note that numerical experiments quantifying the impact of these hyperparameters are presented in Appendix D. As can be seen in Figure 4 , our method generates high quality results, that are locally coherent with the target theme. GATA also preserves the high-and mid-level topographical details of the original input. On the other hand, the results of SCT suer from local inconsistencies with the target theme. We believe this is due to the inconsistencies between chosen adjacent patches (see Section 4.2.2 for a numerical study on this). Finally, neural style transfer completely fails at producing appealing results, which is not surprising as it is not designed Fig. 5 . This figure depicts the concept of global coherence. Since GATA beer adheres to the local features of the input when local patches are stitched together, it outperforms SCT at preserving global details of the input. For example, considering the the waterways in the input, marked with green dashed line, GATA outperforms SCT in preserving these drainage paerns. Note that we used the Canyon theme from Figure 7 for this experiment. for the terrain amplication task at hand. Thus, in the rest of our experiments we opt out of comparing against neural style transfer.
Visual Comparisons. In
It is very dicult for patch-based methods to preserve the global coherence. But, in Figure 5 we highlight that GATA improves over SCT at preserving the global patterns, such as waterways of the input. It is worth noting that these global patterns are signicantly larger than the patch size for GATA and preserving those, when transforming the input to output, is a result of better adhering to the local details of the input.
Numerical Comparisons.
Numerically measuring concepts, such as coherence of the output is a dicult task. But if we have the ground truth for a hi-res terrain (which is the case in our test dataset as discussed in Section A.1), we can always compare the output of each method, when it is fed with the lo-res terrain and the ground truth theme, against the actual ground truth. In this section, we make these comparisons based on three standard metrics: (1) average`1 distance: average`1 distance between two images I 1 and I 2 , of the same size S pixels, is dened as 1 S kI 1 I 2 k 1 .
(2) structural similarity index (SSIM) [Wang et al. 2004 ], and (3) peak signal-to-noise ratio (PSNR) [Hore and Ziou 2010] . The results of this evaluation are presented in Table 1 , where we report the average value for all these metrics over the patches in the test set. In addition to the results for SCT, we also report the numerical similarity of the lo-res input to the target hi-res terrain as a reference point. This would give us a perspective on which method can add details to the lo-res input and make it more consistent with the original hi-res terrain. Note that these results show that GATA can add details to the lo-res patches to obtain hi-res ones that are more consistent with the hi-res target.
The next set of numerical experiments are designed to compare the methods in terms of local coherence which is also a very difcult task. In order to capture this, we examine two overlapping input patches and compare the output of the methods for these two patches in the overlapping area. More specically, we compute the average`1 distance between the pixel values in the overlap. In Fig. 6 we depict this average`1 distance versus the amount of oset between adjacent patches. Note that the amount of overlap between adjacent patches is equal to the size of the patch minus the oset. Note that a large dierence between adjacent patches in the overlapping area would result in blurring of the details at the stitching points between the patches during the blending time ]. This could result in lack of local coherence, as also demonstrated visually in Fig. 4 .
As is evident from Fig. 6 , GATA achieves a low average`1 distance regardless of the size of the overlap. On the other hand, the results for SCT are not only worse, but are also more dependant on the amount of overlap, i.e., they deteriorate with larger oset. Although this average`1 distance can be used as a proxy for local coherence, it does not tell the whole story. While one might conclude from Fig. 6 that using a smaller oset would increase the local coherence and quality, this is indeed not the case. In practice, a smaller oset Fig. 6 . We plot the average`1 dierence on the overlapping area of the adjacent output patches for each method. For SCT we choose patch size p = 192 and sparsity s = 1. This is the seing that generates the most appealing results. For more hyperparamter seings see Fig. 18 in Appendix D. Note that the size of the overlapping area decreases linearly with the oset. We sweep all the osets between 1 pixel and half of the patch size in each case. To give a beer perspective in addition to the average, we also plot the 25% and 75% percentile values for each constellation of the methods. As it can be seen, our method is relatively robust and the distribution of the average`1 dierences does not change much with the value of the oset, even though the chosen patch size is large. Note that although extremely small osets seem to be beer in terms of this coherence measure, they are not used in practice due to other considerations (see Section 4.2.2 for a detailed discussion).
would result in more output patches covering each pixel. As a result, more blending would be needed to obtain the height for each pixel. This would in turn lead to more blurring and loss of local coherence as well as the theme details. Moreover, a smaller oset would result in more computation during amplication. As a result of these facts, the oset is normally chosen to be half the patch size to obtain the best visual results carrying the theme details and satisfying local coherence.
Computation Time.
As we emphasized in previous sections, GATA can generate high quality results and does not require any hyperparameter tuning. But as we mentioned in our wish-list we want our method to be fast, meaning that it should be capable of amplifying large-scale terrains relatively fast such that artists can use it iteratively to improve their designs. In this section we report the computation time for our method. As opposed to SCT, GATA has a signicant computational cost up front at the training time. However, the model only needs to be trained once. We emphasize that all of the results in this paper are produced with a single training of GATA. The training of GATA takes ⇠ 70 hours using TensorFlow [Abadi et al. 2016 ] on a computer equipped with an Nvidia Tesla V100 graphics card.
At the inference time, we used GATA to amplify terrains of size 1km 2 (remember that our resolution is 2 meters per pixel as described in Section A.1). As mentioned earlier, our patch size is xed Fig. 7 . Results of in-theme amplification. GATA receives the los-res terrain and the target theme from the glossary and generates hi-res terrain. We can easily get multiple themes for the output by changing the target theme.
at 256 ⇥ 256 and the oset for our method is 128. We ran our inference on a desktop equipped with Intel Core i7, clocked at 3.7 GHz with 64G RAM and Nvidia Tesla V100 graphics card. Running on the CPU only, GATA, on average takes around ⇠ 10 sec. to amplify a 1km 2 terrain. Due to the fact that we use deep networks, these numbers can be improved substantially on a GPU. GATA's average GPU performance is ⇠ 0.7 sec. for amplifying 1km 2 terrains. Note that almost all of our inference time is spent on amplifying patches (blending them does not take very long).
GATA's patch amplication time is constant and does not depend on the size of the training set, or the exemplar. Thus, the only factor that dominates the speed of our method is the surface area of the terrain. It is worth noting that the SCT method is much faster compared to GATA when amplifying the same 1km 2 terrain (⇠ 0.03 sec.). This dierence in the computation time is the price we have to pay in order to gain global/local coherence, high quality details, and complete control over the theme (for experiments on theme controllability see Section 4.3). Note that despite this dierence, our method is still capable of providing an interactive editing tool for the artists to exibly amplify many areas of their terrain.
Control over Stylistic Details (Theme)
In the previous section, we showcased the local/global coherence of the hi-res terrains amplied by GATA. In this section, we demonstrate the dierent ways in which GATA provides control over theme to the artists.
4.3.1
In-Theme Amplification. To further show the exibility of GATA in generating multiple themes of output from a lo-res input, we apply it on the same input using multiple themes from our glossary (in-theme) and depict the results in Figures 7 and 8 . As is evident, GATA is capable of coherently amplifying the same input to multiple themes from the glossary while satisfying local and global coherence. 4.3.2 Blend-Theme Amplification. As discussed in Section 3.4, the training of embeddings vectors allows us to manipulate them to Fig. 8 . In this figure we present more evidence that GATA is capable of generating dierent stylistic details (themes) with the same input. In this figure we pick three very dierent rocky styles (with high frequency details) from the glossary and apply them on the same input. As it is evident from the figure we get very dierent results; see the highlighted areas in the figure. For instance, example 2 introduces some clis in the hi-res output which are absent in the other two examples.
obtain new themes that are not part of the glossary and the training exemplar. One easy way to do that is to blend multiple themes. For example, in Fig. 9 , we show the output results when we feed GATA with the vector that is obtained by interpolating between the theme embedding vectors for two initial themes. It can be seen that the output result smoothly varies from one theme to the other, without losing local/global coherence and the details for 0   1. This feature could potentially provide the artists with easy knobs to tune the nal theme of the terrain by changing only one coecient. We can even see that GATA can also extrapolate between the themes to exaggerate the stylistic details from one of the themes ( = 1).
It is worth noting that these blend-themes have never been seen by GATA during the training phase. This is only made possible by the introduction of the theme embeddings that captures semantic stylistic information of the terrain (see Section 4.4). We are not aware of any other terrain amplication method that can provide such a exibility in generating terrains with multiple themes.
Out-Theme
Amplification. Finally, the last experiment is on generating a terrain from a small input hi-res patch (as the exemplar), which has never been observed by our method in the training phase. For this purpose, we use a small 256 ⇥ 256 patch of the heightmap from Death Valley (California) as our target theme. Recall that our entire dataset is from the State of Oregon. We run our encoder on the patch and obtain an embedding vector and then use it to amplify a lo-res terrain. As can be seen in Fig. 10 , GATA can still generate visually appealing results that are coherent and transfer the desired target theme even though it has never seen it before.
To put the diculty of this task into perspective, we also show the results of SCT method, when it is fed with an exemplar with the single 256 ⇥ 256 from Death Valley. As it is obvious from Fig. 10 , the result for SCT algorithm is not comparable in terms of coherence with GATA, and the desired theme is completely lost. We emphasize that the out-theme amplication itself is a completely novel addition to the existing terrain amplication literature, which is made possible by the introduction of the theme embeddings. In the next section, we provide more details on the learned theme embedding space.
More on Theme Embedding
One promise of the embeddings is that they can encapsulate the information about abstract concepts, such as stylistic detail, i.e., themes, into a compact mathematical form such as a vector. As we have seen so far these vector representations can convey meaningful relationships. For example, in Fig. 9 , we showed that interpolating between the theme embeddings can actually be translated by the model into interpolation between the stylistic features. This means that simple arithmetic calculations on these vectors can have abstract semantic meanings in terms of themes.
In this section, we explore the theme embeddings from a dierent perspective. We use a simple visualization/dimension reduction technique called Principal Component Analysis (PCA). The hypothesis is that if the theme embeddings live on a high-dimensional manifold that is simple, i.e., close to a hyper-plane, then linear techniques such as PCA should be capable of extracting meaningful information from these embeddings. In other words, we would be able to see meaningful semantic patterns along the main principal components of the theme embedding data. Moreover, terrains with similar theme should be close to each other in the embedding domain.
To test this hypothesis, we plot all the theme embeddings, projected on the rst two principal components of the the embedding matrix, Emb, in Fig. 11 . We visualize some of the themes that lie in dierent areas of the representation space. It can be seen that moving along the rst principal component, i.e., x-axis, from left to right would represent going from having more land to having more water in the terrain. In other words, the extreme points on the right are comprised of terrain pieces that are mostly water, while the extreme ones on the left are mostly land and do not have any water. The ones in the middle have a mixture of water and land.
The second principal component, y-axis, seems to represent the rockiness. In one extreme, i.e., at the bottom, the terrains seem to be mostly smooth, while the ones at the top tend to be very rocky. Similar to the rst principal component, the ones in the middle have a mixture of rockiness and smoothness. Although this is not a comprehensive study, but it re-arms our hypothesis that our model learns embeddings that encapsulate useful semantic information from the theme and are simple to manipulate in meaningful ways using simple arithmetic operations. We believe that a more careful exploration of this phenomenon would be an interesting avenue for future research.
CONCLUDING REMARKS & FUTURE WORK
Data-driven techniques are gaining steam in multiple applications in computer graphics, including terrain generation and amplication. In this paper, we proposed a novel multi-theme generative adversarial terrain amplication method, called GATA. By leveraging the Fig. 9 . Blend-theme inference: We blend the theme embeddings by linearly combining their corresponding vectors. We first do it by interpolating between the two vectors. By changing the linear interpolation coeicient our amplified terrain smoothly transitions from one theme to the other. We can even take this further and extrapolate between two themes. For example, when we extrapolate from Theme 1 outward from Theme 2, we can see that the properties of Theme 2 that are not present in Theme 1, e.g., rockiness, get even more exaggerated in the final output.
entire training theme glossary in oine training, GATA is capable of generating high-resolution terrains that take both quality and control over theme to a new level. GATA is suciently fast so that it could provide a exible interactive tool for the artists to amplify parts of their terrain in applications such as designing open-world games.
GATA owes its quality and controllability to the novel use of theme embeddings. The theme embeddings enable GATA to generate terrains from a blending of multiple themes or themes that do not even exist in the glossary used in training. As we showed in Fig. 1 , we can also generate large-scale terrains that smoothly transition from one theme to another. This adds a new dimension to the controllability in terrain amplication.
We believe that we have only scratched the surface in understanding the capabilities of theme embeddings. Future work would naturally consider a better apprehension of this tool. Moreover, while GATA is suciently fast for interactive terrain amplication, it remains an open problem to scale this method up for oneshot amplication of very large terrains. We believe that combining GATA with a multi-resolution approach would be a promising direction for achieving such scalability. Finally, the scope of this work is limited in the sense that we only considered heightmaps while general terrains cannot necessarily be represented solely by heightmaps. It would be interesting to see how dierent components of this work may generalize to other terrain representations, including general 3D models. Fig. 10 . Out-Theme amplification: The top-right terrain shows the result of applying GATA on an input lo-res terrain with the theme embedding that is generated by the encoder from a patch of an un-seen terrain. The lower-right terrain is the results of running SCT on the input terrain with the exemplar coming from the small patch of the hi-res target. Due to the small size of the exemplar we had to reduce the patch size and oset for the SCT to 64 and 32 respectively. Fig. 11 . Each data point in the scaer plot represents one theme in the glossary. The embeddings vectors are first centered and scaled before computing the PCA. Then they are projected onto the first two principal components of the resulting embedding matrix. The x and y axes represent the value of each embedding vector projected on first and second principal components respectively.
