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On the lower bound of the discrepancy of
Halton’s sequence II
Mordechay B. Levin
Abstract
Let (Hs(n))n≥1 be an s−dimensional generalized Halton’s sequence.
Let D∗N be the discrepancy of the sequence (Hs(n))
N
n=1. It is known
that D∗N = O(ln
sN) as N → ∞. In this paper, we prove that this
estimate is exact. Namely, there exists a constant C(Hs) > 0, such
that
max
1≤M≤N
MD∗M ≥ C(Hs) log
s
2N for N = 2, 3, ... .
Key words: Halton’s sequence, ergodic adding machine.
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1 Introduction
Let (βn)n≥1 be a sequence in the unit cube [0, 1)
s, By = [0, y1)×· · ·× [0, ys),
∆(By, (βn)
N
n=1) =
∑N
n=1
(1
¯By
(βn)− y1 · · · ys), (1.1)
where 1
¯B
(x) = 1, if x ∈ B, and 1
¯By
(x) = 0, if x /∈ B.
We define the star discrepancy of an N -point set (βn)
N
n=1 as
D∗((βn)
N
n=1) = sup0<y1,...,ys≤1 |∆(By, (βn)
N
n=1)/N |. (1.2)
In 1954, Roth proved that
lim supN→∞N(lnN)
− s
2D∗((βn)
N
n=1) > 0.
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According to the well-known conjecture (see, e.g., [BeCh, p.283]), this esti-
mate can be improved to
lim supN→∞N(lnN)
−sD∗((βn)
N
n=1) > 0. (1.3)
In 1972, W. Schmidt proved this conjecture for s = 1. For s = 2, Faure and
Chaix [FaCh] proved (1.3) for a class of (t, s)−sequences. See [Bi] for the
most important results on this conjecture.
Definition. An s-dimensional sequence ((βn)n≥1) is of low discre-
pancy (abbreviated l.d.s.) if D∗((βn)
N
n=1) = O(N
−1(lnN)s) for N →∞.
Let p ≥ 2 be an integer
n =
∑
j≥1
ep,j(n)p
j−1, ep,j(n) ∈ {0, 1, . . . , p− 1}, and φp(n) =
∑
j≥1
ep,j(n)p
−j.
Van der Corput proved that (φp(n))n≥0 is a 1−dimensional l.d.s. (see [VC]).
Let
Hˆs(n) = (φpˆ1(n), . . . , φpˆs(n)), n = 0, 1, 2, ...,
where pˆ1, . . . , pˆs ≥ 2 are pairwise coprime integers. Halton proved that
(Hˆs(n))n≥0 is an s−dimensional l.d.s. (see [Ha]). For other examples of
l.d.s. see e.g. in [BeCh], [FKP], [Ni]. In [Le2] we proved that Halton’s
sequence satisfies (1.3). In this paper we generalize this result.
Let Q = (q1, q2, ....) and Qj = q1q2....qj , where qj ≥ 2 (j = 1, 2, . . . ) is a
sequence of integers. Consider Cantor’s expansion of x ∈ [0, 1) :
x =
∑∞
j=1
xj/Qj, xj ∈ {0, 1, . . . , qj−1}, xj 6= qj−1 for infinitely many j.
The Q−adic representation of x is then unique. We define the odometer
transform
TQ(x) := (xk + 1)/Qk +
∑
j≥k+1
xj/Qj, T
n
Q(x) = TQ(T
n−1
Q (x)), (1.4)
n = 2, 3, . . . , T 0Q(x) = x, where k = min{j | xj 6= qi − 1}.
For Q = (q, q, ....), we obtain von Neumann-Kakutani’s q−adic adding
machine (see, e.g., [FKP]). As is known, the sequence (T nQ(x))n≥1 coincides
for x = 0 with the van der Corput sequence (see e.g., [FKP, §2.5]).
Let hi ≥ 1, qi,j ≥ 2 be integers (1 ≤ j ≤ hi, 1 ≤ i ≤ s), pi,j ∈
{qi,1, ..., qi,hi}, g.c.d.(qi,k, qj,l) = 1 for i 6= j, Pi = (pi,1, pi,2, ...),P = (P1, ...,Ps),
P˜i,0 = 1, P˜i,j =
∏
1≤k≤j
pi,k, i ∈ [1, s], j ≥ 1, TP(x) = (TP1(x1), ..., TPs(xs)),
2
n =
∑
j≥1
epi,j ,j(n)P˜i,j−1, epi,j ,j(n) ∈ {0, 1, . . . , pi,j − 1}, n = 0, 1, ... , (1.5)
ϕPi(n) =
∑
j≥1
epi,j ,j(n)P˜
−1
i,j , HP(n) = (ϕP1(n), . . . , ϕPs(n)). (1.6)
We note that HP(n) = T
n
P
(0) for n = 0, 1, ... .
Let Σi = (σi,j)j≥1 be a sequence of corresponding permutations σi,j of
{0, 1, ..., pi,j − 1} for j ≥ 1, Σ = (Σ1, ...,Σs), x = (x1, ..., xs),
Σ˜(x) = (Σ˜1(x1), ..., Σ˜s(xs)), Σ˜i(xi) =
∑
j≥1
σi,j(xi,j)/P˜i,j, xi =
∑
j≥1
xi,j/P˜i,j.
We consider the following generalization of the Halton sequence (see [Fa],[He],
[FKP]):
HΣP (n,x) = Σ˜(T
n
P(x)), n = 0, 1, 2, ... . (1.7)
We note that (HΣ
P
(n,x))n≥0 coincides for x = 0 and s = 1 with the Faure
sequence SΣQ [Fa]. Similarly to [Ni, p.29-31], we get that (H
Σ
P
(n,x))n≥0 is of
low discrepancy.
2 The Theorem and its proof
In this section we will prove
Theorem. Let s ≥ 2, h0 = maxi hi, q0 = maxi,j qi,j, C1 = 2sh0q
s
0 log2 q0
and C = 2s+3sshs0q
s2
0 log
s
2 q0, log2N ≥ 2q
s−1
0 C1. Then
inf
x∈[0,1)s
max
1≤M≤N
MD∗((HΣP (n,x))
M
n=1) ≥ C
−1 logs2N. (2.1)
This result supports conjecture (1.3) (see also [Le1] and [Le3]).
First we will construct a double sequence (τi,j)1≤i≤s,j≥1. In order to con-
struct (τi,j)1≤i≤s,j≤1, we define auxiliary sequences L
(m)
i,j , L
(m)
i , li,j,F
(m)
i,b , ... as
follows.
2.1 Construction of the sequence (τi,j).
Letm = [logq0(N)/s−1] with q0 = maxi,j qi,j , ai,j ≡ σ
−1
i,j (0)−σ
−1
i,j (1) (mod pi,j),
ai,j ∈ {1, ..., pi,j − 1},
L
(m)
i,j,a˜i,j
= {1 ≤ k ≤ m | pi,k = qi,j, ai,k = a˜i,j}, (2.2)
L
(m)
i = #L
(m)
i,gi,m,ai,m
= max
1≤j≤hi,1≤a˜i,j<qi,j
#L
(m)
i,j,a˜i,j
, where gi,m ∈ [1, hi],
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ai = ai,m ∈ [1, qi,gi,m − 1], 1 ≤ i ≤ s. We enumerate the set L
(m)
i,gi,m,ai
:
L
(m)
i,gi,m,ai
= {li,1 < · · · < li,L(m)
i
}.
We see that
L
(m)
i ≥ m/(hiq0) and ai,li,j = ai, i = 1, ..., s, j = 1, ...,m. (2.3)
Let pi = p
(m)
i = qi,gi,m, p0 = p
(m)
0 = p1p2 · · · ps, p˙i = p0/pi and
F
(m)
i,b = {1 ≤ k ≤ L
(m)
i | P˜
−1
i,li,k
≡ b (mod p˙i)}. (2.4)
We define Fi, m and bi = b
(m)
i as follows:
Fi = F
(m)
i = #F
(m)
i,bi
= max
0≤b<p˙i
#F
(m)
i,b , m = min1≤i≤s
F
(m)
i . (2.5)
It is easy to see that
m ≥ min
1≤i≤s
m/(hiq0p˙i) ≥ mh
−1
0 q
−s
0 ≥ C
−1
1 log2N, (2.6)
with C1 = 2sh0q
s
0 log2 q0. We enumerate the set F
(m)
i,bi
:
F
(m)
i,bi
= {fi,1 < · · · < fi,Fi}.
Let k = (k1, ..., ks), τi,j = li,fi,j , τ k = (τ1,k1 , ..., τs,ks), Pi,k = P˜i,τi,k ,
Pk =
s∏
i=1
Pi,ki, Mi,k = M˜i,τk , with M˜i,k ≡
∏
1≤j≤s,j 6=i
P˜−1j,kj (mod P˜i,ki). (2.7)
By (2.4), we have that (bi, p˙i) = 1 and (bj , pi) = 1 for i 6= j (i, j = 1, ..., s).
Let ci ≡
∏
1≤j≤s,j 6=i bj (mod pi). According to (2.3), (2.4) and (2.7), we obtain
(ci, pi) = 1, Mi,k ≡ ci (mod pi) and ai,τi,j = ai, j ≥ 1, i = 1, ..., s. (2.8)
Let
p˜i = g.c.d.(ai, pi), pˆi = pi/p˜i, aˆi = ai/p˜i, di ≡ ciai (mod pˆi),
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di ∈ {1, ..., pˆi − 1}. Hence
di/pˆi ≡ ciai/pi (mod 1), (di, pˆi) = 1, and pˆi > 1, i = 1, ..., s. (2.9)
Let m = (m, ...,m). From (1.5) and (2.7), we derive
2Pm ≤ 2
∏s
i=1
∏τi,m
j=1
pi,j ≤ 2q
ms
0 ≤ q
s[s−1 logq0 N ]
0 ≤ N. (2.10)
2.2 Using the Chinese Remainder Theorem.
Let xi =
∑
j≥1 xi,jP˜
−1
i,j , with xi,j ∈ {0, 1, ..., pi,j − 1}, i = 1, ..., s. We define
the truncation
[xi]r =
∑
1≤j≤r
xi,jP˜
−1
i,j with r ≥ 1.
If x = (x1, ..., xs) ∈ [0, 1)
s, then the truncation [x]r is defined coordinatewise,
that is, [x]r = ([x1]r1, ..., [xs]rs), where r = (r1, ..., rs).
By (1.6), we have
[ϕPi(n)]ri = [xi]ri ⇔ n ≡
∑
1≤j≤r
xi,jP˜i,j−1 (mod P˜i,r).
Applying (2.7) and the Chinese Remainder Theorem, we get
[HP(n)]r = [x]r ⇐⇒ n ≡ xˇr (mod P˜r), (2.11)
xˇr ≡
s∑
i=1
M˜i,rP˜rP˜
−1
i,ri
∑
1≤j≤r
xi,jP˜i,j−1 (mod P˜r), xˇr ∈ [0, P˜r). (2.12)
It is easy to verify that if r
′
i ≥ ri, i = 1, ..., s, then
xˇr′ ≡ xˇr (mod P˜r). (2.13)
According to (1.4), we get
if [w]r = [x]r, then [T
n
P
(w)]r = [T
n
P
(x)]r, n = 0, 1, ... .
From (1.4), (1.6) and (2.11), we obtain
[TW
P
(0)]r = [HP(W )]r = [x]r, W = xˇr.
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Hence
[T n
P
(x)]r = [T
n
P
(TW
P
(0))]r = [T
n+W
P
(0)]r = [Hs(n+W )]r.
Let
Wm(x) := xˇm ∈ [0, Pm). (2.14)
Therefore
[T nP(x)]r = [HP(n +Wm(x))]r 1 ≤ ri ≤ m, 1 ≤ i ≤ s, n ≥ 0. (2.15)
2.3 Construction of boundary points y1, ..., ys and u1, ..., us.
Let y = (y1, ..., ys) with yi =
∑
1≤j≤m P
−1
i,j , and let y¨i,ki =
∑
1≤j≤ki
P−1i,j ,
ki ≥ 1, i = 1, ..., s, k = (k1, ..., ks),
By = [0, y1)× · · · × [0, ys), B
(k) =
∏s
i=1
[y¨i,ki − P
−1
i,ki
, y¨i,ki). (2.16)
We deduce
By =
m⋃
k1,...,ks=1
B(k), and 1
¯By
(z)−y1 · · · ys =
m∑
k1,...,ks=1
(1
¯B
(k)(z)−P−1k ). (2.17)
Let u = (u1, ..., us), ui =
∑τi,m
j≥1 ui,jP˜
−1
i,j with ui,j = σ
−1
i,j (yi,j), u
∗
i,j = σ
−1
i,j (0),
u(k) = (u
(k1)
1 , ..., u
(ks)
s ) with u
(ki)
i =
τi,ki−1∑
j=1
ui,jP˜
−1
i,j + u
∗
i,τi,ki
P˜−1τi,ki
, (2.18)
uˇ(k) ≡
s∑
i=1
Mi,kPkP
−1
i,ki
( τi,ki−1∑
j=1
ui,jP˜i,j−1 + u
∗
i,τi,ki
P˜i,τi,ki−1
)
(mod Pk),
uˇk ≡
s∑
i=1
Mi,kPkP
−1
i,ki
τi,ki∑
j=1
ui,jP˜i,j−1 (mod Pk), uˇ
(k), uˇk ∈ [0, Pk).
According to (2.2)-(2.7), we have pi,τi,ki = pi, ki = 1, ..., m, i = 1, ..., s.
By (2.2), we get ai,τi,ki ≡ σ
−1
i,τi,ki
(0)− σ−1i,τi,ki
(1) ≡ u∗i,τi,ki
− ui,τi,ki (mod pi).
From (2.8), we obtain ai,τi,ki = ai, ki = 1, ..., m, i = 1, ..., s. Hence
uˇ(k) ≡ uˇk + Ak (mod Pk), where Ak ≡
∑s
i=1
Mi,kPkp
−1
i ai (mod Pk) (2.19)
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with Ak ∈ [0, Pk).
Let w = (w1, ..., ws) := H
Σ
P
(n,x) = Σ˜(T n
P
(x)).
We see from (2.16) and (2.18) that
w ∈ B(k) ⇔ wi,j = yi,j, j ∈ [1, τi,ki), wi,τi,ki = 0, i ∈ [1, s]⇔ σi,j(wi,j) = ui,j
1 ≤ j ≤ τi,ki − 1, σi,j(wi,τi,ki ) = u
∗
i,τi,ki
, i = 1, ..., s ⇔ [T n
P
(x)]τk = u
(k).
Applying (2.11), (2.12), (2.15), (2.18) and (2.19), we have
HΣ
P
(n,x) ∈ B(k) ⇔ [T n
P
(x)]τk = u
(k) ⇔ [HP(n+Wm(x))]τk = u
(k)
⇔ n+Wm(x) ≡ uˇ
(k) (mod Pk)⇔ n ≡ vm + Ak (mod Pk),
where vm ≡ −Wm(x) + uˇm ≡ −Wm(x) + uˇk (mod Pk) and vm ∈ [0, Pm).
Hence
HΣ
P
(n,x) ∈ B(k) ⇐⇒ n ≡ vm+Ak (mod Pk), vm ∈ [0, Pm), n ≥ 0. (2.20)
Completion of the proof of Theorem.
Lemma 1. Let
αm :=
1
Pm
Pm∑
M=1
∆(By, (H
Σ
P (n,x))
vm+M−1
n=vm ). (2.21)
Then
αm =
∑
1≤k1,...,ks≤m
(1
2
−
Ak
Pk
−
1
2Pk
)
. (2.22)
Proof. Let Hn := H
Σ
P
(n,x). Using (2.20), we have
vm+(M1+1)Pk−1∑
n=vm+M1Pk
(1
¯B
(k)(Hn)− P
−1
k ) = 0 (2.23)
and
vm+M1Pk+M2−1∑
n=vm+M1Pk
(1
¯B
(k)(Hn)− P
−1
k ) =
∑
n∈[vm,vm+M2)
(1
¯B
(k)(Hn)− P
−1
k )
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=
∑
n∈[vm,vm+M2),n=vm+Ak
1−M2P
−1
k = 1¯[0,M2)
(Ak)−M2P
−1
k ,
with M1 ≥ 0 and M2 ∈ [0, P k), M1,M2 ∈ Z.
From (1.1) and (2.17), we get
∆(By, (Hn)
vm+M−1
n=vm ) =
vm+M−1∑
n=vm
(1
¯By
(Hn)− y1 · · · ys)
=
m∑
k1,...,ks=1
ρ(k,M), with ρ(k,M) =
vm+M−1∑
n=vm
(1
¯B
(k)(Hn)− P
−1
k ). (2.24)
By (2.21), we obtain
αm =
∑
1≤k1,...,ks≤m
αm,k, with αm,k =
1
Pm
Pm∑
M=1
ρ(k,M). (2.25)
Bearing in mind (2.23)-(2.24), we derive
αm,k =
1
Pm
Pm/Pk−1∑
M1=0
Pk∑
M2=1
( vm+M1Pk−1∑
n=vm
(1
¯B
(k)(Hn)− P
−1
k )
+
vm+M1Pk+M2−1∑
n=vm+M1Pk
(1
¯B
(k)(Hn)−P
−1
k )
)
=
1
Pm
Pm/Pk−1∑
M1=0
Pk∑
M2=1
(
1
¯[0,M2)
(Ak)−M2P
−1
k
)
=
1
Pk
Pk∑
M2=1
(
1
¯[0,M2)
(Ak)−M2P
−1
k
)
=
Pk − Ak
Pk
−
Pk(Pk + 1)
2P 2k
=
1
2
−
Ak
Pk
−
1
2Pk
.
Using (2.25), we have
αm =
∑
1≤k1,...,ks≤m
(1
2
−
Ak
Pk
−
1
2Pk
)
.
Hence Lemma 1 is proved.
Lemma 2. With notations as above,
|αm| ≥
ms
4p0
for m ≥ 2p0. (2.26)
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Proof. From (2.8) and (2.19), we get
[0, 1) ∋
Ak
Pk
≡
∑
1≤i≤s
Mi,kPkp
−1
i ai/Pk ≡
c1a1
p1
+ · · ·+
csas
ps
(mod 1).
Applying (2.9) and (2.22), we derive
αm = m
s
(1
2
− {α}
)
−
∑
1≤k1,...,ks≤m
1
2Pk
, with α =
d1
pˆ1
+ · · ·+
ds
pˆs
, (2.27)
where (di, pˆi) = 1, pˆi > 1, i = 1, ..., s. and {x} is the fractional part of x.
We have that if pˆ0 = pˆ1pˆ2 · · · pˆs 6≡ 0 (mod 2) then α 6≡ 1/2 (mod 1). Let
pˆν ≡ 0 (mod 2) for some ν ∈ [1, s], and let α ≡ 1/2 (mod 1). Then
(pˆν/2− dν)/pν ≡
∑
1≤i≤s, i 6=ν
di/pˆi (mod 1) and a1 ≡ a2 (mod p0),
with a1 = pˆ0(pˆν/2− dν)/pˆν and a2 =
∑
i 6=ν pˆ0di/pˆi. Let j ∈ [1, s] and j 6= ν.
We see that a1 ≡ 0 (mod pˆj) and a2 6≡ 0 (mod pˆj). We get a contradiction.
Hence α 6≡ 1/2 (mod 1). We have
∣∣∣1
2
−
{
α
}∣∣∣ =
∣∣∣1
2
−
{(d1
pˆ1
+ · · ·+
ds
pˆs
)}∣∣∣ = |a|
2pˆ0
, with some integer a.
Thus |1/2− {α}| ≥ 1/(2pˆ0) ≥ 1/(2p0) with p0 = p1...ps, (p0, pˆ0) = pˆ0.
Bearing in mind that Pk ≥ 2
k1+k2+···+ks, we obtain from (2.27) that
|αm| ≥
ms
2p0
−
1
2
=
ms
2p0
(1−
p0
ms
) ≥
ms
4p0
for m ≥ 2p0. (2.28)
Hence Lemma 2 is proved.
Going back to the proof of Theorem, by (2.1) and (2.6), we get
ms(4p0)
−1 ≥ (4p0)
−1C−s1 log
s
2N = 2C
−1 logs2N, and m ≥ C
−1
1 log2N ≥ 2p0,
where C1 = 2sh0q
s
0 log2 q0 and C = (8p0)
−1Cs1 = 2
s+3sshs0q
s2
0 log
s
2 q0.
Using (2.10) and (2.20), we have that vm + Pτm ≤ 2Pm ≤ N .
According to (2.28), (2.21) and (1.2), we obtain
2C−1 logs2N ≤ m
s(4p0)
−1 ≤ |αm| ≤ sup
1≤M≤Pm
MD∗((HΣ
P
(n,x))vm+M−1n=vm )
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≤ sup
1≤L,L+M≤2Pm
MD∗((HΣ
P
(n,x))L+M−1n=L ) ≤ 2 sup
1≤M≤N
MD∗((HΣ
P
(n,x))Mn=1).
Hence the Theorem is proved.
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