Abstract
Introduction
Testing is an important stage of software development and maintenance. It provides a method to establish confidence in the reliability of software. It is an expensive process in software engineering. Many researchers are interested in this cost reduction. A difficult problem of testing is automated test data generation in a small test suit that satisfies the designated testing criteria.
Several approaches have been proposed in the literature to reduce the number of test cases and to automate the test case generation process, such as Combinatorial Black-Box Testing Techniques [11] [4] , Finite State Machine Based Testing [5] [13] [9] [7] , and Domain Testing [14] [10] [6] .
However, manual generation of such test cases can be timeconsuming and error prone. The primary goal of this work is to reduce the size of the input domain and be able to detect faults in the same manner as combinatorial techniques.
Our approach is based on model-based test generation (MBTG) which can be modeled using formal description language like Specification and Description Language (SDL). The model describes operations in terms of (1) System state S, (2) Input/Output parameters X, Y , and (3) Preand postconditions on S, P . An Extended Finite State Machine (EFSM) can be extracted from the underlying model. There are many approaches such as [8] , [3] , [12] , and [1] that make use of an EFSM/FSM representation from MBTG. Then, test cases can be generated using structural criteria on the extracted EFSM.
This paper proposes a new approach to generate test data that combining black-box and white-box testing. We use black-box testing which is based on domain partitioning by means of a software function f that maps its input to output. We use structural criteria on the EFSM, represented by predicates, to partition and reduce input domains in the same equivalence class to the same output, i.e., f(x) = f(y). This implies that one input from each equivalence class provides 100% output coverage. This paper is organized as follows. Section 2 describes some basic concepts used in the proposed approach, EFSM model, partition testing, and the fundamentals of domain reduction. Section 3 elaborates the proposed technique. The essence of model application is given in Section 4. Some benefits and possible extensions are summarized in the Conclusion. Future Work furnishes some inferences for new courses of action.
Basic Concepts and Definitions
In this section, we describe some basic concepts which will be used in the proposed approach. A few relevant defi-nitions, notations, and assumptions are also provided.
System Model
The model-based test generation is an approach to generate test cases from a model-based specification which is formal specification. It can be used as a prototype to bridge the gap between user requirements and formal specification. The model can serve both the purpose of specifying how the system should respond to inputs from its environment and to guide the selection of test cases. The model formulation is elucidated below. 
Extended
• a, a ∈ S are the initial and final states of the transition, respectively.
• x ∈ X is the input to a and y ∈ Y is the output of a
alse} is a predicate function of the transition. 
Domain Mapping Function
As EFSM operations commence, the state changes while executing the input parameters that subsequently transformed into output parameters. These output parameters will in turn become input parameters of the next state. Thus, some input domain portion may be cut off during such transition through the path of execution using predicate function (ρ) as shown in Figure 2 while traveling through the path 1-2-4-6. A predicate function is an algebraic expression of input and local variables related by one of the conditional operators {>, <, =, ≥, ≤, =}. The output value of this function is T RUE or F ALSE. If the value is T RUE, then it maps the valid domain from node i to the next node i + 1. Thus, a predicate function restricts the space of program variables to certain portions of the input domain. For example, the predicate x > 10 describes the portion of the input domain of the incoming node that must be greater than 10.
To simplify the problem, predicate functions in this paper are based on the following assumptions:
• The predicate functions are of numeric relationships.
• Domains are either finite integer (piece-wise) or continuous.
• predicate functions are of the forms -xΘy,
where Θ denotes a relational operator {>, <, =, ≥, ≤, =}, c is a constant, and exp is an expression.
Fundamentals of Domain Reduction
From the previous example, an input domain may be reduced by getting rid of invalid subdomains. From Figure  2 , the predicate function ρ maps the relevant domain from node i to the next node, reducing the size of the domain. The invalid portions are thus discarded from the original domain during such transitions.
To further elaborate domain reduction concepts, consider a predicate function of two variables x and y. Let 
Hoare Triple Sequence
We utilize Hoare tipple to describe the formulation of the proposed EFSM model.
Definition 2
Let a ∈ S be an arbitrary state. An assertion at a, denoted by g(a), can be evaluated to true or false. An assertion of the preceding state a is called a precondition P , and an assertion of the succeeding state a is called a postcondition Q. The set of precondition and postcondition are denoted by {P } and {Q}, respectively.
Definition 3 An execution sequence is a Hoare triple denoted by {P }M {Q}.
The precondition {P } is the condition representing selected input value while the postcondition {Q} describes the output domain. M is the assertion statements g(a) under investigation. 
Domain of Partition Testing
Partition testing is a popular approach to generate test cases from a model-based specification. This study employs the technique to divide the input domain into subdomains, whereby representatives of each sub-domain are selected to generate the desired test cases from proper combination of subdomains. Two input values are considered to be equivalent if and only if the operations have the same behavior satisfying the same preconditions of the specification. We will introduce the data structure and its construction rules used in the domain partitioned model. Figure 3 demonstrates one-dimensional domain partitioning from the given predicate. We will show how the same modeling approach is extended to higher dimensions and more complicated predicate functions in the sections that follow.
Domain Partitioned Model
The basic representation of input domain partitioning to subdomains employs conventional tree notion. As shown in Figure 5 , the input domain denotes the root of the tree. All intermediate nodes represent various hierarchies of partitions and sub-partitions. The leaf nodes denote test frames generated from their corresponding parent partitions. The data structure of such representation can be written as a 2-tuple sequence of the form (ρ, 
Test Frame Derivation
Analysis of partition function on a given input domain utilizes principles of Calculus. The underlying input specification, preconditions, and predicates are taken into derivation. If the set of variables is continuous over the entire input domain, the corresponding partition function will be easily derived. On the contrary, should the above governing mandates do not come in concert with one another, the set of variables may not be entirely continuous, but piecewise continuous. In which case, the representative function must be separately derived, resulting in partitioned domain functions. We illustrate the derivation by a few examples as shown in Figure 6 , where 6a and 6b demonstrate frame derivation on linear and quadratic domains. The third example (6c) depicts the case of piece-wise continuous partition function.
Thus, the valid domain can be estimated by the function:
where Δx = ux−lx n ; i = i − 1 However, it is not necessary to divide the rectangle in the same width. The proposed partitioning technique by rectangular approximation merely rests on Calculus principles that are simple to automate the test process.
Figure 6. Examples of test frames derivation using rectangular approximation

During rectangular approximation, each subdivision
. . determines not only how close the approximation will be, but the granularity of test partitions as Δx is successively refined, or equivalently deeper traversal into domain partition tree. Upon stopping of subdivisioning, the path from D X to each leaf node will denote an expression of the designated test frame. All variables, preconditions, and input specification of that test frame will constitute the desired test cases.
Each test frame can be described from the root node D X to its leaf node τ ij as follows:
where f (x) = ρ is a predicate function, l x is the lower bound of x satisfying the function f (x), and u y is the upper bound of y satisfying the function f (x).
A test case, t, generated from a given test frame, τ ij , can be expressed as
Once the test frame and its corresponding test cases are obtained, a test path that forms the domain subspace Z is applied to the EFSM for cross-validation on all preconditions {P }, statements M , and postconditions {Q}.
The following comprehensive example describes the process of test frame generation from domain partitioning.
Example Consider the test problem of Figure 1 which is further elucidated in Figure 4 . Suppose we want to generate test cases which exercise the path 1-2-4-6. Let the initial domains of x, y, and z be x,y,z∈ [0,...,99]. If we map the domain to two dimensional graph, the initial domain covered by x and y will be the area bounded by the lines x = 0, x = 99, y = 0, and y = 99 which form a rectangle shown in Figure 7 The final transition from state 4 to 6 considers the relationship between the domains of y and z, superimposed on the previous domain in Figure 7 (e). The final partitioning is degenerated to lines bounding previously defined partitions that represent only valid z.
It is worth noting that domain partitioning using rectangular approximation can be performed at different level of granularity. The above example utilizes four equal width partitions D 
Representation of Domain
For each execution state of the EFSM, the set of input parameters, as well as output parameters can be denoted by X i , and Y i , respectively, where X i = {X 1 , . . . , X m }, and Y i = {Y 1 , . . . , X n }. The region of each domain is represented by
Predicate Function Representation
In the proposed EFSM model, a predicate function of an edge between state i and i+1 can be represented in a general equation as follows:
where Θ is one of conditional operators {>, <, =, ≥, ≤, = }, X n i is a vector of variables x n k at state i, and A n is a coefficient matrix of vector X, A n ∈ C n×n of the form 
Model Evaluation
To achieve the goal of the study, the following questions are addressed:
1. How is the effectiveness measured? 2. How is cost reduction measured?
Two metrics are defined to answer the above questions quantitatively.
The effectiveness is measured by the percentage of domain-specification requirements covering the test model, which can be simply estimated by summation of τ ij . The domain-specification requirements are computed by ux lx (u y − f (x))dx. Thus, the effectiveness (V T ) is evaluated as follows:
This study employs a simple bounded region which is bounded by the lines x 1 = l x , x 2 = u x , y 1 = l y , and y 2 = u y . Such a premise lends itself to exploit the benefits from rectangular approximation as shown in the above example. Each rectangular region (τ ij ) can be computed by Table  1 shows the resulting VT approaching 100% as the number of τ ij increases. A corresponding test case for each τ ij is generated. Therefore, if the results yield high VT, more number of test cases must be generated accordingly.
The cost reduction measures how much the size of the domain is reduced. To evaluate cost reduction, the selected domain is compared with the initial domain. The ratio of selected domain to the initial domain is therefore
Model Application
To generate test frames from an EFSM, a path from the initial state to the exit state and the corresponding input domain must be specified. Preconditions are used to scope the input domain. Predicates along the selected path are also applied to progressively partition the domain, as well as to check if the derived test frames are valid domain for the next state. An algorithm for test frame generation is given below. Based on the definitions and representations of the proposed domain reduction framework established so far, the final EFSM of the sample program culminates to the following derivations which are summarized in Figure 8 .
The initial input domain, under the given predicate function, is reduced by the ratio VS. The output parameter mid, which is initially undefined, takes on designated intermediate results as the transition progresses, and is eventually stabilized as the domain shrinks down by the ratio V T . Execution of the EFSM terminates as it reaches the exit state.
The percentage of domain reduction is computed by V S = 75 1, 000, 000 = 0.000075
Figure 8. Test frame derivation for the path 1-2-4-6
The V S indicates that the size of the initial input domain is reduced by 99.99%. Since there are only three valid test frames, three test cases representing such test frames from the above derivation of test path 1-2-4-6 are generated. They are 
Conclusion and Future Work
The proposed domain reduction technique, simple as it may seen, offers an effective means to carry out test domain analysis. This is due entirely to the simplicity yet well-established of various fundamental principles, ranging from Calculus, logic, to Linear Algebra. Such basic building blocks furnish not only proven bases of formulation and derivation, but straightforward application to untangle some recalcitrant test problems that otherwise difficult to overcome by sole application of conventional methods. Nonetheless, the limitations of the proposed technique lie in nature of input domain which must exhibit some continuity (either continuous or piece-wise continuous). We envision that higher mathematics can be introduced to accommodate such shortcomings, as well as an addition of preprocessing stage to cluster discrete or non-numeric data so as to be ready for subsequent processing, thereby continuity requirement can be dropped.
