Several classes of minimal linear codes with few weights from weakly
  regular plateaued functions by Mesnager, Sihem & Sınak, Ahmet
ar
X
iv
:1
80
8.
03
87
7v
1 
 [c
s.I
T]
  1
1 A
ug
 20
18
Several classes of minimal linear codes with few weights from
weakly regular plateaued functions
Sihem Mesnager∗ Ahmet Sınak†
Abstract
Minimal linear codes have significant applications in secret sharing schemes and
secure two-party computation. There are several methods to construct linear codes, one
of which is based on functions over finite fields. Recently, many construction methods of
linear codes based on functions have been proposed in the literature. In this paper, we
generalize the recent construction methods given by Tang et al. in [IEEE Transactions
on Information Theory, 62(3), 1166-1176, 2016] to weakly regular plateaued functions
over finite fields of odd characteristic. We first construct three weight linear codes
from weakly regular plateaued functions based on the second generic construction and
determine their weight distributions. We next give a subcode with two or three weights
of each constructed code as well as its parameter. We finally show that the constructed
codes in this paper are minimal, which confirms that the secret sharing schemes based
on their dual codes have the nice access structures.
Keywords Linear codes, minimal codes, weight distribution, weakly regular plateaued
functions, cyclotomic fields, secret sharing schemes.
1 Introduction
Linear codes have diverse applications in secret sharing schemes, authentication codes,
communication, data storage devices, consumer electronics, association schemes, strongly
regular graphs and secure two-party computation. Indeed, as a special class of linear codes,
minimal linear codes have significant applications in secret sharing schemes and secure
two-party computation. Constructing linear codes with perfect parameters, an interesting
research topic in cryptography and coding theory, has been widely studied in the literature.
There are several methods to construct linear codes, one of which is based on functions over
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finite fields (see e.g. [6, 7, 9, 15, 20, 22]). Two generic constructions (say, first and second)
of linear codes from functions have been distinguished from the others in the literature.
Recently, several constructions of linear codes based on the second generic construction
have been proposed and many linear codes with perfect parameters have been constructed.
In fact, Ding has come up with an interesting survey [6] devoted to the construction of
binary linear codes from Boolean functions based on the second generic construction. Bent
functions (mostly, quadratic and weakly regular bent functions) have been extensively used
to construct linear codes with few weights. It was shown in a few papers (see e.g. [9, 20, 22])
that bent functions lead to the construction of interesting linear codes with few weights
based on the second generic construction. Indeed, Tang et al. (2016) have constructed in
[20] two or three weight linear codes from weakly regular bent functions over finite fields of
odd characteristic based on the second generic construction. This inspires us to construct
linear codes from weakly regular plateaued functions over finite fields of odd characteristic.
Within this framework, to construct new linear codes with few weights, we aim to make use
of weakly regular plateaued functions for the first time in the second generic construction.
The paper is structured as follows. Section 2 sets main notations and gives background
in finite field theory and coding theory. In Section 3, we present some results related to
weakly regular plateaued functions, which will be needed to construct linear codes. In
Section 4, we construct two or three weight linear codes by using some weakly regular
plateaued functions over finite fields of odd characteristic based on the second generic
construction. We also determine the weight distributions of the constructed codes. Finally,
in Section 5, we analyze the minimality of the constructed codes and hence observe that
all nonzero codewords of the constructed codes are minimal for almost all cases.
2 Preliminaries
In this section, after setting basic notations, we mention the connection between linear
codes and secret sharing schemes. We end this section by recording some properties of
weakly regular plateaued functions.
2.1 Basic notations
Herein after, we fix the following notations unless otherwise stated.
• For any set E, #E denotes the cardinality of E and E⋆ = E \ {0},
• Z is the ring of integers and Q is the field of rational numbers,
• |z| denotes the magnitude of z ∈ C, where C is the field of complex numbers,
• p is an odd prime and q = pn is an n-th power of p with n being a positive integer,
• Fq is the finite field with q elements and F⋆q = 〈ζ〉 is a cyclic group with generator ζ,
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• The trace of α ∈ Fq over Fp is defined by Trn(α) = α+ αp + αp2 + · · ·+ αpn−1 ,
• ξp = e2πi/p is the complex primitive p-th root of unity, where i =
√−1 is the complex
primitive 4-th root of unity,
• SQ and NSQ denote the set of all squares and non-squares in F⋆p, respectively,
• η and η0 are the quadratic characters of F⋆q and F⋆p,
• p∗ = η0(−1)p = (−1)
p−1
2 p. Notice that pn = ηn0 (−1)
√
p∗
2n
.
Cyclotomic field Q(ξp). A cyclotomic field Q(ξp) is obtained from the field Q by adjoining
ξp. The ring of integers in Q(ξp) is defined as OQ(ξp) := Z(ξp). An integral basis of
OQ(ξp) is the set {ξip : 1 ≤ i ≤ p − 1}. The field extension Q(ξp)/Q is Galois of degree
p − 1, and the Galois group Gal(Q(ξp)/Q) = {σa : a ∈ F⋆p}, where the automorphism σa
of Q(ξp) is defined by σa(ξp) = ξ
a
p . The cyclotomic field Q(ξp) has a unique quadratic
subfield Q(
√
p∗). For a ∈ F⋆p, we have σa(
√
p∗) = η0(a)
√
p∗. Hence, the Galois group
Gal(Q(
√
p∗)/Q) = {1, σγ}, where γ ∈ NSQ. For a ∈ F⋆p and b ∈ Fp, we clearly have
σa(ξ
b
p) = ξ
ab
p and σa(
√
p∗
n
) = η0
n(a)
√
p∗
n
, which will be needed to prove our subsequent
results. The reader is referred to [13] for further reading on cyclotomic fields.
2.2 Linear codes and Secret sharing schemes
A linear code C of length n and dimension k over Fp is a k-dimensional linear subspace of an
n-dimensional vector space Fnp , which can be viewed as an extension field Fpn . An element
of C is said to be codeword. The Hamming weight of a vector a = (a0, . . . , an−1) ∈ Fnp ,
denoted by wt(a), is the cardinality of its support defined as
supp(a) = {0 ≤ i ≤ n− 1 : ai 6= 0}.
The minimum Hamming distance of C is the minimum Hamming weight of its nonzero
codewords. A linear code C of length n and dimension k over Fp with minimum Hamming
distance d is denoted by [n, k, d]p. Note that d detects the error correcting capability of C.
Let Aw denote the number of codewords with Hamming weight w in C of length n. Then,
(1, A1, . . . , An) is the weight distribution of C and the polynomial 1 +A1y + · · ·+Anyn is
called the weight enumerator of C. The code C is called a t-weight code if the number of
nonzero Aw in the weight distribution is t.
We now state the covering problem of a linear code C. We say that a codeword a of
C covers another codeword b of C if supp(a) contains supp(b). A nonzero codeword a of
C is said to be minimal if a covers only the codeword ja for every j ∈ Fp, but no other
nonzero codewords of C. A linear code C is said to be minimal if every nonzero codeword
of C is minimal. Determining the minimality of a linear code over finite fields has been an
attractive research topic in coding theory. The covering problem of a linear code C is to
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find all minimal codewords of C. This problem is rather difficult for general linear codes,
but easy for a few special linear codes.
The following lemma says that all nonzero codewords of C are minimal if the Hamming
weights of the nonzero codewords of C are too close to each other. The reader also notices
that a necessary and sufficient condition on minimal linear codes over finite fields has been
presented in [11, Theorem 11]. Indeed, it is worth noting that [11] provides an infinite
family of minimal linear codes violating the following sufficient condition.
Lemma 1. (Ashikhmin-Barg) [1] All nonzero codewords of a linear code C over Fp are
minimal if
p− 1
p
<
wmin
wmax
,
where wmin and wmax denote the minimum and maximum weights of nonzero codewords in
C, respectively.
In a secret sharing scheme, a set of participants who can recover the secret value s
from their shares is called an access set. The set of all access sets is said to be the access
structure of a secret sharing scheme. An access set is said to be a minimal access set if
any of its proper subsets cannot recover s from their shares. We take only an interest in
the set of all minimal access sets, which is said to be a nice access structure.
From [3, Lemma 16], there is a one-to-one correspondence between the set of minimal
access sets of the secret sharing scheme based on C and the set of minimal codewords of the
dual code C⊥. Hence, to find the minimal access sets of the secret sharing scheme based
on C, it is sufficient to find the minimal codewords of C⊥ whose first coordinate is 1.
The following proposition describes the access structure of the secret sharing scheme
based on a dual code of a minimal linear code.
Proposition 1. [3, 8] Let C be a minimal linear [n, k, d]p code over Fp with the generator
matrix G = [g0,g1, . . . ,gn−1]. We denote by d
⊥ the minimum Hamming distance of its
dual code C⊥. Then in the secret sharing scheme based on C⊥, the number of participants
is n− 1, and there exist pk−1 minimal access sets.
• If d⊥ = 2, the access structure is given as follows. If gi, 1 ≤ i ≤ n− 1, is a multiple
of g0, then participant Pi must be in all minimal access sets. If gi, 1 ≤ i ≤ n− 1, is
not a multiple of g0, then Pi must be in (p− 1)pk−2 out of pk−1 minimal access sets.
• If d⊥ ≥ 3, for any fixed 1 ≤ t ≤ min{k − 1, d⊥ − 2}, every set of t participants is
involved in (p − 1)tpk−(t+1) out of pk−1 minimal access sets.
In the following subsection, we introduce some results on weakly regular plateaued
functions.
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2.3 Weakly regular plateaued functions
Let f : Fq −→ Fp be a p-ary function. The Walsh transform of f is given by:
χ̂f (β) =
∑
x∈Fq
ξp
f(x)−Trn(βx), β ∈ Fq.
A function f is said to be balanced over Fp if f takes every value of Fp the same number
of pn−1 times, in other words, χ̂f (0) = 0; otherwise, f is called unbalanced. Notice that f
can be recovered from χ̂f by the inverse Walsh transform:
ξf(x)p =
1
pn
∑
β∈Fq
χ̂f (β)ξ
Trn(βx)
p . (1)
Bent functions, introduced first in characteristic 2 by Rothaus [19] in 1976, are the functions
whose Walsh coefficients satisfy |χ̂f (β)|2 = pn. A bent function f is called regular bent if
for every β ∈ Fq, p−n2 χ̂f (β) = ξf
⋆(β)
p for some p-ary function f⋆ : Fq → Fp, and f is called
weakly regular bent if there exist a complex number u with |u| = 1 and a p-ary function
f⋆ such that up−
n
2 χ̂f (β) = ξ
f⋆(β)
p for all β ∈ Fq. Notice that f⋆ is also a weakly regular
bent function. As an extension of bent functions, the notion of plateaued functions was
introduced first in characteristic 2 by Zheng and Zhang [21] in 1999. A function f is said
to be p-ary s-plateaued if |χ̂f (β)|2 ∈ {0, pn+s} for every β ∈ Fq, where s is an integer
with 0 ≤ s ≤ n. The Walsh support of plateaued f is defined by Supp(χ̂f ) = {β ∈ Fq :
|χ̂f (β)|2 = pn+s}. The Parseval identity is given by
∑
β∈Fq
|χ̂f (β)|2 = p2n. The absolute
Walsh distribution of plateaued functions follows from the Parseval identity.
Lemma 2. [17] Let f : Fq → Fp be an s-plateaued function. Then for β ∈ Fq, |χ̂f (β)|2
takes pn−s times the value pn+s and pn − pn−s times the value 0.
Definition 1. [18] Let f : Fq → Fp be a p-ary s-plateaued function, where s is an integer
with 0 ≤ s ≤ n. Then, f is called weakly regular p-ary s-plateaued if there exists a complex
number u having unit magnitude (in fact, |u| = 1 and u does not depend on β) such that
χ̂f (β) ∈
{
0, up
n+s
2 ξg(β)p
}
for all β ∈ Fq, where g is a p-ary function over Fq with g(β) = 0 for all β ∈ Fq \ Supp(χ̂f );
otherwise, f is called non-weakly regular p-ary s-plateaued. In particular, weakly regular f
is said to be regular if u = 1.
Lemma 3. [18] Let f : Fq → Fp be a weakly regular s-plateaued function. For all β ∈
Supp(χ̂f ), we have χ̂f (β) = ǫ
√
p∗
n+s
ξ
g(β)
p , where ǫ = ±1 is the sign of χ̂f and g is a p-ary
function over Supp(χ̂f ).
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The following lemma can be derived from Lemma 3.
Lemma 4. Let f : Fq → Fp be a weakly regular s-plateaued function. Then for x ∈ Fq,∑
β∈Supp(χ̂f )
ξg(β)+Tr
n(βx)
p = ǫη
n
0 (−1)
√
p∗
n−s
ξf(x)p ,
where ǫ = ±1 is the sign of χ̂f and g is a p-ary function over Fq with g(β) = 0 for all
β ∈ Fq \ Supp(χ̂f ).
Proof. By the inverse Walsh transform in (1), we have
ξ
f(x)
p =
1
pn
∑
β∈Fq
χ̂f (β)ξ
Trn(βx)
p =
1
pn
∑
β∈Supp(χ̂f )
ǫ
√
p∗
n+s
ξg(β)p ξ
Trn(βx)
p ,
where we used that χ̂f (β) = 0 for all β ∈ Fq \ Supp(χ̂f ). Hence, we get∑
β∈Supp(χ̂f )
ξg(β)+Tr
n(βx)
p =
1√
p∗
n+s ǫp
nξf(x)p = ǫη
n
0 (−1)
√
p∗
n−s
ξf(x)p ,
where we used in the last equality that pn = ηn0 (−1)
√
p∗
2n
.
The following lemma is a direct consequence of Lemmas 2 and 4.
Lemma 5. Let f : Fq → Fp be a weakly regular s-plateaued function with χ̂f (β) =
ǫ
√
p∗
n+s
ξ
g(β)
p for every β ∈ Supp(χ̂f ), where ǫ = ±1 is the sign of χ̂f and g is a p-
ary function over Fq with g(β) = 0 for all β ∈ Fq \ Supp(χ̂f ). Then, we get χ̂g(0) =
pn − pn−s + ǫηn0 (−1)
√
p∗
n−s
ξ
f(0)
p .
Remark 1. Notice that Lemma 5 confirms that g can not be balanced.
We now define the subset of the set of weakly regular plateaued functions, which is
going to be used to construct linear codes. Let f : Fq → Fp be a weakly regular p-ary
s-plateaued unbalanced function, where 0 ≤ s ≤ n, and we denote by WRP the set of such
functions satisfying the following two properties:
P1) f(0) = 0, and
P2) there exists a positive even integer h with gcd(h − 1, p − 1) = 1 such that f(ax) =
ahf(x) for any a ∈ F⋆p and x ∈ Fq.
Lemma 6. Let f ∈ WRP . Then for any β ∈ Supp(χ̂f ) (resp., β ∈ Fq \ Supp(χ̂f )), we
have zβ ∈ Supp(χ̂f ) (resp., zβ ∈ Fq \ Supp(χ̂f )) for every z ∈ F⋆p.
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Proof. For every z ∈ F⋆p and β ∈ Fq, we have
χ̂f (zβ) =
∑
x∈Fq
ξp
f(x)−Trn(zβx) =
∑
x∈Fq
ξp
f(zkx)−zTrn(βzkx) =
∑
x∈Fq
ξp
zlf(x)−zlTrn(βx),
where k is a positive odd integer such that k(h− 1) ≡ 1 (mod p− 1) and l = k+1, and is
σzl
∑
x∈Fq
ξp
f(x)−Trn(βx)
 = σzl (χ̂f (β)) =
{
0, if β ∈ Fq \ Supp(χ̂f ),
ǫ
√
p∗
n+s
ξ
zlg(β)
p , if β ∈ Supp(χ̂f ),
where we used in the last equality that ηn+s0 (z
l) = 1. Hence, the proof is complete.
Lemma 6 implies that there exists a subset PS of the Walsh support of f ∈ WRP
such that Supp(χ̂f ) = F
⋆
pPS = {zβ : z ∈ F⋆p and β ∈ PS}, where for each pair of distinct
elements β1, β2 ∈ PS we have β1β2 /∈ F⋆p.
We now give a brief introduction to the quadratic functions (see e.g. [10]). Recall that
any quadratic function from Fpn to Fp having no linear term can be represented by
Q(x) =
⌊n/2⌋∑
i=0
Trn(aix
pi+1), (2)
where ⌊x⌋ denotes the largest integer less than or equal to x and ai ∈ Fpn for 0 ≤ i ≤ ⌊n/2⌋.
Let A be a corresponding n × n symmetric matrix with Q(x) = xTAx defined in [10] and
L be a corresponding linearized polynomial over Fpn defined as
L(z) =
l∑
i=0
(aiz
pi + ap
n−i
i z
pn−i).
The set of linear structures of quadratic function Q is the kernel of L, defined as
kerFp(L) = {z ∈ Fpn : Q(z + y) = Q(z) +Q(y),∀y ∈ Fpn}, (3)
which is an Fp-linear subspace of Fpn . Let the dimension of kerFp(L) be s with 0 ≤ s ≤ n.
Notice that by [12, Proposition 2.1], the rank of A is equal to n − s. It was shown in [10]
that a quadratic function Q is bent if and only if s = 0; equivalently, A is nonsingular, i.e.,
has full rank. Hence, we have the following natural consequence (see e.g. [10, Proposition
2] and [17, Example 1]).
Proposition 2. Any quadratic function Q is s-plateaued if and only if the dimension of
the kernel of L defined in (3) is equal to s; equivalently, the rank of A is n− s.
Indeed, from [10, Proposition 1] and [4, Theorem 4.3] we have also the following rea-
sonable fact.
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Proposition 3. The sign of Walsh transform of quadratic functions does not depend on
inputs which means that any quadratic function is weakly regular plateaued. Namely, there
is no quadratic non-weakly regular plateaued functions.
Remark 2. All quadratic unbalanced functions defined in (2) are in the set WRP. Hence,
all of these functions can be used to construct linear codes in this paper.
Example 1. The function f : F34 → F3 defined as f(x) = Tr4(ζx10+ζ51x4+ζ68x2), where
F⋆34 = 〈ζ〉 with ζ4 + 2ζ3 + 2 = 0, is the quadratic 2-plateaued unbalanced function in the
set WRP with
χ̂f (β) ∈ {0, ǫη30(−1)33ξg(β)3 } = {0,−27,−27ξ3,−27ξ23}
for all β ∈ F34 , where ǫ = 1, η0(−1) = −1 and g is an unbalanced 3-ary function with
g(0) = 0, g(ζ2) = g(ζ33) = g(ζ42) = g(ζ73) = 1 and g(ζ5) = g(ζ6) = g(ζ45) = g(ζ46) =
2. Clearly, we have Supp(χ̂f ) = {0, ζ2, ζ5, ζ6, ζ33, ζ42, ζ45, ζ46, ζ73} and PS = {0, ζ2 =
2ζ42, ζ5 = 2ζ45, ζ6 = 2ζ46, ζ33 = 2ζ73}.
We conclude this section by recording the following necessary results.
Lemma 7. [20] Let ai, bi ∈ Z for every i ∈ Fp such that
∑p−1
i=0 ai ≡
∑p−1
i=0 bi mod 2 and∑p−1
i=0 aiξ
i
p ≡
∑p−1
i=0 biξ
i
p mod 2. Then, ai ≡ bi mod 2 for every i ∈ Fp.
Lemma 8. [14] For a ∈ F⋆q, we have
∑
x∈Fq
ξ
Trn(ax2)
p = (−1)n−1η(a)√p∗n. In particular
(in case of n = 1), for a ∈ F⋆p, we have∑
x∈Fp
ξax
2
p =
{ √
p∗, a ∈ SQ,
−√p∗, a ∈ NSQ.
Proposition 4. Let f ∈WRP , then g(0) = 0.
Proof. From Lemmas 7 and 8, the proof can be completed by using the same argument
used in the proof of [20, Proposition 4].
One can immediately observe the following proposition from the proof of Lemma 6.
Proposition 5. Let f ∈ WRP , then there exists a positive even integer l with gcd(l −
1, p − 1) = 1 such that g(aβ) = alg(β) for any a ∈ F⋆p and β ∈ Supp(χ̂f ).
Lemma 9. [14] We have
i.)
∑
a∈F⋆p
η0(a) = 0,
ii.)
∑
a∈F⋆p
η0(a)ξ
a
p =
√
p∗ =
{ √
p, if p ≡ 1 (mod 4),
i
√
p, if p ≡ 3 (mod 4),
iii.)
∑
a∈F⋆p
ξabp = −1 for any b ∈ F⋆p.
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3 Exponential sums from weakly regular plateaued func-
tions
In this section, we present some results on exponential sums related to weakly regular
plateaued functions, which are going to be needed in Section 4 to construct linear codes.
Actually, these results were given in [20] for weakly regular bent functions; however, for the
sake of completeness, we state them translated into our framework and give their proofs.
We begin this section with the following lemma, which will be used to find the length
of a linear code.
Lemma 10. Let f : Fq → Fp be an unbalanced function with χ̂f (0) = ǫ
√
p∗
n+s
, where
ǫ = ±1 is the sign of χ̂f . For j ∈ Fp, define Nf (j) = #{x ∈ Fq : f(x) = j}. Then, if n+ s
is even,
Nf (j) =
{
pn−1 + ǫη0(−1)(p − 1)
√
p∗
n+s−2
, if j = 0,
pn−1 − ǫη0(−1)
√
p∗
n+s−2
, if j ∈ F⋆p,
if n+ s is odd, Nf (j) =

pn−1, if j = 0,
pn−1 + ǫ
√
p∗
n+s−1
, if j ∈ SQ,
pn−1 − ǫ√p∗n+s−1, if j ∈ NSQ.
Proof. Clearly, we have
∑p−1
j=0Nf (j)ξjp = ǫ
√
p∗
n+s
; namely,
∑p−1
j=0Nf (j)ξjp − ǫ
√
p∗
n+s
= 0.
If n + s is even, then for all j ∈ F⋆p we have Nf (j) = a and Nf (0) = a + ǫ
√
p∗
n+s
for
some constant integer a since
∑p−1
j=0 x
j is the minimal polynomial of ξp over Q. Hence,
since
∑p−1
j=0Nf (j) = pn, we get a + ǫ
√
p∗
n+s
+ (p − 1)a = pn from which we deduce that
a = pn−1 − ǫη(n+s)/20 (−1)p(n+s−2)/2. If n+ s is odd, then we get
p−1∑
j=0
Nf (j)ξjp − ǫ
√
p∗
n+s−1
p−1∑
j=1
η0(j)ξ
j
p = 0,
where we used the fact that
∑p−1
j=1 η0(j)ξ
j
p =
√
p∗ by Lemma 9 (ii), equivalently,
Nf (0) +
p−1∑
j=1
(
Nf (j) − ǫη0(j)
√
p∗
n+s−1
)
ξjp = 0.
As in the even case, for all j ∈ F⋆p we have Nf (j) = Nf (0) + ǫη0(j)
√
p∗
n+s−1
and hence
pNf (0) + ǫ
√
p∗
n+s−1∑p−1
j=1 η0(j) = p
n. Then we get Nf (0) = pn−1 by Lemma 9 (i). Thus,
the proof is ended.
The following lemma has a crucial role in determining the weight distributions of a
linear code.
9
Lemma 11. Let f ∈ WRP with χ̂f (β) = ǫ
√
p∗
n+s
ξ
g(β)
p for every β ∈ Supp(χ̂f ). For
j ∈ Fp, define Ng(j) = #{β ∈ Supp(χ̂f ) : g(β) = j}. Then, if n− s is even,
Ng(j) =
{
pn−s−1 + ǫηn+10 (−1)(p − 1)
√
p∗
n−s−2
, if j = 0,
pn−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
, if j ∈ F⋆p,
if n− s is odd, Ng(j) =

pn−s−1, if j = 0,
pn−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
, if j ∈ SQ,
pn−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
, if j ∈ NSQ.
Proof. By Lemma 4, for x = 0, we have
∑
β∈Supp(χ̂f )
ξg(β)p = ǫη
n
0 (−1)
√
p∗
n−s
, equivalently,
p−1∑
j=0
Ng(j)ξjp − ǫηn0 (−1)
√
p∗
n−s
= 0.
If n− s is even, then for all j ∈ F⋆p we have Ng(j) = a and Ng(0) = a+ ǫηn0 (−1)
√
p∗
n−s
for
some constant integer a. Hence, since #Supp(χ̂f ) = p
n−s, we get
p−1∑
j=0
Ng(j) = a+ ǫηn0 (−1)
√
p∗
n−s
+ (p− 1)a = pn−s.
If n − s is odd, with the same argument used in the proof of Lemma 10, we get Ng(j) =
Ng(0) + ǫηn0 (−1)η0(j)
√
p∗
n−s−1
for all j ∈ F⋆p and hence
pNg(0) + ǫηn0 (−1)
√
p∗
n−s−1
p−1∑
j=1
η0(j) = p
n−s.
Then we conclude Ng(0) = pn−s−1 from Lemma 9 (i), which completes the proof.
Lemma 12. Let f : Fq → Fp be an unbalanced function with χ̂f (0) = ǫ
√
p∗
n+s
, where
ǫ = ±1 is the sign of χ̂f . Then,∑
y∈F⋆p
∑
x∈Fq
ξyf(x)p =
{
ǫ(p− 1)√p∗n+s, if n+ s is even,
0, if n+ s is odd.
Proof. From the definition, one can immediately observe that
∑
y∈F⋆p
∑
x∈Fq
ξyf(x)p =
∑
y∈F⋆p
σy
∑
x∈Fq
ξf(x)p
 = ∑
y∈F⋆p
σy
(
ǫ
√
p∗
n+s
)
= ǫ
√
p∗
n+s ∑
y∈F⋆p
ηn+s0 (y).
Hence, the assertion follows clearly from Lemma 9 (i).
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Lemma 13. Let f ∈WRP . For β ∈ F⋆q, define A =
∑
y,z∈F⋆p
∑
x∈Fq
ξ
yf(x)−zTrn(βx)
p . Then,
for every β ∈ F⋆q \ Supp(χ̂f ), we have A = 0, and for every 0 6= β ∈ Supp(χ̂f ), if n+ s is
even, then
A =
{
ǫ(p − 1)2√p∗n+s, if g(β) = 0,
−ǫ(p− 1)√p∗n+s, if g(β) 6= 0,
if n+ s is odd, then A =
{
0, if g(β) = 0,
ǫη0(g(β))(p − 1)
√
p∗
n+s+1
, if g(β) 6= 0.
Proof. By Lemma 6, for every β ∈ Supp(χ̂f ), we have χ̂f (zβ) = ǫ
√
p∗
n+s
ξ
g(zβ)
p for any
z ∈ F⋆p. Then for every 0 6= β ∈ Supp(χ̂f ), we have
A =
∑
y,z∈F⋆p
σy
∑
x∈Fq
ξf(x)−Tr
n(zβx)
p
 = ∑
y,z∈F⋆p
σy(χ̂f (zβ))
=
∑
y,z∈F⋆p
σy(ǫ
√
p∗
n+s
ξg(zβ)p )
=
∑
y,z∈F⋆p
σy(ǫ
√
p∗
n+s
ξz
lg(β)
p )
= ǫ(p− 1)√p∗n+s
∑
y∈F⋆p
ηn+s0 (y)ξ
yg(β)
p ),
where we used Proposition 5 in the fourth equality and used the fact that zl is a square in
F⋆p for any z ∈ F⋆p in the last equality. When n+s is even, A = ǫ(p−1)
√
p∗
n+s∑
y∈F⋆p
ξ
yg(β)
p ,
which is ǫ(p − 1)2√p∗n+s if g(β) = 0; otherwise, −ǫ(p − 1)√p∗n+s from Lemma 9 (iii).
When n+ s is odd, we clearly have A = 0 if g(β) = 0; otherwise, conclude that
A = ǫ(p− 1)
√
p∗
n+s
σg(β)
∑
y∈F⋆p
η0(y)ξ
y
p
 = ǫη0(g(β))(p − 1)√p∗n+s+1,
where we used Lemma 9 (ii). For every β ∈ F⋆q \ Supp(χ̂f ), we immediately get A = 0.
Hence, the proof is complete.
The following lemma has a significant role in finding the Hamming weights of the
codewords of a linear code.
Lemma 14. Let f ∈WRP with χ̂f (0) = ǫ
√
p∗
n+s
. For β ∈ F⋆q, define Nf,β = #{x ∈ Fq :
f(x) = 0 and Trn(βx) = 0}. Then, for every β ∈ F⋆q \ Supp(χ̂f ),
Nf,β =
{
pn−2 + ǫ(p− 1)√p∗n+s−4, if n+ s is even,
pn−2, if n+ s is odd,
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and for every 0 6= β ∈ Supp(χ̂f ), if n+ s is even, then
Nf,β =
{
pn−2 + ǫη0(−1)(p − 1)
√
p∗
n+s−2
, if g(β) = 0,
pn−2, if g(β) 6= 0,
if n+ s is odd, then Nf,β =

pn−2, if g(β) = 0,
pn−2 + ǫ(p− 1)√p∗n+s−3, if g(β) ∈ SQ,
pn−2 − ǫ(p− 1)√p∗n+s−3, if g(β) ∈ NSQ.
Proof. By the definition of Nf,β, one can observe that
Nf,β = p−2
∑
x∈Fq
∑
y∈Fp
ξyf(x)p
∑
z∈Fp
ξ−zTr
n(βx)
p

= pn−2 + p−2
∑
y∈F⋆p
∑
x∈Fq
ξyf(x)p + p
−2
∑
y,z∈F⋆p
∑
x∈Fq
ξyf(x)−zTr
n(βx)
p .
Hence, the proof is concluded from Lemmas 12 and 13.
The following can be immediately observed as in Lemma 12.
Lemma 15. Let f : Fq → Fp be an unbalanced function with χ̂f (0) = ǫ
√
p∗
n+s
, where
ǫ = ±1 is the sign of χ̂f . Then, we have∑
y∈F⋆p
∑
x∈Fq
ξy
2f(x)
p = ǫ(p− 1)
√
p∗
n+s
.
Lemma 16. Let f ∈WRP . For β ∈ F⋆q, define A =
∑
y,z∈F⋆p
∑
x∈Fq
ξ
y2f(x)−zTrn(βx)
p . Then,
for every β ∈ F⋆q \ Supp(χ̂f ), we have A = 0, and for every 0 6= β ∈ Supp(χ̂f ), we have
A =

ǫ(p− 1)2√p∗n+s, if g(β) = 0,
ǫ(p− 1)√p∗n+s(√p∗ − 1), if g(β) ∈ SQ,
−ǫ(p− 1)√p∗n+s(√p∗ + 1), if g(β) ∈ NSQ.
Proof. As in the proof of Lemma 13, we get A =
∑
y,z∈F⋆p
σy2(χ̂f (zβ)) for every β ∈ F⋆q.
For every β ∈ F⋆q \ Supp(χ̂f ), we clearly have A = 0. For every 0 6= β ∈ Supp(χ̂f ), we get
A =
∑
y,z∈F⋆p
σy2(ǫ
√
p∗
n+s
ξg(zβ)p ) =
∑
y,z∈F⋆p
σy2(ǫ
√
p∗
n+s
ξz
lg(β)
p )
= ǫ
√
p∗
n+s ∑
y,z∈F⋆p
σy2(ξ
zlg(β)
p )
= ǫ
√
p∗
n+s
(p− 1)
∑
y∈F⋆p
ξy
2g(β)
p
= ǫ
√
p∗
n+s
(p− 1)
∑
y∈Fp
ξy
2g(β)
p − ǫ
√
p∗
n+s
(p− 1),
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where in the second equality we used Proposition 5 and in the fourth equality we used the
fact that y2zl runs through all squares in F⋆p when y ranges over F
⋆
p for any fixed z ∈ F⋆p.
Hence the assertion follows from Lemma 8.
The following lemma has a significant role in finding the Hamming weights of the
codewords of a linear code.
Lemma 17. Let f ∈WRP . For β ∈ F⋆q, define
Nsq,β = #{x ∈ Fq : f(x) ∈ SQ and Trn(βx) = 0},
Nnsq,β = #{x ∈ Fq : f(x) ∈ NSQ and Trn(βx) = 0}.
Then, for every β ∈ F⋆q\Supp(χ̂f ), if n+s is even, Nsq,β = Nnsq,β = p−12
(
pn−2 − ǫ√p∗n+s−4
)
,
if n+ s is odd,
Nsq,β = p−12
(
pn−2 + ǫη0(−1)
√
p∗
n+s−3
)
,
Nnsq,β = p−12
(
pn−2 − ǫη0(−1)
√
p∗
n+s−3
)
.
For every 0 6= β ∈ Supp(χ̂f ), if n+ s is even, then
Nsq,β =

p−1
2
(
pn−2 − ǫη0(−1)
√
p∗
n+s−2
)
, if g(β) = 0 or g(β) ∈ NSQ,
p−1
2
(
pn−2 + ǫη0(−1)
√
p∗
n+s−2
)
, if g(β) ∈ SQ,
Nnsq,β =

p−1
2
(
pn−2 − ǫη0(−1)
√
p∗
n+s−2
)
, if g(β) = 0 or g(β) ∈ SQ,
p−1
2
(
pn−2 + ǫη0(−1)
√
p∗
n+s−2
)
, if g(β) ∈ NSQ,
if n+ s is odd, then
Nsq,β =

p−1
2
(
pn−2 + ǫ
√
p∗
n+s−1
)
, if g(β) = 0,
p−1
2
(
pn−2 − ǫ√p∗n+s−3
)
, if g(β) ∈ SQ,
p−1
2
(
pn−2 + ǫ
√
p∗
n+s−3
)
, if g(β) ∈ NSQ,
Nnsq,β =

p−1
2
(
pn−2 − ǫ√p∗n+s−1
)
, if g(β) = 0,
p−1
2
(
pn−2 − ǫ√p∗n+s−3
)
, if g(β) ∈ SQ,
p−1
2
(
pn−2 + ǫ
√
p∗
n+s−3
)
, if g(β) ∈ NSQ.
Proof. In view of Lemmas 14, 15 and 16, the proof can be constructed with the same
argument used in the proof of [20, Lemma 14].
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4 Linear codes with few weights from weakly regular plateaued
functions
In this section, we generalize the recent construction methods of linear codes proposed by
Ding et al. [5, 9] and Tang et al. [20] to weakly regular plateaued functions, based on the
second generic construction. We also record a subcode of any constructed code.
4.1 Two or three weight linear codes with their weight distributions
In this subsection, to construct new linear codes, we make use of weakly regular plateaued
functions in the construction method of linear codes proposed by Ding et al. [9]. Let f be
a p-ary function from Fq to Fp. Define a set
Df = {x ∈ F⋆q : f(x) = 0}. (4)
Assume m = #Df and Df = {d1, d2, . . . , dm}. The second generic construction of a linear
code from f is obtained from Df and a linear code involving Df is defined by
CDf = {cβ = (Trn(βd1),Trn(βd2), . . . ,Trn(βdm)) : β ∈ Fq}. (5)
The set Df is usually called the defining set of the code CDf . The code CDf has length
m and dimension at most n. This construction is generic in the sense that many classes
of known codes could be produced by selecting the defining set Df ⊆ Fq. For a general
function f , determining the weight distribution of CDf is little hard, but easy for some
special functions. For example, the weight distribution of CDf was determined by Ding
et al. [9] for a quadratic function f(x) = Trn(x2), by Zhou et al. [22] for quadratic bent
functions and by Tang et al. [20] for some weakly regular bent functions. We now solve
this problem for some weakly regular plateaued functions.
The Hamming weights of the codewords of the code CDf as well as its length are derived
from Lemmas 10 and 14, and its weight distribution is determined by Lemmas 2 and 11.
Theorem 1. Let n + s be an even integer and f ∈ WRP . Then CDf is the three-weight
linear code with parameters
[
pn−1 − 1 + ǫη0(−1)(p − 1)
√
p∗
n+s−2
, n
]
p
, where ǫ = ±1 is the
sign of χ̂f . The Hamming weights of the codewords and the weight distribution of CDf are
as in Table 1.
Proof. Clearly, we get #Df = Nf (0)− 1 = pn−1− 1+ ǫη0(−1)(p− 1)
√
p∗
n+s−2
by Lemma
10 and wt(cβ) = #Df − Nf,β + 1 for every β ∈ F⋆q by Lemma 14. Then, for every
β ∈ F⋆q \ Supp(χ̂f ), we have wt(cβ) = (p − 1)(pn−2 + ǫ(p − 1)
√
p∗
n+s−4
), and the number
of such codewords cβ is p
n − pn−s by Lemma 2. For every 0 6= β ∈ Supp(χ̂f ), we obtain
wt(cβ) =
{
(p − 1)pn−2, if g(β) = 0,
(p − 1)
(
pn−2 + ǫη0(−1)
√
p∗
n+s−2
)
, if g(β) 6= 0,
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Hamming weight w Multiplicity Aw
0 1
(p− 1)
(
p
n−2 + ǫ(p− 1)
√
p∗
n+s−4
)
p
n − pn−s
(p− 1)pn−2 pn−s−1 + ǫηn+10 (−1)(p− 1)
√
p∗
n−s−2 − 1
(p− 1)
(
p
n−2 + ǫη0(−1)
√
p∗
n+s−2
)
(p− 1)
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 1: The weight distribution of CDf when n+ s is even
and the number of such codewords cβ follows from Lemma 11. Hence the proof is ended.
Remark 3. In Theorem 1, if ǫη
(n+s)/2
0 (−1) = −1, then we need the condition 0 ≤ s ≤ n−4;
otherwise, 0 ≤ s ≤ n− 2.
Example 2. The function f : F38 → F3 defined as f(x) = Tr8(ζx4 + ζ816x2), where
F⋆38 = 〈ζ〉 with ζ8 + 2ζ5 + ζ4 + 2ζ2 + 2ζ + 2 = 0, is the quadratic 2-plateaued unbalanced
function in the set WRP with
χ̂f (β) ∈ {0, ǫη50(−1)35ξg(β)3 } = {0, 243, 243ξ3 , 243ξ23}
for all β ∈ F38 , where ǫ = −1, η0(−1) = −1 and g is an unbalanced 3-ary function with
g(0) = 0. Then, CDf is the three-weight linear code with parameters [2348, 8, 1458]3 , weight
enumerator 1+ 260y1458 +5832y1566 +468y1620 and weight distribution (1, 260, 5832, 468),
which is verified by MAGMA in [2]. This code is minimal by Lemma 1.
Theorem 2. Let f ∈ WRP and n + s be an odd integer with 0 ≤ s ≤ n − 3. Then, CDf
is the three-weight linear code with parameters
[
pn−1 − 1, n, (p − 1) (pn−2 − p(n+s−3)/2)]
p
.
The Hamming weights of the codewords and the weight distribution of CDf are as in Table
2, where ǫ = ±1 is the sign of χ̂f .
Hamming weight w Multiplicity Aw
0 1
(p− 1)pn−2 pn + pn−s−1 − pn−s − 1
(p− 1)
(
p
n−2 − ǫ
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
(p− 1)
(
p
n−2 + ǫ
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 2: The weight distribution of CDf when n+ s is odd
Proof. The proof can be completed in a similar way to the even case in Theorem 1.
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Example 3. The function f : F33 → F3 defined as f(x) = Tr3(x4 + x2), where F⋆33 = 〈ζ〉
with ζ3 + 2ζ + 1 = 0, is the quadratic bent function in the set WRP with
χ̂f (β) ∈ {i3
√
3, i3
√
3ξ3, i3
√
3ξ23} = {6ξ3 + 3,−3ξ3 − 6,−3ξ3 + 3}
for all β ∈ F33 , where ǫ = −1 and η0(−1) = −1. Then, CDf is the three-weight linear code
with parameters [8, 3, 4]3, weight enumerator 1 + 8y
6 +6y8 +12y4 and weight distribution
(1, 8, 6, 12), which is verified by MAGMA in [2].
Since the Hamming weights of all nonzero codewords of CDf have a common divisor
p − 1, we can obtain a shorter linear code from the code CDf . Let f ∈ WRP . For any
x ∈ Fq, f(x) = 0 if and only if f(ax) = 0, for every a ∈ F⋆p. Then one can choose a subset
D¯f of the defining set Df of CDf defined by (4) such that
⋃
a∈F⋆p
aD¯f is a partition of Df ,
namely,
Df = F
⋆
pD¯f = {ab : a ∈ F⋆p, b ∈ D¯f},
where for each pair of distinct elements b1, b2 ∈ D¯f we have b1b2 /∈ F⋆p. This implies that the
linear code CDf can be punctured into a shorter linear code CD¯f , where D¯f is its defining
set. Notice that for β ∈ F⋆q,
#{x ∈ Df : f(x) = 0 and Trn(βx) = 0} = (p − 1)#{x ∈ D¯f : f(x) = 0 and Trn(βx) = 0}.
Hence, the following linear codes in Corollaries 1 and 2 are directly obtained from the
constructed ones in Theorems 1 and 2, respectively.
Corollary 1. The punctured version CD¯f of the code CDf of Theorem 1 is the three-weight
linear code with parameters
[
(pn−1 − 1)/(p − 1) + ǫη0(−1)
√
p∗
n+s−2
, n
]
p
whose weight dis-
tribution is listed in Table 3.
Hamming weight w Multiplicity Aw
0 1
p
n−2 + ǫ(p− 1)
√
p∗
n+s−4
p
n − pn−s
p
n−2
p
n−s−1 + ǫηn+10 (−1)(p− 1)
√
p∗
n−s−2 − 1
p
n−2 + ǫη0(−1)
√
p∗
n+s−2
(p− 1)
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 3: The weight distribution of CD¯f when n+ s is even
Example 4. The punctured version CD¯f of CDf in Example 2 is the three-weight linear
code with parameters [1174, 8, 729]3 , weight enumerator 1 + 260y
729 + 5832y783 + 468y810
and weight distribution (1, 260, 5832, 468). This code is minimal by Lemma 1.
16
Corollary 2. The punctured version CD¯f of the code CDf of Theorem 2 is the three-
weight linear code with parameters
[
(pn−1 − 1)/(p − 1), n, pn−2 − p(n+s−3)/2]
p
whose weight
distribution is listed in Table 4.
Hamming weight w Multiplicity Aw
0 1
p
n−2
p
n + pn−s−1 − pn−s − 1
p
n−2 − ǫ
√
p∗
n+s−3 p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
p
n−2 + ǫ
√
p∗
n+s−3 p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 4: The weight distribution of CD¯f when n+ s is odd
Example 5. The punctured version CD¯f of CDf in Example 3 is the three-weight linear code
with parameters [4, 3, 2]3, weight enumerator 1 + 8y
3 +6y4 +12y2 and weight distribution
(1, 8, 6, 12), which is verified by MAGMA in [2]. This code is optimal owing to the Singleton
bound.
In particular, we can work on the Walsh support of a weakly regular plateaued function
f to define a subcode of each constructed code above. We consider a linear code involving
Df defined by
C¯Df = {cβ = (Trn(βd1),Trn(βd2), . . . ,Trn(βdm)) : β ∈ Supp(χ̂f )}, (6)
which is the subcode of CDf defined by (5). Hence, the following codes in Corollaries 3, 4,
5 and 6 are the subcodes of the codes of Theorems 1, 2 and Corollaries 1, 2, respectively.
Notice that their parameters are directly derived from that of corresponding codes.
Corollary 3. The subcode C¯Df of the code CDf of Theorem 1 is the two-weight linear code
with parameters
[
pn−1 − 1 + ǫη0(−1)(p − 1)
√
p∗
n+s−2
, n− s
]
p
whose weight distribution is
listed in Table 5.
Hamming weight w Multiplicity Aw
0 1
(p− 1)pn−2 pn−s−1 + ǫηn+10 (−1)(p− 1)
√
p∗
n−s−2 − 1
(p− 1)
(
p
n−2 + ǫη0(−1)
√
p∗
n+s−2
)
(p− 1)
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 5: The weight distribution of C¯Df when n+ s is even
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Corollary 4. The subcode C¯Df of the code CDf of Theorem 2 is the three-weight linear code
with parameters
[
pn−1 − 1, n− s, (p − 1) (pn−2 − p(n+s−3)/2)]
p
whose weight distribution is
listed in Table 6.
Hamming weight w Multiplicity Aw
0 1
(p− 1)pn−2 pn−s−1 − 1
(p− 1)
(
p
n−2 − ǫ
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
(p− 1)
(
p
n−2 + ǫ
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 6: The weight distribution of C¯Df when n+ s is odd
Corollary 5. The subcode C¯D¯f of the code CD¯f of Corollary 1 is the two-weight linear code
with parameters
[
(pn−1 − 1)/(p − 1) + ǫη0(−1)
√
p∗
n+s−2
, n− s
]
p
whose weight distribution
is listed in Table 7.
Hamming weight w Multiplicity Aw
0 1
p
n−2
p
n−s−1 + ǫηn+10 (−1)(p− 1)
√
p∗
n−s−2 − 1
p
n−2 + ǫη0(−1)
√
p∗
n+s−2
(p− 1)
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 7: The weight distribution of C¯D¯f when n+ s is even
Corollary 6. The subcode C¯D¯f of the code CD¯f of Corollary 2 is the three-weight linear code
with parameters
[
(pn−1 − 1)/(p − 1), n − s, pn−2 − p(n+s−3)/2]
p
whose weight distribution is
listed in Table 8.
Hamming weight w Multiplicity Aw
0 1
p
n−2
p
n−s−1 − 1
p
n−2 − ǫ
√
p∗
n+s−3 p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
p
n−2 + ǫ
√
p∗
n+s−3 p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 8: The weight distribution of C¯D¯f when n+ s is odd
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Remark 4. When we assume only the quadratic bent-ness (resp., the weakly regular bent-
ness) in this subsection, we can obviously recover the linear codes obtained by Zhou et al.
[22] (resp., by Tang et al. [20]). Therefore, this subsection can be viewed as an extension
of [22] and [20] to the weakly regular plateaued unbalanced functions.
The following section, to construct new linear codes, pushes further the use of weakly
regular plateaued functions in the construction methods proposed by Tang et al. [20].
4.2 Two or three weight linear codes with their weight distributions
Let f : Fq → Fp be a p-ary function. Define the sets
Df,sq = {x ∈ Fq : f(x) ∈ SQ} and Df,nsq = {x ∈ Fq : f(x) ∈ NSQ}.
With the similar definition of the linear code CDf defined by (5), we can define a linear
code involving Df,sq = {d′1, d′2, . . . , d′m}
CDf,sq = {cβ = (Trn(βd′1),Trn(βd′2), . . . ,Trn(βd′m)) : β ∈ Fq} (7)
and a linear code involving Df,nsq = {d′′1 , d′′2 , . . . , d′′m}
CDf,nsq = {cβ = (Trn(βd′′1),Trn(βd′′2), . . . ,Trn(βd′′m)) : β ∈ Fq}. (8)
From Lemmas 10 and 17, we find the Hamming weights of the codewords of the linear codes
CDf,sq and CDf,nsq as well as their length, and we determine their weight distributions from
Lemmas 2 and 11.
Theorem 3. Let n+ s be an even integer and f ∈WRP . Then, CDf,sq is the three-weight
linear code with parameters
[
p−1
2
(
pn−1 − ǫη0(−1)
√
p∗
n+s−2
)
, n
]
p
, where ǫ = ±1 is the
sign of χ̂f . The Hamming weights of the codewords and the weight distribution of CDf,sq
are as in Table 9.
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
(
p
n−2 − ǫ
√
p∗
n+s−4
)
p
n − pn−s
(p−1)2
2
p
n−2
p
n−s−1 + p−1
2
(
p
n−s−1 + ǫηn+10 (−1)
√
p∗
n−s−2
)
− 1
(p− 1)
(
p−1
2
p
n−2 − ǫη0(−1)
√
p∗
n+s−2
)
p−1
2
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 9: The weight distribution of CDf,sq when n+ s is even
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Proof. We have #Df,sq =
p−1
2 (p
n−1 − ǫη0(−1)
√
p∗
n+s−2
) by Lemma 10 and wt(cβ) =
#Df,sq −Nsq,β for every β ∈ F⋆q by Lemma 17. Then, for every β ∈ F⋆q \ Supp(χ̂f ),
wt(cβ) =
(p−1)2
2
(
pn−2 − ǫ√p∗n+s−4
)
,
and the number of such codewords cβ is equal to p
n − pn−s by Lemma 2. For every
0 6= β ∈ Supp(χ̂f ),
wt(cβ) =
{
(p−1)2
2 p
n−2, if g(β) = 0 or g(β) ∈ NSQ,
(p−1)2
2 p
n−2 − ǫη0(−1)(p − 1)
√
p∗
n+s−2
, if g(β) ∈ SQ,
and the number of such codewords cβ follows from Lemma 11. Hence the proof is ended.
Remark 5. In Theorem 3, if ǫη
(n+s)/2
0 (−1) = 1 and p = 3, then we have the condition
0 ≤ s ≤ n− 4; otherwise, 0 ≤ s ≤ n− 2 and n ≥ 3.
Example 6. The function f : F35 → F3 defined as f(x) = Tr5(ζ19x4 + ζ238x2), where
F⋆35 = 〈ζ〉 with ζ5+2ζ +1 = 0, is the quadratic 1-plateaued unbalanced function in the set
WRP with
χ̂f (β) ∈ {0, ǫη30(−1)33ξg(β)3 } = {0,−27,−27ξ3,−27ξ23}
for all β ∈ F35 , where ǫ = 1, η0(−1) = −1 and g is an unbalanced 3-ary function with
g(0) = 0. Then, CDf,sq is the three-weight linear code with parameters [90, 5, 54]3 , weight
enumerator 1 + 50y54 + 162y60 + 30y72 and weight distribution (1, 50, 162, 30), which is
verified by MAGMA in [2]. This code is minimal by Lemma 1.
Recall that we have the following fact:
η0(−1) =
{
1 if and only if p ≡ 1 (mod 4),
−1 if and only if p ≡ 3 (mod 4),
which will be needed in Theorems 4 and 5.
Theorem 4. Let n+ s be an odd integer and f ∈WRP . Then, CDf,sq is the three-weight
linear code with parameters
[
p−1
2
(
pn−1 + ǫ
√
p∗
n+s−1
)
, n
]
p
, where ǫ = ±1 is the sign of
χ̂f . The Hamming weights of the codewords and the weight distribution of CDf,sq are as in
Table 10 and Table 11 when p ≡ 1 (mod 4) and p ≡ 3 (mod 4), respectively.
Proof. The proof can be completed in a similar way to the even case in Theorem 3.
Remark 6. In Theorem 4, if p ≡ 3 (mod 4) and ǫη(n+s−1)/20 (−1) = −1 or p ≡ 1 (mod 4)
and ǫ = −1, then we have the condition 0 ≤ s ≤ n−3; otherwise, 0 ≤ s ≤ n−1 and n ≥ 2.
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Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 − 1
p−1
2
(
(p− 1)pn−2 + ǫ(p+ 1)
√
p
n+s−3
)
p−1
2
(
p
n−s−1 + ǫ
√
p
n−s−1
)
(p−1)2
2
(
p
n−2 + ǫ
√
p
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 − ǫ
√
p
n−s−1
)
Table 10: The weight distribution of CDf,sq when p ≡ 1 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 − 1
(p−1)2
2
(
p
n−2 − ǫ
√
p∗
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 + ǫ(−1)n
√
p∗
n−s−1
)
p−1
2
(
(p− 1)pn−2 − ǫ(p+ 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫ(−1)n
√
p∗
n−s−1
)
Table 11: The weight distribution of CDf,sq when p ≡ 3 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 − 1
(p−1)2
2
(
p
n−2 − ǫ
√
p
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 + ǫ
√
p
n−s−1
)
p−1
2
(
(p− 1)pn−2 − ǫ(p+ 1)
√
p
n+s−3
)
p−1
2
(
p
n−s−1 − ǫ
√
p
n−s−1
)
Table 12: The weight distribution of CDf,nsq when p ≡ 1 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 − 1
p−1
2
(
(p− 1)pn−2 + ǫ(p+ 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫ(−1)n
√
p∗
n−s−1
)
(p−1)2
2
(
p
n−2 + ǫ
√
p∗
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 − ǫ(−1)n
√
p∗
n−s−1
)
Table 13: The weight distribution of CDf,nsq when p ≡ 3 (mod 4) and n+ s is odd
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Theorem 5. Let n+ s be an odd integer and f ∈WRP . Then, CDf,nsq is the three-weight
linear code with parameters
[
p−1
2
(
pn−1 − ǫ√p∗n+s−1
)
, n
]
p
, where ǫ = ±1 is the sign of
χ̂f . The Hamming weights of the codewords and the weight distribution of CDf,nsq are as
in Table 12 and Table 13 when p ≡ 1 (mod 4) and p ≡ 3 (mod 4), respectively.
Proof. Obviously, we get #Df,nsq =
p−1
2 (p
n−1 − ǫ√p∗n+s−1) by Lemma 10 and wt(cβ) =
#Df,nsq −Nnsq,β for every β ∈ F⋆q by Lemma 17. Then, for every β ∈ F⋆q \ Supp(χ̂f ),
wt(cβ) =
(p−1)2
2
(
pn−2 − ǫη0(−1)
√
p∗
n+s−3
)
and the number of such codewords cβ is equal to p
n − pn−s by Lemma 2. For every
0 6= β ∈ Supp(χ̂f ),
wt(cβ) =

p−1
2 (p − 1)pn−2, if g(β) = 0,
p−1
2
(
(p− 1)pn−2 + ǫ√p∗n+s−3(1− p∗)
)
, if g(β) ∈ SQ,
p−1
2
(
(p− 1)pn−2 − ǫ√p∗n+s−3(p∗ + 1)
)
, if g(β) ∈ NSQ,
and the number of such codewords cβ follows from Lemma 11. Hence the proof is ended.
Remark 7. In Theorem 5, if p ≡ 3 (mod 4) and ǫη(n+s−1)/20 (−1) = 1 or p ≡ 1 (mod 4) and
ǫ = 1, then we have the condition 0 ≤ s ≤ n− 3; otherwise, 0 ≤ s ≤ n− 1 and n ≥ 2.
Example 7. The function f : F36 → F3 defined as f(x) = Tr6(ζx4 + ζ27x2), where
F⋆36 = 〈ζ〉 with ζ6+2ζ4+ ζ2+2ζ+2 = 0, is the quadratic 1-plateaued unbalanced function
in the set WRP with
χ̂f (β) ∈ {0, i27
√
3, i27
√
3ξ3, i27
√
3ξ23} = {0, 54ξ3 + 27,−27ξ3 − 54,−27ξ3 + 27}
for all β ∈ F36 , where ǫ = −1, η0(−1) = −1 and g is an unbalanced 3-ary function with
g(0) = 0. Then, CDf,nsq is the three-weight linear code with parameters [216, 6, 126]3 ,
weight enumerator 1 + 72y126 + 576y144 + 80y162 and weight distribution (1, 72, 576, 80),
which is verified by MAGMA in [2]. This code is minimal by Lemma 1.
Remark 8. Let n + s be an even and f ∈ WRP . Then, CDf,nsq is the three-weight linear
code with the same parameters and weight distribution of CDf,sq in Theorem 3.
We now obtain a shorter linear code from the above each constructed code. Let f ∈
WRP . For any x ∈ Fq, f(x) is a quadratic residue (resp., quadratic non-residue) in F⋆p
if and only if f(ax) is a quadratic residue (resp., quadratic non-residue) in F⋆p for every
a ∈ F⋆p. Then one can choose a subset D¯f,sq of the defining set Df,sq of CDf,sq such that
Df,sq = F
⋆
pD¯f,sq = {ab : a ∈ F⋆p, b ∈ D¯f,sq},
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Hamming weight w Multiplicity Aw
0 1
p−1
2
(
p
n−2 − ǫ
√
p∗
n+s−4
)
p
n − pn−s
(p−1)
2
p
n−2
p
n−s−1 + p−1
2
(
p
n−s−1 + ǫηn+10 (−1)
√
p∗
n−s−2
)
− 1
p−1
2
p
n−2 − ǫη0(−1)
√
p∗
n+s−2 p−1
2
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 14: The weight distribution of CD¯f,sq when n+ s is even
and a subset D¯f,nsq of the defining set Df,nsq of CDf,nsq such that Df,nsq = {ab : a ∈ F⋆p, b ∈
D¯f,nsq}. Hence, one can easily obtain the punctured versions CD¯f,sq and CD¯f,nsq of CDf,sq andCDf,nsq , respectively, whose parameters are derived directly from that of the original codes.
Notice that Corollaries 7, 8 and 9 follow directly from Theorems 3, 4 and 5, respectively.
Corollary 7. The punctured version CD¯f,sq of the code CDf,sq of Theorem 3 is the three-
weight linear code with parameters
[
1
2(p
n−1 − ǫη0(−1)
√
p∗
n+s−2
), n
]
p
whose weight distri-
bution is listed in Table 14.
Example 8. The punctured version CD¯f,sq of CDf,sq in Example 6 is the three-weight linear
code with parameters [45, 5, 27]3 , weight enumerator 1+50y
27+162y30+30y36 and weight
distribution (1, 50, 162, 30). This code is minimal by Lemma 1 and is almost optimal owing
to the Griesmer bound.
Corollary 8. The punctured version CD¯f,sq of the code CDf,sq of Theorem 4 is the three-
weight linear code with parameters
[
1
2(p
n−1 + ǫ
√
p∗
n+s−1
), n
]
p
whose weight distribution is
listed in Table 15 and Table 16 when p ≡ 1 (mod 4) and p ≡ 3 (mod 4), respectively.
Corollary 9. The punctured version CD¯f,nsq of the code CDf,nsq of Theorem 5 is the three-
weight linear code with parameters
[
1
2(p
n−1 − ǫ√p∗n+s−1), n
]
p
whose weight distribution is
listed in Table 17 and Table 18 when p ≡ 1 (mod 4) and p ≡ 3 (mod 4), respectively.
Example 9. The punctured version CD¯f,nsq of CDf,nsq in Example 7 is the three-weight
linear code with parameters [108, 6, 63]3 , weight enumerator 1 + 72y
63 + 576y72 + 80y81
and weight distribution (1, 72, 576, 80). This code is minimal by Lemma 1 and is almost
optimal owing to the Griesmer bound.
With the similar definition of the subcode C¯Df defined by (6), we have a linear code
involving Df,sq defined by
C¯Df,sq = {cβ = (Trn(βd′1),Trn(βd′2), . . . ,Trn(βd′m)) : β ∈ Supp(χ̂f )},
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Hamming weight w Multiplicity Aw
0 1
p−1
2
p
n−2
p
n−s−1 − 1
1
2
(
(p− 1)pn−2 + ǫ(p+ 1)
√
p
n+s−3
)
p−1
2
(
p
n−s−1 + ǫ
√
p
n−s−1
)
(p−1)
2
(
p
n−2 + ǫ
√
p
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 − ǫ
√
p
n−s−1
)
Table 15: The weight distribution of CD¯f,sq when p ≡ 1 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
p−1
2
p
n−2
p
n−s−1 − 1
p−1
2
(
p
n−2 − ǫ
√
p∗
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 + ǫ(−1)n
√
p∗
n−s−1
)
1
2
(
(p− 1)pn−2 − ǫ(p+ 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫ(−1)n
√
p∗
n−s−1
)
Table 16: The weight distribution of CD¯f,sq when p ≡ 3 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
(p−1)
2
p
n−2
p
n−s−1 − 1
p−1
2
(
p
n−2 − ǫ
√
p
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 + ǫ
√
p
n−s−1
)
1
2
(
(p− 1)pn−2 − ǫ(p+ 1)
√
p
n+s−3
)
p−1
2
(
p
n−s−1 − ǫ
√
p
n−s−1
)
Table 17: The weight distribution of CD¯f,nsq when p ≡ 1 (mod 4) and n+ s is odd
Hamming weight w Multiplicity Aw
0 1
p−1
2
p
n−2
p
n−s−1 − 1
1
2
(
(p− 1)pn−2 + ǫ(p+ 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫ(−1)n
√
p∗
n−s−1
)
p−1
2
(
p
n−2 + ǫ
√
p∗
n+s−3
)
p
n − pn−s + p−1
2
(
p
n−s−1 − ǫ(−1)n
√
p∗
n−s−1
)
Table 18: The weight distribution of CD¯f,nsq when p ≡ 3 (mod 4) and n+ s is odd
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which is the subcode of CDf,sq defined by (7). Hence, the following codes in Corollaries
10, 11, 12 and 13 are the subcodes of the codes of Theorems 3, 4 and Corollaries 7, 8,
respectively.
Corollary 10. The subcode C¯Df,sq of the code CDf,sq of Theorem 3 is the two-weight linear
code with parameters [p−12 (p
n−1 − ǫη0(−1)
√
p∗
n+s−2
), n − s]p whose weight distribution is
listed in Table 19.
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 + p−1
2
(
p
n−s−1 + ǫηn+10 (−1)
√
p∗
n−s−2
)
− 1
(p− 1)
(
p−1
2
p
n−2 − ǫη0(−1)
√
p∗
n+s−2
)
p−1
2
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 19: The weight distribution of C¯Df,sq when n+ s is even
Corollary 11. The subcode C¯Df,sq of the code CDf,sq of Theorem 4 is the three-weight linear
code with parameters
[
p−1
2 (p
n−1 + ǫ
√
p∗
n+s−1
), n− s
]
p
whose weight distribution is listed
in Table 20.
Hamming weight w Multiplicity Aw
0 1
(p−1)2
2
p
n−2
p
n−s−1 − 1
p−1
2
(
(p− 1)pn−2 + ǫ(p∗ + 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
p−1
2
(
(p− 1)pn−2 + ǫ(p∗ − 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 20: The weight distribution of C¯Df,sq when n+ s is odd
Corollary 12. The subcode C¯D¯f,sq of the code CD¯f,sq of Corollary 7 is the two-weight linear
code with parameters [12 (p
n−1−ǫη0(−1)
√
p∗
n+s−2
), n−s]p whose weight distribution is listed
in Table 21.
Corollary 13. The subcode C¯D¯f,sq of the code CD¯f,sq of Corollary 8 is the three-weight linear
code with parameters
[
1
2(p
n−1 + ǫ
√
p∗
n+s−1
), n− s
]
p
whose weight distribution is listed in
Table 22.
With the similar definition of the subcode C¯Df defined by (6), we have a linear code
involving Df,nsq
C¯Df,nsq = {cβ = (Trn(βd′′1),Trn(βd′′2), . . . ,Trn(βd′′m)) : β ∈ Supp(χ̂f )},
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Hamming weight w Multiplicity Aw
0 1
(p−1)
2
p
n−2
p
n−s−1 + p−1
2
(
p
n−s−1 + ǫηn+10 (−1)
√
p∗
n−s−2
)
− 1
p−1
2
p
n−2 − ǫη0(−1)
√
p∗
n+s−2 p−1
2
(
p
n−s−1 − ǫηn+10 (−1)
√
p∗
n−s−2
)
Table 21: The weight distribution of C¯D¯f,sq when n+ s is even
Hamming weight w Multiplicity Aw
0 1
(p−1)
2
p
n−2
p
n−s−1 − 1
1
2
(
(p− 1)pn−2 + ǫ(p∗ + 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
1
2
(
(p− 1)pn−2 + ǫ(p∗ − 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 22: The weight distribution of C¯D¯f,sq when n+ s is odd
which is the subcode of CDf,nsq defined by (8). Hence, the following codes in Corollaries 14
and 15 are the subcodes of the constructed codes in Theorem 5 and Corollary 9, respectively.
Corollary 14. The subcode C¯Df,nsq of the code CDf,nsq of Theorem 5 is the three-weight
linear code with parameters
[
p−1
2 (p
n−1 − ǫ√p∗n+s−1), n − s
]
p
whose weight distribution is
listed in Table 23.
Hamming weight w Multiplicity Aw
0 1
p−1
2
(p− 1)pn−2 pn−s−1 − 1
p−1
2
(
(p− 1)pn−2 − ǫ(p∗ − 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
p−1
2
(
(p− 1)pn−2 − ǫ(p∗ + 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 23: The weight distribution of C¯Df,nsq when n+ s is odd
Corollary 15. The subcode C¯D¯f,nsq of the code CD¯f,nsq of Corollary 9 is the three-weight
linear code with parameters
[
1
2(p
n−1 − ǫ√p∗n+s−1), n− s
]
p
whose weight distribution is
listed in Table 24.
Remark 9. When we assume only the weakly regular bent-ness in this subsection, we can
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Hamming weight w Multiplicity Aw
0 1
1
2
(p− 1)pn−2 pn−s−1 − 1
1
2
(
(p− 1)pn−2 − ǫ(p∗ − 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 + ǫηn0 (−1)
√
p∗
n−s−1
)
1
2
(
(p− 1)pn−2 − ǫ(p∗ + 1)
√
p∗
n+s−3
)
p−1
2
(
p
n−s−1 − ǫηn0 (−1)
√
p∗
n−s−1
)
Table 24: The weight distribution of C¯D¯f,nsq when n+ s is odd
obviously recover the linear codes obtained by Tang et al. [20]. Therefore, this subsection
can be viewed as an extension of [20] to the notion of weakly regular plateaued functions.
The following natural question may now spring to mind: Are the constructed codes in
this section minimal? The following section investigates the minimality of the constructed
codes.
5 The minimality of the constructed linear codes
This section confirms that the constructed codes from weakly regular plateaued functions
in Section 4 are minimal. In other words, with the help of Lemma 1, we observe that all
nonzero codewords of the constructed codes are minimal for almost all cases. To do this,
we consider separately the constructed codes in Theorems 1, 2, 3, 4 and 5.
Theorem 6. Let n+ s be an even integer. If ǫη
(n+s)/2
0 (−1) = 1, then the linear code CDf
of Theorem 1 is minimal with parameters[
pn−1 − 1 + (p − 1)p(n+s−2)/2, n, (p − 1)pn−2
]
p
when 0 ≤ s ≤ n−4; otherwise, [pn−1 − 1− (p − 1)p(n+s−2)/2, n, (p − 1) (pn−2 − p(n+s−2)/2)]
p
when 0 ≤ s ≤ n− 6.
Proof. If ǫη
(n+s)/2
0 (−1) = 1, then wmin = (p−1)pn−2 and wmax = (p−1)
(
pn−2 + p(n+s−2)/2
)
;
otherwise, wmin = (p − 1)
(
pn−2 − p(n+s−2)/2) and wmax = (p − 1)pn−2. In the first case,
we observe that
p− 1
p
<
(p− 1)pn−2
(p− 1) (pn−2 + p(n+s−2)/2)
if 0 ≤ s ≤ n− 4. Similarly, in the second case, we observe that
p− 1
p
<
(p− 1) (pn−2 − p(n+s−2)/2)
(p− 1)pn−2
if 0 ≤ s ≤ n− 6. Hence, the proof is completed from Lemma 1.
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Corollary 16. The constructed codes in Corollaries 1, 3 and 5 are minimal with the
corresponding condition in Theorem 6.
Theorem 7. Let n+ s be an odd integer with 0 ≤ s ≤ n− 5. Then the linear code CDf of
Theorem 2 is minimal with parameters
[
pn−1 − 1, n, (p − 1) (pn−2 − p(n+s−3)/2)]
p
.
Proof. There are two cases: ǫη
(n+s−3)/2
0 (−1) = ±1. For both cases, we have wmin =
(p− 1) (pn−2 − p(n+s−3)/2) and wmax = (p− 1) (pn−2 + p(n+s−3)/2) . Then we observe that
p− 1
p
<
wmin
wmax
if 0 ≤ s ≤ n − 5. It then follows from Lemma 1 that all nonzero codewords of CDf are
minimal if 0 ≤ s ≤ n− 5.
Corollary 17. Let n+ s be an odd integer with 0 ≤ s ≤ n− 5. Then the constructed codes
in Corollaries 2, 4 and 6 are minimal.
Theorem 8. Let n+s be an even integer. If ǫη
(n+s)/2
0 (−1) = 1, then the linear code CDf,sq
of Theorem 3 is minimal with parameters[
p− 1
2
(
pn−1 − p(n+s−2)/2
)
, n,
(p − 1)2
2
pn−2 − (p− 1)p(n+s−2)/2
]
p
when 0 ≤ s ≤ n − 6; otherwise,
[
p−1
2
(
pn−1 + p(n+s−2)/2
)
, n, (p−1)
2
2 p
n−2
]
p
when 0 ≤ s ≤
n− 4.
Proof. If ǫη
(n+s)/2
0 (−1) = 1, then wmin = (p−1)
2
2 p
n−2 − (p − 1)p(n+s−2)/2 and wmax =
(p−1)2
2 p
n−2; otherwise, wmin =
(p−1)2
2 p
n−2 and wmax =
(p−1)2
2 p
n−2 + (p − 1)p(n+s−2)/2. In
the first case, we have
p− 1
p
<
(p−1)2
2 p
n−2 − (p− 1)p(n+s−2)/2
(p−1)2
2 p
n−2
if 0 ≤ s ≤ n− 6, and in the second case, we have
p− 1
p
<
(p−1)2
2 p
n−2
(p−1)2
2 p
n−2 + (p− 1)p(n+s−2)/2
if 0 ≤ s ≤ n− 4. Hence, the proof is completed by Lemma 1.
Corollary 18. The constructed codes in Corollaries 7, 10 and 12 are minimal with the
corresponding condition in Theorem 8.
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Theorem 9. Let n+ s be an odd integer with 0 ≤ s ≤ n− 5. Then the linear code CDf,sq
of Theorem 4 is minimal with parameters[
p−1
2 (p
n−1 + p(n+s−1)/2), n, (p−1)
2
2 p
n−2
]
p
, if ǫη
(n+s−1)/2
0 (−1) = 1,[
p−1
2 (p
n−1 − p(n+s−1)/2), n, p−12
(
(p − 1)pn−2 − (p + 1)p(n+s−3)/2)]
p
, otherwise.
Proof. When p ≡ 1 (mod 4), we have
wmin =
(p−1)2
2 p
n−2 and
wmax =
p−1
2
(
(p− 1)pn−2 + (p + 1)p(n+s−3)/2) (9)
if ǫ = 1; otherwise, we have
wmin =
p−1
2
(
(p− 1)pn−2 − (p+ 1)p(n+s−3)/2) and
wmax =
(p−1)2
2 p
n−2.
(10)
When p ≡ 3 (mod 4), we have the Hamming weights in (9) if ǫη(n+s−1)/20 (−1) = 1; other-
wise, in (10). For each case above, we have
p− 1
p
<
wmin
wmax
if 0 ≤ s ≤ n− 5. Hence, Lemma 1 completes the proof.
Corollary 19. Let n+ s be an odd integer with 0 ≤ s ≤ n− 5. Then the constructed codes
in Corollaries 8, 11 and 13 are minimal.
Theorem 10. Let n+ s be an odd integer with 0 ≤ s ≤ n−5. Then the linear code CDf,nsq
of Theorem 5 is minimal with parameters[
p−1
2 (p
n−1 − p(n+s−1)/2), n, p−12
(
(p − 1)pn−2 − (p + 1)p(n+s−3)/2)]
p
, if ǫη
(n+s−1)/2
0 (−1) = 1,[
p−1
2 (p
n−1 + p(n+s−1)/2), n, (p−1)
2
2 p
n−2
]
p
, otherwise.
Proof. When p ≡ 1 (mod 4), we have the Hamming weights in (10) if ǫ = 1; otherwise,
in (9). Similarly, in the case of p ≡ 3 (mod 4), we have the Hamming weights in (10) if
ǫη
(n+s−1)/2
0 (−1) = 1; otherwise, in (9). Hence, the assertion follows directly from Theorem
9.
Corollary 20. Let n+ s be an odd integer with 0 ≤ s ≤ n− 5. Then the constructed codes
in Corollaries 9, 14 and 15 are minimal.
Remark 10. We conclude from this section that the constructed codes in this paper are
minimal for almost all cases. Hence, the secret sharing schemes based on the dual codes of
the constructed minimal linear codes in this paper have the nice access structures described
in Proposition 1. This is the motivation why we construct a punctured version and a
subcode of each constructed code.
29
6 Conclusion
In this paper, inspired by the work of [20], we push further the use of weakly regular
plateaued functions over finite fields of odd characteristic introduced recently by Mesnager
et al. [16]. By generalizing the linear codes constructed from weakly regular bent functions
in [20], we obtain new minimal linear codes with more freedom in the choice of the functions
involved in the construction of two or three weight linear codes. They contain the (almost)
optimal codes with respect to the Singleton and Griesmer bounds. The paper provides the
first construction of linear codes with few weights from weakly regular plateaued functions
based on the second generic construction. The obtained minimal codes in this paper can
be directly used to construct secret sharing schemes with the nice access structures. To the
best of our knowledge, they are inequivalent to the known ones (since there is no minimal
linear code with these parameters) in the literature.
References
[1] A. Ashikhmin and A. Barg. Minimal vectors in linear codes. IEEE Transactions on
Information Theory, 44(5):2010–2017, (1998).
[2] W. Bosma, J. Cannon, and C. Playoust. The magma algebra system i: The user
language. Journal of Symbolic Computation, 24(3):235–265, 1997.
[3] C. Carlet, C. Ding, and J. Yuan. Linear codes from perfect nonlinear mappings and
their secret sharing schemes. IEEE Transactions on Information Theory, 51(6):2089–
2102, 2005.
[4] A. C¸esmelioglu, G. McGuire, and W. Meidl. A construction of weakly and non-weakly
regular bent functions. arXiv preprint arXiv:1011.6242, 2010.
[5] C. Ding. Linear codes from some 2-designs. IEEE Transactions on information theory,
61(6):3265–3275, 2015.
[6] C. Ding. A construction of binary linear codes from boolean functions. Discrete
mathematics, 339(9):2288–2303, 2016.
[7] C. Ding, Z. Heng, and Z. Zhou. Minimal binary linear codes. IEEE Transactions on
Information Theory, 2018.
[8] C. Ding and J. Yuan. Covering and secret sharing with linear codes. DMTCS, 2731:11–
25, 2003.
[9] K. Ding and C. Ding. A class of two-weight and three-weight codes and their applica-
tions in secret sharing. IEEE Transactions on Information Theory, 61(11):5835–5842,
2015.
30
[10] T. Helleseth and A. Kholosha. Monomial and quadratic bent functions over the finite
fields of odd characteristic. IEEE Transactions on Information Theory, 52(5):2018–
2032, 2006.
[11] Z. Heng, C. Ding, and Z. Zhou. Minimal linear codes over finite fields. arXiv preprint
arXiv:1803.09988, 2018.
[12] X.-d. Hou. Solution to a problem of s. payne. Proceedings of the American Mathe-
matical Society, 132(1):1–6, 2004.
[13] K. Ireland and M. Rosen. A classical introduction to modern number theory, volume 84.
Springer Science & Business Media, 2013.
[14] R. Lidl and H. Niederreiter. Finite fields, volume 20. Cambridge university press,
1997.
[15] S. Mesnager. Linear codes with few weights from weakly regular bent functions based
on a generic construction. Cryptography and Communications, 9(1):71–84, 2017.
[16] S. Mesnager, F. O¨zbudak, and A. Sınak. A new class of three-weight linear codes
from weakly regular plateaued functions. In Proceedings of the Tenth International
Workshop on Coding and Cryptography (WCC) 2017.
[17] S. Mesnager, F. O¨zbudak, and A. Sınak. Results on characterizations of plateaued
functions in arbitrary characteristic. In International Conference on Cryptography and
Information Security in the Balkans, pages 17–30. Springer, 2015.
[18] S. Mesnager, F. O¨zbudak, and A. Sınak. Linear codes from weakly regular plateaued
functions and their secret sharing schemes. Designs, Codes and Cryptography, 2018.
[19] O. S. Rothaus. On “bent” functions. Journal of Combinatorial Theory, Series A,
20(3):300–305, 1976.
[20] C. Tang, N. Li, Y. Qi, Z. Zhou, and T. Helleseth. Linear codes with two or three
weights from weakly regular bent functions. IEEE Transactions on Information The-
ory, 62(3):1166–1176, 2016.
[21] Y. Zheng and X.-M. Zhang. Plateaued functions. In ICICS, volume 99, pages 284–300.
Springer, 1999.
[22] Z. Zhou, N. Li, C. Fan, and T. Helleseth. Linear codes with two or three weights from
quadratic bent functions. Designs, Codes and Cryptography, 81(2):283–295, 2016.
31
