In this work we investigate the problem of tracking multiple interacting people under uncontrolled stationary environments for intelligent surveillance applications. This domain is very challenging since the clothing appearance changes of the people over time make difficult the temporal association of their identities. The problem is emphasized when individuals move close to each other, are occluded, or abruptly change their trajectories.
Introduction
Multiple people tracking is of vital importance on surveillance video analysis applications because it provides useful information about humans' activities. For example, by analyzing the trajectories of people it can be determined if the person is walking, running, jumping, waiting for something, invading a forbidden area, or doing a distrustful activity. Furthermore, by involving information from two or more human trajectories it is possible to acquire information from their interactions and determine if a person is performing a normal activity such as walking in group, meeting with people, waiting for someone; or if a person has an abnormal behavior such as hiding himself or briefly getting away from another person.
Multiple people tracking remains as an open research challenge when people move in real environments such as parks, schools, banks, museums, hospitals, shopping malls, lobbies, airports, tourist sites, metro stations, borders, buildings of interest to the police and army, and so forth. This is mainly due to the fact that the number of persons within the scene may vary over time and their dynamics are subject to sudden changes. Moreover, their appearance cannot be specified in advance and illumination changes and background-clutter distracters affect their perceived appearance. Another equally important issue is the occlusion caused chiefly by the interaction among persons.
In this paper we present a tracking graph approach based on a human interaction analysis in order to sequentially and individually track multiple people in uncontrolled sceneries from a single camera. In our approach, major issues such as clothing appearance changes, inter-object occlusion and multi-object confusion are considered for a robust tracking.
The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 explains the detail of the tracking graph built from an occlusion model and a human interaction analysis. Section 4 shows experimental results of multiple people tracking in an uncontrolled environment, and it also presents a comparison of our results with other state-of-art approaches. Finally, section 5 presents the conclusions of the work.
Related work
The process of tracking multiple people consists of a target detection and representation stage and a temporal association stage. When people are separated and do not occlude each other, this process can be easily solved by running multiple independent trackers [1] , such as box-based tracking [2] , or the hybrid appearance-guided particle filter [3] . However, in real sceneries, interactions and occlusions among people occur making both tracking stages difficult problems.
Some works in the literature have been focusing on improving the detection and representation stage to deal with partial occlusions. Wu et. al [4] use body part detectors learned by boosting weak classifiers based on edgelet features. The combined detection responses and the part detection responses provide the observations used for tracking. Dalal and Triggs [5] propose a method for detecting people using the Histogram of Oriented Gradient descriptor and a linear Support Vector Machine classifier. Lin et. al [6] propose a hierarchical part-template matching approach for human detection and segmentation. In their approach, human shapes are matched with an edge map using a Bayesian MAP framework approach that combines local part-based and global template-based features.
Since even a partial occlusion can confound trackers, leading to fragments or total loss of tracks, some works have dealt with the occlusion problem by using a multiview configuration. Khan and Shan [7] develop a planar homographic occupancy constraint to localize people on the ground plane. Tracking is performed by minimizing an energy function that combines occupancy information and spatio-temporal proximity. Munoz-Salinas et al. [8] present an extension of particle filters to the DempsterShafer theory of evidence. To detect target occlusions, an occupancy map is calculated separately in each camera using a depth-ordering scheme. The evidence of visible people collected from all the cameras is fused to obtain the best estimation of target locations. Kaucic et al. [9] propose a method to link fragments of paths over sensor gaps by clustering spatially close pairs of fragments with similar appearance and motion. Although a multi-view configuration reduces the degree of occlusion, it does not solve the occlusion problem in settings in which there are plenty of occlusions caused by the interaction of multiple people. The research described in [10] confirms this assertion and suggests a method to strategically place the cameras in order to minimize occlusions to tracking objects systems.
In this work, we approach the tracking of multiple people task with a single-view configuration by strengthening the temporal association stage. Some methods commonly used to track multiple objects in this setting are described bellow.
The Global Nearest Neighbor (GNN) algorithm [11, 12, 13] estimates the most likely assignment of the detection measurements with the existing trajectories in polynomial time. This algorithm is reliable when there is a moderate density of objects in the scenery and when the movement or change in the appearance of the object from frame to frame is low. However, GNN algorithm fails when the false positive (FP) rate or the false negative (FN) rate in the detection measurements increases, occlusions between objects occur, changes in the object appearance are significant, or when the maneuvers of the objects are complex.
The Joint Probability Data Association (JPDA) algorithm [11, 12, 13] provides a suboptimal approximation of the Bayesian filter for a constant number of objects. This algorithm enumerates and computes the probabilities of all the possible associations of measurements to trajectories in a specific validation area. It then sums the weighed conditional estimations to update the status of the object. The JPDA algorithm is reliable in the tracking of objects in sceneries with moderate density of objects. Its main disadvantage is that it consumes lots of computational cost to calculate all the weights. It also suffers, because of its nature, the problem of interference of nearby objects. This happens because the measurements of an object may influence the estimate of a neighbor object. This influence may create collisions between objects that are moving in parallel, damage the recognition of the object, or damage the information used for its discrimination.
The Multiple Hypothesis Tracking (MHT) [11, 12, 13 ] algorithm exhaustively enumerates all the possible hypotheses of the object estimations over a specific number of recent frames to choose the most likely estimation. In this approach, alternative hypotheses are created to explain the origin of the measurements. Each hypothesis assigns the detection measurement either to an object or to a false positive event. This algorithm has the ability to initiate and finalize trajectories of the objects in its field of vision. This algorithm is also able to follow a trajectory even if some object measurements get lost. Theoretically the MHT algorithm finds the best solution to the problem but it is computationally expensive (NP-hard).
The temporal association algorithms previously mentioned assume one to one relationships between measurements and assignments, depending on the accuracy obtained at the detection stage. This assumption is violated in the tracking of multiple objects when there are occlusions or false detections. Many works in the literature avoid tracking errors by temporal association algorithms that optimize the trajectories through the whole sequence analysis.
Zhang et al. [14] define the temporal association problem as a MAP problem. The problem is mapped to a data flow network that does not allow overlapping between the trajectories. The optimal association of the trajectories is done using an algorithm that minimizes the network flow-cost. Yang and Nevatia [15] formulate the tracking problem as an energy minimization problem, and propose an online learned condition random field approach for efficiently finding good tracking solutions with low energy costs. Collins [16] presents an iterative approximate algorithm to the multidimensional assignment problem under general cost functions. This algorithm uses a snake energy trajectory cost function to measure the quality of a proposed trajectory. Song et al. [17] analyze the statistical properties of segments of trajectories to develop assignments between them so that they can form larger trajectories. They propose a stochastic method based on the evolution of an association graph which has trajectories segments as nodes and affinity scores as weights. The association is done by estimating the MAP of connections between segments. Brendel et al. [18] formulate multi-target tracking as the maximum-weight independent set problem. They address the long gaps by iteratively linking smaller similar tracks into larger ones and splitting long unviable tracks until convergence.
Some other works that follow the trajectory-based approach address the problem of temporal association by building up a graph where each node represents the observation of an object and the edges denote their path [19, 20, 21] . These works are based on the principle of adding measurements when an object is not detected and removing them when they correspond to false detections. They solve the temporal association task by adding edges to the tracking graph using algorithms that find the shortest path.
This work proposes a temporal association algorithm to model in a graph the characteristics of tracked people and the interactions among them. The association algorithm relates people detected in the current frame with available trajectories of people using a similarity metric of their representative features. The temporal association algorithm tracks people individually using a sequential approach. This algorithm implicitly reasons about the relationships between trajectories to handle wrong or missing information in the detection stage as well as occlusions.
Proposed work
When many people interact in a scene, there are complex situations that introduce ambiguities to the temporal association stage. Some of these situations are: the presence of partial or total occlusions among people, individuals getting inside or outside the scene, and false positives and negatives in the measurements of the detection stage. The proposed tracking graph captures information related to the appearance of people and describes their trajectories while they are in the field of vision of the scene.
Description of the tracking graph
The tracking graph generates a set of hypotheses of trajectories. It is built from the temporal analysis of the people trajectories and human interaction rules that detect and predict occlusion events. To build the graph we adopt the uniqueness constraint which states that a measurement of a person can be associated only with a trajectory or a trajectory hypothesis. Figure 1 shows an example of the tracking graph that was built for the given video sequence.
The rules we define to build the graph allow handling ambiguities of temporal associations. These rules are:
• Confirmation of a trajectory: Our approach confirms a trajectory hypothesis if the measurement of a detected person in the current frame corresponds to the trajectory of the person that is being tracked.
• Beginning of the total occlusion: This event occurs when the person is not detected in the current frame and there is evidence that the person was partially occluded in previous ones. When this event occurs, the proposed approach initializes various hypotheses on the location of the occluded person considering the 3 following cases: (a) the person keeps the same direction and speed, (b) the person follows the direction and speed of the occluder, and (c) the person remains motionless during occlusion. • End of the total occlusion: This event occurs when the person who was totally occluded in previous frames is partly or fully detected. When this event happens, one of the generated hypotheses at the beginning of the occlusion event is confirmed and the two remaining hypotheses are eliminated.
• Initialization of a trajectory: When a person is detected in the scene and there is not a similarity matching between his features and the features of the individuals that are being tracked, a trajectory hypothesis is initialized so that the person who enters in the scene can be tracked.
• Finalization of a trajectory: When a person is not detected in the scene any more, given that there is evidence that the person was not occluded in previous frames and the detection area of the person is reduced during the tracking process, then the trajectory is ended to indicate that the person has gotten out of the scene.
• Trajectory follow up: If a person that is being tracked is not detected in the current frame, and there is not a beginning of the total occlusion, the proposed approach predicts the location of the person. This prediction is performed with information about the person's direction and speed. After that, our approach generates a hypothesis trajectory to track the person.
This rule was established to continue with the tracking of people when there are false negatives in the measurements of the detection stage or when there are people who are totally occluded for a period of time.
• Elimination of a trajectory: The proposed approach finds false positives on the detection stage and eliminates the assumptions of trajectories that were generated by them. A false positive is detected in a deferred way when a trajectory is initialized but it is not confirmed by a measurement of detected people at n subsequent frames.
Representation of the tracking graph
Let G =< N, E > be a tracking graph, where 
where id is the identity of the tracked object. S is a region that describes the shape, size, and location of the object, q is the color histogram that describes its appearance, and M is a list of parameters that describes its motion.
A directed edge (n t−1 i , n t j ) ∈ E between two nodes is defined if: (a) the rule of confirmation of a trajectory is satisfied by evaluating a proximity and appearance similarity association function between the nodes, maxSimilarity(N t−1 i , N t j ), or (b) the rule of Trajectory follow up, which adds nodes and edges to keep the identity of objects that are occluded or are not detected, is validated.
People representation
As we mentioned before, each person in the scene is represented by his shape, appearance and motion models.
The human body shape is modeled as an ellipse region with a parameter vector S = (x c , y c , φ, r x , r y ) where (x c , y c ) is the center of the ellipse, φ is its orientation angle according to the x axis, and (r x , r y ) are the half-radii of the ellipse. In this work, the parameters of the shape model of the object are computed directly from the bounding box location of the measurement provided by a people detector.
The appearance of the object in the image is represented by a histogram q which describes the color distribution of the pixels inside the object's area S. To generate the q histogram, the color cube is divided into m equal-size bins. The function b : S ⊂ R 2 → {1, . . . , m} is defined to map the pixel at location p j to the index b(p j ) of the bin corresponding to its quantized color u. The color density distribution for each binq(u) is then computed aŝ
where κ is the Kronecker delta function and || denotes cardinality. The factor 1 |S| imposes the condition ∑ uq (u) = 1 to normalize the resulting histogram q = {q(u)} u=1,...,m .
In our experiments, each histogram is calculated in the RGB cube using bins of 16x16x16-size on the elliptical region that models the shape of the object.
The motion parameters of an object are calculated by computing the affine transformation from its optical flow estimation. The optical flow represents the movement in the image plane between the two consecutive images I t−1 and I t . The point in image I t that corresponds to the point (x, y) in image I t−1 is given by (x ′ , y ′ ) = (x + υ x (x, y), y + υ y (x, y)), where υ x (x, y) and υ y (x, y) are the x-axis and y-axis components of the vector field of the optical flow at point (x, y).
The spatial motion of the object is modeled by an affine transformation that integrates the composed effects of scaling, slanting, rotation, and translation. The affine transformation model p ′ = A × p is expressed as:
where parameters s x and s y determine the scaling factor along the x and y axes, respectively. The θ parameter describes whether the transformed coordinate axes are orthogonal (θ = 0) or slanted. The ϕ parameter determines the rotation angle with respect to the original x−axis. Finally, the v x and v y parameters determine the translation along the x and y directions, respectively.
In this work, the motion of the object is represented in the list M = [s x , s y , ϕ, θ, v x , v y ] which includes the parameters of its affine transformation model. To obtain this list, we applied the optical-flow method proposed by Brox et al. [22] to find the corresponding points (x ′ , y ′ ) in image I t of the points (x, y) inside the area of a visible object in I t−1 . Then the six parameters of the affine transformation are estimated by finding the best spatial transformation using the least-squares approach.
Temporal association
Our approach uses individuals' measurements obtained in the detection stage to choose who should be tracked in every frame. These detection measurements are accumulated in a graph that keeps the tracking of trajectories or hypotheses of measurements based on the rules defined in section 3.1. Basically, the graph is built as follows:
An iteration begins with a set of the object hypotheses trajectories in the previous frame. Each hypothesis is a collection of disjoint paths. For each hypothesis, a prediction is performed to estimate the location of the object in the current frame. Occlusion relationships between trajectory hypotheses are also obtained to determine which hypotheses correspond to objects that are occluded.
Next, current measurements are linked with predictions of tracked objects by evaluating a similarity matching function. In addition to this, hypotheses trajectories are generated for new measurements.
After that, for each prediction that is not supported by a measurement, the algorithm assesses whether the object got out from the field of vision of the scene, or the object is being occluded, or it was simply not detected due to background noise. Depending on the case, and according to the defined rules, tracking hypotheses are generated to predict the location of the object.
To complete the iteration, contradictory occlusion hypotheses are pruned, hypotheses generated by false positives in the detection stage are eliminated, and hypotheses corresponding to objects getting out from the scene are finalized.
The detail of how we obtain the prediction sets and occlusion relationships for the tracked objects, how we match these predictions with detection measurements and how we update the attributes of tracked people is explained below.
Prediction areas
The prediction areas S t|t−1 are built by transforming the shape of nodes according to their motion parameters and kind of node N o or N h as follows:
where A and v are the affine matrix and velocity vector of the motion model, respectively.
Occlusion relationships
We verify which areas of the predicted regions of nodes overlap in order to represent possible occlusions among people. We then build a set of binary relationships O between these overlapped regions as follows:
where the restriction id i ̸ = id j prevents occlusion relationships between hypotheses generated for the same object. The threshold λ is established as the overlappingpercentage indicator to identify a possible occlusion. Under ideal conditions, where predictions are accurate, λ is set to zero. In our experiments we set λ = 0.2 in order to avoid so light partial occlusions between noisy predictions and to allow capturing partial visibility of objects before total occlusions.
To sort the elements in each occlusion pair of the set O, we defined the function π ij ∈ {+1, −1} between the objects i and j, where π ij = +1 means i occludes j, and π ij = −1 means j occludes i. To determine who occludes who, we first verify whether the tracked nodes in the occlusion set are visible or not in the current frame. A node n t−1 k ∈ O is visible at time t if its appearance model matches against the model of a measurement detected on the overlapped region. In this case, we represent the corresponding successor of n t−1 k that is visible at time t as n t k ′ ∈ V t . Then occlusion function π is evaluated in the current frame as follows:
where max y is the largest value of the y-coordinate for the given coordinates. As we can see in Eq. 6, occlusion relationships are deduced from the spatial visibility of the objects in the current frame. For cases where objects are not visible, their order before the occlusion is kept by inheriting the previous value of the occlusion function.
Similarity matching
We define a validation region or gate to delimit the space where temporal correspondences may occur. The validation gate is approximated by a circular region centered at the prediction area, whose size is determined by an established gate radius µ g . A detection measurement (candidate target) that lies inside the gates of prediction is compared with each prediction to find the set that maximizes the match according to their appearance and location.
The similarity of appearance between the tracked object q and the color p of a candidate target is measured by computing the Bhattacharyya coefficient ρ as:
wherep(u) andq(u) are the normalized color density of the histogram bin u. The coefficient ρ is in the range [0, 1], where ρ = 1 means the two histograms are identical, and ρ decreases as the histograms differ.
The spatial proximity between the tracked object region S q and the region S p of a candidate target is computed using the Hamming distance δ defined as:
The metric δ is in the range [0, 1], where δ = 1 means that the two regions share the same location, and δ decreases as their location areas differ. We also compute the euclidian distance d(c p , c q ) between the central points c p and c q of the regions S q and S p as another proximity metric.
The process of linking tracked objects with candidate targets is performed in two stages. In the first stage, predictions which area intersects with measurement areas are found. Then the matching pairs are estimated by maximizing the total distance of the ρ and δ coefficients of the possible pairs using a GNN approach. In the second stage, predictions and measurements that were not matching in the first stage, but are inside the validation gate are found. After that, the matching pairs are estimated using a GNN approach that minimizes the 1 − ρ and d coefficients.
For both stages, matching pairs are accepted if the coefficient ρ of the resulting set satisfies the appearance similarity threshold µ ρ .
Attributes update
To update the attributes of the objects, it is necessary to check if they appear in an occlusion relationship. This is done in order to know which object is occluded by which other object in the relationship. Knowing this information, the attributes update is carried out as follows:
• The appearance model of a tracked person is updated with the appearance model of his current measurement when the person is absent from any occlusion. If we detect that the person is being occluded, the appearance model of the tracked person is kept constant.
• The shape model of a tracked person is updated with the shape model of his current measurement when the person is not being occluded, otherwise the shape model of the tracked person is updated with the model of his prediction area.
• The motion model is updated with the motion model calculated from his current measurement given that the person is not being occluded. If we detect that the person is being occluded, the motion model of the tracked person may be updated in three different ways:
Case 1 states that person i evolves independently during the occlusion event, keeping his velocity and direction. As this assumption can be violated during target interactions, case 2 states that the person follows the velocity and direction of his occluder o. Finally, case 3 states that the person remains motionless during the occlusion.
Experimental Results

Data sets
We evaluate our tracking algorithm with respect to reference sequences focusing on intelligent surveillance. CAVIAR 2005 sequences [23] will assess the performance of the algorithm in indoor environments. These sequences were captured in a corridor of a shopping mall in which a variable number of people in the scene performs activities such as walking, talking, getting in and getting out of shops, waiting for someone else, and so on. We conducted tests to validate the algorithm in selected sequences of the CAVIAR repository [23] . The selected sequences correspond to the 7 most challenging video sequences: TwoEnterShop3, TwoEnterShop2, ThreePastShop2, ThreePastShop1, TwoEnterShop1, OneStopOneWait1, OneStopMoveEnter1 according to [17] .
People detector measurements
Our approach was tested using controlled detection measurements with different precision rates. These controlled measurements are obtained by adding noise to the ground truth detection measurements information.
In order to obtain a set of detection measurements similar to the set provided by a people detector, the set is contaminated by additive random noise. We randomly eliminated measurements from the original set to represent missing detections. As missing detections do not occur often in isolation, we also removed successive detections over a random time interval delimited by a time period. Once the detection precision rate is achieved, the bounding box of the measurements is altered in size and position using noise that follows a normal distribution.
To represent false alarms, measurements with similar size to the objects in the scene are added in positions and time steps randomly selected. The number of total false alarms are limited by the false negative rate. Figure 2 shows visual examples of the results of the algorithm for the sequence OneStopMoveEnter1. In this sequence, the occlusion between people with ID 5 and ID 6 is successfully resolved in figure 2(c). The person with ID 8 changes its identity for ID 14 in frame 2(e) as there were variations in his attributes. However, since person with ID 8 was occluded, a hypothesis of his identity was built allowing us to keep its right tracking in frame 2(f). Table 1 shows the metrics we used to evaluate our algorithm. These metrics were obtained from [17] . Table 2 (a) t=250 (b) t=265 (c) t=365
Visual results
Evaluation
Figure 2. Results of our temporal association algorithm in the sequence OneStopMoveEnter1 [23] .
shows a comparison of the results of our algorithm with some of the state-of-the-art algorithms. The proposed rules build hypotheses in situations of false negatives and occlusion allowing the algorithm to keep track of multiple people. This quality is illustrated in the results of table 2 through the MT and PT evaluation indicators which measure the completeness of the tracking. The Frag and IDS indices can be reduced by describing the people with more attributes. Compared with state-of-theart algorithms, our algorithm performs well especially if we consider that its nature is sequential based on detection measurements, nor as some trajectory-based algorithms as the proposed by [14] and [17] .
Conclusion
This work addresses the problem of tracking multiple people under non-controlled sceneries. It is oriented to tackle the problem of partial and total occlusions using information acquired by a single camera.
The model of the interactions among people uses a scheme that incorporates spatio-temporal information between the trajectories of people in the scene. This scheme was able to predict when partial or total occlusions occurred. It is also able to estimate the location of people who were occluded for a period of time.
In the CAVIAR 2005 sequences we demonstrated that our algorithm yields robust tracking of partially and totally occluded people, even when they are occluded over long periods of time.
Metric name Definition GT (Ground Truth)
Number of ground truth trajectories.
MT (Mostly Tracked)
Percentage of GT trajectories which are covered by the tracking algorithm more than 80% of the time. PT (Partially Tracked) Percentage of GT trajectories which are covered by the tracking algorithm between 20% and 80% of the time.
ML (Mostly Lost)
Percentage of GT trajectories which are covered by the tracking algorithm less than 20% of the time.
FG (Fragments)
The number of times that the ID of a tracked target changed along a GT trajectory.
IDS(ID Switches)
The number of times that a tracked target changes its ID with another target. 
