Systems with independent metering offer a high potential for increasing the functionality and efficiency of valve-controlled hydraulic drives. But nowadays there are only a few prototypical applications. One reason for that are the so far insufficient safety investigations. Besides the structural investigations carried out at the research institute, this contribution deals with a fault detection by means of limit checking of the applied pressure sensors. A detection algorithm is derived from several software-in-the-loop simulations of the independent metering system applied at an excavator arm. The functionality and limits of the fault detection will be shown by means of measurements. As a result, all safety-critical faults can be detected which leads to a Diagnostic Coverage of DC = 99% and thus allows the use of independent metering up to a Performance Level PL = e.
Introduction
A significant contribution to the improvement of machine and process efficiency of mobile working machines is the use of (semi-)automated functions. Hydraulic drive systems with independent metering offer outstanding prerequisites to fulfill the requirements of (semi-)automated functions. Besides good structural properties and the further degree of freedom to control the system, there are additional potentials by transferring the functionality into the electronic control device and for the software. Thereby, the function's flexibility increases. Furthermore, the use of standardized valves becomes possible leading to reduced component costs. Despite these potentials there are only a few industrial applications with independent metering systems. One main reason is the so far insufficient analysis of safety and reliability aspects.
Previous contributions have shown which kind of system architectures meet the different safety requirements of mobile machines [1] . One suitable valve structure in combination with pressure sensors and a single-variable control approach was applied to the boom function of an excavator test rig at the research institute [2] . This system can reach a maximum Performance Level PL = e if the Diagnostic Coverage is DC = 99%, which depends on the fault detection. Fault detection methods were categorized and evaluated by Isermann [3] . An overview over these fault detection methods with corresponding publications on hydraulic drive systems is displayed in Figure 1 . Additional publications for example on electrical drives can be found in [4] . There is a variety of publications on model-based fault detection methods as it can be seen in Figure 1 .
Figure 1: Fault detection methods [3] and related publications
On the one hand this is due to the fast detection and the diagnosis possibility of faults. On the other hand model-based methods require sufficient system models which result in a high implementation and computing effort [5] . These are reasons for simple approaches like limit checking being Peer-reviewed Paper, Accepted for publication on --.
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widely spread in mobile hydraulic applications. Nevertheless, Nurmi and Mattila used a model-based approach to detect faults in typical mobile hydraulic valves in a crane application. With a reduced-order model, the measurement of the cylinder positions, the chamber pressures, the tank pressure, the pilot pressure and the intermediate pressure between the pressure compensator and the main spool as well as an adaptive threshold generating algorithm sensor biases of 3 bar can be detected [6] . But this contribution on the one hand only makes investigations on component level (focus on the valves). On the other hand a constant pressure system is assumed which is not typical for a mobile hydraulic system.
Concerning safety aspects of independent metering systems, there are only a few publications. Schmitz presents a steerby-wire system consisting of eight 2/2 valves, two electronic control units (ECU), a redundant supply unit and two sensors to measure the steering wheel and wheel angle respectively. The main focus of this work is the development of a robust closed loop angle control of the wheels in order to compensate certain faults. In case of high control deviations, an off-duty self-test as well as an on-duty model-based fault detection on the basis of parity equations is introduced. Tests show that the fault detection only works sufficient with pressure compensated valves with a very low hysteresis [7] . To avoid the high component effort Fischer presents a superimposed steering system with independent metering. As well as Schmitz, Fischer focuses on fault compensation through an appropriate control concept. This makes the use of limit and trend checking methods for fault detection possible, because the safety shutdown of the electrohydraulic steering part is not time-critical any more [19] . The requirements on the working hydraulics' drive system vary greatly from the steering system's requirements. Besides the well-known load situation, there are mostly no crossinfluences between several actuators due to the priority valve in steering systems. Furthermore, energy efficient operation modes have an impact on the system states. Similar to Schmitz and Fischer, Siivonen developed a fault tolerant controller for a digital hydraulic valve system consisting of 20 seat-type screw-in on/off valves. He uses an online fault diagnosis on the basis of measuring electrical quantities for re-configuration [20] . But the problem is the detection of sensor faults. Additionally, Siivonen developed an off-line fault detection algorithm based on pressure sensors [21] . He proved the functionality of both detection methods on a mobile crane test rig using a constant pressure net and a dSpace microcontroller system [22] . But during the off-line test the system cannot be used. To the author`s best knowledge, there are no publications on online fault detection for the working hydraulic of mobile machines using independent metering systems. Rannow introduces a fault tolerant algorithm for the reconfiguration of an existing independent metering valve product. But in his paper he assumes that faults are already detected and diagnosed [23] .
In this paper the development of an online fault detection based on limit checking of pressure signals, using softwarein-the-loop, is described. Therefore, the system model and validation will be shown firstly. After that, the fault detection algorithm will be derived from system simulation. The parameters of the limit checking are tuned by measurements on an excavator test rig. Finally, these tests as well as a discussion about the accuracy and the limits of the fault detection will be described.
Design of fault detection
Basis of the design of the fault detection is a model of the excavator test rig at the research institute. The system layout is displayed in Figure 2 . It consists of the subsystems supply unit, input, logic, output, actuator and the work equipment. The supply unit comprises an electric motor, which is operated at a constant speed of n1 = 1450 min -1 , an electronically controlled variable displacement axial piston pump, a pressure relief valve and oil treatment elements like a filter. The operator generates a command signal through the joystick as part of the subsystem input, which are connected via CAN with the ECU (subsystem logic). The ECU calculates the valve`s control current depending on the operator command. Therefore, the ECU contains the control algorithm for each axis, the operation mode management, the failure insertion for the test of system faults and the fault detection algorithm. The subsystem output represents the valve block with independent metering. The displayed valve system is just one possible solution but provides a high flexibility, so that different control concepts can be investigated. It consists of two 2/2 bidirectional proportional spool valves (no. 5-6) for velocity and pressure control and four 2/2 bidirectional switching poppet valves (no. 1-4) for connecting each cylinder chamber with pump or tank line. A load independent movement is achieved through the individual pressure compensator (IPC -no. 8). To ensure that the inlet flow is always regulated from the IPC, an additional switching valve (no. 7) is installed. The system is described in detail in [2] . 
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At the test rig, pressure sensors in the pump line and each cylinder chamber, displacements sensors on the proportional valves and the pressure compensator as well as angle sensors for the boom, stick and bucket from which the position of the concerning cylinders are derived are installed. But for the proposed fault detection only the pressure sensors are used. Due to the fact that load on each cylinder depends on the equipment's mass distribution, a multi body-system with CAD-data has been built up. The valves have been measured separately on a valve test rig. The static characteristic diagram of the proportional valves and their dynamics are implemented in the model. The pump is modeled as a volume flow rate with its efficiency and dynamic. The model parameters especially the volumes are gained from the excavator test rig. The supply unit, the valves, the actuator, the work equipment and the input are modelled by using the system simulation software SimulationX. The control algorithm and fault treatment is directly programmed in the development environment CODESYS. This has two main advantages: Firstly, the restrictions from the hardware (discrete cycle time of 10 ms) should have taken into account by developing the algorithms. Secondly, a premature software implementation reduces commissioning costs. An OPC Server is used for the communication between the tools CODESYS and SimulationX. Since a fully extended equipment without loaded mass delivers high frequent pressure signals, the fault detection will be developed using the boom cylinder as a worst case scenario in this paper. Because of the kinematics of the work equipment the rod side of the boom cylinder is always on the high pressure side. This results in a retraction with a resistive load and an extension with an overrunning load during the lifting and lowering cycle.
Model Validation
The main goal of a fault detection is the feature generation. Therefore, it is necessary to know about the system's usual behavior. For that the built-up system model must be validated. Figure 3 displays the comparison of the softwarein-the-loop simulation and measurements on the test rig of the lifting / lowering cycle using the boom cylinder.
The lift movement proceeds from 0 -10 s and the lowering movement from 10 -20 s. In the upper diagram the target and actual nominal velocity of the boom cylinder and in the diagrams at the bottom the corresponding pressure values are displayed. The simulation results, displayed in dashed lines, fit well to the measurements, displayed in solid lines. Deviations in the velocity signal are due to neglected leakage in the valve model. The higher velocity in the simulation leads to a movement of the boom cylinder into the end stop by using the same target velocity (operator command). This is why the pressure p0 rises up to 250 bar at approx. 9 s. Due to the internal leakage of the cylinder, the pressure difference between the cylinder chambers equals slowly from 9 -16 s. During this time the set velocity is zero. At approx. 16 s the lowering movement starts. To that, the valve 6 has to control the volume flow, so that the overrunning load can be controlled and therefore the cylinder pressure pA does not drop to zero (anti cavitation). During the movement phase from 16 -20 s the simulation results fit well to the measurement. Overall, the system model represents the normal behavior very well and is therefore suitable for the development of fault detection.
Figure 3: Model validation on lifting / lowering cycle

Analysis of fault behavior
To analyze the fault behavior, faults must be impressed upon the model. The fault insertion can be divided into four different levels:
Machine condition 2. Fault location 3. Type of fault 4. Moment of the fault occurrence
The machine condition is given through the considered cycle. Regarding the fault location, faults will be impressed upon the three pressure sensors and the valves 1 -7. Faults of the IPC are not investigated because the compensator is (hydraulically-) mechanically controlled and thus basic and proven safety principles can be applied. The standard ISO 13849-2 defines fault types for mechanical, electrical, electronical, pneumatic and hydraulic elements [24] . The relevant faults for the insertion upon the model are summarized in Table 1 . Concerning a deep fault diagnosis a good description of the fault is necessary to identify the cause of the failure. But for the detection it is sufficient to know that there is a fault. Therefore, a fault needs to have an impact on the system behavior. The bigger the impact, the more critical the system behavior will be. Another question is how to insert these fault types into the model and the test rig. Because of the use of electronic controlled components it is obvious to use synthesized signals to manipulate the set values. To cover the fault types from ISO 13849 except valve fault six the signals in Figure 4 are used. The burst of the valve housing can be covered through the basic and proven safety principles like oversizing.
Figure 4: Synthesized signals to insert fault types
From the system's view a maximum signal equals a signal which is too high but with a bigger impact. In the same way no signal equals a signal which is too low and a signal delay with regard to a certain time. In the context of detecting safety critical states and to limit the variant only the signals "maximum", "delay" and "no signal" will be investigated in this paper. Finally, the time of the fault insertion can be varied as it is displayed in Figure 4 . Therefore, it has to be mentioned that there are fault combinations which are not appropriate, e.g. the fault type "get stuck" when the set signal is constant or the fault "no signal" on a valve which already gets no signal due to the control algorithm. On the basis of this investigations a failure insertion unit with a related visualization as user interface has been programmed in CODESYS. The SIL simulation has been used to analyze the fault variations displayed in Table 2 . Here only valve faults are shown. The simulation results with inserted sensor faults has shown that the impact on the cylinder movement is the same as inserting valve faults. This is due to the control algorithm, which reacts on the pressure signals to set the valve currents.
The simulation results show that there are six safety critical faults, which are highlighted in Table 2 . A fault is safety critical within the context of the excavator application if:
 The boom will move faster than commanded from the operator or,  The boom will move in the opposite direction than commanded from the operator or,  The cylinder pressure will rise higher than the set value of the pressure relief valve.
The last case occurs when the boom cylinder extends and the downstream valves are closed. Due to the differential cylinder the chamber pressure pB will be precisely higher by the amount of the area ratio of the differential cylinder (see section 3.1). The other fault variations lead to no movement or cavitation while the target movement is reached. Due to the defined safety function "safe stop", these faults do not need to be detected. But in the context of availability the identification of these faults enables countermeasures like a quick repair or reconfiguration. But in the following the safety critical faults will be described and a fault detection algorithm derived. Peer-reviewed Paper, Accepted for publication on --.
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simulation and serve to analyze the behavior of the operator. The simulation and measurement results of fault no. 1 are displayed in Figure 5 . During the cycle, the work equipment lifts due to a retracting boom cylinder which drives against the load. In the fault-free state from 0 -4.8 s the pump volume flow is directed into the rod side (chamber B Figure 5 . During the movement, the simulation results (dashed lines) fit again well to the measurements. Since there is no ground contact in the model, the initial values of the pressure pA and pB are higher than in the measurement. If the switching valve 1 unintentionally opens in the event of a fault at approx. 4.8 s, the pump is connected to the tank via the normally open switching valve 2. The pump pressure falls to a pressure level of approx. 10 bar at 5 s, determined by the pressure losses across the IPC and the switching valves. Likewise, the rod side of the boom cylinder, which is under pressure, is connected to the tank via the valves 1, 2 and 3. Thus pB falls and the load force can no longer be overcome by the cylinder force. The boom sinks downwards due to its weight, which can be seen in the solid grey line of the nominal velocity v/vmax. Since the velocity of the piston and thus also the direction of the volume flow through valve 6 is reversed, pB initially drops to 0 bar, and then rises again to the value of the pressure loss over valve 6. Since the piston speed slows down before the movement direction reverses, the volume flow conveyed via valve 5 also drops. By the same opening cross section of valve 5, the pressure drop decreases and thus also pA. Since only pT prevails before valve 5, not enough oil flows into the piston chamber as would be required by the cylinder velocity v. As a result, pA falls further and remains at 0 bar. While the target velocity in the simulation (displayed in dashed red lines) remains constant due to a not modelled operator the reaction of a real operator can be seen in the solid red line. The measurements were performed in pairs. One controlled the fault insertion and the other one moved the joysticks. The operator reinforces the faulty lowering movement intuitively which can be seen in the velocity diagram of Figure 5 between 5 -6 s.
Looking on the fault-free case of the lowering movement between 0 -5.5 s in Figure 6 , the rod side is Peer-reviewed Paper, Accepted for publication on --.
Fault no. 24 is displayed in Figure 6 from 5.5 s to the end of the movement. In this case, the proportional valve 6 on the load side opens to the maximum. This valve error has an immediate effect on the boom axis since there is a deviation between the required and actual opening cross-section immediately. The piston speed v rises significantly. This results in a pressure drop pB and due to the equilibrium of forces at the cylinder also in pA. Since the boom falls much faster, it moves into the end position of the cylinder with a given joystick presetting before the switching valves close in the simulation. Therefore, there is no pressure peak in pB. The measurements show a slightly different situation. As it can be seen in the target velocity (solid red line) the operator is overwhelmed with the situation. A quick and strong displacement of the joystick in the opposite direction indicates that the operator firstly wants to compensate the fault. Due to that command p0 increases to the maximum bounded by the pressure relief valve at approx. 6.6 s. Shortly after that he releases the joystick. The target velocity is at zero and all the valves are closed at approx. 7 s. The high velocity of the boom cylinder is braked by the closed valves. This leads to the stop of the cylinder and to high frequency oscillations in the pressure signals pA and pB. As mentioned above, this leads also to the risk of bursting hoses. A countermeasure is a secondary pressure limitation function (see section 3.1).
Description of fault detection algorithm
As described above, all fault variants displayed in Table 2 were simulated. Concerning the lifting movement, the comparison of the pressure signals in every simulation run leads to the following equation for the fault detection:
Relation 2 has the disadvantage that it is likely also true in the error-free case. A fault detection based on this equation would then provide false alarms. Valve 5 acts as an outlet throttle during lifting and generates power loss due to the pressure drop. To save energy, valve 5 can be fully opened due to the independent metering system. This minimizes the pressure drop across valve 5 and thus also the pressure losses. The pressure pA is consequently also minimal and calculated as the sum of tank pressure pT, the pressure losses of the fully open proportional valve 5 pv5 and the open switching valve 2 pv2.
Then, pA will be only slightly above pT especially at slow movements, and fall below pT when the boom oscillates. Due to the application of more energy efficient operation modes, relation 1 should be preferred. Either way, relation 2 also occurs in the error-free case at the beginning of the movement between 2 s and 2.5 s (see measurements in Figure 5 ). Due to the applied flow matching control algorithm the pump pressure p0 is zero at the beginning of the movement, and thus lower than pB. As a result, the boom would lower and pA falls to 0 bar.
Concerning the lowering movement, the comparison of the pressure signals in every simulation run lead to relation 4 for the fault detection:
can also be true in the error-free case. This occurs in particular when the valves are being opened at the start of the movement and the necessary pump pressure has not been established yet, similar to the lifting movement. One countermeasure for this problem is a delay between the control of the pump and the valves (virtual load holding valve). By opening the proportional valves at a later time, the pump has an appropriate amount of time to increase the swash plate angle and thus build up a pressure p0 upstream of the valves. A time constant is however not effective, because the pressure build -up is dependent on the required volume flow, and also the valve dynamics depend on the target value. An alternative solution is discussed in the next chapter. At the very least, error detection should be designed in such a way that short -term minima of pA are tolerated. For that a fault must remain for a certain amount of time until the fault reaction (close every valve) is initiated. Because from the dynamical pressure signal view, lifting and lowering are different, the following relations are used to check the faulty time:
Regardless of the type of fault detection, a well -tuned system with a robust control concept allows a simpler and safer parameter finding. As it is displayed exemplarily in the pA-signal in Figure 6 between 3.5 s and 5.5 s a good pressure control wouldn't cause false alarms. Aspects of the control algorithm are discussed in detail in [2] . Another aspect is the pressure built -up problem which will be discussed below.
Special event handling
Particularly in the case of low volumetric flow requirements, the disadvantages of the use of a time constant for the query of the pressure build -up become clear. If sufficient pressure
has not yet been built up in the pump line and the valves are actuated, the boom first drops. During lowering, the proposed error detection in equation 4 would report false alarms for the period shortly after the pressure build-up phase. In order to solve these problems, the pressure build -up phase has to be determined by pressure signals. The pressure build -up phase (p_up) is terminated for lifting when p0 = pB. Thus, the pumping pressure can support the load force in any case and sagging is prevented. In the case of lowering, the pressure build -up phase (p_up) is not to be terminated until the pump has built up a pressure of pA = 10 bar in the piston chamber. As a result, the pump has already been increased its swash plate angle and can deliver the full required volume flow from the time in the valve 6. As a result, a sufficient volume flow can be fed into the piston chamber from the beginning, and pA does not drop. During the pressure build -up phase, the currents of the load -side valves are zero, whereby single valve errors are also intercepted during this phase due to the Peer-reviewed Paper, Accepted for publication on --. SICFP -June Linköping, Sweden series circuit. The effect of the pressure build-up phase can be seen exemplarily in Figure 5 . There is a time -delay between the target (red line) and the actual (grey line) velocity at between 2 s and 2.5 s.
To summarize the aforementioned arguments, the proposed fault detection with limit checking is based on the equations and parameters, which are derived from several SIL simulations. 
Implementation and test of fault detection
The presented fault detection algorithm has been integrated into the control software and has first been tested by means of SIL simulations on the model. Here again the advantage of the SIL simulation has been demonstrated. By means of early detection of programming errors, a quick commissioning on the test stand was possible. The tests for the secondary pressure limiting function and the safety function "safe stop" at the excavator arm test stand are presented below.
Test of the electronic secondary pressure relief function
As described in section 2.2 there are high cylinder chamber pressure in some cases, which can lead to bursting hoses. Usually, separate valves are used in mobile machines for this function. Since systems with independent metering require a higher number of components on the one hand and lead to flexible flow paths and thus a high degree of functional diversity on the other hand, it is presented here how an electronic secondary pressure limitation can be implemented.
To avoid influences of this function on the movement of the cylinder, the valves on the load side must not be changed in their control. This means that a pressure reduction is only possible via the opposite side of the load. This control has two stages. If the pressure of a cylinder chamber exceeds the first threshold value, the switching valve which controls the incoming volume flow (valve 1 or 3) is first closed. Thus, the pressure which in the unfavorable case is reinforced by the cylinder, cannot increase further. If the pressure of a cylinder chamber exceeds the second threshold value, the tank valve (valve 2 or 4) on the opposite chamber side of the load is being opened. The hydraulic clamping of the cylinder is thereby canceled and both of the cylinder chamber pressures can be reduced down to the static pressure resulting from the applied load force. The functionality of this algorithm is displayed in Figure 7 Peer-reviewed Paper, Accepted for publication on --.
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Test of the safe stop function
Finally, the functionality of the developed fault detection is demonstrated, both in the normal operation and in the event of a fault. In Figure 8 , the lifting and lowering cycle is depicted as in the case of the model validation. The equipment is lifted by the retracting boom cylinder between 0 s and 10 s. The pressure built -up phase can be seen in the time delay between the target and actual velocity again. In that time (between 4 s and 5 s) the fault variable tfault rises up to a value of 90 ms. This is because the switching valve 2 of the load opposite side is already controlled. Thereby the pressure pA drops under 3 bar. However, to detect valve faults during this phase, for example a faulty open tank valve 2 or 4 which would prevent the pressure built -up, a smaller increase of the fault variable tfault is used. On the one hand this ensures the required pressure built -up and allows the fault detection on the other hand. Subsequently, the lowering movement takes place by the extension of the boom cylinder. At approx. 13.8 s the fault no. 24 (fully open valve 6) is inserted. The error begins to affect the movement at approx. 14 s. A detailed view of this phase is displayed in Figure 9 . The effect of the fault can be seen in the increasing cylinder velocity v. As a result of that pA drops under the specified limit of 3 bar at approx. 14.2 s. This leads to the rise of the fault variable tfault up to the specified limit of 100 ms. Therefore, all valve currents are set to zero at 14.3 s. The falling boom is hydraulically stopped by the closing switching valve 4 at 14.36 s. Because of the high velocity difference, the pressure peaks in pB and thus also in pA are significantly high (need for secondary pressure limitation; see section 3.1). An enlarged section of the error phase is shown in Figure 10 .
Discussion of limits and accuracy
Fault no. 24 is the most safety critical fault due to the high boom cylinder velocity. Thus, the accuracy and limits of the proposed fault detection will be discussed using fault no.24. Figure 10 shows the trajectory of the excavator arm. The red dots highlight the movement during the occurrence of the fault. In the time between fault formation and fault reaction, the excavator arm lowers by approx. 593 mm. This drop height can be quantified with the difference of the ToolCenter-Point height yTCP and is made up of the following parts.
The first part is the fall height ydetect of the equipment, which arises in the time of the fault occurrence to fault detection and, therefore, the limit ptol is exceeded. The required detection time depends on the following influencing factors:
 The current load situation,  The current cylinder velocity,  The pressure reduction time which depends on the dead volumes in the tubing and  The specified limit ptol.
Because the first two aspects are given through the operator command only the last two can be influenced in construction. The second part is the fall height yremain of the equipment, which is given during the time of the selected limit tmax of the fault variable tfault. If the system immediately reported an error according to the detection algorithm, this component of the fall height could be reduced to zero. To ensure that this fraction of the drop height is kept small and the fault detection is still robust against false alarms, tmax should be as small as possible. The value was successively reduced from 200 ms over 150 ms to 100 ms on the test bench. As a result, the overall fall height could be reduced by 244 mm. Here, there is little optimization potential for reasons of machine availability.
The last part of equation 7 represents the fall height yreact which is returned in the time of the fault reaction. The fault reaction measures related to the safety function "safe stop" are the simultaneous closing of all valves and the reduction of the swash plate angle of the pump. Influence factors of yreact are:
 The dynamic behavior of the applied components in combination with  The control concept and thereby the cycle time of the ECU and again  The operation point of the drive (load and velocity).
Again, the last aspect cannot be influenced because the operation point is given through the work task and the operator, respectively. But with fast components and an adequate control algorithm this time and the fall height respectively can be reduced. The measurements with the aforementioned variations of tmax showed that the overall fall height yTCP is significantly influenced by the reaction time of the system (yreact / yTCP = 66 %). 32 % of that value are attributable to the valve dynamics. The rest of yreact (68 %) arises from the boom cylinder oscillations before the static value of yTCP is reached. Only 25 % of yTCP are related to the selected maximum time limit tmax when the fault is detected and another 9 % arise from the detection itself (pA < ptol,2). As a result, a large part of the fault detection's optimization potential lies in the system parameters (volumes between valve and cylinder) and the dynamic of the components.
Finally, Table 4 gives an overview of the determined fall heights of the safety critical tests carried out. 
Conclusion and outlook
With the help of the validated simulation model, calculations with a targeted imprinting of previously defined errors could be carried out. The result of these simulations is on the one hand the knowledge about the safety-critical conditions in the system. On the other hand, information on deviations from error cases to normal behavior is provided. By analyzing the simulation results, it was possible to derive clear error patterns. These form the basis for the developed fault detection by means of pressure sensors. The use of the same pressure sensors for function and error detection does not incur any additional costs, which makes this solution particularly attractive.
Final tests at the test stand excavator arm show the functionality of the fault detection and the safety function. Unintentional false alarms are not reported during the movement in the normal mode of the independent metering system and all safety critical faults can be detected. Thus a Diagnostic Coverage of DC = 99 % can be assumed. This allows the use of this drive structure up to a performance level of PL = e. But unfortunately, the fall height during the detection and reaction is very high. Future work should address this problem. Nevertheless, the results provide a good basis for the further development of fault detection by means of pressure sensors and show the limits of simple detection methods like limit checking for mobile hydraulic systems. However, the dynamics of fault detection and the consideration of extended operating modes of the SICFP -June Linköping, Sweden independent metering system, dynamic load changes as well as parallel driven consumers still offer considerable development potential. An expansion of fault detection for fault locating would also significantly improve the availability of systems with independent metering.
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