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a b s t r a c t
This paper considers the identification problem for Hammerstein output error moving
average (OEMA) systems. An auxiliary model-based recursive extended least-squares
(RELS) algorithm and an auxiliary model-based multi-innovation extended least-squares
(MI-ELS) algorithm are presented using the multi-innovation identification theory. The
basic idea is to express the system output as a linear combination of the parameters
by using the key-term separation principle and auxiliary model method. The proposed
algorithms can give highly accurate parameter estimates. The simulation results show the
effectiveness of the proposed algorithms.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
System identification and control have already beenwidely researched in practical and theoretical fields, e.g., networked
systems with unknown parameters and randomly missing outputs [1], xDSL systems with multirate crosstalks [2], design
of transmultiplexers [3] and multirate multi-input systems [4,5].
The least squares is a basic method in system identification and parameter estimation. For example, Xiao et al. presented
an interactive least-squares algorithm for controlled autoregressive moving averagemodels [6] and studied the consistency
of the recursive least-squares algorithm for controlled auto-regression models [7]. Ding, Shi and Chen established the
consistency analysis for a least-squares-based and gradient-based algorithms of non-stationary ARMA processes [8]. Ding
and Ding proposed a residual-based extended least-squares algorithm for dual-rate systems [9]. Ding and Chen studied a
hierarchical least-squares algorithm for multivariable systems [10].
The auxiliary model-based identification is a class of new-type parameter estimation approaches. In the literature, Ding
and Chen presented the auxiliary model-based recursive algorithm for dual-rate sampled-data systems [11,12]. By using
the over-parameterization technique, Ding and Chen proposed the least-squares-based identification algorithms [13] and
gradient-based identification algorithms [14] for Hammerstein ARMAX systems, and Ding, Shi and Chen derived an auxiliary
model-based least-squares method for Hammerstein output error systems [15]. Recently, an auxiliary model-based multi-
innovation stochastic gradient algorithmwas presented for output errormoving average systems [16] and formultiple-input
single-output systems [17].
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Fig. 1. The Hammerstein OEMA system.
The multi-innovation identification is also a class of new-type parameter estimation method and the basic idea is to
improve the parameter estimation accuracy by expanding the innovation length [18]. Zhang, Ding and Shi proposed a self-
tuning control algorithmbased on themulti-innovation stochastic gradient parameter estimation [19]. Han andDing studied
the identification method for multi-input systems using the multi-innovation identification theory [4,20].
In the area of nonlinear system identification, Vörös used the key-term separation principle to study the identification
problems for Hammerstein nonlinear systems with two-segment and multi-segment nonlinearities [21,22] and with
discontinuous nonlinearities containing dead zones [23]. Wang and Ding proposed an extended stochastic gradient
identification algorithm for Hammerstein–Wiener ARMAX systems [24].
This paper combines the multi-innovation identification theory [18], the auxiliary model identification idea [11] and the
key-term separation principle [21–23] to study the identification problems of Hammerstein output error moving average
(OEMA) systems and presents the auxiliary model-based multi-innovation algorithms (MI-ELS) for Hammerstein nonlinear
systems.
The paper is organized as follows. Section 2 describes the problem formulation for Hammerstein OEMA models with
nonlinearities of a known basis. Sections 3 and 4 derive an auxiliary model-based recursive extended least-squares and
an auxiliary model-based multi-innovation extended algorithms for Hammerstein OEMA systems. Section 5 provides an
illustrative example. Finally, concluding remarks are given in Section 6.
2. The system description
Consider a Hammerstein output error moving average (OEMA) system shown in Fig. 1:
y(t) = B(z)
A(z)
x(t)+ D(z)v(t), (1)
x(t) = f (u(t)), (2)
where u(t) and y(t) are the system input and output, respectively, x(t) is the output of the nonlinear block, i.e., the input
of the linear block, v(t) is a stochastic white noise with zero mean and variance σ 2, the linear block is an OEMA model,
A(z), B(z) and D(z) are polynomials in z−1, and defined by
A(z) := 1+ a1z−1 + a2z−2 + · · · + anaz−na ,
B(z) := b0 + b1z−1 + b2z−2 + · · · + bnbz−nb ,
D(z) := 1+ d1z−1 + d2z−2 + · · · + dndz−nd .
Assume that the degrees na, nb and nd are known and y(t) = 0, u(t) = 0, x(t) = 0, r(t) = 0 and v(t) = 0 for t 6 0. The
nonlinear block is a nonlinear function of a known basis (f1, f2, . . . , fm)with coefficients (c1, c2, . . . , cm) [13,14,25]:
x(t) = f (u(t)) = c1f1(u(t))+ c2f2(u(t))+ · · · + cmfm(u(t)). (3)
The inner variables/signals x(t) and r(t) are unmeasurable. In order to get unique parameter estimates,we fix a coefficient
of the two blocks. For example, let the first coefficient of B(z) be unity, i.e., b0 = 1 like in [15,24].
The objective of this paper is to present new identification methods to estimate the parameters (ai, bi, ci, di) for the
Hammerstein OEMA model using the key-term separate principle in [21–23], the auxiliary model identification idea
in [11,15] and the multi-innovation identification theory in [18,19].
3. The auxiliary model-based RELS algorithms
Referring to Fig. 1, define the middle variables:
r(t) := B(z)
A(z)
x(t), (4)
w(t) := D(z)v(t). (5)
From (1), we have
y(t) = r(t)+ w(t), (6)
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Fig. 2. The Hammerstein OEMA systems with the auxiliary model.
where r(t) is the unknown noise-free output (i.e., true output) and y(t) is the measured value of r(t) corrupted by noise
w(t).
From (4), we have
A(z)r(t) = B(z)x(t),
or
r(t) = x(t)+ b1x(t − 1)+ b2x(t − 2)+ · · · + bnbx(t − nb)− a1r(t − 1)− a2r(t − 2)− · · · − ana r(t − na). (7)
The first term x(t) (its coefficient is 1) on the right-hand side is a separated key-term, x(t − i) are no-separated key-terms.
Referring to [21–23], substituting (3) into the separated key-term in (7) gives
r(t) =
m∑
i=1
cifi(u(t))+ b1x(t − 1)+ b2x(t − 2)+ · · · + bnbx(t − nb)
− a1r(t − 1)− a2r(t − 2)− · · · − ana r(t − na). (8)
From (5), we have
w(t) = v(t)+ d1v(t − 1)+ d2v(t − 2)+ · · · + dndv(t − nd). (9)
Define the information vectors:
ϕ(t) :=
[
ϕs(t)
ϕn(t)
]
∈ Rna+nb+nd+m,
ϕs(t) := [−r(t − 1),−r(t − 2), . . . ,−r(t − na), x(t − 1), x(t − 2), . . . , x(t − nb),
f1(u(t)), f2(u(t)), . . . , fm(u(t))]T ∈ Rna+nb+m,
ϕn(t) := [v(t − 1), v(t − 2), . . . , v(t − nd)]T ∈ Rnd ,
and the parameter vectors:
θ :=
[
θs
θn
]
∈ Rna+nb+nd+m,
θs := [a1, a2, . . . , ana , b1, b2, . . . , bnb , c1, c2, . . . , cm]T ∈ Rna+nb+m,
θn := [d1, d2, . . . , dnd ]T ∈ Rnd ,
where subscripts s and n are the first letters of the words ‘‘system’’ and ‘‘noise’’, respectively.
Eqs. (4) and (5) can be written as
r(t) = ϕTs (t)θs, (10)
w(t) = ϕTn(t)θn + v(t). (11)
Substituting (10)–(11) into (6) yields
y(t) = ϕTs (t)θs + ϕTn(t)θn + v(t)
= ϕT(t)θ + v(t). (12)
Eq. (12) is the identificationmodel for theHammersteinOEMA systems. Note that the vector θ in (12) contains all parameters
of the whole systems.
Because the information vectorϕ(t) on the right-hand side in (12) contains unknown inner variables r(t− i) and x(t− i),
and unmeasurable terms v(t − i), the standard least-squares methods cannot estimate the parameter vector θ in (12). The
solution here is based on the auxiliary model identification idea [11] to construct an auxiliary model, as shown in Fig. 2,
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where Pa(z) := Ba(z)Aa(z) is the transfer function of the auxiliary model (Aa(z) and Ba(z) are the polynomials of the same orders
as A(z) and B(z)) and ra(t) is the output of the auxiliarymodel. The unknown r(t− i) and x(t− i) inϕs(t) ofϕ(t) are replaced
with the outputs ra(t − i) of the auxiliary model and the estimates xˆ(t − i), respectively, and unmeasurable terms v(t − i)
in ϕn(t) of ϕ(t) are replaced with their estimates vˆ(t − i). Define
ϕˆ(t) :=
[
ϕˆs(t)
ϕˆn(t)
]
,
ϕˆs(t) :=
[
−ra(t − 1),−ra(t − 2), . . . ,−ra(t − na), xˆ(t − 1), xˆ(t − 2), . . . , xˆ(t − nb),
f1(u(t)), f2(u(t)), . . . , fm(u(t))
]T
,
ϕˆn(t) := [vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T.
From Fig. 2, we get
ra(t) = Ba(z)Aa(z)x(t).
Following the form of (4) and (10), ra(t) can be written as a vector form,
ra(t) = ϕTa(t)θa(t),
where ϕa(t) and θa(t) are the information vector and parameter vector of the auxiliary model, respectively. Here, we take
ϕˆs(t) to be the information vectorϕa(t) of the auxiliarymodel [11] and θˆs(t) to be the parameter vector θa(t) of the auxiliary
model; thus, we have
ra(t) = ϕˆTs (t)θˆs(t). (13)
Replacing ci in (3) with its estimates cˆi(t), we can get the estimate xˆ(t) of x(t):
xˆ(t) = cˆ1(t)f1(u(t))+ cˆ2(t)f2(u(t))+ · · · + cˆm(t)fm(u(t)).
From (12), we obtain
v(t) = y(t)− ϕT(t)θ.
Replacing ϕ(t) and θ with ϕˆ(t) and θˆ(t), the residual vˆ(t) can be computed by
vˆ(t) = y(t)− ϕˆT(t)θˆ(t). (14)
Let θˆ(t) =
[
θˆs(t)
θˆn(t)
]
be the estimate of θ =
[
θs
θn
]
at time t , and ‖X‖2 := tr[X XT] represent the norm of thematrixX . Forming
a quadratic cost function [26]
J1(θ) =
t∑
i=1
[y(t)− ϕˆT(t)θ]2,
and minimizing J1(θ) leads to the following auxiliary model-based recursive extended least-squares algorithms of esti-
mating θ for Hammerstein OEMA systems by using the key-term separation principle (the H-AM-RELS algorithm for short),
θˆ(t) = θˆ(t − 1)+ L(t)[y(t)− ϕˆT(t)θˆ(t − 1)], (15)
L(t) = P(t − 1)ϕˆ(t)[1+ ϕˆT(t)P(t − 1)ϕˆ(t)]−1, (16)
P(t) = [I − L(t)ϕˆT(t)]P(t − 1), P(0) = p0I, (17)
θˆs(t) = [aˆ1(t), . . . , aˆna(t), bˆ1(t), . . . , bˆnb(t), cˆ1(t), . . . , cˆm(t)]T, (18)
θˆn(t) = [dˆ1(t), dˆ2(t), . . . , dˆnd(t)]T. (19)
4. The auxiliary model-based MI-ELS algorithms
This section derives the multi-innovation extended least-squares (MI-ELS) algorithms for Hammerstein output error
models.
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Expand the scalar innovation e(t) := y(t)− ϕˆT(t)θˆ(t − 1) ∈ R1 in (15) to an innovation vector [18]
E(p, t) =

e(t)
e(t − 1)
...
e(t − p+ 1)
 ∈ Rp,
i.e., multi-innovation (p represents innovation length) and
e(t − i) = y(t − i)− ϕˆT(t − i)θˆ(t − i− 1).
In general, the estimate θˆ(t − 1) is consider to be closer to θ than θˆ(t − i) at time t − i (i = 2, 3, 4, . . . , p − 1). Thus, the
innovation vector is taken more reasonably to be
E(p, t) :=

y(t)− ϕˆT(t)θˆ(t − 1)
y(t − 1)− ϕˆT(t − 1)θˆ(t − 1)
...
y(t − p+ 1)− ϕˆT(t − p+ 1)θˆ(t − 1)
 ∈ Rp.
Define the stacked output vector Y (p, t) and information matrix 8ˆ(p, t) as
Y (p, t) := [y(t), y(t − 1), y(t − 2), . . . , y(t − p+ 1)]T ∈ Rp,
8ˆ(p, t) := [ϕˆ(t), ϕˆ(t − 1), ϕˆ(t − 2), . . . , ϕˆ(t − p+ 1)] ∈ Rn×p, n := na + nb +m.
The innovation vector E(p, t) can be expressed as
E(p, t) = Y (p, t)− 8ˆT(p, t)θˆ(t − 1).
Defining and minimizing a quadratic cost function
J2(θ) =
t∑
i=1
‖Y (p, i)− 8ˆT(p, i)θ‖2,
we can obtain the following auxiliary model-based multi-innovation extended least-squares algorithm of estimating θ for
Hammerstein OEMA systems (the H-AM-MI-ELS algorithm for short),
θˆ(t) = θˆ(t − 1)+ P(t)8ˆ(p, t)E(p, t),
E(p, t) = Y (p, t)− 8ˆT(p, t)θˆ(t − 1),
P−1(t) = P−1(t − 1)+ 8ˆ(p, t)8ˆT(p, t),
8ˆ(p, t) = [ϕˆ(t), ϕˆ(t − 1), ϕˆ(t − 2), . . . , ϕˆ(t − p+ 1)],
Y (p, t) = [y(t), y(t − 1), y(t − 2), . . . , y(t − p+ 1)]T,
ϕˆ(t) =
[
ϕˆs(t)
ϕˆn(t)
]
, θˆ(t) =
[
θˆs(t)
θˆn(t)
]
,
ϕˆs(t) = [−ra(t − 1),−ra(t − 2) · · · ,−ra(t − na), xˆ(t − 1), xˆ(t − 2), . . . , xˆ(t − nb), f1(u(t)), . . . , fm(u(t))]T,
ϕˆn(t) = [vˆ(t − 1), vˆ(t − 2), . . . , vˆ(t − nd)]T,
ra(t) = ϕˆTs (t)θˆs(t),
xˆ(t) = cˆ1(t)f1(u(t))+ cˆ2(t)f2(u(t))+ · · · + cˆm(t)fm(u(t)),
vˆ(t) = y(t)− ϕˆT(t)θˆ(t),
θˆs(t) = [aˆ1(t), aˆ2(t), . . . , aˆna(t), bˆ1(t), bˆ2(t), . . . , bˆnb(t), cˆ1(t), cˆ2(t), . . . , cˆm(t)]T,
θˆn(t) = [dˆ1(t), dˆ2(t), . . . , dˆnd(t)]T.
When the innovation length p = 1, the H-AM-MI-ELS algorithm degrades to the H-AM-RELS algorithm.
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Table 1
The H-AM-RELS estimates and their errors (σ 2 = 0.202).
t a1 a2 b1 b2 c1 c2 c3 d1 δ (%)
100 −0.73246 0.08352 0.15723 0.00425 −0.01646 0.37920 0.39198 0.96745 60.27983
200 −1.00067 0.32822 0.13015 0.06415 0.25648 0.42400 0.27251 1.07955 44.50299
500 −1.34702 0.62413 −0.00924 −0.01089 0.33380 0.40643 0.20164 0.95929 24.57478
1000 −1.57421 0.79940 −0.15328 −0.17865 0.32116 0.43003 0.19636 0.93248 11.78441
2000 −1.56848 0.79528 −0.11580 −0.24223 0.31880 0.44736 0.19657 0.95393 8.81002
3000 −1.58535 0.80384 −0.12095 −0.28831 0.30807 0.45503 0.19910 0.95206 6.66211
4000 −1.59027 0.80509 −0.11812 −0.31314 0.29714 0.46432 0.20348 0.95376 5.53888
5000 −1.58875 0.80357 −0.11131 −0.32340 0.28729 0.46788 0.20774 0.94664 4.95048
True values −1.60000 0.80000 −0.10000 −0.41000 0.30000 0.50000 0.20000 0.90000
Table 2
The H-AM-MI-ELS estimates and their errors with p = 5 and 10 (σ 2 = 0.202).
p t a1 a2 b1 b2 c1 c2 c3 d1 δ (%)
5 100 −1.30974 0.57508 −0.02730 −0.04162 0.17283 0.33543 0.31056 0.95016 27.03261
200 −1.58494 0.79192 −0.15772 −0.14890 0.31884 0.41562 0.20720 0.90801 13.18262
500 −1.53945 0.78332 −0.09072 −0.20505 0.30376 0.44749 0.21364 0.94227 10.54343
1000 −1.57295 0.79020 −0.09990 −0.29783 0.30186 0.45206 0.20512 0.94489 6.23393
2000 −1.58511 0.79786 −0.10043 −0.33301 0.31021 0.46607 0.19938 0.95795 4.85535
3000 −1.59423 0.80258 −0.10863 −0.35472 0.30003 0.47218 0.20159 0.94335 3.57120
4000 −1.59748 0.80408 −0.10920 −0.36676 0.29381 0.47939 0.20449 0.94216 3.04598
5000 −1.59645 0.80283 −0.10572 −0.37057 0.28643 0.48116 0.20758 0.92842 2.56772
10 100 −0.87463 0.27000 0.53042 −0.05139 0.08599 0.28520 0.26692 0.67812 56.89552
200 −1.70538 0.79957 −0.11037 −0.61194 0.10492 0.36812 0.27868 1.05609 17.38074
500 −1.55359 0.78360 0.00936 −0.34967 0.28433 0.44300 0.20631 0.84703 7.30268
1000 −1.58012 0.78758 −0.04165 −0.40552 0.27791 0.45935 0.20944 0.87561 3.85769
2000 −1.59276 0.79587 −0.06791 −0.40996 0.29707 0.47485 0.20156 0.88786 2.03417
3000 −1.59815 0.79909 −0.08639 −0.41218 0.28858 0.48204 0.20426 0.88513 1.39285
4000 −1.60120 0.80139 −0.09173 −0.41477 0.28723 0.48823 0.20588 0.88633 1.16278
5000 −1.60009 0.79999 −0.09167 −0.41277 0.28281 0.48904 0.20779 0.88166 1.39564
True values −1.60000 0.80000 −0.10000 −0.41000 0.30000 0.50000 0.20000 0.90000
5. Example
Consider the following Hammerstein OEMA system,
y(t) = B(z)
A(z)
x(t)+ D(z)v(t),
x(t) = c1u(t)+ c2u2(t)+ c3u3(t) = 0.30u(t)+ 0.50u2(t)+ 0.20u3(t),
A(z) = 1+ a1z−1 + a2z−2 = 1− 1.60z−1 + 0.80z−2,
B(z) = b0 + b1z−1 + b2z−2 = 1− 0.10z−1 − 0.41z−2,
D(z) = 1+ d1z−1 = 1+ 0.90z−1,
θ = [a1, a2, b1, b2, c1, c2, c3, d1]T
= [−1.60, 0.80,−0.10,−0.41, 0.30, 0.50, 0.20, 0.90]T.
The input {u(t)} is taken as an uncorrelated persistent excitation signal sequence with zero mean and unit variance, and
{v(t)} as a white noise sequence with zero mean and variance σ 2 = 0.202.
Applying the H-AM-RELS algorithm and H-AM-MI-ELS algorithm with the innovation length p = 5 and p = 10 to
estimate the parameters of this system, the parameter estimates and their errors are shown in Tables 1 and 2, and the
estimation errors δ := ‖θˆ(t)− θ‖/‖θ‖ versus t are shown in Fig. 3.
From Tables 1 and 2 and Fig. 3, it is clear that (1) the parameter estimation errors of the H-AM-RELS and H-AM-MI-ELS
algorithms become (generally) smaller and smaller with the data length t increasing; (2) the parameter estimates given by
the H-AM-MI-ELS algorithm with p > 1 converge faster to their true values than those of the H-AM-RELS algorithm does.
This shows that the proposed H-AM-MI-ELS algorithms are effective.
6. Conclusions
This paper combines the key-term separation principle and the auxiliary model identification idea and presents
auxiliary model-based recursive extended least-squares and auxiliary model-based multi-innovation extended least-
squares identification methods for Hammerstein OEMA systems by using the multi-innovation identification theory and
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Fig. 3. The parameter estimation errors δ versus t .
by expanding the scalar innovations to the innovation vector. The multi-innovation algorithm repeatedly utilizes the past
innovations and can improve the parameter estimation accuracy and speed up the convergence rate.
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