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Abstract In this work, we consider a time and space
evolution cache refreshing in multicluster heterogeneous
networks. We consider a two-step content placement
probability optimization. At the initial complete cache
refreshing optimization, the joint optimization of the
activated base station density and the content place-
ment probability is considered. And we transform this
optimization problem into a GP problem. At the fol-
lowing partial cache refreshing optimization, we take
the time-space-evolution into consideration and derive a
convex optimization problem subjected to the cache ca-
pacity constraint and the backhaul limit constraint. We
exploit the redundant information in dierent content
popularity using the Deep Neural Network to avoid the
repeated calculation because of the change of content
popularity distribution at dierent time slot. Trained
DNN can provide online response to content placement
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in a multi-cluster HetNets model instantaneously. Nu-
merical results demonstrate the great approximation to
the optimum and generalization ability.
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1 Introduction
The explosive data growth in online social network has
brought us a serious challenge to the design of next
generation network architecture [1], [2]. HetNets and
edge caching are two key technologies to meet the ever
growing wireless data demand by increasing the region-
al spectral eciency, decreasing the transmission delay
and avoiding the use of the limited backhaul capacity
[3]-[7]. The study about the content popularity distri-
bution shows that les requested by the users tend to
have a heavy-tailed distribution, i.e., Zipf distribution
[8], which means the few very popular les dominate
the requests of the users. Inspired by this fact, cache
is introduced to reduce the duplicate le transmission.
Beside the optimal cache strategy to improve the sys-
tem performance, we can also apply the BS sleeping
technology to improve the overall network energy e-
ciency [9], [10]. Studies have shown that BSs are largely
under-utilized especially at weekends [11].
Inspired by the memory hierarchy in the computer
science which introduces the main memory between the
CPU and hard disk to reduce the communication delay,
we try to realize the cache-enabled base station to bring
the le closer to the user requests [12]-[15]. When we
bring cache in the base station, we introduce the cache
and backhaul resource allocation and scheduling in the
wireless network edge. The content placement in cache
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refreshing becomes the main concern of our edge cache
problem.
Intensive researches about the optimal cache allo-
cation strategies has been conducted. In [13], a sim-
ple single tier cache-enabled network is considered to
minimize the cache missing probability, and the op-
timization problem is eciently solved using dynam-
ic programming. While in [16], [17], channel selection
diversity and network interference are taken into con-
sideration, which provides us more specic cache op-
timization in the wireless caching helper networks. A
more complicated heterogeneous network system mod-
el can be found in [18], [19], where stochastic geometry
is applied to model the HetNets. In [20]-[22], a cache-
enabled device-to-device(D2D) communication network
is discussed to leverage the spatio-temporal correlation
in the dierent users' data demand. In [23], caching
and multicasting are jointly studied over the wireless
networks to support massive content delivery, especial-
ly, joint consideration of caching and multicasting is
extended to a large-scale cache-enabled HetNet with
backhaul constraints in [24]. In [25], the previous as-
sumption about the nearest small base station among
all that have cached the desired content connecting to
the typical user is abandoned, and a user-centric SB-
S clustering model with two beamforming schemes is
studied.
Most of the above works consider the cache opti-
mization as a static optimization problem with a static
le library, which usually can not describe the physi-
cal world precisely, since the content popularity evolves
with time and space. Till now, there exists many works
that consider the cache resource allocation as a dynam-
ic optimization problem and apply dierent kinds of
learning methods into this eld. In [27], a social-aware
networking caching Framework is considered, and the
advantages of the big data have been explored to cope
with the social dynamics. In [28], a dynamic le library
with evolved content popularity and changing les is
considered instead of the static le library while pre-
serving the simplicity and computational eciency of
models developed under stationary popularity condi-
tions. In [29], a novel cache replacement method, Trend-
Caching, explicitly learns the trend of video content and
is more responsive to continuously changing trends of
videos. Similar works can still be found in [30].
The main contributions of this paper are summa-
rized as follows:
{ We consider the time-space-evolution content pop-
ularity instead of the static le library, which makes
our system model dynamic.
{ Corresponding to the dynamic le library, we adopt
the two-step dynamic cache refreshing optimization.
The initial complete cache refreshing is the joint
optimization of the activated base station density
and cache placement probability. The initial cache
refreshing optimization provides the initial content
placement probability and activated base station
densities for the following partial cache refreshing
optimization.
{ After the initial optimization, we try to conduct par-
tial cache refreshing at each time slot between two
adjacent initial optimization using the very limited
backhaul.
{ We apply the DNN method to learn the map be-
tween the input and output for the partial cache re-
freshing optimization. Simulation results show the
great approximation ability.
The remainder of this paper is organized as follows.
In section II, we summarized the related works. Sec-
tion III presents the system model used in this paper.
Section IV presents the problem formulation and DNN
method. Intensive numerical simulations are presented
at section V. Finally, section VI concludes this paper.
2 Related works
Some of the existing works have paid their attention
to exploiting the rich contextual information from the
device-to-device interaction to learn the content pop-
ularity evolution, such as in [31]-[33]. Further more,
some of the existing works distinguish content populari-
ty with user preference, and provide a more specic sys-
tem model by exploiting individual user behavior such
as in[34]. In [35], a novel reinforcement learning(RL)
framework is put forth for nding the optimal caching
policy with unknown popularity proles, as well as the
space-time popularity dynamics of user le requests.
All this existing works about spatio-temporal dy-
namic content popularity usually consider a relative-
ly easy network topology. The complexity and non-
convexity of the caching optimization problem make
it dicult to consider the optimization problem in a
multi-cluster heterogeneous network model, which is
the main concern in this paper. In [36], [37], Poisson
Cluster Process(PCP) is introduced to satisfy the need
to consider variety of user and base station(BS) cong-
urations for realistic performance evaluation and sys-
tem design. This model will help to capture both non-
uniformity and coupling in the user and BS locations,
which inspires us to consider a PCP-based system mod-
el to formulate our optimization problems.
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Fig. 1 A multi-cluster 2 tier HetNets model, with user and
BSs distributed as independent homogeneous PPP in each
cluster.
3 System model and problem description
3.1 Multi-cluster heterogeneous network model
We consider a E   cluster K   tier HetNets model as
in Fig. 1. The heterogeneous network comprsing of K
dierent types of BSs in each cluster is considered in
this work with its storage capacity denoted by Ck, and
eective radius denoted by rk, 1  k  K, where the
eective radius means that the user can connect to the
k   tier BS if and only if the distance between them is
less than or equal to the eective radius rk. And this
K   tier HetNets in the cluster e are modeled as K
independent homogeneous Poisson Point Process(PPP)
with their deployment density denoted as totalke ; 1 
k  K; 1  e  E. Again, user distribution on the
2D plane is assumed to be homogeneous PPP with its
density denoted by ue ; 1  e  E.
We assumed that dierent clusters have dierent us-
er preference and are independent of each other, while
for users in the same cluster, they share the same user
preference, hence the same content popularity distribu-
tion.
3.2 Base station sleeping
Because of the spatial and temporal evolution of the us-
er density, here we introduce the base station sleeping to
adapt to the time-space-varying user requests and avoid
the base station resource waste at the idle time and the
base station resource deciency at the rush time.
We consider our BSs running on two modes: acti-
vated model and sleep model. The k   tier BSs in the
cluster e running on the activated model have the dis-
tribution density denoted as ke, which is the variable
we should optimize. Hence the base station running on
the sleeping mode have the distribution density denoted
by totalke   ke. This BS distribution density is closely
related to the user density in each cluster. The energy
consumption costs of the k   tier BSs running on the
activated model and sleep model are denoted as k and
k. We dene tk = k   k, for 1  k  K.
3.3 Dynamic le library and cache refreshing model
We assume there is a dynamic le library which contain-
s F les with normalized unit size with its content popu-
larity distribution evolves through time. We denote the
f  th most popular le at time slot t in the cluster e as
cef (t), and its popularity as q
e
f (t) that follows a general
distribution. Files in the library are sorted according to
a descending order of popularity and
PF
f=1 q
e
f (t) = 1.
We adopt a probabilistic caching model. We assume
the BSs in the same tier of HetNets share the same
content placement probabilities. So the optimal content
placement probabilities can be denoted as follows:
PeKF (t) =
0B@ p
e
11(t) : : : p
e
1F (t)
...
. . .
...
peK1(t)    peKF (t)
1CA ; (1)
where pekf (t) denotes the content placement probability
of le cef (t) in k   tier.
3.4 Long term evolution cache model
We divide our optimization process into two continu-
ous step: the initial complete cache refreshing and the
following partial cache refreshing.
The initial complete cache refreshing include the
joint optimization of the base station density and the
cache content placement probability. And this complete
cache resource refreshing usually happens at the o-
peak time with unlimited backhaul resource. So the
complete cache refreshing is available. At the initial
optimization process, we are given the initial content
popularity qef (0) to optimize the activated base station
density ke and the initial content placement probabil-
ity pekf (0).
Because of the time-space-evolution of the content
popularity in each cluster, the initial content placement
probability optimization will soon not satisfy the us-
er requests well as the content popularity changes. To
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meet this need, we introduce the following partial cache
refreshing optimization to provide partial cache refresh-
ing to follow the evolution of the content popularity,
and using a very limited backhaul bandwidth D(since
we only refresh the partial cache). So when considering
the following partial cache refreshing, we are given the
current content popularity qef (t) and the last optimal
content placement probability pekf (t  1), and seek the
current content placement probability pekf (t). In this
stag, we do not optimize the activated base station den-
sities and the activated base station densities are set the
same as the initial joint optimization.
Now we can summarize our two-step continuous op-
timization method as follows: the initial optimization:
fqef (0)g ! fke; pekf (0)g; the following optimization:
fqef (t); pekf (t  1)g ! fpekf (t)g; 8t = 1;    ; N , where N
denotes the time of partial optimization between two
initial complete optimization.
4 Problem development and Deep Neural
Network Method
4.1 Problem development using optimization method
We adopt the total missing probability as our system
performance metric, which denotes the average proba-
bility that a typical user cannot nd the requested le
in the cache of each BSs within their eective radius.
For the ease of analysis, we assume a typical user lo-
cated at origin o. We dene K point sets for tiers in
HetNets as Bk = fvj kvk 6 rkg, 1  k  K, where
v denotes the location of the BS, k:k denotes the Eu-
clidean norm. The typical user can get the le cached
in the BS located at v belonging to the k   tier if and
only if v j Bk.
We rst derive the total missing probability in a s-
ingle cluster e. The distributions of the BSs in the Het-
Nets are assumed to be K independent homogeneous
PPP. For a typical le f , pekf (t) denotes the content
placement probability of this le cached in k   tier
in the cluster e at the time slot t. According to the
Thin Property [39] of homogeneous PPP, the density
of k  tier BSs in the cluster e cached the typical le f
is kep
e
kf (t).
We assume that the typical user can access nk k  
tier BSs cached the typical le f , where nk satises the
discrete Poisson distribution with density kep
e
kf (t)r
2
k
as follows:
Pfk(Bk) = nkg =
exp( kepekf (t)r2k)
(kep
e
kf (t)r
2
k)
nk
nk!
;
(2)
where k denotes the homogeneous PPP for k   tier.
So nk = 0 means there is no such BSs for typical le f
at k  tier. And k  tier BSs miss the request of typical
user for le f with the probability:
Pfk(Bk) = 0g = exp( kepekf (t)r2k); (3)
According to the independence of each tier in HetNets,
we derive the missing probability for le f as follows:
Ef (t) =
YK
k=1
Pfk(Bk) = 0g
= exp( 
XK
k=1
kep
e
kf (t)r
2
k):
(4)
So the total missing probability for the cluster e at the
time slot t equals to
fe(t) =
XF
f=1
qef (t)Ef (t)
=
XF
f=1
qef (t) exp( 
XK
k=1
kep
e
kf (t)r
2
k):
(5)
4.1.1 The initial complete cache refreshing
optimization
According to our assumption that any two adjacen-
t clusters are independent or orthogonal resources are
used. For our multi-cluster model, we use the overall
total missing probability as our objective function sub-
jected to the cache capacity constraints and energy con-
sumption constraints. We denote the overall total miss-
ing probability as the weighted sum of the total missing
probability of each cluster and the weights is in propor-
tion to the number of users in each cluster. Now, we
can derive our optimization problem as follows:
P0 : minfpekf ;keg
EX
e=1
ueSe
fe(0)
EP
e=1
ueSe
s.t.XF
f=1
pekf (0)  Ck; (6)
EX
e=1
KX
k=1
tkker
2
k  T (
EX
e=1
ueSe)
 
XK
k=1
XE
e=1
k
total
ke r
2
k; (7)
0  ke  totalke ;
0  pekf (0)  1;
where (6) denotes the cache capacity constraints, and
(7) denotes the energy consumption cost constraints,
which comes fromXE
e=1
XK
k=1
k(
total
ke   ke)r2k
+
XE
e=1
XK
k=1
kker
2
k 6 T (
XE
e=1
ueSe);
(8)
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where T denotes the energy consumption ecient. We
promise the total energy consumption of both the acti-
vated base station and the sleeping base station is less
than or equal to the T times of the total average number
of the user in all cluster.
Because of the coupling of dierent clusters in the
constraints (7), the optimization problem P0 is not con-
vex and very dicult to solve. We reformulate the opti-
mization problem P0 into a geometric program(GP) (9)
via the transformations hke = exp(ke) and y
e
(f 1)K+k =
exp(ker
2
kp
e
kf (t)). Now the GP (9) can be ready to
solve using the generic algorithm [40].
min
XE
e=1
ueSe
PF
f=1 qf
QK
k=1 y
e
(f 1)K+k
 1
PE
e=1 ueSe
s.t.YK
k=1
ye(f 1)K+k  (hke)r
2
kCk ; 8e = 1;    ; E;YE
e=1
YK
k=1
(hke)
tkr
2
k 
exp

T
XE
e=1
ueSe

 
XK
k=1
XE
e=1
k
total
ke r
2
k

;
hke  1;
hke  exp(totalke );
ye(f 1)K+k  (hke)r
2
k ;
ye(f 1)K+k  1:
(9)
4.1.2 The following partial cache refreshing
optimization
After we accomplish the initial complete joint optimiza-
tion of the activated base station optimization and ini-
tial content placement probability pekf (0), we can con-
tinue to the following partial cache refreshing optimiza-
tion using very limited backhaul bandwidth. We still
use the same total missing probability as the system
performance metric, but the constraints are dierent.
P1 : minfpekf ;keg
EX
e=1
ueSe
fe(t)
EP
e=1
ueSe
s.t.
1
2
XF
f=1
pekf (t)  pekf (t  1) 6 D (10)XF
f=1
pekf (t)  Ck;
0  pekf (t)  1;
where the constraint (10) denotes the total cache re-
freshing of each tier between the t time slot and t   1
time slot at each cluster. Because of very limited back-
haul bandwidth D is used, we constraint the total cache
refreshing less than or equal to the limited backhaul
bandwidth D.
The convexity of the problem P1 is not dicult to
derive. The constraint (10) is the absolute function,
hence is convex. The rest two constraints are linear with
the variable pekf (t), hence are convex. The convexity of
the objective function is equivalent to the simplied
function g = exp( PLl=1 alxl). Since the Hessian ma-
trix of the function g is semi-denite, our original ob-
jective function is also convex. So we conclude now the
optimization problem P1 is convex.
4.2 Deep Neural Network method
Due to the quick time and space evolution of the con-
tent popularity, we must conduct the partial cache re-
freshing optimization again and again. And this is not
only the waste of the computer resource, but also lead
to useless redundant calculation, since the output of
our optimization problem P1 usually shows some pat-
terns. Each time we solve the partial cache refreshing
optimization using CVX, we ignore these patterns and
just do it from scratch. Besides, a full-trained DNN can
provide online output each time as the content popu-
larity evolves. This is very useful for continuous cache
refreshing optimization. Deep Neural Network provides
us a method to recognize the special patterns. Inspired
by this, we consider to use a multilayer perceptron as
approximation realization of this continuous mapping
from the input space to output space according to U-
niversal Approximation Theorem [38].
We construct our multilayer perceptron architecture
for each cluster. This construction helps us ease the
complexity of the DNN architecture by reducing the
dimension of input and output. Besides, this construc-
tion will helps when one cluster's content popularity
changes while the rest clusters remain relatively stat-
ic. At the following partial cache refreshing step, we
take the current content popularity and the last content
placement probability as input to generate the curren-
t content placement probability as output. The input
and output of our DNN structure are the same as the
optimization.
In our network architecture for each cluster, we adop-
t 4 hidden layers, one input layer and one output layer
with sigmoid function f(v) = 11+exp( v) as activation
function to constrain each output node to the range
[0; 1].
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Fig. 2 A full-connected multilayer neural network with 4
hidden layers, 1 input layer and 1 output layer.
In general, the optimization procedure of the DNN
is divided into training phase and test phase. During
the training phase, we adopt the on-line method to
learn the adjustment of the weights of the DNN on an
example-by-example basis with each example generat-
ed at one specic time slot. This map from the input to
the output should have the form: fqef (t); pekf (t  1)g !
fpekf (t)g.
In each train step n, we minimize the loss function
(n):
(n) =
1
2
XK
k=1
XF
f=1
jpkf (n)  ykf (n)j; (11)
where pkf (n) denotes the training sample, and ykf (n)
denotes the function signal produced at the output of
the neuron at output layer.
After trained with enough training samples, our DNN
should acquire the ability to recognize the special con-
tent popularity as the input layer and generate the con-
tent placement probability as the output in real time.
When we test the accuracy of the output of the DNN,
it is possible that DNN's output may violate the con-
straints in optimization problem P1. So the postpro-
cessing may be needed for the DNN's output:
{ for the cache capacity constraint: we rst normal-
ized the f th most popular le's content placement
probability pekf (t), then multiply the cache capacity
C(k), i.e., pekf (t) ,
pekf (t)PF
f=1 p
e
kf (t)
C(k);
{ for the backhaul limit constraint (10), similar nor-
malized method is applied,
i.e., pekf (t) ,
pekf (t) pekf (t 1)PF
f=1 jpekf (t) pekf (t 1)j
D + pekf (t  1).
5 performance evaluation
5.1 Solving the optimization problem using CVX
We assume the content popularity of our le library
satises the Zipf distribution, i.e. qf =
f PF
f=1 f
  , with
Zipf parameter  randomly generated. Some other sys-
tem parameters are set as in TABLE 1. We consider
a 4   cluster 3   tier HetNets. We assume that we
continue the same two-step optimization day by day,
i.e., M = 110, which means we need 110 initial com-
plete cache refreshing optimizations. During each day,
we conduct N = 23 partial cache refreshing optimiza-
tions.
We rst evaluate the content placement probabili-
ty evolution from the initial complete cache refreshing
optimization to the following partial cache refreshing
optimization in Fig. 3. Because of the backhaul lim-
it constraint (10), the optimal partial cache refreshing
optimization evolves from the initial complete caches
refreshing optimization. In Fig. 3(b), when the Zipf dis-
tribution parameter  evolves from 1:41 to 0:60, i.e.,
from heavy-tailed distribution to a more uniform dis-
tribution, the system tends to cache the most popular
les with a reduced probability and increase the cache
probability of the less popular les. This optimal partial
cache refreshing pattern coincides with our intuition.
5.2 Solving the optimization problem using DNN
We formulate our neural network architecture based on
Tensorow, and the parameter settings for the DNN
structure are summarized in TABLE 2.
Table 2 DNN parameters based on Tensorow
parameters values
nodes of input layer 500
nodes of hidden layer 1 100
nodes of hidden layer 2 100
nodes of hidden layer 3 100
nodes of hidden layer 4 50
nodes of output layer 400
learning algorithm AdamOptimizer
learning rate 0.001
5.2.1 Loss function (n)
We rst evaluate the loss function (n), dened in (11),
which indicates the statistical average of the error be-
tween the neural network's output and the optimal con-
tent placement probability. So, (n) represents the ac-
curacy the of our DNN architecture. As shown in Fig. 5,
the loss function (n) decreases sharply at rst 200 gen-
erations. Usually, we can promise the nal loss function
approximately 0:01 for both train samples and test sam-
ples. The trend of train loss curve and test loss curve
show the high consistency, which shows so designed and
trained DNN generalizes well.
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Table 1 System parameters
parameters values
Heterogeneous tiers: K 3
Clusters: L 4
File library: F 100
Cache capacity: C [10,7,5]
Limited backhaul bandwidth: D 0.5
Zipf exponent 0.5-1.5, random generated
User density u [25,28,32,30]
Partial cache refreshing times: N 23
Repeat times: M 110
Eective radius: r (KM) [1, 0.8, 0.4]
Cluster radius: s (KM) [10, 9.6, 8.4, 8.7]
energy consumption cost:, t (KW) [2, 1.4, 0.8], [10, 7, 5]
energy consumption cost parameter: T 0.006
Total base station deployment density: total(=KM2) [1,1.12,1.28,1.6;2,2.24,2.56,2.13;13,11.2,12.8,11.1]
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Fig. 3 Comparisons between the initial complete cache refreshing optimization and the following partial cache refreshing
optimization at time slot t = 1, init = [1:31; 1:41; 0:63; 1:41]! (1) = [1:13; 0:60; 0:78; 1:05].
8 Jiachen Yang1 et al.
(a) Content placement probabilities: cluster 1. (b) Content placement probabilities: cluster 2.
(c) Content placement probabilities: cluster 3. (d) Content placement probabilities: cluster 4.
Fig. 4 Space evolution Comparisons between the output of the CVX and DNN.
Fig. 5 Loss function (n) per generation.
5.2.2 Content placement probabilities comparison
between the output of the CVX and DNN
In Fig. 4, we evaluate the approximation ability of our
DNN structure with the test data generated by the
CVX with space-variant content popularity. We consid-
er a space-evolution Zipf distribution with each cluster
having its own randomly generated Zipf distribution
parameter . Simulation results show that our DNN
method provide a great approximation ability to test
data in each cluster.
In Fig. 6, we evaluate the approximation ability of
our DNN structure with the test data generated by the
CVX with time-variant content popularity. We consider
a time-variant Zipf parameter  in the cluster   1. We
consider the time slot t = [1; 5; 9; 13]. Again, the DNN
method provides great approximation ability.
In a word, our DNN method provides not only the
space evolution cache refreshing but also the time evo-
lution cache refreshing. Traditional method, such as G-
P, usually needs massive computation time, which can
not be promised during the partial cache refreshing for
the quick content popularity evolution. While for a full-
trained DNN, online responding to new cache refreshing
is available.
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(a) Content placement probabilities: t=1. (b) Content placement probabilities: t=5.
(c) Content placement probabilities: t=9. (d) Content placement probabilities: t=13.
Fig. 6 Time evolution comparisons between the output of DNN and CVX, with time slot t = [1; 5; 9; 13].
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Fig. 7 Total missing probability comparison of DNN and the
generated test data at dierent time slot.
5.2.3 System performance comparison between the
CVX and DNN
In Fig. 7, we test the accuracy of the output of the
DNN method as the time evolves with content popu-
larity changing all the time. Simulation results show
that our DNN method provides an accurate approxi-
mation to test data generated by the CVX with on-
ly slightly performance degeneration. Besides, for the
spatio-temporal evolution content popularity, our fol-
lowing partial optimization provides a far better system
performance than the initial optimization only.
6 Conclusion
In this work, we consider a time-space-evolution cache
refreshing in multicluster heterogeneous networks. We
consider a two-step content placement probability op-
timization. At the initial complete cache refreshing op-
timization, the joint optimization of the activated base
station density and the content placement probabili-
ty is considered. And we transform this optimization
problem into a GP problem. At the following partial
cache refreshing optimization, we take the time-space-
evolution into consideration and derive a convex opti-
mization problem subjected to the cache capacity con-
straint and the backhaul limit constraint. Besides, we
construct the DNN structure in each cluster to learn
the content placement patterns. A full trained DNN can
10 Jiachen Yang1 et al.
provide us online respond to each input, which will save
the computation resource and satisfy the fast evolution
of the content placement probabilities. Simulation re-
sults show that our DNN method provides a great ap-
proximation ability to the test data.
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