Abstract. The performance of an evolutionary algorithm strongly depends on the choice of the parameters which regulate its behavior. In this paper, two evolutionary algorithms (Particle Swarm Optimization and Differential Evolution) are used to find the optimal configuration of parameters for Differential Evolution. We tested our approach on four benchmark functions, and the comparison with an exhaustive search demonstrated its effectiveness. Then, the same method was used to tune the parameters of Differential Evolution in solving a real-world problem: the automatic localization of the hippocampus in histological brain images. The results obtained consistently outperformed the ones achieved using manually-tuned parameters. Thanks to a GPU-based implementation, our tuner is up to 8 times faster than the corresponding sequential version.
Introduction
In this paper we consider the problem of automatizing the configuration of an Evolutionary Algorithm (EA) [7] . This problem is particularly important because EAs are usually strongly influenced by the choice of the parameters which regulate their behavior [6] .
Regarding automatic algorithm configuration, it is important to distinguish between parameter tuning and parameter control. In the former, parameter values are fixed in the initialization stage and do not change while the EA is running; in the latter, parameter values are adapted as evolution proceeds. This work is focused only on choosing parameter values, either numerical (integer or real) or nominal (representing different design options for the algorithm), which will then be kept constant during evolution.
Virtually, all EAs have free parameters that are partly set by the programmer and/or by the user. In this scenario, automatic parameter configuration is desirable, since manual parameter tuning is time consuming, error-prone, and may introduce a bias when comparing a new algorithm with a reference, caused by better knowledge of one with respect to the other or to possible differences in the amount of time spent tuning each of them. Nevertheless, it is important to take the computational burden of these tuners into account, since they usually need to perform many tests to find the best parameter configuration for the algorithm under consideration.
In this regard, GPU implementations have arisen as a very promising way to speed-up EAs. Modern graphics hardware has gained an important role in parallel computing, since it has been used to accelerate general computations (General Purpose Graphics Processing Unit programming), as well as in computer graphics. In particular, CUDA TM (Compute Unified Distributed Architecture) is a parallel computing environment by nVIDIA TM , which exploits the massively parallel computation capabilities of its GPUs. CUDA-C [17] is an extension of the C language that allows development of GPU routines (termed kernels), that can be executed in parallel by several different CUDA TM threads. We use GPU implementations of real-valued population-based optimization techniques (Particle Swarm Optimization (PSO) [9] and Differential Evolution (DE) [21] ) to automatically configure DE parameters. The implementations of both metaheuristics on GPU are publicly available in a general-purpose library 1 . DE has been chosen as the method to be tuned mainly because it is the optimizer initially proposed and employed in the real-world problem under consideration [13] , while PSO was chosen as tuner because of its easy parallelization and its ability to reach good results using a limited number of fitness evaluations.
The choice of using Evolutionary Algorithms or Swarm Intelligence [2] algorithms as tuners derives from the large number of attractive features they offer: robust and reliable performance, global search capability, virtually no need of specific information about the problem to solve, easy implementation, and, above all, implicit parallelism, which allows one to obtain a parallel implementation starting from a design which is also conceptually parallel.
We first demonstrate that our method works properly by optimizing DE parameters for some well-known benchmark functions and compare these results with the ones obtained by a systematic search of the parameter space. Then, we apply the same approach to the real-world problem of localizing the hippocampus in histological brain images, obtaining a significant improvement with respect to the manually-tuned algorithm. Finally, we prove that our GPU-based implementation significantly reduces computation time, compared to a sequential implementation.
The remainder of this paper is structured as follows: in Section 2 we provide the theoretical foundations necessary to understand our work, including the metaheuristics and the problem used to test the system. In Section 3, a general overview of the method is presented, providing details about its GPU implementation. Finally, Section 4 presents the results of our approach followed, in Section 5, by some final remarks and a discussion about future developments.
