The inference of population recombination (r), population mutation (Q), and adaptive selection is of great interest in microbial population genetics. These parameters can be efficiently estimated using explicit statistical frameworks (evolutionary models) that describe their effect on gene sequences. Within this framework, we estimated r and Q using a coalescent approach, and adaptive (or destabilizing) selection under heterogeneous codon-based and amino acid property models in microbial sequences from MLST databases. We analyzed a total of 91 different housekeeping gene regions (loci) corresponding to one fungal and sixteen bacterial pathogens. Our results show that these three population parameters vary extensively across species and loci, but they do not seem to be correlated. For the most part, estimated recombination rates among species agree well with previous studies. Over all taxa, the r/Q ratio suggests that each factor contributes similarly to the emergence of variant alleles. Comparisons of Q estimated under finite-and infinite-site models indicate that recurrent mutation (i.e., multiple mutations at some sites) can increase Q by up to 39%. Significant evidence of molecular adaptation was detected in 28 loci from 13 pathogens. Three of these loci showed concordant patterns of adaptive selection in two to four different species. #
Introduction
Maynard-Smith (1995) pointed out the need for population genetic insights when contemplating the evolutionary fate of infectious diseases. Population genetics is important in understanding the evolutionary history, epidemiology, and population dynamics of pathogens, the potential for and mode of the evolution of antibiotic resistance, and ultimately for public health control strategies. The key factors in the evolutionary response of pathogens to their environments can be measured by assessing the genetic diversity (and partitioning of that diversity within versus between populations), the impact of natural selection in shaping that diversity, and the impact of recombination in redistributing that diversity, sometimes into novel combinations. Population studies of pathogens using multilocus sequencing typing (MLST) methods are generally aimed at inferring genetic diversity (usually estimated as the relative contribution of recombination and mutation per allele or per site), selection pressure, and population structure Maynard-Smith et al., 2000; Dingle et al., 2001; Feil et al., 2003; Meats et al., 2003; Viscidi and Demma, 2003) to study the relative impact of genetic drift and natural selection on the evolutionary history of these pathogens.
Population parameters can be efficiently estimated using explicit statistical models of evolution, such as the coalescent approach, that describe their effect on gene sequences (Hudson, 1990; Nordborg, 2001; www.elsevier.com/locate/meegid Infection, Genetics and Evolution 6 (2006) [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] [112] 2004). Consider, for example, recombination and mutation rates. They can be estimated separately using a standard coalescent approach that assumes large Fisher-Wright populations, nonoverlapping generations, constant population size, and no selection or migration (or recombination when estimating mutation rates). A model-based method such as this is almost certainly a simplification of reality, but the benefits gained are significant, namely the ease of comparison between genes or species, the ability to make predictions about the question of interest, and the potential to test whether the model of evolution is an adequate characterization of the underlying process (McVean et al., 2002) .
In addition, in the case of recombination, the coalescent model can be used to test the presence of the parameter by comparing the likelihood of the data with and without recombination (Brown et al., 2001) . Under ''model-free'' methods such as the index of association (Maynard-Smith et al., 1993) and the homoplasy test (Maynard-Smith and Smith, 1998) , gene or species comparisons of recombination rates are problematic and there is little or no way of statistically testing whether data sets have different levels of recombination (Maynard-Smith et al., 2000; McVean et al., 2002) .
When dealing with MLST sequence data it is important to have evolutionary models that accurately describe the process of DNA substitution (e.g., Yang et al., 1994; Yang, 1997; Kelsey et al., 1999; Posada and Crandall, 2001a) . Accurate models can help clarify some of the most important processes of evolution (e.g., selection pressure) by the biological interpretation of their parameters, and provide more reliable estimates of other model-based statistics (e.g., coalescent estimates of recombination and mutation) . The effect of natural selection on molecular sequence evolution is almost always calculated as an average over all codon (amino acid) sites in the gene and over the entire evolutionary time that separates the sequences (Yang et al., 2000a) . But this criterion is a very stringent one for detecting positive selection, especially in conservative proteins such as those encoded by the housekeeping genes . Conservative proteins present a high proportion of invariable amino acids and appear to be under purifying selection all the time (Li, 1997) . Hence adaptive evolution, if present, is most likely punctual, that is, it will affect a few amino acid residue sites (e.g., Endo et al., 1996; Li, 1997; Yang et al., 2000a) . Consequently, evolutionary models that do not allow for selection heterogeneity among sites, such as the one implemented by Nei and Gojobori (1986) , will certainly not detect those few sites under positive selection. Several evolutionary models exist that account for site-specific differences on adaptive selection at the protein level (Nielsen and Yang, 1998; Yang et al., 2000a; McClellan and McCracken, 2001; Yang and Swanson, 2002) , and their utility has been already demonstrated (e.g., Yang et al., 2000a,b; Haydon et al., 2001; Yang and Nielsen, 2002; McClellan et al., 2005) ; however, MLST data are not usually examined using these approaches.
MLST was proposed in 1998 (Maiden et al., 1998) as a general approach to provide accurate, portable data that were appropriate for bacterial epidemiological investigation and which also reflected their evolutionary and population biology (Urwin and Maiden, 2003) . Since then, sequence data from 17 different prokaryotic and eukaryotic microbial pathogens and almost 100 housekeeping genes have been published and are currently available via the Internet. Now, several key questions concerning microbial population genetics can be addressed using these MLST databases: how do recombination, mutation, and selection pressure vary across species and loci? Are they correlated? Which is the major force generating genetic diversity? Are MLST housekeeping genes under adaptive selection? Our goal here is to answer these questions within an evolutionarymodel framework using the approaches described above.
A logical concern in this study is the adequacy of the available MLST sequences for assessing these questions. The data retrieved from the databases, although representing the reported diversity of the organisms, are unstructured and are not necessarily representative of natural populations (Urwin and Maiden, 2003) . Moreover, besides the particular case of the Neisseria database and, to some extent, the Helicobacter pylori database, all the other databases contain information from a limited number of isolates that do not represent the worldwide distribution of the species and rarely include the less pathogenic samples which frequently comprise the majority of the population . These caveats can obviously bias the estimates of the parameters of interest (recombination, mutation, and selection rates), although we think not to the extent of completely misleading the inferences deducted from them. Nevertheless, for comparative purposes, we will also analyze published subsets of the database sequence files including strains from asymptomatic carriage and local and worldwide collections 2. Materials and methods
Data sets
Our DNA sequence data sets consisted of 91 different loci corresponding to one yeast and fifteen bacterial pathogens (a total of 184 data sets; Table 1 ) downloaded from two MLST databases at http://www.mlst.net and http://pubmlst.org/ (see also acknowledgements). Seventeen additional data sets for Escherichia coli and Moraxella catarrhalis were provided by one of us (TW) and can be accessed at http://web.mpnb-berlin.mpg.de/mlst. We analyzed complete MLST allele sequences (as of January 2004) for each bacterial species in order to have a good representation of their population diversity. Additionally, for the following pathogens, we analyzed subsets of published data for comparison: Haemophilus influenzae (encapsulated and/or noncapsulated; Meats et al., 2003) , H. pylori , Neisseria meningitidis (Maiden et al., 1998) , Table 1 Population recombination rate (G) and the probability of G = 0 (indicated by asterisks) from the LPT test, population mutation rate using Watterson' (Felsenstein, 1981) , GTR (Tavaré, 1986) , HKY (Hasegawa et al.,1985) , JC (Jukes and Cantor, 1969) , K80 (Kimura, 1980) , K81 (Kimura, 1981) , K81uf (K81 unequal base frequencies; Posada and Crandall, 1998) , SYM (Zharkikh, 1994) , TIM (Tavaré, 1986) , TIMef (TIM with equal base frequencies; Posada and Crandall, 1998) , TrN (Tamura and Nei, 1993) , TrNef (TrN equal base frequencies; Posada and Crandall, 1998) , and TVM (Tavaré, 1986) . G: shape parameter of the gamma distribution; I: proportion of invariable sites. * P < 0.05. ** P < 0.01. *** P < 0.001.
Staphylococcus aureus (Enright et al., 2000) , and Streptococcus pneumoniae (Hanage et al., 2004) . Although most of the isolates analyzed here were collected worldwide, others actually represent local populations (Neisseria gonorrhoeae, S. aureus, S. pneumoniae) and one is from asymptomatic carriage (S. pneumoniae). Sequences were aligned in Clustal X (Thompson et al., 1997) and then translated into amino acids using the universal reading frame in MacClade 4.05 (Maddison and Maddison, 2000) . Haplotypes including stop codons were deleted from the analysis (e.g., the ndh locus from Burkholderia pseudomallei).
Models of nucleotide and codon substitution were assessed using the maximum likelihood approach described by Huelsenbeck and Crandall (1997) and Posada and Crandall (1998) . Likelihood scores for each model were estimated in PAUP* 4.0b10 (Swofford, 2003) and then compared through a series of hierarchical likelihood ratio tests (LRT) to determine the best-fit model. When two models are nested, twice the log-likelihood difference will be compared with a x 2 distribution with the degrees of freedom n equal to the difference in the number of parameters between the two models. Recent simulation studies have shown that this approach performs very well at recovering the true underlying model of evolution (Yang et al., 2000a; Posada, 2001; Posada and Crandall, 2001a; Anisimova et al., 2001 ).
Genetic analysis
Population recombination (r), population mutation (Q), and molecular adaptive selection were estimated independently for each gene region and species.
Population recombination rate (r)
Within each gene region r was estimated using the standard likelihood coalescent approach implemented in the LDhat package (McVean et al., 2002) . Within this framework, r can be expressed as 4N e r in diploid organisms (crossing-over model), where N e is the inbreeding effective population size and r is the recombination rate per locus per generation, or as 8N ec t in haploid organisms (geneconversion model), wherec is the per base rate of initiation of gene conversion and t is the average gene conversion tract length. This method has the desirable property of relaxing the infinite-sites assumption (typically violated by many empirical data sets (Posada et al., 2002) ) and accommodates different models of molecular evolution (including, importantly, rate heterogeneity). LDhat implements a compositelikelihood estimate of r, which has the advantage of being more computationally efficient relative to full-likelihood methods, but without summarizing the data in a single statistic (Hudson, 2001 ). In addition, LDhat includes a powerful likelihood permutation test (LPT) to test the hypothesis of no recombination (r = 0). This method has proven to be more powerful than previous permutationbased methods for detecting recombination (McVean et al., 2002) , thus we will also apply it in our analyses.
Population mutation rate
A coalescent estimate (no recombination) of Q for haploids (2N e m) and diploids (4N e m) where m is the mutation rate per locus per generation was calculated using the statistical method of Watterson (1975) as implemented in LDhat. This program generates an estimate of Q based on the number of segregating sites in the sequences assuming an infinite-sites (i.e., mutations only occur once per site in a population) or a finite-sites model. By comparing both estimates, we will be able to draw inferences about the mutational process (e.g., lower estimates of Q under the infinite-sites model will indicate occurrence of multiple mutations at some sites). Other more powerful maximum likelihood approaches to estimate Q have been proposed (Kuhner et al., 1995 (Kuhner et al., , 1998 , but these methods require a bifurcating phylogenetic tree, are computationally intense, and are more easily affected by the presence of recombination in the data (M.K. Kuhner, personal communication) . Moreover, Fu and Li (1993) and Felsenstein (2004) have shown that Watterson's estimator, although less efficient than maximum likelihood, is remarkably good.
Adaptive selection
The effect of natural selection is usually studied by comparing the fixation rates of nonsynonymous (amino acid-altering) and synonymous (silent) mutations within a maximum likelihood phylogenetic framework (Yang et al., 2000a) . A measure that has featured prominently in such studies is the nonsynonymous/synonymous substitution rate ratio (v = d N /d S ) or acceptance rate (Miyata and Yasunaga, 1980) . v measures the selective pressure at the protein level, with v = 1 meaning neutral mutations, v < 1 purifying selection, and v > 1 diversifying positive selection. We initially estimated v per site for all data sets using the codonbased nested models M1 (neutral), M2 (selection) and M3 (discrete) of Yang et al. (2000a) . Those genes under positive selection were then examined under models M7 (beta) and M8 (beta and v). Model likelihood scores were compared using a LRT as described before. M2 (3 parameters) and M3 (5 parameters) are more general than model M1 (1 parameter) and can be compared with M1. Similarly, M7 (2 parameters) is a special case of model M8 (4 parameters) and can be compared the same way. When v > 1 in M2, M3, or M8 positively selected sites are inferred from the data. We also applied the empirical Bayesian approach implemented by Nielsen and Yang (1998) to identify the potential sites under diversifying selection as indicated by a posterior probability (pP) > 0.95. Sites where pP is lower than this value will not be reported. Finally, for comparative purposes, we also estimated v per gene using the Goldman and Yang (1994) model. All of the previous analyses were carried out in PAML 3.14b3 (Yang, 1997 ) and were performed under initial v values >1 and <1, as recommended by the author. If positive selection was detected, we reran PAML several times to check convergence. Here, we reported the estimates obtained under the best likelihood scores.
Maximum likelihood and Bayesian inferences under codon-substitution models relies on the phylogenetic relationships among the sequences and do not account for the presence of recombination. Empirical results reported by Yang et al. (2000a) and simulations by Anisimova et al. (2001 Anisimova et al. ( , 2002 indicated that the LRTs and the inference of sites under positive selection do not seem to be sensitive to the assumed tree topology (a neighbor-joining tree in our analyses), even if a star tree is used. Hence, presumably, our results are not biased by whichever phylogenetic process (clonal, epidemic, or panmictic) drives the population structure of the studied pathogens. Nevertheless, to test this hypothesis, values of v > 1 were re-estimated using alternative maximum parsimony trees generated in PAUP*. High levels of recombination, however, seem to affect dramatically the accuracy of the LRT test and often recombination is mistaken as evidence of positive selection (simulations by Anisimova et al., 2003 ; although see Urwin et al., 2002 for a different opinion). Anisimova et al. (2003) showed that LRTs of M0-M3 and M1-M2 are heavily affected, but LRT of M7-M8 is much less (positive selection was falsely detected in only 20% of replicates at a = 5%). Identification of sites under positive selection using the Bayesian approach appears to be less influenced by high levels of recombination. The Bayesian method predicted incorrectly $25% of the sites for M3, $9% for M8, and $5% for M2. However, when data were simulated at high levels of positive selection (v = 6), Bayes's site prediction becomes more accurate and powerful (concrete values are not reported). McClellan et al. (2005) have recently shown that d N /d S ratios are less sensitive to detecting single adaptive amino acid changes than methods that evaluate positive selection in terms of the amino acid properties, which comprise protein phenotypes that selection at the molecular level may act upon. Hence, in addition to estimating adaptive selection under codon-substitution models M2, M3, and M8, we also estimated adaptive selection in terms of 31 quantitative biochemical properties using the model of McClellan and McCracken (2001) as implemented in TreeSAAP 3.2 (Woolley et al., 2003) . No study has shown how tree topology and recombination affect the performance of the amino acid-property-based models implemented in Tree-SAAP. For the case of recombination, intuitively one could expect TreeSAAP to be less affected than PAML since the former infers selection at the phenotype level, hence its accuracy is independent of the force generating molecular change (mutation or recombination), and what really matters is if that physicochemical change is fixed or not (D.A. McClellan, personal communication). We will test all data sets under positive selection according to PAML using the protein model implemented in TreeSAAP. Based on a phylogenetic tree, this model establishes first a chronology of observable molecular evolutionary events. The frequency of these events are then analyzed in order to identify (1) amino acid properties that may have radically changed more often than expected by chance (presumably due to selection promoting the occurrence of radical amino acid replacements) and (2) amino acid sites associated with selection, thus establishing a correlation between the sites of positive selection and the structure and function of the protein. We followed the general procedure outlined in McClellan et al. (2005) . In this study, we are particularly interested in detecting molecular adaptation, selection that results in radical structural or functional shifts in local regions of the protein.
To this end, the range of possible changes in an amino acid property was divided into eight magnitude categories, with numbers 6, 7, and 8 denoting radical changes. An amino acid property is said to be affected by adaptive selection (referred to as positive-destabilizing selection) when the frequency of changes in magnitude categories 6-8 significantly exceed the frequency (or frequencies) expected by chance, as indicated by z-scores > 2.326 (P < 0.01). Particular amino acid residue sites affecting those properties were then also identified by z-scores > 2.326.
Results and discussion

Species comparisons
Evolutionary models chosen by the LRT, population recombination rates per locus (r) and the probability of r = 0 (indicated by asterisks) from the LPT, population mutation rates per locus using Watterson's method under infinite-(Q Wi ) and finite-sites models (Q Wf ), and ratio of recombination to mutation (r/Q Wf ), for every species and locus are presented in Table 1 . No single available model in Modeltest best fit all the data and almost all possible models were chosen as most appropriate for one or more data sets. HKY (Hasegawa et al., 1985) and TrN (Tamura and Nei, 1993 ) models were chosen more often, but highly diverse data sets (large r and Q) such as those of H. pylori required more complex models (TIM and GTR) to accommodate the observed variation. Most data sets presented rate heterogeneity (i.e., the evolutionary process exhibits site-to-site variation) as accounted for by the G distribution, and a fraction of invariable sites (sites incapable of accepting substitutions). Hence, both parameters should be incorporated as part of the evolutionary model for inferring phylogenetic relationships when using model-based treebuilding methods such as neighbor-joining, maximum likelihood or Bayesian inference. Violation of this assumption can have devastating consequences. Different models fit the same gene in different species; however, the same model fit multiple genes in some pathogens (e.g., Bacillus cereus, E. coli, H. influenzae, and H. pylori).
As expected population recombination and population mutation rates and levels of adaptive selection varied greatly between and within taxa, but some general trends can be observed. In the next section, we will describe them separately.
Population recombination rate (r)
H. pylori, N. gonorrhoeae, N. meningitidis, and S. pneumoniae showed high mean levels (r > 50) of intragenic recombination across loci, which supports prior conclusions (e.g., Maynard-Smith et al., 1993; Suerbaum et al., 1998; Feil et al., 1999 Feil et al., , 2000a Feil et al., , 2001 ). B. cereus, H. influenzae, Streptococcus agalactiae, and Streptococcus pyogenes showed moderate levels of recombination (15 < r 50). Interestingly, this second species group contained some gene regions that recombine frequently whilst others do not. This could be due to variable selective pressures on the genome and/or temporal/geographical structuring generated by random genetic drift, which would not be surprising considering the wide distribution and temporal dispersion of the isolates analyzed. These data support previous conclusions for low rates of recombination for B. cereus (Vilas-Boas et al., 2002) , S. pyogenes Feil et al., 2001 ) and S. agalactiae (Jones et al., 2003) . Finally, B. pseudomallei (and closely related species), M. catarrhalis, Staphylococcus epidermidis, Vibrio vulnificus, Campylobacter jejuni, Enterococcus faecium, E. coli, and S. aureus showed consistently low mean levels of r ( 15). Little information has been published on the first four of these species, but clonal (low recombination) and epidemic (sexual but superficially clonal) population structures have been proposed for C. jejuni (Suerbaum et al., 2001 ) and E. faecium (Homan et al., 2002) . The frequency of recombination in E. coli, S. aureus, and H. influenzae is still debated: some studies suggest low rates or clonal structures (Whittam, 1995; Feil et al., 2001 Feil et al., , 2003 , while others indicate the opposite (Feil et al., 1999 (Feil et al., , 2001 Meats et al., 2003) . Our results show low mean r rates for E. coli and S. aureus and a moderate rate for H. influenzae. It was surprising to find a value of r = 0 for all gene regions in E. coli (Table 1) . LDhat estimates intragenic recombination and will estimate r = 0 if break points are distributed between the gene regions. Other commonly used approaches, however, are aimed to detect both intragenic recombination and allele replacement (Feil et al., 1999) or allele replacement (Maynard-Smith and Smith, 1998); hence, rate differences between our study and previous work (e.g., Feil et al., 1999) could be expected. Furthermore, all these methods differ significantly in their relative abilities to detect recombination, which may give them high false positive rates (Posada and Crandall, 2001b) . A more detailed comparison among and within clonal complexes seems necessary to assess the role of recombination in E. coli.
We investigated whether our results depend on sample size by analyzing multiple subsets of data from five species including high, medium, and low recombinant taxa. These analyses yielded comparable mean r values within each species, indicating that LDhat estimates of this parameter are not strongly affected by sample size (see other examples by Jolley et al., 2000; Maggi-Solcà et al., 2001; Feil et al., 2003; Viscidi and Demma, 2003) . However, many MLST data sets represent biased samples that are concentrated on disease isolates and confirmation of our results with more population-based samples is desirable.
Based on the observed levels of population recombination, we could tentatively categorize the population structure of the studied pathogens as follows: the first and second groups of highly and moderate recombinant taxa, respectively, would conform to a panmictic or nonclonal model. We note that for almost all loci with r > 5, LDhat significantly rejected the alternative hypothesis of no recombination. The third group of species does not recombine or recombine only rarely; these taxa conform to a clonal (or almost clonal) model. Within a phylogenetic framework, the population structure of the panmictic group might be best described by a network approach (e.g., Posada and Crandall, 2001c) . In contrast, a bifurcating tree could be used for the clonal species. The structure of the panmictic species including recombinant and nonrecombinant loci could be also assessed using a tree-based approach if the recombinant loci are excluded from the analysis. Genes with low levels of recombination according to LDhat could be concatenated prior to a phylogenetic analysis under a single model of evolution. Alternatively, gene-specific substitution models (i.e., mixed models) could be used for each gene region using a Bayesian approach in order to maximize the phylogenetic signal in the data. As an example, we have compared the minimum evolution trees obtained by Meats et al. (2003) using a K80 model after concatenating seven genes from encapsulated (eca) and noncapsulated (nca) H. influenzae isolates with the results under the best fit model (HKY + G + I) after excluding the two genes (mdh and pgi) with the highest recombination rates (r > 65). Nodal support using 1000 bootstrap replicates (Felsenstein, 1985) was higher for both data sets with trees based on the five concatenated genes (Fig. 1) and different relationships were indicated.
Population mutation rate (Q)
Overall, species with higher average number of alleles (n a ) also showed higher average Q values (r % 0.59 * ), but this correlation is clearly altered by the amount of recombination in the data. For example, H. pylori, N. meningitidis, and S. pneumoniae, which have high mean n a (95-323) and also high mean r (>52), showed similar average Q values to other species with clearly less mean n a such as E. coli (44 alleles) or S. aureus (58 alleles), but also low mean r (<6). The correlation between mean n a and Q increased significantly if these three species are deleted from the comparison (r % 0.69 ** ). This indicates that in the former three species punctual mutation is not the major evolutionary force generating allelic variation (see below). Subsets of isolates with a worldwide distribution showed similar Q values to their corresponding full data sets.
However, as expected, local isolates from S. aureus and S. pneumoniae showed lower Q values presumably due to a more homogeneous environment and recent shared evolutionary history. For these same two species, r rates between locally and widely dispersed isolates varied less. S. aureus seems to be an almost clonal taxa, thus differences in r rates were not expected, but in the case of S. pneumoniae this last result can be explained based on the molecular differences existing between both evolutionary processes. Recombination reshuffles existing variation generated by mutation and can potentially create new variants without novel mutations. Thus, at the local population level where events are more recent in evolutionary history high levels of r can be seen even with little variation in Q.
Encapsulated and noncapsulated H. influenzae isolates (Table 1) did not show notable variation in average Q or r rates: Q Weca = 13.22 versus Q Wnca = 11 and r eca = 28.6 versus r nca = 23.6. However, ME phylogenetic trees (Fig. 1) of noncapsulated isolates were more weakly supported than those of encapsulated trees (even after removing pgi and mdh), suggesting that the impact of recombination may be greater in the former than in the latter group, as reported by Meats et al. (2003) .
All Q estimates under the finite-sites model (Q Wf ) were higher than those generated under the infinite-sites model (Q Wi ). Differences varied based on the amount of genetic variation, but in some loci such as gdh from N. meningitidis recurrent mutation (i.e., some sites experiencing multiple mutations in the history of the sample) increased Q by up to 39%. This stresses the need for using evolutionary models that relax the infinite-site assumption, such as those incorporated in LDhat, because recurrent mutation can generate patterns of genetic variability that resemble the effects of recombination (McVean et al., 2002) .
The ratio between recombination and mutation is indicative of the contribution of each factor to the emergence of variant alleles (Feil et al., 1999 (Feil et al., , 2000a . Our results, as indicated by the mean r/Q Wf ratio, showed that recombina- Fig. 1 . Minimum evolution (ME) trees of encapsulated (eca) and noncapsulated (nca) isolates of Haemophilus influenzae using five low recombinant (r 20) genes. ME trees from Meats et al. (2003) using five low and two highly recombinant (r > 65) genes are also depicted for comparison. ST: sequence type. tion generates more divergence than mutation in nine taxa (mean r/Q Wf > 1.0) and less in seven cases (mean r/ Q Wf < 1.0). As expected, taxa with moderate or high levels of recombination showed greater r/Q Wf values, but results varied among loci ranging from 0 to $17. Nevertheless, we note that r = 100 was chosen as a cutoff as it is the limit for which likelihoods were estimated. This means that r > 100 could be expected for those loci with r = 100. Consequently, the extent of the differences between the contribution of recombination and mutation to diversity may be greater than reported for those species with high levels of r (close to 100), but over all taxa, one factor does not seem to prevail over the other.
We can test the hypothesis that recombination has a major impact in leading to genetic diversity across species and loci by examining the correlation of genetic diversity (as measured by the Q Wf estimator) and recombination rate. By looking at Table 1 we observe that species with similar mean Q Wf values (independently of n a ) such as B. cereus and H. influenzae or H. pylori and S. aureus differ in their mean r values. Furthermore, over all taxa or loci, Q Wf and r are clearly not correlated (r = À0.16 and À0.02, respectively) as shown in Fig. 2a . Hence, in general, we can conclude that genetic diversity and recombination are not correlated, which supports our previous conclusion that recombination does not prevail over mutation in generating diversity.
Adaptive selection
Values of the d N /d S ratio per gene (v M0 ) were <1 for all species and loci except locus abcZ in N. gonorrhoeae (data not shown). Hence, on average, most loci and species seem to be under purifying selection. This has been confirmed in almost every genetic analysis of MLST sequences (e.g., Dingle et al., 2001; Feil et al., 2003; Meats et al., 2003) . No apparent connection seems to exist between and Q Wf rates, as reflected by the observed low correlation (r = À0.29) between both parameters (Fig. 2b) . Thus there seems to be minimal impact of selection on genetic diversity due to the general lack of positive selection. Most variation within genes that encode essential metabolic enzymes, such as the housekeeping genes, is likely to be selectively neutral or deleterious (Li, 1997; Feil et al., 2000a) . Adaptive evolution, if present, must be punctual. Hence, the criterion that this average v M0 > 1 is a very stringent one for detecting adaptive selection . Analyses of 91 housekeeping gene regions using models that account for v heterogeneity among sites have identified 13, 33, and 28 loci under significant positive selection as indicated by the LRTs of M1-M2, M1-M3, and M7-M8, respectively, and number of potential sites n M 6 ¼ 0 (Table 2) . Under LRTs of M7-M8 (the most conservative model), all the species but B. pseudomallei, C. jejuni, S. epidermidis, and V. vulnificus seem to experience adaptive selection for one (e.g., B. cereus) to seven (N. gonorrhoeae) loci. The number of potential sites under diversifying selection (n M ), as identified by the Bayesian approach, ranged from one (e.g., pta locus from B. cereus) to nine (gpdh from N. gonorrhoeae). All these sites were also found by TreeSAAP (n TS ; Table 2 ) using a completely different procedure. Moreover, for most of the genes, additional sites under positive selection were found, which confirms that d N /d S ratios are not very sensitive to detecting adaptive selection in genes under low or moderate levels of diversifying selection (McClellan et al., 2005) .
Acceptance rates and detected number of sites (n M ) under positive selection diminished in the subsets compare to the full data sets. TreeSAAP, in contrast, still showed evidence of significant (P < 0.01) destabilizing selection (n TS ) in almost all of the same gene regions, although at a lower level (Table 2) . This difference again reaffirms the higher sensitivity of the evolutionary model of McClellan and McCracken (2001) for detecting adaptive selection. As reported before by Anisimova et al. (2001 Anisimova et al. ( , 2002 , both power and accuracy of the LRT and Bayes tests decrease as sample size diminishes, especially when the sequences are highly similar. Both encapsulated and noncapsulated isolates of N. influenzae showed evidence of adaptive selection, although no clear differences in selective pressure between them were observed. Interestingly, the amino acid sites and physicochemical properties under destabilizing selection (TreeSAAP) varied between both groups (Table 3) .
Simulations by Anisimova et al. (2003) questioned the efficiency of d N /d S for detecting positive selection under high levels of recombination, such as those observed in some of our data sets (e.g., B. cereus), since this force may inflate v and n M estimates. Nevertheless, in some of the MLST Fig. 2 . Scattergrams of population recombination rates (a) and acceptance rates (b) and population mutation rates per locus. The locus abcZ from N. gonorrhoeae is not included in the scattergram (b). Table 2 Acceptance rate per site (v M2 , v M3 , and v M8 ) and proportion of sites (p M2 , p M3 , and p M8 ) under models M2 (selection), M3 (discrete), and M8 (beta and v) with a v > 1, and number of sites under positive (or destabilizing) selection with a posterior probability > 0.95 (n M2 , n M3 , and n M8 ) and a z-score > 2.326, P < 0.01, (n TS ) genes analyzed here, the observed values of v and n M are so high that it is hard to believe that LRTs are completely misleading in their conclusions, especially for M7-M8 comparisons (e.g., N. gonorrhoeae and S. agalactiae). Moreover, it has been shown that LRTs are conservative (Anisimova et al., 2001 (Anisimova et al., , 2003 Yang et al., 2000a) , so genes inferred by the test to undergo positive selection are most likely true cases of adaptation rather than an artifact of the method, as proven in most of the published studies (e.g., Bishop et al., 2000; Peek et al., 2001; Yang et al., 2000b; Yang and Swanson, 2002) . Besides, we have adopted an even more conservative approach since we are not considering the loci under significant positive selection for which positively selected sites were not identified. Furthermore, gene regions and sites undergoing adaptive selection under the models implemented in PAML were also verified by TreeSAAP using a completely different amino acid-based approach which potentially, is less affected by recombination. Therefore, in conclusion, we think that all of the previous evidence indicates that microbial MLST housekeeping genes are experiencing molecular adaptation. We find this quite surprising, since these genes were essentially selected as candidates for population genetic studies because of their lack of selection as inferred by the average v ratio. Previous studies reporting lack of diversifying selection in these genes must be interpreted cautiously. Moreover, one should be aware of their lack of neutrality when used for population or molecular evolutionary studies. Nevertheless, we do not think that our findings invalidate the use of these molecular markers for typing purposes; we agree with Cooper and Feil (2004) that ''the exclusion of genes that do not conform to classical housekeeping criteria is an ill-afforded luxury''. The finding of selection in housekeeping loci raises important evolutionary questions such as: how do these adaptive changes affect the phenotypes (proteins)? Using TreeSAAP and PAML we have first identified the sites responsible for adaptive change, providing the initial information required to understand the changes in the form and function of proteins over evolutionary time (Anisimova et al., 2002) . Specific hypotheses can then be formulated using this information, for example, to propose coevolutionary patterns between host and parasite (e.g., Bishop et al., 2000) , study how pathogens escape the immune system (e.g., Haydon et al., 2001) , or determine which structural and biochemical amino acid properties drive the evolution of proteins (e.g., McClellan et al., 2005) . As an example of the latter, we have used TreeSAAP to detect Hanage et al. (2004) . eca encapsulated; nca noncapsulated. * P < 0.05. ** P < 0.01. *** P < 0.001. Table 3 Amino acid (AA) sites and physicochemical properties under destabilizing selection (z-score > 2.326, P < 0.01; TreeSAAP) for encapsulated and noncapsulated isolates of Haemophilus influenzae in adk and atpG amino acid properties under strong levels of destabilizing selection (z-scores > 2.326; P < 0.01) in adk and atpG for encapsulated and noncapsulated isolates of H. influenzae (Table 3) . Using this approach we were able to identify a total of four and three different potential properties driving protein evolution of adk and atpG, respectively. Then, following McClellan et al. (2005) , future studies using protein structure models could explore how these property changes may affect the conformation and function of adk and atpG and look into their interconnections with the epidemiology and pathogenesis of both typeable and nontypeable H. influenzae. Tables 1 and 2 show how population recombination, population mutation, and adaptive selection rates per locus vary within and between species. As we have shown this information can be used to identify appropriate candidate loci for phylogenetics and population genetics, study protein evolution, target potentially useful MLST gene regions in other species, examine the evolution of antibiotic resistance, and explore the population dynamics of species. Another interesting angle to look at these two tables is comparing how these three parameters change among species for the same locus -is there any observable pattern of gene evolution? Our data sets consist of 91 loci of which 65 were screened for only a particular species and 27 were screened for two to five species, hence, the number of data sets per locus to compare is not very large. Nevertheless, it seems like r and Q Wf vary arbitrarily between taxa, so no obvious gene-based pattern could be established. This is not completely surprising considering that these population parameters are driven by the particular biological and ecological characteristics of each species, although as mentioned before, natural selection and population structuring can also act upon particular genes. Adaptive selection, while influenced by biological and ecological factors, is mostly a reflection of the selection pressure operating at the protein level. Convergent evolutionary responses to similar diversifying selective regimes could result in concordant patterns of adaptive selection between species for a particular locus. Our scarce data indicate that most loci seem to be under nonconcordant patterns of adaptive selection pressure. However, aroE and xpt in two species and adk in four species showed significant v > 1 under M8 or M3 (under nonsignificant values of r) and n M and n TS 6 ¼ 0, which may suggest a common pattern of positive selection for each of these genes. Further analyses including more species and loci are needed to confirm this hypothesis.
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Summary
Model-based statistical methods are of great utility for inferring and testing a wide variety of evolutionary parameters and hypotheses. Here we have provided a robust example of their utility for inferring population recombination, population mutation, and selection rates and building consistent phylogenetic hypotheses of relationships using a large database of multilocus sequence typing sequence data from infectious microbial agents. Within this framework, important evolutionary questions within microbial genetics have been assessed and new ones have been proposed. We hope that the outcomes of our work will stimulate further research in the evolution of infectious diseases using statistical methodology.
