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Abstract
We show that the resonance counting function for a Schrödinger operator in dimension one has an as-
ymptotic expansion and calculate an explicit expression for the leading term in some situations.
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1. Introduction
We obtain the asymptotics for the counting function of resonances for a matrix-valued
Schrödinger operator in dimension one. This theorem is a generalization of the result of
Zworski [11], using ideas from Froese [4], both of which only treat the scalar case.
There has been much work in proving upper and lower bounds for the number of resonances in
various situations. For a review of this subject see [14], and see [2,4,11,13] for various results in
Euclidean spaces of dimension greater than one. Here we generalize these results to Schrödinger
operators on R with matrix potentials; these appear in such physically important models as the
Born–Oppenheimer approximation, the Dirac operator, etc. Resonances are defined as poles of
the continuation of the scattering matrix. In physics, the main interest is in resonances close to
the real axis, since these can be measured in experiments. From a mathematical point of view,
their asymptotics are important in order to establish trace formulas.
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388 L. Nedelec / Journal of Functional Analysis 244 (2007) 387–398In contrast to [4], which treats the case where the potential V is scalar, and which uses the
resolvent, the proof here employs the determinant of the scattering matrix to characterize the
resonances. This determinant has a simple expression from which we are able to understand the
precise asymptotics in some cases. The scattering matrix here appears to be the same one as in [4]
but the formulation here is somewhat different so as to avoid having to make sense of |V | for a
matrix.
The scattering matrix will be estimated using the Born approximation. This method, based on
WKB solutions, and is widely used in inverse scattering theory and is a good tool here as well; it
appears also in [10].
For Schrödinger operators in dimensions greater than one or on manifold, sharp upper bounds
on the number of resonances are known in great generality [1,12] but in most cases only weak
lower bounds have been obtained [9]; order of growth estimates are also known in generic
case [3].
Zworski’s result generalized by Froese in the scalar case is:
Theorem 1.1. Let V ∈ L∞(R) be real-valued and compactly supported. Then, apart from a set
of density zero, all resonances of − + V are contained in arbitrarily small sectors about the
real axis. Furthermore, if n±(r) denotes the number of resonances of this operator of modulus
less than r contained in some open sector in the complex plane containing R±, then
n±(r) = C(V )r + o(r),
where the leading coefficient is given by the explicit formula
C(V ) = 1
π
(
sup
x,y∈suppV
|x − y|
)
. (1)
In this paper we study resonances of the operator − + V in dimension one, where V is
matrix-valued; specifically, we suppose that V (x) ∈ L∞(R;Mn(R)) with compact support. We
prove the existence of an asymptotic expansion for the resonance counting function in the general
case which is linear in the radius, but only give an upper bound for the leading coefficient C(V );
we do not obtain a lower bound for it. In fact, note that (1) has no obvious generalization to the
matrix case. However, we do obtain an explicit formula for C(V ) in two specific cases: when V
has all entries nonnegative, and when V is in triangular form. In this latter case, C(V ) depends
only on the diagonal part, and in particular when V is triangular and has zeroes on the diagonal,
then C(V ) = 0.
Before stating the main result, define, for each pair i, j , 1 i, j  n,
mi,j = inf{x: x ∈ suppVij }, Mi,j = sup{x: x ∈ suppVij }.
If Vij ≡ 0, set mij = ∞, Mij = −∞.
Theorem 1.2. Apart from a set of density zero, all resonances of − + V are contained in
arbitrarily small sectors about the real axis. Let n±(r) denote the number of resonances of
modulus less than r contained in some sector about R±. Then there exists a constant C(V )
depending only on V such that
n±(r) = C(V )r + o(r).
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C(V ) 1
π
max
σ∈Sn
∑
i
sup
p,p′
sup(Mp,σ(i) − mi,p′,0).
In two cases there is an explicit formula for C(V ).
(H1) If V is a triangular matrix then
C(V ) = 1
π
∑
i
(Mi,i −mi,i).
(H2) Let V satisfy the following four conditions:
(i) Vi,j  0, for all i, j ,
(ii) supσ∈Sn
∑
i supp(Mi,p − mp,σ(i)) is attained for precisely one permutation σ0 ∈ Sn,
(iii) for all i, j , supp =p′(Mi,p −mp′,j ) < supp(Mi,p −mp,j ),
(iv) for the permutation σ0 in (ii), supp(Mi,p − mp,σ0(i)) is attained for precisely one
index p.
Then
C(V ) = sup
σ∈Sn
∑
i
sup
p
(Mi,p −mp,σ(i)).
This article is organized as follows. We recall two standard results in Sections 2 and 3; the
first is an estimate for the number of zero of an analytic function in a half-plane, which was
already used in [4]; the second is a version of the Paley–Wiener theorem. Following this we
present the Born approximation of the transmission matrix in Section 4, and the definition of the
transmission matrix in Section 5. Section 6 shows how symmetries of the potential give some
simplifications. Finally, all these facts are collected to prove the theorem in Section 7.
2. Zero of holomorphic functions
Holomorphic function F is said to be of exponential type in the upper half-plane if
lim sup
r→∞
sup
|z|=r
Im z0
ln |F(z)|
r
< ∞.
We call the number
lim sup
r→∞
sup
|z|=r
Im z0
ln |F(z)|
r
its type. Denote by n(r, θ1, θ2) the number of zeroes of F in the sector{
z; |z| r, θ1  Im z θ2
}
.
The following result appears in [6, pp. 243, 251].
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type which satisfies
∞∫
−∞
ln+ |F(x)|
1 + x2 dx < ∞.
Then the indicator function hF (θ) defined by
hF (θ) = lim sup
r→∞
ln
∣∣F (reiθ )∣∣/r
satisfies
hF (θ) = CF sin θ for θ ∈ ]0,π[,
where CF is constant. For θ1, θ2 ∈ ]0,π[,
lim
r→∞
n(r, θ1, θ2)
r
= 1
2π
[
h′F (θ1) − h′F (θ2)+
θ1∫
θ2
hF (θ) dθ
]
= 0.
For 0 < θ < π ,
lim
r→∞
n(r,0, θ)
r
= CF
π
.
3. A variant of the Paley–Wiener theorem
We quote another lemma from [4], which is a variant of the Paley–Wiener theorem.
Lemma 3.1. Assume W ∈ L∞, and suppW ⊂ [−1,1] but suppW is not contained in a smaller
interval. Let f (k, x) be holomorphic in k in the lower half-plane, and suppose that it satisfies∣∣f (k, x)∣∣ C/|k|,
uniformly in x. Then ∫ 1−1 e±ikxW(x)(1 + f (k, x)) has exponential type at least 1 in the lower
half-plane.
4. Approximation using WKB solutions
The following considerations will give asymptotics in k of solutions of the equation(−+ V − k2)u = 0, (2)
or equivalently, for the solutions of the 2n× 2n system,( 1
i
d
dx
0
1 d
)
v =
(−k + V2k − V2k
V V
)
v, (3)0
i dx 2k k − 2k
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behavior at infinity of the solution. Denote the standard basis of R2n by {ej }j∈{1,...,2n}; let us first
transform this by setting for j ∈ {1, . . . , n}v−j = e−ikxej and v+j = eikxej+n, these form a basis
of solutions of the system
( 1
i
d
dx
0
0 1
i
d
dx
)
v =
(−k 0
0 k
)
v. (4)
The function v =∑nj=1(β−j v−j + β+j v+j ) is a solution of the system (3) if and only if
( 1
i
d
dx
0
0 1
i
d
dx
)(
β−
β+
)
=
( V
2k −e2ik V2k
e−2ik V2k − V2k
)(
β−
β+
)
. (5)
Writing
γ+ = β+e2ikx, γ− = β−,
then
( 1
i
d
dx
0
0 1
i
d
dx
− 2k
)(
γ−
γ+
)
=
( V
2k − V2k
V
2k − V2k
)(
γ−
γ+
)
. (6)
Let x0 ∈ R be such that suppV ∈ (−∞, x0). This system (6) can be solved by iteration as follows.
Let γ− =∑∞n=0 γ−n , γ+ =∑∞n=0 γ+n , where the terms γ±n are defined by either one of the initial
conditions
γ+0 (x) = 0, γ−0 (x) = β−0 , or
γ+0 (x) = β+0 e2ikx, γ−0 (x) = 0, (7)
and solves the relations
1
i
d
dx
γ−n+1 =
V
2k
γ−n −
V
2k
γ+n ,
1
i
d
dx
γ+n+1 − 2kγ+n+1 =
V
2k
γ−n −
V
2k
γ+n .
We remark that the γ−n (x) are constant in x for x  x0. So the iteration procedure is
γ−n+1(x) = J−
(
γ−n − γ+n
)
(x),
γ+n+1(x) = J+
(
γ−n − γ+n
)
(x),
where J−, J+ are linear operators acting on the vectors
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x∫
x0
V (y)
2k
u(y) dy = −i
∫
1yx
V (y)
2k
u(y) dy,
J+(u)(x) = i
x∫
x0
e2ik(x−y) V (y)
2k
u(y) dy = −i
∫
1yxe2ik(x−y)
V (y)
2k
u(y) dy.
The equation can also be written as
γ−n+1(x)− γ+n+1(x) =
(
J− − J+)(γ−n − γ+n )(x),
γ+n+1(x) = J+
(
γ−n − γ+n
)
(x).
Iteration gives the expressions
γ−n (x)− γ+n (x) =
(
J− − J+)n(γ−0 − γ+0 )(x) for n 0,
γ+n (x) = J+
(
J− − J+)n−1(γ−0 − γ+0 )(x) for n 1,
γ−n (x) = J−
(
J− − J+)n−1(γ−0 − γ+0 )(x) for n 1.
Theorem 4.1. When Im k  0 and |k| is large, then the formal series ∑n γ±n are absolutely
convergent. We have, for each N ∈ N
∞∑
n=N+1
γ±n = O
(|k|−N−1). (8)
For N  1, the series
∑∞
n=N(J− − J+)n are convergent and their kernels kN(x, y) satisfy
kN(x, y) = − ik BN(k, x, y)V (y) where BN(k, x, y) is a matrix which is holomorphic in k and
satisfies
∣∣BN(k, x, y)∣∣ C ‖V ‖N−1L1
(2|k|)N−1 (9)
uniformly in x and y.
Proof. Let Im k  0. We have |e2ik(x−y)| 1 when y > x. The kernel of J− − J+ is
k(x, y) = −i1yx
(
1 − e2ik(x−y))V (y)
2k
,
and satisfies |k(x, y)|  |V (y)||2k| uniformly in x. Denote for an operator A, ‖A‖∞ = sup‖Au‖∞sup‖u‖∞ .
Then
∥∥J− − J+∥∥∞  1|2k|
∞∫ ∑
p,m
|Vp,m|(y) dy.
−∞
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k−(x, y) = −i1yx V (y)2k ,
k+(x, y) = −i1yxe2ik(x−y) V (y)2k ,
and satisfies |k±(x, y)| |V (y)||2k| uniformly in x and y, so
∥∥J±∥∥∞  1|2k|
∞∫
−∞
∑
p,m
|Vp,m|(y) dy.
The results (8) and (9) follow from these. 
Remark 4.2. Equation (6) is equivalent to
( d
idx
0
0 d
idx
− 2k
)(
γ− − γ+
γ+
)
=
(
0 −2k
V
2k 0
)(
γ− − γ+
γ+
)
. (10)
We note that the preceding equations for γ±j,n are similar to the ones obtained exact WKB con-
struction for scalar Schrödinger equations, see in the papers C. Gérard and A. Grigis [5] or
T. Ramond [8], for example.
5. The transmission matrix
We now define the transmission matrix. Let Im k  0, k = 0. Let v be a solution of Eq. (3) of
the form
v(x) =
n∑
j=1
γ−j
(
x,β−0 ,0
)
e−ikxej + γ+j
(
x,β−0 ,0
)
e−2ikxeikxej+n,
where γ−(∞, β−0 ,0) = β−0 , γ+(∞, β−0 ,0) = 0 and γ±(x,β−0 ,0) are solutions of (6) (here
x0 = ∞).
Let w be a solution of Eq. (3) of the form
w(x) =
n∑
j=1
γ−j
(
x,0, β+0
)
e−ikxej + γ+j
(
x,0, β+0
)
e−2ikxeikxej+n,
with γ−(∞,0, β+0 ) = 0 and γ+(∞,0, β+0 ) = β+0 e2iky . The transmission matrix of the system (3)
(as well as (2) and (5)) is by definition the matrix of the linear map associating to t (β−0 , β+0 ) the
vector ( limx→−∞ γ−(x,β−0 ,0)+ limx→−∞ γ−(x,0, β+0 )
+ − −2ikx + + −2ikx
)
limx→−∞ γ (x,β0 ,0)e + limx→−∞ γ (x,0, β0 )e
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analytic in k. Denote it by
T (k) =
(
τ11(k) τ12(k)
τ21(k) τ22(k)
)
,
the τij are n× n matrices given by
τ11(k)
(
β−0
)= β−0 +
∞∑
n=1
lim
x→−∞J
−(J− − J+)n−1(β−0 ),
τ12(k)
(
β+0
)= − ∞∑
n=1
lim
x→−∞J
−(J− − J+)n−1(β+0 e2iky),
τ21(k)
(
β−0
)= ∞∑
n=1
lim
x→−∞ e
−2ikxJ+
(
J− − J+)n−1(β−0 ),
τ22(k)
(
β+0
)= β−0 −
∞∑
n=1
lim
x→−∞ e
−2ikxJ+
(
J− − J+)n−1(β+0 e2iky).
We note certain symmetries of this problem below. For k ∈ R, and β−0 ∈ Rn,
( 0 In
In 0
)
w is a solution
of (3) (this uses V = V ), where
w(x) =
n∑
j=1
γ−j
(
x,0, β+0
)
e2ikxe−ikxej+n + γ+j
(
x,0, β+0
)
e2ikxe−ikxej ,
with γ−j (∞,0, β+0 ) = 0 and γ+j (∞,0, β+0 )e2ikx = β+0 . This proves that
γ+j
(
x,0, β+0
)
e−2ikx = γ−j
(
x,β+0 ,0
)
,
or equivalently
τ22(k) = τ11(k) for k ∈ R, τ22(k) = τ11(k) for k ∈ C. (11)
The same symmetry also gives τ12(k) = τ21(k).
6. Symmetry of the problem
The scattering matrix is defined from the transmission matrix [8] by the relation
S =
(
τ11 − τ12τ−122 τ21 τ12τ−122
−1 −1
)
.−τ22 τ21 τ22
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S =
(
τ12 0
0 τ−122
)(
τ−112 τ11 τ
−1
22
0 I
)(
I 0
−τ21 I
)
,
hence using (11),
detS(k) = det τ11 × det τ−122 =
det τ11(k)
det τ11(k)
. (12)
In particular
∣∣detS(k)∣∣= 1 for k ∈ R, (13)
detS(k) = 1
detS(k)
for k ∈ C. (14)
Define the Wronskian for this problem
W(u,v)(x) = t u(x)
(
0 I
−I 0
)
v(x).
We will use this in the scalar case to compute C(V ) and apply that to calculate C(V ) for the
triangular case. If u and v are solution of (5), and if V = tV then the Wronskian W(u,v)(x) is
constant in x. When V = tV , the transmission matrix satisfies
t T (k)
(
0 I
−I 0
)
T (k) =
(
0 I
−I 0
)
.
Hence ∣∣detT (k)∣∣= 1. (15)
In particular if P is a projector such that PV = PVP and PVP = t (PV P ), the system (4)
restricted to the image of the projection has transmission matrix PT P , and satisfies∣∣detPT P (k)∣∣= 1. (16)
7. Exponential type of the scattering matrix
By (14), the zeroes of detS are the complex conjugates of its poles. The poles of detS are
the resonances of our problem [7] so it suffices to count the number of zeroes of detS in the
upper half-plane to prove (1.2). The function k → detS(k) is analytic in the upper half-plane so
we may use Theorem 2.1. We need only show that detS is a function of exponential type in the
upper half-plane, since by (13) the other hypothesis is satisfied. Using the result (8) for Imk < 0
and |k| big enough, we obtain
τ11(k)
(
β−0
)= β−0 + O
(
1
)
,k
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half-plane.
Now
τ22(k)
(
β−0
)= β−0 + i2k
∫
V (z)β−0 dz
+ 1
(2k)2
∫ ∫
e−2ikzV (z)1y>zV (y)β−0 e
2iky dy dz
− 1
(2k)2
∫ ∫
V (z)1y>zV (y)β−0 dy dz
+ 1
(2k)2
∫ ∫
e−2ikzV (z)B2(k, z, y)V (y)β−0 e
2iky dy dz.
The indicator function of
1 + i
2k
∫
V (z) dz − 1
(2k)2
∫ ∫
V (z)1y>zV (y)dy dz
is zero in the lower half-plane. The indicator function for∫ ∫
e−2ikz
∑
p
Vip(z)1y>zVpj (y)e2iky dy dz
is at most supp sup(−mi,p +Mp,j ,0) in the lower half-plane. The indicator function of
1
(2k)2
∫ ∫
e−2ikz
∑
p,p′
Vi,p′(z)B2,p′,p(k, z, y)Vp,j (y)e
2iky dy dz
is at most supp,p′ sup(−mi,p + Mp′,j ,0) in the lower half-plane. Taking the determinant gives
that det τ22(k) is of exponential type in the lower half-plane with indicator function bounded by
sup
σ∈Sn
∑
i
sup
p,p′
sup(Mp,σ(i) − mi,p′ ,0).
By (12), we have detS(k) = det τ22(k)/det τ11(k), so detS is of exponential type in the region
{k, Im k > 0}; it is also bounded on the real axis by (13). Thus detS is of exponential type in the
upper half-plane with indicator function bounded by
sup
σ∈Sn
∑
i
sup
p,p′
sup(Mp,σ(i) − mi,p′ ,0).
We have proved the first part of Theorem 1.2.
To find the constant C(V ) one needs just to study the indicator function of det τ22(V )(k) at
θ = −π2 .
Proof of Theorem 1.2 when V is triangular. Write V (x) = D(x)+N(x) where D is diagonal
and N nilpotent. Any product of the form V (x1)V (x2) . . . V (xn) is equal to D(x1)D(x2) . . .D(xn)
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ators J+, J− and J− − J+. Comparing the transmission matrices for V and D proves that there
exists a nilpotent matrix N22 such that
τ22(V )(k) = τ22(D)(k) + N22(k),
and so
det τ22(V )(k) = det τ22(D)(k).
We obtain C(V ) = C(D) since this constant is determined by det τ22. Using the result of [4] we
obtain
C(V ) = C(D) = 1
π
∑
i
(Mi,i −mi,i). (17)
To make the proof self-contained, we sketch here the proof of (17). The transmission matrix
associated to the system (3) with the diagonal potential D restricted to the i coefficient has
determinant one (16), hence
τ11(D)iiτ22(D)ii − τ12(D)iiτ21(D)ii = 1.
The value of the indicator functions of (τ22(D))ii and (τ12(D))ii(τ21(D))ii at −π2 are the same,
since the value of the indicator function of τ11(D)ii at θ = −π2 is 0. Using the expression of
τ12(D), τ21(D) in Section 5 as well as Lemma 3.1, we find that the value of the indicator func-
tion at −π2 of τ12(D)ii is Mi,i . Similarly, the indicator function at θ = −π2 of τ21(D)ii is −mi,i .
So the indicator function at −π2 of τ22(D)ii is Mi,i −mi,i , and C(D) = 1π (
∑
i Mi,i −mi,i). 
Proof of Theorem 1.2 if V satisfies (H2). We have
(
τ22(k)
)
ij
= δij + i2k
∫
Vij (z) dz − 1
(2k)2
∫ ∫ ∑
p
Vi,p(z)1y>zVp,j (y) dy dz
+ 1
(2k)2
∫ ∫
e−2ikz
∑
p
Vi,p(z)1y>z
(
1 +B2,p,p(k, z, y)
)
Vp,j (y)e
2iky dy dz
+ 1
(2k)2
∫ ∫
e−2ikz
∑
p =p′
Vi,p(z)B2,p,p′(k, z, y)Vp′,j (y)e
2iky dy dz.
Let k = −ik′ with k′ > 0, then∫
z
∫
y
e−2k′zVi,p(z)1y>z
(
1 +B2,p(i),p(i)(k, z, y)
)
Vp,j (y)e
2iky dy dz

∫
zmi,p+

∫
yMp(i),σ0(i)−

e−2k′(mi,p+
)Vi,p(z)
1
2
Vp,j (y)e
2k′(Mp(i),σ0(i)−
) dy dz
 e−2k′(mi,p+
)e2k′(Mp(i),σ0(i)−
)C(
) (18)
398 L. Nedelec / Journal of Functional Analysis 244 (2007) 387–398with C(
) > 0 and independent of k. Denoted p(i) the index such that supp(Mi,p − mp,σ0(i)) is
attained. Hence the indicator function at −π2 of
1
(2k)2
∫ ∫
e−2ikzVi,p(i)(z)1y>z
(
1 +B2,p,p(k, z, y)
)
Vp(i),σ0(i)(y)e
2iky dy dz
is at least Mp(i),σ0(i) −mi,p(i) in the direction −iR+. The indicator function at −π2 of
1
(2k)2
∫ ∫
e−2ikz
∑
p =p′
Vi,p(z)B2,p,p′(k, z, y)Vp′,j (y)e
2iky dy dz
is at most supp =p′(Mi,p − mp′,j ) in the lower half-plane. Using the hypotheses (H2) this gives
that the indicator function at −π2 of det τ22(k) is∑
i
sup
p
(Mi,p −mp,σ0(i)).
This finishes the proof. 
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