Introduction
In this paper we consider the following linear elliptic equations
where n ≥ 1 and
The given scalar and vector valued functions λ = λ(x) and B = B(x) are assumed to belong to L ∞ (R n ) and (L ∞ (R n )) n , respectively, and f is a given scalar valued function. If we do not mention explicitly, each function in this paper is assumed to be real valued. Eq. (1.1) is interpreted in the weak sense, i.e., u belongs to W The operator L often appears in the analysis of self-similar solutions to linear or nonlinear heat equations, and its properties are well understood by now. For example, L is realized as a self-adjoint operator in the Gaussian weighted L 2 space: is replaced by the polynomial weighted spaces, then L possesses the essential spectrum, and moreover, it is not even a sectorial operator. More precisely, for each m ≥ 0 let L 2 m be the Hilbert space defined by
Then Gallay-Wayne [10] showed that L is realized as a closed operator in L 2 m with its spectrum Note that λ * can be negative. Then we have
loc (R n ) be a solution to (1.1) . Then u ∈ L 2 G . The proof of this proposition will be given in the appendix. In this paper we are interested in pointwise estimates of solutions to (1.1) when f decays exponentially. Our main results are three lemmas stated below, in which we assume that u ∈ L 2 G ∩ W 
G , |β| ≤ s}. Our first main result is Lemma 1.1. Assume that f satisfies (1.9) |f (x)| ≤ C ϵ e
Under the additional assumption on B we can show more precise pointwise estimates as follows. This implies the optimality of (1.16) when B ≡ 0, λ = |β| 2 , and µ = 0 in (1.13). In order to obtain the estimates without the logarithmic term we need the additional assumption on the decay of f . Let ∆ S be the Laplace-Beltrami operator on the unit sphere S n−1 . For simplicity, we assume that B ≡ 0 and λ is a constant in the next lemma. Especially, λ * = λ in this case.
Lemma 1.2. Let B ∈ (L ∞
(
Moreover, if f is nontrivial and if there is an R

Lemma 1.3. Assume that λ is a given number and B ≡ 0. Let ψ(r) be a given positive decreasing function on [0, ∞) such that ψ(r) r
is integrable over [1, ∞) Our lemmas are useful to study pointwise estimates of solutions to some nonlinear elliptic equations. Let us consider the equation
R n u(x)dx = α, where n ≥ 1, a ∈ R n is a given constant vector, α ∈ R is a given number. Eq. (1.24) is related with the following convection-diffusion equation
) is a solution to (1.25), which is called a self-similar solution to (1.25). In [1] Aquirre, Escobedo, and Zuazua studied (1.24) in L 2 G and showed that Theorem 1.1 ([1] ). For any α ∈ R there is a unique solution u α to (1.24) in
and satisfies the estimate
when n = 1, 2, 3, and 0 ≤ γ < 1 2n when n ≥ 4. Remark 1.4. Since the sign of u α is constant in R n we can differentiate the nonlinear term a · ∇(|u α | 1 n u α ) pointwisely. Especially, u α is shown to be smooth in R n by the usual elliptic regularity.
) is closely related with the large time behaviors of solutions to (1.25) . Indeed, it is proved in EscobedoZuazua [6] 
gives the large time asymptotic profile of solutions to (1.25).
When n = 1 the solution to (1.24) is explicitly written as
Especially, when n = 1 the solution satisfies the exact pointwise estimate
Motivated by (1.27 ) and the results of [1] , Kawashima [17] studied (1.24) further in details, and improved (1.26) by
for any γ ∈ [0, 1 4 ) and n ≥ 2. However, it has been still open whether or not we can take γ = 1 4 in (1.26). Moreover, it seems that no pointwise estimates have been established so far for higher order derivatives of u α . The difficulty is that the nonlinear term a · ∇(|u| 1 n u) is not smooth for n ≥ 2, and we only know that the sign of u α is constant in R n . In order to overcome this difficulty the precise pointwise lower bounds of u α are also required.
Using Lemma 1.1-Lemma 1.3, we can obtain sharp pointwise estimates of solutions to (1.24) from above and below, together with the pointwise upper bounds for their derivatives. 
There is much literature on (1.32), but here we just focus on the results about rapidly decreasing solutions. It is well-known that if a solution u to (1.32) is radially symmetric and decays in the order
then u has actually the asymptotics of A|x|
with a constant A ̸ = 0 at |x| → ∞; see Peletier-Terman-Weissler [21] . Moreover, for radially symmetric solutions, detailed structures of solutions have been achieved based on the number of the points where u(x) = 0; see Weissler [23, 24] , Yanagida [25] , Dohmen-Hirose [5] , Hirose [12] , and Hirose-Yanagida [15] . As for nonradially symmetric solutions, Escobedo and Kavian showed in [4] that there exist infinitely many solutions to (1.32) 
n−2 when n ≥ 3. On the other hand, in [4] they also proved that there are no solutions to (1.32) [18] proved that when n ≥ 2 if a solution u is positive and satisfies (1.33) then it must be radially symmetric. As for the case of n = 1, any positive and rapidly decreasing solution must be even symmetric with respect to the origin by [15] .
Our interest here is the decay estimates of solutions obtained in [4] , in which Escobedo and Kavian proved that if u is a solution to (1.32) 
Fukuizumi-Ozawa [8] discussed complex valued solutions to (1.32) and derived a condition for solutions in W 1,2 (R n ) to belong to As a consequence of Proposition 1.1 and Lemma 1.2, we can improve (1.34) as follows.
If we apply Lemma 1.3 to (1.32) in order to establish the optimal bound without logarithmic term, we need a restriction on p due to the lack of the smoothness of the nonlinear term |u| p−1 u.
Here A is a continuous functions on S n−1 . 
In the proof of Theorem 1.3 we will show that any solution u to (1.32) 
Especially, the smallness assumption on u stated in [8] is shown to be always satisfied. Remark 1.9. The restriction p ≥ 2 in Theorem 1.4 will not be optimal. The difficulty is that we need the estimate for ∆ S |u| p−1 u in order to apply Lemma 1.3. But since ∆ S includes the second order derivatives, the condition p ≥ 2 is required in our arguments. The condition n ≤ 5 comes from 2 ≤ p < ( n+2 n−2 ) + . We note that if u is positive, then we can verify (1.37) for all σ ∈ S n−1 since |u| p−1 u becomes smooth and is estimated as
for any multi-index β by Lemma 1.1. However, when the solution u ∈ L 2 G is positive it is already known by [18] that u must be radially symmetric, and thus, the asymptotics (1.37) is already established by [21] .
Finally we consider the nonlinear elliptic equations of the form
where v is a complex valued function on R n , k > 0, ω ∈ R, p > 1, and n ≥ 1. Eq. (1.38) is related with standing wave solutions of nonlinear Schrödinger equations. We are interested in the pointwise estimates of solutions to (1.38) which belong to the complex Hilbert space
In Kavian-Weissler [16] the existence of infinitely many real valued solutions to (1.38) in X is proved for 1 < p < ( n+2 n−2 ) + and for all ω ∈ R by variational methods. But we do not go into the details on the existence or the stability of solutions to (1.38) here; for details, see the results and references in Fukuizumi [7] . As for the estimates of solutions, in [16] it is proved that when k = 1 4 and 1 < p ≤ ( n+2 n−2 ) + , any real valued solution v ∈ X belongs to C 2 (R n ) and satisfies
for all ϵ ∈ (0, 1). Moreover, if ω > − n 2 then (1.39) is valid also for ϵ = 0. Under the setting of k = 1, ω > −n, and 1 < p < ( n+2 n−2 ) + , Hirose-Ohta [13, 14] showed that any positive radially symmetric solution v to (1.38) in X satisfies the estimate
where A is a positive number. In [16] or [13] the maximum principle or the ODE methods are essentially used. On the other hand, Fukuizumi-Ozawa [9] discussed complex valued solutions when k = 1 and 1 < p < ( n+2 n−2 ) + , and established the estimate
for all ϵ > 0. We remark that in [9] more general potentials other than the harmonic potential |x| 2 in (1.38) are treated. In Pankov [20] nonlinear elliptic equations of the form −∆u + V (x)u = f (x, u), which includes (1.38), are discussed and some exponential upper bounds of solutions are obtained. In Shirai [22] the lower bound in the sense of L 2 (R n ) for solutions to nonlinear Schrödinger equations with magnetic field are established. By regarding the term |v| p−1 as a given term and by using suitable transformations we can reduce (1.38) to (1.1) with a real valued solution. Then our lemmas lead to
As in the case of (1.32), in order to drop the logarithmic term in (1.42), so far we need the restriction of p ≥ 2 due to the lack of the smoothness of the nonlinear term.
for |x| ≫ 1. Here A is a complex valued continuous function on S n−1 .
Remark 1.10. When 1 < p < (
n+2 n−2 ) + we do not need to assume v to be in L ∞ (R n ) in the above theorems. Indeed, in this case if a solution v to (1.38) belongs to X then it must belong to L ∞ (R n ); see [9] or [20] . This paper is organized as follows. Section 2 is the main contribution of this paper. In this section we establish the pointwise estimates of solutions to the linear equation (1.1), and prove Lemma 1.1, Lemma 1.2, and Lemma 1.3. In Section 3 we consider (1.24) and prove Theorem 1.2. In Section 4 we discuss (1.32) and show Theorem 1.3 and Theorem 1.4. In Section 5 we deal with (1.38) and prove Theorem 1.5 and Theorem 1.6. The proof of Proposition 1.1 is given in the appendix.
Pointwise estimates of solutions to linear equations
In this section we consider pointwise estimates of solutions to (1.1). Section 2.1 is devoted to establish the upper bound of solutions stated in Lemma 1.1, Lemma 1.2, and Lemma 1.3. The lower bounds in these lemmas are proved in Section 2.2.
Pointwise upper bounds.
To prove the upper bounds of solutions to (1.1) we prepare some fundamental inequalities. Due to the presence of the term x 2 · ∇ we need to be careful to verify calculations at spatial infinity.
loc (R n ) be the solution to (1.1) and let w be a positive function such that 1 w is smooth and
Then by direct calculations we observe that U = u w satisfies the equation
That is, for any compactly supported smooth function φ, we have
Thus, by the Young inequality ab ≤
, and by the integration by parts, we have 2p
where η ≤ 1 is a given positive number and
By taking w ≡ 1 we first claim
|x · ∇χ R (x)| ≤ C, we can pass R to ∞ and get the bound of ∥∇U ∥ L 2 by the Fatou lemma. Hence U ∈ W 1,2 (R n ) and the claim holds for n = 1, 2 by the Sobolev imbedding theorem. Let n ≥ 3. From the Sobolev inequality
n−2 (R n ), taking the limit R → ∞, we observe again from the Fatou lemma that ∇(|u| (2.5) . Repeating this arguments, we see that u ∈ L p (R n ) with p = 2( n n−2 ) l for every l ∈ N. This proves the claim. Next we consider the case u ∈ L 2 (R n ) and 1 w is smooth and bounded together with its derivatives.
for all 2 ≤ p < ∞ by the above claim. Hence we can take the limit R → ∞ in (2.3) and obtain
Recalling the Nash inequality
The inequality (2.8) is a key tool of the Nash-Moser type iteration arguments below.
2.1.1. Gaussian upper bounds in Lemma 1.1. In this section we prove the upper bounds (1.10) in Lemma 1.1 by using (2.8) with a suitable weight function w.
For l > 0 let w l be a positive and smooth function satisfying
and set
We first prove
Proof. It suffices to show U l ∈ L ∞ (R n ). For any δ > 0 we also set w l,δ = w l + δ and consider
. Note that by the above preparations we
We may assume d ≥ 1. Then we claim that
Indeed, it is clear that the case k = 1 is true. Suppose that (2.11) is true for
Especially, ξ k+1 > d and thus from (2.10) we have
This is a contradiction, and (2.11) holds. Hence, we see ξ k is bounded uniformly in k and obtain
where C is independent of δ.
The main goal of this section is to establish the following moment bounds for u.
loc (R n ) be the solution to (1.1) . Then for any ϵ > 0 there is a positive constant C ϵ such that for any k ∈ N the following estimate holds.
Proof. To simplify calculations we takew k = |x| −2k and setŨ k = ũ w k
. By Proposition 2.1 we see thatŨ k belongs to L ∞ (R n ) for each k ∈ N and satisfies (2.8). It suffices to show (2.13) for large k and |x|. We recall that
for all x ∈ R n . We take η = 1 in (2.8). Then we have for any ϵ > 0,
Let α k,p,ϵ > 0 be the number given by (2.14)
Then we have
Note that k 0 does not depend on p ≥ 2. Then we have from (2.8) that
Letting p → ∞, we finally get
From the assumption of f we have
which gives
is bounded uniformly in µ and k ≥ j. Thus we have
Substituting this to (2.16), we get (2.13). This completes the proof. Proposition 2.2 immediately leads to
loc (R n ) be the solution to (1.1) . Then for any ϵ > 0 there is a positive constant C ϵ such that
Proof of the upper bounds (1.10) in Lemma 1.1. It remains to prove the estimate for derivatives of u. We return to (2.1) and set w = w ϵ = e 
Then the Calderón-Zygmund inequality and the Hardy-Littlewood-Sobolev inequality yield that
+ B + 2∇ log w ϵ ) · ∇U ϵ and the right-hand side of (2.1) belongs to L p (R n ) for some p > n. Then by the Calderón-Zygmund inequality we get U ϵ ∈ W 2,p (R n ) for some p > n, From direct calculations we observe that
Hence we have
Then, by the assumptions on λ and B there are constants R > and η > 0 such that if ϵ > 0 is sufficiently small and p is sufficiently large then it follows that (2.18)
Here the constant C is independent of 0 < ϵ ≪ 1 and p ≫ 1. Then by (2.8) and (2.18) we have
i.e., we have by taking ϵ → 0,
4 . This gives (1.14). Next we consider the case f satisfies (1.13) with µ = 0. We recall that it is also assumed that λ(
for |x| ≫ 1. Let us take
Then we have the estimate (2.18) with R ≫ 1 which is independent of 0 < ϵ ≪ 1 and p ≥ p(ϵ) ≫ 1. This is enough to conclude (2.19) with 
loc (R n ) by the elliptic regularity.
|, the assertion follows from the fact |x| 2 u ∈ H 2 G , which is already proved since we showed in the proof of (1.10) that for any ϵ > 0 the function e 1−ϵ 4 |x| 2 u belongs to W 2,p (R n ) for sufficiently large p > n. In order to prove ∆ S u ∈ H 2 G ∩ W 2,p (R n ) and (2.21), we note that ∆ S Lu = L∆ S u and thus ∆ S u satisfies the equation
Then the claim follows from the assumption of ∆ S f and the results of Lemma 1.1 and Lemma 1.2. This completes the proof.
By Proposition 2.3 and the assumption on f it is not difficult to see that b(τ, σ) is continuous with respect to σ ∈ S n−1 for a.e. τ > 0. Regarding the term b(τ, σ) as the inhomogeneous term, let us consider the linear ordinary differential equation
Then by [3, Chapter 3, Theorem 8.1] there are two linearly independent solutions φ 1 (τ ), φ 2 (τ ) to (2.25) such that (2.26) lim
Moreover, we can show the asymptotics of φ 1 such that
Although (2.27) seems to be well-known, we give the proof of it in the appendix for convenience to the reader. Noting that the Wronskian determinant of φ 1 and φ 2 is given by τ − n 2 e −τ , we see that ω is represented as
where
Now we claim that
Let µ ∈ [0, 1) and ψ be the number and the function stated in Lemma 1.3, respectively. By the assumption on f and Proposition 2.3 we have
is a positive decreasing function such thatψ (τ )
τ is integrable over [1, ∞) , and C is a constant which does not depend on σ ∈ S n−1 . Thus, by (2.26) each function s 
from which we can easily get the continuity of C(σ). Proof of (1.21) in Lemma 1.3. From the above preparations let us establish the asymptotics (1.21). From (2.28), (2.29), and (2.32), we can write
where C ∞ (σ) is a continuous function on S n−1 given by
Then from (2.26) and (2.31) we observe that 
This leads to (1.23) in Remark 1.2 from (2.27) and (2.33).
Remark 2.2.
If we can take ψ(r) = (1 + r) −1 and µ = 0 in the assumptions of Lemma 1.3 and if f satisfies in addition that f ∈ H 4 G and Let w be a positive and smooth function such that w −1 ∈ W 2,p (R n ) for all p ∈ [n, ∞]. Set M = 2∥u∥ L ∞ and let 0 < δ ≪ 1. We consider the function (2.37)
Then by (1.10) and the fact u ∈ H 2 G , the function U δ belongs to W 2,2
. From the choice of M and δ, the function U δ (x) is strictly negative in R n . The direct calculation leads to
Hence U δ satisfies the equation
By replacing ∇u u+M δ = w∇U δ + U δ ∇w, we have
Let p ∈ N with p ≥ n. Multiplying both sides of (2.38) by U 2p−1 δ and integrating over R n , we get
By the integration by parts we see
Set w = (K + |x| 2 ) with K > 1, which is determined later. Then we have for any ϵ > 0,
where the constant C depends only on n, ∥λ∥ L ∞ , ∥B∥ L ∞ , and ∥U δ ∥ L ∞ . We take p > n so large that
where R ≥ 1 does not depend on ∥U δ ∥ L ∞ , K, p ≫ 1, and δ. We may assume thatR ≥ R 0 . Thus we obtain
where C depends only on n, ∥λ∥ L ∞ , ∥B∥ L ∞ , and ∥U δ ∥ L ∞ . By usign the Nash inequality (2.7) we have
+ϵ} ∥ L 2p , where χ A is the characteristic function on the measurable set A. Taking the limit p → ∞, we have
We recall that R ≥ R 0 does not depending on K and δ, so if |x| ≤ R then
if K is sufficiently large depending only on R, M , and ϵ. Thus we have
for any ϵ > 0, which implies
Taking the limit δ → 0, we get (1.11). This completes the proof of Lemma 1.1. 
Gaussian lower bounds in
.
. By direct calculations we have
and hence,
Multiplying U 2p−1 ϵ both sides above and integrating over R n , we have
we obtain from (2.40),
if ϵ > 0 is sufficiently small and p is sufficiently large. From the assumption on B, there is an
Here the constants C and R do not depend on p ≫ 1 and ϵ > 0. Hence from the Nash inequality (2.7), we get
By taking p → ∞ we have
Since the choice of R does not depend on ϵ > 0, we can pass the limit ϵ → 0 and obtain the L ∞ bound of
, which gives (1.17). This completes the proof of Lemma 1.2. Lemma 1.3 . In this section we prove the sharp lower bound for solutions to (1.1) and complete the proof of Lemma 1.3. Note that f is assumed to satisfy
4 , for some µ ′ > 0. We use the representation of the solution in polar coordinates stated in Section 2.1.3:
4 . Let us recall that by (2.33) ω is written as
and C ∞ (σ) is a continuous function on S n−1 .
By Proposition 2.3 we have
where µ ∈ (0, 1) is the number in Lemma 1.3. Set
Combining this with (2.43), we see (2.46)
We claim that (2.47)
Indeed, since ω is positive for τ ≫ 1, we have from (2.42), (2.43), and (2.46),
Suppose that C ∞ (σ) = 0 for some σ ∈ S n−1 . Then from (2.42) we have
On the other hand, we have already proved in Lemma 1.
for any ν > 0, which is a contradiction. Hence C ∞ (σ) > 0 for each σ ∈ S n−1 . Since C ∞ (σ) is continuous on S n−1 , we conclude that
The claim is proved. From (2.43), (2.46), and (2.47), we achieve the estimate
The proof of Lemma 1.3 is completed.
3. Pointwise estimates for solutions to (1.24) We are now in position to prove Theorem 1.2. Let u α be the solution to (1.24), i.e., u α solves
Without loss of generality we may assume that α > 0 and thus u α is strictly positive. Although we can assume u α ∈ H 2 G ∩ W 2,p (R n ) with 1 ≤ p < ∞ and both u α and ∂ x u α decay exponentially by Theorem 1.1 and (1.28), below we start from the regularity condition
, which is enough to apply the results obtained in the previous section. We first take
n and obtain by Lemma 1.1 that u α ∈ H 2 G and
for any ϵ > 0. Then differentiating both sides of (3.1), we see
From (3.2) we have
for some ϵ ′ > 0. Thus from Lemma 1.1 with λ = 1 2 and B = a(1
G and satisfies
for any ϵ > 0. Repeating this arguments, we obtain the estimates for derivatives of the nonlinear term in (1.25) as follows. 
Theorem 1.2 follows from Proposition 3.1 and Lemma 1.3. Indeed, differentiating both sides of (1.24), we observe that
Then, noting the pointwise inequality We first show that if 1 < p < n+2 n−2 then a solution u to (1.32) in W 1,2 (R n ) belongs to L l (R n ) for all 2 ≤ l < ∞. It suffices to consider the case n ≥ 3. From the Sobolev imbedding theorem we have u ∈ L 2n n−2 (R n ). As in the calculations of (2.6), we can obtain 
Repeating this argument, we have u ∈ L 2nq k+1 n−2 (R n ) where 2q k+1 +p−1 =
Since k is arbitrary and 1
Next we will show that
Indeed, we first note that |u(
On the other hand, as in the calculations of (2.6) it is easy to see that the uniqueness in W 1,2 (R n ) holds for solutions to −Lu + n 2 u = f ∈ L 2 (R n ) (especially, we do not need the condition on Then by the Laplace formula we can write
where e tL is the semigroup generated by L which is explicitly represented as
Here a(t) = 1−e −t ; see [10] for details. Using (4.5), we can show for 1 ≤ q ≤ ∞ and R > 0,
Here the constant C does not depend on R > 0 and f . 
Here we used the Young inequality. Let n 2 < q < ∞. Then, recalling that u ∈ L l (R n ) for all 2 ≤ l < ∞, we have from (4.5) and (4.6),
In the above calculations the facts n 2 < q < ∞ is essentially used. It is not difficult to see u ∈ L ∞ (R n ). Now (4.3) has been proved.
Proof of Theorem 1.3. Let u be a solution to (1.32) 
This completes the proof of Theorem 1.4.
Remark 4.1. The author does not know if there is a σ 0 ∈ S n−1 such that A(σ 0 ) ̸ = 0 in general. At least when the solution u ∈ H 1 G is radially symmetric, it is already known by [21] 
since u(x) ̸ = 0 in this set and so the nonlinear term |u| p−1 u can be shown to be smooth without any restrictions on p in this set. From this point of view it seems to be important to find any structures of the set {σ ∈ S n−1 | A(σ) = 0}. This problem will be also related with the problem whether we can relax the condition p ≥ 2 in Theorem 1.4 or not, since the information on the points where u(x) = 0 is important to estimate the second order derivatives of |u| p−1 u (recall that the condition p ≥ 2 comes from the difficulty of the possible singularity of the second order derivatives of |u| p−1 u).
Pointwise estimates of solutions to (1.38)
In this section we establish pointwise estimates of solutions to (1.38). To apply our lemmas we first consider the rescaling
).
Thenṽ satisfies
Then under the assumptions of Theorem 1.5 we have from Lemma 1.1 with λ = −
for all ϵ > 0. This leads to |ṽ(x)| ≤ Ce . By differentiating both sides of (5.2) we also get the estimate
This yields (1.43). The proof of Theorem 1.5 is completed.
Proof of Theorem 1.6. By differentiating both sides of (5.2) and by applying Lemma 1.1 we get
2 u i satisfies the assumption of Lemma 1.3. Thus from Lemma 1.3 with λ = − Remark 5.1. As in the case of (1.32) the author does not know whether there is a σ 0 ∈ S n−1 such that A(σ 0 ) ̸ = 0 or not, in general. When a solution u ∈ X is positive (in this case u must be radially symmetric by Li-Ni [19] ) it is already known that A > 0 by [13, 14] .
6. Appendix 6.1. Proof of Proposition 1.1. We prove Proposition 1.1 by using the idea of [8] . Let Then we can take φ = ζ l,θ ρ k,ϵ u in (1.3) and we have Here the constant C > 0 does not depend on l, k, and ϵ. Set ζ θ = (1 + |x| 2 ) θ . We observe that we can take the limit l → ∞ in each term above by the Lebesgue convergence theorem, and obtain for η 2 , η 3 > 0, (6.2) for some R ′ > 0 independent of ϵ > 0. Taking the limit ϵ → 0, we obtain u ∈ H 1 G . The proof is now completed. 6.2. Asymptotic behavior of φ 1 . Here we give the proof of (2.27), which is based on the arguments of Brezis-Peletier-Terman [2] . For simplicity of notations we write h ′ (τ ) = 
Next set
F (τ ) = τ (E(τ ) + λφ 1 (τ )). Then again by the l'Hôpital rule, we see
By the definitions of E and F we get
which yields for τ 0 > τ ≫ 1, ) .
Tending τ 0 → ∞, since the left-hand side of the equality converges to 1, we finally obtain
This completes the proof.
