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a b s t r a c t
Based on the domain decomposition and finite element discretization, a parallel two-
level linearization method for the stationary incompressible Navier–Stokes equations is
proposed and analyzed. The basic idea of themethod is to first solve the nonlinear problem
by Newton’s iterations of m times on a coarse grid, and then solve a linearized Oseen
problem in parallel on a fine grid to correct the coarse grid solution. The efficiency of the
method is illustrated by numerical results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
For an incompressible Newtonian viscous fluid, the governing equations of its motion are the following Navier–Stokes
equations:
− ν1u+ (u · ∇)u+∇p = f inΩ, div u = 0 inΩ, u = 0 on ∂Ω, (1.1)
whereΩ ⊂ R2 is the flow domain, u = (u1, u2) is the velocity, p the pressure, f = (f1, f2) the prescribed body force and ν
the kinematic viscosity. The development of efficient numerical methods for the Navier–Stokes equations is very important
for the simulation of fluid flows and related phenomena.
In this paper, by combining the approach to local and parallel finite element discretizations of Xu and Zhou [1] with
the Newton iterative method, we propose a parallel two-level linearization finite element method for the stationary
Navier–Stokes equations. In this method, we first solve the fully nonlinear problem on a coarse grid by Newton’s iterations
of m times, and then find fine grid corrections by solving a linearized Oseen problem in parallel. This method has low
communication complexity. It only requires the existing sequential solver as a subproblem solver and hence allows existing
sequential PDE codes to run in a parallel environment with a little investment in recoding. Under the stability condition
25N‖f ‖−1,Ω
3ν2
< 1 (where N is defined by (2.6)), we derive the following error estimate (see Theorem 3.2):
|||∇(u− uhm)|||0,Ω + |||p− phm|||0,Ω ≤ c

hs + Hs+1

1+ ‖f ‖0,Ω‖f ‖−1,Ω

‖f ‖s−1,Ω
+ C | logH|1/2‖∇(umH − um−1H )‖0,Ω‖umH − um−1H ‖0,Ω , 1 ≤ s ≤ k, m ≥ 1, (1.2)
where (uhm, p
h
m) is the solution obtained by our parallel method, ||| · |||0,Ω is piecewise norm defined by (3.7), H and h are the
coarse and fine grids sizes respectively, umH is the mth Newton iterative velocity solution of the coarse grid problem, and c
and C denote two general positive constants which may stand for different values at their different occurrences.
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The result (1.2) is very interesting. The second term in its right-hand side indicates the influence of the nonlinear iteration
on the accuracy of the approximate solution. It suggests a stopping criterion for the nonlinear iteration,which is amost useful
tool in practice. What is more, the estimate shows that if we choose the coarse grid size H such that H = O

h
s
s+1

, then a
convergence rate of the same order as the standard Galerkin finite element method can be obtained by our method with a
substantial reduction in computational time (due to that, only a linear problem needs to be solved on the fine grid).
2. Preliminaries
For a nonnegative integer l, we denote by H l(Ω) the Sobolev space in usual sense [2], equipped with the standard norm
‖ · ‖l,Ω ; while denote by H10 (Ω) the closed subspace of H1(Ω) consisting of functions with zero trace on ∂Ω . Setting
X = H10 (Ω)2, Y = L2(Ω)2, M = L20(Ω) =

q ∈ L2(Ω) :
∫
Ω
qdx = 0

,
and defining a(·, ·), b(·, ·, ·), d(·, ·) as
a(u, v) = ν(∇u,∇v), b(u, v, w) = 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v),
d(v, q) = (div v, q), ∀u, v, w ∈ X, q ∈ M,
where (·, ·) is the standard inner-product of L2(Ω)θ (θ = 1, 2), we get the variational formulation of (1.1): find a pair
(u, p) ∈ X ×M such that
a(u, v)+ b(u, u, v)− d(v, p)+ d(u, q) = (f , v), ∀(v, q) ∈ X ×M. (2.1)
Assume Tµ(Ω) = {K}(µ = H, h) be a shape-regular triangulation (see, e.g., [3]) of Ω with mesh size 0 < µ < 1,
X0µ(Ω) ⊂ X,M0µ(Ω) ⊂ M be two finite element subspaces satisfying the following approximation properties: for each
(u, p) ∈ Hk+1(Ω)2 × Hk(Ω)(k ≥ 1), there exists an approximation (πµu, ρµp) ∈ X0µ(Ω)×M0µ(Ω) such that
‖u− πµu‖1,Ω ≤ cµs‖u‖1+s,Ω , ‖p− ρµp‖0,Ω ≤ cµs‖p‖s,Ω , 0 ≤ s ≤ k, (2.2)
together with the so-called inf-sup inequality (LBB condition): there exists a constant β > 0 such that
β‖q‖0,Ω ≤ sup
v∈X0µ(Ω),
v≠0
(div v, q)
‖∇v‖0,Ω , ∀q ∈ M
0
µ(Ω). (2.3)
Under the above assumptions, the mixed finite element approximation of problem (2.1) reads: find a pair (uµ, pµ) ∈
X0µ(Ω)×M0µ(Ω) such that
a(uµ, v)+ b(uµ, uµ, v)− d(v, pµ)+ d(uµ, q) = (f , v), ∀(v, q) ∈ X0µ(Ω)×M0µ(Ω). (2.4)
For problems (2.1) and (2.4), we have the following results (cf. [3]).
Theorem 2.1. Let Ω be a Ck+1-smooth bounded domain for k ≥ 1 or a bounded convex polygonal domain for k = 1.
Given f ∈ Hk−1(Ω)2, under the uniqueness condition N‖f ‖−1,Ω
ν2
< 1, problems (2.1) and (2.4) admit a unique solution pair
(u, p) ∈ (Hk+1(Ω) ∩ H10 (Ω))2 × (Hk(Ω) ∩ L20(Ω)) and (uµ, pµ) ∈ X0µ(Ω)×M0µ(Ω), respectively, satisfying
ν‖∇(u− uµ)‖0,Ω + ‖p− pµ‖0,Ω ≤ cµs‖f ‖s−1,Ω , 1 ≤ s ≤ k, (2.5)
where
‖f ‖−1,Ω = sup
v∈X,
v≠0
|(f , v)|
‖∇v‖0,Ω , N = supu,v,w∈X,
u,v,w≠0
|b(u, v, w)|
‖∇u‖0,Ω‖∇v‖0,Ω‖∇w‖0,Ω . (2.6)
3. Parallel two-level linearization method
3.1. Local finite element algorithm
Let D ⊂⊂ Ω0 ⊂ Ω (here D ⊂⊂ Ω0 means that dist(∂D \ ∂Ω, ∂Ω0 \ ∂Ω) > 0), TH(Ω) be a shape-regular coarse grid
with size H ≫ h, T h(Ω0) be a locally refined grid of subdomain Ω0, and T h(Ω) be a global shape-regular fine grid which
coincides with the local fine grid in subdomainΩ0.
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Algorithm 1. Local finite element algorithm.
1. Find a global coarse grid solution (uH , pH) ∈ X0H(Ω)×M0H(Ω) such that
a(uH , v)+ b(uH , uH , v)− d(v, pH)+ d(uH , q) = (f , v), ∀(v, q) ∈ X0H(Ω)×M0H(Ω).
2. Find a local fine grid correction (eh, ηh) ∈ X0h (Ω0)×M0h (Ω0) such that
a(eh, v)+ b(uH , eh, v)− d(v, ηh)+ d(eh, q) = (f , v)− a(uH , v)− b(uH , uH , v)+ d(v, pH)− d(uH , q),
∀(v, q) ∈ X0h (Ω0)×M0h (Ω0).
3. Set (uh, ph) = (uH + eh, pH + ηh) in D.
For the above local algorithm, under the conditions of Theorem 2.1, we have the following result [4].
Theorem 3.1. The local solution (uh, ph) obtained from Algorithm 1 satisfies
‖∇(uh − uh)‖0,D + ‖ph − ph‖0,D ≤ cHs+1

1+ ‖f ‖0,Ω‖f ‖−1,Ω

‖f ‖s−1,Ω , 1 ≤ s ≤ k. (3.1)
Consequently,
‖∇(u− uh)‖0,D + ‖p− ph‖0,D ≤ c

hs + Hs+1

1+ ‖f ‖0,Ω‖f ‖−1,Ω

‖f ‖s−1,Ω , 1 ≤ s ≤ k. (3.2)
3.2. Parallel two-level linearization algorithm
Based on the above local algorithmand applying domain decomposition,we candesign a parallel finite element algorithm
for the stationary Navier–Stokes equations by using a collection of overlapped subdomains and applying Newton’s iterations
of m times to the coarse grid nonlinear problem. Let us first divide Ω into a number of disjoint subdomains D1, . . . ,DJ ,
and then enlarge each Dj to obtain Ωj (Dj ⊂⊂ Ωj ⊂ Ω) that aligns with T h(Ω). These Ωj (j = 1, 2, . . . , J) compose an
overlapping decomposition ofΩ .
Algorithm 2. Parallel two-level linearization finite element algorithm.
1. Find a global coarse grid iterative solution (umH , p
m
H ) ∈ X0H(Ω)×M0H(Ω) such that
a(unH , v)+ b(un−1H , unH , v)+ b(unH , un−1H , v)− d(v, pnH)+ d(unH , q)
= (f , v)+ b(un−1H , un−1H , v), ∀(v, q) ∈ X0H(Ω)×M0H(Ω), (3.3)
for n = 1, . . . ,m, where u0H is defined by
a(u0H , v)− d(v, p0H)+ d(u0H , q) = (f , v), ∀(v, q) ∈ X0H(Ω)×M0H(Ω).
2. Find fine grid corrections (ejmh, η
j
mh) ∈ X0h (Ωj)×M0h (Ωj) (j = 1, 2, . . . , J) in parallel:
a(ejmh, v)+ b(umH , ejmh, v)− d(v, ηjmh)+ d(ejmh, q)
= (f , v)− a(umH , v)− b(umH , umH , v)+ d(v, pmH )− d(umH , q), ∀(v, q) ∈ X0h (Ωj)×M0h (Ωj). (3.4)
3. Set (uhm, p
h
m) = (umH , pmH )+ (ejmh, ηjmh) in Dj (j = 1, 2, . . . , J).
To analyze the above parallel algorithm, we need the following lemmas.
Lemma 3.1 ([5]). Under the following stability condition:
25N‖f ‖−1,Ω
3ν2
< 1, (3.5)
the sequence (unH , p
n
H) defined by (3.3) converges and satisfies
ν‖∇(uH − unH)‖0,Ω + ‖pH − pnH‖0,Ω ≤ c| logH|1/2‖∇(unH − un−1H )‖0,Ω‖unH − un−1H ‖0,Ω , n ≥ 1. (3.6)
Lemma 3.2 ([4]). For j = 1, 2, . . . , J , assume that (uh, ph) is obtained from Algorithm 1 with D = Dj and (uhm, phm) is obtained
from Algorithm 2. Then, it is valid that
ν‖∇(uh − uhm)‖0,Dj + ‖ph − phm‖0,Dj ≤ c(ν‖∇(uH − umH )‖0,Ωj + ‖pH − pmH‖0,Ωj).
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Table 1
Errors of the approximate solutions.
Method h H m CPU(s) ||∇(u− u
h
m)||0,Ω‖∇u‖0,Ω
||p− phm||0,Ω‖p‖0,Ω Ierr Rate
Algorithm 2 1/8 1/4 1 0.188 0.0496461 0.0167316 1.66964e−016
1/27 1/9 1 0.781 0.00532637 0.00140114 2.07849e−017 1.99324
1/64 1/16 1 3.328 0.00126527 0.000202382 2.26836e−017 2.07153
1/125 1/25 1 18.531 0.000401122 4.955e−05 2.45013e−017 1.95577
Standard two-level FE 1/8 1/4 1 0.281 0.0446196 0.012103 1.66964e−016
1/27 1/9 1 2.032 0.00404075 0.00106254 2.07849e−017 1.9938
1/64 1/16 1 10.953 0.000755126 0.000189147 2.26836e−017 1.98567
1/125 1/25 1 89.531 0.000190223 4.95756e−05 2.45013e−017 2.01513
Define piecewise norms
|||∇(uh − uh)|||0,Ω =

J−
j=1
‖∇(uh − uh)‖20,Dj
1/2
, |||ph − ph|||0,Ω =

J−
j=1
‖ph − ph‖20,Dj
1/2
. (3.7)
From Theorem 3.1, Lemmas 3.1 and 3.2, we can obtain the following error estimate.
Theorem 3.2. Suppose that (uhm, p
h
m) is obtained from Algorithm 2. Then, under the conditions of Theorem 2.1 and the stability
condition (3.5), the following error estimate holds:
|||∇(u− uhm)|||0,Ω + |||p− phm|||0,Ω , ≤ c

hs + Hs+1

1+ ‖f ‖0,Ω‖f ‖−1,Ω

‖f ‖s−1,Ω
+ C | logH|1/2‖∇(umH − um−1H )‖0,Ω‖umH − um−1H ‖0,Ω , 1 ≤ s ≤ k, m ≥ 1. (3.8)
Proof. From the definition (3.7) of ||| · |||0,Ω , and by applying the triangle inequality, Theorem 3.1, Lemmas 3.1 and 3.2, we get
|||∇(uh − uhm)|||0,Ω + |||ph − phm|||0,Ω
≤ |||∇(uh − uh)|||0,Ω + |||∇(uh − uhm)|||0,Ω + |||ph − ph|||0,Ω + |||ph − phm|||0,Ω
≤ cHs+1

1+ ‖f ‖0,Ω‖f ‖−1,Ω

‖f ‖s−1,Ω + C | logH|1/2‖∇(umH − um−1H )‖0,Ω‖umH − um−1H ‖0,Ω , 1 ≤ s ≤ k, m ≥ 1.
Combining the above estimate with (2.5) and the triangle inequality, we finish the proof. 
4. Numerical results
In our numerical experiments,Ω is the unit square [0, 1] × [0, 1] in R2. f and the boundary conditions are set such that
the exact solution of the stationary Navier–Stokes equations is given by
u = (u1, u2), u1 = αx2(x− 1)2y(y− 1)(2y− 1), u2 = −αy2(y− 1)2x(x− 1)(2x− 1),
p = α(2x− 1)(2y− 1), (4.1)
where α is a constant which is chosen such that the stability condition 25N
3ν2
‖f ‖−1,Ω < 1 holds. We divide Ω into 2 × 2
disjoint subdomains, and then extend each Dj (j = 1, 2, 3, 4) outside with size h to construct Ωj (j = 1, 2, 3, 4). P2 − P1
elements are employed for the finite element discretization.
First, to test the asymptotical error provided by our parallel method, we set α = 1, ν = 0.1 and then compute the
finite element solutions in subdomains independently by Algorithm 2 with fine meshes of sizes h = t−3 (t = 2, 3, 4, 5)
and corresponding coarse meshes of size H satisfying H = h2/3. Convergence of the Newton’s iteration is declared when the
following condition is satisfied:
Ierr := | logH|1/2‖∇(unH − un−1H )‖0,Ω‖unH − un−1H ‖0,Ω < h2. (4.2)
The numerical results are listed in Table 1 (top), in which m is Newton’s iterations count satisfying the stopping
condition (4.2). The convergence rates are computed by the formula log(Ei/Ei+1)log(hi/hi+1) , where Ei and Ei+1 are the relative error
||∇(u−uhm)||0,Ω+||p−phm||0,Ω
‖∇u‖0,Ω+‖p‖0,Ω corresponding to fine meshes of sizes hi and hi+1, respectively. The CPU time is the maximum of CPU
time taken by the algorithm over the four subdomains, which includes the mesh generation time, the time spent on solving
problems on coarse and fine meshes and the error computing time.
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Fig. 1. Evolution of the relative H1-error for velocity (top) and relative L2-error for pressure (bottom) with the nonlinear iterations by employing different
stopping criteria.
Let (u, p) be the exact solution to the Navier–Stokes equations and (uhm, p
h
m) be obtained by our parallel two-level finite
element method. According to the mixed finite element spaces we chosen and the relationship between the mesh sizes H
and h, i.e., H = O(h2/3), by Theorem 3.2, we have
|||∇(u− uhm)|||0,Ω + |||p− phm|||0,Ω ≈ ch2 + C | logH|1/2‖∇(un+1H − unH)‖0,Ω‖un+1H − unH‖0,Ω . (4.3)
Moreover, if | logH|1/2‖∇(un+1H − unH)‖0,Ω‖un+1H − unH‖0,Ω is a higher order infinitesimal quantity compared with h2 as h (or
H) tends to zero, we have
|||∇(u− uhm)|||0,Ω + |||p− phm|||0,Ω ≈ ch2.
The results shown in Table 1 (top) support the above estimate.
To test the performance of our method, in Table 1 (bottom), we also list the errors of solutions computed by the standard
two-level finite element method proposed by Layton et al. [6], where the coarse grid nonlinear problem is solved by the
Newton iterative method and the stopping condition (4.2) is employed for the nonlinear iteration. From Table 1, we can see
that our parallel two-level linearization method is highly efficient. It can yield an approximate solution with an accuracy
comparable to that of the standard two-level finite element solution with a substantial reduction in computational time.
As mentioned in the Introduction, the second term C | logH|1/2‖∇(un+1H − unH)‖0,Ω‖un+1H − unH‖0,Ω in the right-hand side
of (1.2) indicates a stopping criterion for the nonlinear iteration. To check this, we set α = 100, h = 1/125, H = 1/25 and
then compute the finite element solution by Algorithm 2 with different values of ν employing two stopping criteria for the
nonlinear iteration on coarse grid, namely, the stopping criterion (4.2) and the following stopping condition:
‖unH − un−1H ‖0,Ω
‖unH‖0,Ω
< 10−6. (4.4)
Fig. 1 depicts the evolution of the relative H1-error for velocity and relative L2-error for pressure with the nonlinear
iterations, which shows that our stopping criterion (4.2) is suitable.
5. Conclusion
In this work, we have presented and analyzed a parallel two-level linearization method for the stationary Navier–Stokes
equations. Numerical results illustrated the high efficiency of the proposed method.
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