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We investigate the universally non-equilibrium dynamics of superradiant phase transition in the
anisotropic quantum Rabi model. By introducing position and momentum operators, we obtain the
ground states and their excitation gaps for both normal and superradiant phases via perturbation
theory. We analytically extract the critical exponents from the excitation gap and the diverging
length scale near the critical point, and find that the critical exponents are independent upon the
anisotropy ratio. Moreover, by simulating the real-time dynamics across the critical point, we
numerically extract the critical exponents from the phase transition delay and the diverging length
scale, which are well consistent with the analytical ones. Our study provides a dynamic way to
explore universal critical behaviors in the quantum Rabi model.
I. INTRODUCTION
Spontaneous symmetry breaking and quantum phase
transitions (QPTs) are two fundamental and important
concepts in physics. The second-order QPTs always as-
sociate with spontaneous symmetry breaking [1–3], in
which gapless energy spectra and degenerate ground
states appear in the thermodynamical limit. Due to the
gapless excitations at the critical point, the adiabaticity
breaks down when a system goes through a continuous
phase transition. As a consequence, nontrivial excita-
tions such as domains [4–14], vortices [15–17] and soli-
tons [18–20] appear spontaneously and obey the well-
konwn Kibble-Zurek mechanism (KZM) [3, 4, 21–25].
The KZM has been extensively studied in various sys-
tems, from the early universe [3, 4], condensed matter
systems [26–28], trapped ions [29–33], to ultracold atomic
gases [5–15, 18–20, 34–37].
The quantum Rabi model (QRM), a paradigmatic
model in quantum optics, describes the fundamental in-
teraction between quantized fields and two-level quantum
systems [38–44]. In the thermodynamic limit, the QRM
exhibits normal-superradiant phase transition, which
provides an excellent platform for exploring universal be-
havior in both equilibrium [45–48] and non-equilibrium
dynamics [49–51]. The anisotropic QRM, whose rotating
and counter-rotating interactions have different coupling
strengths [52–54], is a generalized QRM. In recent, QPTs
in the anisotropic QRM and their universality are stud-
ied [55]. However, the corresponding non-equilibrium
universal dynamics is still unclear, it is worthy to clarify
whether the anisotropic ratio affects the universality.
In this work, we investigated the non-equilibrium uni-
versal dynamics in the anisotropic QRM. Under the de-
scription of position and momentum operators, making
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use of the Schrieffer-Wolff (SW) transformation, we ob-
tain the ground states and their excitation gaps with
the second-order perturbation theory. Then, we ana-
lytically extract the critical exponents from the excita-
tion gap and the diverging length scale, which reveal
that the anisotropic QRM shares the same critical expo-
nents for different anisotropy ratios between the rotating
and counter-rotating terms. Furthermore, we numeri-
cally simulate the real-time dynamics of the anisotropic
QRM whose coupling strength is linearly swept across
the critical point. With the non-equilibrium dynamics,
we numerically extract two universal scalings from the
phase transition delay and the diverging length scale with
respect to the quench time. The critical exponents ex-
tracted from the numerical simulation are well consistent
with the analytical ones.
The paper is organized as follows. In Sec. II, we intro-
duce the anisotropic QRM and give its ground states and
excitation gaps. In Sec. III, we briefly review the KZM,
and analytically extract the critical exponents from the
excitation gap and the variance of the position and mo-
mentum operators. In Sec. IV, we present the real-time
non-equilibrium universal dynamics, and extract the crit-
ical exponents from the phase transition delay and the
diverging length scale. Finally, we give a brief summary
and discussion in Sec. V.
II. THE ANISOTROPIC QUANTUM RABI
MODEL: GROUND STATES AND EXCITATION
GAPS
In the units of ~ = 1, the anisotropic QRM can be
described by the full-quantum Hamiltonian,
H = ωa†a+
Ω
2
σx+g
[(
σ+a+ σ−a
†
)
+ λ
(
σ+a
† + σ−a
)]
,
(1)
2where a†(a) are the creation (annihilation) operators of
the phonons with frequency ω, g is the coupling strength
and λ denotes the anisotropic ratio between rotating
and counter-rotating terms. Given the Pauli matri-
ces σx,y,z, the second term describes a two-level system
σ± = (σz ∓ iσy) /2 with a transition frequency Ω.
Defining the dimensionless position and momentum
operators x =
(
a+ a†
)
/
√
2 and p = i
(
a† − a) /√2, the
Hamiltonian reads
H =
ω
2
(
p2 + x2
)
+
Ω
2
σx+ g˜
√
Ωω
8
[(1 + λ)σzx+ (1− λ) σyp] ,
(2)
where g˜ = 2g/
√
Ωω. The Hamiltonian becomes the
QRM when λ = 1, while it is the JC model when
λ = 0. The second term becomes dominant in the limit
Ω/ω → ∞, thus the relevant low-energy states have
〈σx〉 ≃ −1. Within this subspace, the ground states
can be determined by the competition between the first
term (a conventional oscillator) and the last term (the
coupling between the phonon field and the two-level sys-
tem) [55, 56]. In Fig. 1, we show the typical ground
state of Eq. (2) for different coupling strength. It clearly
show the ground states undergoes a spontaneous sym-
metry breaking from symmetric to asymmetric when g˜
increases, see Fig. 1(a).
FIG. 1. (Color online) Density distributions of the ground
states of the quantum Rabi model. (a) The total density
distribution |ψ1|
2+ |ψ2|
2 for λ = 1, ω = 1, Ω = 1000 and L =
96; (b,c,d) are three typical density distribution for g˜/g˜c =
0.5, 1.02 and 1.5, respectively. In which, g˜/g˜c = 1 is the
critical point.
In the weak coupling region, g˜ < g˜c, the ground state is
dominated by the oscillator term in the normal phase as
shown in Fig. 1(b), which is the vacuum of the phonon
field and atom in the low energy space. However, as
the field-matter coupling is increased to the deep strong
coupling regime g˜ > g˜c, the ground state turns from
the normal phase to the superradiant phase, in which
both the atom and the phonon field become excited [see
Fig. 1(c,d)]. To describe the superradiant phase transi-
tion, one may choose the excitation of the atom and the
phonon field can be served as an order parameter [47, 51].
A. Normal phase
Below we briefly review the derivation of ground states
and their excitation gaps from a low-energy effective
Hamiltonian [55]. To obtain the low-energy effective
Hamiltonian, one may apply the SW transformation.
The Hamiltonian (2) includes an unperturbed Hamilto-
nian H0 and a off-diagonal perturbation HV as follows
H0 =
ω
2
(
p2 + x2
)
+ Ω2 σx,
HV = g˜
√
Ωω
8 [(1 + λ)σzx+ (1− λ)σyp] .
(3)
By introducing a unitary operator S0 [55], which is
the generator of the SW transformation and is an anti-
Hermitian operator,
S0 = ig˜
√
ω
8Ω
[(1− λ)σzp− (1 + λ) σyx] . (4)
Therefore the second-order low-energy effective Hamilto-
nian is given as
H
(2)
eff = 〈−|H(2)eff |−〉 ≃
ω
2
(
1− ξ′2
)
p2 +
ω
2
(
1− ξ2)x2,
(5)
where |±〉 are the eigenstates of σx, ξ = g˜ (1 + λ) /2 and
ξ
′
= g˜ (1− λ) /2. In the weak coupling region, the effec-
tive Hamiltonian behaves as the conventional harmonic
oscillator as shown in Fig. 1(b), which corresponds to the
normal phase. The normal phase is the vacuum of atom
and phonon excitations. The excitation gap is given as
̟0 = ω
√
(1− ξ2)
(
1− ξ′2
)
. (6)
The normal-to-superradiant phase transition occurs at
̟0 = 0, which gives ξc = 1 or ξ
′
c = 1, that is,
g˜c =
2
1 + |λ| . (7)
In the region of g˜ ≤ g˜c, the ground state is a normal
phase ψ0 (x, α0) = e
−S0φ0 (x, α0) |−〉 with
φ0 (x, α0) =
√
α0
π1/4
exp
(
−1
2
α20x
2
)
(8)
denoting the ground state of the harmonic oscillator.
Here the effective mass m0 = 1/
[
ω
(
1− ξ′2
)]
and the
wavepacket width α0 =
√
m0̟0.
B. Superradiant phase
We now discuss the ground states and the correspond-
ing excitation gaps for the superradiant phase. In the
3region of g˜ > g˜c, the system enters into the superradiant
phase and the effective Hamiltonian (5) for the normal
phase breaks down. This means that P = |−〉 〈−| is no
longer the suitable low-energy subspace. Making use of
the SW transformation, we introduce new generators to
diagonalize the Hamiltonian for both λ > 0 and λ < 0.
Then, one may obtain an effective Hamiltonian and give
its ground states and excitation gaps.
In the case of λ > 0, we introduce a new displaced op-
erator D1 [α] = e−iαp = e−α ∂∂x with the parameter α to
be determined, thus the Hamiltonian (2) is transformed
as
H (α) = D†1 (α)HD1 (α) = ω2
(
p2 + x2
)
+ Ω2 σx
+
√
Ωω
2
(
ξσzx+ ξ
′
σyp
)
+ ωαx+ αδ12 σz +
ωα2
2 ,
(9)
where δ1 =
√
2Ωωξ. The eigenstates of the atomic part
Ha =
Ω
2 σx +
αδ1
2 σz are
|↑〉 = cos θ |+〉+ sin θ |−〉 , |↓〉 = − sin θ |+〉+ cos θ |−〉 ,
(10)
with sin 2θ = αδ1/Ω˜, cos 2θ = Ω/Ω˜ and the new atomic
transition frequency Ω˜ =
√
Ω2 + (δ1α)
2
. In terms
of Pauli matrices τx,y,z associated with {|↑〉 , |↓〉}, the
Hamiltonian (9) becomes
H (α) = ω2
(
p2 + x2
)
+
√
Ωω
2
(
ξ cos 2θxτx − ξ′pτy
)
+
(
ωα+
√
Ωω
2 sin 2θξτz
)
x+ Ω˜2 τz +
ωα2
2 .
(11)
To eliminate the perturbation term,(
ωα+
√
Ωω/2 sin 2θξτz
)
x, we choose the parame-
ter α such that ωα −
√
Ωω/2 sin 2θξ = 0, which gives
the nontrivial solutions
α = ±αg = ±
√
(Ω/2ωξ2) (ξ4 − 1). (12)
Given α = ±αg, the Hamiltonian reads
H˜ (±αg) = H˜0 + H˜V , (13)
with
H˜0 =
ω
2
(
p2 + x2
)
+ Ω˜2 τz ,
H˜V =
√
Ωω
2
(
ξ cos 2θxτx − ξ′pτy
)
.
(14)
Making use of the SW transformation, we find a new
generator,
S1 = i
√
Ωω
2Ω˜2
(
ξ
′
pτx + ξ cos 2θxτy
)
. (15)
for diagonalizing the Hamiltonian (13) under the con-
dition of Ω˜/ω ≫ 1. Thus the second-order low-energy
effective Hamiltonian reads,
H˜
(2)
eff ≃
ω
2
(
1−
Ω
Ω˜
ξ
′2
)
p2 +
ω
2
(
1−
Ω
Ω˜
ξ2cos22θ
)
x2. (16)
Comparing with the simple harmonic oscillator, the ex-
citation gap (see Fig. 2) is given as
̟1=ω
√√√√(1− 1
ξ4
)(
1 − ξ
′2
ξ2
)
. (17)
The excitation gap recovers the previous result when λ =
1 [51]. Obviously, the ̟1 vanishes at ξc = 1, which gives
the critical point
g˜c =
2
1 + λ
, (λ > 0). (18)
The corresponding ground-state for g˜ > g˜c is ψ1 (x, α1) =
D1 (αg) e−S1φ0 (x, α1) |↓〉, where φ0 (x, α1) is the ground
state of the harmonic oscillator with α1 =
√
m1̟1 and
the effective mass m1 = 1/
[
ω
(
1− ξ′2/ξ2
)]
.
In the case of λ < 0, we introduce another displaced
operator D2 (β) = e−iβx = e−β
∂
∂p with the parameter
β to be determined, thus the Hamiltonian (2) is trans-
formed as
H (β) = D2† (β)HD2 (β) = ω2
(
p2 + x2
)
+ Ω2 σx
+
√
Ωω
2
(
ξσzx+ ξ
′
σyp
)
+ ωβp+ βδ22 σy +
ωβ2
2 ,
(19)
where δ2 =
√
2Ωωξ
′
. The eigenstates of the atomic part
Ha =
Ω
2 σx +
βδ2
2 σy are∣∣∣↑˜〉 = cos θ′ |+〉−i sin θ′ |−〉 , ∣∣∣↓˜〉 = sin θ′ |+〉+i cos θ′ |−〉 ,
(20)
with sin 2θ
′
= αδ2/Ω˜
′
, cos 2θ
′
= Ω/Ω˜
′
, and the new
atomic transition frequency Ω˜
′
=
√
Ω2 + (δ2β)
2
. In
terms of Pauli matrices τ
′
x,y,z associated with
{∣∣∣↑˜〉 , ∣∣∣↓˜〉},
the new Hamiltonian reads
H (β) = ω2
(
p2 + x2
)−√Ωω2 (ξxτ ′y + ξ′ cos 2θpτ ′x)
+
(
ωβ +
√
Ωω
2 sin 2θξ
′
τ
′
z
)
p+ Ω˜2 τ
′
z +
ωβ2
2 .
(21)
To eliminate the perturbation term,(
ωβ +
√
Ωω/2 sin 2θξ
′
τ
′
z
)
p, we choose ωβ −√
Ωω/2 sin 2θξ
′
= 0, which gives
β = ±βg =
√(
Ω/2ωξ′
2
)(
ξ′
4 − 1
)
. (22)
Given β = ±βg, the Hamiltonian becomes
H˜
′
(±βg) = H˜
′
0 + H˜
′
V , (23)
with
H˜
′
0 =
ω
2
(
p2 + x2
)
+
Ω˜
2
τ
′
z, H˜
′
V = −
√
Ωω
2
(
ξxτ
′
y + ξ
′
cos 2θpτ
′
x
)
.
(24)
4Through performing SW transformation, under the
condition of Ω˜
′
/ω ≫ 1, we diagonalize the Hamilto-
nian (23) with the generator
S2 = i
√
Ωω
2Ω˜2
(
ξxτ
′
x − ξ
′
cos 2θpτ
′
y
)
. (25)
Then we obtain the second-order low-energy effective
Hamiltonian,
H˜ ′
(2)
eff ≃
ω
2
(
1− Ω
Ω˜
ξ
′2cos22θ
)
p2 +
ω
2
(
1− Ω
Ω˜
ξ2
)
x2,
(26)
and the excitation gap (see Fig. 2)
̟2=ω
√(
1− 1
ξ′
4
)(
1− ξ
2
ξ′
2
)
. (27)
Obviously, the excitation gap ̟2 vanishes at the critical
point ξ
′
c = 1, that is,
g˜c =
2
1− λ, (λ < 0). (28)
The corresponding ground state is ψ2 (x, α2) =
D2 (βg) e−S2φ0 (x, α2)
∣∣∣↓˜〉, where φ0 (x, α2) is the ground
state of the simple harmonic oscillator with α2 =
√
m2̟2
and the effective mass m2 = 1/
[
ω
(
1− 1/ξ′4
)]
.
FIG. 2. (Color online) The excitation gap obtained from the
second-order perturbative Hamiltonian. Insets: the universal
scalings of the energy gaps near the critical region labelled
by the dashed-line rectangle, where the left and right insets
respectively correspond to normal and superradiant phases.
III. UNIVERSAL CRITICAL DYNAMICS
ACROSS SUPERRADIANT PHASE
TRANSITION
A. Analytical Kibble-Zurek scalings
In the following, we briefly introduce the KZM and
analytically derive the universal critical exponents. Near
the quantum critical point, due to the vanishing of the
energy gap, the correlation (or healing) length ζ and re-
laxation time τ diverge as
τ ∼ |ǫ|−vz, ζ ∼ |ǫ|−v, (29)
where ǫ is the dimensionless distance from the critical
point, and (v, z) are the critical exponents. To drive
system from normal to superradiant phase, we linearly
quench the coupling strength according to
ǫ (t) =
|g˜ (t)− g˜c|
g˜c
=
t
τQ
, (30)
where τQ is the quench time. In a QPTs, the relaxation
time is defined by the inverse of the gap between the
ground state and the first relevant excited state, i.e. τ ≃
̟−1. However, the relaxation time is divergent in the
vicinity of the critical point, in which the gap vanishes as
̟ ∼ |ǫ|vz . (31)
When the transition rate |ǫ˙/ǫ| = 1/ |t| equals to the gap
̟ ∼ |ǫ|vz = |t/τQ|vz , the adiabaticity fails near an in-
stant t = tˆ ,
tˆ ∼ τ
vz
1+vz
Q , ǫˆ ∼ τ
− 1
1+vz
Q , (32)
and the corresponding correlation length becomes as
ζˆ ∼ ǫˆ−v ∼ τ
v
1+vz
Q . (33)
In the region of g˜ ≤ g˜c, the excitation gap ̟0 near the
critical point vanishes as
̟0 ∝ f̟ (λ) |ǫ|1/2, λ 6= 0, (34)
where
f̟ (λ) = ω
[
1−
(
1− |λ|
1 + |λ|
)2]1/2
. (35)
Comparing with Eq. (31), we analytically obtain vz =
1/2. When λ = 0, the excitation gap becomes
̟0 ∝ |ǫ|1 . (36)
Given vz = 1, the critical exponents for λ = 0 are belong
to a different universality class [57], which will not be
discussed below. For the anisotropic QRM, the energy
gap ̟0 near the critical point vanishes, see the left insets
5of Fig. 2, it clearly reveals that the anisotropic QRM
shares the same universal class.
To extract the critical exponents, we introduce the
position variance ∆x and the momentum variance ∆p.
In the normal phase, ∆x and ∆p are obtained via the
ground state ψ0 .
∆x =
1
2
(
1− ω
Ω
ξξ
′
)√1− ξ′2
1− ξ2 +
ωξ
′2
2Ω

1
2
, (37)
∆p =
[
1
2
(
1− ω
Ω
ξ
′
ξ
)√ 1− ξ2
1− ξ′2
+
ωξ2
2Ω
] 1
2
. (38)
Near the neighborhood of the phase transition, the length
scale ∆x behaves as
∆x ∝ f (λ) |ǫ|−1/4, λ > 0,
∆x ∝ f−1 (λ) |ǫ|1/4, λ < 0, (39)
where
f (λ) =
[
1−
(
1− |λ|
1 + |λ|
)2]1/4
. (40)
The critical behavior of ∆x shows that it is divergent
when λ > 0, while it vanishes when λ < 0. It’s worthy
to note that ∆x plays an analogous role of the diverging
length scale when λ > 0 [1, 51]. Comparing with Eq. (29),
we obtain the static correlation length critical exponent
v = 1/4 and the dynamic critical exponent z = 2.
For the momentum variance ∆p, its critical behavior
obeys
∆p ∝ f−1 (λ) |ǫ|1/4, λ > 0,
∆p ∝ f (λ) |ǫ|−1/4, λ < 0. (41)
In contrast to ∆x, ∆p becomes divergent when λ < 0,
while it vanishes when λ > 0. In the case of λ < 0,
the diverging length scale ∆p gives the critical exponent
v = 1/4 according to KZM, and so that we have the
critical exponent z = 2.
In the region of g˜ > g˜c, we divide the superradiant
phase into two parts, which label as x-type(p-type) su-
perradiant phase when λ > 0(λ < 0) [55], respectively.
In the superradiant phase, the excitation gap ̟1,2 near
the critical point vanishes as
̟1,2 ∝ f̟ (λ) |ǫ|1/2, λ 6= 0. (42)
The critical behaviors of the excitation gap are shown in
the right insets of Fig. 2, which gives vz = 1/2. In the
x-type superradiant phase, ∆x and ∆p are obtained via
the ground state ψ1 (x, α1).
∆x =
1
2
(
1−
ωξ
′
Ωξ5
)√
ξ2 − ξ′2
ξ2 − ξ−2
+
ωξ
′2
2Ωξ4
−
ξ
′
2ξ3
+
ξ
′
2ξ7
 12 ,
(43)
∆p =
[
1
2
(
1− ωξ
′
Ωξ5
)√
ξ2 − ξ−2
ξ2 − ξ′2
+
ω
2Ωξ6
] 1
2
. (44)
Near the critical point, the critical behavior gives
∆x ∝ f (λ) |ǫ|−1/4, ∆p ∝ f−1 (λ) |ǫ|1/4. (45)
For p-type superradiant phase, ∆x and ∆p are obtained
via the ground state ψ2 (x, α2).
∆x =
1
2
(
1− ωξ
Ωξ′
5
)√
ξ′
2 − ξ′−2
ξ′
2 − ξ2
+
ω
2Ωξ′
6

1
2
, (46)
∆p =
1
2
(
1−
ωξ
Ωξ′
5
)√
ξ′
2
− ξ2
ξ′
2
− ξ′
−2 +
ωξ2
2Ωξ′
4 −
ξ
2ξ′
3 +
ξ
2ξ′
7
 12 .
(47)
Near the critical point, the critical behavior gives
∆x ∝ f−1 (λ) |ǫ|1/4, ∆p ∝ f (λ) |ǫ|−1/4. (48)
In the x-type superradiant phase, ∆x acts as the di-
verging length scale, while in the p-type superradiant
phase, ∆p is the diverging length scale. According to
Eq. (29), the diverging length scale gives the critical
exponent v = 1/4 and the dynamical critical exponent
z = 2.
B. Numerical scalings
Below we show how to numerically extract the Kibble-
Zurek scalings from the non-equilibrium dynamics. We
perform the numerical simulations based on the Hamilto-
nian (2). To study the non-equilibrium dynamics, we pre-
pare the initial ground state deeply in the normal phase,
in order to drive the system cross the superradiant phase
transition, the coupling strength g˜ is linearly quenched
according to
g˜(t) = g˜c (1− t/τQ) , (49)
where g˜c is the critical point, and τQ is the quench
time. The typical total density distributions for differ-
ent quench times are shown in Fig. 3. When the system
is quenched at a fast rate (which respond to small τQ),
the state may remain the information of the normal phase
even in the deep superradiant region, see Fig. 3(a). How-
ever, the state evolves more adiabatic as the quench time
becomes larger, in which the oscillation amplitude of the
state becomes smaller, see Fig. 3(c). When τQ → ∞,
the quench dynamic returns to the equilibrium case, see
the Fig. 1(a). Base on aforementioned description, the
phonon number nc = 〈ω(p2 + x2)/2〉 serves as the order
parameter. When the coupling strength g˜ is quenched
across the phase transition g˜c, the time-evolution of nc
6FIG. 3. (Color online) The time-evolution of density distribution for different quench times τQ. When the system is quenched
from normal to superradiant phases at a finite τQ, due to the vanishing excitation gap at the critical point, the system can’t
adiabatically across the critical point and the wave-packet spreads due to the appearance of excitations. The parameters are
chosen as L = 96, ω = 1, Ω = 1000, λ = 1 and τQ = 10
1.0, 101.5, 102.0.
are shown in Fig. 4(a). In the case of equilibrium phase
transition, the phonon number becomes non-zeros when
the system sweeps through the critical point. However,
in the case of the non-equilibrium dynamics, the phonon
number delays to increase until the system crosses the
freeze time tˆ, where the state restarts to evolve.
FIG. 4. (Color online) (a) The time evolution of the phonon
number nc for different quench times, the inset shows the
universal behavior in the rescaled time. (b) The universal
scaling of the phase transition delay bd with respect to the
quench time τQ for different λ.
To study the phase transition delay bd, we define the
bd as
bd ∼ |ǫ| ∼
∣∣g˜(tˆ)− g˜c∣∣ ∼ τ− 11+vzQ , (50)
where tˆ is the freeze time. In our calculation, tˆ is de-
termined when the phonon number nc reaches at fixed
value nfixc . According to the KZM, the instantaneous
state freezes at −tˆ but with global phase evolution dur-
ing the impulse region. Hence, the order parameter re-
mains zero in the first adiabatic region and the impulse
region. When the system crosses over the freeze time tˆ,
the instantaneous state restarts to evolve again, but the
states at this moment are no longer the eigenstates of the
Hamiltonian. Therefore, the order parameter becomes
nonzero after the freeze time tˆ. We determine the freeze
time tˆ when the phonon number nc satisfies n
fix
c = 5. In
Fig. 4(b), we show the universal scaling of the the phase
transition delay bd with respect to the quench time τQ,
the numerical scalings for different λ are well consistent
with the analytical result bd ∼ τ−
1
1+vz
Q ∼ τ−2/3Q .
FIG. 5. (Color online) (a,c) Universal scalings of the diverging
length scale ∆x and ∆p with respect to the quench time τQ for
different λ. (b,d) Universal scalings of the rescaled diverging
length scale in the logarithmic coordinate.
Here, we treat the position variance ∆x (or the mo-
mentum variance ∆p) as the diverging length scale when
λ > 0(or λ < 0). In Fig. 5(a,b), we demonstrate the uni-
versal scaling of the ∆x with respect to the quench time
τQ. The power laws are well agree with the analytical
7Anisotropic ratio λ -0.5 -1.0 -1.5 -2
z(Critical exponent) 1.994 1.989 2.017 2.009
ν(Critical exponent) 0.2511 0.2501 0.2507 0.2486
Anisotropic ratio λ 0.5 1.0 1.5 2
z(Critical exponent) 1.998 1.991 2.019 2.013
ν(Critical exponent) 0.2506 0.2497 0.2504 0.2480
TABLE I. The numerical critical exponents(z,ν) of the
anisotropic QRM for different λ, which are well consistent
with the analytical ones (z = 2, ν = 1/4).
result ∆x ∼ τ
v
1+vz
Q ∼ τ1/6Q . In the case of λ < 0, the
momentum variance ∆p serves as the diverging length
scale. Similarly, ∆p shows universal scaling with re-
spect to the quench time τQ as shown in Fig.5(c,d), the
power law is well consistent with the analytical result
∆p ∼ τ
v
1+vz
Q ∼ τ1/6Q . Combing the scalings of the phase
transition delay and the diverging length scale, we finally
give the numerical critical exponents of anisotropic QRM
for different λ in TABLE. I.
IV. SUMMARY AND DISCUSSIONS
In summary, we have investigated the non-equilibrium
dynamics across a normal-to-superradiant phase transi-
tion in the anisotropic QRM. Through performing the
SW transformation, the Hamiltonian can be diagonal-
ized and so that the ground states and their excitation
gaps can be analytically obtained. By analyzing the
excitation gap and the diverging length scale, we give
the critical exponents (z = 2, ν = 1/4). Meanwhile,
we also simulate the real-time slow dynamics across the
normal-to-superradiant phase transition. To extract the
critical exponents, we study the phase transition de-
lay and diverging length scale near the critical point,
which show universal scalings with respect to the quench
time. By introducing position and momentum opera-
tors, we clearly show the spontaneous symmetry break-
ing in the anisotropic QRM, which manifests the total
density distribution spontaneously varies from a single-
peak to double-peak shape. Moreover, we reveal that the
anisotropic QRM shares the same universal class (i.e. the
identical critical exponents) in spite of the anisotropic ra-
tio.
It is possible to realize the QRM in the ultrastrong
coupling regime and the deep strong coupling regime
via superconducting circuits [58–60], cold atoms [61] and
trapped ions [33, 62]. The realization of the anisotropic
QRM is more challengeable, some attempts have been
proposed via quantum well [63, 64], circuit QED sys-
tems [65, 66], superconducting flux qubits [54]. The
ratio between the atomic transition frequency Ω and
the phonon field frequency ω can be tuned by adjust-
ing the frequency detuning of the time-dependent mag-
netic fields, the qubits frequency and the LC oscillator
frequency. The coupling interaction strength g and the
anisotropic ratio λ can be tuned by adjusting the phase
of the time-dependent magnetic fields.
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