Combined Heat and Power Economic Dispatch for Isolated Microgrids by Romero Quete, David Fernando
Combined Heat and Power Economic
Dispatch for Isolated Microgrids
David Fernando Romero Quete
Universidad Nacional de Colombia
Facultad de Ingenieŕıa
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Abstract
Microgrids (MGs) have gathered significant attention over the last decade due to their poten-
tial to integrate Renewable Energies (RE) into power systems, in a reliable and efficient way,
and their ability to provide sustainable energy supply solutions for remote areas without a
connection to the main grid. Microgrids used for the latter application are known as isolated
MGs since they are permanently operating in stand-alone mode. Isolated MGs have spe-
cific technical features such as low inertia and a critical demand-supply balance constraint,
which hinder their operation, especially in cases with high penetration of intermittent and
fluctuating RE. Moreover, it is expected that Combined Heat and Power Systems (CHP)
will play an important role in MGs since these systems can considerably improve the overall
system efficiency. CHP systems introduce additional technical challenges mainly related to
the heat-power dependency of CHP and the thermal and power demand uncertainty. Thus,
in order to guarantee a reliable and economic operation of isolated MGs integrating CHP
units, it is important to design adequate strategies and methods for their different control
levels. In these microgrids, the Energy Management System (EMS) has the main function
of optimizing their operation through the solution of optimization problems such as Unit
Commitment (UC), economic dispatch and/or optimal power flow. Hence, this thesis seeks
to address the aforementioned challenges by proposing a novel energy management system
(EMS) approaches for isolated MGs with CHP units and high penetration of RE.
First, an EMS algorithm is proposed, based on an Affine Arithmetic-based Unit Com-
mitment (AAUC) problem for day-ahead dispatch, using uncertainty intervals of both load
and RE to provide robust commitment and dispatch solutions in AA form, which are feasible
for all the possible realizations within the predetermined uncertainty bounds. A real-time
dispatch solution is then found by the proposed algorithm, which computes the noise sym-
bols values of the affine forms obtained by the AAUC, based on the current and actual
load, the RE power levels and the available reserves. If the actual forecast error is out-
side the uncertainty bounds considered in the AAUC solution process, leading to possible
load and/or RE curtailment, the AAUC is recalculated with updated forecast information.
The proposed AA-based EMS is tested on a modified CIGRE microgrid benchmark and is
compared against day-ahead deterministic, Model Predictive Control (MPC), stochastic op-
timization, and stochastic-MPC approaches. The simulation results show that the proposed
EMS provides robust and adequate cost-effective solutions, without the need of frequent
re-calculations as with MPC-based approaches, or assumptions regarding statistical charac-
teristics of the uncertainties as in the case of stochastic optimization.
Finally, a novel approach for the optimal economic dispatch of CHP MGs is proposed,
which incorporates an Affine Arithmetic-based Economic Dispatch (AAED) problem into
an MPC framework. The proposed algorithm solves each ∆t minutes (e.g. 15m) an AAED
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problem with time steps of ∆t minutes over a time horizon T (e.g. 24h). It uses the avail-
able forecast and the current state of the system, to provide the schedule and the affine
forms that represent the operation intervals of the generators and Energy Storage Systems
(ESS) for the next time interval [t, t + ∆t]. Online set points for generators and ESS are
then obtained by computing the noise symbols values of the affine forms, based on the most
updated information of electricity and heat demands and available renewable energy power.
A theoretical CHP-based MG, comprising PVs, a gas boiler, a CHP unit, a battery, and a
thermal tank, is used to assess the performance of the AA-MPC approach in both connected
and isolated operation modes. The method is also compared with a deterministic MPC ap-
proach. Results show the ability of the method to better address forecasting errors, resulting
in more cost-effective solutions, without considerably affecting the computation performance.
Keywords: Affine arithmetic, combined heat and power, economic dispatch, en-




El concepto de microrredes ha ganado importancia en los últimos años debido a que
facilita la integración de enerǵıas renovables a los sistemas de potencia de forma confiable
y eficiente y a que provee soluciones sostenibles de suministro de enerǵıa para áreas re-
motas sin conexión a la red eléctrica principal. Las microrredes utilizadas en dichas áreas
remotas se conocen como microrredes aisladas, pues funcionan permanentemente en modo
autónomo. Estas microrredes tienen caracteŕısticas técnicas espećıficas tales como baja in-
ercia y restricción cŕıtica de balance entre generación y demanda, que dificultan su adecuada
operación, especialmente en casos con alta penetración de enerǵıas renovables de carácter
fluctuante e intermitente. Adicionalmente, se espera que los sistemas de cogeneración (CHP
por sus siglas en inglés) jueguen un papel importante en las microrredes, pues dichos sis-
temas pueden mejorar considerablemente la eficiencia global del sistema. Sin embargo, los
CHP introducen desaf́ıos técnicos adicionales relacionados principalmente con la relación
que existe entre la generación de electricidad y la generación de calor, aśı como la incer-
tidumbre asociada a la demanda térmica. Por lo tanto, para garantizar un funcionamiento
confiable y económico de las microrredes aisladas con CHP, es importante diseñar estrate-
gias y métodos adecuados para sus diferentes niveles de control. En estas microrredes, el
sistema de gestión de la enerǵıa (EMS por sus siglas en inglés) tiene la función principal de
optimizar la operación a través de la solución de problemas de optimización tales como el
problema de compromiso de unidades (UC por sus siglas en inglés), el despacho económico
y/o el flujo de potencia óptimo. Por lo tanto, esta tesis busca abordar los desaf́ıos men-
cionados, proponiendo enfoques novedosos de EMS para microrredes aisladas con sistemas
de cogeneración y alta penetración de renovables.
En primer lugar, se propone un algoritmo de EMS que integra una formulación del
problema de UC en donde la incertidumbre asociada a la generación con renovables y a la
demanda es modelada por medio de la técnica matemática conocida como “Affine Arith-
metic (AA)”. Al resolver dicho problema, nombrado aqúı AAUC, se obtienen soluciones
robustas de despacho en el dominio de la AA, las cuales son factibles para todos los posibles
escenarios dentro de los ĺımites de incertidumbre considerados. Posteriormente, haciendo
uso de la información más reciente de demanda, potencia generada con renovables y reservas
disponibles y de las predicciones de dichas variables, se calculan los valores de los “noise
symbols” de las “affine forms” obtenidas en el AAUC, obteniendo aśı soluciones de despacho
en tiempo real. Si el error de predicción está fuera de los ĺımites considerados en el proceso
de solución del AAUC, lo que conlleva a un deslastre de carga o de generación con renovables,
el AAUC se recalcula con un pronóstico actualizado. El EMS propuesto es probado en un
modelo de microrred propuesto por el CIGRE y se compara con otros métodos disponibles
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en la literatura, tales como el control predictivo por modelo (MPC por sus siglas en inglés),
la optimización estocástica y el método combinado estocástico-MPC. Los resultados de la
simulación muestran que el EMS propuesto ofrece soluciones de operación económicas y con-
fiables, sin la necesidad de efectuar cálculos recurrentes con un costo computacional asociado
o de hacer suposiciones con respecto a las caracteŕısticas estad́ısticas de las incertidumbres,
como en el caso de los enfoques basados en MPC u optimización estocástica.
Finalmente, se presenta un nuevo enfoque para el despacho económico óptimo de CHP
microrredes, el cual incorpora dentro de un esquema de MPC un problema de despacho
económico basado en AA, denominado AAED. El algoritmo propuesto resuelve cada ∆t
minutos (ej. 15 m) un problema AAED para un horizonte de tiempo T (ej. 24 h) dividido
en pasos de tiempo de ∆t minutos. Utilizando el pronóstico disponible y el estado actual del
sistema, la solución de dicho problema proporciona el compromiso de unidades y las “affine
forms” que representan los intervalos de operación de los generadores y de los sistemas de
almacenamiento de enerǵıa para el siguiente intervalo de tiempo [t, t+ ∆t]. Posteriormente,
con base en la información más actualizada disponible de demanda de electricidad y de calor
y de la enerǵıa generada con renovables, se calculan los valores de los “noise symbols” de las
“affine forms” con el fin de obtener las referencias de potencia en tiempo real para los con-
troles locales de los generadores y sistemas de almacenamiento. Para validar y comparar el
método propuesto, se utiliza una microrred teórica que comprende paneles fotovoltaicos, una
caldera a gas, una unidad de CHP, una bateŕıa y un tanque térmico. El método se compara
con el enfoque determinista de MPC en los dos modos de operación de la microrred: conec-
tada y aislada. Los resultados muestran la capacidad del método propuesta para enfrentar
más apropiadamente los errores de pronóstico, lo que resulta en soluciones de operación más
económicas, sin afectar de forma considerable el rendimiento de computo.
Palabras clave: Affine arithmetic, cogeneración, control predictivo por modelo,
despacho económico, flujo de potencia óptimo, incertidumbre, microrred, sistema de
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1. Introduction
This chapter presents the motivation and the objectives of the research. Also, a literature
review of energy management system approaches for microgrids and combined heat and
power based microgrids is presented. Finally, the chapter introduces the thesis outline.
1.1. Research Motivation
In the last few decades, conventional power systems, which are characterized by their central-
ized and unidirectional structure, are being reformulated in a distributed and bidirectional
structure, through the integration of new technologies allowing the use of different local
energy sources, mainly renewable. It is expected that such reformulation will contribute to
increase the efficiency, reliability, and resilience of power systems and to reduce gas emis-
sions. However, the integration of this kind of sources to electrical distribution networks,
known as Distributed Generation (DG), introduces new technical and economic challenges.
These challenges are mainly related to the fluctuating and intermittent nature of renew-
able energy sources (i.e., temperature, wind speed, solar radiation), hindering the adequate
energy dispatch and introducing problems of stability, reliability and power quality.
To address the issues mentioned above, different concepts such as Hybrid Renewable
Energy Systems (HRES) [3], virtual power plant (VPP) [4] and Microgrids (MGs) [5] have
been proposed. MGs can be defined as an interconnected cluster of loads, DG and Energy
Storage Systems (ESS), which acts as a controllable single entity, having the ability to work
in connected or stand-alone modes, while reaching the entire local energy demand [6]. MGs
have gathered significant attention in recent years due to [7]: their potential to integrate
renewable energies into power systems in a reliable and efficient way; and their ability to
provide sustainable energy supply solutions for remote areas without a main-grid connection
(e.g. non-interconnected areas in Colombia, remote communities in Canada).
Considering that around one billion people still do not have electricity access [8], and
that must of the electricity supply in remote areas is guaranteed through fossil-fuel-based
generators leading to environmental problems and high electricity prices, the present research
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mainly focuses on the application of MGs as a sustainable energy supply solution for remote
areas. Thus, the operation of MGs permanently running in stand-alone mode, known as
remote or isolated MGs, is studied here.
Isolated MGs have specific technical features such as low inertia and a critical demand-
supply balance constraint, which complicates their operation, especially in cases with high
renewable energy penetration [9]. Moreover, it is expected that Combined Heat and Power
(CHP) systems will play an important role in both connected and isolated MGs, since they
can considerably improve the overall system efficiency. These systems introduces additional
technical challenges mainly related to the heat-power relationship and the uncertainty heat
and power demands [10].
In order to guarantee a reliable and economic operation of isolated MGs integrating CHP
units, it is important to design adequate strategies and methods for their different control
levels (e.g., primary and secondary controls) [9]. In these microgrids, secondary control or
Energy Management System (EMS) have the main function of optimizing their operation
through the solution of optimization problems such as unit commitment (UC) and Economic
Dispatch (ED), for which different approaches have been reported in the literature. However,
existing works present some drawbacks related to the way in which uncertainties are treated,
hindering its implementation, as discussed later in this document.
In this context, this thesis concentrates on the development of a novel EMS for iso-
lated MGs with CPH units and high penetration of renewable generation, addressing both
unit commitment and economic dispatch problems under uncertainty, by using the Affine
Arithmetic technique to deal with uncertainties.
1.2. Literature Review
As introduced in the previous section, this thesis seeks to address two main challenges related
to the operation of isolated MGs with CHP units: demand and generation uncertainty and
the coupling between electrical and thermal energy flows. With this in mind, the first part of
the literature review focuses on the most relevant papers proposing different EMS approaches
to deal with uncertainties in MGs, while the second part focuses on EMS for CHP-based
MGs.
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1.2.1. Uncertainty Consideration in Microgrid Energy Management
Systems
An MG is a system integrating diverse distributed energy resources, such as renewable
generators, ESS and controllable loads, which have the ability to operate in connected or
stand-alone modes, while satisfying local energy needs (e.g., electricity, heating, cooling)
[6, 11, 12]. To operate such systems is particularly challenging because of the uncertainty
and variability occurring at small time scales associated with renewable sources and small-
scale loads [13]. Thus, to guarantee a reliable and economic operation of MGs, it is important
to design adequate strategies and methods for their different control levels (e.g., primary,
secondary and tertiary controls) [9, 14]. In MGs, secondary controls EMS have the main
function of optimizing their operation through the solution of optimization problems such as
UC, ED, and/or OPF, for which different approaches have been reported in the literature.
Some research works on MGs EMS are based on deterministic formulations, where
demand and RE are considered as deterministic parameters, assuming a perfect forecast, with
forecast errors either being addressed through reserve constraints or not being addressed at
all. For instance, in [15] the EMS problem of an isolated MG is formulated as Mixed-Integer
Linear Programming (MILP) problem, where generation costs and battery charge/discharge
times are optimized based on RE and demand forecasts. Reserve constraint is not considered
in the formulation. Multi-objective Mesh Adaptive Direct Search algorithm is used in [16]
to solve the MG’s environmental/economic dispatch problem. Uncertainty is not considered
in the model. An EMS algorithm is proposed in [17] to reduce the total cost of energy
of an experimental isolated MG with ESS and Demand Response (DR). Forecast errors
are not considered in the formulation. The simultaneous optimization of battery energy
storage capacity and EMS is investigated in [18]. Parameter uncertainty is not addressed
in the model. Chen et al. [19] present a smart EMS to minimize the operating cost of
MGs, where a matrix real-coded genetic algorithm is used to solve the formulated energy
management problem. Spinning reserve constraint is included in the model. Authors of
[20] proposed a deterministic MILP formulation of the energy management problem, where
micro-turbines and fuel cell units are more accurately modelling than in other existing EMS
formulations. Reserve constraint is included in the model to address renewable generation
and demand forecast errors. Such deterministic approaches do not directly take into account
uncertainties; thus, their solutions may be either too conservative or unfeasible for some
scenarios depending on the forecast accuracy, affecting the operation of microgrids.
Model Predictive Control (MPC) or receding horizon optimization and coordinated
control frameworks have been proposed in the literature to reduce the effect of forecast
errors on MG operation. Thus, in [21], an EMS based in a double-layer coordinated control
approach for an MG in grid-connected and stand-alone modes is presented; forecasting errors
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are taken into account by reserving adequate active power in the UC layer and allocating
that reserve in the dispatch layer. In [22], the energy management problem of a connected
MG is formulated as a MILP problem, while an MPC framework is used to cope with forecast
errors and disturbances. The authors in [1] proposed an EMS for isolated microgrids based
on an MPC framework, with the energy management problem being decomposed into two
stages in order to reduce the computational burden; the first stage corresponds to the UC
formulated as a MILP problem, and the second corresponds to a three-phase OPF formulated
as a Non-Linear Programming (NLP) problem. In [23], an integrated energy management
system for isolated microgrids is proposed, where a coupled UC+OPF problem is solved,
while an MPC technique is adopted to deal with uncertainties. An online model predictive
coordination strategy for isolated MGs is introduced in [13]. Equipment life of DERs is
considered in the model. The authors also proposed a methodology to choose the time step
and the prediction horizon, through studies of the time scale coupling of EMS with lower
level controls. [24] proposes an MPC-based EMS for isolated MGs, where discrete power
output and continuous output fossil generators are considered in the model. Although the
forecast errors are indirectly considered in the aforementioned papers, the uncertainty is not
explicitly considered in the problem formulation, which requires defining an arbitrary reserve
constraint that is typically overestimated to reduce the need for load shedding and/or RE
curtailment. Moreover, due to the critical demand-supply balance of isolated MGs, a more
detailed modelling of the uncertainty might be necessary to ensure reliable operation.
Stochastic formulations of EMS for MGs are also available in the literature. In these
formulations, the objective is to minimize the expected operating cost with uncertainty being
represented by a set of scenarios, which are generated based on probability distribution
functions (pdf) of the random variables (e.g. load, RE generation). For instance, in [25]
and [26], uncertainties are modelled by a scenario-based stochastic programming approach,
where scenarios are generated by a roulette wheel mechanism. The resulting problem in [25] is
solved by a multi-objective teaching-learning-based optimization technique, while in [26] it is
solved with an optimization strategy based on an Adaptive Modified Firefly algorithm; both
works look at the minimization of cost and emissions for a grid-connected MG. A two-stage
stochastic energy management model for a connected MG is proposed in [27], with Monte
Carlo simulations being used to generate wind and solar scenarios. A two-stage stochastic
EMS formulation has been studied in [28]. Latin hypercube sampling method is used to
generate the plausible scenarios of renewable generation. A bidding strategy for MGs based
on stochastic optimization is developed in [29], where price, wind, and PV uncertainties are
considered in the model. The main drawbacks of these approaches are the need to accurately
identify pdf and the fact that feasibility is not guaranteed for all the uncertainties, especially
when scenario reduction techniques are employed to reduce the computational burden.
Robust optimization-based EMS formulations have been also proposed. These formu-
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lations aim to find a solution which minimizes the worst-case cost to safeguard the system
against all realization of uncertainty in a chosen range. For instance, a robust EMS for
MGs with high RE penetration and demand-side management was discussed in [30]. In [31],
a robust optimization-based approach is suggested for MG operation in both connected
and isolated operation modes. Authors of [32] developed a scenario-based robust EMS ap-
proached for connected MGs. Taguchi’s orthogonal array testing method is used to select
the worst case scenario. A robust multi-objective approach is proposed in [33] to minimize
the total cost and carbon emissions of MGs. A demand response strategy based on load
shifting in a finite time is also introduced. However, these robust optimization formulations
yields conservative solutions for the chosen uncertainty interval, as it optimizes for the worst
scenario, which is a shortcoming of this method [34].
Other studies reported in the literature have proposed the combination of the afore-
mentioned methods in order to overcome some of their limitations. For instance in [35], a
stochastic-predictive EMS for isolated microgrids is proposed, with the uncertainty being
considered using a two-stage decision process combined with a receding horizon approach,
where the first stage is the UC formulated as a stochastic MILP problem, and the second
stage is an OPF problem formulated as an NLP problem with receding horizons. In [36],
the MG energy management problem is formulated as a stochastic MILP problem, which
is incorporated in an MPC scheme to better compensate the uncertainty in both gener-
ation and energy demand. Two objectives are considered in the study: MG operating
costs and emissions. Results show that the proposed stochastic MPC approach outperforms
the deterministic MPC approach. [37] presents a stochastic MPC approach which consid-
ers demand-side and generation-side uncertainties simultaneously. The energy management
problem is formulated as a stochastic mixed integer quadratic programming problem, which
is then integrated into an MPC framework. The obtained results show that the proposed
approach achieves a lower operating cost than deterministic MPC, deterministic day-ahead
and stochastic day-ahead approaches. A two-stage robust model predictive control approach
is presented in [38] for the optimization of isolated MGs operation. Authors claim that the
proposed method is better than the conventional robust optimization approach in terms of
operating costs and stability features.
Non-probabilistic methods such as fuzzy logic are also available in the literature. For in-
stance, in [39] a fuzzy logic-based expert system is used for battery scheduling. The approach
considers the uncertainty associated with the microgrid exogenous variables and forecasted
quantities. A Fuzzy Logic Energy Management System for an autonomous polygeneration
(electricity, potable water, and fuel for transportation) MG was discussed in [40]. Later, the
same authors develop in [41] an approach based on combined fuzzy cognitive maps–Petri
nets for the energy management of such an MG. Authors of [42] propose an optimized fuzzy
logic controller for operating an isolated MG. A cuckoo search algorithm is used to adjust the
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shape of the fuzzy logic controller’s membership functions. An energy management strategy
for MGs based on a fuzzy expert system is discussed in [43], where a genetic algorithm is
used to establish the fuzzy rules and membership functions. However, since research in MG’s
operation is relatively new, experimental knowledge is limited; thus, it is difficult to specify
appropriate membership functions and fuzzy rules, especially in uncertain environments such
as those of isolated MGs [44].
Recently, Self-Validated Computing techniques (e.g., Interval Optimization (IO), Affine
Arithmetic (AA)), have been proposed for addressing uncertainty in power systems [45,46].
These techniques have shown interesting features such as their capability of modelling the
uncertainty in optimization problems without requiring information about the type of un-
certainty in the parameters [47]; thus, pdfs are not required to obtain accurate and robust
solutions. In [48], an AA-based approach to solving the OPF problem for MGs is presented,
and an EMS for connected MGs based on AA to model uncertainties is proposed on [49]. In
none of the aforementioned works, UC and ESS constraints are considered due to the chal-
lenges of integrating integer variables and inter-temporal constraints in the AA formulation,
which are addressed in this thesis.
1.2.2. Energy Management Systems for Combined Heat and
Power-based Microgrids
CHP systems utilize the waste heat obtained during the power generation process to directly
supply thermal loads (e.g., low pressure hot water, high pressure steam, heated air, etc.),
so these units can reach efficiencies up to 90% [50], which are considerably higher than the
efficiencies of conventional and combined cycle thermal units, which currently are between
40-60% [51]. CHP units with an electric capacity below 2MW are known as distributed
CHP or small/micro-cogeneration systems [52, 53]. The major technologies of distributed
CHP units are fuel cells, Stirling engines, micro-turbines, small steam turbines, small gas
turbines, and reciprocating engines [53,54]. If an absorption chiller is integrated to the CHP
system, it can also be used to provide cooling services; in that case, these systems are known
as trigeneration systems or combined cooling, heating, and power systems (CCHP) [55,56].
MGs integrating CHP/CCHP systems are known as CHP-based MGs or CCHP-based
MGs. A typical configuration of a CCHP-based MGs is shown in Figure 1-1. In these
MGs, the energy management problem is more complex due to factors such as the existing
coupling between heat and electricity generation, the different time windows (e.g., short and
long-term), and the thermal and electricity load uncertainty [56]. Most of the research in
this area is focused on two main aspects: the uncertainty and the operation strategy, as
reviewed below.
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Figure 1-1.: Typical CCHP MG structure.
Uncertainty in CHP-based MGs
One of the firsts works in EMS for CHP MGs is presented in [57], where thermal loads are
considered in the formulation of an MG’s energy management problem through a demand
heat constraint and a penalty associated to the wasted heat included in the objective func-
tion. Later, an additional constraint based on the power-to-heat ratios of CHP units was
proposed by the same authors in [58]. In [54], a multi-objective self-scheduling formulation
of the energy management problem for CHP MGs is presented, where a first objective min-
imizes the MG’s operation cost and a second minimize the gas emissions; demand response
programs, modelled as virtual generation units, and ESS are included in the formulation.
In [59], the economic/environmental economic dispatch problem for a CHP MG is solved
using differential evolution algorithms. A MILP framework for the optimal operation of
CHP-based connected MGs is presented in [51]. The objective function of the model is the
minimization of the total cost while providing the full heat demand. A heat buffer tank is
included in the formulation. An intelligent EMS for a grid-connected CHP MG is proposed
in [60]. The EMS uses a modified bacterial foraging optimization algorithm to simultane-
ously minimize the total operating cost and the emissions. However, forecasting errors are
not directly taken into account in the aforementioned papers.
An MPC strategy for micro-CHP considering demand response in the formulation is
proposed in [52]. In [61], a distributed MPC approach to optimize the operation of a network
of households with micro-CHPs and heat storage is presented. An online dispatch schedule
for CCHP MGs based on model predictive control with feedback correction is proposed
in [62]. However, as mentioned before, these deterministic MPC-based methods do not
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model uncertainties properly, thus, their solutions might not be suitable for the operation of
isolated CHP MGs with reliability and stability concerns.
In [63], a hierarchical framework to compute an economic generation schedule of con-
nected CHPs MGs is proposed. Monte Carlo sampling and fast forward selection algorithm
are used to model the uncertainty of renewable generation by a group of scenarios. In [64],
the scheduling problem of a CHP-based MG is formulated as a rolling horizon Markov deci-
sion process, considering wind generation uncertainty. The rollout algorithm is used to solve
the problem. In [10], a stochastic programming framework is proposed for energy manage-
ment of CHP MGs in isolated and connected operation modes. Two types of non-convex
feasible operating regions are considered in the scheduling problem, which is formulated as
a MILP problem. A combination of a stochastic programming-based day-ahead scheduling
and an MPC-based real-time economic dispatch is proposed in [65] for the operation of a
residential CHP MG. Economic factors in liberalized electricity markets are considered in
the model. Nevertheless, these papers model uncertainty using sampling methods which can
be computationally expensive.
In [66], a robust optimization approach for energy management in microgrids with RES
and CHP generators is investigated. According to field measurements and predictions, the
authors define uncertainty sets to confine electrical and heat demands. Authors of [67] de-
velop a robust optimization scheduling method for the optimal operation of CCHP systems.
The ”budget of uncertainty” is considered in the model to reduce the conservativeness of
the model. However, these robust optimization formulations still too conservative for real
applications.
Operation Strategies for Combined Heat and Power-based Microgrids
In order to reduce the amount of the excess energy produced and to improve the whole system
efficiency, it is important to select an appropriate operation strategy for CHP systems, which
considers thermal and power demand profiles and their relationship with the weather and
the occupancy of buildings [68]. The best-known strategies are the Following Electrical
Load (FEL), where the CHP unit seeks to supply the total power demand while using the
recovered heat to help with the heating and/or cooling demand; and Following Thermal
Load (FTL), where the CHP unit seeks to supply the total thermal demand while using the
generated electricity to help with the power demand. The FTL is suitable when the excess
of generated electricity can be sold to the main grid, while the FEL is normally used to avoid
the waste of the thermal energy rejected by the prime mover [69]. However, these strategies
are not adaptable, so they do not work properly in some contexts with particular climate
zones, market policies, and prices.
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In [70], a ”least cost” operation mode is proposed, which aims to minimize the operation
cost while meeting the electricity and heat profiles and respecting the constraints of the
system. In [71], a Following Hybrid Electric-thermal Load (FHL) operation strategy is
proposed, which shows a better performance than FEL and FTL. In [68], an operation
strategy for CCHP systems based on minimum distance is proposed and compared with FEL,
FTL, and FHL strategies; the authors conclude that the minimum distance-based strategy
can lead to the best matching performance between a CCHP system and a building. In [72],
the efficacy coefficient method is used to formulate Compromised Electric–Thermal (CET)
strategies; the proposed strategy is compared with FEL, FTL, and FHL, using operation
cost, carbon dioxide and energy efficiency as evaluation criteria.
The performance of all the aforementioned strategies depends on different factors such as
the CCHP MG structure, the DER technologies, the mode of operation of the MG (connected
or isolated), the demand profiles, the location, and the meteorological conditions; thus, a
performance study have to be done before choosing one of these strategies for a particular
case.
1.2.3. Discussion
Different efforts have been done in the last years to propose adequate operation strategies for
MGs. Concerning isolated MGs, most of the approaches are based on a centralized structure,
since it allows high coordination between DERs, which is an important factor to guarantee
reliably. In these MGs, it is also important to model uncertainties adequately, especially
in MGs with high penetration of renewable sources, in order to guarantee an efficient and
reliable operation. Different approaches have been proposed to deal with this issue, but it
remains an open research topic since most of these approaches have some implementation
barriers, such as long computing times or the need for accurate characterization of the
uncertainty. Table 1-1 summarizes the main characteristics of some of the EMS approaches
which have been proposed to deal with uncertainties in MG’s operation.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The study of more complex MGs, integrating different DER technologies such as CHP
systems, ESS, demand response strategies or electric vehicles, is another important research
topic. An appropriate model of these elements can contribute to optimize the operation of
these particular MGs and highlight the benefits of these technologies. Specifically, in CHP
MGs, the overall system efficiency can be considerably improved by implementing adequately
energy management strategies.
In this context, this thesis seeks to propose a practical EMS for CHP isolated MGs,
addressing uncertainty with the affine arithmetic method. Such a formulation could offer
better performance than existing methods, as demonstrated later.
1.3. Objectives
1.3.1. General Objective
Develop a methodology to solve the combined heat and power economic dispatch problem
for isolated Microgrids, taking into account demand and generation uncertainty, as well as
the coupling between electrical and thermal energy flows.
1.3.2. Specific Objectives
• Propose a unit commitment formulation based on the Affine Arithmetic method in
order to directly account for the uncertainty associated with the forecasting systems.
• Propose a combined heat and power economic dispatch formulation based on the Affine
Arithmetic method that guarantees an economic and reliable operation of the MG while
reaching the total thermal and electrical load.
• Propose a centralized EMS architecture for isolated MGs that employs the unit commit-
ment and economic dispatch formulations developed in the previous specific objectives.
• To assess the performance of the developed methodology by comparing its performance
with other approaches available in the literature.
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1.3.3. Accomplishment of the Objectives
The first specific objective was accomplished by proposing a novel Unit Commitment formu-
lation based on Affine Arithmetic (AAUC). This AAUC formulation was introduced by the
author in [76] and [77] and it is reported in this document in Chapter 3 and Appendix A.
To achieve the specific objective number two, a new approach for the optimal economic
dispatch of Combined Heat and Power (CHP) MGs is proposed, which incorporates an Affine
Arithmetic-based Economic Dispatch (AAED) problem into a Model Predictive Control
(MPC) framework. This AAED approach has been reported in Chapter 4 and was introduced
by the author in [78].
The third specific objective is addressed in both Chapter 3 and Chapter 4, where two
centralized EMS formulations for the optimal operation of isolated MGs are proposed. Chap-
ter 3 presents an EMS comprising an AAUC and an online dispatch procedure with OPF
constraints. Chapter 4 presents an EMS composed by a day-ahead AAED for CHP MGs
and an online dispatch procedure.
Finally, the fourth specific objective is achieved by comparing the approach proposed
in Chapter 3 with the MPC, stochastic and stochastic MPC approaches and by comparing
the approach proposed in Chapter 4 with the deterministic MPC approach.
Thus, the general objective is completely fulfilled by addressing each of the specific
objectives.
1.4. Thesis Outline
The rest of this thesis is organized as follows: Chapter 2 introduces the mathematical pre-
liminaries and the theoretical background on which the presented research is based. The
chapter provides some definitions related to the hierarchical control structure commonly
used in MGs. It also describes the deterministic, stochastic and MPC formulations of the
UC problem. The OPF and the CCHP economic dispatch formulations are also discussed.
Finally, the chapter presents the main concepts of the Affine Arithmetic uncertainty analysis
technique.
Chapter 3 presents a novel MG EMS formulation approach based on AA, considering
ESS and inter-temporal constraints. First, the AA-based UC problem formulation and the
real-time economic dispatch procedure, which composed the AA-based EMS, are presented.
Then, the proposed approach is compared using a benchmark microgrid to deterministic,
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MPC, stochastic, and stochastic-MPC techniques. Finally, a discussion of the simulation
results is presented.
Chapter 4, a novel approach for the optimal economic dispatch of CHP MGs, which
incorporates an AAED problem into an MPC framework, is presented. A theoretical CHP-
based MG, comprising PVs, a gas boiler, a CHP unit, a battery, and a thermal thank, is
used to assess the performance of the AA-MPC approach in both connected and isolated
operation modes.
Finally, Chapter 5 sum up the main conclusions and contributions of this thesis, and
suggests possible future research work.
2. Background Review
This chapter provides the theoretical background and the mathematical preliminaries of the
research. First, MGs control architecture is discussed in Section 2.1. Section 2.2 and Section
2.3 present the classical deterministic, stochastic and MPC formulations of the UC problem
for MGs. Then, the OPF and the CCHP economic dispatch formulations are also described
in Section 2.4 and 2.5. Finally, the main concepts and definitions of the AA uncertainty
analysis technique are discussed in Section 2.6.
2.1. Microgrids Control Architecture
MGs have some characteristics such as bi-directional power flows, high RE penetration,
the considerable presence of power electronics, the incorporation of DR strategies, and the
ability to operate in connected and stand-alone modes, that introduce many challenges in
their control and operation. Therefore, control and operation techniques commonly used in
traditional power systems are not adequately adapted to MGs [79]. Thus, it is necessary
to develop new control strategies allowing an efficient and reliable operation of MGs, while
respecting the diverse technical and non-technical constraints. This section presents general
aspects of MGs control.
2.1.1. Hierarchical Control Structure
Most of existing MGs have a hierarchical control composed by three levels [7, 9, 80–83] :
local control or primary control, MG energy management system or secondary control and
upstream network interface or tertiary control. As shown in Fig. 2-1, each control level acts
in different timescales and plays different roles in the MG operation. Each of these levels is
explained in more detail next.
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Primary or Local Control     










 Allows market participation
 Carries out upstream coordination
 Executes decisions for isolated and connected modes of 
operation
 Allows co-ordination between multiple MGs 
 Enables the provision of ancillary services
 Load and RE forecasting
 Load shedding and management
 Solution of the UC and economic dispatch 
problems
 Secondary voltage and frequency control 
 Secondary active and reactive power control
 System supervision
 Operation transitions (e.g. Synchronizaton with 
the main grid,  black start)
 Primary frequency and voltage control
 Primary active and reactive power control
 Protection
 Storage management
 Islanding detection for individual DG units
Figure 2-1.: Hierarchical control in microgrids.
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2.1.2. Local control
The local control in MGs is mainly in charge of the primary frequency and voltage control,
the power-sharing, the over-current and over-voltage protection and the islanding detection
for individual DER units. In general, this control level acts in the microseconds to seconds
range and it is implemented in the power converters. The control methods used for local
control in MGs can be classified in communication-based methods and droop characteristic-
based methods [84].
Communication-based methods include concentrated or central control [85], master-
slave control [86], distributed control [87], circular chain control [88] and average current-
sharing [89]. These methods provide high power quality, adequate power sharing and ex-
cellent voltage regulation. However, communication links are required, reducing the system
reliability, increasing the cost of the system, and hindering expandability.
Droop characteristic-based methods comprises traditional droop control [90] and their
variants (e.g. VPD/FQB droop control [91], complex line impedance-based droop method
[92], voltage-based droop control [93], angle droop control [94]), virtual structure-based meth-
ods (e.g. virtual output impedance control [95], enhanced virtual impedance control [96],
virtual frame transformation method [97]), signal injection method [98], hybrid droop/signal
injection method [99], common variable based control method and the construct and com-
pensate based methods (e.g. adaptive voltage droop control [100], synchronized reactive
power compensation method [101]). These methods can avoid complexity and high costs
since there is no communications links. Also, they have the plug-and-play feature and they
can improve the reliability of the supervisory system. However, droop characteristic-based
methods may present some problems related to the highly resistive or mixed resistive and
inductive line impedance in MGs, the presence of nonlinear loads, and the need to address
the trade-off between the voltage and frequency regulations and the power sharing.
2.1.3. Microgrid Energy Management System
The MG’s energy management system (EMS) is responsible for a reliable, secure, and eco-
nomic MG’s operation, in both grid-connected and stand-alone modes. EMS can have differ-
ent functions ranging from the simple coordination of the local controllers to the optimization
of MG’s operation [102]. In general, an EMS could include the following functions:
• solve the UC and economic dispatch problems,
• demand and renewable generation forecasting,
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• coordination of ESS’s charge and discharge,
• demand side management,
• frequency and voltage secondary control,
• active and reactive power secondary control,
• system supervision,
• operation transitions (e.g., synchronization with the main grid, detection of non-planed
disconnection, black start),
• security monitoring.
In the connected operation mode, MG’s EMS mainly seeks to reduce energy imports
and increase energy exports from the main grid in order to improve the system profitability,
while keeping an adequate energy quality. On the other hand, in isolated operation mode,
the main goal is to guarantee the power balance and voltage and frequency levels in order
to supply the demand in a reliable and efficient way.
EMS can be classified according to their structure in centralized and decentralized [103].
In the next section, the main characteristics of each type of EMS are mentioned.
Decentralized Energy Management System
In a decentralized EMS, the optimal operation is mainly guaranteed by the local controllers,
which have a certain degree of intelligence. These controllers iterative exchange information
with each other and with a central controller, as shown in Fig. 2-2, to reach the total
demand, maximize the profit of energy transactions with the main grid and guarantee reliable
operation.
In a decentralized EMS, the number of interchanged messages is reduced, because only a
small quantity of information is transferred to the highest level of the control hierarchic. Also,
decentralized EMS allows the integration of new elements to the MG without substantially
modifying the control strategy. Furthermore, this kind of EMS has a good performance in
MGs where DERs are owned by several agents with different interests and purposes since
each local controller could have its own objective function [102]. However, since this kind
of EMS does not have an overall view of the MG’s state, decentralized EMS might have
problems to achieve adequate coordination of DERs, that might result in profit losses and
stability problems [1].



































Figure 2-2.: Decentralized Energy Management System Structure.


























Figure 2-3.: Centralized Energy Management System Structure.
Multi-agent systems (MAS) [104], game theory [105] and cooperative control [106] are
the approaches most used in the implementation of decentralized EMS.
Centralized EMS
In centralized EMSs, the optimal operation of the MG is guaranteed by the central controller,
which send the active and reactive power set points to each local controller, based on the
results obtained of solving the UC and the economic dispatch problems, as shown in Fig.
2-3. In connected operation mode, the central controller also determines the amount of
energy traded with the main grid.
Centralized EMSs are characterized by having high coordination between the MG’s
elements and a global vision of the MG’s state; thus, this type of EMS is preferred for isolated
MGs [1]. Nevertheless, this kind of EMS has a high dependence on their central controller
and communication system, that could affect the reliability of the MG. Additionally, their
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low flexibility hinders the integration of new elements into the MG.
Centralized EMS strategies are based either in classical optimization methods or in
meta-heuristic approaches [73].
2.1.4. Upstream Network Interface
The upstream network interface or tertiary control is responsible for coordinating the oper-
ation of multiple MGs, providing ancillary services to the host grid, determining power flow
between the MG and the host grid, and taking decisions for islanded and interconnected
operation modes.
In general, tertiary control is executed by the distribution network operator and it is
influenced by the decisions of the market operator if this exists. Thus, this control level can
be considered part of the host grid and not of the the MG itself. In fact, in isolated MGs,
the EMS is the highest control level.
2.2. Deterministic Unit commitment for Microgrids
The main function of a practical EMS is to guarantee the optimal operation of the microgrid
through the solution of a unit commitment (UC) problem [107]. The UC problem seeks
to determine the most cost-efficient schedule of generating units, which satisfies the system
constraints ((e.g. power balance constraints, reserve constraints, transmission capacity lim-
its) and unit constraints (e.g. maximum/minimum capacities, ramping up/down rate limits,
minimum on/off time requirements) [108]. This problem is formulated as an MILP problem,










LC ]∆t+ Csdni SDi,t + C
sup
i SUi,t (2-1)
where all variables and parameters in this and other equations of the present section are
defined in the Nomenclature. The function Fi(.) accounts for the cost of each thermal unit
using a piece-wise linear upper approximation of the convex cost curve. The constraints of
this optimization problem are described next.
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2.2.1. Generalized UC Constraints
∑
i∈I
Pi,t +Wt + PVt − PRCt +
∑
n∈N
(P dchn,t − P chn,t) = Det − PLCt ∀t ∈ T (2-2)
Pmini xi,t ≤ Pi,t ≤ Pmaxi xi,t ∀ t ∈ T , i ∈ I (2-3)
Pi,t+1 − Pi,t ≤ Rupi ∆t+ SUi,t+1Pmini ∀ t, t+ 1 ∈ T , i ∈ I (2-4)
Pi,t − Pi,t+1 ≤ Rdni ∆t+ SDi,t+1Pmini ∀ t, t+ 1 ∈ T , i ∈ I (2-5)
SUi,t − SDi,t = xi,t − xi,t−1 ∀ t ∈ T , i ∈ I (2-6)
SUi,t + SDi,t ≤ 1 ∀ t ∈ T , i ∈ I (2-7)
xi,t = g
on/off




i ), i ∈ I (2-8)
t∑
tt=t−gupi +1
SUi,tt ≤ xi,tt ∀t ≥ Lup,mini (2-9)
t∑
tt=t−gdni +1
SDi,tt ≤ 1− xi,tt ∀ t ≥ Ldn,mini (2-10)
Here, constraints (2-2) are the power balance equations. Constraints (2-3) corresponds
to minimum and maximum generation capacity limits of controllable units. Constraints (2-
4) and (2-5) impose the ramp-up and ramp-down rates limits of the dispatchable generators,
respectively. Constraints (2-6) and (2-7) associate the unit commitment decisions with the
status variable, as well as ensuring that each unit is not turned-on and -off simultaneously.
Finally, constraints (2-8)-(2-10) enforce the minimum up-time and the minimum down-time.
2.2.2. Electrical Energy Storage System Constraints








∆t ∀t, t+ 1 ∈ T , n ∈ N (2-11)
SOCminn ≤ SOCn,t ≤ SOCmaxn ∀t ∈ T , n ∈ N (2-12)
P ch,minn yn,t ≤ P chn,t ≤ P ch,maxn yn,t ∀t ∈ T , n ∈ N (2-13)
P dch,minn zn,t ≤ P dchn,t ≤ P dch,maxn zn,t ∀t ∈ T , n ∈ N (2-14)
yn,t + zn,t ≤ 1 ∀t ∈ T , n ∈ N (2-15)
Constraints (2-11) are the energy balance constraints of the ESS. Constraints (2-12) enforce
the SOC minimum and maximum limits of ESS units. Constraints (2-13) and (2-14) enforce
the minimum and maximum charging/discharging power limit of ESS units, respectively.
Finally, constraints (2-15) avoid simultaneous charging and discharging of ESS.
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2.2.3. Reserve Constraint
As previously mentioned, a reserve constraint has to be include in a deterministic formulation
of the energy management problem, in order to reduce the risk of stability problems or




i − Pi,t) +
∑
n∈N
(P dch,maxn − P dchn,t + P chn,t)
≥ RL(Det − PLCt ) +RWWt +RPV PVt ∀t ∈ T (2-16)
The second term on the left is included here in order to allow ESS to provide both
primary reserve and peak-shaving services [109].
2.3. Model Predictive Control and Stochastic Unit
Commitment Formulations
2.3.1. Model Predictive Control
In an MPC approach the main idea is to solve the EMS problem given by (2-1)-(2-16) over
a finite-horizon T , based on the available day-ahead forecast of demand and RE, and the
current state of the system. The process defines the state of the variables at time t = t+ ∆t
only, discarding the solutions obtained for the rest of the horizon time t + 2∆t, ..., T , and
the whole process is repeated every ∆t.
2.3.2. Stochastic Optimization Formulation
In a stochastic programming approach, a set of scenarios is used to model the uncertainty
of the random variables (e.g., RE generation, load). In this case, the following objective




















Csdni SDi,t + C
sup
i SUi,t (2-17)
This formulation can be modified in order to include risk measures such as conditional value
at risk, expected load not served, or worst-case regret, allowing to modify the solutions
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conservativeness. Since this topic is not the focus of the current paper, the readers are
referred to [110], where risk measures are reviewed.
2.4. Optimal Power Flow for Microgrids
In some cases, such as heavily-loaded MGs, both active and reactive power flows have to
be considered in the energy management problem to guarantee a feasible dispatch and thus
adequate operation of the MG. In this case, power flow constraints have to be included in
the EMS, resulting in a Mixed-Integer Non-linear Programming problem (MINLP), which is
usually decomposed into a UC problem, described previously, and a MG OPF problem, since
the full problem is generally hard to solve. The MG OPF problem consists in minimizing
(2-1), while satisfying the constrains (2-3)-(2-16), plus reactive power, voltages magnitude,
and feeder current limits, and the following active and reactive power balance constraints
for each bus:∑
i∈Ib
Pi,t′ +Wj,t′ + PVj,t′ − PRCj,t′ +
∑
n∈Nb










Qessn,t′ −Kdj,t′(Dej,t′ − PLCj,t′ ) = Vj,t′
∑
k
Vk,t′Yj,k sin(δj,t − δk,t − θj,k)
∀t′ ∈ T ′, j, k ∈ B (2-19)
This problem is typically solved for each instant of time t′ in a UC interval t, using the
discrete variables values obtained from the UC solution as input parameters. In some cases,
unbalancing conditions have to be considered, therefore, OPF models such as the one pre-
sented in [1] can be used.
2.5. Combined Cooling, Heating and Power Economic
Dispatch
The CCHP economic dispatch can be formulated as an MILP problem whose objective














P buyt − Csellt
∑
t∈T
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where all variables and parameters in this and other equations of the present section are
defined in the Nomenclature. The fuel consumed by the power generation unit F pgu and the

















represents the cost of the fuel consumed by











are associated with the possibility of purchasing/selling electricity from/to the main grid,
which are not included in the model for the particular case of isolated MGs; and the term
CcompF (Qcurt, Pcurt) is associated with the compensation cost due to the thermal and/or
electrical energy not supplied. The constraints of the optimization problem are presented
next, based on the formulations in [2, 62].
2.5.1. Energy Flow Balances Constraints
The constraints below guarantee the electrical power balance, the heat power balance, and
the cool power balance, respectively.





















ac + P ect COP
ec ∀t (2-25)









Constraints in (2-23) are similar to those on (2-2), but they include the power consumed
by the electric chiller P ec as an additional and differentiated load, and assumes that the
conventional generators are part of a CHP system. For the case of isolated MGs, P buy and
P sell are not included in the model and load curtailment might be included.
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2.5.2. Energy Storage Systems Constraints
A thermal storage tank model commonly comprises the following constraints:








∆t ∀t, t+ 1 ∈ T (2-28)
SOCth,min ≤ SOCtht ≤ SOCth,max ∀t ∈ T (2-29)
Qch,minytht ≤ Qcht ≤ Qch,maxytht ∀t ∈ T (2-30)
Qdch,minztht ≤ Qdcht ≤ Qdch,maxztht ∀t ∈ T (2-31)
ytht + z
th
t ≤ 1 ∀t ∈ T (2-32)
Constraints (2-28) are the energy balance constraints of the thermal tank. Constraints (2-29)
enforce the minimum and maximum energy level limits of the thermal tank. Constraints
(2-30) and (2-31) enforce the minimum and maximum charging/discharging power limits of
the thermal tank, respectively. Finally, constraints (2-32) avoid simultaneous charging and
discharging of the thermal tank.
For batteries or other electrical energy storage systems, equations in Section 2.2.2 have
to be included in the CCHP economic dispatch model.
2.5.3. Power Limits
All the minimum and maximum power outputs of the different devices (e.g., gas boiler, heat
exchanger, electrical chiller, absorption chiller, etc) have to be respected. These constraints
have a similar structure to that of (2-3), where minimum and maximum generation capacity
limits of generators are enforced, therefore, these constraints can be straightforward deduced.
2.6. Affine Arithmetic
2.6.1. Elements of Affine Arithmetic
Affine Arithmetic (AA) is a range analysis technique introduced in [111], which handles both
external (e.g., imprecise or missing input data, uncertainty in the mathematical modeling)
and internal (e.g., round off and truncation errors) uncertainty sources. AA is similar to
standard Interval Mathematics (IM) [112], but this paradigm provides narrower bounds in
the computing process by keeping track of correlations between the input and the computed
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quantities [113]. AA is also different from Taylor-based methods [114], since it doesn’t need
an explicitly gradient computation.
In AA, each uncertain variable χ has an affine representation χ̂, as follows:




where χ0 is the central value (more likely value) of the variable χ; εh are p symbolic real
variables assumed to be unknown but bounded in the interval [-1,1], which represent an
independent component of the total uncertainty of the variable χ; and χh are the coefficients
defining the magnitude of the corresponding uncertainty components. One noise symbol can
contribute to the uncertainty of multiple quantities (e.g., inputs, outputs); this sharing of
noise symbols represents some partial dependency between two uncertain variables in affine
form χ̂ and ψ̂, determined by the coefficients χh and ψh [113].
In order to perform mathematical operations in the AA domain, it is necessary to
replace the elementary real-number operators by equivalent mappings between affine forms,
as explained in [47]. For linear functions, the corresponding affine extension is obtained
by expanding and rearranging only the noise symbols characterizing the computed affine
forms. For instance, given the affine forms χ̂ = χ0 + χ1ε1 + χ2ε2 + ... + χpεp and ψ̂ =
ψ0 + ψ1ε1 + ψ2ε2 + ...+ ψpεp, and the real numbers α, β y γ, one have that:
αχ̂+ βψ̂ + γ = (αχ0 + βψ0 + γ) + (αχ1 + βψ1)ε1 + ...+ (αχp + βψp)εp (2-34)
However, if the mapping is non-linear, the corresponding affine extension cannot be
described by an affine combination of the “primitive” noise symbols εh; in this case, it is
necessary to identify an affine function, which approximates the function reasonably well
over its domain. For instance, the product of two affine forms χ̂ and ψ̂ can be write as:
χ̂× ψ̂ = χ0ψ0 +
p∑
h=1


























(χ0ψh + χhψ0)εh + φn+1εn+1 (2-37)
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h=1 |ψh|. Although this approximation of the product of affine forms is straightforward,
it is not the most accurate, since it implies a loss of information related with the fact that
the noise symbol εn+1 is assumed to be completely independent from the primitive noise
symbols. Other methods such as the Chebyshev approximation [111] or the first and second
AA extensions [113, 115] can be used to obtain more accurate approximations of non-affine
functions, however, these methods are more time-consuming.
2.6.2. AA-based Constrained Optimization Problems
A new theoretical framework to solve uncertain optimization problems based on AA is in-
troduced in [116]. More specifically, this framework aims to solve the following non-linear




s.t. ĝl(ẑ) = 0 ∀l ∈ L
ĥm(ẑ) < 0 ∀m ∈M
(2-38)
where ẑ = (ẑ1, ..., ẑNz) represents the unknown affine form of the state variables, which
include both dependent and control variables; f̂ is the affine, continuous and differentiable
function describing the problem objectives; and ĝl and ĥm are continuous and differentiable
affine functions representing lth equality and mth inequality constraints, respectively, in the
respective sets L and M.
To solve this optimization problem, an extension into the affine domain of the minimiza-
tion operator and the main comparison operators <,>,≤,≥, and = is proposed in [116].
The definitions of these operators are presented next, since they are important for the pur-
pose of this thesis. Further information about the derivation of these operators can be found
in [117].
Definition 1 (Similarity operator for affine forms
A
≈): Two affine forms χ̂ = χ0 +∑p+pna
h=1 χhεh and ψ̂ = ψ0 +
∑p+pna
h=1 ψhεh are similar with an approximation degree  Lχ,ψ, i.e.
χ̂
A
≈ ψ̂, if and only if:








where εp+1, ..., εp+pna are the noise symbols describing the endogenous uncertainties, which
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are generated by approximations of pna non-affine functions (e.g. multiplications and trigono-
metric functions); χp+1, ..., χp+pna are the partial deviations representing the upper-bound of
the corresponding approximation errors, which can be computed by using the expressions
derived from the Chebyshev Theorem [113].
Definition 2 (Inequality operator for affine forms
A
<): Given two affine forms χ̂ =
χ0 +
∑pχ
h=1 χhεh and ψ̂ = ψ0 +
∑pψ
h=1 ψhεh, then χ̂
A








Definition 3 (Operator min
A
): Given a differentiable, non-linear function f : < → < and
the affine form χ̂ = χ0 +
∑p















f0(χ0, χ1, ..., χp),
p+pna∑
h=1
|fh(χ0, χ1, ..., χp)|
}
(2-42)
Based on (2-39), (2-40) and (2-42), the optimization problem (2-38) can be solved by











≈ 0 ∀l ∈ L
ĥm(ẑ)
A
< 0 ∀m ∈M
(2-43)
2.7. Summary
This chapter presented a background of the main topics related to the present research. The
different control levels of a typical MG’s hierarchical control structure, including local control,
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energy management system, and upstream network interface were defined. Deterministic,
MPC, and stochastic formulations of the UC problem for MGs were provided. Moreover,
the OPF and the CCHP economic dispatch problems for MGs were introduced. Finally, the
most important concepts and definitions of the AA technique were outlined.
3. An Affine Arithmetic-Based Energy
Management System for Isolated
Microgrids
3.1. Introduction
As discussed in Chapter 1, modelling uncertainties in an adequate way is an important factor
to guarantee a reliable and economic operation of isolated MGs. Hence, in this chapter, a
novel mathematical formulation of an EMS for isolated MGs, which addresses uncertainty
using the AA method, is presented. The proposed EMS is based on the algorithm illustrated
in Fig. 3-1, where an AA-based UC (AAUC) is solved first, providing commitment and
dispatch solutions in AA form. Then, a final dispatch solution is found by a dispatch
procedure that computes the noise symbols values of the obtained affine forms, based on the
most recent available information of demand, RE, and power reserves. If the actual forecast
error is outside the uncertainly bounds considered in the AAUC solution process, resulting
in load and/or RE curtailment, a re-calculation signal AAUCflag is then sent to the AAUC
problem, and the whole process is repeated with the new forecast information. The AAUC
formulation and the dispatch procedure are explained in detail next.
3.2. Affine Arithmetic-based Unit Commitment
In this section, the deterministic UC problem of Section 2.2 is modified to consider uncer-
tainty using the AA method. For this purpose, the active power demand and RE generation






Der,tεr,t ∀t ∈ T (3-1)
Ŵt = W0,t +
pw∑
u=1
Wu,tεu,t ∀t ∈ T (3-2)













Figure 3-1.: Proposed EMS structure.
P̂ V t = PV0,t +
ps∑
v=1
PVv,tεv,t ∀t ∈ T (3-3)
Note that the affine forms D̂et, Ŵt, and P̂ V t do not share any noise symbol, since the
uncertainty sources for the load and the RE generation are assumed to be independent. The
number of noise symbols and the values of the partial deviations of the affine forms in (3-1)-
(3-3) can be obtained by a characterization of the statistical properties of random variables
associated with the uncertainties [116].
Based on (3-1)-(3-3), the continuous variables of the UC problem, i.e., generator active
power, SOC of ESS, and charging/discharging power of ESS, can be represented by the
following affine forms:









Pv,i,tεv,t ∀t ∈ T , i ∈ I (3-4)































v,n,t εv,t ∀t ∈ T , n ∈ N (3-6)
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where the first term of each affine form is the central value of the corresponding variable, the
second term is the deviation of the variable because of the load forecasting errors, and the
third and forth terms are the deviation of the variable associated with the RE generation
forecasting errors.
Once one have the affine representation of the continuous decision variables, the main
idea of the AAUC approach is to find the commitment status of dispatchable resources and
the parameters of the affine forms (3-4)-(3-6), which simultaneously minimize the base-case
scenario cost and the corrective dispatch cost, while satisfying all the generators and system
constraints. The resulting problem is more complicated than the problem given by (2-38),
due to the integer variables (e.g., xi,t, SUi,t and SDi,t) and inter-temporal constraints (e.g.,
ESS energy balance, ramp constraints) on the AA-based UC formulation. These integer
variables and inter-temporal constraints were not considered in the two-stage decomposition
algorithm proposed in [116] to solve an AA OPF problem; in fact, this approach cannot
be used to solve the AAUC problem, as the solution of the first stage does not guarantee
the feasibility of the second stage due to the integer variables. Therefore, the AA-based































where p = pd+pw+ps; the first objective term represents the operating cost of the base-case
or affine central value of the function cost, which is the sum of the cost of the dispatch
F0,i, the commitment cost, and the load curtailment price, for the central value; and the
second objective term corresponds to the affine radius of the function cost, which comprise
the re-dispatch Fh,i and the variations on load curtailment P
LC
h,t costs. The value of w can
be chosen according to the decision maker’s degree of conservativeness with respect to the
uncertainties; thus, a value of w close to 1 leads to cost-effective solutions that are sensitive
to uncertainties, while a value of w close to 0 leads to solutions that are more expensive but
less sensitive to uncertainties.
The problem constraints are (2-6)-(2-10) and (2-15), as well as constraints (2-2)-(2-5)
and (2-11)-(2-14), but formulated in affine form. Based on the operators of the theoretical
framework reported in Section 2.6.2, constraint (2-2), which is a non inter-temporal equality
constraint, has the following formulation in AA form:∑
i
Ph,i,t +Wh,t + PVh,t − PRCh,t +
∑
n
(P dchh,n,t − P chh,n,t)
= Deh,t − PLCh,t ∀h ∈ (0, ..., p), t ∈ T , i ∈ I, n ∈ N (3-8)
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Also, the inequality constraints (2-3) can be formulated in AA form as follows:
Pmini xi,t ≤ P0,i,t −
p∑
h=1




∣∣Ph,i,t∣∣ ≤ Pmaxi xi,t ∀t ∈ T , i ∈ I (3-10)
and similarly for (2-12)-(2-14).
For intertemporal constraints such as (2-4), (2-5), and (2-11), the theoretical framework
cannot be directly applied, since these operators assume that the involved affine forms have
the same noise symbols, which is not the case for these constraints, since εt+1 is not necessary
equal to εt. For these intertemporal inequalities, based on basic theory of interval analysis,
if the upper limit of the affine form χ̂t = χ0,t +
∑p




is less than the lower limit of the affine form ψ̂t+1 = ψ0,t+1 +
∑p




∣∣ψh,t+1∣∣, then χ̂t is less than ˆψt+1 in affine form, regardless of the value of their
noise symbols. Thus, constraints (2-4), after representing Pi,t in affine form using (3-4) and








∀t, t+ 1 ∈ T , i ∈ I (3-11)




∣∣Ph,i,t+1∣∣ ≤ P0,i,t +Rupi ∆t+ SUi,t+1Pmini − p∑
h=1
∣∣Ph,i,t∣∣
∀t, t+ 1 ∈ T , i ∈ I (3-12)
and similarly for (2-5).
For intertemporal equality constraints, one can only say that χ̂ is equal to ψ̂ in affine
form, if and only if εt = εt+1; thus, these kinds of constraints have to be treated differently.
Therefore, constraints (2-11) are approximated here in the AA domain by equalizing the
central values and the radius of the affine forms as follows:













∣∣SOCh,n,t + (P chh,n,tηchn − P dchh,n,tηdchn
)
∆t
∣∣ ∀t, t+ 1 ∈ T , n ∈ N (3-14)
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which will not guarantee equality between the affine forms for all possible values of the noise
symbols, but will assure that the operating limits (e.g minimum and maximum SOC) will
be respected during all the optimization horizon, even for the extreme scenarios associated
with the noise symbol values −1 and 1.
The resulting mathematical model has absolute values in the objective function and
constraints, which can be linearized with additional variables and linear constraints [118],
so that the optimization problem becomes an MILP problem that can be readily solved by
using commercial solvers (e.g., CPLEX).
3.3. Dispatch Procedure
Except for the commitment decisions, all the outputs of the first step (e.g., SOC, active
powers) are represented by affine forms. These affine forms can be transformed either into
intervals or into particular solutions for given realizations of the random variables. Thus, an
affine form χ̂ can be converted into interval representation by using the following operators:








where (3-15) and (3-16) define the upper bound and lower bound of the affine form, respec-
tively, forming the interval [∆(χ̂),∆(χ̂)].
Moreover, a specific value in the interval [−1, 1] can be assigned to the affine forms







∀r ∈ (1, ..., pd), t′ ∈ T ′ (3-17)
The same can be done for wind and solar power realizations. Note that t′ and t are in
principle different, since t′ represent the dispatch interval (e.g., every 5 min, 15 min), while
t represents the AAUC solution interval (e.g., every 30min, 1 h).
Once the values of the noise symbols are computed, a feasible economic dispatch solution
for active powers can be found by replacing these values on the affine forms resulting from
the solution of the AAUC problem. However, if the actual value of a noise symbol is out of
the interval [−1, 1] due to an underestimation of the forecast error, or the dispatch solution
3.3 Dispatch Procedure 36
Start every t′
Compute noise symbols
εh,t′ ,∀h ∈ (0, ..., p)
Most recent avail-
able information
of De,W , and
PV at time t′
εh,t′ ∈
[−1, 1]
Compute dispatch based on
(3-4)-(3-6) for current noise
symbols. AAUCflag = 0.
If εh,t′ > 1⇒ εh,t′ = 1.









If Perror < 0
check for UP
AA reserve.



















Load or RE curtailment
with power-flow feasi-











Figure 3-2.: Dispatch procedure in Fig. 3-1.































Figure 3-3.: Example of AA reserves.
violates operating limits, as determined from power flow computations, load or RE power
curtailment might be necessary. Therefore, the algorithm in Fig. 3-2 is proposed here to
deal with these cases. Thus, for each time t′, the algorithm checks if the forecast error is
between the considered uncertainty bounds of the AAUC problem and checks for power-
flow feasibility. If these conditions are met, the algorithm adjusts the dispatch solution
using the “AA reserve”, which is the power inside the operating interval provided by the
AAUC solution for each dispatchable resource, as depicted with an illustrative example in
Fig. 3-3, guaranteeing that the AAUC solution remains within the given AA intervals. If
the AA reserve is not enough and/or power flow limits are violated, the actual reserve is
accommodated, and if necessary, load or RE curtailment is made, guaranteeing that power-
flow feasibility is maintained. In this case, the AAUC problem has to be solved once more,
as illustrated in Fig. 3-1, since the AAUC solution is not “AA optimal” anymore for the
rest of the optimization horizon.
The UC solution obtained by solving the AAUC problem can be used to produce dis-
patch set points using OPFs, as with the other EMS approaches presented here, using the
balanced formulation discussed in section 2.4 or an unbalanced one as in [1]. The dispatch
procedure proposed here, based on balanced (or unbalanced if necessary) power flows, takes
advantage of the features of the AAUC solution to reduce computational costs and facilitate
the implementation of the proposed EMS, which are relevant issues in practical MGs EMS
as discussed in [1].































































Figure 3-4.: Modified CIGRE microgrid benchmark [1].
3.4. Numerical Results
To validate and compare the proposed AA-based EMS approach, the modified CIGRE dis-
tribution network benchmark shown in Fig. 3-4 is used; the parameters of the distributed
energy resources, as well as the load and RE profiles are the same as in [119]. A load cur-
tailment price of $5/kWh is assumed here [35]. A simplified RE and load prediction model
is used here, which assume a linear behavior of forecasting errors, as shown in Fig. 3-5,
representing 2 standard deviations of a normal distribution used to obtain load, wind, and
solar power forecasts. The forecasting performance indices considered here are from a remote
microgrid in Huatacondo, Chile [120]. The presented formulations were all implemented in
GAMS 23.3.3 [121], solving the UC and OPF problems with the CPLEX 12.1.0 and MINUS
solvers [122], respectively. Simulations were performed on an Intel R© Xeon R© CPU L7555
1.87GHz 4-processor server.
3.4.1. Study Cases
The study cases explained next allows assessing the performance of the proposed AAUC.


























Figure 3-5.: Wind forecasting errors; and similarly for solar and demand powers
• Deterministic (Det): For this case, a day-ahead UC problem with the formulation
described in Section 2.2 and using forecasts with 1 h steps and a “middle” forecast
error, as per Fig. 3-5, is computed first. Then, an OPF is computed each 5 min using
the formulation described in Section 2.4, with the SOC levels at the beginning and end
of each hour and the binary variables obtained from the deterministic day-ahead UC
solution. For the reserve constraint (2-16), RL, RW , and RPV are assumed to be equal
to 10%, 50%, and 25% of the output powers, respectively, which are typical reserve
values used in isolated MGs. The especial case of the deterministic formulation with
a perfect 5 min forecast, i.e., the actual realization, over the 24 h horizon (Det-perf),
is used as the “ideal” solution for comparison purposes.
• MPC: The approach described in Section 2.3.1 is used here, with a re-calculation time
of 5 min, and using a day-ahead forecast with 5 min steps with a “middle” forecast
error. An OPF is computed at each 5 min step to guarantee a feasible dispatch solution.
• Stochastic (Stoch): The formulation described in Section 2.3.2 is used in this case to
obtain a UC solution, considering 100 day-ahead 1 h step scenarios of both RE and
load, which are obtained from a scenario reduction process executed in the SCENRED2
tool of GAMS [123], using the backward reduction method, where a first set of 1000
scenarios, generated based on the aforementioned prediction model with a “middle”
forecast error, is reduced to the final set used in the optimization process. An OPF
solution is then obtained each 5 min using the formulation described in Section 2.4,
with the SOC levels at the beginning and end of each hour being equal to the mean
of the SOC levels of all considered scenarios, and with the schedule obtained from the
stochastic UC solution.
• Stochastic-MPC (Stoch-MPC): For this case, the stochastic UC problem described
above is solved each 1h, using the current forecast information for the scenario gener-
ation process. In each iteration, only the commitment solution obtained for the next
hour is applied and an OPF solution is obtained each 5 min using this solution.
3.4 Numerical Results 40













Det-perf 18,711.22 0 18,711.22 191.92
Det 18,580.48 2,825.03 21,405.51 95.74
MPC 18,564.78 1,673.27 20,238.06 1,135.88
Stoch 18,614.39 2,281.40 20,895.79 2,571.29
Stoch-MPC 18,682.80 1,076.62 19,759.42 12,599.53
AAUC w = 0.9 18,742.59 1,084.86 19,827.45 56.18
AAUC w = 0.5 19,329.37 979.90 20,309.27 81.10
AAUC w = 0.1 19,577.07 813.29 20,390.36 64.94
• AAUC: This case is based on the method proposed on this chapter for values of w
equal to 0.9, 0.5, and 0.1, in order to show the effect of this parameter on the results
[76]. The values of Der,t, Wu,t, and PVv,t in (3-1)-(3-3) are equal to the load, wind,
and photovoltaic power forecast errors at time t = 24 for a “middle” forecast error,
respectively, in order to avoid frequent re-calculations of the AAUC problem. The
number of noise symbols for the study case in the paper is p = 3, since it is assumed
that the wind speed, solar radiation, and loads have similar statistical behavior, given
the proximity of the RE generators and the assumed similar characteristics of loads
typical of microgrids; therefore, a noise symbol is used to represent wind uncertainty,
another for solar uncertainty, and a third one for load uncertainty. However, if after a
statistical analysis, important differences between the behavior of different groups of
RE generators or loads are identified, more noise symbols could be readily added to
the system model, affecting to some degree the computational performance.
3.4.2. Results
Table 3-1 shows the operating costs for all study cases. The dispatches obtained with the
AAUC method for w = 0.9 (shown in Fig. 3-6), w = 0.5, and w = 0.1 have a lower total cost
than the deterministic and stochastic approaches at reasonable computational costs, since
the AAUC method provides more robust solutions, resulting in a lower power curtailment
prices than these methods. However, the solutions provided by the AAUC approach, for
w = 0.5 and w = 0.1, are slightly more expensive than that of the MPC, since the latter has
a shorter re-calculation time, using better forecasting information but resulting in higher
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Figure 3-6.: AAUC dispatch results for w = 0.9.
computational costs. The stochastic-MPC method shows the most cost-efficient solution,
but at large computational costs. Observe also that for small values of w such as 0.1, more
robust solutions can be obtained, as less load curtailment is needed; however, these solutions
have a higher operating cost, resulting, for this study case, in higher total costs than the
solutions for larger values of w such as 0.9. This shows the importance of properly selecting
the value of w, in order to obtain adequate solutions.
Table 3-2 shows the different approaches total costs for the forecasting error margins
shown in Fig. 3-5. Note that the total costs of the deterministic and MPC methods are
considerably affected when the quality of the forecast is reduced, since these methods do not
directly take into account uncertainties in the formulation. For the other methods, the total
costs do not show considerable changes for the different forecasting error levels considered
here, since these accommodate enough reserves to respond to variations in the forecasting
errors.
Table 3-3 shows the effect in the results of the proposed EMS as the AA partial de-
viations Der,t, Wu,t, and PVv,t are multiplied by the factor in that table. Note that if the
considered uncertainly intervals are too narrow, the method loses robustness, resulting in
more expensive demand curtailments. In practice, the width of these bounds can be readily
chosen based on historical data.
3.4.3. Discussion
For the methods compared here and based on their inherent characteristics and the results
obtained for the benchmark microgrid, which is more complex than existing microgrids in
terms of number of components and feeder features, one can conclude the following:
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Det 21,383.92 21,405.51 23,225.01
MPC 19,217.65 20,238.06 21,186.02
Stoch 20,188.62 20,895.79 22,120.21
Stoch-MPC 19,841.70 19,759.42 19,863.47
AAUC w = 0.9 19,756.77 19,827.45 19,763.68















0.5 18,679.63 2,880.93 21,560.56 20
1 18,742.59 1,084.86 19,827.45 15
2 18,980.36 64.86 19,045.22 6
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• For cases where pdfs are well defined, UC stochastic optimization methods could to be a
good choice, since these provide an accurate representation of the uncertainty resulting
in adequate dispatch solutions, especially if an MPC approach is used, but at relatively
high computational costs that may make them impractical for online applications.
• For microgrids with accurate forecast systems, the deterministic UC MPC approach
could offer adequate dispatch solutions at very low computational costs.
• The proposed AAUC method provides cost-effective solutions at low computational
costs, only requiring the identification of forecasting error intervals, in order to define
the partial deviations to be used that can be obtained from simple statistical analyses
(e.g., confidence intervals), thus offering adequate dispatch solutions for cases where
pdfs cannot be readily identified; however, the method does require properly choosing,
offline, the required weight w value to obtain reasonable results.
3.5. Conclusions
This chapter proposed a novel microgrid EMS formulation based on an AA, considering
ESS and intertemporal constraints. The AAUC was compared against deterministic, MPC,
stochastic and stochastic-MPC approaches, using a microgrid benchmark system, with the
results showing that the AAUC is able to provide robust and adequate cost-effective so-
lutions at reasonable computational costs, without the need of assumptions regarding the
statistical characteristics of the uncertainties. Finally, it was also shown that the AAUC
solution conservativeness depends on the presumed uncertainty intervals and the value of
the parameter w.
4. An Affine Arithmetic-Model
Predictive Control Approach for
Optimal Economic Dispatch of
Combined Heat and Power Microgrids
4.1. Introduction
This chapter presents a novel approach for the optimal economic dispatch of CHP MGs,
which incorporates an AA-based Economic Dispatch (AAED) problem into an MPC frame-
work. The proposed algorithm solves each ∆t minutes (e.g. 15m) an AAED problem with
time steps of ∆t minutes over a time horizon T (e.g. 24h). It uses the available forecast
and the current state of the system, to provide the schedule and the affine forms that repre-
sent the operation intervals of the generators and ESS for the next time interval [t, t+ ∆t].
Online set points for generators and ESS are then obtained by computing the noise symbols
values of the affine forms, based on the most updated information of electricity and heat
demands and available renewable energy power. A theoretical CHP-based MG, comprising
PVs, a gas boiler, a CHP unit, a battery, and a thermal tank, is used to assess the per-
formance of the AA-MPC approach in both connected and isolated operation modes. The
method is also compared with a deterministic MPC approach. Results show the ability of
the method to better address forecasting errors, resulting in more cost-effective solutions,
without considerably affecting the computation performance.
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4.2. Mathematical Formulation
4.2.1. Affine Representation of the Quantities of the Problem
In order to formulate the CHP economic dispatch problem in the AA domain, all the linear
parameter and variables of the problem have to be expressed into affine representation. As
renewable power generation and power and heat demand forecasts are commonly consid-
ered as inputs of the MGs dispatch problem [124], the first step is to express these input












Dhj,tεj,t ∀t ∈ T (4-2)





P renk,t εk,t ∀t ∈ T (4-3)
The affine representation in (4-1)-(4-3) assumes that the uncertainty sources for the
power demand, heat demand, and RE generation are independent; therefore, these affine
forms do not share any noise symbol. It is possible to assume a dependency between the
heat demand and the PV generation since both of them have a relationship with the ambient
temperature; in that case, D̂ht and P̂
ren
t will share a noise symbol representing the ambient
temperature uncertainty. However, this dependency is not considered here, without loss of
solution quality, since the main source of uncertainty for PV generation is related to the
solar radiation, as explained in [125]. The values of the partial deviations (e.g. Dei,t, D
h
j,t,
P renk,t ) and the number of noise symbols of these affine forms (e.g. pd, ph, pr) also depend on
the way how the uncertainty sources are considered in the model and they can be defined
by a characterization of the statistical properties of the random quantities [116].
The continuous variables of the CHP economic dispatch problem can be expressed in











t are expressed as:





P pgui,t εi,t +
ph∑
j=1
P pguj,t εj,t +
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k=1












Qbk,tεk,t ∀t ∈ T (4-5)








































k,t εk,t ∀t ∈ T (4-7)
and similarly for the P
buy/sell




t and ∆Qt. In (4-4)-(4-7), the first term of
each affine form (e.g. P pgu0,t ) is the central value of the corresponding variable; the second (e.g.∑pd
i=1 P
pgu




j,t εj,t) terms are the partial deviation of the variable





k,t εk,t) is the deviation of the variable associated with the RE generation
forecasting error.
4.2.2. Affine Arithmetic-based Economic Dispatch for CHP-based MGs
The proposed AAED approach seeks to find the parameters of the affine forms associated to






k,t in (4-4)) and the optimal
values of the discrete variables (e.g., xt, yt and zt), which minimize both base-case scenario
cost and corrective dispatch cost, while satisfying all the technical constraints. Based on the
theoretical framework introduced in Section 2.6.2, the objective function of the AAED for





















































which is a composite multi-objective function, where the first objective corresponds to the
operating cost of the forecasted case (central value of the function cost affine form); and
the second objective (radius of the function cost affine form) represents the re-dispatch cost
associated to the forecasting errors of all the considered uncertain sources represented by p
noise symbols. The value of w in (4-8) defines the degree of robustness of the solution and
can be chosen according to the user preferences, as studied and discussed in [76].
The constraints of the deterministic CHP economic dispatch problem described on Sec-
tion 2.5 can be classified into: non inter-temporal equality constraints, such as the energy
flow balances; non inter-temporal inequality constraints such as the power limits; and inter-
temporal equality constraints, such as the SOC balance equation. Based on this classification,
these constraints can be formulated in affine form, as below.
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For non inter-temporal equality constraints, Definition 1 from Section 2.5 can be used.













(1− ηpgu − ηloss)ηhr +Qbh,t +Qdchh,t −Qchh,t =
Dhh,t
ηhe
−Qcurth,t + ∆Qh,t ∀h ∈ (0, ..., pd + ph + pr), ∀t ∈ T (4-10)
For non inter-temporal inequality constraints, the Definition 2 from Section 2.5 can be
used. Hence, the power limits constraints of the power generation unit can be written as:









∣∣P pguh,i,t∣∣ ≤ P pgu,maxi xi,t ∀t ∈ T , i ∈ I (4-12)
and similar for (2-29)-(2-31) and power limits of the other elements of the system.
On the other hand, inter-temporal equality constraints have to be treated differently,
taking into account that χ̂t is equal to ψ̂t+1 in affine form, if and only if Definition 1 is
respected and εt = εt+1. Therefore, constraints (2-28) could be approximated in the AA
domain by equalizing the central values and the radius of the affine forms, as proposed
in [77]:















∣∣ ∀t, t+1 ∈ T (4-14)
and similar for the energy balance constraints of the electrical energy storage systems. Con-
straints (4-13) and (4-14) do not assure equality between the affine forms for all possible
values of the noise symbols, but will guarantee that the minimum and maximum SOC limits
will not be violated during all the optimization horizon, including for the unlikely scenarios
related with the noise symbol values −1 and 1.
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4.2.3. Affine Arithmetic Model Predictive Control Approach
The proposed dispatch algorithm is illustrated in Fig. 4-1, where the AAED of Section
4.2.2 is solved first, based on the current state of the MG and the available T -ahead (e.g.
day-ahead) forecast of electrical demand, thermal demand, and RE generation. Then, an
online dispatch solution is found each t′ (e.g. 5m), based on the next procedure:
1. The values of the noise symbols are calculated based on the available measurements



















2. The noise symbols values are replaced on the affine forms previously found for the time
interval [t, t+ ∆t], allowing to obtain a specific value for all the problem variables.
Note that for some unlikely cases, the computed noise symbol values can be outside of
the interval [−1, 1]. For these cases, the next supplementary steps have to be implemented:
3. If the lower limit is surpassed, the noise symbol values outside of the interval are fixed
to -1. If the upper limit is surpassed, the noise symbol values outside of the interval
are fixed to 1.
4. The new noise symbol values are replaced on the affine forms in order to compute the
set points for all the distributed energy elements.
5. If it is necessary, load or RE curtailment is executed in order to guarantee the power
balance.
Finally, the whole process is repeated every ∆t (e.g. 15m), using the most updated
forecast in each iteration, as shown in Fig. 4-2, for the first four iterations of the CHP unit
dispatch computation. Note that in Fig. 4-2, it is assumed that the demand and renewable
generation realizations are known at the first time step.





















































Figure 4-2.: AAMPC illustration for the output power of CHP unit.
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Table 4-1.: Parameters of the CHP Micrgrid in connected mode.
Parameter Value Parameter Value
Cfuel 0.345 [U/kWh] Qhr,max 10 [MW]
Cbuy,Csell ηb 0.8
(08:00−11:00, 17:00−22:00) 0.627 [U/kWh] ηch,ηdch 0.95
(06:00−08:00, 11:00−17:00) 0.527 [U/kWh] ηch,th,ηdch,th 0.9
(00:00−06:00, 22:00−24:00) 0.427 [U/kWh] ηhe 0.9
P pgu,min 1 [MW] ηhr 0.75
P pgu,max 5 [MW] ηloss 0.01
P ch,min,P dch,min 0 [MW] ηpgu 0.3
P ch,max 0.2 [MW] σbat 0.02
P dch,max 0.4 [MW] σth 0.05
Qb,max 2 [MW] SOCmin 0.2 [MWh]
Qch,max 1 [MW] SOCmax 0.9 [MWh]
Qdch,max 2 [MW] Wmin 0 [MWh]
Qch,min,Qdch,min 0 [MW] Wmax 5 [MWh]
Qhe,max 10 [MW]
4.3. Results and discussion
A theoretical CHP-based MG is used here to validate and compare the proposed AAMPC-
based approach in both connected and isolated operation modes. The structure of the
CHP MG is shown in Fig. 4-3. The parameter values are those from the CCHP system
proposed in [2] and are presented in Table 4-1. The PV generation, electrical demand, and
heat demand profiles of typical winter, summer, and intermediate season days, which are
assumed as actual realizations, are shown in Fig. 4-4. Normal distribution is adopted to
obtain electrical load, heating load, and solar power forecasts, using the standard deviation
values of Fig. 4-5, and the profiles of Fig. 4-4 as the mean. The power limits of the main grid
connection are assumed to be 3.4 MW for both purchasing/selling transactions, considering
the power limits of the devices and the RE and load profiles. The thermal and electrical
not supply energy is penalized with 2 U/kWh and 6 U/kWh, respectively. For the isolated
operation mode, an auxiliary generation unit is integrated into the system, with a minimum
output of 10kW and a maximum output of 1MW, while the gas boiler capacity is fixed to
6MW and the main grid connection is removed. All the formulations were implemented
in GAMS 23.3.3 [121] and solved with the CPLEX 12.1.0 solver [122]. Simulations were
performed in an Intel R© Xeon R© CPU L7555 1.87GHz 4-processor server.




































Figure 4-3.: CHP MG structure.
4.3.1. Case Studies
To assess the performance of the proposed AAMPC approach, the cases below were used:
• Perfect forecast (Perf): In this case, a 5 min resolution day-ahead perfect forecast of
the heating demand, electricity demand, and renewable generation (e.g., the actual
realization) is used as input of the problem described in Section 2.5.
• MPC: This case iterative solves the problem of Section 2.5 each 5 min, using an updated
day-ahead forecast with 5 min steps. In each iteration, the solution only define the
state of the variables at time t′ = t′ + ∆t′, discarding the solutions obtained for the
rest of the horizon time t′ + 2∆t′, ..., T ′.
• AAMPC: This case is based on the method proposed on Section 4.2. The chosen time
step values for the AAED and the ED were 15m and 5m, respectively. A day-ahead
forecast with 15 min steps was used in this case. Different values of w are considered
to show the effect of this parameter on the results.
4.3.2. Results
Connected mode
Table 4-2 shows the total operating cost and the computational performance of the different
study cases. The solution obtained with the deterministic MPC approach has a higher
total cost than the proposed AAMPC approach, for all the studied values of w and profiles.
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Figure 4-4.: PV generation, electrical demand, and heat demand profiles for different sea-
sons, based on data from [2].
4.3 Results and discussion 53
Time [h]
















σ  of electrical load
σ  of heat load
σ  of PV power
Figure 4-5.: Standard deviation (σ) for PV generation, electrical demand, and heat de-
mand.
Observe that for the summer day case, a value of w = 0.7, which is a value associated
with more robust AA solutions [77], provide most cost-efficient solutions than the solution
obtained with w = 0.9. This shows the importance of properly tuning the value of w.
Although the AAMPC approach is more computationally expensive than the MPC
approach, both methods have an adequate computational performance for online operation
since the computing time per iteration is always less than 5 minutes, which is the value of
the considered update rate.
Table 4-3 shows a price breakdown of the operation cost. The solutions provided by
the MPC approach results in a high compensation cost, since it is not able to reach the
total heat demand in different time periods, as shown in Fig. 4-7 for the winter case. Note
that the solutions provided by the AAMPC approach use the ESS units more adequately to
attend the energy balance, while the MPC approach solutions depends more on the main
grid, as shown in Fig 4-6 for the winter case. It is worth mentioning that negative values
in Figures 4-6 and 4-7 and in future dispatch result figures are associated with the energy
used for charging ESS units.
Table 4-4 presents additional information on how the energy is dispatched in the dif-
ferent case studies. In the table, it is also evidenced that the AAMPC uses more efficiently
the ESS to achieve an economic operation than the deterministic MPC approach.
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Perf 83,813.70 - 4
MPC 85,150.18 0.28 98
AAMPC w = 0.9 84,373.89 10 288
AAMPC w = 0.7 84,431.82 11 410
AAMPC w = 0.5 84,518.70 13 442
AAMPC w = 0.3 84,494.29 13 465
AAMPC w = 0.1 84,471.31 17 481
INTERMEDIATE SEASON
Perf 32,858.44 - 38
MPC 34,104.69 0.74 155
AAMPC w = 0.9 33,509.60 44 994
AAMPC w = 0.7 33,593.16 34 1,052
AAMPC w = 0.5 33,620.43 57 1,208
AAMPC w = 0.3 33,572.68 53 939
AAMPC w = 0.1 33,545.99 55 1,009
SUMMER
Perf 61,473.45 - 5
MPC 64,239.42 0.36 146
AAMPC w = 0.9 63,274.57 8.8 347
AAMPC w = 0.7 63,139.41 25 642
AAMPC w = 0.5 63,243.55 31 1,099
AAMPC w = 0.3 63,321.54 32 1,055
AAMPC w = 0.1 63,220.97 36 1,164
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Perf 103,186.77 389.31 19,762.38 0
MPC 102,747.79 190.67 18,941.71 1,153.42
AAMPC w = 0.9 103,085.24 102.32 18,929.12 115.44
AAMPC w = 0.7 103,071.71 186.18 18,920.80 94.74
AAMPC w = 0.5 102,927.44 163.63 18,674.09 101.71
AAMPC w = 0.3 102,922.06 169.57 18,711.85 114.50
AAMPC w = 0.1 103,057.74 160.80 18,864.15 116.92
INTERMEDIATE SEASON
Perf 29,285.60 6,183.15 2,610.31 0
MPC 27,546.92 7,830.15 1,863.66 591.27
AAMPC w = 0.9 28,101.75 7,160.82 1,863.83 110.85
AAMPC w = 0.7 27,906.27 7,379.06 1,810.50 118.34
AAMPC w = 0.5 27,816.61 7,537.04 1,846.32 113.10
AAMPC w = 0.3 28,123.08 7,189.28 1,856.34 116.66
AAMPC w = 0.1 28,124.18 7,166.29 1,859.24 114.76
SUMMER
Perf 23,019.57 38,453.88 0 0
MPC 26,043.44 36,824.97 0 1,371.00
AAMPC w = 0.9 25,823.84 37,021.36 0 429.38
AAMPC w = 0.7 26,064.70 36,889.20 0 185.60
AAMPC w = 0.5 26,056.64 36,889.68 0 297.22
AAMPC w = 0.3 26,104.86 36,859.64 0 357.03
AAMPC w = 0.1 26,069.10 36,893.24 0 258.62
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Table 4-4.: Energy dispatch information for one day of operation in connected mode.
MPC AAMPC with w = 0.9
WINTER
CHP Unit [MWh] 89.31 89.53
Energy from Grid [MWh] 0.33 0.18
Energy to Grid [MWh] 38.36 38.26
Energy Stored in Bateries [MWh] 0.15 1.20
Electrical Energy not Supply [kWh] 0 2.87
Energy Stored in Thermal Tank [MWh] 2.81 3.61
Gas Boiler [kWh] 96.70 300.21
Thermal Energy not Supply [kWh] 576.73 49.10
INTERMEDIATE SEASON
CHP Unit [MWh] 21.45 22.68
Energy from Grid [MWh] 14.71 13.61
Energy to Grid [MWh] 3.50 3.48
Energy Stored in Bateries [MWh] 0.15 0.68
Electrical Energy not Supply [kWh] 0 88.73
Energy Stored in Thermal Tank [MWh] 3.08 3.80
Gas Boiler [MWh] 6.66 4.66
Thermal Energy not Supply [kWh] 295.64 55.16
SUMMER
CHP Unit [MWh] 22.64 22.45
Energy from Grid [MWh] 67.82 68.23
Energy to Grid [MWh] 0 0
Energy Stored in Bateries [MWh] 1.04 1.55
Electrical Energy not Supply [kWh] 228.51 71.56
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Figure 4-7.: Heat power dispatch results for a winter day in connected mode
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Isolated mode
The total operating cost and the computation burden of the different study cases are shown
in Table 4-5, for the isolated operation mode. The solutions obtained with the deterministic
MPC approach, for winter and intermediate season days, have a higher total cost than the
proposed AAMPC approach, for all the studied values of w. For the studied summer day,
the AAMPC approach is only better than the MPC approach when w = 0.9. Note also
that for the winter day, the intermediate season day, and the summer day, the best solution
was obtained with w = 0.1, w = 0.7, and w = 0.9, respectively. Thus, the results show
the importance of tuning the value of w to improve the performance of the method. The
reported computation times of the AAMPC approach, for the isolated mode, are in some
cases higher than for the connected mode, however, they still adequate for online operation,
as the maximum time per iteration is lower than the considered update rate of 5 min.
Table 4-6 shows a price breakdown of the operation cost for the isolated operation mode.
For the studied winter and intermediate season days, the MPC approach has difficulties to
reach the total heat demand, resulting in high compensation costs. Particularly, Fig. 4-8
and Fig. 4-9 show how the AAMPC approach makes better use of storage systems than the
deterministic MPC approach, for a winter day. Also, in Fig. 4-9 it is evidenced that the MPC
solution has difficulties to reach the total heat demand at hours 4 and 6, when the CHP unit
is off. For the studied summer day, the AAMPC approach has a higher compensation cost
than the deterministic MPC approach. For this study case, the MPC approach has a better
performance than the AAMPC when only electrical demand is present. Table 4-7 presents
additional information about the energy dispatch of the MPC and AAMPC approaches.
Annual Operation
Table 4-8 presents the annual operation cost for the MPC and AAMPC (for w = 0.9)
methods, in both connected and isolated modes. For the connected mode, the savings per
year when using the AAMPC approach are close to 600, 000 U. For the isolated mode,
the savings per year when using AAMPC approach are close to 300, 000 U. The results
highlight the benefits of using the proposed method, which, by modelling uncertainties more
adequately, is able to provide more cost-efficient dispatch solutions.
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Perf 89,646.22 - 0.20
MPC 90,572.82 0.22 89
AAMPC w = 0.9 90,212.29 50 718
AAMPC w = 0.7 90,200.02 56 982
AAMPC w = 0.5 90,223.05 120 862
AAMPC w = 0.3 90,262.38 73 1,093
AAMPC w = 0.1 90,196.02 62 1,027
INTERMEDIATE SEASON
Perf 37,538.58 - 0.22
MPC 39,663.24 0.27 134
AAMPC w = 0.9 39,548.18 6.5 357
AAMPC w = 0.7 39,525.17 22.7 509
AAMPC w = 0.5 39,719.05 28 652
AAMPC w = 0.3 39,722.52 35 689
AAMPC w = 0.1 39,700.59 52 755
SUMMER
Perf 104.126,29 - 0.21
MPC 104,280.52 0.25 119
AAMPC w = 0.9 104,256.15 4.3 262
AAMPC w = 0.7 104,317.00 9.8 387
AAMPC w = 0.5 104,359.40 21 1,468
AAMPC w = 0.3 104,351.84 18 1,130
AAMPC w = 0.1 104,335.57 42 2,537
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AAMPC w = 0.9 89,833.72 378.57
AAMPC w = 0.7 89,858.37 341.65
AAMPC w = 0.5 89,835.87 387.18
AAMPC w = 0.3 89,873.16 389.22




AAMPC w = 0.9 39,285.00 263.180
AAMPC w = 0.7 39,298.75 226.41
AAMPC w = 0.5 39,473.22 245.83
AAMPC w = 0.3 39,471.89 250.62




AAMPC w = 0.9 104,124.37 131.78
AAMPC w = 0.7 104,182.91 134.10
AAMPC w = 0.5 104,174.23 185.17
AAMPC w = 0.3 104,182.15 169.68
AAMPC w = 0.1 104,192.89 142.67
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Table 4-7.: Energy dispatch information for one day of operation in isolated mode.
MPC AAMPC with w = 0.9
WINTER
CHP Unit [MWh] 49.61 48.55
Auxiliar Generator [MWh] 2.00 2.87
Energy Stored in Bateries [MWh] 1.20 1.28
Electrical Energy not Supply [kWh] 0 23.61
Energy Stored in Thermal Tank [MWh] 3.11 3.76
Gas Boiler [MWh] 68.56 71.17
Thermal Energy not Supply [kWh] 825.34 118.45
INTERMEDIATE SEASON
CHP Unit [MWh] 28.51 26.61
Auxiliar Generator [MWh] 4.24 6.10
Energy Stored in Bateries [MWh] 0.74 0.98
Electrical Energy not Supply [kWh] 0 27.29
Energy Stored in Thermal Tank [MWh] 6.57 6.56
Gas Boiler [MWh] 3.81 3.85
Thermal Energy not Supply [kWh] 175.89 49.70
SUMMER
CHP Unit [MWh] 86.33 76.30
Auxiliar Generator [MWh] 4.33 14.24
Energy Stored in Bateries [MWh] 0.97 0.89
Electrical Energy not Supply [kWh] 1.32 21.96
Table 4-8.: Total operating cost per year.
Total operating cost
per year in connected
mode [MU]
Total operating cost
per year in isolated
mode [MU]
MPC 20.63 26.33
AAMPC w = 0.9 20.07 26.04
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Figure 4-9.: Heat power dispatch results for a winter day in isolated mode.
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4.4. Conclusions
A novel approach for the optimal economic dispatch of CHP MGs, based on the AA and
MPC techniques, was developed in this chapter. The AAMPC approach was compared with
the deterministic MPC approach, using a theoretical CHP MG benchmark. The results
showed that the AAMPC method is more cost-efficient than the deterministic approach, in
both isolated and connected operation modes. Also, it was observed that the computational
performance of the proposed method is suitable for online operation. Finally, it was shown
the need to adequately tune the value of the objective function weight to obtain better
results with the proposed method. The integration of more detailed CHP system models
and demand-side management mechanisms to the proposed approach should be interesting
to be studied in future works.
5. Conclusions
5.1. Summary and Conclusions
This thesis developed novel approaches for centralized energy management systems in order
to optimize the operation of isolated microgrids. The research motivations were presented
in Chapter 1, together with the main objectives and a comprehensive literature review.
Chapter 2 provided some important definitions and mathematical background used in
this thesis. The hierarchical control structure commonly used in MGs were presented, pro-
viding some information of the local, EMS, and upstream network interface control levels.
Moreover, formulations of the UC problem based on deterministic, MPC, and stochastic
approaches were introduced. The OPF problem and the CCHP economic dispatch prob-
lem for MGs were also introduced. Finally, the most relevant concepts and definitions of
the AA technique were outlined, since this mathematical technique was used to cope with
uncertainties in the proposed EMS approaches.
In chapter 3, a novel microgrid EMS formulation based on an AA was proposed, where
ESS and other inter-temporal constraints were considered. The proposed approach was
compared against deterministic, MPC, stochastic and stochastic-MPC approaches, using a
microgrid benchmark system from CIGRE.
Chapter 4 presented a new approach for the optimal economic dispatch of CHP MGs,
which incorporates an AA-based Economic Dispatch (AAED) problem into an MPC frame-
work. The proposed approach was compared with the deterministic MPC approach, using
a theoretical CHP MG benchmark.
The main conclusions of the presented research are:
• Forecast errors have to be appropriately addressed by energy management systems to
guarantee an economic, sustainable, and reliable operation of MGs. In that context, it
has been shown that the proposed AA-based and AAMPC EMS approaches are able
to provide robust and adequate cost-effective dispatch solutions at reasonable compu-
tational costs, without the need of assumptions regarding the statistical characteristics
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of the uncertainties.
• Results have shown that MPC-based techniques ease the real-time operation of MGs
and allow to mitigate the impact of uncertainties in MG’s operation by using updated
forecast information. The combination of this technique with appropriate uncertainty
modelling, as proposed in this thesis, has shown to be a technical and economic solu-
tion for the energy management problem of MGs with high penetration of renewable
energies and CHP units.
• The solution conservativeness of the proposed AA based approaches depends on the
presumed uncertainty intervals and the value of the parameter w. Thus, it is important
to properly tune these values to obtain a solution more adapted to the user’s needs.
• Compared with existing approaches which only provide a finite set of power dispatch
solutions, the proposed AA-based UC approach provided dispatch solutions for all pos-
sible load and RE generation realizations belonging to the predetermined uncertainty
bounds.
• The proposed AA-based UC approach can be extended to problems with a greater
number of variables such as the bulk power system’s UC problem, without affecting
computational tractability, as shown in the results presented in the Appendix.
5.2. Contributions
The main contributions of this thesis can be summarized as follows:
• A novel EMS formulation for isolated MGs based on AA was developed. The proposed
AA-based EMS first solves an AAUC problem and then finds real-time economic dis-
patch solutions by applying a novel dispatch procedure. The proposed dispatch pro-
cedure also checks if the power flow constraints are respected and it sends signals for
load curtailment if necessary.
• The AA-based EMS was compared using a benchmark microgrid to deterministic,
MPC, stochastic, and stochastic-MPC techniques, demonstrating that the AA-based
EMS approach provides robust and cost-effective solutions, with adequate reserves for
secure microgrid operation.
• A novel AAMPC-based formulation of the optimal economic dispatch problem for CHP
MGs was introduced. The proposed EMS adequately considers the forecast errors and
guarantees an online economic operation.
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• The proposed AAMPC formulation and the deterministic MPC formulation were com-
pared in both connected and isolated operation modes, showing that the AA-MPC
approach provides more cost-efficient solutions, without considerably affecting the com-
putational performance.
• The proposed AAUC approach has been extended to address the bulk power system’s
UC problem.
The contributions in Chapter 3 were already published in [76, 77]. The main contents
of Chapter 4 have been reported in [78].
5.3. Future Work
Considering the scope and results of the present thesis, future works may be oriented toward:
• The integration of more detailed CHP system models, demand-side management mech-
anisms and network models including unbalances to the proposed EMS approaches.
• The exploration of alternative optimization methods to solve the proposed EMS formu-
lation in order to improve computational performance and to provide more information
about the behaviour of the solution in function of the value of the objective function
weight.
• Since the hardware implementation of the proposed EMS approaches was out of the
scope of the present thesis, it could be carried out in future works in order to validate
their integration with local controllers and their practical implementation.
• To apply the proposed EMS approaches to MGs providing other services such as
potable water and transport.
A. Affine Arithmetic Formulation of the
Unit Commitment Problem for Bulk
Power Systems Under Uncertainty
A.1. Introduction
In this Appendix, a method based on Affine Arithmetic (AA) to solve the Unit Commitment
(UC) problem, considering load and Renewable Energy (RE) uncertainties for bulk systems
is proposed. The main idea is to formulate an AA-based constrained multi-objective problem
that not only provides a robust commitment solution, but also provides confidence intervals
for active powers and operating costs, as well as dispatch solutions for all possible load and
RE generation realizations for the predetermined uncertainty bounds. Moreover, the AAUC
approach allows to explore solutions where the impact of the re-dispatch cost in the total
operation cost can be reduced by adjusting the objective function weight values. The pro-
posed approach can be used to better estimate day-ahead energy prices and explore more
cost-efficient solutions under uncertainty, as well as for real-time dispatching. The AAUC
approach is tested and compared against Stochastic Optimization UC (SOUC), Interval Op-
timization UC (IOUC), and Monte Carlo Simulation (MCS) approaches, on a six-bus system
and a modified IEEE 118-bus system. The simulations results show that the proposed ap-
proach provides more accurate confidence intervals for active power and operating costs than
IOUC, using MCS results as the benchmark, and has a better computational performance
than SOUC.
A.2. Deterministic Formulation of the UC problem for
Bulk System
The deterministic transmission-constrained UC is an MILP problem, whose objective func-
tion is given as:















where Pi,t is the output power of unit i in the set of dispatchable generators I, at time t in
the time set T ; xi,t is the scheduled state ON/OFF of unit i at time t; SDi,t and SUi,t are
binary variables indicating the shut-down and start-up decision, respectively; and Csdni and
Csupi are the shut-down and start-up cost of unit i, respectively. The function Fi(.) accounts
for the cost of each thermal unit using a piecewise linear upper approximation of the convex
cost curve.









Bmb(δb,t − δm,t) = Db,t ∀t ∈ T , b ∈ B (A-2)
Pmini xi,t ≤ Pi,t ≤ Pmaxi xi,t ∀t ∈ T , i ∈ I (A-3)
Pi,t − Pi,t−1 ≤ Rupi ∀t ∈ T , i ∈ I (A-4)
Pi,t−1 − Pi,t ≤ Rdni ∀t ∈ T , i ∈ I (A-5)
− Pmaxl,bm ≤ Bbm(δb,t − δt,m) ≤ Pmaxl,bm ∀t ∈ T , {b,m} ∈ L (A-6)
δmin ≤ δb,t ≤ δmax ∀t ∈ T , b ∈ B (A-7)
SUi,t − SDi,t = xi,t − xi,t−1 ∀t ∈ T , i ∈ I (A-8)
SUi,t + SDi,t ≤ 1 ∀t ∈ T , i ∈ I (A-9)
xi,t = g
on/off




i ), i ∈ I (A-10)∑
tt=t−gupi +1
SUi,tt ≤ xi,t ∀t ≥ Lup,mini (A-11)
∑
tt=t−gdni +1
SDi,tt ≤ 1− xi,t ∀t ≥ Ldn,mini (A-12)
where constraints (A-2) are the power balance equations for each node b in the set of buses B;
Wb,t is the RE power available at bus b at time t; Bbm is the admittance of the line connecting
buses b and m in the set of lines L; δb,t is the voltage angle at bus b at time t; Db,t is the
load at bus b at time t; and Ib is the subset of dispatchable generators connected to bus b.
RE curtailment is not included in (A-2), since there is not incentive considered here for RE
power spillage, which is the case in most markets (e.g. Ontario, Canada). Constraints (A-3)
corresponds to minimum Pmini and maximum P
max
i generation capacity limits of controllable
units. Constraints (A-4)-(A-5) impose the ramp-up Rupi and ramp-down R
dn
i rates limits of
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the dispatchable generators. Constraints (A-6) and (A-7) are the constraints of the linear
dc power flow, which guarantee that the maximum line flow limits Pmaxl,bm and angles limits
δmin and δmax are respected, respectively. Constraints (A-8) and (A-9) associate the unit
commitment decisions, SDi,t and SUi,t, with the status variable xi,t, as well as ensure that
each unit is not turned-on and -off simultaneously. Finally, constraints (A-10)-(A-12) enforce
the minimum up-time gupi and the minimum down-time g
dn





the number of periods that unit i is required to stay ON or OFF at the beginning of the
optimization horizon, and g
on/off
i is the status of unit i at t = 0.
A.3. Affine Arithmetic Formulation of the UC problem for
Bulk System
A.3.1. Affine Forms
Load and RE generation uncertainties can be represented by affine forms as follows:
D̂b,t = D0,b,t +
pd∑
n=1
Dn,b,tεn ∀t ∈ T , b ∈ B (A-13)
Ŵb,t = W0,b,t +
pw∑
r=1
Wr,b,tεr ∀t ∈ T , b ∈ B (A-14)
where D0,b,t and W0,b,t are the forecasted values of load and RE at node b at time t; Dn,b,t
and εn are the partial deviations and noise symbols representing the load forecasting errors,
respectively; Wr,b,t and εr are the partial deviations and noise symbols representing the RE
forecasting errors, respectively; and pd and pw are the number of noise symbols used to
describe load and RE uncertainties, respectively. Note that the affine forms D̂b,t and Ŵb,t do
not share any noise symbols, since the uncertainty sources for the load and the RE generation
are assumed to be independent. The number of noise symbols and the values of the partial
deviations of the affine forms in (A-13) and (A-14) can be obtained by a characterization of
the statistical properties of the random variables [116], considering aspects such as temporal
and spacial correlation among uncertainties.
Based on (A-13) and (A-14), the continuous variables of the transmission-constrained
UC, i.e. generator active power, voltage angles, and line power flows, can be represented by
the following affine forms:
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Pr,i,tεr ∀t ∈ T , i ∈ I (A-15)






δr,b,tεr ∀t ∈ T , b ∈ B (A-16)






Plr,l,tεr ∀t ∈ T , l ∈ L (A-17)
where the first term of each affine form is the central value of the variable, the second term
is the deviation of the variable because of the load forecasting errors, and the third term is
the deviation of the variable because of the RE generation forecasting errors.
A.3.2. Problem Statement
The main idea of the AAUC approach is to find a UC schedule and the parameters of the
affine forms (A-15)-(A-17), which simultaneously minimize the base-case scenario cost and
the corrective dispatch cost, while satisfying all the units and system constraints. In this
context, based on (2-41) and using the weighted-sum multi-objective optimization method, it

















where p = pd+pw, and w ∈ [0, 1] represents the weight related to the objective of minimizing
the operation cost of the base case or affine central value of the function cost, which is the
cost of the dispatch for the central forecast F0,i plus the commitment cost; hence, 1 − w is
the weight related to the objective of minimizing the re-dispatch cost Fh,i or affine radius of
the function cost. The value of w can be chosen according to the decision maker’s degree
of conservativeness with respect to the uncertainties; thus, a value of w close to 1 leads to
cost-effective solutions that are sensitive to the uncertainties, while a value of w close to 0
leads to solutions that are more expensive but less sensitive to the uncertainties.
Constraints (A-2)-(A-7) can be formulated in affine form based on (2-39) and (2-40).
If RE curtailment is included in (A-2), a new affine form representing this variable must
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be included in the formulation. Constraints (A-8)-(A-12) remain the same, since they are
only related to the binary variables, which are “crisp” variables, without an affine form
representation. Note that the resulting mathematical model has absolute values in the
objective function and constraints, which can be easily linearized with additional variables
and linear constraints [118], so that the optimization problem becomes an MILP problem
that can be readily solved by using commercial solvers such as CPLEX.
A.3.3. Model Outputs
Except for the commitment decisions, all the outputs of the model (e.g. operating cost,
dispatched active power, line power flows) are represented by affine forms. These affine
forms can be transformed either into interval representation or into deterministic solutions
for particular realizations of the random variables. Thus, an affine form χ̂ can be converted
into interval representation by using the following operators:








where ∆(χ̂) and ∆(χ̂) are the upper bound and lower bound of the affine form, respectively,
forming the interval [∆(χ̂),∆(χ̂)]. The intervals for the active power dispatched by each
generator and for the operating price can be useful for applications such as energy pricing,
reserve pricing, and day-ahead market clearing.
A specific value in the interval [-1,1] can be assigned to the noise symbols of the output
affine forms, if there is a certain degree of certainty in the RE and load forecast (e.g. forecasts
with 5-min time resolution). This results in a feasible economic dispatch solution for the
robust commitment solution, which can be used for real-time economic dispatch.
A.4. Numerical Results
To test and validate the proposed AAUC approach, a six-bus system [126] and a modified
IEEE 118-bus system are used. The GAMS 23.3.3 environment [121], and the CPLEX 12.1.0
optimization engine [122] were used to implement all UC formulations, with a minimum
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Figure A-1.: Comparison of the UC-dispatch solutions for different values of the objective
function weight w for the 6-bus system.
relative MIP gap of 10−4. Simulation were performed on an Intel R© Xeon R© CPU L7555
1.87GHz 4-processor server.
The 6-bus system is used to: (i) illustrate the effect of the value of the objective weight w
on the UC and dispatch solutions; (ii) compare the AAUC approach against the DUC, SOUC,
and IOUC approaches; (iii) compare the dispatched active power bounds for the AAUC and
IOUC approaches with those obtained with MCS, which are used as the benchmark; and
(iv) study the impact of uncertainties levels in the AAUC solution. The results obtained
for the modified IEEE 118 bus benchmark system are used to evaluate the computational
performance of the proposed UC method.
A.4.1. 6-bus System
The 6-bus system shown in Fig.A-1 has load and wind power generation profiles defined
in [45]. The total load is assumed to be distributed as 20%, 40%, and 40% for Buses 3,
4, and 5, respectively. Tolerance bounds of the load and wind power forecasting errors are
assumed as ±10% and ±30%, respectively.
(i) Objective Function Weight Analysis: Figure A-2 shows the UC-dispatch solutions
obtained for w = 0.9 and w = 0.1; only the affine central values are plotted to facilitate
visualization. When w = 0.9, the most important objective is to minimize the affine central
value of the operating cost, in which case most of the demand is supplied by the cheapest
generator, Unit 1 (black plots), in order to reduce the base-case operating cost. On the other
hand, when w = 0.1, the main objective is to reduce the variation of the operation cost due
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Figure A-2.: Comparison of the UC-dispatch solutions for different values of the objective
function weight w for the 6-bus system.
to the forecasting errors of load and RE generation; consequently, the power dispatched for
Unit 3 is bigger, in order to allow Unit 1 to supply the power variations due to forecasting
errors at a lower cost, while respecting its ramp constraints, thus resulting in a bigger but
less variable operating cost.
Figure A-3 shows the Pareto front obtained for different values of w. Distinct values of
w may give the same UC-dispatch solutions because of the discrete variables in the problem.
System operators can chose a solution belonging to the Pareto front based on their degree
of conservativeness. The solution for w = 0 is not included in Fig. A-3, since it leads to an
expensive dispatch that does not make sense for real applications.
(ii) Comparison of Various Approaches: Table A-1 shows the day-ahead operating cost
for the DUC, the SOUC, the IOUC, the AAUC with w = 0.9, and the MCS, based on 1000
scenarios of load and wind for a uniform pdf, which represents the most extreme case of
uncertainty, and as per the convergence of the MCS expected value. Observe that the DUC
provides the least expensive but least robust solution for the base-case or central forecast,
since it does not take into account possible deviations in the forecasted values. The SOUC
provides a less expensive solution for the base-case than the IOUC and the AAUC formu-
lations, but it only guarantees the feasibility for the set of scenarios considered during the
optimization process, while the IOUC and the AAUC provide robust UC solutions immu-
nized against all the possible scenarios in the uncertainty tolerance bounds considered on
the problem formulation. The AAUC yields the biggest base-case operating cost, providing
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Figure A-3.: Pareto front from the AAUC formulation for the 6-bus system.
more accurate intervals than the IOUC, compared to the MCS solution which is taken as
the benchmark, since the proposed AAUC approach simultaneously minimize the affine cen-
tral value and the affine radius of the operating cost, thus providing tighter operating cost
bounds than the IOUC.
Figure A-4 shows the UC-dispatch solutions obtained from the SOUC, IOUC, and
AAUC formulations. The generator commitment solution is the same for all the formulations,
but the power dispatch solution differs from one method to another. The main difference,
as mentioned before, is that the AAUC formulation provides a robust UC and minimizes
the effect of the random variables on the operating cost, which results in a reduction of the
power supplied by the cheapest unit (Unit 1), in order to allow corrective dispatch actions
at a lowest price, while respecting the unit constraints.
Based on (A-15)-(A-17), note that the AAUC also provides dispatch solutions for all
possible load and RE generation realizations belonging to the predetermined uncertainty
bounds. For example, Table A-2 shows a dispatch corresponding to a particular load and
wind power realization; this dispatch was computed by adjusting the values of the load
(ε1, ε2, ε3) and wind power (ε4) noise symbols of the affine forms:
P̂1,12 = 177, 48 + 3, 85ε1 + 7, 7ε2 + 7, 7ε3 − 0, 08ε4 (A-21)
P̂3,12 = 60, 68 + 0, 97ε1 + 1, 94ε2 + 1, 94ε3 − ε4 (A-22)
which are the affine forms obtained with the AAUC for the power dispatch at hour 12 for
Unit 1 and Unit 3, respectively; thus computing a feasible dispatch solution without the
need for solving the optimization problem associated with the particular realization.
(iii) Power Bounds Comparison: Figure A-5 shows the dispatched active power con-
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Figure A-4.: UC-dispatch solutions for SOUC, IOUC, and AAUC formulations for the 6-
bus system.










DUC 93,205 - -
SOUC 95,123 - -
IOUC 95,463 86,723 108,695
AAUC 96,872 86,263 107,482
MCS 93,943 89,068 98,374
fidence intervals for Unit 1 and Unit 3 obtained by MCS, IOUC, and the AAUC with
w = 0.9. Notice that for the first eight periods where only Unit 1 is committed, the different
approaches provide similar power intervals, with a slight difference due to the approxima-
tions in the optimization solution procedures. Observe that for the other hours, the proposed
AAUC approach for w = 0.9 tends to be closer to the MCS results than IOUC, especially for
hours 12 to 15, and 21 to 22; however, there is an important difference between the intervals
provides by MCS and those from both the AAUC and the IOUC, especially for Unit 3, since
both IOUC and AAUC methods enforces the feasibility of the ramp constraints between
different scenarios. Finally, note that for the last two hours, MCS shows that for some real-
izations of the random variables, Unit 3 should be committed to obtain cheaper solutions,
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D4,12 48.23 50.64 5 0.5 P1,12 180.12
D5,12 96.46 104.18 8 0.8 P2,12 0
D6,12 96.46 89.71 7 -0.7 P3,12 60.7
W3,12 3 3.6 20 0.67




































Figure A-5.: Comparison of AAUC, IOUC and MCS intervals
which is similar to the solution obtained with the AAUC approach for w = 0.1, where Unit
3 is committed, unlike the solutions obtained with IOUC, SOUC or AAUC for w = 0.9, thus
better capturing these less likely events.
(iii) Sensitivity Analysis: Figure A-6 shows the UC-dispatch solutions obtained for
different tolerance bounds of wind power forecasting errors; in this case, w and the tol-
erance bound of load forecasting errors are set as 0.9 and 10%, respectively. Notice that
the presumed wind uncertainty interval can affect both commitment and dispatch solutions,
providing different degrees of conservativeness depending on the width of the presumed tol-
erance bounds of the forecasting errors. Table A-3 shows the day-ahead operating cost for
different presumed load uncertainty intervals; in this case w and the tolerance bound of wind
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Figure A-6.: UC-dispatch solutions for different tolerance bounds of wind power forecasting
errors












5% 94,487 88,571 100,403
10% 96,872 86,263 107,482
15% 105,309 88,327 122,291
20% Inf. Inf. Inf.
power forecasting errors are set as 0.9 and 30%, respectively. When the presumed load un-
certainty interval is set as 20%, the problem is infeasible since the systems cannot deal with
these possible load deviations. For a load forecasting error tolerance bound of 15%, note
that the lower bound of the operating cost is bigger than when the tolerance bound is equal
to 10%; this is because the commitment solution of the first case is more conservative than
the second case, resulting in more expensive solutions, even for scenarios with low demand.
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A.4.2. 118 bus system
In this section, results are presented of simulations for a modified IEEE 118-bus benchmark
system [127], which has 54 thermal units, three wind farms, and 186 branches, whose detailed
data and load profiles can be found at [128]. Wind power generation profiles of the 3 wind
farms are the same as in [129]. Tolerance bounds of the load and wind power forecasting
errors are both set to ±10%, for all the loads and wind farms. Different tolerance bounds
for each load and wind farm of the system may be chosen, if available, without significantly
affecting the computational performance.
Table A-4 shows the results obtained for different values of the objective weight w.
For this study case, the minimum cost for the worst-case is obtained when w = 0.5, since
1, 762, 018 + 184, 471 = 1, 946, 489. As expected, the cheapest base-case solution is ob-
tained for w = 0.9; however, this solution leads to the biggest worst-case cost (1, 746, 362 +
217, 938 = 1, 964, 300). Moreover, it can be seen that the value of w not only affects the
dispatch decisions but also the commitment decisions, as shown in the third column of the
table, where the total commitment hours of all generators, as a measure of reserve, are listed;
for small values of w, the thermal units are committed for more hours, since these solutions
are more conservative. These results show that the AAUC approach gives sufficient decision
elements to the system operator to choose a UC-dispatch solution to operate the system,
according to the system characteristics and the desired risk level. Finally, in the last column
of the Table A-4, it can be seen that the value of w also affects the solution computing
time. For some values of w the computing time is small enough for real-time applications,
as for w = 0.2 or w = 0.7; however, there are some values, such as w = 0.1 or w = 0.9,
for which the computing time could be too large for real-time applications, since these take
more than 1h. Nevertheless, more efficient implementations and optimization solvers should
reduce these times.
Table A-5 shows the results obtained for the DUC, the SOUC, the IOUC, and the
AAUC approaches. Simulations were carried out with 10, 50, and 100 scenarios for the
SOUC, to show the computing time explosion of the SOUC. In general, IOUC has a bet-
ter computational performance than SOUC and AAUC, since it just considers 3 scenarios;
however, for w = 0.2, the AAUC shows better performance than IOUC. For w = 0.9, the
AAUC presents its worst computational performance (4h:44min:15s); however, this time is
still smaller than the time for the basic SOUC formulation with 100 scenarios.
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0.9 1,746,160 217,938 705 17,055
0.8 1,747,353 212,557 702 1,300
0.7 1,748,648 208,530 707 182
0.6 1,760,492 186,257 715 1,574
0.5 1,762,018 184,471 714 1,850
0.4 1,781,766 170,429 730 3,829
0.3 1,798,108 161,086 733 1,138
0.2 1,802,157 159,589 732 98
0.1 1,802,799 159,536 737 4,958










DUC 1,739,680 - 663 17
SOUC (10 scen.) 1,741,086 - 663 214
SOUC (50 scen.) 1,740,470 - 663 9,450
SOUC (100 scen.) 1,740,214 - 663 58,163
IOUC 1,743,708 2,014,882 697 160
AAUC (w=0.9) 1,746,160 1,966,710 705 17,055
AAUC (w=0.2) 1,802,157 1,961,745 732 98
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