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Kroneckerov produkt i operator vektorizacije
Sazˇetak
U ovome radu definirati c´emo Kroneckerov produkt te navesti i dokazati njegova osnovna
svojstva. Uspostaviti c´emo vezu izmedu svojstvenih vrijednosti dviju matrica i svojstvenih
vrijednosti njihovog Kroneckerovog produkta, te c´emo to primijeniti u dokazivanju svojstava
za determinatnu i trag. Uvest c´emo pojam Kroneckerove sume te odrediti njezine svojstvene
vrijednosti. Nadalje, baviti c´emo se operatorom vektorizacije i vidjeti njegovu povezanost sa
Kroneckerovim produktom. Za kraj c´emo primjeniti Kroneckerov produkt i operator vekto-
rizacije na rjesˇavanje Sylvesterove i Lyapunove matricˇne jednadzˇbe.
Kljucˇne rijecˇi: Kroneckerov produkt, svojstvene vrijednosti, Kroneckerova suma, operator
vektorizacije, Sylvesterova jednadzˇba, Lyapunova jednadzˇba
The Kronecker product and vec-operator
Abstract
In this paper we will define the Kronecker product, as well as specify and prove his pro-
perties. We will establish the relation between the eigenvalues of two matrices and their
Kronecker product and apply it in order to prove the properties for the determinant and the
trace. We will introduce the concept of the Kronecker sum and determine its eigenvalues.
Furthermore, we will define the vec-operator and look at his connection with the Kronecker
product. We conclude with their application to solving Sylvester and Lyapunov equations.
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1 Uvod
Kroneckerov produkt dviju matrica se istrazˇuje od 19. stoljec´a. Upravo tada je otkriveno
puno svojstava o njegovom tragu, determinanti i svojstvenim vrijednostima. Nazvan je po
njemacˇkom matematicˇaru Leopold Kronecker, ali ovu operaciju definiranu simbolom ⊗ je
prvu upotrijebio Johann Georg Zehfuss 1858. godine. Od tada je nazvana raznim imenima,
ukljucˇujuc´i Zehfussov produkt, tenzorov produkt te na kraju Kroneckerov produkt. Pokazalo
se da je Kroneckerov produkt jako koristan u raznim podrucˇjima matematike kao sˇto je
linearna algebra, takoder ima veliku primjenu u teoriji sustava, matricˇnom racˇunu, te se
pokazuje kao ucˇinkovit nacˇin gledanja na brze linearne transformacije.
Zanimljiva prednost Kroneckerovog produkta u odnosu na konvencionalno matricˇno mno-
zˇenje je ta sˇto matrice ne moraju biti ulancˇane. Dakle, to je operacija dviju matrica pro-
izvoljnih dimenzija koja za rezultat daje blok matricu. To c´emo vidjeti u Poglavlju 2 gdje
definiramo i proucˇavamo svojstva vezana uz tu operaciju. U Poglavlju 3 c´emo definirati ope-
rator vektorizacije, te c´emo navesti i dokazati neke rezultate vezane za njega. On se cˇesto
koristi zajedno sa Kroneckerovim produktom da bi se matricˇne jednadzˇbe izrazile kao sustav
jednadzˇbi. Sylvester je josˇ 1884.godine referirao na ovu ideju stavljanja elemenata matrice u
vektor, a koristio ju je sa linearnim jednadzˇbama. 1934.godine W.E.Roth je izveo rezultat za
koriˇstenje ove operacije na matricˇnom produktu. Taj rezultat c´emo vidjeti u ovom poglavlju.
Na kraju rada, u Poglavlju 4, navesti c´emo neke osnovne ideje za primjenu Kroneckerova
produkta i operatora vektorizacije na rjesˇavanje linearnih matricˇnih jednadzˇbi.
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2 Kroneckerov produkt
Kroneckerov produkt se definira za dvije matrice proizvoljne velicˇine nad bilo kojim pr-
stenom. U ovom radu c´emo se baviti realnim i kompleksnim matricama. Sa Mm×n(F)
oznacˇavamo skup svih matrica reda m × n s koeficijentima iz polja F, gdje je F polje R ili
C. U slucˇaju kada je m = n pisat c´emo Mn(F).
Definicija 2.1 Neka su A ∈ Mm×n(F) i B ∈ Mp×q(F). Kroneckerov produkt matrica A i
B definiramo kao
A⊗B =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 ∈Mmp×nq(F).
Ocˇigledno je Kroneckerov produkt dvije dijagonalne matrice opet dijagonalna matrica.
Analogno vrijedi i za donjetrokutaste te gornjetrokutaste matrice.
Navedimo sada jedan primjer Kroneckerovog produkta:


















1 1 3 3 4 4
2 2 6 6 8 8
2 2 1 1 2 2
4 4 2 2 4 4
 ,







1 3 4 1 3 4
2 1 2 2 1 2
2 6 8 2 6 8
4 2 4 4 2 4
 .
Primijetimo da iako su produkti A⊗B i B ⊗A jednake dimenzije Kroneckerov produkt
nije komutativan, odnosno: A⊗B 6= B ⊗A. Zanimljivo je i da je u specijalnim slucˇajevima
produkt dobiven standardnim matricˇnim mnozˇenjem jednak Kroneckerovom produktu, npr.
za x, y ∈ Fn, xyT = x ⊗ yT i xy∗ = x ⊗ y∗, gdje je yT transponiran vektor vektora y, a y∗
hermitski.
U sljedec´im primjerima pogledajmo kako izgleda Kroneckerov produkt proizvoljne matrice
sa jedinicˇnom matricom:
Primjer 2.2 Neka je I2 jedinicˇna matrica dimenzije 2. Za proizvoljnu matricu B ∈Mp×q(F),
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Zamjenom matrice I2 sa In, n > 2, dobivamo blok dijagonalnu matricu pri cˇemu se matrica
B ponavlja n puta na dijagonali.
Primjer 2.3 Neka je B proizvoljna matrica dimenzije 2. Tada je:
B ⊗ I2 =

b11 0 b12 0
0 b11 0 b12
b21 0 b22 0
0 b21 0 b22
 .
Prosˇirenje na proizvoljnu matricu dimenzije vec´e od B i In, n > 2, je ovdje ocˇito.
Spomeniti c´emo josˇ jednu Kroneckerovu operaciju koja je definirana kao uobicˇajena suma
Kroneckerovih produkata.
Definicija 2.2 Neka je A ∈ Mn(F) i B ∈ Mm(F). Tada je Kroneckerova suma od A i B,
u oznaci A⊕B, matrica (Im ⊗ A) + (B ⊗ In) dimenzije mn×mn.
Izborom dimenzije m za prvu jedinicˇnu matricu i dimenzije n za drugu jedinicˇnu matricu
osigurali smo da su oba Kroneckerova produkta dimenzije mn te se s toga mogu zbrojiti.
Navedimo sada jedan primjer Kroneckerove sume.
Primjer 2.4 Neka su zadane sljedec´e matrice: A =
1 3 52 1 1
4 3 3




A⊕B = (I2 ⊗ A) + (B ⊗ I3) =

3 3 5 5 0 0
2 3 1 0 5 0
4 3 5 0 0 5
1 0 0 4 3 5
0 1 0 2 4 1
0 0 1 4 3 6
 ,
B ⊕ A = (I3 ⊗B) + (A⊗ I2) =

3 5 3 0 5 0
1 4 0 3 0 5
2 0 3 5 1 0
0 2 1 4 0 1
4 0 3 0 5 5
0 4 0 3 1 6
 .
Primjetimo da u pravilu Kroneckerova suma nije komutativna, odnosno A⊕B 6= B⊕A.
Takoder, lako se provjeri da za Kroneckerov produkt i Kroneckerovu sumu ne vrijedi svojstvo
distributivnosti:
(A⊕B)⊗ C 6= (A⊗ C)⊕ (B ⊗ C), (2.1)
i
A⊗ (B ⊕ C) 6= (A⊗B)⊕ (A⊗ C). (2.2)
Na primjer, ukoliko uzmemo matrice A,B,C ∈M2(F), matrica (A⊕B)⊗C c´e biti iz skupa
M8(F), a matrica (A ⊗ C) ⊕ (B ⊗ C) iz skupa M16(F) te stoga vrijedi nejednakost (2.1).
Analogno vrijedi za nejednakost (2.2).
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2.1 Svojstva
Kako bi vidjeli primjenu Kroneckerovog produkta na rjesˇavanje matricˇnih jednadzˇbi napravit
c´emo pregled njegovih osnovnih svojstava. Kroneckerov produkt ima neka svojstva kao i
konvencionalno matricˇno mnozˇenje, npr. oba produkta su asocijativna i distributivna s
obzirom na standardno zbrajanje matrica, dok se razlikuju u rezultatima povezanim sa
transponiranjem i inverzom. U sljedec´em teoremu navesti c´emo i dokazati nekoliko osnovnih
svojstava.
Teorem 2.1 Neka je A ∈Mm×n(F) i neka je 0p×q nulmatrica dimenzije p×q. Tada vrijede
sljedec´a svojstva:
1. (αA)⊗B = A⊗ (αB) = α(A⊗B), za svaki α ∈ F i B ∈Mp×q(F)
2. A⊗ (B ⊗ C) = (A⊗B)⊗ C, za B ∈Mp×q(F) i C ∈Mr×s(F)
3. A⊗ (B + C) = A⊗ C + A⊗ C, za B,C ∈Mp×q(F)
4. (A+B)⊗ (C) = A⊗ C +B ⊗ C, za B ∈Mm×n(F) i C ∈Mr×s(F)
5. (A⊗B)T = AT ⊗BT , za B ∈Mp×q(F)
6. (A⊗B)∗ = A∗ ⊗B∗, za B ∈Mp×q(F)
7. A⊗ 0p×q = 0p×q ⊗ A = 0mp×nq
Dokaz: Dokaz ovih svojstava se provodi jednostavnom primjenom definicije Kroneckerovog





a11 . . . a1n... . . . ...
am1 . . . amn
)⊗B =
αa11 . . . αa1n... . . . ...
αam1 . . . αamn
⊗B
=
αa11B . . . αa1nB... . . . ...
αam1B . . . αamnB
 = α
a11B . . . a1nB... . . . ...
am1B . . . amnB
 = α(A⊗B)
=
αa11B . . . αa1nB... . . . ...
αam1B . . . αamnB
 =
a11αB . . . a1nαB... . . . ...
am1αB . . . amnαB
 = A⊗ (αB)
2.
(A⊗B)⊗ C =
a11B . . . a1nB... . . . ...
am1B . . . amnB
⊗ C =
 (a11B)⊗ C . . . a1nB ⊗ C... . . . ...




a11(B ⊗ C) . . . a1n(B ⊗ C)... . . . ...
am1(B ⊗ C) . . . amn(B ⊗ C)
 = A⊗ (B ⊗ C)
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3.
A⊗ (B + C) =
a11(B + C) . . . a1n(B + C)... . . . ...
am1(B + C) . . . amn(B + C)
 =
 a11B + a11C . . . a1nB + a1nC... . . . ...
am1B + am1C . . . amnB + amnC

=
a11B . . . a1nB... . . . ...
am1B . . . amnB
+
a11C . . . a1nC... . . . ...
am1C . . . amnC
 = (A⊗B) + (A⊗ C)
4.
(A+B)⊗ C =
(a11 . . . a1n... . . . ...
am1 . . . amn
+
 b11 . . . b1n... . . . ...
bm1 . . . bmn
)⊗ C
=
 a11 + b11 . . . a1n + b1n... . . . ...
am1 + bm1 . . . amn + bmn
⊗ C =
(a11 + b11)C . . . (a1n + b1n)C... . . . ...
(am1 + bm1) . . . (amn + bmn)C

=
 a11C + b11C . . . a1nC + b1nC... . . . ...
am1C + bm1C . . . amnC + bmnC

=
a11C . . . a1nC... . . . ...
am1C . . . amnC
+
 b11C . . . b1nC... . . . ...
bm1C . . . bmnC

= (A⊗ C) + (B ⊗ C)
5.
(A⊗B)T =
a11B . . . a1nB... . . . ...











T . . . amnB
T
 = AT ⊗BT
6.
(A⊗B)∗ =
a11B . . . a1nB... . . . ...










∗ . . . amnB∗
 = A∗ ⊗B∗
7.
A⊗ 0p×q =
a110 . . . a1n0... . . . ...
am10 . . . amn0
 =
0 . . . 0... . . . ...
0 . . . 0
 = 0mp×nq,
0p×q ⊗ A =
0A . . . 0A... . . . ...
0A . . . 0A
 =
0 . . . 0... . . . ...
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Znamo da je u obicˇnom matricˇnom mnozˇenju lako pronac´i ne-nul matricu tako da vrijedi
A2 = 0, ali kod Kroneckerovog produkta to nije slucˇaj. U iduc´em korolaru c´emo to i dokazati.
Korolar 2.1.1 Neka je A ∈ Mm×n(F) i B ∈ Mp×q(F). Tada, A⊗ B = 0mp×nq ako i samo
ako je A = 0m×n ili B = 0p×q.
Dokaz: =⇒ Pretpostavimo da je A⊗B = 0mp×nq.
To povlacˇi da je
a11B . . . a1nB... . . . ...
am1B . . . amnB
 =
0 . . . 0... . . . ...
0 . . . 0
. Da bi to bila istina mora vrijediti
B = 0p×q ili aij = 0 za svaki i = 1, 2, . . . ,m i j = 1, 2, . . . , n. Dakle, ili je B = 0p×q ili
A = 0m×n.
⇐= Pretpostavimo A = 0m×n ili B = 0p×q. Tada prema svojstvu 7. iz Teorema (2.1)
slijedi A⊗B = 0mp×nq. 
Iduc´i teorem nazivamo Teorem o mjesˇovitom produktu.
Teorem 2.2 Neka je A ∈Mm×n(F), B ∈Mr×s(F), C ∈Mn×p(F) i D ∈Ms×t(F). Tada
(A⊗B)(C ⊗D) = AC ⊗BD (∈Mmr×pt(F)).
Dokaz:
(A⊗B)(C ⊗D) =
a11B . . . a1nB... . . . ...
am1B . . . amnB

c11D . . . c1nD... . . . ...



















 = AC ⊗BD.

Ovo svojstvo c´emo koristiti u dokazivanju iduc´eg teorema, takoder koristi se i za dokazi-
vanje da je Kroneckerov produkt dviju normalnih matrica opet normalna matrica te drugih
rezultata.
Teorem 2.3 Ako su A ∈Mn(F) i B ∈Mm(F) nesingularne matrice, tada je (A⊗B)−1 =
A−1 ⊗B−1.
Dokaz: Koristec´i Teorem 2.2 slijedi:
(A⊗B)(A−1 ⊗B−1) = (AA−1)⊗ (BB−1) = Im ⊗ In = Imn,
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(A−1 ⊗B−1)(A⊗B) = (A−1A)⊗ (B−1B) = Im ⊗ In = Imn.

Teorem 2.4 Ako su A ∈ Mn(F) i B ∈ Mm(F) normalne, tada je A ⊗ B ∈ Mnm(F)
normalna.
Dokaz: Kako su A i B normalne matrice to je AAT = ATA i BBT = BTB. Koristec´i to i
rezultate Teorema 2.2 te svojstvo 5. iz Teorema 2.1 slijedi:





Teorem 2.5 Neka je A ∈Mm×n(F) i B ∈Mp×q(F). Tada




a11B a12B . . . a1nB




am1B am2B . . . amnB
 =

a11Ip a12Ip . . . a1nIp




am1Ip am2Ip . . . amnIp


B 0 . . . 0





0 0 . . . B

= (A⊗ Ip)(In ⊗B).
A⊗B =

a11B a12B . . . a1nB




am1B am2B . . . amnB
 =

B 0 . . . 0





0 0 . . . B
 =

a11Iq a12Iq . . . a1nIq




am1Iq am2Iq . . . amnIq

= (Im ⊗B)(A⊗ Iq).

Veza izmedu svojstvenih vrijednosti dviju matricu i svojstvenih vrijednosti njihovog Kro-
neckerovog produkta je zanimljiva, te c´e nam biti korisna kod dokazivanja svojstava deter-
minante i traga Kroneckerovog produkta. Prisjetimo se, skalar λ ∈ F nazivamo svojstvena
vrijednost kvadratne matrice A ∈ Mn(F) ako postoji vektor v 6= 0 takav da je Av = λv.
Svaki se takav vektor v zove svojstveni vektor matrice A za svojstvenu vrijednost λ. Spektar
matrice A, koji definiramo kao skup svih njezinih svojstvenih vrijednosti, oznacˇavamo sa
σ(A).
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Teorem 2.6 Neka A ∈ Mn(F) ima svojstvene vrijednosti λi, i = 1, 2, . . . , n, i neka B ∈
Mm(F) ima svojstvene vrijednosti µj, j = 1, 2, . . . ,m. Tada Kroneckerov produkt A⊗B ima
mn svojstvenih vrijednosti
λ1µ1, . . . , λ1µm, λ2µ1, . . . , λ2µm, . . . , λnµ1, . . . , λnµm.
Nadalje, ako su x1, . . . , xp linearno nezavisni desni svojstveni vektori matrice A za odgova-
rajuc´e λ1, . . . , λp (p ≤ n), te z1, . . . , zq linearno nezavisni desni svojstveni vektori matrice B
za odgovarajuc´e µ1, . . . , µq (q ≤ m), tada su xi⊗zj ∈ Fmn linearno nezavisni desni svojstveni
vektori od A⊗B za odgovarajuc´e λiµj, i ∈ {1, . . . , p}, j ∈ {1, . . . , q}.
Dokaz: Neka je Ax = λx i Bz = µz za x, z 6= 0. Koristec´i Teorem (2.2) i svojstvo 1. Teorema
(2.1) slijedi:
(A⊗B)(x⊗ z) = (Ax)⊗ (Bz)
= (λx)⊗ (µz)
= λµ(x⊗ z).
Dakle, λµ je svojstvena vrijednost matrice A ⊗ B sa odgovarajuc´im svojstvenim vektorom
x⊗ z. 
Propozicija 2.1 Neka je A ∈ Mn(F) i B ∈ Mm(F). Skupovi svojstvenih vrijednosti od
A⊗B i B ⊗ A su jednaki.
Dokaz: Vidi [3, str. 245] 
Korolar 2.6.1 Neka je A ∈Mn(F) i B ∈Mm(F). Tada
1. det(A⊗B) = (detA)m(detB)n = det(B ⊗ A)
2. tr(A⊗B) = (trA)(trB) = tr(B ⊗ A)
Dokaz:
1. Determinanta matrice jednaka je produktu svojih svojstvenih vrijednosti te stoga
imamo da je det(A ⊗ B) = ∏mni=1 λi, gdje su λi svojstvene vrijednosti Kroneckerovog
produkta A⊗B. Prema Teoremu 2.6, svaki λi = αjβk, gdje je αj svojstvena vrijednost


















Kako su svojstvene vrijednosti od (A ⊗ B) i (B ⊗ A) jednake, slijedi det(A ⊗ B) =
det(B ⊗ A).
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2. Trag matrice je jednak sumi svojstvenih vrijednosti matrice. Ako su svojstvene vrijed-
nosti matrice A jednake αi, za i = 1, 2, . . . , n i svojstvene vrijednosti od B jednake βj,













Slijedi, tr(A⊗B) = tr(A)tr(B) = tr(B)tr(A) = tr(B ⊗ A). 
Analogno, mozˇemo izvesti rezultat za svojstvene vrijednosti Kroneckerove sume.
Teorem 2.7 Neka A ∈ Mn(F) ima svojstvene vrijednosti λi, i = 1, 2, . . . , n, i neka B ∈
Mm(F) ima svojstvene vrijednosti µj, j = 1, 2, . . . ,m. Tada Kroneckerova suma A ⊕ B =
(Im ⊗ A) + (B ⊗ In) ima mn svojstvenih vrijednosti
λ1 + µ1, . . . , λ1 + µm, λ2 + µ1, . . . , λ2 + µm, . . . , λn + µ1, . . . , λn + µm.
Nadalje, ako su x1, . . . , xp linearno nezavisni desni svojstveni vektori matrice A za odgova-
rajuc´e λ1, . . . , λp (p ≤ n), te z1, . . . , zq linearno nezavisni desni svojstveni vektori matrice B
za odgovarajuc´e µ1, . . . , µq (q ≤ m), tada su zj⊗xi ∈ Fmn linearno nezavisni desni svojstveni
vektori od A⊕B za odgovarajuc´e λi + µj, i ∈ {1, . . . , p}, j ∈ {1, . . . , q}.
Dokaz: Neka je Ax = λx i Bz = µz za x, z 6= 0. Koristec´i definiciju Kroneckerove sume,
Teorem (2.2) i svojstvo 1. Teorema (2.1) slijedi:
(A⊕B)(z ⊗ x) = [(Im ⊗ A) + (B ⊗ In)](z ⊗ x)
= (Im ⊗ A)(z ⊗ x) + (B ⊗ In)(z ⊗ x)
= (Imz ⊗ Ax) + (Bz ⊗ Inx)
= (z ⊗ λx) + (µz ⊗ x)
= (λ+ µ)(z ⊗ x)

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3 Operator vektorizacije
Vektorizacija matrice je linearna transformacija koja pretvara matricu u vektor stupac. Prin-
cip rada operatora vektorizacije je prilicˇno jednostavan, on svrstava sve stupce matrice jedan
ispod drugog. Ovaj operator se mozˇe primijeniti na matrice bilo kojeg reda.
Definicija 3.1 Neka ci ∈ Fn, i = 1, . . . ,m, oznacˇava stupce od C ∈ Mn×m(F) tako da je
C = [c1, . . . , cm]. Tada je sa vec(C) oznacˇen mn-vektor formiran slaganjem stupaca matrice




Pogledajmo ovu definiciju na jednostavnom primjeru.














Navest c´emo i dokazati neka osnovna svojstva operatora vektorizacije.
Teorem 3.1 Neka su A,B ∈Mm×n(F), i neka je a ∈ Fn. Tada vrijede sljedec´a svojstva:
1. vec(A+B) = vec(A) + vec(B),
2. vec(αA) = αvec(A),




( a11 + b11 . . . a1n + b1n... . . . ...

































= vec(A) + vec(B)
2.
vec(αA) = vec
(αa11 . . . αa1n... . . . ...























vec(aT ) = vec(
[





 = vec(a) = a

Pogledajmo sada povezanost Kroneckerovog produkta i operatora vektorizacije.
Teorem 3.2 Neka je A ∈ Mm×n(F), B ∈ Mn×p(F) i C ∈ Mp×n(F). Tada vrijede sljedec´a
svojstva:
1. (Ip ⊗ A)vec(B) = vec(AB),
2. (A⊗ Ip)vec(C) = vec(CAT ).
Dokaz:
1. Neka je (B)i i-ti stupac matrice B.
(Ip ⊗ A)vec(B) =

A 0 . . . 0

























2. Neka je (C)i i-ti stupac matrice C.
(A⊗ Ip)vec(C) =

a11Ip a12Ip . . . a1nIp
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=

a11(C)1 + a12(C)2 + . . .+ a1n(C)n
a21(C)1 + a22(C)2 + . . .+ a2n(C)n
...














 = vec(CAT ).

Iduc´u lemu je 1934. godine izveo W.E.Roth, te ju je stoga 1975. godine Hartwig nazvao
Rothova stupac lema.
Lema 3.1 Neka je A ∈Mm×n(F), B ∈Mn×p(F) i C ∈Mp×q(F). Tada je
vec(ABC) = (CT ⊗ A)vec(B).
Dokaz: Prema Teoremu 3.2 i Teoremu 2.5 slijedi:
vec(ABC) = vec((AB)C)
= (CT ⊗ Im)vec(AB)
= (CT ⊗ Im)(Ip ⊗ A)vec(B)
= [(CT ⊗ Im)(Ip ⊗ A)]vec(B)
= (CT ⊗ A)vec(B).

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4 Primjena na rjesˇavanje matricˇnih jednadzˇbi
Kroneckerov produkt i operator vektorizacije se mogu primjeniti u rjesˇavanju linearnih jed-
nadzˇbi gdje su nepoznanice matrice. Primjer takve jednadzˇbe je Sylvesterova jednadzˇba
AX +XB = C, (4.1)
gdje za dane A ∈ Mn(F), B ∈ Mm(F) i C ∈ Mn×m(F) zˇelimo pronac´i sve X ∈ Mn×m(F)
koje zadovoljavaju danu jednadzˇbu. Jednadzˇbu (4.1) mozˇemo pretvoriti u ekvivalentan
sustav jednadzˇbi, gdje matrica koeficijenata sadrzˇi Kroneckerov produkt. Naime, ukoliko
zapiˇsemo matrice pomoc´u njihovih stupaca, izjednacˇavanjem i-tih stupaca vidimo da je




odnosno imamo sljedec´i linearan sustav
A+ b11I b21I . . . bm1I












Matricu koeficijenata u (4.2) mozˇemo zapisati kao Kroneckerovu sumu (Im⊗A)+(BT ⊗ In),
te koristec´i Definiciju 3.1 dobivamo sljedec´i linearan sustav
[(Im ⊗ A) + (BT ⊗ In)]vec(X) = vec(C). (4.3)
Iduc´i teorem nam daje odgovor na pitanje kada postoji rjesˇenje jednadzˇbe (4.1). U tome
c´e nam biti korisne svojstvene vrijednosti Kroneckerove sume. Naime, jednadzˇba (4.3) ima
jedinstveno rjesˇenje ako i samo ako je [(Im ⊗ A) + (BT ⊗ In)] nesingularna, odnosno ako
i samo ako nula nije svojstvena vrijednost ove Kroneckerove sume. Prema Teoremu 2.7
svojstvene vrijednosti od [(Im⊗A) + (BT ⊗ In)] su λi +µj, gdje je λi ∈ σ(A), i ∈ {1, . . . , n},
i µj ∈ σ(B), j ∈ {1, . . . ,m}.
Teorem 4.1 Neka je A ∈ Mn(F), B ∈ Mm(F) i C ∈ Mn×m(F). Tada Sylvesterova jed-
nadzˇba
AX +XB = C
ima jedinstveno rjesˇenje ako i samo ako A i −B nemaju zajednicˇkih svojstvenih vrijednosti.
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Dokaz: Vidi [3, str. 70] 
Ukoliko u jednadzˇbu (4.1) stavimo da je B = AT dobivamo
AX +XAT = C. (4.4)
To je poseban slucˇaj Sylvesterove jednadzˇbe koju nazivamo Lyapunova jednadzˇba. Pomoc´u
operatora vektorizacije ju mozˇemo zapisati u ekvivalentnom obliku:
[(I ⊗ A) + (A⊗ I)]vec(X) = vec(C).
Teorem 4.2 Neka je A,C ∈Mn(F). Tada Lyapunova jednadzˇba
AX +XAT = C
ima jedinstveno rjesˇenje ako i samo ako A i −AT nemaju zajednicˇkih svojstvenih vrijednosti.
Ukoliko je C simetricˇna matrica i jednadzˇba ima jedinstveno rjesˇenje, tada je to rjesˇenje
simetricˇna matrica.
Dokaz: Vidi [3, str. 70] 
Pogledajmo josˇ jednadzˇbu
AXB = C.
Prema Teoremu 3.1 vidimo da ju ekvivalentno mozˇemo zapisati kao
(BT ⊗ A)vec(X) = vec(C).
Iduc´i teorem govori o egzistenciji i jedinstvenosti rjesˇenja ove jednadzˇbe.
Teorem 4.3 Neka su A,B,C ∈Mn(F). Matricˇna jednadzˇba AXB=C ima jedinstveno rjesˇenje
X ∈ Mn(F) za svaki dani C ako i samo ako su i A i B nesingularne. Ukoliko je jedna od
matrica A ili B singularna, tada postoji rjesˇenje X ∈Mn(F) ako i samo ako je r(BT ⊗A) =
r([BT ⊗ A vec(C)]).
Dokaz: Vidi [1, str. 30] 
Na sljedec´em primjeru vidimo kako rjesˇavamo matricˇne jednadzˇbe AXB = C pomoc´u Kro-
neckerovog produkta.





















nepoznata matrica. Zapisivanjem jednadzˇbe AXB = C u ekvivalentnom
obliku (BT ⊗ A)vec(X) = vec(C) imamo
1 3 2 6
1 2 2 4
1 3 1 3
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Odnosno, dobili smo sustav od cˇetiri linearne jednadzˇbe sa cˇetiri nepoznanice
x1 + 2x2 + 3x3 + 6x4 = 29
x1 + 2x2 + 2x3 + 4x4 = 22
x1 + x2 + 3x3 + 3x4 = 20








Dakle, Kroneckerov produkt je koristan nacˇin mnozˇenja matrica, a jedna od mnogih
primjena Kroneckerovog produkta je odredivanje rjesˇenja linearnih matricˇnih jednadzˇbi.
Matricˇne jednadzˇbe se zapiˇsu u ekvivalentan sustav linearnih jednadzˇbi gdje se matrica
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