Abstract-Personal computing technologies are everywhere; hence, there are an abundance of staggeringly large data setsthe Library of Congress has stored over 160 terabytes of web data and it is estimated that Facebook alone logs nearly a petabyte of data per day. Thus, there is a pertinent need for systems by which one can elucidate the similarity and dissimilarity among and between groups in these big data sets. Clustering is one way to find these groups. In this paper, we extend the scalable Visual Assessment of Tendency (sVAT) algorithm to return single-linkage partitions of big data sets. The sVAT algorithm is designed to provide visual evidence of the number of clusters in unloadable (big) data sets. The extension we describe for sVAT enables it to also then efficiently return the data partition as indicated by the visual evidence. The computational complexity and storage requirements of sVAT are (usually) significantly less than the O(n 2 ) requirement of the classic single-linkage hierarchical algorithm. We show that sVAT is a scalable instantiation of single-linkage clustering for data sets that contain c compactseparated clusters, where c n; n is the number of objects. For data sets that do not contain compact-separated clusters, we show that sVAT produces a good approximation of single-linkage partitions. Experimental results are presented for both synthetic and real data sets.
I. INTRODUCTION
Clustering or cluster analysis is a form of exploratory data analysis in which data are separated into groups or subsets such that the objects in each group share more similarity to each other than to the objects in other groups. Clustering has been used for many purposes and there are many good books that describe its various uses [1, 2] . The most popular use for clustering is to assign labels to unlabeled data-data for which no pre-existing grouping is known. Assigning labels or partitioning is not the only operation in clustering. There is also cluster tendency, which asks the question, "Are there clusters and, if so, how many?" And cluster validity, which asks, "Are the clusters I found any good?" In this paper we will use the scalable version of the popular visual assessment of tendency (VAT) [3] algorithm to both assess tendency and partition the data.
Big data is a reality of modern computing-social networking and mobile computing alone account for terabytes (TB) to petabytes of logged data per day. Hence, there is a great need for algorithms that can address these big data concerns. In 1996, Huber [4] classified data set sizes as in Table I . 1 Bezdek and Hathaway [5] added the Very Large (VL) category to this table in 2006. In recent years, these data have been collectively called Big Data. Interestingly, monster and VL data with 10 ≥12 objects is still unloadable on most current (circa 2012) computers. For example, a data set representing 10 12 objects, each with 10 features, stored in short integer (4 byte) format would require 40 TB of storage (most high-performance computing platforms have <1 TB of main memory). Hence, we believe that Table I will continue to be pertinent for many years. Big Data will always be a concern as data sets will continue to grow.
There are two main approaches to clustering in big data: distributed clustering based on various incremental styles, and clustering a sample found by progressive or random sampling (or some hybrid scheme). Each has been applied in the context of just about any clustering algorithm, including kmeans, fuzzy c-means, and kernelized variants [5] [6] [7] [8] [9] [10] . Both approaches provide useful ways to accomplish two objectives: acceleration for loadable data, and approximation for unloadable data. Now consider a set of n objects O = {o 1 , . . . , o n }, e.g., hurricanes, wireless sensor network nodes, B-list actors, or members of a social network. Each object is typically represented by numerical feature-vector data that have the form X = {x 1 , . . . , x n } ⊂ R p , where the coordinates of x i provide feature values (e.g., wind speed, sensor voltage, age, number of blog posts, etc.) describing object o i . An alternative form of data is relational data, where only the relationship between pairs of objects is known. This type of data is especially prevalent in document-analysis and bioinformatics. Relational data typically consist of the n 2 values of a dissimilarity matrix R, where R = d(o i , o j ) is the pair-wise dissimilarity (or distance) between objects o i and o j . For instance, numerical data X can always be converted to R by R = [r ij ] = [ x i − x j ] (any vector norm on R p ). There are, however, similarity and dissimilarity relational data that do not begin as feature vector data; for these, there is no choice but to use a relational algorithm. Hence, relational data represent the most general form of input data.
A crisp partition of the objects is defined as a set of n entries of an indicator vector Π = (π 1 , . . . , π n ), where π i is the cluster label of object o i ; e.g., π i = 2 indicates that o i is in cluster 2. Other types of partitions exist, such as fuzzy and probabilistic, but we limit our discussion here to crisp partitions-each object belongs wholly and unequivocally to exactly one cluster.
In this paper, we propose an extension to the scalable VAT (sVAT) algorithm [11] that produces crisp c-partitions of big data. Our algorithm first uses sVAT to sample the data and reorder the sample. We then use a property of VAT reordering that allows us to efficiently compute single-linkage partitions of the reordered data sample. Finally, we extend the partition to the entire data set using the simple nearest object rule. Section II describes the sVAT algorithm, followed by our proposed sVAT-SL algorithm in Section III. We demonstrate the proposed sVAT-SL on synthetic and real data in Section IV. Finally, Section V summarizes and proposes future research directions. We now discuss the VAT algorithm and related research.
A. Matrix Reordering For Tendency Assessment and Partitioning
Matrix reordering has a long history of use for clustering data. Petrie, in 1899, illustrated the value of reordering objects, by visually clustering 917 pieces of prehistoric Egyptian pottery recovered from about 4,000 overlapping tombs [12] . In 1909, Czekanowski proposed the first method for clustering in dissimilarity data using a visual approach [13] . Czekanowski reordered, by hand, a 13 × 13 dissimilarity matrix that represented the average difference in various skulls, showing that skulls roughly clustered into two distinct groups. These pieces of history and other important milestones on the use of heat maps (aka reordered dissimilarity images) to visualize clusters are described in detail in [14] .
The matrix reordering method that we focus on in this paper is VAT, outlined in Algorithm 1. The VAT algorithm displays an image of reordered (and scaled for imaging) dissimilarity data [3] . Each image pixel of the VAT-reordered matrix R * displays the scaled dissimilarity value between two objects. White pixels represent high dissimilarity, while black represents low dissimilarity. 2 A dark block along the diagonal of the image of R * is a sub-matrix of similarly small dissimilarity values; hence, dark blocks may represent clusters of objects that are relatively similar to each other. Thus, cluster tendency, or the number of clusters, may be shown by the number of dark blocks along the diagonal of the VAT image. Figure 1 shows the VAT visualization for a data set that has a preferred cluster count of c = 3. It is clear that the VAT image in view (c) shows 3 dark blocks and, thus, a tendency of the data to have 3 clusters.
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Algorithm 1 shows that VAT is based on (but not identical to) Prim's algorithm [15] for finding the minimum spanning tree (MST) of a weighted undirected graph. In [16] , we showed that this property can be used to prove that all singlelinkage partitions appear as aligned partitions in the VATreordered objects O * . Aligned c-partitions of O * have c contiguous blocks of cluster labels in Π, starting with 1 and ending with c. For example, Π = (1, 1, 1, 2, 2, 2, 3, 3) is an aligned partition of 8 objects, while Π = (1, 1, 1, 2, 2, 3, 2, 3) is not. The special nature of aligned partitions enables us to specify them in an alternative form. Every member of the set of all aligned c-partitions for a set of n objects is isomorphic to the unique set of c distinct integers (which are the cardinalities of the c clusters in Π) that satisfy {n i |1 ≤ n i ; 1 ≤ i ≤ c; c i=1 n i = n}; so, aligned partitions are completely specified by {n 1 : . . . : n c }. For example, Π = (1, 1, 1, 2, 2, 2, 3, 3) = {3 : 3 : 2}.
Because single-linkage clusters are always aligned in the VAT-reordered data, to find them we merely have to cut the largest (c − 1) edges in the MST and form the corresponding aligned partition. For example, if we wish to compute the single-linkage 4-partition, we find the 3 largest values of the vector d, storing the index values as i (1) , i (2) , and i (3) (where i (1) < i (2) < i (3) ), and form the aligned partition {i (1) (2) : n−i (3) }. We will use this method to form single-linkage partitions of the sVAT sample, which provides an approximation of the single-linkage partition for big data.
Another property of the VAT image is that the contrast and presence of dark blocks on the diagonal is related to Dunn's index [17] . This index is a metric of how well a set of clusters represents compact-separated (CS) clusters. For a set of objects O with corresponding relational dissimilarity data R, we say that a partitioning Π = {π 1 , . . . , π c } of O is CS relative to R if each of the possible intra-cluster distances is strictly less than each of the possible intercluster distances. We state this by saying that O can be partitioned into c CS clusters.
For a given relational matrix R and set of indicator vectors Π, Dunn's index is defined as
where π k is the kth cluster, dist(π k , π j ) is the distance between two clusters, and diam(π k ) is the cluster diameter [18] . The distance and diameter functions are
The relative validity of clusters found at different values of c or by different clustering algorithms can be compared by examining the respective values of (1) for each partition.
Later, we will show a relationship between CS clusters and the proposed sVAT-SL algorithm. First, we describe the sVAT algorithm in detail.
II. SCALABLE VAT
The sVAT algorithm is a scalable solution for visualizing the number of clusters in a big data set. It first draws a representative sample of the data and then produces a visualization which shows the number of clusters as the number of dark blocks on the diagonal of a reordered dissimilarity image. Algorithm 2 outlines the steps. 
. . , o n } with their nearest distinguished object.
3 Select some data for R S near each of the distinguished objects. n t = n s |S t |/n , t = 1, . . . , c Draw n t random indicesS t from S t without replacement, t = 1, . . . , c . S = c t=1S t
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The sVAT algorithm essentially does the following four steps. In Step 1, sVAT defines a set of c distinguished objects that hopefully represents the clustering structure of all the objects. In other words, the c distinguished objects are prototypical indices for the clusters in the big data. At
Step 2, the objects in O are partitioned using the nearest prototype rule, where the prototypes are the c distinguished object indices.
Step 3 draws a random subset of O to produce a well-represented set of (approximate) size n s . Finally, in
Step 4, VAT is applied to the approximately-sized n s × n s submatrix R S .
The computational complexity of sVAT Steps 1 and 2 are O(c n), with storage requirements of O(c n) (for fast execution). Drawing the indices of R S in Step 3 requires O(c n) computations and storage ofñ s entries, whereñ s = |S| (note thatñ s is usually only slightly greater that the chosen sample size n s ). The final run of VAT on R S is O(ñ 2 s ) in computation and storage complexity. If the data begin as vectors X ∈ R p then Step 1 requires O(pc n) operations to compute the necessary elements of R and Step 3 requires O(pñ 2 s ) operations to compute the elements of R S . It can be shown thatñ s ≤ n s + c , hence the overall storage requirement of sVAT is O(max{c n, (n s + c ) 2 }). The overall computational complexity is O(max{c n, (n s + c ) 2 }) if the data begin as relational data R, and O(max{pc n, pñ 2 s , (n s + c ) 2 }) if the data begin as vectors X . In [11] , it was stated that these complexities show that sVAT scales linearly with n. However, we argue that because c ,ñ s , and n s are some fraction of n, then sVAT does not asymptotically scale linearly with n. However, if c n, n s n, then these orders of complexity show a significant reduction in both storage and computational complexity.
The sVAT algorithm has two desirable properties for data sets that contain CS clusters. Proposition 1 from [11] describes the first property and is important in our later analysis of sVAT-SL. The second property is as follows. For an object set O that contains c CS clusters, the proportion of objects in the sVAT sample S (drawn in Step 3 of Algorithm 2) from the ith cluster equals the proportion of the objects in O from the ith cluster. In other words, each CS cluster's size will appear correctly in the sVAT image (large clusters will appear as large dark blocks, while small clusters will appear as small dark blocks). 
III. SVAT-SL ALGORITHM
The sVAT-SL algorithm proposed in Algorithm 3 calculates partitions of data represented by a dissimilarity matrix R. In brief, sVAT-SL calculates a single-linkage partition of the sVAT-sampled data and then extends this partition to the entire data set. We will show that in certain cases the sVAT-SL cpartition is equivalent to the single-linkage c-partition of the VL data set.
In
Step 1 of sVAT-SL, the sVAT algorithm is run on R, returning the VAT-reordered sample matrix R * s , the indices S computed in sVAT Step 2, the indices of the sampleS, the reordering vector p, and the magnitude of the MST links d. At
Step 2 of sVAT-SL, the user must choose the number of clusters c to seek. We recommend using the sVAT visualization of R * s to help choose the number of clusters. One could also use the "biggest-jump" criteria by sorting d is descending order and choosing c as the argmax of {d c − d c+1 }. At Step 3 of sVAT-SL, the indices of the c largest values of d are found and denoted as t. These indicate the links of the MST that , i = 1, . . . ,ñ, k = 1, . . . , c 6 for eachŝ ∈Ŝ = S −S do j = arg min k∈S rŝ k πŝ = π k are cut to find the c single-linkage clusters of R s . Next, the aligned partition Π * is calculated using the indices t found in Step 3. At Step 5, we merely reorder the cluster indicator vector Π * ofS to match the index-ordering of the original objets O (i.e., we label the samples of O that are represented inS). Finally, at Step 6 we label the remaining objects in O by giving them the label of the nearest respective object inS.
The computational complexity of sVAT-SL, beyond the run of sVAT at Step 1, is as follows.
Step 3 is O(ñ), as is the resorting of Π * at Step 5. The final step of sVAT-SL assigns the cluster indicators for the (n −ñ) objects that are not in the sampleS (i.e., R s ). Each iteration of the for loop requires O(ñ) computations, thus resulting in a final O(ñn) computational complexity, wheren = |S −Ŝ|. The storage requirement is O(ñn) for RŜS, used in Step 6 (although, one could certainly achieve fast computation and smaller storage requirement by loading one row of R at a time in Step 6).
Proposition 2. Consider a data set O and a corresponding dissimilarity matrix R. Let Π be the c-partition indicator vector returned by sVAT-SL and Π be the single-linkage cpartition indicator vector of O. If O, according to R, can be partitioned into c CS clusters, then Π = Π if c ≥ c.
Proof: First, it is well known that single-linkage finds the c-partition corresponding to the c CS clusters of a data set. Hence, Π is the partition of O into its c CS clusters. Second, Proposition 1 says that the sampling procedure of sVAT selects at least one distinguished object from each cluster of the c CS clusters. Hence, the sampled dataS contain at least one object from each of the c CS clusters. Because of the property of CS clusters, the subsetS contains the same c CS clusters as O (albeit in a sampled form).
In [16] , we showed that every single-linkage partition is aligned in the VAT-reordered dissimilarity matrix. Thus, Steps 3 and 4 of sVAT-SL find the single-linkage c-partition of the sampled dataS. Thus, Π * , produced at Step 4 of sVAT-SL, is the partition ofS into its c CS clusters. The partition Π * is thus the same as Π, albeit sampled and reordered. At
Step 6 of sVAT-SL, each object in O that is not inS is labeled as being in the cluster of the nearest object inS, producing the partition Π of O. Hence, the partition Π = Π. 
IV. EXPERIMENTS
We compare the clustering results of single linkage and sVAT-SL on two main data sets. The data sets denoted as 3 Clouds is a variably sized data set with 3 clouds of data drawn from 3 Gaussian distributions with the following parameters, µ 1 = (5, 5), µ 2 = (0, 0), µ 3 = (10, 0), Σ 1 = Σ 2 = Σ 3 = I 2 . The size of each cloud, respectively, is 0.2n, 0.4n, and 0.4n. FIgure 2 shows a plot of a draw of the 3 Clouds data for n = 25, 000. The sVAT image of the data in Fig. 2(a) , with c = 20 and n s = 1, 000 is shown in view (b). The sVAT image clearly shows 3 clusters. Furthermore, it shows the relative size of each cluster accurately.
The second data set we show results for is the Forest Cover data. 3 These data are composed of 54 cartographic features obtained from United States Geological Survey (USGS) and United State Forest Service (USFS) data. These features were collected from a total of 581,012 30 × 30 meter cells, which were then determined to be one of 7 forest cover types by the USFS by analyzing the 54 features. We normalize the features to the interval [0, 1].
We compared single linkage and sVAT-SL by calculating the purity and normalized mutual information (NMI) of partitions calculated with each algorithm and also the run-time. Each of these indices are described in detail in [19, pp. 356-360] . In brief, an index value of 1 is perfect, while an index value of 0 indicates poor performance (in the case of NMI, an value of 0 indicates randomly chosen clusters). For the 3 Clouds data, we randomly drew 50 instances of the data set with size n = 25, 000 and ran single-linkage and sVAT-SL (with various parameters) on each instances. Table II outlines the mean and standard deviation of purity and NMI for these 50 runs. Single linkage performs very poorly at finding the 3 clusters in these data. This is because single linkage can be fatally affected by one outlier (which can easily happen with Gaussian distributed data). In contrast, sVAT-SL produces very good clustering results for all parameter settings-both purity and NMI are > 0.75 and for c = 10 and n s = 100, these indices are both > 0.9, a near perfect result. These results convince us that sVAT-SL is producing the preferred clusters in the 3 Clouds data, while single-linkage performance is hampered by the outlier data points. The Time column in Table II shows that sVAT-SL is also 2 orders of magnitude faster than single-linkage.
For our second experiment, we ran sVAT-SL on the 3 Clouds data (n = 250, 000) and the Forest Cover data. Each of these data sets were too large to be clustered by single-linkage on our machine; one would need > 1TB of main memory to store the full n × n distance matrix. Table II shows that sVAT-SL is able cluster both these data sets in a very reasonable amout of time: on the order of seconds for the 3 Clouds data and 10-20 seconds for the Forest Cover data. Furthermore, the sVAT-SL performance indices show that the algorithm produces very accurate clusters for the 3-Clouds data. With the parameters (c = 5, n s = 500), sVAT-SL produces clusters with indices > 0.9: a near-perfect solution. For the Forest Cover data, sVAT-SL returns clusters that achieve a purity of about 0.5 and an NMI of about 0.2. To compare, the algorithms proposed in [20] achieve an NMI of ∼0.15. Our proposed sVAT-SL algorithm is able to cluster these data in about 15-20 seconds.
V. CONCLUSIONS AND FUTURE WORK
Our analysis in Section III shows that sVAT-SL is an approximation to single-linkage clustering for big data. The computational complexity is significantly smaller than the O(n 2 ) complexity of the full hierarchical algorithm. Experimental run-time calculations also show that the algorithm is fast at both producing a cluster visualization and at partitioning the data. Furthermore, we showed that the sVAT-SL c-partition is equivalent to the single-linkage c-partition for data that have c compact-separated clusters.
A weakness to sVAT-SL is that the partition is based on the single-linkage criterion, which has the well-known drawback that the partition can be ruined by outliers. For data with many outliers, the outliers have to be partitioned (usually in their own cluster) before the preferred partition can be found via the single-link criterion. However, sVAT-SL provides visual evidence as to how large the clusters should be; hence, if the size of the single-link clusters do not match well with the visual evidence then the user can disregard the partition (perhaps choosing a different clustering algorithm to partition the sample or throwing out data from small clusters).
In the future, we will examine the sampling scheme suggested by the k-means++ initialization technique [21] , which draws objects according to a distance-weighted probability distribution. The drawback of the k-means++ method is that it does not absolutely ensure that an object is drawn from each cluster for the case of CS clusters.
