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ンを生成する情報生成源としての性質を備えている (:'¥i('olsal<l Tsuda， 














































































































































































































































Z二 1(乞叫l'j- 1，). (2.1 ) 
i=l 
ここで，zjLl川町は膜電位の変化立の総和を表し， 1 (l)はuの値に








1l(t) = L Wi.ri(t)ー h， (2.2) 
: = f(u(t). (2.3) 







T一一=-ll(t) + ) ~ WjXi(t)ー l人 (2.4) 
dt 訂





した~-nユニット (Rumclha.rt ， r.lcClcland and the PDP Research 
Group， 1986)，より忠実に生理学的な細胞膜の興奮を数式化した，
Hodgkin-Huxlcy方程式に関連するカオスニューロン (Aiha.ra，Mat-
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し(Amit凶 al.， 1987a)， {O， 1}状態の時はこれ以上に飛蹄的に向上する
(Amari， 1989).生理学的にも、視覚的図形の再認記憶に関する側頭葉の
ニューロンの発火パターンが，スパースな符号表現を支持するという興味





L lVjj~j = C +乞(LDtd)68 (2.8) 

















































Hうj= -l1ij + 17< 1'i・.'!;j>， (2.9) 
I 唱 δLi= _1 ~~i ¥ rlv'ィ一 一(:_~~. ) 
Jθlfj¥DIV-j 
(2.10) 
ここで， ηは学習の効率を表す比例係数で， 11bは "'ijの時間微分母を表す
また，学習のポテンシャル関数Rj(ll'(t)，x・(t)，y( t)は司教師信号Yiと入力
信号の荷重和町三乞JIVijtjとの関数としての学習信号1'，(Vj，Yi)を用いた，
Rj三持14-ηfot.，1'j( U， Yi)du (2.11) 





































'TiJ(t) = -CTCh(y(t)) + CT 1'， 
z(t) = Ch(y(t))， 













素子のみが最終的に発火状態となった (yk・(∞)= 1)場合，式 (2.15)の



































7.1; = -CTCh(y(t)) + CTX(t). (2.18) 
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図 2.5:中間層素子の非線形関数
ここで，各中間庖素子の非線形関数 F(.lj1αj)は図2.5のように，しきい
























(!}j ~ 0) 
(0 <約三円/2)













y(丸)勾 e(~)+ (CT C)+CT n， (2.22) 
y((k + 1)丸)信 (CTC)+CTx(t) (2.23) 
一 (CTC)+ CT C F( h(y( kT.，) α) (2.24) 
= F(y(kTl)、α)， (2.25) 
となり，フィードパックによる動的な連想を繰り返すことで，図2.5のよう


















ri;(t) = -CTCF(y(t)、α)+ CT g(.r(t) (2.26) 
一一F(y(t)，α)+ RF(y(t)，α) + CT g(x(t)， (2.27) 
九x(t)= -x(t) + CF(y(t)，α)， (2.28) 















L(x， y)= ー乞f.jC'lg;(x，)F(Yiα) -~εk.j F(yk. ak)F(Yiα) 'J リ '\~'" U:lJ、J23J(230)











Ta(t) = Fa(y(t)，α(t)( TiJ(t)， (2.31 ) 




定収束することで保証される.但し，収束先は初期状態 2・(0)，y(O)， lV(O)， 
α(0)に依存する.
[Lyapnov関数l
乙(x，y， C， a)= -Li，j C'Jfj，(町)F(yj，aj)-~ L:k，) F(y""a/，:)F(Yj，aj) 








































乙(x，y，C，a)= ー乞i，jCμtui-j乞k，jYkめ+乞iJ;' Z，clZi 







TcCij = -γCij + :riYj -2:" CidYsYj (2.37) 





















J ~. DlVj';' 
から入力層の方向に誤差に相当する信号O(I)を逆伝搬しながら、以下のよう
に第沼 (l= 1，2，... ，L)の結合重み係数叫)が修正される (Rumclhart，
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oil) 三 f(llet~/)). (2.43) 





ムC勾 η[1'- CV]y7・=17Oy7・=-dErTorjoC (2.44) 
となる.ここで， ηは学習係数で、 Errorは入力 .'1"と再現入力 Cyとの自乗











間の結合重み係数 H/(I)のBP学習による修正霊61¥1(1)は、 y= H/(l)x勾
(CTC)+CTXを用いて，
t:.1V(1) = 7]CT b:rTη = 17CT[.1・- Cy]1・T (2.45) 
zηCT[x -C(CTC)+CT:r]:rT (2.46) 










































タベース ETL9から I rぃj、fけJ， rにJI rはJI rほJI rゅJの6
つのカテゴリーの類似文字を選び，各文字について学習用と認識用にそれ
ぞれ50文字ずつ用意した.モデルへの入力パターンには，各文字の2値
画像(64x 63)に大きさの正規化(6-1x 6-1)の前処理を施した後14x 4画
























する.ここで， Sangrrの線形モデルは 256-6次元の入出力 2層構造
とし，各入力の提示ごとの逐次学習で結合重み係数を修正した.一
方， DP学習を行う 3層不ツトは， 256・6・256次元で中間層以外は線








モデルによる学習では，学習係数をγ(t)= 0.01 x (0.85)1 (tは学習の反復
回数)とした.また，3層ネットの学習係数は'7= 0.2とし，学習の高速化の
為 (Rumclhart，McClelland and thc PDP Rrscarch Group、1986)に付加
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Baird， 1986; Lic ancl Hopficld， 1989; Yao and FrccJl1an， 1990; Gross-
bcrg and Somcrs， 1991). 
2.非対称結合を持つ(相互結合型などの)連想記憶モデル(rv1ori，Oavis 
and f¥ara， 1989; ¥Vallg、Pi('hlcrand Ross， 1990; Rcnals and Rohwer， 
1990; Tsuda， 1992). 
3.動的なしきい値や}I買応としての時間遅れ(timedclay)を持った，興
奮.抑制性結合のネットワーク(f¥仏tsuoka，1985， 1987; Eckhorn ct 
al.， 1990; ¥Vang， Buhmann and ~lalsburg， 1990; Horn and Usher， 
1991a; Konig and Schillcll、1991).
4.位相方程式による非線形結合振動子(Sompolinsky，Golomb and Kle・
infcld， 1991; Niebur、Kammclland Koch、1991;Kuramoto， 1991; 
Lummcr ancl Hubcrman， 1992). 
5. Hodgkin-Huxlcy方程式などに基づくカオスニューロンモデルのネッ



















ロン集団の活性度の平均場近似(Amari1972a; 'Vilson e¥nd Cowan， 1973; 
56 
Schuster and ¥Vagn<，r， 1990)と解釈できる.その動作方程式を以下に示す.
[発振ニューラルネットワークl
f N ¥ 
ふ=-Xi + G I L:lVijxj一Idjui+I，l， (3.1) 
。i=-ui+G(kjb)， (3.2) 
χ fZ¥ 
G(z) =二arctan(ート (3.3) 
¥α/ 











































cilnc Yi = 0上，すなわち，曲線Yi= G(J仁川町)上にある.十分小さい結合
58 
重み係数 J{IE三 ε>0より，これは，
， ~ _ . .-" 4")ラX. _. . 
Yi = G(K1EXi) = G(O) +問 G'(O)+ O(e:t) = -~'.' e + O(ど) (3.6) 
πα 









向=lVj; ヲーfLε+O(e:l) (3.8) 
としたものと等価である.
さて，Fj(Xl， X2γ ・，XN)= 0の解である平衡点を考えよう.その平衡
点{ふ}においては，以下の行列-ベクトル表記の摂動展開が得られる.
[Fi)Xl=れ=[Fi].rl=Xl + [dF;/θ2・j).rk=Zl6x 
+diag[uF;jθH'i;] blV;i + (higher order). (3.9) 
仮定によって，上記の右辺第 1項[F，).rk=札は 0となる.また，その Jacobi
行列が可逆であるとすれば，
6:r = -[dF;jθZjl;;=まk仇 g[θFi/θlVi;)xk='l'l6Hうif'V O(F) (3.10) 














-1 + lr:， G~.\' 
(3.11) 
となる.ここで G~iは，第 t 番目の素子に関する G'(lV:，xi+乞#íH'，jxj+1，) 
の略記号とする.この G~iが，






ε{lV，，(乞乙IlVij.T~ -勾ム)G"(九)一主唱以}+ O(♂) 
(3.13) 
となる.同様にその第ZJ成分の非対角要素は，
WijG~j = {H心jG'(九)}+ 












一方，行列 Bに関しては， S字関数G(x)や結合重み係数 lVijの定義
式(3.3)(3.4)及びIG'(z) = 2(1 / 1f(ポ+♂)と GII(z)= 4ω/ 1f(α2 + z2)2 
から， -1くまIIX，< 1; 0 < G'(z)三2/1fa;0三G"(=)~ 1/πぷI lVi = 




































































dX/dl 倉庫o Y， 
X a 
叫 I刷d訓，.0 I d伽x附t
dY，1<I仙1>01 dy九，"川'dc口>0
.1.0 dy，'dc .0 -1.0 




) ( ~~ ) (3日)( ~; ) = (一仏G'(v(') -I¥EfG'(υ川 bby) ¥ J'ピ/EG'(1'i) -1  ¥ dy 
となる. ここで，v('三 lVjjx，-]<心;/yi+λI九三 !¥'fEX，とした.上記の
63 
行列の固有値入は，その行列のトレース (Tr)と行列式 (Det)を用いた，
>.2 _ (Tr)入+(Det) = 0の解であることから，






(Tr) > 0， (Det) > 0 不安定 2っとも実部が正
(Tr) < 0， (Det) > 0 安定 2っとも実部が負
(Tr) = 0， (Det) > 0 Hopf分岐 2つの純虚数
(Det) < 0 サドル 正と負の実数
表 3.1:平衡点の安定性に関する (Tr)と(Det)の条件
まさに発振を引き起こす Hopf分岐点においては 2つの固有値はと
もに純虚数となるので，その条件は (Det)> 0かつ (Tr)= 0となる
(Guckcnhcimcr al1d Holmcs， 1983).次の定理は，この Hopf分岐の必要条
件を述べたものである.
定理 2単一の興奮
分岐を起こすためには'条件IピEl> 1"jj 7r:r 7 /2と， lう，と m がともに必要
である.
(証明)
まず， (Tr) = 0についての条件を議論する.
条件(Tγ)= -2 + lVi，G'(叫)=0から.
土=G'(vc) = タ




Ij >0，すなわち，Ve > 0の時 (lj< 0の場合も同様の議論)， h=
作(恥ー 1fa)/πから，
IW;; -1fa 
x; = G(ve) = : arctan ¥1~一一 = const (3.18) vπα 
となる • Ve = Ij + lVjjxi -/(EIY'iを式 (3.17)に代入し.liに関して整理
すれば，
-df-2π(Imiz:-I、~EI y~)I; ーπ(1l"i.t.; -1¥ EI y~)2 +a( I・j-1fa) = 0 (3.19) 
が得られる.上式を満足するには 1，に関する 2次方程式 (3.19)が実根を
持たねばならないので，判別式 D= 4πa(lVj一πα)三0から.H仏三 πα
が必要となる(これは， Xj = 0の曲線Yi= [lViiXi -G-1(:I'i)+ 1j]//(IEが
変曲点を持つ為の必要条件lVi之1f(l/2をも満たす). 
次に，(Det) > 0についての条件を，(Tr) = 0の場合で議論する.条件
(T1・)= -2 + H・uG'(ぬ)= 0から，
(Det) = 1 + G'(Ve)[ -lF，i +}ピ1EI¥ E1G'(Vi) ] (3.20) 




4o}ピ/;，}ピ/;'lVー <-.-.- LJ'--.IIJ 
H 、π(α2+Uピ1EX;)立)， 




D = (4αIピε1)2-4(lVjj1f(:l:i?)(lV，i1f(L2) (3.24) 











ラメータを Wu= 1.0， J( EI = 2.0， (l = 0.1と設定したこの場合で，パラ

























1.0 ( Low Frequency ) 
LimitCyclc ¥ 
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表示の関係式計=Ill' +α1'3 + 0(1・5)と0=n+br2+O(r'>)、および図3.2か
ら以下のように解釈できる.ここで， αとbは係数で，Jl = (Tl')j2 = -2 + 
lViiG'(Ve)， Vc三 lVjjXj-KE1Yj + lj， Vj三 IピJEまj，G'(z) = 2ajπ(α2 + Z2) 
である.また，平衡点 {i"y;}の回りの発振周波数Qは、結合重みパラメー
タJ(JEの関数として，
n = .;-(Tr)2 + 4(Det) j2 (3.26) 
= V4Ka;J{E1G'(的)-H守G'(九)2j 2 (3.27) 
となる.
liが一定値でK1Eの値を増加させると，図 3.2(a)から (b)のように曲





点は奇関数r/y，/r[t= 0: .1)， = G(I仁川、r，)上にできるので， .r，e .1)，が問符号
になることに注意)， G'( vi)→小となる為に、式 (3.2i)の見かけ上の関係
Qα .j 1¥/ Eに単純に従うわけではなく、 G'(Vc)や G'(lIi)による抑制j効果が
徐々に現れると与えられる.一方，1¥'11:が・ー 定値で1;1の値を地加させる










(a) 1; = 1.-1 ^' 1.0 (b) 1; = 0.8 '" 0.1 
図 3.1:単一ペアぷ子の発燦阿波数と入ノJバイアス{直の関係(阿波数の低












































ふ(t)= -Xi + G(乞兵1lVij.Tj( t)ー J(E/CXp叶 fJCXIゾG(lピ/E:t'i( s) )ds 











る.ここで， 3つの記憶パターンゲ;cl = (1，1，1)， e =(1， -1，ー1)，e =
(-1 ， -1 ， 1) の自己相関行列によって結合重み係数 n~りを定義し，その他
のパラメータは前節の定理2の条件を満足するように，J{E' = 2.0，α= 
0.1， Wi = 1.0とした但し，結合重み係数 J('Eは分岐パラメータとして
変化させる.また，入力バイアス Ui}は一様乱数で設定し，初期状態は





!i = 0) ，状態空間内の各初期状態 {1:;(0)}からそれぞれの記憶点(記憶
パターン付近の漸近安定平衡点)に収束する軌跡を図 3.5(b)に示す.一
方，図 3.6(a)は，!¥"E = 0.3とした時に 3番目のペア紫子 2・3ーめが最初
にHopf分岐を起こした直後の軌道を示している.すなわち、 1'3軸方向の
変動に比べて， Xl軸と .'C2軸方向の変動がほとんどないことから， 3番目の
ペア素子均一めによる振動出力で他の2組のペア素子が摂動を受けてい
ると考えられる.図 3.5(b)の挙動は前節の定理 lに，さらに図 3.6(a)の
挙動は定理2にそれぞれ対応するものである.
































(a) KJ[~ = 0.3 (b) I心ε=0.5 
図 3.6:結合重み係数 1¥-/Eに対する軌道の違い
さて、出力パターン :r(t)と各記憶パター ンE，l'との距縦の時間的変化を.
以下のようなオーバーラッフ関数 171"(t)で評価しよう (HOl・nancl Usher、
19D1a). 
州)三 455;.17j(f)(330)
















(a) sl71al : 1¥'/ E = 0.2 (b) Iω・ge:1ピ/E= 2.0 




カオス性(BCl群、 Pomcauancl ¥iclal、1%1;合原、 1990b)に関する検討を
もう少し詳し く行う
図 3.8は、出力波形ぷ1(t.)の自己相関関数o(.s)三十ε;2txi(l〈ムt)x 








(Dcrge， Pomcau eU1d ¥idnl. 10S-l:合原.19001>). f也の長子に関する出)J波
形の自己相関関数や2紫子の出ブj波形の問の相互相関関数についても‘同
様な結果を得た.
??、 ? ? ? ???， ， ， ? 、，? ??
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さて， RuclleとTakcllsのシナリオ(I1ucllcand Takcns， 1971; New-








アス[，や結合重み係数 [{/Eが分岐パラメータとなって、 3回以上の Hopf
分岐が順に起こり，トーラス上の準周期軌道からカオスが発生すると考え
られる.このようなカオスへの分岐ルートは， 3.4.1の図 3.6(a)(b)に示さ
れた， 1組のペア素子の IIopf分岐後の周期的軌道(図 3.6(a)，[{/ E小)→
2回の Hopf分岐後の状況を示唆する，複数の軸方向に変動した 2回転以
上の周期的軌道(図 3.6(b)の左右，1、-IE大，記憶パターンにある程度近い


















図 3.10は，上段 (a) のように記憶パターン~I = (1、1，1)に近い入力か
らと2= (1，一1，1)に近い入力に変化させた時の， 3次元空間 {XI，X2， 1.3}に
おける軌道の変化を下段 (b)に示したものである.図 3.10(b)に示した 3
つの軌跡は，図3.10(a)の入力バイアスの時間的変化を示した 3つの区間
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ー般的にはアトラクターの存在が保証出来ない (IIirschancl Sma!c. 1Dil; 








































象 (Amit，Gutfreund and Sompolinsky、1987b)とも関係があると恩われ
る. しかしながら，ベイスンの形状は一般に非常に複雑と考えられる為









































なるべく小さくなるよう， 2< 1ε乙Icjcfl < 6 (α#β，α，β= 1 I'V J¥!J) 







(d.t = 0.05)による反復回数を 1万回とした.また，分布に対する初期状
態依存性を調べる為に初期状態を，(i)原点近く:1.1'，(0)1 ~ 0.2、(i)頂点近
く:0.8 ~ Ix，(O)1 ~ 1.0， (ii)記憶パターン近く:れ(0)三土0.8c:'，(iv)こ
83 






































M = 3 < 0.14_Vの場合の図 3.13(a)は、軌道の最近接頂点が記憶パ
ターンの頂点に集中(約 78%)するという特徴的な分布を示している.こ
れに対して， /11 = 4， 5 > 0.14Nの場合の図 3.13(b)(c)では、記憶パター
ン以外の頂点にも滞在するように横に広がった分布となり曹両者は明ら






















(b) !vf = 4， Ii= 0.0 









































































(b) J¥tI = 4， 1i = O.6(i 
15 20 22 
bit -ー+ー
























































しての役割を持つことが主張されている (Sakardaand Frccman， 1987). 
また，カオスの別の役割として，大脳皮質のモデルにおける記憶パターン














への鋭敏性を持つカオスの情報生成源としての性質 (Nicolsand Tsuda， 



































































































Tnew = l' (1 -k sin (})， (4.1) 






























「う 」の 3文字を選んだ.ここで、各文字についての 2値パターン (G4x 










低次元のカオスであるローレンツアトラクター (Se¥lO、:.Iur<:1kamie11cl .JO('， 

















































み(t)= Qi(t) + Qi(t) -G(v~;)(f) )， 
N 



























































































































(OsciJlalory Ncural NClwork) 
Gcncralion 
Sclcction 






















パターンのみを対象としたパターン検索の課題(Naract 札、 1992，1993a， 
1993b)とは異なる点である.以下では、顔パターンの生成を考えて，ユー
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(a)オーバーラップ関数 mJ'(t) 



























(<1)オー バー ラップ関数 1I1'(t)
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time 











































































































































ふ(t)= -Xi(t) + G(玄lF，j.7:j(t)ー l¥Ely，(t)、 (4.10)





























































































































単一のペア素子の発振条件を満たすように，1ピmo.l'= 2.0，6 = 6.0とした.
予測の強さに関する各段階について， 3次元立方体(ー1三Xi ~ 1， 
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間成される 5つの単語:ATR. ART. TL¥T， T.-¥H. ATTを対象として与え






















[Stepl)サンプリング時間t= kT~ (k = 0， 1，2，.一)毎に入力文字パタ
ーンを順に提示し，これを連想記憶モデルの興奮性素子の状態値{xi(kT~)} 
として設定する.




_ l:r(t) . ~J1 1 

















g(z)=l(417) 一(1+ exp-:rr)' 
に従って競合的に計算される.但し，Tjμ(t) (j = 1，2，. • • ，5)は，j番目の単
語に対する入力系列中の文字が時刻 tにJl番目の文字となる時は 1，そう
でない時は 0となる時間依存の結合重み係数とする.
[Step4]次の入力文字の提示時刻 t= (k + 1)丸で、 5単語の確信度
f(Uj(t))による次文字候補の予想確率
probj=1nax{f(川)I Ne:rtChαT(k， l)= j} 
























へ1闘に k= 0，1，2‘. .、8の時刻kT、に対応する).凶4.れから、入ブJの提示
回数kを増やすほど.予測文字パターンが段々ある 1つの記憶パターンに
確定していくのがわかる.また.これに対応した 3文字の各煩似度 51'(t.) 
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期的な発振現象(Eckhornct a1.， 1988; Gray and Singer， 1989)が，生理
学的な興味のみならず，脳における情報統合の基本原理としても注目され












合 (Shimizuancl Yamaguchi， 1989; Sompolinsky， Golomb ancl 1偽 inf('ld，
1991)と，ある時間的)1買序(位相差)で交互に同期しながら活性化する要紫
の集団を考える場合 (¥Vang，Buhmann and !¥lalsburg、1990;Horn， Sagi 
and Usher， 1991: !¥Ialsburg and Buhmann， 1992)とがある.
いずれの場合においても、同期的発振で情報統合を行うには，複数の









相の同期発振に関する理論解析が既に行われている (I{awatoand Sl1zl1ki， 























11+1 li+2 IN 








うな 4種類の結合形態を考える.これら 4種類の結合形態は，図 5.1に示
すような Konigらのモデルの同期的結合と非同期的結合に動機付けられ
たもので，図5.2の(d)Casc 4と(a)Casc 1が前者と後者にそれぞれ対応
している.他の2つ(b)Casc 2と(c)Casc 3は， 2組のペア素子間の基本
的な結合形態(ペア素子聞に互いに l本ずつの結線を持つ)における残り
のものである.これら 4種類の結合形態に対する動作方程式を以下に示
す (i，j= 1 01・2，j =1 i). 
Cαse1 :ふ=-Xj + G(lVii:ri -1¥EIYi + 1j + lVijxj)， 
お=-Yi + G(J(U;:{:i)， 
Cαse2 :丸 =-X， + G(H・Iix，-1¥ EJYi + 1，ー 1¥EI2YJ)'。i= -Yi + G(1¥J E.T，)‘ 
Cαse3 :ふ =-.Ti + G(lVi均一 KEJYi+ 1i)， 
お=-y， + G(fピJE:ri-1H・'ijYJ)、
Cαse4 :あ=-:ri + G(H仏2・i-l¥"EIYi + 1i)，






理2の条件を満足するように、 ll1i= 1.0‘1¥IE = 1¥EJ = 2.0、α=0.1とし
た.但し，ペア紫子問の対称、な結合重みパラメータは，興奮性結合重み係
数 lVi(Casc 1)、J{IE2(Casc4)と、抑与制性結合重み係数-]0山n.(Case 2)， 





< Asynchronous Cases > く SynchronousCases > 
Wii 、Wii
(a) Case 1 (b) Case 2 
Wii Wii 










70:i'(t) = -0.1.(t)ー I仁川F(:r(t-7)) + J， (5.5) 
70iJ(1) = -oy(t) + J\-If~F(xヤ- 7))， (5.6) 
F(x) = 1/(1 + cxp<T(O-:r). (5.7) 
ここで， 70，αは減衰係数，oはしきい値を表す.また，J¥CI = J(JE三1¥と
する.
時間遅れTが小さい時は，X(t -7)勾 l'(t)-7士(1)を用いて，式(5.5)'" 
(5.7)の平衡点における線形化方程式は以下のように近似出来る.
r d土1r-o可+K27FJFj 一(70+α7)1¥ F{ 1 r dx1 (イ+72K2FJFJ)| |-| |||l diJJ -l -(TO + OT)J(F: -0可 +1ピ27F;F:J l dyJ 
(5.8) 
ここで，F~ と FJは平衡点 {f，ÿ} における ， F(z)の導関数F'(z)の値F'(圭)
とF'(y)をそれぞれ表す.
式 (5.8)の右辺の Jacobi行列の国有値は，













(本章で対象とする発振を引き起こす場合の)条件は，(Tr) > 0， (Det) > 0 
となる. 固有値の実部の符号を規定するのは，(T7') =一2+ lViiG'(叫)






















以下では， 2つの入力バイアスが1t> 0，11 > 12である場合を考える.
これは，以下の理由によって一般性を失わない.まず，2組のペア素子を
入れ換えれば， 11くんの場合の結果は 11>んの場合から容易に導かれる.
さらに，G(z)が奇関数であることを利用して変数変換ふ=-:1'" ih = -YI' 
li =ーliを行えば， 11< 0の場合の結果も 1，> 0の場合から容易に導か
れる.以下の実験では，各入力値を・1.0から1.0まで0.2刻みで，また，結
合重み係数を 0.01から 2.6まで0.001刻みで変化させた これらの各組
合せに対して，初期状態れ(O)三 lj，y，(O)三 Oからの4次の Runge-Kutta














図5.3は，3つのパラメータ 11，12，Gij (= l'ij， -1¥EI2、ー lHうjOr 1(1 E2) 
の3次元空間における分岐ダイヤグラムを示す.4種類の結合形態に対応
するこれらの分岐ダイヤグラムは，ある入力値の組(Il，h)を設定した時














図5.4は， 11= constにおける上記のダイヤグラムの 2次元断面を示
す.この図は図 5.3と同様に，ある入力値の組(11，12)に対するん軸上の
一点から Cij(=Wtj，-ICK12・-IlVij 01' 1¥1 E2)軸の方向(上)に移動し
た時，ネットワークのある特徴的な挙動が存在する領域(記号 SP，SLC， 
QPOなどが付けられた領域)の境界線をどの時点で通過するかを示す図
である. ここで，図中の記号 (2，3)や (4，5)などは， 2平面広1- YIと
X2 -Y2の上に射影された周期軌道のそれぞれの平面上における回転数を
表し，これに対応した非常に幅の狭い領域はトーラス上の周期軌道が存在
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図 5.4:各ダイヤグラムの I1= ω11Mにおける 2次元断面 (SP:Ste¥blc 
Point， SLC: Sil1plc、Lil1litC)・c:lc，HLC: H;¥lllOlic Lillil (，¥'('1<'、 QPO:
Q¥le1si-P(¥riocli(' Orbit frol1l t¥・oindt'pl'ltkllr. cycll's. QPO': QPO bct¥rC'cn 























がOから 1までの問)の， [Cascs 1 &:3]と[Cascs2 &; 4]との遠いは、以下
のようにまとめられる.




[ Cases 2 & 4 ] SLC領域と HLC領域にはさまれた QPO領域は比較的
狭いことから，同期発振になりやすい.
但し，ペア素子聞の相互作用が微小な摂動では近似不可能である為に、
[Cases 1 Oε3]と[Cases2 s.:4]との違いを理論的に解析することは出
来なかった.この違いに関する検討は今後の課題である.






くなり， SP領域， SLC領域， QPO領域だけとなったことも付記する.
上記の結果以外にも，次の2つのことが判明した.1つは 1次 Hopf分
岐点に関することで，もう 1つは分岐ルートに関することである.図 5.4
から， Casel:WhopfやCasc2: JピIIop/では l次 Hopf分岐点が近似的に直















































図5.5::典型的な分"皮ノレー ト:QPo・loc-king→-.HLC -unlocking→ QPO 
-2nclHopf→ SLC -bt Hopf _， SP 
131 
Yl Y1 Y1 
57 1モジア









「-1.0 r1.0 -1.0 -1.0 
CM(line) SP 
図5.6:複雑な分|肢ノレー ト:C:.I(simplc lillit cyc:le)円 C).[(complcxorbit) 
































Input Image ¥ 




in the Direction 
図 5.i:垂直方向の特徴抽出局内の結合 (EとIは興奮性紫子と抑制j性紫
子を表す)
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ry(t) = F(y(t)，α) + RF(y(t)， (L)+ CT g(x(t)， 








( 0 (y) S; 0)， 
J 2yJ/αj (0 <約三αj/2)
F(Yj，αj)={ ' (付録A.4)1 -2(y)-1)2/(2ー αj)+ 1 (α)/2くめく 1)， 
l 1 (Yjと1). 
この時，関数F(Yj，αj)の変数Yjと。jによる偏微分は，Fy(Y， (1)三 DF/δめと








L(x， y)= -'EiJ Ci)9i(町)F(UjJj)-i乞k，jF(yk. (lk)F(YJ' aj) 






な形になる (XiS; 0とおミ lでダ(幻)= 0となる)ので，積分に関与する
のは区間 [0，1]だけとなって第3項は有界となる.第2に，式(2.12)で定
義される結合重み行列Cの列ベクトルが，各記憶パターンE，'Iであることに




。 θj (a/ 2) X， 
凶付~Jk :¥.1:関数ゲ(.1"，)の形
式(付録 :¥.1)と(付録 .-¥.2))および非線形開放F(的、rω と9i(1・i)の
単調性九旬、 (1j) 三 0、 9~{れ)三 O から.
L = 一乞，;I';[J'(.l'，){ー.t・i+εjC;jF(.!Jj.{lj)} 















九州t)= F(I(y(t)，α(t))( iY)， (付録A.7)








乙(x，y，C，α)= -Li，j Cij9j(xi)F(Yj，αj) -~ LkJ F(仙、αk)F(Yj，α'j)
+εi 1;' r/;( Zよ，dzi+j乞jF(yj，aj) + ~ L，] C't. 
(付録A.9)




録 A.2)(付録 A.1)および式(付録 A.7)(付録 A.8)から‘
















たここでの，遊走軌道の性質の変化とは， 1I! < 0.14Nでは記憶パターン




3.5節の実験と同様に，N= 50における記憶パターン数1I!= 6 (< 
0.14N)と1¥1= 8 (> 0.14N)の場合で，軌道の最近接頂点の時間的遷移を
それぞれ比較した.同様に， N = 100においては， 1¥/= 13 (< O.14N)と
1I{ = 16 (> 0.14N)の場合でこれらを比較した.但し、無入力バイアス
L三 Oで，結合重み係数なとeのパラメータは， 3.5節と同じ値にした.ま
た，記憶パターンゲ (/t= 1 ，. i¥/)は，同数の土1要素をランダムに持つ





でM = 6 ( < 0.14N)とM = 8 (< 0.14N)の場合の，軌道の最近接頂点の
時間的遷移を図付録B.1と図付録B.2にそれぞれ示す.図の縦軸の番号Jlは，
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図付録B.1:N = 50， 1"[ = 6の場合の最近接頂点の時間的遷移(縦軸:記
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N = 50とN= 100の場合のいくつかサンプルに対して、 1つの軌道の
最近接頂点が記憶パターンの頂点の k-bit近傍に滞在した時間的な割合
である滞在率を求めた結果を，図付録 B.5と図付録 B.6にそれぞれ示す.















図付録 B.6:N = 100の場合の各サンプルに対する記憶パターンのιbit
近傍への滞在率
次元数NI総頂点数 2N I k-bit近傍 2.¥1X.、Ck
so 1 0ρ015) 1 0(10i) 





































九(t) = 一九(t)+ G(1Ik(t))， 
2N 
1lk(t) =乞CkjZj(t) (k ~ V). 
j=1 
Zk(t) = Qk(t)， 
Jk(t) = Qk(t) + Qk(t) -G(llk(t))， 
2N 













E( C) = J:12 dt[ ~εkeV J'f -乞keVPk{(Jk + Qk -G(uk)ー み}
一乞kiVPk{九+Zk -G(Uk)} ]. 
(付録C.6)
微小変化fJCによる変分fJE(C)は，
fJE( C) = LkeV務fJJk+乞kV356zk+む続的+むJ悲76CKJ
= lf.'12 dt [εkev(Jk +九)fJJk
一乞kiV{Pk(fJお+fJzk) -fJzk Lj P]G'(tl])Cjk} 




oJk(t I C) = Jk(t I C+ dC) -Jk(t I C) (k E V)，(付録 C.8)
bzk(t I C) = Zk(t I C + dC)一九(tI C) (k ~ V)，(付録 C.9)
6凡(tI C) =九(tI C+ dC)一九(tI C). (付録 C.10)
式(付録 C.1)と式(付録 C.4)によって，式(付録 C.7)の右辺第3項は消
去される.また， Lagrange乗数PJ.(t)を以下のように定義すれば，第1項
も消去される.
Pk = -J k (k E F)， 
Pk = 九一乞j乃G'(tlj)Cjk (k ~ 1/). 
(付録C.ll)
さらに，時刻T1とT2の境界条件凡(T21C) = 0とdzk(T1I C) = 0に
198 
よって，以下のように第2項も消去される.
[the second term] = -fg dtεkftV(九.6九+九dzk)
= ー玄kftV[九6zklr
































































faωfonn2 chin_fonn 2 。。 vlv 






































ElipsRαte x NlV x sin(OIl)、
CircleRαte x .¥'H' x COS(f)n)， 








Q x circle_'C(On) + s xηOn1LX((Jn)， 
αx circle_y(O'I) + s x nonn_y(On). 
(fαce-fonn2 < 0.0)の場合(番号1.'" 4.は長方形の4辺に対応)， 




2.(i~ ~ On <気)
3.(気壬仇<気)
4.その他





Recta11gleRate x NlF 
RectnngleR仰 xNlV x布万
(-RectαllgleRαte) x NH1 x tan(On) 
( -RectαηgleRate)xJまOxNW
Recto吋 leRatex A'lV x tan(On) 
。xrecLT(On) + s x norm_'r(On)， 
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X(孔)x (BαscRate -TriαngLcRatc x Isin(2.0 x {}n)l， 
Y({}n) x (BαseRatc -TriαηgLeRate x Isi71(2.0 x {}n)l， 
0/ x chin.:x({}n) + s'x X({}n)， 










(10+dtJ肘 ml1x Bre71dRαte， 
1.0 -ci， 
x(Bn) x (BαseRate + Rectal1g1eRαte x Isi的 .0x 8n)l， 
y(8n) x (BαseRαte + Recta11g1eRate x Isi11(2.0 x 8n)l， 
0/ x chiη_1;(BlI) +β， xx(Bn)， 


















5. eye_openl: 1ー.0'" 1.0の変数値に比例して， eye_open2ミOの時は
標準的な自の大きさ (EH=場)から十分開いた目 (EH=等)




7. eye_anglel: -1.0"， 1.0の変数値に比例して， 13の傾きをeyιangle2ど
0の時は水平から上がり自に，eye_angle2 < 0の時は下がり目から水
平に変化させる 目の傾きO三円&は， 81=ー 22.5x (eye_angle 1 -


















eyeb_height / /" ______ 
1 __ 〆-- ¥ eyeb_angle 
図付録D.4:眉毛の構成
12. eyeb事width:-1.0 ~ 1.0の変数値に比例して，眉毛を太く変化させ
る(2dots~ 8dots). 








































20. upper _jip:ー 1.0'" 1.0の変数値に比例して，上唇の高さを変化させ
る(ldots'"等)• 







11. betw _eyes:ー1.0'" 1.0の変数値に比例して，左右の自の聞の距離を
標準より近く(最小守)から遠く(最大鳴と)に変化させる.
17. betw_eyeb: 1ー.0'" 1.0の変数値に比例して，左右の眉宅の聞の距
離を標準より近く(最小守)から遠く(最大鳴と)に変化させる
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18. betw _e_b: -1.0 I"V 1.0の変数値に比例して，自と眉屯の聞の距離を
標準より近く(最小守)から遠く(最大弔L)に変化させる






































にIE= !(mα:r exp-6 Qr J(maxを持つ以下のような興奮・抑制性ペア素子を
考える(単一の興奮・抑制性ペア紫子に注目するので添え字tを省いた).
土=-X + G(lVix -](EIY)， (付録E.3)
。=-y+ G(にIE1.). (付録E.4)
ここで， r、lullclincの 2曲線士=0とiJ= 0とを， y = I，(x)三 (lViiX-
G-1(X)]/]{CIと， Y = f2(X)三 G(にIE1.)とでそれぞれ表記する.図付録
E.lを参考に，これら 2曲線の交点である平衡点の存在性や安定性を議論
する.以下の議論では， y = I，(x)が変曲点を持つことを仮定しているの





接線の傾きが曲線y= f2(X)のそれより大きい，すなわち， 1;(0) > I~(O) 
でなければ，明らかに 1'~ 土1 に平衡点そのものが存在できない (f'(x) は
導関数).この条件はI，(x)とん(1')の定義式から，
となる.

















される (Hirschand Smalc， 1974; Wiggins， 1990).一方，原点のみが平衡点
となる為には，原点における接線の傾きが I~(O) < 12(0)となり，y = II(x) 
の変曲点まにおいて It(ま)くん(ま)となる事が必要である.この変曲点の




[¥"m"p >πα(21r" -1!"a) 
…- 4[，ピ&1 (付録E.I)





が得られる.一方，!t(x) < 1から，パラメータ α，Wi， J.仁川に関する以下
の条件も得られる.
(2Wi arccos V;石可)/1r+ aJ(21lVi - 1ra)/1ra < J(SI. (付録E.9)
さて，原点を不安定平衡点と仮定すると，原点における標準形解析
(Guckenhcimcr and Holmes、1983;¥Viggins， 1990)から極座標表示で，
e = 0 + br2 + 0(1'5)， (付録E.10)
計=μ1'+α?・3+ 0(1'5)， (付録E.ll)





!(max = [<心S>ー 11
4[<ピCI
以上，式(付録 E.7)(付録 E.8)(付録 E.12)を総合して，
J(~n~ >山 fG吋附)) 1ra(2IVi - 1ra) 1丘}




上記の条件式(付録 E.6)(付録 E.9)(付録 E.13)を満足する例として，
J(max = [<ピCI= 2.0、α=0.1， 6 = 6.0、lVi= 1.0カfある.これらのパラ
メ}タ値を持った単一の興奮.抑制性ペア紫子(関数型結合重み /(1c(x，) 
























( ~午 =(-1+附(Ve) -1¥'EJG'(九)) ( ~~ ) l l l l (付録F.1)by) ¥ f{IEG'(Vi) -1) ¥ by ) 
となる.Hopf 分岐点(~'''， y*)では、上記の.Jacobi行列の固有値
入=[ (TT)土/(TT)2-4(Det) 1 /2 (付録F.2)
が純虚数であること (Guckellhcimcrancl Holmes， 1993)，すなわち，(Tr) = 
0， (Det) > 0となることより，
. 2 IlVi. -1fα 




る.また，G'(z)は関数G(z)= ~ arctan( ~)の導関数である.
この時，
y. = G(I(IEX. + J) = COllst (付録F.4)
である.また，γ=G(I¥IEX. + J) = {WiiXi -G-l(.T.) + I*} / KEIより，
r = -lViix. + G-1(X.) + KE1y. = const (付録F.5)
でもある.但し， G-1(Z)はG(z)の逆関数である.





座標値 {XI，yl，x2，y2}の符号を表付録 F.1に示す. また、各結合形態に
対する結合重みパラメータの値の増加に対する， X2-Y2平面上の Nullclinc
土2= 0: Y2 = {lV"X2-G-1(X2)+I}/KE1とぬ=0: Y2 = G(K1EX2 + J) 
の変化の方向を図付録 F.1の太めの矢印で示す.
Xl Yl X2(= X.) わ(=γ)
Case1 正 正 正 正
Case2 正 正 負 負
Case 3 正 正 正 負
Casc 4 正 正 負 正
表付録 F.1:11 > 12 > 0の時の平衡点の座標値の符号
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?? dx;/dt -0 














図付録 F.1:11 >ん >0の時の結合重みパラメータ値の増加に対する
Nullclincの変化方向((a)分岐後の不安定平衡点の状態， (b)--(d)分岐前
の漸近安定平衡点の状態)







が一定値であること，すなわち， 12+nう/fl勾 r= constから，
ムー+r




という， 11 = constにおける 2次元断面上の変数 lVijとんに関する直線方























となる.これは， 11 = constにおける 2次元断面12・1H1ij上の112軸に平行
な直線を表している.
(Case 4) 
興奮性素子 Xlから入力が与えられる点を除いて問機に 1 -[(ISX. + 
/{J E2Xl勾 C-1(γ)より，
~G-1 (γ) + J(IEX. 








但し， 5.2節 5.2.2の図 5.4において，この分岐点が直線から外れている部
分(例えば図中の (a4)や (d4)で，曲面の山の部分に対応した|刷<11に
おける線分Whopfや J(hopfが，121勾 11付近で湾曲している部分)について
は，上記の粗い近似が成り立たなかったことを示すものと考えられる.
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