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“Ninguém escapa ao sonho de voar,
de ultrapassar os limites do espaço onde nasceu,
de ver novos lugares e novas gentes.
Mas saber ver em cada coisa, em cada pessoa,
aquele algo que a define como especial,
um objecto singular, um amigo, - é fundamental.
Navegar é preciso, reconhecer o valor das coisas e das pessoas,
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Atualmente assistimos a um crescimento exponencial do nu´mero de aplicac¸o˜es
que surgem para atender a`s necessidades dos utilizadores da Internet. As aplicac¸o˜es
sa˜o cada vais mais avanc¸adas e exigentes em termos de requisitos de Qualidade
de Servic¸o. No entanto, os recursos e mecanismos disponibilizados pelas redes IP
na˜o acompanham esta evoluc¸a˜o e na˜o conseguem satisfazer estes novos requisitos.
A comunidade cient´ıfica tem proposto ao longo dos anos formas alternativas de
resolver este problema, sendo uma delas a incorporac¸a˜o de mecanismos de QoS
no encaminhamento. Neste sentido surgiram duas abordagens de encaminhamento
com Qualidade de Servic¸o: uma abordagem por fluxo, onde as rotas sa˜o calculadas a
pedido, e os recursos da rede sa˜o reservados ao longo de um caminho desde a origem
ate´ ao destino, para cada fluxo de dados; e uma abordagem por classes de servic¸o,
onde os fluxos sa˜o agregados num nu´mero reduzido de classes de servic¸o, de acordo
com os requisitos das aplicac¸o˜es, e os pacotes de dados sa˜o condicionados na rede
IP, de acordo com a classe a que pertencem.
Esta dissertac¸a˜o propo˜e uma estrate´gia de encaminhamento por classes de ser-
vic¸o, com mecanismos de diferenciac¸a˜o nos encaminhadores da rede. Divide-se em
dois componentes: um modelo de diferenciac¸a˜o baseado no funcionamento do Diff-
Serv, ao n´ıvel dos encaminhadores; e um protocolo de encaminhamento unicast por
classes de servic¸o, que resulta de uma extensa˜o ao protocolo OSPF. Os pacotes de
dados sa˜o marcados numa das classes de servic¸o, e tratados pelos encaminhadores
da rede de acordo com a classe a que pertencem. O protocolo de encaminhamento,
por sua vez, passa a incluir nas tabelas de encaminhamento os caminhos mais curtos
baseados em me´tricas relacionadas com os requisitos das classes de servic¸o, sendo
os pacotes de dados encaminhados pelo melhor caminho percecionado pela classe de
servic¸o a que pertencem.
A estrate´gia foi implementada e testada usando o simulador de redes Network
Simulator 3. O modelo de encaminhamento proposto foi alvo de comparac¸a˜o com
outros modelos de encaminhamento e, mesmo numa situac¸a˜o de excesso de carga
de tra´fego com QoS a circular na rede, o modelo apresenta-se como uma soluc¸a˜o
eficiente para otimizar o desempenho das classes de servic¸o com requisitos de QoS,
sem prejudicar o desempenho da classe Best Effort.





Currently we have seen an exponential growth in the number of applications that
emerge to serve the needs of the Internet users. Applications are increasingly ad-
vanced and more demanding in terms of quality of service requirements. However,
the resources and mechanisms provided by IP Network are not yet prepared to meet
these new requirements. In attempt of solving this problematic, emerged two ap-
proaches of routing with quality of service, a per-flow approach, where routes are
calculated on demand and network resources are reserved along a path from source
to destination for each data flow; and an approach per-classe, where flows are ag-
gregated into a small number of service classes, according to the requirements of the
applications and data packets are conditioned in the IP Network in accordance with
the class they belong to.
This Thesis presents a multi-classe routing strategy, with differentiation mecha-
nisms in network routers. It is divided into two components: a model of differen-
tiation based on DiffServ, and a unicast multi-classe routing protocol, based in an
extension of OSPF. On the network routers, data packets are marked on one of the
classes of service, and conditioned in accordance with the markings. The routing
protocol in turn, includes in the routing tables the shortest paths based on metrics
related to the requirements of classes of service, and data packets are forwarded by
the best path according the class of service they belong.
The strategy was implemented and tested using Network Simulator 3. The rou-
ting model proposed was compared with other routing models, and even in a situ-
ation of excess of QoS traffic on the network, the model presented, appears as an
efficient solution to optimize the performance of QoS traffic, without significantly
impair the performance of the Best Effort traffic.
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A Internet tem vindo a desempenhar um papel de grande relevo na sociedade
atual. Este facto leva naturalmente ao aparecimento de novas aplicac¸o˜es para aten-
der a`s necessidades dos utilizadores, aplicac¸o˜es essas cada vez mais avanc¸adas e mais
exigentes em termos de largura de banda. No entanto, os servic¸os disponibilizados
pelas redes IP (Internet Protocol [2]) na˜o sa˜o ainda adequados para atender a es-
tas novas exigeˆncias, sendo que a soluc¸a˜o na˜o passa por, simplesmente, acrescentar
largura de banda a`s redes. Em alternativa, devem ser disponibilizados mecanis-
mos de Qualidade de Servic¸o (QoS - Quality of Service), de forma a que os fluxos
de cada aplicac¸a˜o passem a ser ”tratados”pela rede IP de acordo com os seus re-
quisitos espec´ıficos. O servic¸o deixa de ser apenas de melhor esforc¸o (BE - Best
Effort), onde os pacotes de dados sa˜o encaminhados pelos routers ta˜o rapidamente
quanto poss´ıvel, sem garantias relativas a atrasos, ordem de chegada e ate´ mesmo
de entrega ao destinata´rio. Dotar as redes IP de mecanismos de QoS implica a
resoluc¸a˜o de problemas de cara´ter multidimensional, isto pelo facto de existir uma
gama alargada de soluc¸o˜es poss´ıveis para os diferentes n´ıveis da pilha protocolar e
planos envolvidos (dados, controlo e gesta˜o). O foco desta dissertac¸a˜o e´ a camada
3 da pilha, o n´ıvel da Rede. Tal como nas outras camadas da pilha, a implemen-
tac¸a˜o de mecanismos de QoS ao n´ıvel da rede e´ um desafio. E´ poss´ıvel desenvolver
mecanismos para trabalhar no plano de dados e de gesta˜o, como classificac¸a˜o, mar-
cac¸a˜o e policiamento de pacotes, controlo de congestionamento ou gesta˜o de filas
de espera, bem como no plano de controlo, como o controlo de admissa˜o, reserva e
atribuic¸a˜o de recursos ou encaminhamento de tra´fego com restric¸o˜es (QoS Routing).
No QoS Routing o encaminhamento de tra´fego e´ alterado de forma a considerar os
requisitos de QoS das aplicac¸o˜es. O objetivo e´ garantir que as aplicac¸o˜es mais exi-
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gentes disponham dos recursos necessa´rios, ou pelo menos mais recursos do que as
aplicac¸o˜es menos exigentes. Existem basicamente duas abordagens distintas quando
se trata de encaminhamento de tra´fego com QoS, por fluxo ou por classes de ser-
vic¸o. A abordagem de encaminhamento por fluxo parte do princ´ıpio que as rotas
sa˜o calculadas a pedido. Cada pedido de encaminhamento de um novo fluxo inclui
explicitamente as necessidades de recursos ao longo do percurso e cabe ao processo
de encaminhamento encontrar um caminho que satisfac¸a essas necessidades. Caso
exista, e se for encontrado, procede-se enta˜o a uma reserva de recursos ao longo
do percurso encontrado, de modo a que as condic¸o˜es se possam manter ate´ que o
fluxo termine sem degradac¸a˜o. Essa reserva obriga a` manutenc¸a˜o de informac¸a˜o de
estado, por cada fluxo, em cada router. Por esse motivo, esta primeira abordagem
sofre de problemas o´bvios de escalabilidade. A abordagem alternativa e´ exclusiva-
mente baseada em classes de servic¸o. Em vez de procurar satisfazer os requisitos de
cada fluxo individualmente, a ideia e´ agrupa´-los a todos num nu´mero muito redu-
zido de classes de servic¸o, para as quais se calculam os melhores caminhos, tendo
em conta os requisitos pre´-estabelecidos para cada classe. Os pacotes de cada fluxo
sa˜o primeiramente marcados numa das classes de servic¸o, recebendo posteriormente
o tratamento adequado a essa classe em todas as operac¸o˜es de encaminhamento ao
longo do seu percurso na rede. A mudanc¸a de foco - de fluxo para classe - constitui
na realidade uma importante mudanc¸a de paradigma. Os fluxos sa˜o agregados por
afinidade em termos de requisitos de QoS, na˜o sendo por isso poss´ıvel dar garantias
rigorosas a cada um. No entanto, e uma vez que temos um nu´mero reduzido de
classes, e´ poss´ıvel pre´-calcular as rotas por cada classe em vez do ca´lculo a pedido.
Dado que as rotas de cada classe podem diferir das restantes, existe aqui um enorme
potencial para engenharia de tra´fego e um reforc¸o na diferenciac¸a˜o das classes pela
via do encaminhamento. No aˆmbito desta dissertac¸a˜o sera´ desenvolvido um traba-
lho, de cariz teo´rico e pra´tico, focado na abordagem de diferenciac¸a˜o de tra´fego ao




Como ja´ foi referido, com este trabalho pretende-se estudar e avaliar formas de
implementar o encaminhamento de tra´fego por classes de servic¸o na Internet. Na-
turalmente que a abordagem por classes deve ser aplicada coerentemente, na˜o so´ no
tra´fego unicast (de uma origem para um destino) como tambe´m no tra´fego multicast
(de uma origem para mu´ltiplos destinos), que serve de suporte a` maioria das apli-
cac¸o˜es colaborativas multime´dia. E tambe´m no encaminhamento entre domı´nios,
em larga escala, numa perspetiva fim-a-fim. Constituindo-se como uma mudanc¸a de
paradigma, obriga naturalmente a reequacionar os processos de encaminhamento.
O principal objetivo deste trabalho e´ o desenvolvimento de uma estrate´gia de enca-
minhamento de tra´fego unicast por classes de servic¸o ao n´ıvel do inter-domı´nio. O
desenvolvimento da estrate´gia passou pelas seguintes etapas:
• Estudar e compreender o funcionamento dos modelos atuais de encaminha-
mento de tra´fego com QoS por classes de servic¸o, levantamento de vantagens
e limitac¸o˜es dos mesmos;
• Conceber uma nova estrate´gia de encaminhamento por classes de servic¸o, ba-
seada nos mecanismos e modelos de encaminhamento atuais;
• Definida a estrate´gia a adotar, determinar o suporte existente para os meca-
nismos e modelos por parte dos ambientes de simulac¸a˜o de redes IP;
• Implementac¸a˜o da estrate´gia proposta, recorrendo a um ambiente de simulac¸a˜o
adequado;
• Desenvolver cena´rios de teste onde sera´ feita uma avaliac¸a˜o da estrate´gia;
• Comparar a estrate´gia proposta com as soluc¸o˜es ja´ existentes.
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1.3 Estrutura do Documento
Este documento foi organizado em 7 cap´ıtulos. No primeiro cap´ıtulo e´ feito o en-
quadramento do trabalho desenvolvido na dissertac¸a˜o, onde e´ abordado o panorama
atual e sa˜o identificados alguns dos desafios na implementac¸a˜o de um protocolo de
encaminhamento por classes. Sa˜o de seguida identificados os principais objetivos a
serem alcanc¸ados e, por u´ltimo, e´ apresentada a estrutura do documento.
No segundo cap´ıtulo sa˜o apresentado os conceitos relativos ao tema de qualidade
de servic¸o na Internet. E´ aqui feita uma distinc¸a˜o entre a qualidade de servic¸o da
perspetiva do utilizador e da perspetiva da rede. Sao apresentados os modelos nor-
malizados de qualidade de servic¸o para redes IP.
No terceiro cap´ıtulo e´ apresentado o conceito de encaminhamento com qualidade
de servic¸o. E´ caso de estudo o funcionamento de alguns protocolos de encami-
nhamento, e apresentados trabalhos realizados na a´rea do encaminhamento com
qualidade de servic¸o.
No quarto cap´ıtulo e´ apresentada uma proposta de encaminhamento com classes
de servic¸o. Sa˜o apresentadas as principais considerac¸o˜es e deciso˜es tomadas para
habilitar o encaminhamento de tra´fego por classes de servic¸o.
No quinto cap´ıtulo e´ e´fetuada a descric¸a˜o da implementac¸a˜o do sistema utili-
zando o simulador de redes Network Simulator 3. Sa˜o descritas as funcionalidades
do simulador e as alterac¸o˜es efetuadas para habilitar o encaminhamento por clas-
ses de servic¸o. Neste cap´ıtulo e´ tambe´m descrito o modelo de diferenciac¸a˜o que
foi integrado com o simulador, e as principais alterac¸o˜es efetuadas para habilitar a
diferenciac¸a˜o nos encaminhadores.
No sexto cap´ıtulo e´ apresentada a validac¸a˜o da implementac¸a˜o de encaminha-
mento por classes de servic¸o. Sa˜o retratados 4 cena´rios de encaminhamento distintos
e feita uma ana´lise comparativa entre eles, no sentido de determinar as vantagens e
desvantagens de cada um deles.
O se´timo cap´ıtulo apresenta as concluso˜es obtidas no decorrer do trabalho desen-




Qualidade de Servic¸o em Redes IP
2.1 Qualidade de Servic¸o
A Internet e´ largamente utilizada para comunicac¸a˜o de dados de todo o tipo de
servic¸os e aplicac¸o˜es. Atualmente assistimos a um crescimento exponencial do tra´-
fego de dados que circula na rede, facto que influencia negativamente o desempenho
de servic¸os ou aplicac¸o˜es, mais exigentes em termos de requisitos de funcionamento.
As aplicac¸o˜es de tempo real, em que os fluxos de dados sa˜o muito sens´ıveis a vari-
ac¸o˜es de diversas ordens, como largura de banda, atraso, etc., sa˜o um exemplo. Os
requisitos variam de acordo com o tipo de aplicac¸a˜o, e naturalmente das expetativas
do utilizador, e e´ responsabilidade da rede assegurar a disponibilidade dos recursos
que satisfac¸am as necessidades, de forma diferenciada, de acordo com a aplicac¸a˜o.
Ou seja, a rede deve garantir Qualidade de Servic¸o[3].
A Internet na˜o foi, no entanto, inicialmente projetada para lidar com este tipo
de tra´fego gerado pelas aplicac¸o˜es emergentes [4]. A Rede IP foi desenvolvida nos
anos 70 tendo em conta um u´nico requisito, o de conectividade. Oferece um ser-
vic¸o de datagrama na˜o orientado a` conexa˜o, sem garantias de entrega, na˜o podendo
naturalmente ser feitas quaisquer assunc¸o˜es relativas a largura de banda, atrasos,
variac¸a˜o de atrasos ou perda de datagramas. Desta forma tornou-se necessa´rio a
introduc¸a˜o de mecanismos nas diferentes camadas da pilha de comunicac¸o˜es para
dotar a rede de qualidade de servic¸o.
O modelo de camadas da Internet, modelo TCP/IP, concebido a partir do mo-
delo tradicional OSI, e´ constitu´ıdo por 5 n´ıveis que conteˆm os protocolos sobre os
quais as aplicac¸o˜es que circulam na rede Internet funcionam (Figura 2.1).
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Figura 2.1: Modelo TCP
Os mecanismos de QoS sa˜o pass´ıveis de ser implementados em qualquer n´ıvel da
pilha, mas o foco do presente trabalho sera´ o QoS ao n´ıvel da rede, nomeadamente
no protocolo IP. E´ necessa´rio adaptar o comportamento dos encaminhadores, para
que fluxos com necessidades mais exigentes de QoS recebam algum tipo de trata-
mento preferencial, comparado com os fluxos de dados menos sens´ıveis. E´ tambe´m
necessa´rio influenciar o processo de encaminhamento de forma a direcionar os fluxos
de dados pelos caminhos que melhor satisfac¸am os requisitos das aplicac¸o˜es (Figura
2.2).
Figura 2.2: Perspectivas de Qualidade de Servic¸o [1]
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2.1.1 Requisitos das Aplicac¸o˜es
Tal como referido anteriormente, cada vez mais teˆm surgido aplicac¸o˜es distin-
tas, que geram fluxos de tra´fego com requisitos de servic¸o diferentes, e que va˜o
circular por toda a rede. Quando pretendemos diferenciar o tratamento dado ao
tra´fego que circula na rede, primeiramente devemos proceder a` sua caraterizac¸a˜o.
E´ necessa´rio determinar em que medida uma aplicac¸a˜o tolera ou na˜o determinado
comportamento da rede. Para tal vamos classificar as aplicac¸o˜es em dois grupos, as
Aplicac¸o˜es Ela´sticas e as Aplicac¸o˜es Inela´sticas [5].
As Aplicac¸o˜es Ela´sticas caraterizam-se por ter uma boa toleraˆncia a` variac¸a˜o do
atraso e taxas de transmissa˜o. As aplicac¸o˜es inseridas neste grupo teˆm um exce-
lente desempenho com baixos n´ıveis de atraso, mas na˜o sa˜o completamente afetadas
quando o atraso aumenta. A taxa de transfereˆncia pode ou na˜o ser um problema,
dependendo da natureza da aplicac¸a˜o em concreto. Exemplos de aplicac¸o˜es ela´sticas
sa˜o as de transfereˆncia de ficheiros, E-mail, FTP, ou HTTP, onde a u´nica preocu-
pac¸a˜o se prende efetivamente com a integridade dos dados gerados pelas aplicac¸o˜es,
preocupac¸a˜o contornada com o uso de protocolos de transporte adequados.
Por sua vez as Aplicac¸o˜es Inela´sticas sa˜o geradoras de tra´fego muito sens´ıvel a
atraso, variac¸a˜o de atraso, taxa de transmissa˜o e perda de pacotes. Neste grupo
inserem-se na sua maioria as aplicac¸o˜es tempo-real, algumas mais tolerantes, como
por exemplo Streaming de Voz ou Video, que teˆm a capacidade de se adaptar a
variac¸o˜es de atrasos ou taxas de transfereˆncia, ajustando as carater´ısticas do tra´-
fego de acordo com o estado da rede. No entanto, muitas aplicac¸o˜es de tempo-real
sa˜o r´ıgidas em termos de requisitos e na sua maioria teˆm uma toleraˆncia muito
baixa a qualquer tipo de variac¸a˜o. Exemplo deste tipo de aplicac¸o˜es inela´sticas com
requisitos r´ıgidos sa˜o as chamadas de voz sobre IP (VoIP), ou chamadas de Video-
confereˆncia, que teˆm uma toleraˆncia muito baixa ao atraso e a` variac¸a˜o do atraso,
no sentido de na˜o afetar a qualidade da sessa˜o de comunicac¸a˜o.
2.1.2 Paraˆmetros de QoS
No processo de categorizac¸a˜o de aplicac¸o˜es geradoras de tra´fego surgem sempre
conceitos como atraso, variac¸a˜o do atraso, perda de pacotes ou taxa de transfereˆn-
cia. Estes conceitos representam, na pra´tica, a resposta da rede ao tra´fego que nela
circula, da´ı serem designados de paraˆmetros de QoS. Fazendo uma avaliac¸a˜o destes
paraˆmetros a` medida que o tra´fego circula na rede, podemos estimar um n´ıvel de
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desempenho para as aplicac¸o˜es, com mais ou menos garantias dependendo da natu-
reza da aplicac¸a˜o.
Os paraˆmetros de QoS, tipicamente usados para avaliar a performance de uma
rede IP sa˜o, o Atraso, do ingleˆs Delay, que corresponde ao tempo total que um pacote
demora a percorrer um percurso entre dois pontos na rede (fim a fim, da origem ao
destino, ou entre dois encaminhadores). Va´rios fatores influenciam o Atraso, desde o
tempo de transmissa˜o e propagac¸a˜o, ou o tempo de processamento e espera nas filas
dos encaminhadores. Por esse facto, tipicamente na˜o e´ poss´ıvel dar garantias r´ıgidas
a uma aplicac¸a˜o de que o atraso se vai manter constante durante todo o percurso,
para todos os pacotes de dados. Pode-se no entanto, mais uma vez dependendo da
natureza da aplicac¸a˜o, definir com alguma garantia um atraso ma´ximo ou mı´nimo,
que e´ respeitado durante o servic¸o.
Outro paraˆmetro chave na avaliac¸a˜o do desempenho das aplicac¸o˜es e´ uma deri-
vac¸a˜o do Atraso, e corresponde a` variac¸a˜o do mesmo, do ingleˆs Jitter. A Variac¸a˜o
do Atraso representa a diferenc¸a de atrasos entre pacotes de um mesmo fluxo, ou
seja, o tempo que um pacote demora a percorrer determinado percurso (Atraso)
na˜o e´ necessariamente o mesmo para os restantes pacotes do fluxo. O que implica
muitas vezes que os pacotes cheguem aos destinata´rios na˜o exatamente pela ordem
com que foram gerados na origem, situac¸a˜o que, dependendo da aplicac¸a˜o, implica
a utilizac¸a˜o de mecanismos adicionais no processo de reordenac¸a˜o. A variac¸a˜o do
atraso e´ provocada por diversos factores, como protocolos de encaminhamento, agre-
gac¸a˜o de tra´fegos, mecanismos de escalonamento das filas nos encaminhadores, etc.
Relativamente a garantias que possam ser dadas a aplicac¸o˜es no processo de acordo
de servic¸o, este paraˆmetro e´ bastante complexo de avaliar, tipicamente sa˜o acorda-
dos valores aproximados, baseados na diferenc¸a entre o atraso ma´ximo e mı´nimo, ou
determinados dinamicamente durante a transmissa˜o do fluxo de dados pela rede.
O paraˆmetro Perda de Pacotes, do ingleˆs Packet Loss, e´ tambe´m um paraˆmetro
a considerar no desempenho da rede, e corresponde a` quantidade de pacotes de da-
dos de um fluxo que foram gerados mas na˜o alcanc¸aram o destinata´rio. A perda de
um ou mais pacotes de dados pode ocorrer por congesta˜o nos encaminhadores, por
violac¸a˜o de limites de tra´fego, falhas na rede, etc. Para aplicac¸o˜es de tra´fego real
a perda de pacotes pode ser cr´ıtica, porque na˜o e´ poss´ıvel aplicar um algoritmo de
retransmissa˜o de pacotes. As carater´ısticas ta˜o imprevis´ıveis deste paraˆmetro tor-
nam muito dif´ıcil de dar garantias a`s aplicac¸o˜es. A perda de pacotes e´ tipicamente
determinada em termos de probabilidade de ocorreˆncia.
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Por u´ltimo a Taxa de transmissa˜o numa rede IP. Este paraˆmetro pode variar em
questa˜o de segundos, horas ou dias e e´ o recurso mais relevante para a maioria das
aplicac¸o˜es que correm sobre IP. Na˜o existem garantias absolutas em relac¸a˜o a` taxa
de transmissa˜o, e fatores como o protocolo de encaminhamento, a conetividade, a
congesta˜o e a agregac¸a˜o de tra´fego contribuem para esse facto. Muitas aplicac¸o˜es
produzem tra´fego em rajadas, provocando picos de taxas de transmissa˜o, o que
dificulta muito quando se pretende especificar este paraˆmetro de forma a dar algumas
garantias a`s aplicac¸o˜es. Dependendo da aplicac¸a˜o que requisita o servic¸o, podem ser
pedidas garantias de taxa me´dias, de pico ou ambas.
2.2 Modelos de QoS em Redes IP
2.2.1 Modelo de Melhor Esforc¸o
Em encaminhadores IP, o encaminhamento de datagramas e´ baseado em tabelas
de encaminhamento constru´ıdas usando me´tricas simples e enderec¸os de destino [6].
Na˜o e´ efetuada nenhuma ana´lise do tipo de tra´fego que cada datagrama pode conter,
sendo que todos os dados sa˜o tratados de igual forma, com a mesma prioridade.
Durante uma sessa˜o de comunicac¸a˜o, os pacotes IP percorrem caminhos na rede,
estabelecidos de acordo com entradas nas tabelas de encaminhamento. O u´nico
dinamismo estabelecido deve-se a` robustez do protocolo no caso de ocorreˆncia de
falhas nas ligac¸o˜es ou sobrecarga no encaminhador. Este facto leva a que na˜o exista
um caminho fixo atrave´s da rede, na˜o sendo poss´ıvel garantir que a qualidade de
servic¸o oferecida a determinado fluxo permanec¸a coerente durante toda a sessa˜o de
comunicac¸a˜o. E mesmo que o caminho se mantenha esta´vel, na˜o existem garantias
de que os pacotes de um fluxo na˜o possam afectar pacotes de outro fluxo distinto,
ja´ que existe uma partilha parcial ou mesmo total dos caminhos da rede.
Os encaminhadores teˆm como func¸a˜o analisar os pacotes que entram, de forma
a determinar qual o caminho atrave´s do qual devem ser encaminhados; dependendo
do destinata´rio e´ determinada a interface de sa´ıda correta. Os pacotes associados a
cada interface de sa´ıda sa˜o mantidos numa fila de espera do tipo FIFO(o primeiro
a entrar e´ o primeiro a sair), em que o pacote na frente da fila e´ o primeiro a ser
transmitido. Este processo executado pelo encaminhador mostrou-se como um bom
ponto de partida para a introduc¸a˜o de mecanismos de QoS ao n´ıvel da rede. Seria
u´til que nas filas dos encaminhadores, a tra´fego com requisitos de QoS mais exi-
gentes fosse atribu´ıda uma prioridade superior a` do tra´fego com requisitos de QoS
menos exigentes.
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Os protocolos de encaminhamento dinaˆmico, utilizados para construir as tabelas
de encaminhamento, escolhem as melhores rotas tendo em conta uma u´nica me´-
trica, tipicamente o caminho mais curto em nu´mero de saltos ou custo da ligac¸a˜o.
O encaminhamento com QoS tem como objetivo otimizar o processo de selec¸a˜o de
rotas, utilizando outro tipo de me´tricas, individualmente ou combinadas, que va˜o
de encontro aos requisitos dos fluxos de tra´fego, nomeadamente:
• Largura de Banda
• Atraso
• Variac¸a˜o do Atraso
• Perdas de pacotes
No sentido de melhorar o servic¸o oferecido pelas redes IP, passando a considerar
as carater´ısticas do tra´fego gerado pelas novas aplicac¸o˜es, bem como as expetativas
dos utilizadores, surgiram alguns mecanismos de suporte ao QoS na rede. Mecanis-
mos como policiamento e pol´ıticas de encaminhamento, escalonamento e gesta˜o de
filas nos encaminhadores, reserva de recursos ou classificac¸a˜o e marcac¸a˜o de pacotes.
2.2.2 Modelo de Servic¸os Integrados
O modelo de servic¸os integrados ( IntServ), descrito em [7], trata-se do primeiro
modelo normalizado, proposto pela IETF para dar suporte a QoS na Internet. A
arquitetura IntServ permite definir como os elementos da rede devem tratar fluxos
individuais de tra´fego, atrave´s da reserva de recursos fim a fim, ainda antes do in´ıcio
da transmissa˜o de dados.
O modelo baseia-se na ideia de circuito virtual, no sentido de que estabelece uma
reserva de recursos fixa por onde os pacotes pertencentes a determinado fluxo de
tra´fego com requisitos de QoS sa˜o encaminhados. Os diferentes fluxos sa˜o definidos
pelos pares enderec¸o de origem/enderec¸o de destino e porta de origem/porta de
destino.
O tipo de servic¸o atribu´ıdo a um fluxo depende das duas especificac¸o˜es, nomea-
damente dos requisitos de QoS e das carater´ısticas do fluxo definidos em [8][9]. O
modelo IntServ, ale´m de Best Effort, define mais dois n´ıveis de servic¸o, relacionados
com os requisitos de QoS :
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• Servic¸o de Carga Controlada do ingleˆs Controlled Load Service [10], que
fornece qualidade de servic¸o um pouco superior ao Best Effort, para aplicac¸o˜es
tolerantes a atrasos e a perdas de pacotes de baixa ordem. O desempenho tende
a degradar-se quando aumenta a carga na rede;
• Servic¸o Assegurado do ingleˆs Guaranteed Service [11], que garante limi-
tes ma´ximos nas taxas de atrasos, descartes de pacotes nas filas de espera e
disponibilidade de largura de banda.
Quando uma aplicac¸a˜o pretende iniciar uma transmissa˜o, efetua um pedido a`
rede pelo protocolo de sinalizac¸a˜o RSVP, por sua vez a rede vai verificar se dispo˜e
dos recursos necessa´rios para satisfazer o pedido. Esta func¸a˜o da rede, designada
de controlo ou chamada de admissa˜o (do ingleˆs call admission), ale´m de determinar
a viabilidade de determinado pedido, faz o policiamento durante o uso do servic¸o.
Uma vez uma chamada de servic¸o aceite, a rede deve despoletar mecanismos de
escalonamento e gesta˜o de filas, de forma a garantir que os fluxos de dados recebam
o tratamento solicitado. A semaˆntica do servic¸o deve ser do conhecimento dos en-
caminhadores e tambe´m das aplicac¸o˜es que va˜o ejetar tra´fego no domı´nio IntServ.
O RSVP e´ um protocolo de sinalizac¸a˜o da camada de rede, que permite o envio
de mensagens perio´dicas pelo emissor, designadas PATH, com as especificac¸o˜es dos
fluxos de tra´fego (FlowSpec - Flow Specification), como os requisitos de QoS e cara-
ter´ısticas do fluxo. O recetor, por sua vez, solicita a reserva de recursos com o envio
de mensagens RESV, pelo caminho inverso do das mensagens PATH. A mensagem
RESV inclui a especificac¸a˜o dos recursos (RSpec - Resource Specification), com o
n´ıvel de servic¸o atribu´ıdo ao fluxo e outra informac¸a˜o para configurar o policiamento
nos encaminhadores.
Os elementos IntServ da rede, quando e´ via´vel, procedem a` reserva de recursos,
de forma unidirecional, ao longo de um caminho para tra´fego unicast, ou ao longo
de uma a´rvore para tra´fego multicast. O protocolo e´ suportado para a versa˜o 4 do
protocolo da Internet ( IPv4 ), pelo campo do cabec¸alho Type-of-Service [12], e para
IPv6, pelo campo Flow Label [13].
A reserva de recursos apresenta no entanto bastantes problemas, o principal e´ o
facto de que os recursos na rede IP sa˜o bastante limitados, fazendo com que muitos
pedidos de reserva sejam recusados. Por outro lado, mesmo que se efetive a reserva,
basta uma simples falha de comunicac¸a˜o para voltarmos ao servic¸o de melhor esforc¸o,
e desperdic¸ar recursos preciosos durante o processo de nova reserva.
Todos estes motivos contribuem para que este modelo na˜o seja ainda aplicado a
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uma escala global, sendo apenas usado em ambientes de redes controlados.
2.2.3 Modelo de Servic¸os Diferenciados - DiffServ
O modelo DiffServ do IETF, descrito em va´rios documentos [14][15][16], sur-
giu como alternativa ao modelo IntServ, e apresenta-se como uma soluc¸a˜o bastante
mais flex´ıvel e escala´vel para implementar o QoS ao n´ıvel da rede. De acordo com
este modelo os fluxos de tra´fego sa˜o agregados em classes de servic¸o com diferentes
prioridades, sendo o encaminhamento diferenciado por classe e na˜o por fluxo, garan-
tindo uma maior escalabilidade na gesta˜o dos recursos da rede. Os pacotes de dados
recebem uma marcac¸a˜o, de acordo com requisitos espec´ıficos, e sa˜o processados e
diferenciados pelos elementos da rede DiffServ. A marcac¸a˜o define a classe a que
o pacote pertence, e pode tratar-se da classe de mais baixa prioridade, designada
de Best-Effort (BE), ou de uma das classes de alta prioridade, classes de QoS do
modelo.
De salientar que, apesar de garantir recursos a fluxos de tra´fego mediante a mar-
cac¸a˜o e priorizac¸a˜o por classes, o DiffServ na˜o define um servic¸o fim a fim, apenas
comportamentos de QoS nos encaminhadores da rede, e na˜o na forma como o tra´-
fego e´ encaminhado. Passa a existir uma diferenciac¸a˜o do tra´fego nas filas, mas o
caminho selecionado para o fluxo percorrer a rede e´ independente do tratamento
dado a` classe no encaminhador.
A arquitetura DiffServ consiste num conjunto de elementos funcionais, imple-
mentados nos encaminhadores da rede que constitui um Domı´nio DiffServ (DS Do-
main)(Figura 2.3).
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Figura 2.3: Modelo DiffServ
Existem dois tipos de encaminhadores num domı´nio Diffserv, os encaminhadores
de fronteira (edge nodes), e os encaminhadores internos (core nodes), cada um com
func¸o˜es bem definidas no modelo:
Os encaminhadores de fronteira fazem toda a classificac¸a˜o, marcac¸a˜o e con-
dicionamento do tra´fego, ale´m de estabelecerem a conetividade do domı´nio com
outros domı´nios, DiffServ ou na˜o.
Os encaminhadores internos estabelecem conetividade com os encaminha-
dores dentro do domı´nio e fazem a alocac¸a˜o de recursos de forma diferenciada de
acordo com a classe de servic¸o a que os pacotes pertencem.
Acordo de n´ıvel de Servic¸o
Para que o tra´fego gerado por uma aplicac¸a˜o seja alvo de diferenciac¸a˜o, no nu´cleo
de um domı´nio DiffServ, numa primeira fase o cliente deve estabelecer um acordo
com o provedor de servic¸os da Internet (ISP), na forma de SLA(Service Level Agre-
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ements). Os SLAs especificam detalhadamente o tipo de requisitos do tra´fego, bem
como a forma como este deve ser processado e classificado dentro do domı´nio.
Depois de estabelecido o acordo, todos os pacotes do fluxo de dados sa˜o mar-
cados, no campo DS (Differentiated Services) do cabec¸alho IP, com a classe a que
pertencem, o que corresponde na pra´tica a` atribuic¸a˜o do DSCP(Differentiated Ser-
vices Code Point). Cada classe de servic¸o tem associa´do um valor de DSCP u´nico,
com um n´ıvel de precedeˆncia e descarte normalizado[17].
Como podemos observar na Figura 2.4, o campo DS utiliza o campo ToS, na
versa˜o 4 do protocolo IP (IPv4), e o campo Traffic Class octec na versa˜o 6 (IPv6)[15].
Figura 2.4: DSCP
Classificac¸a˜o, Marcac¸a˜o e Condicionamento
O DSCP e´ usado, a` entrada do domı´nio pelos encaminhadores fronteira, para
identificar que tipo de servic¸o deve ser fornecido ao pacote. O que significa que
pacotes com o mesmo DSCP recebem o mesmo tipo de tratamento por parte dos
encaminhadores. Este tratamento, designado no modelo de PHB (Per-Hop Beha-
vior), define as pol´ıticas de priorizac¸a˜o e descarte aplicadas aos pacotes, nas filas do
encaminhador. Os principais PHBs normalizados para a arquitetura Diffserv, ale´m
do Best Effort sa˜o:
• AS(Assured Forward)[18] - Oferece um servic¸o melhor do que o Best Effort,
no entanto sem garantias r´ıgidas de QoS, pelo facto de na˜o estabelecer limites
superiores para atraso e variac¸a˜o do atraso. Nesta classe, o tra´fego e´ dividido
em 4 subclasses, cada uma com 3 n´ıveis de precedeˆncia de descarte e espac¸o
de armazenamento mı´nimo garantido nas filas dos dispositivos de rede.
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• EF(Expedited Forwarded)[19] - Oferece garantias absolutas em termos de
atraso, perdas e variac¸a˜o do atraso, ale´m de largura de banda fixa entre duas
aplicac¸o˜es. Deve ter-se muita atenc¸a˜o na alocac¸a˜o de recursos para o tra´fego
pertencente a esta classe, ja´ que num caso limite pode anular por completo o
desempenho das restantes classes.
Depois de classificado, o pacote passa por um processo de condicionamento, onde
e´ feita uma comparac¸a˜o entre os valores acordados no estabelecimento do LSA, no
sentido de determinar em que medida o pacote se encontra em conformidade com os
mesmos. Este processo define se o pacote vai manter a marcac¸a˜o original ou, no caso
de na˜o cumprir o perfil acordado, se vai receber nova marcac¸a˜o ou ser descartado.
Receber nova marcac¸a˜o tipicamente significa ser escalonado para uma fila de enca-
minhamento com menor prioridade. Na Figura 2.5 podemos visualizar os elementos
funcionais que constituem os encaminhadores fronteira.
Figura 2.5: Elementos Funcionais DiffServ
Mecanismos de policiamento
Um dos paraˆmetros acordados com o provedor de servic¸os e´ o algoritmo a ser
utilizado pelos encaminhadores de fronteira no processo de medic¸a˜o. O medidor vai
determinar o n´ıvel de conformidade do pacote com o perfil de tra´fego acordado no
SLA.
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Existem alguns algoritmos pass´ıveis de serem implementados nos encaminhadores
para o efeito, sendo que os que se apresentam de seguida sera˜o caso de estudo neste
trabalho pra´tico.
Single Token Bucket Este algoritmo necessita que sejam estabelecidos dois pa-
raˆmetros:
• CIR(Committed information Rate) - Taxa de informac¸a˜o que representa a
periodicidade com que sa˜o gerados os tokens (em Bytes).
• CBS(Committed Burst Size) - Tamanho do burst, que representa o nu´mero
total de tokens que e´ poss´ıvel gerar, sendo que acima deste limite sa˜o descar-
tados.
Quando um pacote entra neste bloco de medic¸a˜o, e´ feita uma comparac¸a˜o entre
o tamanho do pacote e o nu´mero de tokens gerados, de forma a determinar se este se
encontra em conformidade com o perfil. Se o tamanho do pacote for igual ou inferior
ao nu´mero de tokens, significa que se encontra em conformidade com o perfil trac¸ado.
srTCM (Single Rate Three-color Marker) Este algoritmo acrescenta mais
um paraˆmetro aos ja´ especificados no TokenBucket:
• EBS(Excess Burst Size) - O nu´mero de tokens extra que e´ poss´ıvel gerar.
Tal como no algoritmo anterior, os tokens va˜o sendo gerados de acordo com o
CIR, e quando atingem o limite de armazenamento (CBS ) passam a ser armazenados
na zona de excesso ate´ atingirem o EBS. Quando chega um pacote e´ feita a compa-
rac¸a˜o do tamanho com o nu´mero de tokens armazenados. Se o nu´mero de tokens for
superior ou igual ao tamanho do pacote, este e´ considerado em conformidade verde.
Caso os tokens na˜o sejam suficientes, mas somando os tokens em excesso, se chegue
ao tamanho do pacote, enta˜o o pacote e´ considerado em na˜o-conformidade amarela.
No limite, quando o tamanho do pacote e´ superior a` totalidade dos tokens, enta˜o e´
considerado em na˜o-conformidade vermelha.
trTCM (Two Rate Three-color Marker) Este algoritmo especifica mais um
paraˆmetro ale´m de CIR, CBS e EBS :
• PIR(Peak Information Rate) - Taxa de informac¸a˜o que representa a periodi-
cidade com que sa˜o gerados tokens para uma nova zona de armazenamento.
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Neste algoritmo sa˜o simultaneamente gerados tokens com periodicidade PIR e
CIR. Quando chega um pacote e´ feita uma comparac¸a˜o entre o seu tamanho e o
nu´mero de tokens gerados com a nova taxa de pico PIR, se o numero de tokens na˜o
for suficiente o pacote e´ considerado em na˜o-conformidade vermelha. Se o nu´mero
de tokens for suficiente e´ feita nova comparac¸a˜o, agora com os tokens gerados com
periodicidade CIR, se o nu´mero de tokens na˜o for suficiente o pacote e´ considerado
como na˜o-conforme amarelo. Se nas duas comparac¸o˜es o nu´mero de tokens for sufi-
ciente, o pacote apresenta uma conformidade verde.
As ac¸o˜es a tomar depois da medic¸a˜o (especificadas no SLA) va˜o depender do
algoritmo aplicado e do n´ıvel de na˜o-conformidade, sendo o pacote descartado ou
remarcado com um DSCP de uma classe menos priorita´ria.
No nu´cleo do domı´nio, nos encaminhadores internoses, tal com referido anterior-
mente, e´ aplicado o Per-Hop-Behavior a`s classes de tra´fego (Figura 2.6).
Figura 2.6: Classificador
Mecanismos de Escalonamento e Gesta˜o de Filas
Para uma melhor compreensa˜o do que acontece no nu´cleo de um domı´nio de
diferenciac¸a˜o, va˜o ser abordados os principais algoritmos de escalonamento e ges-
ta˜o de filas, implementados nos encaminhadores do modelo DiffServ. Os algoritmos
sa˜o aplicados com o propo´sito de estabelecer os diferentes n´ıveis de prioridade e
precedeˆncia de descarte. A sua utilizac¸a˜o pode variar de implementac¸a˜o para im-
plementac¸a˜o, sendo que o fundamental e´ prestar um servic¸o adequado a`s aplicac¸o˜es,
tendo em considerac¸a˜o os recursos dispon´ıveis na rede.
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Os algoritmos de escalonamento de pacotes sa˜o responsa´veis por selecionar pa-
cotes das filas para que sejam transmitidos na rede. Sa˜o treˆs os algoritmos de
escalonamento mais usados no modelo DiffServ :
FIFO (First In First Out) Este e´ o algoritmo de escalonamento mais simples
do modelo e dos mais utilizados nas redes atuais. Os pacotes de dados va˜o sendo
retirados das filas dos encaminhadores, pela mesma ordem que la´ sa˜o colocados, ou
seja, o primeiro a entrar e´ o primeiro a sair. E´ aplicado em todas as filas do modelo,
desde a fila de menos prioridade, BE ate´ a` fila de maior prioridade EF.
WRR (Weighted Round Robin) Algoritmo aplicado quando combinamos o
escalonamento de mu´ltiplas filas. De forma sequencial e ordenada o escalonador
retira um pacote de cada fila de diferenciac¸a˜o. De acordo com o peso definido para a
fila, e´ retirado um ou mais pacotes de cada vez. No modelo DiffServ este algoritmo
normalmente combina apenas o escalonamento das filas AF e BE, sendo que tal
como referido anteriormente a fila EF tem precedeˆncia absoluta relativamente a`s
restantes.
PQ (Priority Queue) Este algoritmo de escalonamento tambe´m seleciona os pa-
cotes das filas dos encaminhadores, mas de acordo com prioridades. A fila mais
priorita´ria e´ sempre servida em primeiro lugar, a na˜o ser no caso de se encontrar
vazia. No modelo este algoritmo e´ aplicado na combinac¸a˜o da fila de tra´fego EF
com as restantes filas de QoS e fila BE.
Ale´m dos mecanismos de escalonamento, as filas dos encaminhadores no domı´-
nio de diferenciac¸a˜o esta˜o tambe´m dotadas de mecanismos que fazem uma gesta˜o
adequada das mesmas. O espac¸o de armazenamento das filas tem limites e, como
tal, e´ necessa´rio definir que estrate´gia adotar no caso de se verificar a congesta˜o da
fila.
Seguidamente sa˜o descritos dois algoritmos de descarte de pacotes e controlo de
congesta˜o implementados no modelo.
DropTail Com o mecanismo DropTail, quando a fila do encaminhador atinge o
limite, os pacotes que esta˜o no fim da fila (na cauda), sa˜o descartados. Na˜o existe
qualquer tipo de diferenciac¸a˜o em relac¸a˜o aos pacotes que sa˜o descartados, e so´
entram novos pacotes na fila quando voltar a existir espac¸o de armazenamento.
Este algoritmo e´ aplicado tipicamente a`s filas que recebem tra´fego BE.
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WRED (Weighted Random Early Detection) Trata-se de um mecanismo in-
teligente de descarte, que atua ainda antes de ocorrer a congesta˜o. O tamanho das
filas vai sendo monitorizado periodicamente, e de acordo com o resultado da moni-
torizac¸a˜o, a probabilidade de descarte aumenta ou diminui em proporcionalidade.
Normalmente este algoritmo e´ aplicado em filas de tra´fego AF, que e´ caraterizado
pela elevada sensibilidade a perdas de pacotes. O algoritmo tem pol´ıticas de descarte






3.1 Encaminhamento em redes IP - protocolo OSPF
A Internet engloba um conjunto de topologias simples de administrar, designa-
das de Sistemas Auto´nomos. Um sistema auto´nomo conte´m um identificador u´nico e
respeita um conjunto de pol´ıticas, no que respeita ao processo de encaminhamento,
seja dentro do sistema auto´nomo (intra-domı´nio) ou entre sistemas distintos (inter-
domı´nio).
O encaminhamento de tra´fego em redes IP envolve a troca de informac¸a˜o de
conetividade e acessibilidade entre os encaminhadores da rede, para que sejam cons-
tru´ıdas tabelas de encaminhamento. Com a informac¸a˜o os encaminhadores cons-
troem tabelas com os caminhos para os destinos, sendo que cada entrada na tabela
e´ uma associac¸a˜o entre um destino e o interface de sa´ıda por onde os pacotes de-
vem ser encaminhados. Quando um pacote de dados chega a um encaminhador,
este pesquisa na tabela qual o caminho para o destino especificado no cabec¸alho IP
do pacote, e encaminha-o pelo interface de sa´ıda correto. Este processo repete-se
em todos os encaminhadores ao longo do caminho percorrido pelo pacote de dados,
desde a origem ate´ ao destino.
A construc¸a˜o das tabelas e o encaminhamento de pacotes e´ da responsabilidade
do protocolo de encaminhamento implementado dentro de cada sistema auto´nomo,
e a forma como tudo se processa varia de protocolo para protocolo.
Existem diversos protocolos de encaminhamento normalizados, como o RIP (Rou-
ting Information Protocol)[20] ou o protocolo OSPF (Open Short Path First) [21],
para encaminhamento dinaˆmico de tra´fego unicast, e o DVMRP(Distance Vec-
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tor Multicast Routing Protocol)[22] ou o MOSPF (Multicast Open Shortest Path
First)[23] para encaminhamento de tra´fego multicast. Neste trabalho apenas sera´
abordado o funcionamento do OSPF intra-domı´nio, ja´ que se trata do protocolo de
encaminhamento utilizado na proposta de encaminhamento por classes de servic¸o.
OSPF- (Open Shortest Path First)
Trata-se de um protocolo de encaminhamento de caminho mais curto, baseado
no estado das ligac¸o˜es. Foi desenvolvido pelo IETF [21] para redes IP e e´ o protocolo
de encaminhamento global mais amplamente utilizado nas redes de computadores
reais, estando integrado na maioria dos encaminhadores.
Uma das principais carater´ısticas do OSPF e´ o facto de que os encaminhadores
dentro do Sistema Auto´nomo se poderem subdividir em grupos mais pequenos, desig-
nados a´reas, e cada encaminhador mante´m, numa base de dados topolo´gica, apenas
a informac¸a˜o de encaminhamento da a´rea de rede onde esta´ conetado, reduzindo
desta forma o tamanho das tabelas e consequentemente o custo de processamento.
Neste protocolo a informac¸a˜o flui entre os encaminhadores da rede na forma de
LSAs (Link State Advertisements), anu´ncios perio´dicos com o estado das ligac¸o˜es, e
a me´trica utilizada no protocolo para representar o custo da ligac¸a˜o esta´ relacionada
tipicamente com a largura de banda. Com a informac¸a˜o dos LSAs cada encaminha-
dor calcula os caminhos mais curtos para os destinos aplicando um algoritmo de
caminho mais curto SPF (Shortest Path First). O OSPF permite ainda a definic¸a˜o
de mais que um caminho para o mesmo destino, no sentido de balancear a carga de
tra´fego na rede.
A construc¸a˜o das tabelas de encaminhamento processa-se nas seguintes etapas:
• Periodicamente cada encaminhador testa as suas ligac¸o˜es com os encaminha-
dores vizinhos, tipicamente a cada 10 segundos, utilizando o protocolo Hello.
O protocolo Hello e´ responsa´vel pela troca de mensagens entre encaminhadores
vizinhos, no sentido de estabelecer e manter ativas as ligac¸o˜es entre eles.
• O estado das ligac¸o˜es e´ guardado num LSA e posteriormente enviado para
os outros encaminhadores da rede num processo de inundac¸a˜o pelo protocolo
Flooding, sendo este responsa´vel por anunciar alterac¸o˜es na topologia.
• Cada encaminhador constro´i, numa fase inicial, uma base de dados topolo´gica,
atrave´s da sincronizac¸a˜o com as bases de dados dos encaminhadores adjacentes,
pelo protocolo Exchange. O protocolo Exchange sincroniza encaminhadores
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vizinhos rece´m descobertos. As bases de dados topolo´gicas sa˜o ideˆnticas em
todos os encaminhadores da mesma a´rea .
• Posteriormente, com a troca dos LSAs, sa˜o contru´ıdas as bases de dados to-
polo´gicas, ideˆnticas em encaminhadores da mesma a´rea OSPF.
• Os encaminhadores procedem ao ca´lculo dos caminhos mais curtos para cada
destino, utilizando o algoritmo de ca´lculo de caminho mais curto SPF baseado
no algoritmo de Dijkstra. O algoritmo de Dijkstra e´ um algoritmo iterativo
que, ao fim de n iterac¸o˜es, consegue descobrir os caminhos de custo mı´nimo
de um encaminhador para os poss´ıveis destinos.
• Os caminhos mais curtos sa˜o inclu´ıdos na tabela de encaminhamento, com os
campos destino, custo e enderec¸o do pro´ximo encaminhador.
Tratando-se de um protocolo de encaminhamento dinaˆmico, por defeito, a cada
30 minutos o encaminhador volta a propagar pela rede o estado das suas ligac¸o˜es, e
caso ocorra alguma alterac¸a˜o dentro dos 30 minutos, os encaminhadores recalculam
o caminho para cada destino. No caso de domı´nios OSPF baseados em mais que
uma a´rea, estas anunciam entre si um suma´rio das rotas.
Com as tabelas de encaminhamento constru´ıdas e periodicamente atualizadas, os
encaminhadores encontram-se em condic¸o˜es de encaminhar os pacotes que chegam
pelos dispositivos de rede para o encaminhador seguinte, de acordo com as entradas
nas tabela.
3.2 Encaminhamento com QoS
No modelo de melhor esforc¸o, atualmente em vigor na Internet, os encaminha-
dores trocam mensagens entre si com informac¸a˜o relativa a`s suas ligac¸o˜es, especifi-
camente com o estado e o “custo” das mesmas. Este “custo” e´ normalmente obtido
a partir de uma me´trica u´nica, que varia de acordo com o protocolo de encami-
nhamento, podendo ser baseada apenas na largura de banda d´ıspon´ıvel. Com a
informac¸a˜o anunciada sa˜o calculados os caminhos mais curtos, relativos a` me´trica
utilizada, podendo no entanto existir outros caminhos, mas que na˜o sa˜o utilizados.
O objetivo do encaminhamento com Qualidade de Servic¸o e´ identificar caminhos
mais curtos a partir de me´tricas baseadas nos requisitos de QoS das aplicac¸o˜es que
geram o tra´fego que circula na rede. Os pacotes de dados provenientes das aplicac¸o˜es
com requisitos de QoS devem, de alguma forma, ser encaminhados por caminhos
que satisfac¸am os requisitos, quer seja efetuada reserva de recursos por fluxo, ou
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instalando nas tabelas de encaminhamento diferentes caminhos por classe de servic¸o.
Podem ser utilizadas va´rias me´tricas simples para estabelecer caminhos a partir
dos requisitos de QoS das aplicac¸o˜es, desde o nu´mero de saltos, a largura de banda
dispon´ıvel, o atraso, a percentagem de pacotes perdidos, etc.
A determinac¸a˜o do caminho mais curto quando e´ utilizada apenas uma me´trica,
pode ser resolvida utilizando adaptac¸o˜es dos protocolos de caminho mais curto; no
entanto, em alguns casos na˜o basta utilizar apenas uma me´trica, mas sim uma com-
binac¸a˜o de me´tricas. Por exemplo, encontrar um caminho o´timo que satisfac¸a os
requisitos de largura de banda mı´nima com um atraso mı´nimo. Para qualquer uma
das situac¸o˜es, a mudanc¸a de paradigma obriga a considerar novos fatores, como por
exemplo a natureza das me´tricas. As me´tricas podem ser classificadas em 3 catego-
rias:
• Me´tricas Coˆncavas - O custo total de um percurso e´ igual ao mı´nimo/ma´ximo
custo observado. Por exemplo: a largura de banda dispon´ıvel para um percurso
fim a fim e´ igual a` mı´nima largura de banda dispon´ıvel observada ao analisar
todas as ligac¸o˜es que compo˜em o percurso.
• Me´tricas Aditivas - O custo total de uma rota e´ o somato´rio dos custos de
cada ligac¸a˜o que a compo˜e. Um exemplo de me´trica aditiva e´ o atraso fim a
fim, em que o atraso total do caminho percorrido e´ igual a` soma dos atrasos
em cada ligac¸a˜o do percurso.
• Me´tricas Multiplicativas - O custo total de uma rota e´ o produto´rio dos custos
de cada ligac¸a˜o que a compo˜e. A percentagem de pacotes perdidos e´ um
exemplo de uma me´trica multiplicativa.
Va´rios algoritmos de encaminhamento com QoS teˆm sido propostos ao longo
dos u´ltimos anos, cada um deles com abordagens distintas, no sentido de resolver as
diversas problema´ticas associadas a este tipo de encaminhamento.
3.3 Algoritmos de encaminhamento com QoS
Nesta secc¸a˜o sera˜o apresentados treˆs algoritmos de encaminhamento com dife-
renciac¸a˜o de tra´fego, desenvolvidos por grupos de investigac¸a˜o da a´rea de encami-
nhamento de tra´fego com QoS. O primeiro algoritmo e´ fruto de um estudo feito
relativamente a` partilha de recursos da rede por mu´ltiplas classes de tra´fego. O se-
gundo algoritmo apresenta uma proposta de encaminhamento com QoS por classes
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de servic¸o, com o objetivo de minimizar o impacto das classes de alta prioridade
sobre o desempenho das classes de baixa prioridade. Por u´ltimo, surge tambe´m uma
proposta de encaminhamento com QoS, com o objetivo de otimizar o desempenho
global sem afetar as classes individualmente.
3.3.1 Multi-Class QoS Routing Algorithm
Na tentativa de mudar a tendeˆncia da maioria dos estudos, na a´rea de encami-
nhamento com QoS, que apenas se focam em algoritmos de encaminhamento que
optimizam o de´bito da rede para classes de servic¸o individuais, foi proposto em [24]
um algoritmo de encaminhamento dinaˆmico, que permite a partilha de recursos da
rede entre mu´ltiplas classes de servic¸o.
O algoritmo proposto e´ baseado na largura de banda residual virtual, obtida a
partir da largura de banda residual, considerando o estado de congesta˜o do tra´fego
de baixa prioridade na rede. O estudo mostra que a utilizac¸a˜o da largura de banda
residual virtual, na func¸a˜o de custo de ligac¸a˜o para classes com QoS, melhora o de-
sempenho da rede na medida em que classes com QoS na˜o prejudicam o desempenho
das classes de baixa prioridade.
As classes de QoS utilizam a nova func¸a˜o de custo, baseada na largura de banda
residual virtual, o que desencoraja este tipo de tra´fego de utilizar ligac¸o˜es que se
encontrem muito carregadas com tra´fego Best Effort, se existirem caminhos alter-
nativos.
Encaminhamento e partilha de recursos Multi-Classes
Numa rede onde circula tra´fego de ambas as classes, Best Effort e QoS (esta en-
globa todas as classes priorita´rias), a quantidade de recursos dispon´ıveis para Best
Effort vai depender da taxa de utilizac¸a˜o das ligac¸o˜es pela classe de maior priori-
dade, classe QoS. Considerando que o tra´fego Best Effort e´, na maioria dos cena´rios,
a classe dominante, otimizar o de´bito da classe priorita´ria com um algoritmo con-
vencional, sem considerar o desempenho do Best Effort, pode provocar um aumento
da congesta˜o nas ligac¸o˜es. Este estudo focou-se em dois pontos chave:
• Admitir o mesmo nu´mero de sesso˜es QoS que uma rede dedicada a este tipo
de tra´fego;
• Melhorar o desempenho do tra´fego Best Effort, otimizando o estabelecimento
de sesso˜es QoS.
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O objetivo passa por direcionar o tra´fego QoS pelas ligac¸o˜es pouco carregadas
de tra´fego BE. A partir da largura de banda residual de uma ligac¸a˜o obte´m-se a
largura de banda residual virtual, que e´ inferior a` real quando a ligac¸a˜o esta´ muito
carregada de BE, e superior no caso contra´rio.
O estado de congestionamento da ligac¸a˜o e´ determinado neste algoritmo pelo
me´todo “max-min fair share rates”, que funciona como uma espe´cie de baro´metro
do congestionamento da rede. Sa˜o estabelecidos patamares de congesta˜o, a partir
dos quais se determina um valor para somar a` largura de banda residual, denominado
credit BW, obtendo-se a largura de banda residual virtual.
Sempre que a ligac¸a˜o estiver pouco congestionada e´ somado um cre´dito positivo,
o que torna a ligac¸a˜o mais atrativa ao tra´fego QoS. No caso da ligac¸a˜o estar muito
congestionada e´ somado um cre´dito negativo, tornando a ligac¸a˜o pouco atrativa.
Quando a ligac¸a˜o estiver no patamar interme´dio de congesta˜o na˜o e´ somado qual-
quer valor, tornando as larguras de banda real e virtual iguais.
Ambiente de Simulac¸a˜o
Para proceder a` avaliac¸a˜o do algoritmo foi usado um simulador baseado em even-
tos, que modela atividades em dois n´ıveis. Ao n´ıvel de sessa˜o e´ feita a selec¸a˜o de
rotas, controlo de admissa˜o e reserva de recursos e, ao n´ıvel do pacote e´ configurada
a conexa˜o e distribu´ıda a informac¸a˜o de encaminhamento.
Sa˜o usadas duas topologias, uma topologia MCI (Figura 3.1) e uma cluster
baseada em switch (Figura 3.2), e a carga de tra´fego consiste em duas classes, QoS
e BE, que sera˜o uniformemente ou na˜o uniformemente distribu´ıdas na rede.
Ale´m de informac¸a˜o da topologia, o estado de ligac¸a˜o vai conter a largura de
banda residual virtual e o max-min fair share rates, informac¸a˜o propagada pelos
no´s, numa versa˜o de flooding (inundac¸a˜o da rede), a cada 30 segundos.
A maior parte da avaliac¸a˜o centra-se na comparac¸a˜o entre o desempenho da
abordagem proposta neste estudo, com abordagens em que o encaminhamento de
tra´fego das classes e´ efetuado individualmente.
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O objetivo passa por determinar em que situac¸o˜es e´ deseja´vel seguir a abordagem
de partilha dinaˆmica de recursos inter-classes, e avaliar a capacidade de atingir o
fim para que foi proposta, sem afetar o desempenho da rede.
Figura 3.1: Topologia MCI
Figura 3.2: Topologia Cluster baseada em Switch
Avaliac¸a˜o do algoritmo
Ao analisar os resultados obtidos em [24], verificamos que, no caso da topologia
MCI onde o tra´fego e´ igualmente dividido entre BE e QoS, o melhor desempenho
do algoritmo e´ alcanc¸ado quando a carga e´ na˜o uniforme. Isto pelo facto de que o
objetivo do algoritmo e´ orientar o tra´fego QoS pelas ligac¸o˜es menos congestionadas
com tra´fego BE e no caso da distribuic¸a˜o uniforme, na˜o existem caminhos especial-
mente congestionados. No caso da carga ser irregular, a melhoria alcanc¸ada com o
algoritmo e´ ja´ significativa.
Na topologia cluster de seis no´s, onde o tra´fego e´ igualmente dividido, tal como
na topologia MCI, sa˜o apresentados quatro cena´rios de cargas uniformemente ou
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na˜o uniformemente distribu´ıdas. Ao analisar os gra´ficos dos resultados em [24], ve-
rificamos que em nenhum deles o fluxo de QoS e´ bloqueado, mas no caso em que o
tra´fego QoS e´ na˜o uniformemente distribu´ıdo e o tra´fego BE e´ uniforme, existe uma
degradac¸a˜o no desempenho do algoritmo baseado em largura de banda residual vir-
tual. A raza˜o para esta degradac¸a˜o e´ que com a utilizac¸a˜o deste mecanismo, muitas
vezes as sesso˜es QoS usam caminhos ligeiramente mais longos, acabando por privar
as sesso˜es BE desses recursos.
Nos restantes cena´rios, no caso de carga irregular, verificamos tambe´m nesta topo-
logia, uma melhoria significativa.
3.3.2 A QoS Based Routing Algorithm for Multi-Class Op-
timization in DiffServ Networks
No ambiente atual, com cada vez mais tra´fego, e mais diversificado, a ser trans-
mitido pelas redes IP, que apenas oferecem um servic¸o de melhor esforc¸o, surge o
modelo DiffServ, para suporte de diversas classes de tra´fego com prioridades distin-
tas.
O estudo apresentado em [25] propo˜e um esquema de encaminhamento com QoS
por classes de servic¸o, designado PERD(Per-Classe Dissemination), que assenta no
modelo DiffServ, numa tentativa de minimizar o impacto das classes de alta priori-
dade sobre o desempenho das classes de mais baixa prioridade.
O objetivo do sistema proposto por estes acade´micos, e´ permitir a otimizac¸a˜o
do encaminhamento, aplicando diferentes algoritmos na selec¸a˜o de caminhos para
as diferentes classes de servic¸o. Com o algoritmo proposto, a distribuic¸a˜o do tra´fego
pela rede depende do tra´fego oferecido por cada classe de servic¸o e tambe´m da
percec¸a˜o do estado da rede de cada classe.
PERD
O PERD e´ caracterizado por permitir que diferentes classes tenham diferentes
requisitos de QoS, e´ adequado para o modelo DiffServ com esquemas de encami-
nhamento multi-classe e e´ pass´ıvel de ser implementado de forma centralizada ou
distribu´ıda. Neste algoritmo sa˜o calculadas as melhores rotas para cada classe de
servic¸o, dependendo naturalmente dos requisitos de QoS das mesmas. Para descre-
ver o funcionamento do PERD sa˜o utilizadas duas classes, BE e EF (Figura 3.3),
sendo que o algoritmo pode ser aplicado a um nu´mero ilimitado de classes.
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A escolha dos algoritmos de encaminhamento e estado de ligac¸a˜o na˜o e´ especifi-
cada neste esquema, podendo os mesmos serem escolhidos independentemente.
Figura 3.3: Fluxograma PERD [25]
De acordo com os requisitos de QoS e de otimizac¸a˜o sa˜o definidos inicialmente
os algoritmos de encaminhamento e as me´tricas para cada classe. De seguida, come-
c¸ando na classe de maior prioridade, sa˜o calculadas as rotas de acordo com o estado
de ligac¸a˜o percecionado pela classe; este processo repete-se ate´ todas as classes terem
calculado as melhores rotas e sempre que ocorram atualizac¸o˜es no estado de ligac¸a˜o.
O algoritmo pode ser implementado como uma extensa˜o do OSPF, em que cada
no´ da rede conte´m uma tabela de encaminhamento por classe de servic¸o, constru´ıda
a partir do estado de ligac¸a˜o de cada classe.
Ambiente de Simulac¸a˜o
De forma a avaliar o desempenho do algoritmo PERD para cada classe, em
termos de rendimento, atraso e custo em tempo de processamento, nas simulac¸o˜es e´
utilizada uma rede MPLS DiffServ onde circulam treˆs classes de tra´fego, BE, AF e
EF.
O PERD e´ analisado comparativamente ao algoritmo convencional da Internet,
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o de caminho mais curto (SP - Shortest Path) e ao algoritmo de maior largura
de banda (WB - Widest Bandwith). Sendo que o PERD permite a utilizac¸a˜o de
diferentes algoritmos para diferentes classes, sera´ utilizado o WB para as classes AF
e EF e o algoritmo SP para a classe BE.
Nas simulac¸o˜es, os recursos da rede sa˜o previamente atribu´ıdos a`s classes, respe-
tivamente 20% da capacidade da ligac¸a˜o para EF, 30% para AF e o restante para
BE, sendo que esta classe agrega a maioria do tra´fego que circula na rede e pretende-
se que esta nunca seja prejudicada pelas classes de prioridade superior.
O simulador utilizado neste estudo foi o QRS (QoS Routing Simulator), onde o
tra´fego flui dos no´s fonte para os no´s destino, com um aumento progressivo da carga
de 10% de cada vez, ate´ atingir a percentagem ma´xima de carga suportada pela rede.
Avaliac¸a˜o do Algoritmo PERD
Ao analisar os resultados obtidos nas simulac¸o˜es [25], verificamos que atingimos
um melhor desempenho com a utilizac¸a˜o do algoritmo proposto (PERD), sendo que
sa˜o otimizadas todas as classes de servic¸o com base na informac¸a˜o do estado de
ligac¸a˜o de cada uma.
Nas simulac¸o˜es o PERD mostrou-se como o algoritmo que mais rendimento con-
fere a cada classe, principalmente a`s mais priorita´rias; no entanto, relativamente ao
atraso fim a fim, o algoritmo que resulta numa melhor performance e´ o SP, pelo
facto de selecionar os caminhos mais curtos, seguido do PERD que e´ superior ao
WB para todas as classes. Os custos de processamento registados sa˜o semelhantes
no PERD e no WB.
Este trabalho explorou o facto de os algoritmos tradicionais na˜o serem capazes de
alcanc¸ar a otimizac¸a˜o de diversas classes de tra´fego em simultaˆneo. Desta forma foi
proposto o algoritmo PERD para resolver este problema de uma forma heur´ıstica.
3.3.3 Multiclass QoS Routing Strategies Based on the Network
State
Com o estudo [26] surge mais uma perspetiva de encaminhamento com qualidade
de servic¸o, para mu´ltiplas classes de tra´fego, baseado, tal como em [24], no conceito
de largura de banda residual virtual associada ao estado da rede.
O principal objetivo passa por melhorar o desempenho da classe de servic¸o de
mais baixa prioridade, BE, sem prejudicar o desempenho das classes de QoS, de
maior prioridade. O conceito abordado prende-se com o facto de que o algoritmo de
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encaminhamento de tra´fego individual na˜o muda, a u´nica mudanc¸a e´ a definic¸a˜o do
custo de ligac¸a˜o.
Em estudos anteriores ([27] e [24]), verificamos que este tipo de abordagem e´
eficaz, no entanto em todas as situac¸o˜es regista-se uma pequena degradac¸a˜o do
desempenho do tra´fego BE. Neste algoritmo, como sera´ explicado de seguida, e´
poss´ıvel otimizar o rendimento global, sem afetar negativamente o desempenho das
classes individualmente, fazendo uma utilizac¸a˜o eficiente dos recursos da rede.
Algoritmo
Tal como demonstrado nos outros estudos abordados no estado da arte [24],[25],
os recursos dispon´ıveis para o tra´fego BE dependem do encaminhamento das classes
de maior prioridade, as classes QoS. Com este algoritmo pretende-se melhorar o
desempenho do tra´fego de baixa prioridade, sem afetar as classes de QoS.
O algoritmo baseia-se na utilizac¸a˜o da largura de banda residual virtual como
func¸a˜o de custo, para as classes de QoS, mas na˜o de forma linear. A utilizac¸a˜o
da largura de banda residual virtual vai depender do estado da rede, da carga e da
distribuic¸a˜o do tra´fego na mesma. Aqui reside o factor chave do algoritmo.
Va˜o ser estabelecidos dois patamares: um representativo da utilizac¸a˜o me´dia
da ligac¸a˜o pelo tra´fego das classes QoS e um outro patamar para o coeficiente de
variac¸a˜o de tra´fego BE. O primeiro patamar estabelecido e´ usado para diferenciar
o n´ıvel de carga de tra´fego QoS nas ligac¸o˜es, ao passo que o segundo patamar
indica o tipo de distribuic¸a˜o do tra´fego BE, mais ou menos uniforme. Desta forma,
dependendo destes dois limitadores, o tra´fego QoS vai utilizar na func¸a˜o de custo,
alargura de banda residual virtual, ou a largura de banda residual real, a fim de evitar
ligac¸o˜es muito congestionadas com tra´fego BE.
Nesta abordagem, a largura de banda residual virtual sera´ substancialmente su-
perior a` real, em ligac¸o˜es pouco congestionadas, no sentido de tornar estas ligac¸o˜es
atrativas ao tra´fego QoS, ao passo que em ligac¸o˜es muito congestionadas com tra´fego
BE, a largura de banda residual virtual sera´ aproximadamente igual a` real.
A nova func¸a˜o de custo para classes de QoS depende da utilizac¸a˜o da ligac¸a˜o
pelo tra´fego BE, e da utilizac¸a˜o total da ligac¸a˜o:
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Ambiente de simulac¸a˜o
Para testar o algoritmo foi utilizada uma topologia em malha (Figura 3.4), com
nove encaminhadores, na qual todas as ligac¸o˜es teˆm igual capacidade, 100 Mbps.
Foram utilizadas duas classes de tra´fego, BE e QoS, sendo que o tra´fego QoS chega
com uma distribuic¸a˜o exponencial, tem durac¸a˜o me´dia de 180 segundos e solicita
uma largura de banda de 1,5 Mbps. O tra´fego BE varia entre 1 Mbps e 80 Mbps.
Na simulac¸a˜o sera˜o analisados dois cena´rios, um em que o tra´fego BE percorre
apenas 4 ligac¸o˜es da topologia e outro onde o tra´fego menos priorita´rio percorre
todas as ligac¸o˜es dispon´ıveis, ou seja, e´ uniformemente distribu´ıdo.
Figura 3.4: Topologia em Malha
Avaliac¸a˜o do algoritmo
Para determinar o impacto destes novos fatores (utilizac¸a˜o me´dia da ligac¸a˜o e
variac¸a˜o da distribuic¸a˜o de tra´fego BE ), sobre o desempenho de toda a rede, foram
alvo de comparac¸a˜o durante a simulac¸a˜o a nova abordagem com a abordagem suge-
rida pelos mesmo acade´micos em [27]. Esta u´ltima corresponde, em trac¸os gerais, a
disponibilizar ao tra´fego QoS a largura de banda na˜o utilizada pelo tra´fego BE.
Os resultados obtidos em [26] mostram que o desempenho do tra´fego BE, nesta
nova abordagem, e´ melhorado, em comparac¸a˜o com o algoritmo convencional.
Quando a carga de tra´fego QoS e´ leve, verificamos uma melhoria muito signifi-
cativa no primeiro cena´rio, em o tra´fego BE apenas circula em quatro ligac¸o˜es da
topologia. No caso em que o tra´fego BE e´ uniformemente distribu´ıdo pela rede, na˜o
ocorre nenhuma melhoria relevante, na˜o havendo, no entanto, nenhuma degradac¸a˜o
no desempenho do tra´fego QoS.
A` medida que aumentamos o primeiro patamar, limite para utilizac¸a˜o me´dia
da ligac¸a˜o pelo tra´fego QoS, o desempenho do tra´fego BE melhora, sendo que o
desempenho do tra´fego QoS se mante´m ideˆntico.
Relativamente ao segundo limitador, distribuic¸a˜o de tra´fego Best-Effort, as si-
mulac¸o˜es mostram que nem sempre a utilizac¸a˜o desta nova abordagem e´ ideal visto
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que, em situac¸o˜es em que a distribuic¸a˜o do tra´fego Best-Effort pela rede e´ muito
uniforme, verificamos um aumento na taxa de bloqueio de tra´fego QoS, sendo mini-
mizado este feno´meno quando e´ utilizado o algoritmo convencional.
O algoritmo proposto neste estudo, mostrou-se tambe´m muito eficiente quando




Encaminhamento com Classes de
Servic¸o: Uma Proposta
O encaminhamento por classes de servic¸o tem sido foco de estudo em diversos
nu´cleos de investigac¸a˜o da a´rea das redes de computadores, como foi descrito no
cap´ıtulo 3, no entanto na˜o foi ainda alcanc¸ada uma soluc¸a˜o plena que possa ser
implementada a uma escala global, no encaminhamento inter-domı´nio.
Neste cap´ıtulo e´ descrita a estrate´gia proposta para introduzir qualidade de ser-
vic¸o na camada de rede do protocolo IP, especificamente ao n´ıvel do encaminha-
mento. A estrate´gia de encaminhamento de tra´fego por classes de servic¸o assenta no
modelo de diferenciac¸a˜o de tra´fego proposto pelo IETF, o DiffServ [14] e no protocolo
de encaminhamento global centralizado OSPF.
4.1 Diferenciac¸a˜o do tra´fego
A estrate´gia de encaminhamento por classes de servic¸o pressupo˜e, numa primeira
fase, que seja efetuada a diferenciac¸a˜o do tra´fego proveniente das aplicac¸o˜es. Este
processo envolve va´rios intervenientes, desde o cliente das aplicac¸o˜es geradoras de
tra´fego, o provedor de servic¸os da internet ISP, ate´ aos encaminhadores no domı´nio
de diferenciac¸a˜o da rede. O Cliente acorda com o ISP um n´ıvel de servic¸o para
determinado fluxo, com mais ou menos garantias dependendo dos requisitos da apli-
cac¸a˜o. Todos os pacotes pertencentes ao fluxo sa˜o depois marcados com a respetiva
classe de servic¸o, para que posteriormente os encaminhadores acondicionem todo
esse tra´fego de acordo com os paraˆmetros acordados. A classe que mais garantias de
QoS oferece e´ a EF, seguida das classes AF (AF1, AF2, AF3 e AF4 ) e por u´ltimo
a classe BE.
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No cena´rio atual de melhor esforc¸o, os dispositivos de rede dos encaminhado-
res incluem apenas uma fila de espera para onde sa˜o redirecionados os pacotes de
dados, enquanto aguardam para ser novamente enviados pelos canais de comunica-
c¸a˜o. Na Figura 4.1 e´ representado o tratamento dado aos fluxos de dados nas duas
abordagens, sem diferenciac¸a˜o e com diferenciac¸a˜o nas filas dos encaminhadores.
(a) Modelo de melhor esforc¸o
(b) Modelo DiffServ
Figura 4.1: Filas sem diferenciac¸a˜o vs filas com diferenciac¸a˜o
Como podemos observar na Figura 4.1(b), no cena´rio com diferenciac¸a˜o adotado
e´ necessa´rio que exista uma fila por cada uma das classes de servic¸o. A existeˆncia
de uma fila por cada classe de servic¸o vai permitir implementar diferentes meca-
nismos de escalonamento e gesta˜o nas filas mediante os requisitos das classes, ale´m
de auxiliar, como vai ser explicado de seguida, no processo de monitorizac¸a˜o do
desempenho da rede. Com este tipo de abordagem, os fluxos recebem na rede um
tratamento diferenciado, ao contra´rio da abordagem tradicional, onde os fluxos sa˜o
tratados pela rede sem considerar requisitos de QoS.
O modelo DiffServ do IETF [14], descrito no cap´ıtulo do estado da arte, baseia
o seu funcionamento nos pressupostos supracitados, da´ı ter sido escolhido como o
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modelo para efetuar a diferenciac¸a˜o do tra´fego nos encaminhadores da rede.
4.2 Monitorizac¸a˜o do desempenho das classes
Considerando que os pacotes pertencentes a fluxos de tra´fego com requisitos de
QoS sa˜o previamente marcados com a classe de servic¸o, e depois nos encaminhadores
redirecionados para a fila de comportamento associada a` classe, nesta segunda etapa
vai ser analisado o desempenho das classes, monitorizando as filas dos dispositivos de
rede periodicamente. Deve ser efetuado um registo detalhado dos tempos de entrada
e sa´ıda de todos os pacotes em cada fila dos encaminhadores, sendo esta a chave
para o processo de monitorizac¸a˜o. Com os valores registados e´ poss´ıvel determinar
o tempo que os pacotes ficam em espera na fila, se os pacotes sa˜o descartados, e o
tamanho da fila em cada momento.
A monitorizac¸a˜o e´ um processo perio´dico e iterativo que abrange todos os encami-
nhadores do domı´nio de diferenciac¸a˜o e todas as filas dentro de cada encaminhador,
num intervalo definido por configurac¸a˜o. O objetivo e´ obter paraˆmetros de desem-
penho associados a cada fila, para determinar o n´ıvel de congestionamento da rede
e, caso necessa´rio, alterar o custo das ligac¸o˜es entre os encaminhadores.
Numa arquitetura sem diferenciac¸a˜o, o custo das ligac¸o˜es esta´ por norma associ-
ado a` largura de banda dispon´ıvel entre os encaminhadores. Nesta estrate´gia o custo
das ligac¸o˜es vai depender de paraˆmetros observados no processo de monitorizac¸a˜o, e
a mesma ligac¸a˜o pode ter custos associados distintos, um por cada classe de servic¸o.
4.2.1 Medidores de desempenho
Os paraˆmetros escolhidos para determinar o desempenho de cada classe depende
mais uma vez dos requisitos da aplicac¸a˜o. Considerando os comportamentos nor-
malizados, referidos no modelo DiffServ no cap´ıtulo 2.2.3, para o tra´fego associado
a` classe AF o valor alvo de monitorizac¸a˜o, nas filas para onde e´ escalonado, sera´ a
percentagem de pacotes perdidos.
Percentagem de perda de pacotes A percentagem de perda de pacotes repre-
senta, em termos percentuais, o nu´mero de pacotes que foram redirecionados
para determinada fila dentro do encaminhador, mas que foram por algum mo-
tivo descartados, na˜o sendo encaminhados pelo dispositivo de rede de sa´ıda.
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O tra´fego pertencente a` classe de servic¸o EF e´ tambe´m sens´ıvel a` perda de pa-
cotes, mas e´ especialmente exigente em termos de atraso, por esse motivo o valor do
atraso por fila sera´ o alvo de monitorizac¸a˜o.
Atraso me´dio O atraso na fila representa o tempo que o pacote esperou na fila
antes de ser transmitido para a rede, sendo o atraso me´dio calculado a partir
dos atrasos registados de todos os pacotes que entraram na fila.
O restante tra´fego sem marcac¸a˜o e´ redirecionado para as filas BE e na˜o sera´
alvo de monitorizac¸a˜o, mantendo-se inalterado o custo da ligac¸a˜o determinado na
configurac¸a˜o.
Tanto a percentagem de pacotes perdidos como o atraso me´dio sa˜o obtidos a
partir dos tempos de entrada e sa´ıda das filas num determinado intervalo de tempo
de simulac¸a˜o, sendo esse intervalo menor ou maior, dependendo de pretendermos
obter valores instantaˆneos ou histo´ricos. Na estrate´gia proposta, no sentido de tornar
o modelo mais sens´ıvel a alterac¸o˜es do estado das ligac¸o˜es, foi definido que seriam
usados paraˆmetros de desempenho calculados com os valores observados em cada
intervalo de monitorizac¸a˜o.
Na Figura 4.2 podemos observar um diagrama temporal ilustrativo do processo
de monitorizac¸a˜o durante uma simulac¸a˜o, onde o per´ıodo de monitorizac¸a˜o esta´
definido para cada 2 segundos e ocorre atualizac¸a˜o dos custos apenas apo´s a segunda
monitorizac¸a˜o.
Figura 4.2: Processo de Monitorizac¸a˜o
No instante t = 0s sa˜o divulgados os valores me´dios da percentagem de pacotes
perdidos e de atraso. No instante t = 2s e´ efetuada a primeira monitorizac¸a˜o, sa˜o
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calculados os paraˆmetros de desempenho das filas a partir dos valores registados
no intervalo [0s, 2s], e na˜o se verifica uma alterac¸a˜o significativa dos paraˆmetros
relativamente aos previamente divulgados logo, na˜o e´ necessa´rio proceder a uma
atualizac¸a˜o dos custos e os novos valores na˜o sa˜o divulgados.
Na segunda monitorizac¸a˜o ao instante t = 4, sa˜o usados os valores registados no
intervalo de tempo [2s, 4s], verifica-se que ocorreu uma alterac¸a˜o significativa sendo
desta forma necessa´rio proceder a` atualizac¸a˜o de algum dos custos. Os novos valores
sa˜o divulgados para serem usados como comparac¸a˜o na monitorizac¸a˜o seguinte.
Na u´ltima monitorizac¸a˜o apresentada na figura, instante t = 6, o ca´lculo dos
paraˆmetros de desempenho e´ baseado nos valores registados no intervalo [4s, 6s] e,
mais uma vez, na˜o se verifica a necessidade de atualizar o custo das ligac¸o˜es, na˜o
sendo desta forma divulgados os novos valores dos paraˆmetros de desempenho.
E´ de salientar que na estrate´gia adotada este processo e´ independente de classe
para classe, ou seja, o facto de ser detetada a necessidade de atualizac¸a˜o de custos
durante a monitorizac¸a˜o a uma das filas, significa que sa˜o especificamente divulgados
os novos paraˆmetros de desempenho relativos a` fila em questa˜o.
4.2.2 Atualizac¸a˜o dos custos das ligac¸o˜es
Em cada fila dos encaminhadores e´ feita uma comparac¸a˜o entre os paraˆmetros
monitorizados e os paraˆmetros divulgados na monitorizac¸a˜o com atualizac¸a˜o anterior
e, se a diferenc¸a entre eles for muito significativa, enta˜o e´ necessa´rio proceder a uma
atualizac¸a˜o do custo da ligac¸a˜o associada a essa fila, no sentido de a tornar mais ou
menos atrativa. Na Figura 4.3 e´ apresentado, na forma de fluxograma, o processo de
monitorizac¸a˜o a uma fila de tra´fego AF. O processo de monitorizac¸a˜o a`s restantes
filas das classes de QoS processa-se da mesma forma, apenas variando os paraˆmetros
de desempenho alvo de ana´lise.
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Figura 4.3: Fluxogramas da monitorizac¸a˜o a`s filas AF
A diferenc¸a entre registos ser ou na˜o significativa depende do valor usado como
termo de comparac¸a˜o definido na configurac¸a˜o, representado no fluxograma por “va-
lor comparacao”. Quanto menor for, maior sera´ a probabilidade de ser necessa´rio
atualizar o custo das ligac¸o˜es o que pode aumentar em demasia a sobrecarga intro-
duzida pelas mensagens de controlo, e o grau de processamento nos encaminhadores.
Por outro lado, um valor de comparac¸a˜o muito alto pode prejudicar o desempenho
da estrate´gia, na˜o sendo realizadas atualizac¸o˜es suficientes, aproximando-a do mo-
delo de melhor esforc¸o.
Na estrate´gia desenhada, o custo esta´ diretamente relacionado com os paraˆme-
tros de desempenho de cada classe, analisados na monitorizac¸a˜o. O custo de uma
ligac¸a˜o para o tra´fego AF e´ baseado na percentagem de pacotes perdidos, e quanto
maior for a percentagem de pacotes perdidos maior sera´ o custo da ligac¸a˜o e vice-
versa. O custo de uma ligac¸a˜o para o tra´fego EF e´ baseado no atraso me´dio da fila,
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sendo o custo maior quanto maior for o atraso observado.
A t´ıtulo de exemplo, na Figura 4.4 e´ representada uma topologia muito simples
com apenas 3 encaminhadores e dois canais de comunicac¸a˜o, onde podemos identi-
ficar os pacotes de dados das diferentes classe de servic¸o (representados na imagem
com cores distintas), a percorrer o caminho desde a origem 10.0.0.1 ate´ ao destino
10.0.0.3. Sa˜o tambe´m apresentadas duas Tabelas (4.1 e 4.2) onde constam os valores
me´dios de percentagem de pacotes perdidos e atraso observados pelas classes EF,
AF e BE, nas filas dos encaminhadores 1 e 2, respetivamente. Os paraˆmetros ob-
servados nas filas do encaminhador 3 na˜o constam no exemplo porque este se trata
do encaminhador destino, na˜o sendo estes valores considerados no ca´lculo do custo
total do caminho.
Figura 4.4: Exemplo de um cena´rio de encaminhamento
Encaminhador DiffServ 1
EF BE AF
Me´dia Percentagem pacotes perdidos 10% x 5%
Me´dia do atraso 0,02 x 1,1
Tabela 4.1: Paraˆmetros de desempenho nas filas do Encaminhador 1
Encaminhador DiffServ 2
EF BE AF
Me´dia Percentagem pacotes perdidos 9% x 3%
Me´dia do atraso 0,04 x 1,2
Tabela 4.2: Paraˆmetros de desempenho nas filas do Encaminhador 2
Com os valores apresentados nas Tabelas 4.1 e 4.2 e´ poss´ıvel calcular o custo
de cada ligac¸a˜o e posteriormente o custo total do caminho percorrido pelos pacotes
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desde a origem ate´ ao destino. O custo de cada ligac¸a˜o para cada uma das clas-
ses de servic¸o aqui representadas, cumprindo os pressupostos de funcionamento da
estrate´gia sa˜o:




Tabela 4.3: Custo das ligac¸o˜es 1 e 2 para as diferentes classes de servic¸o
Ao analisar a tabela 4.3, verificamos que os custos percecionados pelas 3 classes
sa˜o distintos. Para a classe de servic¸o EF cada ligac¸a˜o tem um custo igual ao valor
de atraso me´dio calculado na monitorizac¸a˜o da fila. Para a classe de servic¸o AF o
custo da ligac¸a˜o e´ igual a` me´dia de pacotes perdidos. Para a classe de sevic¸o BE,
tal como foi ja´ referido, o custo da ligac¸a˜o tem um valor fixo de 1, na˜o sendo estas
filas alvo de ana´lise no processo de monitorizac¸a˜o.
Considerando que a mesma ligac¸a˜o tem um custo associado por cada uma das
classes de tra´fego, na estrate´gia adotada a tabela de encaminhamento de cada en-
caminhador vai ter tantas entradas para um destino quantas as classes de tra´fego.
Ou seja, o melhor caminho percecionado por uma das classes de servic¸o na˜o e´ ne-
cessariamente o melhor caminho percecionado por uma classe de servic¸o distinta.
Continuando no exemplo apresentado na Figura 4.4, vamos agora proceder ao ca´l-
culo do custo do caminho fim a fim (Tabela 4.4).




Tabela 4.4: Custo fim a fim por classe de servic¸o
Ao analisar a tabela verificamos que o custo do caminho e´ distinto para cada
classe, no entanto, na˜o significa que alguma classe seja beneficiada relativamente
a outra no processo de encaminhamento. As classes teˆm uma visa˜o independente
umas das outras do estado da rede. Numa topologia t´ıpica ISP, com va´rios cami-
nhos alternativos, o ca´lculo dos caminhos mais curtos de cada classe vai basear-se
exclusivamente nos valores observados nas filas dessa classe.
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A atualizac¸a˜o dos custos das ligac¸o˜es e´ da responsabilidade do protocolo de en-
caminhamento, assim, no caso de ser determinado no processo de monitorizac¸a˜o que
e´ necessa´rio alterar o custo de alguma das ligac¸o˜es dentro do domı´nio de diferen-
ciac¸a˜o, e´ evocada a func¸a˜o do protocolo global centralizado OSPF, para que sejam
recalculadas as tabelas de encaminhamento com os novos custos.
4.3 Alterac¸a˜o do processo de encaminhamento
No processo de encaminhamento tradicional, quando um pacote chega por um
dispositivo de entrada do encaminhador, e´ analisado o seu cabec¸alho IP para deter-
minar qual o destinata´rio, e e´ de seguida selecionado na tabela de encaminhamento
o melhor caminho, de forma a direcionar o pacote pelo dispositivo de sa´ıda cor-
reto. Na estrate´gia proposta, quando um pacote chega a um encaminhador dentro
do domı´nio de diferenciac¸a˜o, pela ana´lise do cabec¸alho IP, ale´m do destinata´rio, e´
determinada a classe de servic¸o a que o pacote pertence. Estes dois campos va˜o
permitir selecionar na tabela de encaminhamento o caminho de custo mı´nimo para
aquele destino, percecionado na classe de servic¸o espec´ıfica. Na Figura 4.5 e´ apre-
sentado um excerto de uma tabela de encaminhamento constru´ıda num contexto de
simulac¸a˜o onde e´ aplicada a estrate´gia desenhada.
Figura 4.5: Tabela de Encaminhamento
A Figura 4.5 apresenta um excerto da tabela de encaminhamento do “node 0”, no
instante t = 22, com os caminhos para o destino 10.0.26.1. Ale´m de outra informac¸a˜o
de encaminhamento podemos identificar o custo do caminho mais curto associado
a cada classe de servic¸o no campo “Custo”. Segundo a tabela de encaminhamento,
o melhor interface de sa´ıda para encaminhar o tra´fego pertencente a`s classes AF1,
AF2, AF3, e BE e´ o 10.0.3.2. Paras as classes de servic¸o AF4 e EF sera´ o interface
10.0.1.2.
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Os custos apresentados neste excerto da tabela de encaminhamento do “node
0” foram obtidos depois de aplicado o algoritmo de caminho mais curto do proto-
colo de encaminhamento OSPF, significando que estes caminhos sa˜o os que melhor
satisfazem os requisitos de cada uma das classes de servic¸o independentemente.
4.4 Discussa˜o
No presente cap´ıtulo e´ descrita a estrate´gia proposta para encaminhamento com
classes de servic¸o. Sa˜o especificados os mecanismos e protocolos adotados e os
requisitos que devem cumprir no sentido de atingir os objetivos propostos.
A estrate´gia divide-se em 3 a´reas fundamentais: a diferenciac¸a˜o de tra´fego ao
n´ıvel das filas dos encaminhadores; a monitorizac¸a˜o das filas dos encaminhadores
para atribuic¸a˜o de custos a`s ligac¸o˜es; e a alterac¸a˜o do processo de encaminhamento.
A diferenciac¸a˜o de tra´fego nas filas vai permitir que os pacotes de dados recebam
um tratamento adequado aos requisitos da classe de servic¸o a que pertencem. A
este n´ıvel pretende-se que a tra´fego com requisitos de QoS mais exigentes seja con-
cedida maior prioridade do que ao tra´fego com requisitos de QoS menos exigentes.
Sa˜o definidas 6 classes de servic¸o (AF1, AF2, AF3, AF4, EF e BE ), logo seis filas
distintas, em termos de precedeˆncia e n´ıvel de descarte, em cada dispositivo de rede
dos encaminhadores. Ale´m da questa˜o da prioridade entre classes, este processo de
diferenciac¸a˜o nas filas vai auxiliar na etapa seguinte, a monitorizac¸a˜o do desempe-
nho das filas de acordo com as classes de servic¸o.
A monitorizac¸a˜o e´ o processo que confere o dinamismo a` estrate´gia. A partir
dos valores obtidos neste processo sa˜o calculados os custos das ligac¸o˜es entre os no´s
para as diferentes classes de servic¸o. Num per´ıodo definido na configurac¸a˜o, itera-
tivamente, cada uma das filas, em cada encaminhador do domı´nio de diferenciac¸a˜o,
sera´ alvo de monitorizac¸a˜o. Com os tempos de entrada e sa´ıda dos pacotes das filas
sa˜o calculados os paraˆmetros de desempenho associados a cada classe: Percentagem
de pacotes perdidos para as classes AF e Atraso me´dio na fila para a classe EF.
Durante a monitorizac¸a˜o os valores calculados sa˜o comparados com valores obtidos
na monitorizac¸a˜o anterior. Se os valores forem significativamente distinto, sa˜o di-
vulgados novos valores para que sejam atualizados os custos das ligac¸o˜es.
Os novos custos obtidos sa˜o propagados pelos encaminhadores da rede na forma
de LSAs, pelo protocolo OSPF, e sa˜o calculados os caminhos mais curtos para cada
uma das classes de servic¸o pelo protocolo de caminho mais curto. Os caminhos ob-
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tidos sa˜o inseridos na tabela de encaminhamento que passa a ter um caminho para
cada destino, por cada uma das 6 classes de servic¸o. A inclusa˜o de caminho por
classe de servic¸o altera significativamente o processo de encaminhamento. Quando
um pacote de dados chega ao encaminhador por um dos seus interfaces de entrada,
e´ analisado o cabec¸alho do pacote para identificar o destinata´rio e o campos ToS,
que conte´m a marcac¸a˜o referente a` classe de servic¸o a que o pacote pertence. Com
estes dois paraˆmetros e´ escolhido um caminho pela tabela de encaminhamento, para
o destino pretendido de acordo com a classe de servic¸o espec´ıfica.
Com esta estrate´gia pretende-se melhorar a gesta˜o dos recursos da rede, con-
ferindo um desempenho a`s classes de servic¸o, de acordo com os seus requisitos de
funcionamento. Com a inclusa˜o nas tabelas de encaminhamento de rotas por classe,
o tra´fego deixa de ser encaminhado na rede considerando apenas uma me´trica sim-
ples, passando rota a ser calculada de acordo com me´tricas relacionadas com os
requisitos da classe. Cada classe de servic¸o e´ tratada nesta estrate´gia de forma
absolutamente independente, nos encaminhadores da rede e´ dado um tratamento
diferenciado aos pacotes de cada classe e as rotas sa˜o calculadas especificamente





Neste cap´ıtulo e´ feita a descric¸a˜o detalhada da implementac¸a˜o da estrate´gia
proposta bem como dos mecanismos de suporte utilizados.
Dada a complexidade associada a uma implementac¸a˜o num contexto real, foi
utilizado o ambiente de simulac¸a˜o, especificamente o simulador NS-3, de forma a
verificar o comportamento da estrate´gia num ambiente controlado.
5.1 Ambiente de simulac¸a˜o - NS-3
Os ambientes de simulac¸a˜o teˆm cada vez mais um papel decisivo no projeto de
redes de computadores, pois permitem avaliar sistemas muito complexos, a um custo
reduzido. Os simuladores permitem, no aˆmbito acade´mico ou industrial, analisar e
melhorar o desempenho dos protocolos de comunicac¸a˜o em diversos cena´rios de exe-
cuc¸a˜o. E´ fundamental que as plataformas sejam abertas e suficientemente escala´veis
para incluir a diversidade de elementos que va˜o sendo desenvolvidos pelas entidades
de produc¸a˜o e investigac¸a˜o no setor.
Os simuladores de redes na˜o conseguem replicar exatamente um sistema real,
no entanto conseguem uma aproximac¸a˜o suficiente para que, depois de modelado o
sistema, fazendo variar as caracter´ısticas do mesmo, seja poss´ıvel fazer uma ana´lise
dos resultados. Os resultados sa˜o tipicamente expressos de acordo com paraˆmetros
de desempenho, como atraso fim a fim, largura de banda, pacotes descartados, etc.
Existem alguns simuladores de redes dispon´ıveis no mercado, uns comerciais, que
na˜o disponibilizam o co´digo fonte, como o OPNET [28] ou o QualNet [29], outros de
co´digo aberto, como o NS-2 [30], o NS-3 [31], o OMNeT++[32], etc. Cada simulador
tem caracter´ısticas pro´prias de funcionamento, sendo que a escolha do simulador
depende do modelo a representar.
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O NS-2 e´ o simulador mais famoso no seio da comunidade acade´mica, pelo facto
de se tratar de um simulador com co´digo fonte aberto e pela extensa biblioteca de
componentes. No entanto, com base em experieˆncias bem e mal sucedidas no NS-2,
surgiu o NS-3 que se encontra em fase de desenvolvimento e testes. O simulador
NS-3, por todo o peso acade´mico que tem, pela sua estrutura modular extremamente
bem documentada, e pelo suporte para os mecanismos essenciais a` implementac¸a˜o
da estrate´gia proposta, foi o escolhido para representar o modelo de encaminha-
mento com diferenciac¸a˜o.
Network Simulator 3
O Network Simulator 3 (NS-3 ), e´ um simulador de redes, baseado em eventos
discretos [31]. O seu desenvolvimento teve inicio em 2006, com o objetivo de apoiar
pesquisas, essencialmente no aˆmbito acade´mico, na a´rea das tecnologias da Internet.
Todo o design assenta na linguagem de programac¸a˜o C++, e opcionalmente podem
ser usadas Scripts Python, no apoio a` simulac¸a˜o. Sendo um projeto relativamente
recente, existem va´rios grupos de trabalho para a manutenc¸a˜o e desenvolvimento de
novos modelos para o simulador.
O simulador esta´ dividido num nu´mero relativamente alargado de mo´dulos, que
implementam os modelos que representam os elementos de rede e protocolos do
mundo real.
Depois de escolhido o simulador passou-se a` instalac¸a˜o e configurac¸a˜o do mesmo.
Para esse efeito, em [33] e´ disponibilizado um guia de instalac¸a˜o detalhado, que faz
uma pequena introduc¸a˜o acerca das plataformas que suportam o o simulador, bem
como dos requisitos mı´nimos para correr as simulac¸o˜es. Este trabalho foi totalmente
desenvolvido em sistema operativo Mac OS 10.7 [34] com compilador GNU gcc ver-
sa˜o 4.2 [35]. A versa˜o do simulador instalada foi a ns-3-allinone [36], correspondente,
na data de instalac¸a˜o, a` versa˜o esta´vel ns-3.16.
Depois de efetuado o download do simulador, pela linha de comandos (Terminal
Mac OS) foi constru´ıdo o reposito´rio local com a execuc¸a˜o do comando “./build” e
por u´ltimo efetuadas as configurac¸o˜es com a ferramenta de configurac¸a˜o e instalac¸a˜o
Waf. Para visualizar todos os mo´dulos constru´ıdos e dispon´ıveis para ser utilizados
no contexto de simulac¸a˜o e´ evocado o comando “./waf” na linha de comandos. Na
Figura 5.1 podemos observar o resultado da sua evocac¸a˜o.
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Figura 5.1: Mo´dulos NS-3
Para utilizar os mo´dulos no aˆmbito das simulac¸o˜es sa˜o desenvolvidas Scripts
em C++ ou Python, onde sa˜o configurados os cena´rios de simulac¸a˜o, tipicamente
topologias de rede com atributos espec´ıficos. O escalonador do NS-3 vai conter uma
lista de eventos a serem executados num determinado tempo de simulac¸a˜o, sendo
que o primeiro evento e´ executado quando e´ evocado o me´todo Simulation::Run,
e a simulac¸a˜o termina num momento espec´ıfico, ou enta˜o quando todos os eventos
terminam a execuc¸a˜o.
As Scripts sa˜o tambe´m executadas sob o controle do Waf com a opc¸a˜o “- -run”
e, a t´ıtulo de exemplo, na Figura 5.2 podemos observar o resultado da execuc¸a˜o de
uma script de teste disponibilizada no simulador.
Figura 5.2: Execuc¸a˜o da Script ‘MyFirst.cc’
Abstrac¸o˜es usadas pelo NS-3
No simulador NS-3, as entidades do mundo real sa˜o representadas por abstrac¸o˜es
com um significado espec´ıfico no contexto da simulac¸a˜o. A Figura 5.3 mostra como
se relacionam os objetos chave no simulador NS-3, sendo de seguida feita uma breve
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descric¸a˜o das abstrac¸o˜es mais relevantes no contexto deste trabalho.
Figura 5.3: Modelo de Objetos NS-3
O No´ no NS-3 e´ representado pela classe C++ Node que conte´m todos os me´-
todos que permitem criar e gerir o que habitualmente designamos, nas redes reais
de no´, como um encaminhador ou um terminal. A este tipo de objeto, no´, sera˜o
adicionadas funcionalidades, como aplicac¸o˜es, protocolos e dispositivos de rede.
Os NetDevices do NS-3 sa˜o uma abstrac¸a˜o dos dispositivos de rede instalados
nos no´s. Estes dispositivos va˜o permitir conetar os diversos no´s que compo˜em uma
topologia, atrave´s de canais de comunicac¸a˜o. A classe C++ Netdevice fornece me´-
todos que fazem a gesta˜o destas mesmas conexo˜es entre objetos Node e Channel.
As Queue do NS-3 sa˜o as representac¸o˜es das filas de espera nos dispositivos de
rede. A classe C++ Queue do NS-3 fornece me´todos como DoEnqueue, DoDequeue
ou Drop, para que seja dado um tratamento adequado aos pacotes de dados que
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chegam a um no´. O me´todo DoEnqueue e´ evocado pelo dispositivo de rede para
colocar o pacote na fila para ser transmitido, e o me´todo DoDequeue e´ evocado para
retirar o pacote da fila e envia´-lo pelo canal de comunicac¸a˜o. A definic¸a˜o do tipo de
fila de espera pode variar de acordo com o cena´rio de simulac¸a˜o.
O canal de comunicac¸a˜o estabelecido entre dois dispositivos de rede e´ represen-
tado no NS-3 na classe C++ Channel. De forma a aproximar o mais poss´ıvel este
simulador da realidade das redes de computadores, o NS-3 permite a definic¸a˜o de
va´rios tipos de canais de comunicac¸a˜o, desde canais Wi-Fi a canais ponto a ponto,
dependendo do tipo de NetDevice. A t´ıtulo de exemplo, entre dispositivos do tipo
Wi-Fi, o canal estabelecido sera´ necessariamente um canal Wi-Fi.
A classe C++ Application surge no NS-3 como uma abstrac¸a˜o para aplicac¸o˜es
dos utilizadores, associadas aos no´s, que geram atividades para simulac¸a˜o. Existem
va´rios tipos de aplicac¸o˜es no simulador, desde geradores de tra´fego, Clientes e Ser-
vidores UDP, Echo, entre outras, que sa˜o geridas pelos me´todos disponibilizados na
classe.
A classe Packet do simulador e´ uma abstrac¸a˜o para os pacotes de dados que
circulam nas redes reais, e trata-se aqui de uma estrutura de dados com a capa-
cidade de suportar fragmentac¸a˜o e desfragmentac¸a˜o, extensibilidade, suporte para
aplicac¸o˜es de dados reais e virtuais, entre outras. No decorrer das simulac¸o˜es os
pacotes de dados va˜o circular pela rede obedecendo a determinados crite´rios de en-
caminhamento, entre pares origem/destino.
Dada a complexidade de representar em ambiente de simulac¸a˜o, da forma mais
fiel poss´ıvel, um cena´rio real, com um determinado nu´mero de encaminhadores, dis-
positivos de rede e conexo˜es, fazendo circular pacotes de dados entre eles, o NS-3
disponibiliza assistentes de topologia, Topology Helpers, que agregam as opera-
c¸o˜es envolvidas no processo de desenho e concec¸a˜o de uma topologia em modelos
mais simples de utilizar.
O NS-3 disponibiliza um mo´dulo de mensagens, designado de “Logging”, para
informac¸a˜o de Debug, avisos, de erro ou algum tipo de mensagem informativa que
se pretenda obter das Scripts ou dos modelos. Estas mensagens sa˜o apresentadas
na linha de comandos no decorrer da simulac¸a˜o e o n´ıvel de detalhe e´ totalmente
configura´vel. Este mo´dulo, considerando a complexidade do simulador, torna-se num
excelente aliado no acompanhamento do progresso das simulac¸o˜es.
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5.2 Modelo DiffServ para o NS-3
O Network Simulator 3 na˜o inclui nativamente uma implementac¸a˜o para dife-
renciac¸a˜o de tra´fego em redes IP, uma alternativa ao modelo atualmente em vigor
na Internet, o modelo de melhor esforc¸o.
No ano acade´mico de 2010/2011, Sanjay Ramroop desenvolveu, para o NS-3,
uma arquitetura de diferenciac¸a˜o de tra´fego [1] baseada no modelo proposto pelo
IETF[14]. A existeˆncia deste modelo, disponibilizado publicamente, foi decisiva na
escolha do simulador para desenvolver todo o trabalho a n´ıvel de diferenciac¸a˜o de
tra´fego no processo de encaminhamento.
Integrac¸a˜o do modelo DiffServ
Na pa´gina do projeto desenvolvido por Sanjay Ramroop [1], e´ disponibilizado o
co´digo fonte de todas as classes do modelo, com excec¸a˜o de duas classes, nomeada-
mente “SeqIdTag.cc” e “SeqIdQueueTag.cc”, mas que, tratando-se de adaptac¸o˜es da
classe “FlowIdTag.cc” do NS-3, foram facilmente desenvolvidas.
A integrac¸a˜o do modelo passou inicialmente por incluir uma pasta com todas
as classes disponibilizadas dentro da zona destinada aos modelos (ns-3-allinone/ns-
3-dev/src/ ), e configurar a script de execuc¸a˜o do waf a wscript. Na wscript sa˜o
especificados todos os ficheiros fonte que constituem o modelo, bem como as depen-
deˆncias existentes com outros modelos.
Para testar o funcionamento do modelo, foi usada a script de simulac¸a˜o disponibi-
lizada na pa´gina do projeto, “myDiffServNetwork.cc”, que foi colocada na pasta des-
tinada aos ficheiros de simulac¸a˜o, ns-3-allinone/ns-3-dev/scratch/. Foi neste ponto
necessa´rio proceder a algumas alterac¸o˜es no co´digo disponibilizado, pelo facto do
modelo ter sido desenvolvido para uma versa˜o antiga do simulador, a versa˜o 3.8,
e tratando-se o NS-3 de um simulador com co´digo fonte aberto, com um elevado
nu´mero de terceiros a contribuir para o seu desenvolvimento, existirem alterac¸o˜es
frequentes na API que devem ser consideradas. Depois das devidas alterac¸o˜es e
testes efetuados, foi poss´ıvel simular a cena´rio desenvolvido por Sanjay Ramroop,
com diferenciac¸a˜o de tra´fego nos encaminhadores.
O trabalho desenvolvido em [1] assenta, essencialmente, na criac¸a˜o de um novo
tipo de filas de espera (DiffServQueue), nos dispositivos de rede. A arquitetura
introduz, para o NS-3, o conceito de domı´nio DiffServ, com distinc¸a˜o entre no´s
fronteira e no´s internos. Os pacotes de dados que circulam na rede recebem um
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tratamento diferenciado ao longo do percurso da origem ate´ ao destino. Todo o
tra´fego gerado pelas aplicac¸o˜es passa a ser mapeado em classes de servic¸o.
De uma forma gene´rica, o desenho da arquitetura DiffServ divide-se em treˆs
a´reas fundamentais:
Definic¸a˜o da estrutura dos SLAs O cliente contrata com o provedor de servic¸os
um servic¸o adequado ao tipo de tra´fego que pretende enviar atrave´s do domı´nio de
diferenciac¸a˜o, na forma de SLA. O SLA e´ usado para determinar o tipo de tratamento
que e´ dado a determinado fluxo no interior do domı´nio e, para tal, todos os pacotes
de dados pertencentes ao fluxo sa˜o marcados com o mesmo DSCP. O SLA especifica
o conjunto de aplicac¸o˜es contratadas pelo cliente, a classe de encaminhamento a
que os pacotes pertencem, e conte´m o perfil do tra´fego, com valores como taxas
de transmissa˜o acordadas ou taxas de pico. Especifica tambe´m as ac¸o˜es a serem
tomadas no caso dos pacotes na˜o estarem em conformidade com o perfil contratado.
No´s Fronteira Os no´s na fronteira do domı´nio de diferenciac¸a˜o sa˜o responsa´veis
por determinar qual o SLA associado ao fluxo a que os pacotes pertencem. Depois
de determinarem se existe um SLA correspondente na base de dados dos SLAs, apli-
cam um algoritmos de teste para verificar se o pacote se encontra em conformidade
com o perfil contratado pelo cliente. Por u´ltimo procedem a` marcac¸a˜o do pacote
com o valor determinado nas ac¸o˜es anteriores. A partir daqui assumem as mesmas
responsabilidades do que os no´s internos.
No´s Internos Os no´s no interior do domı´nio teˆm como func¸a˜o classificar, em
termos de comportamento, os pacotes de tra´fego que chegam pelos dispositivos de
rede e mediante o resultado desta operac¸a˜o, coloca´-los na fila de espera correta.
Neste modelo DiffServ foram implementados treˆs grupos normalizados de compor-
tamentos, AF, EF e BE, cada um deles com mecanismos de escalonamento e gesta˜o
pro´prios, divididos em seis filas de espera.
Filas do modelo DiffServ
A fila EF (Expedited Forwading), e´ a fila com maior prioridade. Os pacotes de
dados com o valor DSCP correspondente a` classe EF, e que na˜o excedam o perfil
de tra´fego acordado, sa˜o colocados nesta fila. Esta e´ servida por um algoritmo de
gesta˜o de fila Drop Tail. De forma a efetivamente atribuir maior prioridade a esta
fila e´ aplicado um algoritmo de escalonamento Priority Queue na sa´ıda, combinado
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com um Token Bucket na entrada para limitar as taxas de sa´ıda dos pacotes per-
tencentes a` classe.
Nesta implementac¸a˜o esta˜o dispon´ıveis quatro filas AF(Assured Forwarding),
AF1, AF2, AF3 e AF4, com diferentes n´ıveis de descarte de pacotes e prioridade
no acesso aos recursos da rede. Para atingir diferentes n´ıveis de descarte e´ aplicado
o algoritmo WRED (Weighted Random Early Detection), que aplica pol´ıticas de
descarte de acordo com os requisitos da classe de servic¸o. Para atribu´ır prioridades
distintas entre as classes AF e´ aplicado um algoritmo de escalonamento WRR, com
um peso por classe. O maior peso e´ atribu´ıdo a` classe AF1 para que esta tenha
a maior prioridade dentro das classes AF.Tal como na classe EF, os pacotes que
entram no no´ e veˆm marcados com o DSCP desta classe de servic¸o, sa˜o colocados
na respetiva fila e alvo de tratamento adequado.
A fila BE (Best Effort), e´ a fila por defeito. Para esta fila sa˜o escalonados pacotes
de dados que na˜o tenham qualquer tipo de marcac¸a˜o no seu cabec¸alho ou pacotes
que tenham sido alvo de um tipo de ac¸a˜o de conformidade, por na˜o respeitarem o
perfil de tra´fego acordado. No interior da fila e´ aplicado o algoritmo de gesta˜o de
filas DropTail. E´ combinada com as filas AF com algoritmo WRR.
Todas as filas sa˜o servidas por um algoritmo FIFO no seu interior, ou seja, os
pacotes sa˜o despachados para a rede exatamente pela ordem que sa˜o colocados nas
filas.
A arquitetura DiffServ foi implementada como subclasse da classe Queue do
NS-3, designada DiffServQueue. A subclasse disponibiliza, tal como a Queue, as
func¸o˜es de DoEnqueue e DoDequeue, ale´m de todos os mecanismos de diferenciac¸a˜o
do modelo.
Na Figura 5.4 retirada de [1], podemos mais facilmente visualizar de que forma
os diferentes componentes interagem no processo de diferenciac¸a˜o, e em que ponto
sa˜o aplicados os diferentes algoritmos implementados.
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Figura 5.4: Arquitetura DiffServ
Classes do modelo DiffServ
O modelo DiffServ para NS-3 e´ constitu´ıdo por um conjunto de classes C++,
cada uma com func¸o˜es espec´ıficas e que permitem que seja poss´ıvel introduzir dife-
renciac¸a˜o nas filas dos no´s da rede, no contexto de simulac¸a˜o.
A classe principal e´ a “DiffServQueue”, e faz a gesta˜o das filas nos dispositivos
de rede de forma diferenciada, dependendo da classe do tra´fego. Neste modelo de
diferenciac¸a˜o sa˜o inicializadas seis filas em cada dispositivo, uma fila AF1, uma fila
AF2, uma fila AF3, uma fila AF4, uma fila EF e uma fila BE. A classe DiffServQueue
pode ser configurada para operar no modo fronteira ou no modo interno do domı´nio.
A classe “DiffServFlow” conte´m os me´todos necessa´rios a` configurac¸a˜o e iden-
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tificac¸a˜o de um fluxo. A um fluxo de dados e´ atribu´ıdo um identificador u´nico e um
apontador para o correspondente SLA. Estes valores permitem posteriormente iden-
tificar pacotes pertencentes a um fluxo, ale´m de auxiliar na ana´lise do desempenho
por fluxo.
Toda a informac¸a˜o dos clientes esta´ contida na classe “DiffServSla”, espec´ıfi-
camente os perfis de tra´fego e algoritmos a serem usados para os diferentes SLAs.
A classe tem uma interac¸a˜o direta com os no´s fronteira, no sentido de fornecer a
informac¸a˜o necessa´ria para a classificac¸a˜o e acondicionamento do tra´fego que vai
entrar no domı´nio de diferenciac¸a˜o. Nos no´s internos vai auxiliar no processo de
policiamento e acondicionamento.
A classe abstrata “DiffServMeter” auxilia, ao n´ıvel dos no´s fronteira, na de-
terminac¸a˜o do n´ıvel de conformidade dos pacotes de dados com o SLA acordado.
Divise-se em treˆs algoritmos distintos, representados nas treˆs subclasses TokenBuc-
ket, srTCM, trTCM.
Para auxiliar na gesta˜o das filas do tra´fego pertencente a`s classes AF, aplicando o
algoritmo WRED, e´ usada a classe abstrata “DiffServAQM”. A`s restantes classes
de tra´fego e´ aplicado um algoritmo DropTail.
A classe “StatCollector” desempenha no modelo DiffServ para NS3 um papel
essencial no processo de ana´lise do desempenho tanto das filas de diferenciac¸a˜o
como do desempenho de um fluxo fim a fim. No decorrer da simulac¸a˜o e´ feita a
colec¸a˜o dos dados mais relevantes, como tempos de entrada e sa´ıda de pacotes nas
filas e nu´mero de pacotes descartados. Estes dados permitem determinar valores
estat´ısticos, fundamentais na ana´lise de desempenho do modelo. Sa˜o gerados dois
ficheiros de texto, um com estat´ısticas por fila, como atraso me´dio por fila, nu´mero
total de pacotes colocados em fila e descartados, e um outro ficheiro com estat´ısticas
por fluxo. Nas Figuras 5.5 e 5.6 e´ apresentado um exemplo do output do ficheiro
das filas e dos fluxos, respetivamente.
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Figura 5.5: Filas - StatCollector
Figura 5.6: Fluxos - StatCollector
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5.3 Encaminhamento Global no NS-3
O Simulador NS-3 tem suporte para alguns protocolos de encaminhamento tra-
dicionais, entre eles o Encaminhamento Global Centralizado para IPv4, co-
nhecido neste ambiente de simulac¸a˜o por GOD. Este protocolo corre um algoritmo
de caminho mais curto, construindo desta forma as tabelas de encaminhamento a`
semelhanc¸a do protocolo OSPF. O co´digo que implementa o GOD e´ baseado na
versa˜o do software quagga [37]. Para habilitar o encaminhamento global nos no´s de
uma topologia, basta incluir no ficheiro de simulac¸a˜o o mo´dulo Internet(Listagem
5.1):




Este mo´dulo garante que e´ usada por defeito a pilha protocolar da Internet, In-
ternetStackHelper, e a cada no´ e´ associada uma instaˆncia de encaminhamento global
(“GlobalRouter”). Depois de atribu´ıdos os enderec¸os IPv4 e configuradas as ligac¸o˜es
entre os no´s, para que sejam efetivamente constru´ıdas as tabelas de encaminhamento
evocamos a seguinte func¸a˜o:
Listing 5.2: Func¸a˜o para calcular tabelas de encaminhamento
(...)
Ipv4GlobalRoutingHelper :: PopulateRoutingTables ();
(...)
Apesar de apenas ser necessa´rio incluir no ficheiro de simulac¸a˜o estas duas linhas
de co´digo para habilitar o encaminhamento global e construir as tabelas de encami-
nhamento, a sua implementac¸a˜o envolve bastantes componentes e na˜o so´ do modelo
“internet”. De seguida sera´ explicado, passo a passo, o funcionamento do protocolo:
1. Numa primeira fase sa˜o constru´ıdas as tabelas de encaminhamento vazias. Um
objeto GlobalRouteManager, utilizando a API (Application Programming In-
terface) IPv4, percorre a lista de no´s da topologia, para encontrar os interfaces
com o objeto GlobalRouter associado. Aos no´s que participam e´ associado o
objeto Ipv4GlobalRouting.
2. O mesmo objeto GlobalRouteManager, num ciclo que percorre todos os no´s,
faz o pedido dos LSAs(Link State Advertise) ao objeto GlobalRouter que, por
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sua vez, inicia a descoberta dos no´s adjacentes e custos de ligac¸a˜o associados:
Numa primeira fase cada no´ origina um LSA, de seguida sa˜o determinados
o nu´mero de interfaces que o no´ conte´m e o nu´mero de interfaces que esta˜o
ligados ao no´, que na˜o sa˜o necessariamente ligac¸o˜es a outros no´s (por exemplo
ethernets). Sa˜o efetuados alguns testes, nomeadamente para determinar o tipo
de canal que liga dois interfaces, e qual o tipo de interface adjacente ao no´. E
se se tratar de um interface que cumpra os requisitos e limitac¸o˜es do proto-
colo, atrave´s do objeto Ipv4 associado ao no´, sera´ obtida toda a informac¸a˜o
necessa´ria para construir o LSA, que sera´ depois inserido na base de dados
topolo´gica.
3. Neste ponto tera´ in´ıcio a segunda fase do processo, a inicializac¸a˜o das rotas.
Para cada um dos no´s que participam no encaminhamento global, e´ executado
o algoritmo de caminho mais curto SPF usando a base de dados dos LSAs.
Com os caminhos obtidos, sa˜o preenchidas as tabelas de encaminhamento.
Com as tabelas constru´ıdas, cada no´ sera´ agora responsa´vel por selecionar a
melhor rota para os pacotes de dados que va˜o circular na rede durante a simula-
c¸a˜o. Para esse efeito, a classe Ipv4RoutingProtocol conte´m dois me´todos para
determinar as melhores rotas, que sa˜o:
• RouteOutPut Para pacotes de dados que viajam para o exterior a partir de
um terminal. O pedido de rota e´ feito diretamente pela camada de transporte,
e como resposta e´-lhe retornado um apontador para o objeto Ipv4Route, que
e´ tambe´m passado para a camada de rede (para evitar nova pesquisa). Na
Figura 5.7 podemos visualizar os objetos envolvidos no processo de pedido de
uma rota do tipo RouteOutPut.
• RouteInPut Para os pacotes de dados que chegam pelos interfaces dos en-
caminhadores. O pedido de rota e´ feito pela camada de rede, especificamente
pelo objeto Ipv4L3Protocol, e neste caso a resposta vai depender do destinata´-
rio final do pacote. Desta forma, e´ associado ao pedido de rota um Callback,
que se trata de um mecanismo intr´ınseco ao NS-3 e, neste caso espec´ıfico,
auxilia a determinar se o pacote se destina a um grupo multicast, a um no´
espec´ıfico ou mesmo ao no´ que esta´ a requisitar a rota. Na Figura 5.7 esta´
tambe´m representado o processo de pedido de uma RouteInPut.
59
CAPI´TULO 5. IMPLEMENTAC¸A˜O
Figura 5.7: Pedido de Rota
5.4 Adaptac¸a˜o do protocolo de Encaminhamento
GOD
Depois de integrado o modelo de diferenciac¸a˜o, garantindo que passa´vamos a
poder instalar nos dispositivos de rede filas do tipo “DiffServQueue”, foi necessa´rio
alterar o protocolo de encaminhamento para que passasse a ter em considerac¸a˜o as
classes de servic¸o dos fluxos de tra´fego gerado pelas aplicac¸o˜es. As tabelas de en-
caminhamento dos encaminhadores que participam ativamente no encaminhamento
global passam a ter o caminho mais curto para cada destino, por cada uma das
classe de servic¸o.
Alterac¸a˜o dos LSAs
O funcionamento do protocolo, como foi descrito atra´s, pressupo˜e que numa
primeira fase seja efetuado o pedido a cada um dos encaminhadores dos LSAs res-
petivos, que conteˆm a informac¸a˜o do estado das suas ligac¸o˜es. A primeira alterac¸a˜o
foi enta˜o realizada ao n´ıvel da construc¸a˜o dos LSAs, que para as ligac¸o˜es do tipo
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ponto a ponto passavam a ter informac¸a˜o do custo de ligac¸a˜o de cada classe de ser-
vic¸o.
Na classe “global-router-interface.cc” do mo´dulo “internet” do NS-3 e´ feita a
descoberta dos SLAs representados na classe C++ por objetos “GlobalRoutingLSA”,
que conteˆm a informac¸a˜o do custo das ligac¸o˜es, objetos “GlobalRoutingLinkRecord”.
Na Listagem 5.3 podemos visualizar um excerto relativo ao processamento de
uma ligac¸a˜o do tipo ponto a ponto onde e´ feito o pedido do custo da ligac¸a˜o perce-
cionado por cada uma das classes de servic¸o.
Listing 5.3: Me´todo “ProcessPointToPointLink”
void




//Passo a invocar o me´todo GetMetric do objeto ipv4Local com + 1
para^metro , o ndLocal(NetDevice)
uint16_t metricLocal = ipv4Local ->GetMetric (interfaceLocal ,
ndLocal , 0); //AF1
uint16_t metricLocal1 = ipv4Local ->GetMetric (interfaceLocal ,
ndLocal , 1);//AF2
uint16_t metricLocal2 = ipv4Local ->GetMetric (interfaceLocal ,
ndLocal , 2);//AF3
uint16_t metricLocal3 = ipv4Local ->GetMetric (interfaceLocal ,
ndLocal , 3);//AF4
uint16_t metricLocal4 = ipv4Local ->GetMetric (interfaceLocal ,
ndLocal , 4);//EF




O conteu´do do novo objeto “GlobalRoutingLSA” contru´ıdo, baseado na estrate´-
gia proposta, pode ser observado quando habilitamos as mensagens de Logging no
decorrer da simulac¸a˜o, especificamente na classe “global-router-interface.cc”.
Na Figura 5.8 e´ apresentada uma parte do SLA de um dos encaminhadores, onde
podemos identificar a informac¸a˜o de uma ligac¸a˜o do tipo ponto a ponto, com os dife-
rentes custos percecionados por cada classe de servic¸o, e uma outra ligac¸a˜o do tipo
stub onde apenas e´ referenciado um custo u´nico.
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Figura 5.8: SLA do encaminhador
Custos das ligac¸o˜es por classe de servic¸o
Se considerarmos o funcionamento nativo do protocolo de encaminhamento glo-
bal do NS-3, o pedido do custo de uma ligac¸a˜o e´ feito ao objeto C++ “ipv4Local”
que representa um apontador para a interface do encaminhador, e retorna um custo
fixo que na˜o se altera durante a simulac¸a˜o, a na˜o ser que a ligac¸a˜o falhe por algum
motivo.
Na estrate´gia adotada, como podemos observar na Listagem 5.3, e´ enviado como
paraˆmetro ao objeto “ipv4Local”, ale´m do identificador do interface, o identificador
do dispositivo de rede ndLocal e a classe de servic¸o associada ao custo que preten-
demos obter. Com o identificador do dispositivo de rede conseguimos determinar a
fila para onde sa˜o direcionados os pacotes, que no caso de se tratar de uma fila do
tipo DiffServ deve ser analisada para se obterem os custos da ligac¸a˜o associados a
cada classe.
Na Listagem 5.4 podemos observar o me´todo da classe “ipv4-interface.cc” do mo´-
dulo “internet”, onde e´ feito o pedido de custo de ligac¸a˜o a` classe “StatCollector.cc”
do modelo de diferenciac¸a˜o usado.
Listing 5.4: Me´todo “GetMetric”
uint16_t Ipv4Interface :: GetMetric (Ptr < NetDevice > ndLocal , int
perhop)
{
uint_16 id , metr;
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uint_16 phb = perhop;
Ptr <Queue > queue;
Ptr <NetDevice > dev = ndLocal;
// DimanicCast de apontador NetDevice para PointToPointNetDevice
Ptr <PointToPointNetDevice > p2pdev = DynamicCast <
PointToPointNetDevice > (dev);




queue = p2pdev ->GetQueue ();
//Cast para DiffServQueue
Ptr <DiffServQueue > dq = DynamicCast <DiffServQueue > (queue);
if(dq==0){ // n~ao e´ queue DiffServ
metr = 1;
}
else{ //Se a fila for DiffServ
// Determina id da Fila ,
id = dq->GetQueueId ();




Ptr <StatCollector > statCollector;






Aqui, como podemos observar, o me´todo da “StatCollector.cc” e´ evocado no caso
de se tratar de uma ligac¸a˜o ponto a ponto (limitac¸a˜o do modelo DiffServ utilizado),
com fila do tipo “DiffServQueue”(tem diferenciac¸a˜o nas flias), e para todas as classes
excepto a classe BE que tem um custo de ligac¸a˜o associado de valor fixo, baseado
no nu´mero de saltos.
Atualizac¸a˜o e Ca´lculo dos custos das ligac¸o˜es
A classe “StatCollector.cc” do modelo de diferenciac¸a˜o [1] desempenha na estra-
te´gia implementada duas func¸o˜es essenciais. Por um lado faz a monitorizac¸a˜o das
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filas “DiffServQueue” nos encaminhadores para determinar o estado de congestiona-
mento da rede e, por outro lado, a partir da informac¸a˜o da monitorizac¸a˜o efetua o
ca´lculo dos novos custos das ligac¸o˜es, associados a`s classes de servic¸o.
Tal como referido no cap´ıtulo do desenho da implementac¸a˜o, a classe“StatCollec-
tor.cc” e´ responsa´vel por fazer a recolha dos tempos de entrada e sa´ıda dos pacotes
de dados nas filas dos dispositivos de rede. No momento em que uma fila do tipo
“DiffServQueue” e´ criada, a classe “StatCollector.cc” atribui-lhe um identificador
u´nico e cria um conjunto de vetores onde, no decorrer da simulac¸a˜o, armazena toda
a informac¸a˜o dos pacotes que passam na fila de forma sequencial. Sempre que um
pacote entra ou sai de uma das filas“DiffServQueue”, e´ evocado um me´todo da“Stat-
Collector.cc’, “StatCollector::Enqueue” ou “StatCollector::Dequeue”, para que sejam
calculados e armazenados os paraˆmetros alvo de monitorizac¸a˜o.
No modelo de diferenciac¸a˜o original, o resultado da monitorizac¸a˜o e´ apresentado
num ficheiro de texto apenas no final da simulac¸a˜o. No contexto da estrate´gia de-
senhada, as filas sa˜o alvo de monitorizac¸a˜o perio´dica, num intervalo definido por
configurac¸a˜o, no decorrer da simulac¸a˜o. Os resultados obtidos em cada monitoriza-
c¸a˜o sa˜o comparados com os resultados obtidos na monitorizac¸a˜o anterior, que sa˜o
guardados em vetores criados para o efeito. Desta forma, sempre que e´ evocado o
me´todo “StatCollector::OutputQueueStats”, e´ analisado o desempenho de cada uma
das filas dos dispositivos de rede de acordo com os paraˆmetros referidos no desenho
da estrate´gia, percentagem de pacotes perdidos para as filas de tra´fego AF e atraso
me´dio para as filas de tra´fego EF, e comparados esses valores com os valores armaze-
nados da monitorizac¸a˜o anterior. No caso de em alguma das comparac¸o˜es efetuadas
nas filas do domı´nio de diferenciac¸a˜o, ser determinada a necessidade de proceder a
uma atualizac¸a˜o dos custos, enta˜o e´ evocado o me´todo do protocolo de encaminha-
mento global para proceder a` reconstruc¸a˜o das tabelas de encaminhamento.
Na Listagem 5.5 podemos observar a operac¸a˜o efetuada na classe “StatCollec-
tor.cc”, especificamente na ana´lise do desempenho da fila de tra´fego EF.
Listing 5.5: Monitorizac¸a˜o da fila de tra´fego EF
(...)
if((j == 4)){
// verifica a diferenc¸ao entre valores anterirores e atuais




//se for superior ao termo de comparac¸~ao
if(valD >= 1.0){
// atualiza as tabelas de encaminhamento




E´ tambe´m na classe “StatCollector.cc” que sa˜o calculados os custos das ligac¸o˜es
percecionados por cada uma das classes de servic¸o. Sendo estes custos baseados nos
requisitos de QoS das aplicac¸o˜es, sa˜o usados os valores obtidos na monitorizac¸a˜o, a
percentagem de pacotes perdidos para as classes AF e o atraso me´dio para a classe
EF. Para este efeito foi criado um novo me´todo “StatCollector::Metric” na classe,
que e´ evocado pelo protocolo de encaminhamento global do simulador, como foi
apresentado na Figura 5.10.
O novo me´todo, tal como o me´todo de monitorizac¸a˜o, percorre todos os vetores
onde sa˜o armazenados os tempos de entrada e sa´ıda de pacotes nas filas dos enca-
minhadores, para calcular os paraˆmetros pretendidos desde a u´ltima atualizac¸a˜o dos
custos.
Na Listagem 5.6 podemos, a t´ıtulo de exemplo, observar o estabelecimento do
custo de uma ligac¸a˜o percepcionado pela classe de servic¸o EF, em que o custo e´
definido no paraˆmetro “metr”.
Listing 5.6: Ca´lculo do custo da ligac¸a˜o para a classe de servic¸o EF
(...)
// classe de servic¸o EF
else if(phb == 4){
// atraso me´dio desde a u´ltima atualizac¸~ao
averageQueuedTime = totalQueueTime / queueCount;
//no caso de n~ao existirem valores de delay
if(isnan(averageQueuedTime == 0 ){




//igual a func¸~ao do atraso me´dio na fila






O custo e´ igual a 1, para o caso de na˜o existirem valores de atraso, ou igual a
uma func¸a˜o do atraso me´dio dos valores registados naquela fila. E´ utilizada uma
func¸a˜o do atraso me´dio, para que os custos de ligac¸a˜o das diferentes classes estejam
todos aproximados da unidade, custo de um salto, compat´ıvel com o funcionamento
do algoritmo de caminho mais curto SPF.
Monitorizac¸a˜o por Fluxo Da mesma forma que procede para armazenar as in-
formac¸o˜es das filas “DiffServQueue”, a classe “StatCollector.cc” armazena a informa-
c¸a˜o fim a fim dos fluxos de dados. Quando um fluxo de tra´fego e´ gerado na aplicac¸a˜o
do emissor, o protocolo da camada de transporte evoca um me´todo da classe “Stat-
Collector.cc” com alguns paraˆmetros relevantes no processo de monitorizac¸a˜o fim a
fim.
Na Listagem 5.7 podemos observar a alterac¸a˜o efetuada nos me´todos “Send” e
“Receive” do protocolo de transporte UDP. O me´todo “PrepareTx” da classe StatCol-
lector e´ evocado quando um pacote de dados sai do emissor e o me´todo “PrepareTx”
e´ evocado quando um pacote de dados chega ao receptor. O mesmo tipo de altera-
c¸a˜o deve ser efetuada em todos os protocolos de transporte usados pelas aplicac¸o˜es
geradoras de tra´fego no aˆmbito da simulac¸a˜o.
Listing 5.7: Me´todo “UdpL4Protocol::Send”
(...)
void
UdpL4Protocol ::Send (Ptr <Packet > packet ,
Ipv4Address saddr , Ipv4Address daddr ,
uint16_t sport , uint16_t dport)
{
// transmiss~ao de pacote
StatCollector :: PrepareTx(packet , saddr , daddr , sport , dport);
}
(...)
UdpL4Protocol :: Receive (Ptr <Packet > packet ,
Ipv4Header const &header ,
Ptr <Ipv4Interface > interface)
{






Esta modificac¸a˜o no me´todo do protocolo de transporte na˜o altera o funciona-
mento do protocolo de encaminhamento, apenas e´ usada para estudar posteriormente
o desempenho fim a fim de cada um dos fluxos que vai ser gerado no contexto da
simulac¸a˜o. Com os tempos de entrada e sa´ıda dos pacotes de dados na rede de dife-
renciac¸a˜o, e´ poss´ıvel calcular o atraso fim a fim com percentil 50, percentagem total
de pacotes perdidos ou variac¸a˜o do atraso. Estes sa˜o paraˆmetros chave na ana´lise ao
desempenho da estrate´gia proposta, especialmente a Percentagem de perda de
pacotes me´dia e o Atraso com percentil de 50 que representa a mediana do
atraso dos fluxos, ou seja 50% dos valores de atraso fim a fim dos fluxos sa˜o iguais
ou inferiores a` mediana.
Ca´lculo e inicializac¸a˜o das rotas
Depois de definida a estrutura dos novos LSAs e alterado o processo de pedido
de custo de ligac¸a˜o, foi necessa´rio alterar a classe “global-route-manager-impl.cc” do
NS-3, onde sa˜o calculadas e inicializadas as rotas dos encaminhadores para todos os
poss´ıveis destinos.
Dentro do ciclo que percorre todos os encaminhadores da topologia, foi criado
um novo ciclo que percorre, para cada encaminhador, todas as classes de servic¸o,
sendo o algoritmo de Dijkstra aplicado a` classe, como podemos observar no excerto
de co´digo apresentado na Listagem 5.8.
Listing 5.8: Caminho mais curto por Classe de Servic¸o
(...)
if (rtr && rtr ->GetNumLSAs () )
{
for(int classe = 0; classe < numClasses; classe ++){




Nesta estrate´gia foi definido que seria poss´ıvel diferenciar entre seis classes de
tra´fego, assim cada tabela de encaminhamento passa a ter seis entradas por cada
destino, uma por classe.
Para efetivar este comportamento por parte do protocolo, foram feitas algumas
alterac¸o˜es na classe “ipv4-global-routing.cc” do mo´dulo “internet”. Na Listagem 5.9
e´ apresentado um excerto de co´digo de um dos me´todos responsa´veis por inserir as
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rotas nas tabelas de encaminhamento, o“Ipv4GlobalRouting::AddHostRouteTo”.
Listing 5.9: Inserc¸a˜o de rota na tabela de encaminhamento
(...)







Ipv4RoutingTableEntry *route = new Ipv4RoutingTableEntry ();
*route = Ipv4RoutingTableEntry :: CreateHostRouteTo (dest ,





Como podemos verificar, ale´m dos enderec¸os do destinata´rio e do pro´ximo salto,
e do identificados do interface de sa´ıda, sa˜o acrescentados a` rota a classe de ser-
vic¸o e custo total do caminho. Este u´ltimo paraˆmetro foi acrescentado a` tabela de
encaminhamento para que nela conste o custo fim a fim das rotas.
Encaminhamento de pacotes
A inclusa˜o deste novo paraˆmetro classe, no processo de ca´lculo dos caminhos
mais curtos, alterou significativamente o funcionamento do protocolo, especialmente
ao n´ıvel do encaminhamento de pacotes. Quando um pacote chega ao encaminhador
por um dos seus dispositivos de entrada, e´ analisado o seu cabec¸alho IP para deter-
minar o destinata´rio, e a classe a que o pacote pertence, no sentido de selecionar na
tabela de encaminhamento o melhor interface de sa´ıda para encaminhar o pacote de
acordo com a classe de servic¸o.
Para cumprir o objetivo proposto, foi alterado o me´todo de ana´lise dos pacotes
que entram, o “Ipv4GlobalRouting::RouteInPut”, e o me´todo que procura o melhor
caminho para um destino na tabela de encaminhamento, o“Ipv4GlobalRouting::LookupGlobal”.




Listing 5.10: Ana´lise dos pacotes que chegam ao encaminhador
(...)
bool Ipv4GlobalRouting :: RouteInput (Ptr <const Packet > p, const
Ipv4Header &header ,






//campo tos do cabec¸alho
int tos = header.GetTos ();
(...)
Listing 5.11: Teste para verificar a classe
(...)
// teste para verificar a classe
if ((*i)->GetDest ().IsEqual (dest) && clasH == classe)
{
(...)
A principal alterac¸a˜o no me´todo responsa´vel por analisar o cabec¸alho IP dos pa-
cotes que entram, foi a inclusa˜o de uma func¸a˜o para determinar a classe marcada no
campo “Tos´´ do pacote de dados, como podemos ver na Listagem 5.9. No me´todo
de escolha do caminho mais curto, Listagem 5.10, ale´m do destinata´rio e´ utilizada
a classe de servic¸o para determinar o melhor caminho.
Para testar o funcionamento dos me´todos apresentados foram ativadas as mensa-
gens de Logging da classe “ipv4-global-routing.cc”. Na Figura 5.9 podemos observar
as mensagens que aparecem na linha de comandos quando e´ adicionada uma nova
rota a uma das tabelas de encaminhamento. Podemos tambe´m identificar a associ-
ac¸a˜o feita a uma das classes de servic¸o a partir do campo Tos do cabec¸alho IP do
pacote, e o processo de procura do melhor caminho por classe de servic¸o.
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Neste cap´ıtulo sera˜o apresentados os resultados do processo de validac¸a˜o do mo-
delo de encaminhamento de tra´fego por classes de servic¸o, desenvolvido na presente
dissertac¸a˜o.
No decorrer dos testes realizados, foram avaliados alguns paraˆmetros de desempe-
nho, nomeadamente percentagem de perda de pacotes e atraso fim a fim, e efetuada
a comparac¸a˜o entre o modelo proposto e outros modelos de encaminhamento sem
diferenciac¸a˜o. Os testes foram realizados no simulador de redes NS-3, utilizando
uma topologia desenvolvida para o efeito pretendido.
6.1 Topologia de Rede
Para testar a implementac¸a˜o do modelo de encaminhamento com diferenciac¸a˜o,
foi desenvolvida uma script C++, onde e´ simulada a seguinte topologia de testes,
Figura 6.1:
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Figura 6.1: Topologia de Rede
Trata-se de uma rede t´ıpica ISP constitu´ıda por 21 encaminhadores, com mu´l-
tiplos canais de comunicac¸a˜o ponto a ponto entre si, o que se traduz num nu´mero
de caminhos alternativos fim a fim bastante significativo. Os 8 encaminhadores em
destaque na figura, R13, R14, R15, R16, R17, R18, R19 e R20 sa˜o os encaminhado-
res fronteira do domı´nio DiffServ, onde e´ feita a marcac¸a˜o dos pacotes de dados e
neles, de forma aleato´ria, foram instaladas as aplicac¸o˜es geradoras de tra´fego.
Os dispositivos de rede dos encaminhadores sa˜o do tipo ponto a ponto, designa-
dos no contexto de simulac¸a˜o por Point-To-Point-NetDevice, bem como os canais
de comunicac¸a˜o estabelecidos entre eles, os Point-To-Point-Channel. Todos os ca-
nais de comunicac¸a˜o foram configurados com um atraso de propagac¸a˜o constante de
2ms e uma taxa de transmissa˜o na ordem das centenas de milhares de bps. Para
os cena´rios de simulac¸a˜o apresentados neste cap´ıtulo foram usados, especificamente,
600000bps em todos os canais, com excec¸a˜o dos canais que ligam aos encaminhado-
res de fronteira, que teˆm um taxa de transmissa˜o de 10000000bps. Os canais que
ligam aos encaminhadores fronteira teˆm um limite de taxa de transmissa˜o superior
pelo facto de na˜o possu´ırem interfaces de sa´ıda alternativos (Figura 6.1), para ga-
rantir que na˜o sa˜o criados pontos de congesta˜o que possam afetar o desempenho de
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toda a rede, feno´meno designado em ingleˆs “bottleneck”.
Para simular as filas nos dispositivos de rede dos encaminhadores, foram confi-
gurados dois tipos de filas, as Red Queue nativas do simulador [36] e as DiffServ
Queue de [1]. As filas RED sa˜o utilizadas num contexto de simulac¸a˜o onde na˜o
existe qualquer diferenciac¸a˜o do tra´fego que circula na rede, as segundas filas sa˜o
implementadas nos contextos de simulac¸a˜o onde existe diferenciac¸a˜o por classes de
servic¸o nos encaminhadores. Todas as filas foram configuradas com um limite de
100 pacotes por fila.
6.2 Aplicac¸o˜es geradoras de tra´fego
Em todas as simulac¸o˜es de teste realizadas, foram utilizadas aplicac¸o˜es geradoras
de tra´fego CBR, e o simulador NS-3 inclui um mo´dulo “applications” onde esta´
dispon´ıvel um gerador de tra´fego deste tipo, designado OnOff-Application.
Neste modelo, o tra´fego e´ gerado para um u´nico destino, de acordo com um pa-
dra˜o OnOff, ou seja, o gerador de tra´fego vai alternando entre os estados ‘ligado’ e
‘desligado’, paraˆmetros configura´veis na script de simulac¸a˜o. Nos testes realizados,
apresentados ao longo deste cap´ıtulo, as aplicac¸o˜es geram permanentemente tra´fego
CBR, pelo que o estado “desligado” vai ser nulo, como podemos observar no excerto
de co´digo apresentado na Listagem 6.1.
Listing 6.1: Aplicac¸a˜o geradora de Tra´fego CBR
(...)
Address sinkAddress15 = InetSocketAddress(addrD15 ,5881);
PacketSinkHelper sinkHelper15 ("ns3:: UdpSocketFactory",
sinkAddress15);




OnOffHelper onoffhelper15 ("ns3:: UdpSocketFactory",sinkAddress15);
onoffhelper15.SetAttribute (" MaxBytes", UintegerValue (774172));
73
CAPI´TULO 6. TESTES E RESULTADOS
onoffhelper15.SetAttribute (" PacketSize", UintegerValue (172));
//(172)
onoffhelper15.SetAttribute (" DataRate", DataRateValue (275200));
//(68800)
onoffhelper15.SetAttribute (" OnTime",StringValue ("ns3::
ConstantRandomVariable[Constant =1.0]")); //( Mean =0.352)
onoffhelper15.SetAttribute (" OffTime",StringValue ("ns3::
ConstantRandomVariable[Constant =0.0]")); //( Mean =0.65)





A aplicac¸a˜o cliente geradora de tra´fego e´ instalada no encaminhador de origem
recorrendo a` classe OnOffHelper. Aqui sa˜o configurados atributos como: tamanho
dos pacotes de dados, taxa de transmissa˜o em bps, nu´mero ma´ximo de bytes a
transmitir, os tempos a On e Off, e o protocolo da camada de transporte combinado
com o enderec¸o IPv4 e porta do destinata´rio. No encaminhador destino e´ instalada
a aplicac¸a˜o receptora pelo PacketSinkHelper, onde e´ configurado o mesmo protocolo
da camada de transporte especificado na aplicac¸a˜o cliente. Por u´ltimo, basta definir
os instantes em que as aplicac¸o˜es iniciam e terminam. Na Listagem 6.1 podemos
observar que ambas as aplicac¸o˜es iniciam no instante 0 e terminam 30 segundos
depois.
6.3 Cena´rios de simulac¸a˜o
Para testar o desempenho da estrate´gia de encaminhamento por classes de ser-
vic¸o proposta no aˆmbito desta dissertac¸a˜o, foram alvo de testes 4 cena´rios distintos:
um cena´rio de encaminhamento sem diferenciac¸a˜o, um cena´rio de encaminhamento
com diferenciac¸a˜o de tra´fego nas filas dos encaminhadores da rede, um cena´rio com
diferenciac¸a˜o apenas ao n´ıvel do encaminhamento, e um cena´rio com diferenciac¸a˜o
nas filas dos encaminhadores e ao n´ıvel do encaminhamento, este u´ltimo cena´rio
relativo a` estrate´gia proposta.
Para cada cena´rio foi executado um conjunto de 30 simulac¸o˜es independentes,
cada uma com 15 fluxos de tra´fego CBR entre pares origem/destino escolhidos ale-
atoriamente entre os encaminhadores de fronteira.
As 30 simulac¸o˜es foram repetidas, em cada cena´rio, para taxas de transmissa˜o
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de 68800bps, de 137600bps e de 275200bps. O objetivo passava por verificar o com-
portamento da rede, em cada um dos cena´rios, perante diferentes cargas de tra´fego.
Considerando o limite das ligac¸o˜es entre os no´s internos, 600000bps, nas situac¸o˜es
de baixa carga da rede sa˜o necessa´rios 9 fluxos de dados para exceder o limite da
ligac¸a˜o, para carga me´dia bastam 5 fluxos e com uma carga alta, representada aqui
com taxas de transmissa˜o dos fluxos de 275200bps, bastam 3 fluxos para que seja
excedido o limite do canal de comunicac¸a˜o entre os encaminhadores.
Nos cena´rios com diferenciac¸a˜o os acordos entre ISP e clientes sa˜o explicitados
na Script sob a forma de SLAs, e cada fluxo de dados e´ associado de forma aleato´ria
a uma das 6 classes de servic¸o. Isto significa que, em me´dia, nas 30 simulac¸o˜es, a
quantidade total de tra´fego gerada e´ distribu´ıda de forma uniforme pelas classes de
tra´fego. Foi tomada a opc¸a˜o de fazer uma distribuic¸a˜o deste tipo, ao contra´rio do
que acontece tipicamente num contexto real, em que a quantidade de tra´fego BE e´
superior ao tra´fego gerado pelas restantes classes, com o objetivo de criar cena´rios
extremos, onde existe uma quantidade muito elevada de tra´fego QoS a circular na
rede.
Em todos os cena´rios foi determinado o n´ıvel de desempenho da rede, dadas as
condic¸o˜es pre´-definidas, em termos de percentagem de pacotes perdidos e atraso fim
a fim. A classe StatCollector do modelo de diferenciac¸a˜o de [1] e´ responsa´vel por
fazer a colec¸a˜o dos tempos de entrada e sa´ıda dos pacotes e calcular os paraˆmetros
de desempenho, baseados nos valores registados. Os resultados finais apresentam-se
graficamente com os valores me´dios das 30 simulac¸o˜es, para cada uma das classes
de servic¸o.
6.3.1 Cena´rio 1: Encaminhamento sem diferenciac¸a˜o
De forma a simular o desempenho da rede quando e´ aplicado um cena´rio onde
na˜o existe qualquer tipo de diferenciac¸a˜o do tra´fego gerado pelas aplicac¸o˜es, foi utili-
zado o modelo de encaminhamento baseado no servic¸o de melhor esforc¸o da Internet,
habilitando o protocolo de encaminhamento global centralizado nativo do NS-3.
Depois de configura a script de acordo com os pressupostos supracitados, fo-
ram realizados os 3 conjuntos de 30 simulac¸o˜es, com taxa de transmissa˜o distinta
por conjunto, respetivamente 68800bps, 137600bps e 275200bps. Considerando que
neste cena´rio na˜o existe diferenciac¸a˜o de tra´fego por classe de servic¸o, os resultados
apresentados na Figura 6.2 correspondem aos valores me´dios de percentagem de pa-
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cotes perdidos e ao atraso fim a fim com percentil de 50, de todos os fluxos para
cada conjunto de simulac¸o˜es.
(a) Me´dia da percentagem de pacotes perdidos
(b) Me´dia do atraso fim a fim
Figura 6.2: Resultados obtidos no cena´rio sem diferenciac¸a˜o
Os resultados observados nos gra´ficos esta˜o em concordaˆncia com as expecta-
tivas. Trata-se de uma estrate´gia de encaminhamento baseada no caminho mais
curto, onde o tra´fego da mesma origem para o mesmo destino percorre um caminho
ideˆntico. Considerando o limite dos canais previa-se uma percentagem de perda de
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pacotes me´dia elevada, em proporcionalidade com a quantidade de tra´fego gerada,
Figura 6.2(a). Relativamente a` me´dia do atraso, Figura 6.2(b), verificamos que a
mesma aumenta em proporcionalidade com a carga de tra´fego que percorre a rede.
Este cena´rio sera´ usado como termo de comparac¸a˜o com os cena´rios abordados
nas secc¸o˜es seguintes, no sentido de verificar em que medida a introduc¸a˜o de me-
canismos de Qualidade de Servic¸o pode otimizar o desempenho da rede, quer do
ponto de vista global, quer do desempenho percecionado por cada uma das classes
de servic¸o.
6.3.2 Cena´rio 2: Encaminhamento com Diferenciac¸a˜o nos
encaminhadores da Rede
Para simular este cena´rio foi utilizado o modelo DiffServ de [1], passando desta
forma a topologia ISP a ser encarada como um domı´nio de diferenciac¸a˜o, constitu´ıda
pelos encaminhadores interiores e os encaminhadores de fronteira.
As filas definidas para os dispositivos de rede passaram a ser do tipo DiffServ-
Queue, o que na pra´tica correspondeu a criar seis filas distintas em cada dispositivo,
uma para cada comportamento (AF1, AF2, AF3, AF4, EF e BE ).
Para todos os cena´rios as filas teˆm a capacidade de 100 pacotes de dados por fila,
e foram configuradas de forma a atribuir precedeˆncia absoluta a` fila de tra´fego EF,
aplicando um algoritmo de escalonamento Priority Queue na sua sa´ıda, tal como
foi descrito no funcionamento do modelo DiffServ na secc¸a˜o 5.2.1. Para definir
diferentes n´ıveis de descarte nas filas AF (AF1, AF2, AF3 e AF4 ) foi aplicado uma
algoritmo WRED, conferindo maior prioridade a` fila AF1, relativamente a`s restantes
filas AF. A fila menos priorita´ria, a fila de tra´fego BE, foi combinada com as filas
AF atrave´s de um algoritmo WRR.
Tal como no cena´rio de encaminhamento sem QoS, foram realizados 3 conjuntos
de 30 simulac¸o˜es independentes, com taxas de transmissa˜o, por fluxo, distintas por
conjunto. Considerando que neste cena´rio existe diferenciac¸a˜o de tra´fego por classe
de servic¸o, os resultados apresentados na Figura 6.3 correspondem aos valores me´-
dios de percentagem de pacotes perdidos e ao atraso fim a fim com percentil de 50,
de cada uma das classes de servic¸o.
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(a) Me´dia da percentagem de pacotes perdidos por classe
(b) Me´dia do atraso fim a fim por classe
Figura 6.3: Resultados obtidos no cena´rio de diferenciac¸a˜o nos encaminhadores
Pela Figura 6.3 podemos verificar que existe uma classe de servic¸o com um de-
sempenho acima da me´dia, no que refere a percentagem de pacotes perdidos e valor
de atraso fim a fim. Trata-se da classe de servic¸o mais priorita´ria nas filas dos enca-
minhadores da rede, a classe EF. As restantes classes apresentam um desempenho
tanto melhor quanto a prioridade que teˆm nas filas, sendo que a classe BE e´ a que
pior desempenho apresenta.
A` medida que a carga de tra´fego na rede aumentou o desempenho de todas as
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classes tendeu tambe´m a piorar, no entanto, verificamos que a classe EF e´ sempre a
menos afetada. Claramente a estrate´gia de diferenciac¸a˜o ao n´ıvel das filas dos enca-
minhadores da rede funciona em pleno, de acordo com as configurac¸o˜es efetuadas.
Nesta estrate´gia o caminho escolhido pelos encaminhadores para encaminhar os
pacotes de dados e´ obtido independentemente da classe de servic¸o, e baseia-se, tal
como no cena´rio sem diferenciac¸a˜o, apenas no caminho mais curto em nu´mero de
saltos. Os pacotes de dados pertencentes a fluxos com o mesmo par origem/destino
sa˜o encaminhados pelo mesmo caminho fim a fim.
6.3.3 Cena´rio 3: Encaminhamento com diferenciac¸a˜o ao n´ı-
vel da Rede
O terceiro cena´rio pressupoˆs a inclusa˜o nos testes do modelo de encaminhamento
por classes de tra´fego. Os fluxos de tra´fego sa˜o encaminhados na rede aplicando o
algoritmo de caminho mais curto que utiliza me´tricas baseadas nos requisitos das
aplicac¸o˜es, em vez do nu´mero de saltos.
As filas nos dispositivos de rede continuam, tal como no cena´rio 2, a ser do tipo
DiffServ Queue, mas sem qualquer tipo de diferenciac¸a˜o, ou seja, as seis filas de
tra´fego existem, mas com pol´ıticas de descarte e n´ıvel de precedeˆncia ideˆnticos. O
objetivo passou por testar o desempenho de um modelo onde a diferenciac¸a˜o do
tra´fego apenas e´ efetuada ao n´ıvel do encaminhamento.
O acondicionamento do tra´fego para seis filas distintas, apesar de na˜o conferir
qualquer prioridade entre classes, permitiu avaliar o estado da rede da perspectiva de
cada uma das classes de servic¸o. Com os valores observados nas filas dos dispositivos,
em termos de atrasos e perdas de pacotes, passou a ser poss´ıvel definir um caminho
de custo mı´nimo por classe de servic¸o para cada destino, neste caso, seis caminhos
por destino.
O tempo de monitorizac¸a˜o das filas definido para este cena´rio foi de 2seg e mais
uma vez foram gerados 15 fluxos de tra´fego CBR com pares origem/destino escolhi-
dos aleatoriamente do grupo de encaminhadores de fronteira.
As me´tricas avaliadas no processo de monitorizac¸a˜o dependeram, tal como foi
referido no cap´ıtulo de implementac¸a˜o, da classe de servic¸o. No caso das classes de
tra´fego AF foi avaliada a percentagem de pacotes perdidos nas filas, a classe EF foi
avaliada pelo atraso nas filas e a classe BE na˜o foi avaliada na monitorizac¸a˜o, tendo
sido o custo das ligac¸o˜es definido com um custo fixo de 1.
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E´ de prever que, com o dinamismo desta abordagem, o desempenho, em termos
de atraso me´dio fim a fim e de percentagem de pacotes perdidos, tenha uma melhoria
significativa relativamente aos modelos de encaminhamento sem diferenciac¸a˜o. Na
Figuras 6.4 esta˜o representados os gra´ficos com as me´dias dos paraˆmetros de desem-
penho, obtidas no final dos 3 conjuntos de simulac¸o˜es, de cada classe de servic¸o.
(a) Me´dia da percentagem de pacotes perdidos por classe
(b) Me´dia do atraso fim a fim por classe
Figura 6.4: Resultados obtidos no cena´rio de diferenciac¸a˜o ao n´ıvel do
encaminhamento
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Nas imagens (a) e (b) da Figura 6.4 verificamos que o desempenho das classes
e´ bastante semelhante, e diminuiu a` medida que aumentou a carga de tra´fego na
rede. Estes resultados ta˜o aproximados entre classes de servic¸o, sa˜o justificados pelo
facto de que os pacotes de dados na˜o sofrem nenhum tratamento diferenciado nos
encaminhadores, e porque e´ gerada, em me´dia, a mesma quantidade de tra´fego para
todas as classes de servic¸o.
Nesta estrate´gia, os pacotes de dados sa˜o encaminhados por rotas contidas nas
tabelas de encaminhamento, de acordo com a classe de servic¸o a que pertencem. En-
tre os mesmos pares origem/destino podem existir caminhos mais curtos distintos,
dependendo do estado da rede percecionado por cada uma das classes de servic¸o.
Ou seja, o melhor caminho para determinado destino baseado na percec¸a˜o de uma
das classes de servic¸o na˜o e´ necessariamente o mesmo para outra classe distinta. Ao
analisar os ficheiros gerados no final da simulac¸a˜o pela classe StatCollector, podemos
verificar, especificamente no ficheiro dos registos de entrada e sa´ıda dos pacotes das
filas, exatamente em que filas dos encaminhadores os fluxos de tra´fego passaram, e
determinar os caminhos escolhidos por cada classe de servic¸o.
Tal como era pretendido, o valor me´dio de atraso das 30 simulac¸o˜es para a classe
de servic¸o EF foi o mais baixo, para situac¸o˜es de carga me´dia, e o valor me´dio da
percentagem de pacotes perdidos para as classes de tra´fego AF tambe´m apresentou
os valores menores. Isto significa que o objetivo de otimizar o desempenho das
classes de acordo com os requisitos das mesmas e´ via´vel, para situac¸o˜es em que a
rede na˜o tenha uma carga de tra´fego muito elevada.
6.3.4 Cena´rio 4: Encaminhamento com diferenciac¸a˜o nos
encaminhadores e ao n´ıvel da Rede
O u´ltimo cena´rio alvo de testes apresenta a estrate´gia proposta no aˆmbito desta
dissertac¸a˜o, onde e´ aliado o modelo de diferenciac¸a˜o nos encaminhadores do cena´rio
2 com o modelo de encaminhamento por classes de servic¸o do cena´rio 3.
As filas DiffServ dos dispositivos de rede dos encaminhadores foram configuradas
para efetuar a diferenciac¸a˜o dos pacotes de dados por classes de servic¸o, escalonando
os pacotes para as respetivas filas de comportamento associado a` classe. Foi defi-
nido o per´ıodo de monitorizac¸a˜o das filas para 2s e, tal como o cena´rio 3, aplicado
o protocolo de encaminhamento por classes de servic¸o.
O objetivo deste u´ltimo cena´rio era determinar em que medida e´ melhorado o
81
CAPI´TULO 6. TESTES E RESULTADOS
desempenho da rede conciliando os dois modelos de diferenciac¸a˜o. Os resultados
me´dios dos paraˆmetros de desempenho podem ser visualizados na Figura 6.5.
(a) Me´dia da percentagem de pacotes perdidos por classe
(b) Me´dia do atraso fim a fim por classe
Figura 6.5: Resultados obtidos no cena´rio Encaminhamento por Classes de Servic¸o
Na Figura 6.5 (a) e (b) verificamos que a classe de servic¸o EF obte´m o melhor
desempenho relativamente a`s restantes classes, pelo facto de ocorrer diferenciac¸a˜o
nas filas dos encaminhadores, e esta classe ser a de maior prioridade. Quando a carga
da rede e´ reduzida, esta classe apresenta uma percentagem de pacotes perdidos me´dia
praticamente nula, e um atraso me´dio tambe´m muito baixo, na ordem do atraso do
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canal de comunicac¸a˜o (2ms).
As classes de tra´fego AF apresentam tambe´m um bom desempenho, no sentido
que o paraˆmetro de refereˆncia para as aplicac¸o˜es que geram este tipo de tra´fego, a
percentagem de pacotes perdidos, se mante´m na ordem dos 2% apenas.
A classe de servic¸o BE apresenta o pior desempenho a n´ıvel de atraso me´dio,
pelo facto de ser a classe de menor prioridade nas filas de diferenciac¸a˜o dos enca-
minhadores. No entanto, apresenta, para uma carga de rede reduzida, uma baixa
percentagem de pacotes perdidos. Todas as classes perdem em desempenho a` me-
dida que a carga de tra´fego a circular na rede aumenta, continuando a classe EF a
sair claramente privilegiada com esta estrate´gia.
6.3.5 Ana´lise dos resultados
Apesar dos resultados observados nos 4 cena´rios de testes estarem em concor-
daˆncia com as expectativas, o objetivo principal deste cap´ıtulo de testes passa por
aferir o real benef´ıcio de optar por uma estrate´gia de encaminhamento por classes
de servic¸o em alternativa a` estrate´gia tradicional de melhor esforc¸o, em vigor na
Internet. Neste ponto, sera´ efetuada uma ana´lise comparativa dos 4 modelos de en-
caminhamento, para determinar se a estrate´gia proposta no aˆmbito da dissertac¸a˜o
apresenta um melhoria significativa nos paraˆmetros de desempenho de cada classe
de servic¸o.
Nas Figuras 6.6, 6.7 e 6.8 sa˜o apresentados os resultados das simulac¸o˜es dos 4
cena´rios de testes, para as classes de servic¸o EF, AF1 e BE, respetivamente. Os
resultados das classes AF2, AF3 e AF4 foram omitidos nesta discussa˜o cr´ıtica, ja´
que se tratam de classes de servic¸o com requisitos em termos de percentagem de
pacotes perdidos, tal como a AF1, ja´ discutidos nos cena´rios apresentados.
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(a) Classe EF - Percentagem de pacotes perdidos
(b) Classe EF - Atraso fim a fim
Figura 6.6: Resultados da Classe EF nos 4 cena´rios de encaminhamento
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(a) Classe AF1 - Percentagem de pacotes perdidos
(b) Classe AF1 - Atraso fim a fim
Figura 6.7: Resultados da Classe AF1 nos 4 cena´rios de encaminhamento
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(a) Classe BE - Percentagem de pacotes perdidos
(b) Classe BE - Atraso fim a fim
Figura 6.8: Resultados da Classe BE nos 4 cena´rios de encaminhamento
Ao analisar os gra´ficos com os resultados das me´dias calculadas, apresentados por
classe de servic¸o para cada um dos cena´rios de encaminhamento, verificamos que,
nas Figuras 6.6(a) e 6.6(b), onde e´ representado o resultado do desempenho da classe
EF, uma estrate´gia com diferenciac¸a˜o de tra´fego, seja nas filas dos encaminhadores
ou ao n´ıvel do encaminhamento, apresenta um desempenho superior a` estrate´gia sem
diferenciac¸a˜o, designada neste contexto de“Sem QoS”. Para situac¸o˜es de muita carga
de tra´fego na rede, uma estrate´gia de encaminhamento por classes sem diferenciac¸a˜o
nas filas dos encaminhadores, na˜o e´ claramente suficiente otimizar o atraso fim a fim
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da classe de servic¸o EF.
Nas Figuras 6.7(a) e 6.7(b) e´ representado o desempenho da classe AF1, uma
classe de servic¸o que engloba os fluxos de dados das aplicac¸o˜es sens´ıveis a perda
de pacotes, e verificamos que qualquer uma das estrate´gias de encaminhamento
com diferenciac¸a˜o apresenta um bom desempenho, mesmo para cargas de tra´fego
elevadas. No entanto, na˜o sa˜o observadas melhorias muito significativas em relac¸a˜o
ao protocolo de encaminhamento tradicional.
Nas Figuras 6.8(a) e 6.8(b) e´ representado o desempenho da classe BE, a classe
de servic¸o sem requisitos de QoS. Para esta classe o caminho mais curto e´ calculado
em func¸a˜o do nu´mero de saltos, e cada ligac¸a˜o, neste contexto de simulac¸a˜o, tem per-
manentemente o custo de 1. O desempenho desta classe e´ significativamente afetado
quando e´ aplicada uma estrate´gia de encaminhamento com diferenciac¸a˜o apenas ao
n´ıvel das filas dos encaminhadores, pelo facto de se tratar da classe menos priorita´-
ria, e de todos os fluxos percorrerem o mesmo caminho entre pares origem/destino
iguais, sem considerar a classe de servic¸o a que pertencem. Com o aumento da carga
de tra´fego na rede o desempenho da classe BE nas 2 estrate´gias de diferenciac¸a˜o ao
n´ıvel do encaminhamento tende a piorar, relativamente a` estrate´gia “Sem QoS”.
De uma forma global, ao analisar o desempenho das classes nos diferentes cena´-
rios, verificamos que efetivamente a estrate´gia de diferenciac¸a˜o nos encaminhadores
confere um excelente desempenho a`s classes de QoS, no entanto, prejudica muito
o desempenho da classe BE. A estrate´gia de encaminhamento com diferenciac¸a˜o
ao n´ıvel do encaminhamento apresenta bom desempenho mas, de uma forma geral,
apenas em situac¸o˜es de pouca carga, e na˜o trata com mais prioridade as classes de
QoS. Por sua vez, a estrate´gia de encaminhamento por classes de servic¸o com dife-
renciac¸a˜o nas filas dos encaminhadores da rede apresenta o desempenho desejado.
As classes de QoS sa˜o tratadas de forma priorita´ria e, mesmo para situac¸o˜es de
muita carga de tra´fego na rede, na˜o afetam muito significativamente o desempenho
da classe BE.
Alterac¸a˜o do per´ıodo de monitorizac¸a˜o
Devemos considerar que neste tipo de cena´rios, em que as atualizac¸o˜es dos custos
das ligac¸o˜es sa˜o frequentes durante as simulac¸o˜es, possa ocorrer a perda de pacotes
de dados durante o pro´prio processo de mudanc¸a de rota e mesmo algum aumento
no atraso fim a fim, na˜o podendo este fator condicionar o desempenho das classes
de QoS. A escolha do per´ıodo de monitorizac¸a˜o deve ser bem ponderada. A escolha
deste paraˆmetro deve ser baseada na quantidade e tipo de tra´fego que vai circular
na rede, correndo o risco de, como ja´ foi referido no cap´ıtulo da estrate´gia proposta,
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prejudicar o desempenho da estrate´gia com demasiadas atualizac¸o˜es das tabelas de
encaminhamento, ou aproximar a estrate´gia do modelo de melhor esforc¸o com um
nu´mero insuficiente de atualizac¸o˜es.
Neste ponto sera˜o apresentados graficamente os resultados da alterac¸a˜o do tempo
de monitorizac¸a˜o na estrate´gia de encaminhamento por classes de servic¸o proposta.
Foram repetidas as 30 simulac¸o˜es para mais 2 cena´rios, monitorizac¸a˜o a cada 1 se-
gundo e a cada 4 segundos, para uma taxa de transmissa˜o de 275200bps. Na Figura
6.9 podemos observar o resultado obtido para as classes de tra´fego AF1, EF e BE,
e como termo de comparac¸a˜o sa˜o tambe´m considerados os resultados da estrate´gia
Sem QoS.
(a) Me´dia da percentagem de pacotes perdidos por classe
(b) Me´dia do atraso fim a fim por classe
Figura 6.9: Resultados obtidos com alterac¸a˜o do tempo de monitorizac¸a˜o
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Ao analisar os gra´ficos apresentados podemos constatar a relevaˆncia da esco-
lha do tempo de monitorizac¸a˜o. O desempenho das classes de tra´fego e´ afetado
significativamente com a mudanc¸a deste paraˆmetro.
Os valores apresentados refletem a me´dia das 30 simulac¸o˜es, sendo que a Figura
6.9(a) mostra a me´dia da percentagem de pacotes perdidos das classes AF1, EF, BE
e, como refereˆncia, os valores obtidos nas simulac¸o˜es do cena´rio de encaminhamento
sem Qualidade de Servic¸o. A percentagem de pacotes perdidos aumenta em todas
as classes a` medida que aumenta o tempo de monitorizac¸a˜o e, no caso das classes
menos priorita´rias, aproxima-se do modelo de melhor esforc¸o (Sem QoS ). A classe EF
continua a apresentar um desempenho muito acima da me´dia, isto porque continua
a ser a classe mais priorita´ria dentro das filas dos encaminhadores, servida por um
algoritmo de escalonamento Priority Queue.
Na Figura 6.9(b) esta˜o representados os valores me´dios de atraso fim a fim com
percentil de 50. Tal como aconteceu com os valores da percentagem de pacotes per-
didos, no mesmo contexto de simulac¸a˜o, quanto maior o per´ıodo de monitorizac¸a˜o,
maior o atraso fim a fim. Ao realizarmos menos monitorizac¸o˜es durante a simulac¸a˜o,
reduzimos a probabilidade de ocorrerem atualizac¸o˜es a`s tabelas de encaminhamento,
o que consequentemente reduz o nu´mero de mudanc¸a de rotas no processo de enca-
minhamento. Com menos mudanc¸as de rota e´ de esperar que o valor de atraso fim
a fim, percecionado pelas diferentes classes de tra´fego, aumente em consequeˆncia do





Neste cap´ıtulo e´ realizada uma s´ıntese do trabalho realizado ao longo da disserta-
c¸a˜o. E´ efetuada uma reflexa˜o acerca das motivac¸o˜es para a elaborac¸a˜o do modelo de
encaminhamento proposto e identificados os principais objetivos. Sa˜o tambe´m alvo
de ana´lise cr´ıtica os resultados obtidos na simulac¸a˜o da estrate´gia, e apresentadas
algumas considerac¸o˜es para trabalho futuro.
7.1 Conclusa˜o
Todo o trabalho realizado ao longo da presente dissertac¸a˜o prende-se essencial-
mente com dois conceitos: encaminhamento em redes IP e qualidade de servic¸o.
A introduc¸a˜o de qualidade de servic¸o no processo de encaminhamento em redes IP
na˜o e´ uma tarefa trivial, e, por esse facto, o tema tem servido de motivac¸a˜o para a
realizac¸a˜o de diversos estudos na a´rea das redes de computadores.
O modelo de encaminhamento atual na˜o e´ claramente suficiente para atender
a`s exigeˆncias das aplicac¸o˜es emergentes. E´ necessa´rio influenciar, de alguma forma,
o processo de encaminhamento para que passe a considerar essas novas exigeˆncias.
No entanto, ao considerar qualquer tipo de alterac¸a˜o ao modelo de encaminhamento
da Internet, devemos primeiramente considerar a sua dimensa˜o e a implicac¸a˜o que
adve´m da mais pequena alterac¸a˜o. Uma nova abordagem deve ser aplicada coerente-
mente, na˜o so´ no encaminhamento intra-domı´nio como tambe´m no encaminhamento
inter-domı´nio, numa perspetiva fim a fim.
Os diversos estudos que teˆm surgido nos u´ltimos anos apresentam diferentes es-
trate´gias mas, de forma geral, baseiam-se em duas abordagens: uma abordagem por
fluxo e uma abordagem por classes de servic¸o. A abordagem por fluxo assenta no
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princ´ıpio de que o processo de encaminhamento e´ adaptado para que os encaminha-
dores calcularem as melhores rotas por fluxo de dados. Os encaminhadores teˆm que
manter permanentemente a informac¸a˜o de todos os fluxos de dados que percorrem
as rotas onde esta˜o inseridos. Esta abordagem apresenta por este facto problemas
de escalabilidade. Na abordagem por classes de servic¸o, a qualidade se servic¸o e´
garantida no encaminhamento por classe de servic¸o e na˜o por fluxo. Os pacotes dos
fluxos de dados sa˜o marcados numa das classes de servic¸o e tratados pelos encami-
nhadores da rede de acordo com a classe a que pertencem. O nu´mero de classes de
servic¸o e´ imensamente reduzido se pensarmos na quantidade de fluxos que circula
na rede, sendo esta abordagem considerada muito mais escala´vel que a abordagem
por fluxo.
O modelo Diffserv proposto pelo IETF permite que seja efetuada a diferenciac¸a˜o
do tra´fego nas filas dos encaminhadores, no entanto, na˜o influeˆncia o processo de
encaminhamento. O modelo permite que seja efetuada a diferenciac¸a˜o dos fluxos de
tra´fego por classes de servic¸o, mas o caminho por onde os fluxos percorrem a rede e´
independente da classe a que pertencem.
No processo de encaminhamento tradicional em redes IP, os encaminhadores tro-
cam informac¸a˜o de conectividade e acessibilidade entre si para que sejam constru´ıdas
as tabelas de encaminhamento. Cada encaminhador da rede possui uma tabela com
os interfaces de sa´ıda adequados para direcionar os pacotes de dados de acordo com
o destinata´rio. O protocolo de encaminhamento OSPF proposto pelo IETF e´ o mais
amplamente utilizado nas redes de computadores reais. Por isso e pelos restantes
motivos identificados, na tentativa de adaptar os mecanismos existentes ao propo´-
sito desta dissertac¸a˜o, o modelo DiffServ e o protocolo de encaminhamento OSPF
foram a base de desenvolvimento da estrate´gia proposta no aˆmbito da dissertac¸a˜o:
Encaminhamento de tra´fego por Classes de Servic¸o para redes DiffServ.
Desta forma, considerando as motivac¸o˜es e os mecanismos supracitados, a estra-
te´gia foi implementada no simulador de redes NS-3 e o seu desenvolvimento passou
pelas seguintes etapas:
• Estudo e integrac¸a˜o do modelo de diferenciac¸a˜o DiffServ para NS-3. Esta
etapa teve uma especial importaˆncia no processo de implementac¸a˜o pois per-
mitiu a familiarizac¸a˜o com o ambiente de simulac¸a˜o escolhido, o NS-3. Com
a integrac¸a˜o deste modelo, passou a ser poss´ıvel simular um domı´nio DiffServ
com diferenciac¸a˜o dos pacotes de dados nas filas dos encaminhadores. O mo-
delo permite distinguir entre seis classes de servic¸o, e para cada uma das classes
e´ criada uma fila nos dispositivos de rede dos encaminhadores. Cada fila com
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pol´ıticas de descarte e precedeˆncia configura´veis. O modelo permite tambe´m o
estabelecimento de acordos entre o ISP e o cliente das aplicac¸o˜es, garantindo,
desta forma, o relacionamento entre os requisitos de funcionamento das apli-
cac¸o˜es e o tratamento dado aos pacotes de dados no domı´nio de diferenciac¸a˜o.
• Definic¸a˜o das classes de servic¸o e dos paraˆmetros de desempenho associados.
Foram nesta estrate´gia definidas 6 classes de servic¸o e respectivamente 6 filas:
uma classe EF muito sens´ıvel a atrasos; quatro classes de servic¸o AF (AF1,
AF2, AF3 e AF4 ) sens´ıveis a perdas de pacotes e, por u´ltimo, uma classe
BE sem requisitos de QoS. A fila mais priorita´ria e´ a EF, seguida da AF1,
AF2, AF3, AF4 e por u´ltimo a de menor prioridade a BE. Nesta estrate´gia
foi definido que o custo das ligac¸o˜es, percecionados por cada uma das clas-
ses de servic¸o, seria absolutamente independente e, baseado no desempenho
de cada fila, observado num processo de monitorizac¸a˜o perio´dico. Em cada
monitorizac¸a˜o sa˜o avaliados os paraˆmetros de desempenho associados a cada
classe de servic¸o, atraso me´dio da fila para a classe EF, e percentagem de pa-
cotes perdidos para cada uma das classes AF. Com os valores observados, por
comparac¸a˜o com valores obtidos em monitorizac¸o˜es anteriores, e´ determinada
a necessidade de alterar os custos das ligac¸o˜es, no sentido de as tornar mais
ou menos atrativas, de acordo com o desempenho percecionado pelas classes.
• Estudo e adaptac¸a˜o do modelo de encaminhamento global unicast nativo ao
NS-3. O modelo de encaminhamento global, conhecido no aˆmbito do simula-
dor por GOD, e´ baseado no funcionamento do OSPF. Neste modelo as rotas
inseridas nas tabelas de encaminhamento dos encaminhadores sa˜o calculadas
a partir de uma me´trica simples baseada no nu´mero de saltos. Foi necessa´rio
adaptar o protocolo para que utiliza-se me´tricas baseadas nos requisitos das
aplicac¸o˜es. Os LSAs foram alterados para que passassem a incluir o custo
do caminho por cada uma das classes de servic¸o, ou seja, cada ligac¸a˜o deixou
de ter um custo u´nico associado e passou a ter um custo associado por cada
classe, relacionado com os requisitos de QoS. Para a classe EF o custo e´ obtido
em func¸a˜o do atraso, para as classes AF em func¸a˜o da percentagem de pacotes
perdidos, e em nu´mero de saltos para a classe BE. Com os novos custos passam
a ser calculados os caminhos mais curtos por classe de servic¸o, caminhos esses,
posteriormente inseridos nas tabelas de encaminhamento, tambe´m por classe
de servic¸o. Com isto, quando um pacote de dados chega a um encaminhador,
este verifica, pelo cabec¸alho IP, a classe de servic¸o marcada no pacote e o des-
tinata´rio, e escolhe a melhor rota na tabela de encaminhamento de acordo com
os dois paraˆmetros, ou seja, a melhor rota para a classe de servic¸o espec´ıfica.
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Cumprindo o u´ltimo objetivo, foi efetuada a comparac¸a˜o da estrate´gia de enca-
minhamento proposta com outras estrate´gia de encaminhamento, nomeadamente:
encaminhamento sem diferenciac¸a˜o, encaminhamento com diferenciac¸a˜o nas filas
dos no´s e encaminhamento com diferenciac¸a˜o ao n´ıvel do encaminhamento apenas.
Foi desenvolvido um cena´rio de testes com 21 encaminhadores (8 encaminhadores
fronteira e 13 encaminhadores internos) com mu´ltiplos canais de comunicac¸a˜o, no
sentido de criar caminhos alternativos. Foram configuradas 15 aplicac¸o˜es geradoras
de tra´fego com origem e destino escolhidos de forma aleato´ria de entre os encami-
nhadores fronteira. As aplicac¸o˜es foram associadas, tambe´m de forma aleato´ria, a`s
6 classes de servic¸o, fazendo com que, em me´dia, a distribuic¸a˜o do tra´fego pelas 6
classe fosse uniforme. A distribuic¸a˜o uniforme de tra´fego levou a que a quantidade
de tra´fego com QoS, (distribu´ıdo pelas classes EF, AF1, AF2, AF3 e AF4 ), fosse
muito superior a` quantidade de tra´fego BE, criando um cena´rio muito adverso ao
tra´fego sem requisitos de QoS.
Mesmo nas condic¸o˜es apresentadas, com a ana´lise dos resultados obtidos nas
diferentes simulac¸o˜es, verificamos que a estrate´gia de encaminhamento, em que o
modelo de diferenciac¸a˜o nas filas dos encaminhadores e´ conciliado com um proto-
colo de encaminhamento por classes de servic¸o, apresenta um desempenho superior
ao modelo de encaminhamento sem mecanismos de diferenciac¸a˜o (sem QoS ). No
entanto, a` medida que a quantidade de tra´fego que circula na rede aumenta, para
n´ıveis de de congesta˜o relacionados com os limites dos canais de comunicac¸a˜o, o
desempenho tende a degradar-se.
O tra´fego pertencente a` classe de servic¸o EF e´ o que apresenta, no decorrer das
simulac¸o˜es, o melhor desempenho, facto relacionado com a presenc¸a de uma Priority
Queue a servir as filas dessa classe e, com o algoritmo de caminho mais curto, ba-
seado no atraso observado nas filas. O objetivo de otimizar os caminhos em func¸a˜o
do atraso, para este tipo de tra´fego, e´ nitidamente alcanc¸ado.
O desempenho das classes de servic¸o AF apresenta tambe´m algumas melhorias,
a` primeira vista na˜o muito significativas, mas, se considerar-mos que a quantidade
de tra´fego das classes de servic¸o AF, com requisitos relacionados com a percentagem
de pacotes perdidos, gerado neste contexto de simulac¸a˜o, representa a maioria do
tra´fego, verificamos que as melhorias sa˜o muito relevantes quando comparamos o
modelo proposto com o modelo sem mecanismos de diferenciac¸a˜o.
Relativamente a classe de tra´fego BE, devemos primeiramente considerar que:
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o tra´fego desta classe recebe o tratamento de prioridade inferior nas filas dos enca-
minhadores, as rotas sa˜o estabelecidas a partir de uma me´trica baseada no nu´mero
de saltos, mantendo-se as rotas dos fluxos inalteradas durante toda a simulac¸a˜o e,
o tra´fego com requisitos de QoS representa a maioria absoluta do tra´fego que per-
corre o domı´nio de diferenciac¸a˜o. No entanto, com esta estrate´gia, o desempenho
da classe de servic¸o BE e´ tambe´m melhorado relativamente a` estrate´gia sem QoS.
O facto de o tra´fego com requisitos de QoS ser encorajado a evitar caminhos con-
gestionados, sendo os pacotes encaminhado por rotas alternativas, contribu´ı para o
bom desempenho da classe BE, que acaba por, ao longo da simulac¸a˜o, utilizar uma
rota quase dedicada ao seu tra´fego. Apesar da percec¸a˜o da rede ser independente
entre as diferentes classes, naturalmente todo o tra´fego gerado, independentemente
dos requisitos de QoS, influeˆncia o desempenho observado por cada uma delas, quer
em termos de atraso me´dio nas filas, quer em termos de percentagem de pacotes
perdidos. O que significa que: por exemplo, a existeˆncia de fluxos de tra´fego BE a
percorrer determinados caminhos na rede, com este protocolo de encaminhamento,
desencoraja os fluxos de tra´fego com QoS de percorrerem os mesmos caminhos.
Por u´ltimo, no sentido de verificar em que medida o per´ıodo de monitorizac¸a˜o
das filas afeta o desempenho da estrate´gia, o cena´rio foi simulado com diferentes
tempos de monitorizac¸a˜o. Os resultados foram exatamente os expectados: quanto
mais perio´dica for a monitorizac¸a˜o, melhor o desempenho de cada uma das classes
de servic¸o, de forma uniforme; Com a diminuic¸a˜o do per´ıodo de monitorizac¸a˜o, ob-
servamos um degradac¸a˜o do desempenho, aproximando o modelo cada vez mais do
modelo de melhor esforc¸o. O facto de serem realizadas mais monitorizac¸o˜es a`s filas,
permite acompanhar, de forma mais permanente, o estado das filas, o que, tendeˆn-
cialmente, leva a atualizac¸o˜es mais frequentes das tabelas de encaminhamento. Por
este motivo, a escolha do per´ıodo de monitorizac¸a˜o deve ser bem ponderada durante
a configurac¸a˜o da rede, correndo o risco de ganhar em desempenho mas, aumentar
demasiado a sobrecarga introduzida pela troca de mensagens de controlo entre os
encaminhadores (no processo de atualizac¸a˜o das tabelas de encaminhamento).
Considerac¸o˜es para trabalho futuro
Infelizmente com o tempo dispon´ıvel para a realizac¸a˜o da dissertac¸a˜o, na˜o me
foi poss´ıvel abordar, com o n´ıvel de detalhe que pretendia, todas as questo˜es relaci-
onadas com a problema´tica do encaminhamento por classes de servic¸o.
Um primeiro ponto a aprofundar seria a questa˜o da diferenciac¸a˜o ao n´ıvel do
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encaminhamento das classes de servic¸o AF. Apesar de, nesta estrate´gia, cada uma
das classes AF ter uma percec¸a˜o independente do estado da rede, a me´trica utilizada
no ca´lculo dos caminhos mais curtos e´ baseada, para as 4 classes, na percentagem
de pacotes perdidos. Parece-me que seria importante refinar a escolha desta me´trica
para estas classes. No sentido de atribuir “sensibilidades” distintas entre as classes,
a` percentagem de pacotes perdidos observada.
Ainda relativamente a` me´trica relacionada com a percentagem de pacotes per-
didos, que na estrate´gia proposta, foi obtida com base nos valores observados na
monitorizac¸a˜o, mas que na˜o representa exatamente o valor obtido, mas sim e´ uma
func¸a˜o do valor. Sendo esta uma me´trica multiplicativa, para ser utilizada no ca´lculo
do caminho mais curto, era necessa´rio efetuar uma de duas opc¸o˜es: ou alterar o al-
goritmo de caminho mais curto, ou converter a me´trica multiplicativa numa me´trica
aditiva (adequada ao Dijkstra).
Outra questa˜o prende-se com a escolha do cena´rio de simulac¸a˜o, e´ fundamental
realizar novos testes para comprovar a eficieˆncia da estrate´gia num cena´rios de teste
onde a quantidade de tra´fego sem requisitos de QoS e´ superior a` quantidade do
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