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EEPROM electrically erasable program-
mable read-only memory
električno izbrisljiv programir-
ljiv pomnilnik samo za branje

Povzetek
Naslov: Analiza in primerjava manj znanih algoritmov za urejanje
Avtor: Martin Arsovski
V svetu programiranja je urejanje podatkov zelo pomembno. Sčasoma so
ljudje implementirali veliko različnih algoritmov, ki rešujejo ta problem ali
pa izboljšujejo že obstoječe. Diplomsko delo obravnava problem urejanja
podatkov na podlagi manj znanih algoritmov. Implementirani in analizirani
so naslednji: sodo-liho urejanje (Odd-even sort), comb sort, ciklično urejanje
(Cycle sort), pigeonhole sort, urejanje z drevesom (Tree sort) in timsort. Pri-
merjava algoritmov je izvedena na podlagi prostorske in časovne zahtevnosti,
dejanskega časa izvajanja, števila primerjav, števila prireditev in števila re-
kurzivnih klicev (če jih imajo). Da bi bila analiza realna, so vsi algoritmi
analizirani na podlagi podobnih testnih podatkov, ki zajemajo večino možnih
scenarijev pri urejanju.




Title: Diploma thesis sample
Author: Martin Arsovski
In the world of programming, sorting is very important. Over time, peo-
ple have implemented many different algorithms that solve this problem or
improve existing ones. The diploma thesis deals with the problem of data
sorting using less known algorithms. Some of them have been implemented
and analyzed: Odd-even Sort, Comb sort, Cycle sort, Pigeonhole sort, Tree
sort, and Tim sort. The comparison of algorithms is based on the time and
space complexity, the actual execution time, the number of comparisons, the
number of assignments, and the number of recursive calls (if any). To make
the analysis realistic, all algorithms are analyzed on similar test data. The
test data cover most of the possible scenarios that could occur during sorting.




V današnjem času obstaja veliko implementiranih algoritmov, ki pa se med
seboj razlikujejo. Seveda si vsak programer želi vedeti, kateri algoritem je
najbolje uporabiti v dani situaciji. Pri algoritmih za urejanje poznamo več
različnih kriterijev, s pomočjo katerih bi to lahko določili.
Urejanje je proces, v katerem premeščamo elemente seznama (npr. ta-
bele), da bi na koncu dobili urejeno množico elementov po predhodno do-
ločenem kriteriju. Seznam je zaporedje elementov, ki imajo neko skupno
lastnost (npr. besede, številke). Algoritme za urejanje lahko delimo glede na
to, kakšne sezname urejajo (številski, leksikografski), kje hranimo podatke
med urejanjem (notranji in zunanji), glede na časovno ali prostorsko zahtev-
nost, glede na način urejanja (z zamenjavami, vstavljanjem, porazdelitvami,
zlivanjem, urejanjem po delih) in glede na nekatere lastnosti, kot sta stabil-
nost in zmožnost urejanja iz toka podatkov. Danes veliko boljših algoritmov
za urejanje deluje s časovno zahtevnostjo O(n log n), ostali pa z O(n2). To
je tudi razlog, da moramo izbrati dodaten kriterij, na podlagi katerega bi
lahko določili, kateri algoritem je boljši v določeni situaciji. Poleg časovne
zahtevnosti so pomembne tudi lastnosti, kot so dejanski čas trajanja, število
primerjav, število prireditev in število rekurzivnih klicev.
Problem urejanja seznamov se zelo pogosto pojavlja v praksi. Predstavlja
samostojen problem, v nekaterih situacijah pa nastopa tudi kot vmesen korak
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v določenem procesu. Urejanje podatkov se lahko uporablja za pospešitev
aplikacij in/ali zmanjšanje porabe energije. Velikokrat si želimo imeti urejene
podatke tudi zato, da bi bilo naše iskanje lažje. Urejanje se pojavlja na vseh
ravneh razvoja, kot so uporabniške aplikacije, podatkovne baze itd. Urejanje
je poleg tega najpogostejši postopek v aplikacijah za vzporedno obdelavo.
Na primer, uporabno je v primeru velikega števila vzporednih operacij na
bazah podatkov. Tudi pri drugih pomembnih področjih, kot sta obdelava
slik in statistična metodologija, lahko urejanje s pridom uporabimo.
Zaradi pogostosti uporabe algoritmov za urejanje je smiselno, da imamo
danes na voljo veliko študij in analiz za razvoj novih in izboljševanje obsto-
ječih algoritmov.
Diplomsko delo raziskuje problem urejanja podatkov po predhodno dolo-
čenih pogojih in tudi predstavi to metodo. Morda ne bomo mogli na splošno
izboljšati načina dela na nekem področju, lahko pa povečamo uporabo manj
znanih algoritmov.
Glavna teza diplomskega dela je, da ne obstaja veliko analiz manj znanih
algoritmov za urejanje podatkov in da verjetno ravno zaradi tega niso pogosto
uporabljeni. V literaturi, s katero smo se ukvarjali, je bilo veliko analiz
splošno znanih algoritmov, zato smo jih primerjali z manj znanimi.
Rezultati bodo koristili vsem razvijalcem, ki uporabljajo podatke, ki bi
jih želeli urediti. Analiza je lahko uporabna tudi za profesorje, asistente in
študente na tehničnih šolah in fakultetah.
Poglavje 2
Pregled področja
V računalništvu so algoritmi za urejanje zelo uporabni. Tabele so lahko
različni (tabela besed, števil), a urejanje se običajno izvaja pri podatkih
iste vrste (znotraj ene tabele). Časovna zahtevnost algoritmov je običajno
O(n log n) ali O(n2).
Seveda obstajajo še drugi kriteriji in lastnosti, na podlagi katerih bi lahko
ocenili, kateri algoritem je boljši v dani situaciji. Na koncu bi seznam moral
biti urejen po predhodno določenem vrstnem redu, ki je lahko padajoč ali
naraščajoč.
Definicija 2.1 Pri problemu naraščajočega urejanja za poljuben vhodni se-
znam a = (a1, a2, a3...an) dolžine n iščemo njegovo permutacijo a′ = (a′1, a′2, a′3...a′n),
pri kateri mora veljati a′1 ≤ a′2 ≤ a′3 ≤ ... ≤ a′n.
Definicija 2.2 Pri problemu padajočega urejanja za poljuben vhodni seznam
a = (a1, a2, a3...an) dolžine n iščemo njegovo permutacijo a′ = (a′1, a′2, a′3...a′n),
pri kateri mora veljati a′1 ≥ a′2 ≥ a′3 ≥ ... ≥ a′n.
Tabela je indeksirana od 0 (prvi element) do n-1 (zadnji element), označili
pa jo bomo z a. Njeni elementi pa so označeni z a[i], kjer je i položaj elementa
in velja 0 ≤ i ≤ n− 1.





Za implementacijo in testiranje algoritmov smo uporabili razvojno okolje
Eclipse, ker je precej enostavno za uporabo in implementacijo algoritmov, ki
smo jo izvedli v programskem jeziku java. Ta jezik se pogosto uporablja pri
delu z algoritmi in tudi datotekami, ki smo jih uporabili kot testne podatke.
Zajeli smo več primerov, kot so:
• urejena tabela,
• delno urejena tabela,
• tabela, urejena v obratnem vrstnem redu,
• naključno urejena tabela.
Vsi algoritmi so testirani in analizirani na podlagi podobnih testnih pri-
merov. Izbrali smo manj znane algoritme in analizirali njihove naslednje
lastnosti:
• število primerjav elementov,
• število prireditev,
• največja globina rekurzije (če algoritem uporablja rekurzivne klice).
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V kodi so dodane spremenljivke, ki bodo upoštevale vse našteto.
Algoritme s časovno zahtevnostjo O(n2) bomo primerjali z urejanjem z
vstavljanjem (angl. insertion sort), hitrejše algoritme pa s hitrim urejanjem
(angl. quicksort). V nadaljevanju sledi njun opis.
3.1 Opis in izvajanje urejanja z vstavljanjem
Urejanje z vstavljanjem (angl. insertion sort) [3] je eden najbolj znanih al-
goritmov za urejanje podatkov. Njegova ideja je, da se pri vsaki iteraciji
vstavi en element na trenutno pravilni položaj. Algoritem najprej primerja
ta element z njegovim levim sosedom.
Če je obravnavani element manjši, ga zamenja z sosedom in postopek
primerjanja ponavlja, dokler ne pride do večjega (ali enakega) elementa ali
začetka tabele. Če je obravnavani element večji ali enak, algoritem nadaljuje
z naslednjo iteracijo. Postopek se ponavlja, dokler ne pridemo do zadnjega
elementa tabele.
Izvajanje algoritma za urejanje prvotne tabele (a):
void sort(int a[]) {
int n = a.length;
for (int i = 1; i < n; i++) {
int key = a[i];
int j = i - 1;
while (j >= 0 && a[j] > key) {
a[j + 1] = a[j];
j = j - 1;
}
a[j + 1] = key;
}
}
Algoritem ima v vsakem primeru časovno zahtevnost O(n2).
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Slika 3.1: Predstavitev delovanja urejanja z vstavljanjem
3.2 Opis in izvajanje hitrega urejanja
Hitro urejanje (angl. quicksort) [6] je znan, hiter algoritem za urejanje podat-
kov, ki deluje po strategiji “deli in vladaj”. To pomeni, da algoritem razdeli
problem na manjše podprobleme, ki so enaki (enakega tipa) prvotnemu pro-
blemu. Postopek ponavljamo, dokler nismo sposobni rešiti podproblema.
Strategija temelji na rekurziji.
Ideja algoritma je, da:
• izbere element, ki je imenovan pivot; to je lahko prvi, zadnji ali sredinski
element tabele, naključno izbran element ali mediana tabele;
• preuredi tabelo tako, da so pred pivotom vsi elementi z vrednostmi, ki
so manjše od njegove, medtem ko so vsi elementi z večjimi vrednostmi
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za njim (enake vrednosti lahko gredo v katerokoli smer).
• rekurzivno uporabi zgornje korake za podtabele.
Izbira pivota lahko močno vpliva na učinkovitost algoritma. Obstaja tudi
več različic hitrega urejanja, na primer algoritem z dvema ali več pivoti. V
diplomskem delu bomo kot pivot izbrali sredinski element tabele (ali podta-
bele).
Algoritem ima časovno zahtevnost O(n log n) v najboljšem in povprečnem
primeru in O(n2) v najslabšem primeru. Njegova prostorska zahtevnost je
O(n).
V funkciji urejanja za pivot postavimo sredinski element. Z dvema spre-
menljivkama se premikamo od obeh koncev proti sredini tabele. Premikanje
spremenljivke ustavimo, če leva spremenljivka pride do elementa, večjega od
pivota, ali če desna spremenljivka pride do elementa, manjšega od pivota.
Če se obe spremenljivki ustavita, potem elementa, na katera se nanašata
spremenljivki, med seboj zamenjamo in nadaljujemo z naslednjo iteracijo.
Če spremenljivki zamenjata svoja položaja, tabelo razdelimo na dve podta-
beli in rekurzivno izvedemo isti postopek na obeh podtabelah. Tako v vsaki
iteraciji dano tabelo ali podtabelo uredimo samo glede na pivot :
void sort (int left, int right, int a[]) {
int i = left;
int j = right;
int pivot = a[(i+j)/2];
while (i <= j) {
while (a[i] < pivot) {
i++;
}
while (a[j] > pivot) {
j--;
}





if (i < j) {
if (a[i] != a[j]) {








if (left < j) {
sort(left, j, a);
}





Slika 3.2: Predstavitev delovanja hitrega urejanja
Poglavje 4
Opis in izvajanje manj znanih
algoritmov za urejanje
V tem poglavju bomo predstavili in opisali, kako delujejo nekateri od manj
znanih algoritmov za urejanje podatkov. V tabeli (4.1) so predstavljene




















O(n2) O(n2) O(1) Da Iterativen
Comb sort O(n2) O(n2) O(1) Ne Iterativen
Ciklično ure-
janje
O(n2) O(n2) O(1) Ne Iterativen
Pigeonhole
sort
O(N + n) O(N + n) O(N + n) Da Iterativen
Urejanje z
drevesom
O(n log n) O(n2) O(n) Da Rekurziven
Timsort O(n log n) O(n log n) O(n) Da Iterativen




V računalništvu je sodo-liho urejanje (angl. odd-even sort) preprost algoritem urejanja, ki
je bil prvotno razvit za uporabo na vzporednih procesorjih. Algoritem je precej podoben
urejanju z mehurčki (angl. bubble sort), s katerim ima veliko skupnih lastnosti. Deluje
tako, da primerja vse sodo/liho indeksirane pare sosednjih elementov v tabeli, in če je
par v napačnem vrstnem redu (npr. prvi je večji od drugega in hočemo naraščajoč vrstni
red elementov), potem zamenja elementa para med seboj. Naslednji korak to ponovi za
liho/sodo indeksirane pare sosednjih elementov. Postopek se ponavlja, dokler se tabela ne
uredi.
Sodo-liho urejanje je algoritem, ki elemente v tabeli bere samo z eno abstraktno opera-
cijo primerjave (v našem primeru z operatorjem ”večji kot”) in nato določi, kateri od dveh
elementov bi se moral najprej pojaviti v končno urejeno tabelo. Algoritem je stabilen,
kar pomeni, da ohranja vrstni red enakih elementov. Ne potrebuje dodatnega prostora, v
katerem bi hranil elemente, kar pomeni, da se vse spremembe dogajajo v prvotni tabeli.
Pogosto se uporablja na vzporednih procesorjih [7, 4].
V povprečnem in najslabšem primeru ima algoritem časovno zahtevnost O(n2), kjer
je n število elementov v tabeli. V najboljšem primeru pa ima časovno zahtevnost O(n).
Njegova prostorska zahtevnost je O(1).
Izvajanje algoritma:
public static void oddEvenSort(int a[], int n) {
boolean isSorted = false; // Trenutna tabela ni urejena
while (!isSorted) {
isSorted = true;
int temp = 0;
// Uporabi urejanje z mehurčki za sodo indeksirane elemente
for (int i=0; i<n-1; i=i+2) {







// Uporabi urejanje z mehurčki za liho indeksirane elemente
for (int i=1; i<n-1; i=i+2) {











Slika 4.1: Primer izvajanja sodo-lihega urejanja
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4.2 Comb sort
Comb sort je algoritem za urejanje podatkov, ki sta ga prvotno zasnovala Włodzimierz
Dobosiewicz in Artur Borowy leta 1980. Algoritem se je pojavil kot ideja za izboljšanje
urejanja z mehurčki. Edina razlika med njima je, da pri urejanju z mehurčki primerjamo
samo sosednje elemente, medtem ko lahko pri algoritmu comb sort primerjamo tudi ele-
mente na razdalji, večji od 1 (primerjamo elemente, ki niso sosedi). To razdaljo bomo
poimenovali vrzel (angl. gap).
Osnovna ideja algoritma je primerjati in ugotoviti, katere elemente na določeni med-
sebojni razdalji je treba med seboj zamenjati. Zanka se v vsaki iteraciji začne od prvega
elementa tabele. Ideja je, da primerjamo i-ti element (kjer je i indeks elementa v tabeli)
z elementom, ki je na določeni razdalji (i + vrzel) od njega. Postopek izvajamo, dokler
ne dobimo indeksa, ki je večji od indeksa zadnjega elementa v tabeli (primerjamo (n-
vrzel)-krat, kjer je n število elementov v tabeli). Ko se zanka konča, spremenimo razdaljo.
Razdalja se zmanjša za faktor krčenja.







e je vrzel < 1 => vrzel = 1
kjer je vrzel zadnja razdalja med elementoma, ki smo jo upoštevali pri računanju. Postopek
ponavljamo, dokler ne pridemo do urejeno tabelo pri dolžini vrzeli 1.
Faktor krčenja močno vpliva na učinkovitost urejanja tabele. Pri algoritmu comb sort
je za faktor krčenja izbrana vrednost 1,3. Vrednost sta predlagala avtorja izvirnega članka.
Izbrala sta jo po empiričnih testiranjih na več kot 200.000 naključnih tabelih. Premajhna
vrednost namreč upočasni algoritem tako, da opravi nepotrebno veliko primerjav, medtem
ko prevelika vrednost ne uspe učinkovito obdelati manjših števil, ki so na koncu tabele,
zaradi česar potrebuje veliko prehodov z velikostjo vrzeli 1.
V povprečnem in najslabšem primeru ima algoritem časovno zahtevnost O(n2), kjer je
n število elementov v tabeli. V najboljšem primeru pa ima časovno zahtevnost O(n log n).
Njegova prostorska zahtevnost je O(1). Algoritem ne ohranja vrstnega reda enakih ele-
mentov in uporablja samo eno abstraktno operacijo primerjave.
Izvajanje algoritma:
public static void sort(int a[]) {
int n = a.length;
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// Inicijalizacija razdalje
int gap = n;
boolean swapped = true;
while (gap != 1 || swapped == true) {
// Find next gap
gap = (gap*10)/13;




// Primerjaj elemente na določeni razdalji
for (int i=0; i<n-gap; i++) {
if (a[i] > a[i+gap]) {
// Swap a[i] and a[i+gap]








Slika 4.2: Primer izvajanja ene iteracije comb sorta pri vrzel=3
4.3 Ciklično urejanje
Ciklično urejanje (angl. cycle sort) [5] je nestabilen (ne ohranja vrstnega reda enakih ele-
mentov) algoritem za urejanje podatkov. Uporablja eno abstraktno operacijo primerjave,
vendar pa ne zamenja elementov neposredno po njihovi primerjavi.
Algoritem je teoretično optimalen glede skupnega števila zapisov v prvotni tabeli.
Vsi drugi algoritmi za urejanje brez pomoči pomožne strukture podatkov (angl. in-place
sorting algorithm) so kvečjemu slabši. Temelji na ideji, da je mogoče permutacijo, ki jo
bomo uredili, razviti v cikle, ki jih lahko posamično rotiramo, da dobimo urejeno tabelo.
Za razliko od skoraj vseh drugih algoritmov za urejanje podatkov se elementi nikoli ne
zapišejo na (trenutno) napačni indeks v tabeli. Vsaka vrednost je napisana ničkrat, če je
že v svojem pravilnem položaju, ali enkrat, in sicer na svoj pravilni položaj. To ustreza
minimalnemu številu prepisov, potrebnih za dokončano urejanje.
Zmanjševanje števila zapisov je koristno, če je pisanje v ogromen nabor podatkov zelo
drago, na primer pri pomnilnikih EEPROM, kjer vsak zapis skrajša življenjsko dobo.
Ideja algoritma je, da za vsak element preveri, ali je že na pravilnem položaju. Določen
element, začenši s prvim, primerjamo z vsemi ostalimi elementi, ki so na večjem indeksu
od njegovega. Za ostale, ki se nahajajo na manjših indeksih, pravimo, da so že urejeni.
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Tako štejemo, koliko elementov je večjih od trenutnega, ki ga hočemo uvrstiti na pravilno
mesto. Na ta način določimo njegov položaj. Če je to isti položaj, na katerem se je nahajal
prej, nadaljujemo. Če pa vidimo, da mora element spremeniti svoj položaj, ga zapišemo
in enak postopek ponovimo za element, ki je bil zamenjan. Postopek ponavljamo, dokler
ne pridemo do prvega elementa, ki se nahaja na pravilnem položaju.
Algoritem ima časovno zahtevnost O(n2) v vsakem primeru (najboljšem, povprečnem
in najslabšem). Njegova prostorska zahtevnost je O(1).
Izvajanje algoritma:
public static void cycleSort(int a[], int n) {
for (int cycle_start = 0; cycle_start <= n - 2; cycle_start++) {
// inicijalizacija ‘‘item-a’’ kot začetni element
int item = a[cycle_start];
// Prištej vse elemente, manjše od ‘‘item’’
int pos = cycle_start;
for (int i = cycle_start + 1; i < n; i++) {




// ‘‘Item’’ je že na pravilnem položaju
if (pos == cycle_start) {
continue;
}
// Ignoriraj vse duplikate
while (item == a[pos]) {
pos++;
}
// Vstavi ‘‘item’’ na pravilnem položaju
if (pos != cycle_start) {





// Rotiraj, dokler ne prideš na pravilen položaj elementa
while (pos != cycle_start) {
pos = cycle_start;
// Prištej vse elemente, manjše od ‘‘item’’
for (int i = cycle_start + 1; i < n; i++) {




// Ignoriraj vse duplikate
while (item == a[pos]) {
pos++;
}
// Vstavi ‘‘item’’ na pravilnem položaju
if (item != a[pos]) {






Primer 4.1 Recimo, da želimo s cikličnim urejanjem urediti tabelo a = [3, 5, 2, 7, 6].
• Iteracija 1
– Začetni indeks = 0.
– Item je prvi element tabele (3). Štejemo, koliko elementov na večjem indeksu
od začetnega je manjših od item (3).
– Manjši je en element (2), in zato item (3) postavimo na indeks 1. Item dobi
vrednost prejšnjega elementa, ki je bil na indeksu 1 (5).
– a = [3, 3, 2, 7, 6]
– Štejemo, koliko elementov na večjem indeksu od začetnega je manjših od item
(5).
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– Manjša sta dva elementa (2 in 3), zato 5 postavimo na indeks 2. Item dobi
vrednost prejšnjega elementa, ki je bil na indeksu 2 (2).
– a = [3, 3, 5, 7, 6]
– Štejemo, koliko elementov na večjem indeksu od začetnega je manjših od item
(2).
– Noben element ni manjši, zato item (2) postavimo na začetni indeks (0). Item
dobi vrednost prejšnjega elementa, ki je bil na začetnem indeksu 0 (3).
– a = [2, 3, 5, 7, 6]
– Prišli smo do začetnega indeksa. Začetni indeks premaknemo za 1.
• Iteracija 2
– Začetni indeks = 1.
– Item je drugi element tabele (3). Štejemo, koliko elementov na večjem indeksu
od začetnega je manjših od item (3).
– Noben element ni manjši, zato item (3) pustimo na začetnem indeksu.
– a = [2, 3, 5, 7, 6]
– Začetni indeks premaknemo za 1.
• Iteracija 3
– Začetni indeks = 2.
– Item je tretji element tabele (5). Štejemo, koliko elementov na večjem indeksu
od začetnega je manjših od item (5).
– Noben element ni manjši, zato item (5) pustimo na začetnem indeksu.
– a = [2, 3, 5, 7, 6]
– Začetni indeks premaknemo za 1.
• Iteracija 4
– Začetni indeks = 3.
– Item je četrti element tabele (7). Štejemo, koliko elementov na večjem indeksu
od začetnega je manjših od item (7).
– Manjši je en element (6), zato item (7) postavimo na indeks 4. Item dobi
vrednost prejšnjega elementa, ki je bil na indeksu 4 (6).
– a = [2, 3, 5, 7, 7]
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– Štejemo, koliko elementov na večjem indeksu od začetnega je manjših od item
(6).
– Noben element ni manjši, zato item (6) postavimo na začetni indeks.
– a = [2, 3, 5, 6, 7]
– Začetni indeks premaknemo za 1. Vidimo, da smo prišli do konca zanke.
Slika 4.3: Primer izvajanja cikličnega urejanja
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4.4 Pigeonhole Sort
Pigeonhole sort [8] je algoritem, ki uredi podatke po predhodno določenem pogoju brez
njihovega primerjanja. V tem pogledu se precej razlikuje od ostalih algoritmov. Primeren
je za urejanje tabel elementov, pri katerih sta število elementov (n) in dolžina razpona
dejanskih vrednostih elementov (N) približno enaka. Pri velikem razponu elementov algo-
ritma ne moremo uporabiti, ker bi potrebovali ogromno pomožno tabelo, ki je ni mogoče
shraniti v pomnilnik. Algoritem prav tako ni primeren za urejanje nizov. Podatkovna
struktura bi morala biti sestavljena iz števil ali vsaj ključev, ki predstavljajo tip števil. To
je velika pomanjkljivost algoritma.
Za urejanje elementov prvotne tabele (a) z uporabo algoritma pigeonhole sort potre-
bujemo dodatno tabelo (phole), ki ima velikost
range = max−min+ 1 (4.1)
pri čemer je:
range = velikost tabele phole,
max = največji element tabele a,
min = najmanjši element tabele a.
Algoritem deluje na naslednji način:
1. Glede na elemente v prvotni tabeli (a) nastavimo pomožno tabelo (phole) velikosti
(4.1) s prazno “golobjo luknjo” za vsak ključ (tabela phole vsebuje samo ničle).
2. S sprehodom čez prvotno tabelo preštejemo, kolikokrat se vsak ključ pojavi.
3. S sprehodom čez vse elemente tabele phole, ki predstavljajo ključe, uredimo tabelo
a:
• Če je phole[i]=0, nadaljujemo na naslednji element (kjer je i indeks elementa).
• Če phole[i] 6=0, nastavimo vrednost v tabeli a na položaj, na katerem smo se
ustavili zaradi ključa, in zmanjšamo phole[i] za 1.
Časovna in prostorska zahtevnost algoritma pigeonhole sort je v najslabšem primeru
O(N + n).
Izvajanje algoritma:
public static void pigeonhole_sort(int a[], int n) {
// Poišči najmanjši in največji element v tabeli
int min = a[0];
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int max = a[0];
for(int i=0; i<n; i++) {
if(a[i] > max) {
max = a[i];
}




// Ustvari novo, pomožno tabelo
int range = max - min + 1;
int[] phole = new int[range];
Arrays.fill(phole, 0);
// Označi, kolikokrat se vsak element pojavi




int index = 0;







Slika 4.4: Predstavitev glavne in pomožne tabele pigeonhole sorta
4.5 Urejanje z drevesom
Urejanje z drevesom (angl. tree sort) je algoritem za urejanje, ki iz elementov, ki jih je
treba urediti, zgradi binarno iskalno drevo. Drevo je zgrajeno tako, da za vsako vozlišče
velja, da so vsi njegovi potomci na levi manjši, vsi potomci na desni pa večji ali enaki od
njega. Algoritem mora na koncu to drevo še “prebrati” (po vrstnem redu, kot iskanje v
globino), tako da se elementi pojavijo v urejenem vrstnem redu, in jih zapisati v prvotno
tabelo. Njegova običajna uporaba je urejanje elementov na spletu: po vsaki vstavitvi je
na voljo do sedaj viden nabor elementov v urejenem vrstnem redu.
Urejanje z drevesom uporablja še dodatno strukturo (drevo), ki je sestavljena iz vozlišč,
ki jih med seboj povezujejo kazalci.




public Node(int item) {
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key = item;
left = right = null;
}
}
Vsako vozlišče ima dva kazalca (binarno drevo), kar pomeni, da lahko ima največ dva
otroka. Če sin ne obstaja, kazalec kaže na “null”. Koren drevesa je edino vozlišče, ki nima
očeta. “Key”(slov. ključ) je dejanska vrednost elementa, ki se nahaja v tabeli, ki jo moramo
urediti.
Vstavljanje elementov v binarno drevo:
public static Node insertRec(Node root, int key) {
// Če je drevo prazno, vrni novo vozlišče
if (root == null) {
root = new Node(key);
return root;
}
// V nasprotnem primeru poišči kam postaviti list
if (key < root.key)
root.left = insertRec(root.left, key);
else if (key >= root.key)
root.right = insertRec(root.right, key);
return root;
}
Drevo implementiramo tako, da prvi dodani element postane njegov koren, vsi ostali
pa postanejo listi. Na poti od korena do ciljnega položaja novega elementa se premikamo
skozi veje na levi strani (če je novi element manjši od elementa, ki ga najde na poti) ali
na desni strani (če je novi element večji ali enak kot element, ki ga najde na poti).
Dodajanje enega elementa v binarno drevo se v povprečju izvaja s časovno zahtevnostjo
O(log n). Ker želimo dodati n elementov, je časovna zahtevnost O(n log n), kar pomeni,
da urejanje z drevesom sodi med učinkovitejše postopke urejanja. Če dodamo element
v neuravnoteženo binarno drevo, je v najslabšem primeru potrebna časovna zahtevnost
O(n). Od tod pridemo do časovne zahtevnosti O(n2), ki se zgodi v najslabšem primeru,
ko algoritem deluje na že urejeno, skoraj urejeno, obrnjeno ali skoraj obrnjeno tabelo. V
povprečnem in najboljšem primeru pa ima algoritem časovno zahtevnost O(n log n).
Prostorska zahtevnost algoritma je vedno O(n), saj je treba za drevo dodeliti ločen
pomnilnik. To pomeni, da je treba na večini običajnih platform uporabiti dinamično
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dodeljevanje pomnilnika [1]. Kar se tiče prostorske zahtevnosti, poznamo boljše algoritme,
kot sta hitro urejanje in urejanje s kopico (Heap sort), ki sta enako časovno učinkovita kot
urejanje z drevesom.
Slika 4.5: Gradnja drevesa na podlagi tabele
Branje drevesa in urejanje tabele:
static int index = 0;
public static void inorderRec(Node root, int[] a) {







S pomočjo rekurzije se premikamo skozi drevo in v tabelo sproti zapisujemo elemente.
4.6 Timsort
Timsort je še en hiter algoritem za urejanje podatkov. To je hibriden, stabilen algori-
tem, ki izhaja iz združitve urejanja z zlivanjem (Merge sort) in urejanja z vstavljanjem.
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Implementiral ga je Tim Peters leta 2002 za uporabo v programskem jeziku python. Tim-
sort je zelo pomemben algoritem, ker je uveden kot standardni algoritem za urejanje v
programskih jezikih java in python [2].
Ideja algoritma je razbiti prvotno tabelo na več manjših tabel, ki imajo vnaprej do-
ločeno velikost (n). Če je tabela manjša od njene vnaprej določene velikosti, algoritem
vzame celotno tabelo. Elemente teh tabel urejamo s pomočjo urejanja z vstavljanjem.
Nato tako urejene tabele združimo in uredimo z uporabo urejanja z zlivanjem. Najboljšo
velikost manjših tabel so določili glede na veliko število vnaprej izvedenih testiranj. Izka-
zalo se je, da je prvotno tabelo najbolje razbiti na tabele z 32 ali 64 elementi.
Urejanje elementov v manjših tabelah, ki imajo velikost RUN in možnost priklica
funkcije urejanja z vstavljanjem za urejanje elementov posamezne tabele:
static int RUN = 32;
for (int i = 0; i < n; i += RUN) {
insertionSort(a, i, Math.min((i + 31), (n - 1)));
}
V naslednji kodi je predstavljeno urejanje elementov posamezne tabele z uporabo
urejanja z vstavljanjem. “Left” (levo) in “right” (desno) označujeta meje podtabele v
dejanski (prvotni) tabeli. V vsaki iteraciji določen element premikamo v levo, dokler so
elementi z manjšimi indeksi (na levi strani) večji od njega. Na ta način uredimo celotno
podtabelo:
public static void insertionSort(int[] a, int left, int right) {
for (int i = left + 1; i <= right; i++) {
int temp = a[i];
int j = i - 1;







V fazi zlivanja nam spremenljivke l, m in r povedo, kje se znotraj celotne tabele naha-
jata urejeni podtabeli, ki ju moramo združiti v večjo urejeno tabelo. Na podlagi vrednosti
teh spremenljivk ustvarimo dve ločeni podtabeli. Za vsako podtabelo vzdržujemo števec,
ki nam podaja trenutni element v pripadajoči podtabeli. Števca na začetku postavimo na
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0. V vsaki iteraciji primerjamo trenutna elementa obeh podtabel in na pripadajoče mesto
v prvotni tabeli zapišemo manjši element. Števec podtabele, v kateri se je nahajal manjši
element, povečamo za 1. Ko smo vse elemente ene od podtabel prenesli v prvotno tabelo,
elemente druge podtabele kar prepišemo:
public static void merge(int[] a, int l, int m, int r) {
// prvotna tabela je razdeljena na dva dela
int len1 = m - l + 1;
int len2 = r - m;
int[] left = new int[len1];
int[] right = new int[len2];
for (int x = 0; x < len1; x++) {
left[x] = a[l+x];
}
for (int x=0; x<len2; x++) {
right[x] = a[m+1+x];
}
int i = 0;
int j = 0;
int k = l;
// po primerjavi zlivamo ti dve tabeli v večjo tabelo
while (i<len1 && j<len2) {










// kopirajte preostale elemente leve podtabele, (če obstajajo)






// kopirajte preostale elemente desne podtabele (če obstajajo)






Postopek zlivanja se izvede za vse podtabele. V naslednji kodi računamo meje para
podtabel in vsakokrat pokličemo funkcijo zlivanja:
for (int size = RUN; size < n; size = 2 * size) {
for (int left = 0; left < n; left += 2 * size) {
int mid = left + size - 1;
int right = Math.min((left + 2 * size - 1), (n - 1));
// Preveri, ali ima dovolj elementov za dve podtabele
if (mid <= a.length-1) {




Algoritem ima časovno zahtevnost O(n log n) v povprečnem in najslabšem primeru in
O(n) v najboljšem. Njegova prostorska zahtevnost je O(n).
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Slika 4.6: Primer izvajanja algoritma timsort
Poglavje 5
Testiranje
V tem poglavju so predstavljeni rezultati algoritmov, preizkušenih z različnimi testnimi
scenariji:
• urejena tabela (100 testnih primerov),
• tabela, urejena v obratnem vrstnem redu (100 testnih primerov),
• delno urejena tabela (100 testnih primerov),
• naključno urejena tabela (1000 testnih primerov).
Delno urejene tabele smo izdelali tako, da smo najprej ustvarili urejene tabele in nato
naključno zamenjali 10% parov elementov tabele.
Testni primeri, ki so predstavljeni kot tabele števil, ki jih moramo urediti, imajo
različne velikosti in razpone elementov:
• 10 elementov (razpon vrednosti elementov: 0–100),
• 100 elementov (razpon vrednosti elementov: 0–1500),
• 1000 elementov (razpon vrednosti elementov: 0–10.000),
• 10.000 elementov (razpon vrednosti elementov: 0–30.000).
Algoritme smo med seboj primerjali po različnih kriterijih:
• dejanski čas izvajanja algoritma,
• število primerjav elementov,
• število prireditev,
• globina rekurzije (za rekurzivne algoritme).
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Vsi predstavljeni rezultati so povprečne vrednosti, pridobljene na podlagi pripadajočih
testnih primerov.
Poleg tega smo algoritme s časovno zahtevnostjo O(n2) (sodo-liho urejanje, comb sort,
in ciklično urejanje) primerjali z urejanjem z vstavljanjem, ki velja za “standard” pri algo-
ritmih s časovno zahtevnostjo O(n2). Učinkovitejše algoritme (pigeonhole sort, urejanje z
drevesom in timsort) smo primerjali s hitrim urejanjem, ki pa predstavlja “standard” za
boljše algoritme.
5.1 Rezultati primerjanja algoritmov s časovno
zahtevnostjo O(n2)
5.1.1 Urejena tabela
V tabeli (5.1) je prikazano število primerjav elementov za vse testne primere pri že urejene
tabele. Vidimo, da sodo-liho urejanje in urejanje z vstavljanjem uporabljata minimalno
število primerjav elementov glede na velikost tabele. Algoritma sta optimalna glede števila
primerjav, saj urejenosti tabele ni mogoče preveriti z manj primerjanji elementov med
sabo. Glede tega kriterija sta sodo-liho urejanje in urejanje z vstavljanjem enaka. Sledi
comb sort, ki vključuje več primerjav med elementi. Ta razlika je bolj izrazita pri večjih
tabelah. Najslabše je ciklično urejanje. S povečanjem tabele se število primerjav namreč
drastično poveča.
Glede števila prireditev so vsi algoritmi enaki, razen urejanja z vstavljanjem. Ker je
tabela že urejena, algoritmi ne opravijo nobenega vpisa elementa v tabelo. Samo urejanje z
vstavljanjem ponovi vpis elementov za položaje, ki jih je treba odrediti v določeni iteraciji.
Tako kot pri primerjanju elementov in pri dejanskem času trajanja algoritmov sta sodo-liho
urejanje in urejanje z vstavljanjem najboljša. Prvi algoritem je sicer hitrejši, a ta razlika
ni tako velika. Comb sort se izkaže za slabši algoritem, zlasti v tabelah z več podatki. Pri
cikličnem urejanju čas izvajanja močno narašča s povečevanjem velikosti tabele.
Urejena tabela - Primerjave elementov
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 9 32 45 9
n = 100 99 1003 4950 99
n = 1000 999 18.713 499.500 999
n = 10.000 9999 276.739 49.995.000 9999
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Tabela 5.1 Tabela izračunanih primerjav elementov pri urejenih tabelah
Urejena tabela - Prireditve
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 0 0 0 9
n = 100 0 0 0 99
n = 1000 0 0 0 999
n = 10.000 0 0 0 9999
Tabela 5.2 Tabela izračunanih prireditev pri urejenih tabelah
Urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 1400 5100 5200 2500
n = 100 5900 43.300 48.500 8700
n = 1000 47.800 74.200 316.000 73.300
n = 10.000 69.800 264.100 14.069.100 97.300
Tabela 5.3 Tabela izmerjenih dejanskih časov trajanja algoritmov
5.1.2 Tabela, urejena v obratnem vrstnem redu
Pri urejanju tabel, ki so na začetku urejene v obratnem vrstnem redu, se je comb sort izka-
zal kot najboljši. Algoritem ima najmanjše število primerjav in relativno malo prireditev
ter je zaradi tega najhitrejši. To je posledica tega, da se njegove primerjave začnejo med
elementi, ki so na začetku in koncu tabele, in zato lahko hitro pridemo do urejene tabele.
Ciklično urejanje ima najmanjše število prireditev v vsakem primeru, ker z vsako prire-
ditvijo vstavi element na pravilni položaj. Izkaže se, da je z naraščanjem velikosti tabele
glede tega kriterija izrazito boljši od ostalih algoritmov. Njegova slabost pa je primerjanje
elementov. Za vsako velikost tabele ima največje število primerjav in je zato najpočasnejši
algoritem. Sodo-liho urejanje in urejanje z vstavljanjem imata približno enako število pri-
merjav. Urejanje z vstavljanjem ima manj prireditev in je zato hitrejše. Opravi pa enako
število primerjav elementov in prireditev. Izkaže se, da sta oba algoritma veliko slabša od
comb sorta. Uporabljata veliko več primerjav in zamenjav elementov ter sta za 1000-krat
počasnejša.
Tabela, urejena v obratnem vrstnem redu - Primerjave elementov
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Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 54 40 91 54
n = 100 5049 1102 8885 5046
n = 1000 500.499 19.712 893.391 500.445
n = 10.000 50.004.999 286.738 94.009.070 50.002.505
Tabela 5.4 Tabela izračunanih primerjav elementov pri tabelah, urejenih v obratnem vr-
stnem redu
Tabela, urejena v obratnem vrstnem redu - Prireditve
Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 89 14 10 54
n = 100 9894 243 100 5046
n=1000 998.892 3139 1000 500.445
n = 10.000 99.985.012 39.208 10.000 50.002.505
Tabela 5.5 Tabela izračunanih prireditev pri tabelah, urejenih v obratnem vrstnem redu
Tabela, urejena v obratnem vrstnem redu - Dejanski čas izvajanja (v nanosekundah)
Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 6200 4700 4000 4800
n = 100 104.700 35.200 66.400 70.000
n = 1000 638.100 85.600 828.700 453.100
n = 10000 45.331.500 277.500 50.205.900 22.321.000
Tabela 5.6 Tabela izmerjenih dejanskih časov trajanja algoritmov
5.1.3 Delno urejena tabela
Glede primerjav med elementi v delno urejenih tabelih se je najbolje izkazal comb sort,
še zlasti v velikih tabelah (n = 1000, 10.000). Sledi urejanje z vstavljanjem, ki opravi
manj primerjav elementov pri manjših tabelah, vendar več primerjav pri večjih. Sodo-liho
urejanje in ciklično urejanje opravita največ primerjav. Ko tabelo povečamo za 10-krat, se
število primerjav poveča za več kot 100-krat. Glede prireditev je pri vseh testnih primerih
najboljše ciklično urejanje. Ker smo naključno zamenjali 10% parov, ciklično urejanje
porabi največ 20% zamenjav glede na velikost tabele, kar je manj od ostalih algoritmov.
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Sodo-liho urejanje in urejanje z vstavljanjem imata največje število prireditev, vendar pa
sodo-liho urejanje pri skoraj vseh testnih primerih opravi dvakrat več prireditev. Ker
ima sodo-liho urejanje največje število primerjav in prireditev, je najpočasnejše. Zaradi
številnih primerjav kot tretje sledi ciklično urejanje. Urejanje z vstavljanjem je hitrejše
od omenjenih, ker nima veliko primerjav elementov. Comb sort se izkaže kot najhitrejši
algoritem.
Delno urejena tabela - Primerjave elementov
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 32 38 54 15
n = 100 3797 1208 5667 663
n = 1000 461.848 22.289 570.298 58.582
n = 10.000 48.653.234 333.833 57.319.443 5.771.530
Tabela 5.7 Tabela izračunanih primerjav elementov pri delno urejenih tabelah
Delno urejena tabela - Prireditve
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 13 7 2 15
n = 100 1128 303 18 663
n = 1000 115.165 6633 182 58.582
n = 10.000 11.523.062 100.972 1815 5.771.530
Tabela 5.8 Tabela izračunanih prireditev pri delno urejenih tabelah
Delno urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 5600 8000 7700 3700
n = 100 100.900 76.000 61.000 46.900
n = 1000 1.092.300 154.300 739.000 172.500
n = 10000 79.095.300 1.022.900 37.925.500 3.792.300
Tabela 5.9 Tabela izmerjenih dejanskih časov trajanja algoritmov
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5.1.4 Naključno urejena tabela
Pri urejanju naključno urejene tabele ima comb sort najmanj primerjav elementov in je
zaradi tega tudi najhitrejši algoritem. Število prireditev, ki jih opravi, prav tako ne nara-
šča pretirano pri povečevanju velikosti tabele. Tudi v tem pogledu je algoritem boljši od
sodo-lihega urejanja in urejanja z vstavljanjem. Ciklično urejanje ima največ primerjav
elementov in najmanj prireditev. Zaradi zelo velikega števila primerjav pa je najpoča-
snejše. Urejanje z vstavljanjem ima dvakrat manj primerjav in prireditev od sodo- lihega
urejanja (ta algoritem ima enako število prireditev v vseh primerih) in je zato hitrejše.
Naključno urejena tabela - Primerjave elementov
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 47 42 112 31
n = 100 4676 1238 14.184 2566
n = 1000 487.267 22.500 1.487.343 250.870
n = 10.000 49.570.692 336.103 149.823.072 25.010.825
Tabela 5.10 Tabela izračunanih primerjav elementov pri naključno urejenih tabelah
Naključno urejena tabela - Prireditve
Velikost tabele Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 44 20 9 31
n = 100 4934 524 99 2566
n = 1000 499.742 8899 999 250.870
n = 10.000 50.001.651 124.697 9999 25.010.825
Tabela 5.11 Tabela izračunanih prireditev pri naključno urejenih tabelah
Naključno urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Testni primeri Sodo-liho urejanje Comb sort Ciklično urejanje Urejanje z vstavljanjem
n = 10 2400 1800 2500 1200
n = 100 29.000 14.200 55.400 13.300
n = 1000 1.372.800 98.900 2.372.500 177.400
n = 10.000 108.587.800 947.500 241.964.900 13.362.200
Tabela 5.12 Tabela izmerjenih dejanskih časov trajanja algoritmov
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5.2 Rezultati primerjanja pri hitrejših algorit-
mih
5.2.1 Urejena tabela
Pri urejanju že urejenih seznamov vidimo, da je pigeonhole sort po kriteriju števila primer-
jav najboljši, ker ima najmanj primerjav. Algoritem je implementiran tako, da je število
primerjav elementov odvisno samo od velikosti tabele (in je dvakrat večje od velikosti ta-
bele) in ne od dejanskih vrednosti elementov. Timsort in hitro urejanje uporabljata več
primerjav, kar je še bolj izrazito pri večjih tabelah. Urejanje z drevesom uporablja največ
primerjav. Algoritem je implementiran tako, da moramo pri naraščajočih seznamih vsak
nov element primerjati z vsemi ostalimi, ki smo jih že dodali v drevo.
Ker so seznami že urejeni, je timsort edini algoritem, pri katerem imamo prireditve
(ker uporablja urejanje z vstavljanjem). Pomembno se je zavedati, da pigeonhole sort in
urejanje z drevesom uporabljata dodatno podatkovno strukturo in v nobenem primeru
(tudi pri obratno, delno in naključno urejenih tabelah) nimata nobene prireditve.
Pigeonhole sort in timsort nimata rekurzivnih klicev. Urejanje z drevesom ima n-1
rekurzivnih klicev, ker imajo v vseh primerih vozlišča samo desnega sina. Da bi prišli
do zadnjega sina, moramo torej skozi vse ostale. Hitro urejanje uporablja veliko manj
rekurzivnih klicev.
Zaradi velikega števila primerjav in velike globine rekurzije se urejanje z drevesom
izvaja najdlje (1000-krat dlje od ostalih pri velikih tabelah). Med ostalimi tremi algoritmi
ni bistvene razlike. Pigeonhole sort in hitro urejanje porabita približno enako časa pri
urejanju velikih tabel, vendar je hitro urejanje hitrejše pri manjših. Treba je upoštevati,
da razpon vrednosti elementov ni tako velik. To je eden od razlogov, zakaj se pigeonhole
sort hitro izvede. Timsort je počasnejši od obeh algoritmov pri n = 100 in n = 10.000.
Urejena tabela - Primerjave elementov
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 20 45 9 19
n = 100 200 4950 224 484
n = 1000 2000 499.500 3528 8081
n = 10.000 20.000 49.995.000 56.407 116.009
Tabela 5.13 Tabela izračunanih primerjav elementov pri urejenih tabelah
Urejena tabela - Prireditve
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Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 0 0 9 0
n = 100 0 0 96 0
n = 1000 0 0 968 0
n = 10.000 0 0 9687 0
Tabela 5.14 Tabela izračunanih prireditev pri urejenih tabelah
Urejena tabela - Največja globina rekurzije
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 / 9 / 2
n = 100 / 99 / 5
n = 1000 / 999 / 9
n = 10.000 / 9999 / 13
Tabela 5.15 Tabela izračunanih globin rekurzije pri urejenih tabelah
Urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 7900 8600 4200 3000
n = 100 60.300 52.700 19.300 9100
n = 1000 105.400 4.513.200 123.200 33.000
n = 10.000 229.200 581.035.000 464.400 254.400
Tabela 5.16 Tabela izmerjenih dejanskih časov trajanja algoritmov
5.2.2 Tabela, urejena v obratnem vrstnem redu
Pri urejanju tabel, ki so na začetku urejeni v obratnem vrstnem redu, je najmanj primerjav
elementov pri vseh testnih primerih razen pri n = 10 uporabil pigeonhole sort. Kot smo
omenili v poglavju (5.2.1), je algoritem odvisen samo od velikosti vhodne tabele. Sledi
hitro urejanje, ki je boljše od algoritma timsort. Največ primerjav ima urejanje z drevesom.
Razlog za to je, da so skoraj vsi elementi med sabo povezani z levim kazalcem, razen nekaj
elementov, ki se ponovijo več kot enkrat v tabeli.
Pigeonhole sort in urejanje z drevesom ne vpisujeta elementov v prvotni tabeli. Hitro
urejanje naredi n prireditev, kar je veliko manj od timsorta.
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Pigeonhole sort in timsort nimata rekurzivnih klicev. Ko so elementi na začetku
urejeni v obratnem vrstnem redu, ima urejanje z drevesom dovolj veliko globino rekurzije
v primerjavi s hitrim urejanjem.
Podobno kot pri urejenih tabelah najdlje traja izvajanje urejanja z drevesom (bolj
izraženo pri n= 1000 in n= 10.000). Sledi timsort, ki je počasnejši od algoritma pigeonhole
sort in hitrega urejanja pri velikih tabelah. Najhitrejši algoritem je hitro urejanje, razen
pri velikosti tabele n = 10.000, kjer je pigeonhole sort boljši z majhno razliko. Ta rezultat
je tudi zasluga razpona vrednosti elementov v prvotni tabeli. Če bi bil razpon večji,
pigeonhole sort ne bi imel tako kratkega časa izvajanja ali pa ga ne bi mogli uporabiti za
ureditev tabele.
Tabela, urejena v obratnem vrstnem redu - Primerjave elementov
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 20 43 54 17
n = 100 200 4801 1659 439
n = 1000 2000 473.783 18.761 7585
n = 10.000 20.000 39.346.442 201.849 111.037
Tabela 5.17 Tabela izračunanih primerjav elementov pri tabelah, urejenih v obratnem
vrstnem redu
Tabela, urejena v obratnem vrstnem redu - Prireditve
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 0 0 54 10
n = 100 0 0 1587 100
n = 1000 0 0 16320 1000
n = 10.000 0 0 162.155 10.000
Tabela 5.18 Tabela izračunanih prireditev pri tabelah, urejenih v obratnem vrstnem redu
Tabela, urejena v obratnem vrstnem redu - Največja globina rekurzije
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 / 9 / 2
n = 100 / 96 / 6
n = 1000 / 947 / 9
n = 10.000 / 7870 / 13
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Tabela 5.19 Tabela izračunanih globin rekurzije pri tabelah, urejenih v obratnemvrstnem
redu
Tabela, urejena v obratnem vrstnem redu - Dejanski čas izvajanja (v nanosekundah)
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 7800 13.800 6800 3000
n = 100 64.400 58.800 45.800 9600
n = 1000 146.400 4.230.000 237.100 36.000
n = 10.000 292.900 461.787.100 715.800 322.400
Tabela 5.20 Tabela izmerjenih dejanskih časov trajanja algoritmov
5.2.3 Delno urejena tabela
Iz tabele (5.21) lahko razberemo, da ima pigeonhole sort veliko manj primerjav elementov
(razen pri n = 10) od ostalih algoritmov. Kot smo omenili v poglavjih (5.2.1) in (5.2.2),
algoritem nima prireditev in ne uporablja rekurzivnih klicev. Zaradi tega in zaradi manj-
šega razpona vrednostih elementov ima najkrajši čas izvajanja pri velikih tabelah. Timsort
in hitro urejanje sta si zelo podobna glede števila primerjav, pri prireditvah pa se hitro
urejanje izkaže za veliko boljše. Zato ima tudi krajši dejanski čas trajanja, ki je najboljši
pri manjših tabelah (n = 10, n = 100 in n = 1000). Urejanje z drevesom ima največ
primerjav elementov in večjo globino rekurzije kot hitro urejanje, njegov čas izvajanja pa
je najdaljši.
Delno urejena tabela - Primerjave elementov
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 20 35 15 19
n = 100 200 1657 508 489
n = 1000 2000 32.996 8307 8199
n = 10.000 20.000 486.333 119.603 116.825
Tabela 5.21 Tabela izračunanih primerjav elementov pri delno urejenih tabelah
Delno urejena tabela - Prireditve
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 0 0 15 2
n = 100 0 0 322 35
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n = 1000 0 0 3514 658
n = 10.000 0 0 35.196 9676
Tabela 5.22 Tabela izračunanih prireditev pri delno urejenih tabelah
Delno urejena tabela - Največja globina rekurzije
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 / 7 / 2
n = 100 / 36 / 6
n = 1000 / 115 / 11
n = 10.000 / 354 / 16
Tabela 5.23 Tabela izračunanih globin rekurzije pri delno urejenih tabelah
Delno urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 8100 10.400 4300 2900
n = 100 61.800 39.100 39.800 12.000
n = 1000 138.300 244.700 193.700 60.100
n = 10.000 283.800 2.716.200 823.400 570.400
Tabela 5.24 Tabela izmerjenih dejanskih časov trajanja algoritmov
5.2.4 Naključno urejena tabela
Pri urejanju naključno urejenih tabelah se je kot najboljši algoritem izkazal pigeonhole
sort. Algoritem ima najmanjše število primerjav elementov pri vseh testnih primerih, ne
naredi nobenega vpisa elementov in nima rekurzivnih klicev. Zaradi tega in zaradi ne
tako velikega razpona vrednostih elementov je hitrejši od ostalih algoritmov. Timsort
ima največ primerjav elementov in prireditev, vendar pa je njegov dejanski čas izvajanja
skoraj enak kot pri hitrem urejanju in krajši kot pri urejanju z drevesom. Prvi ima sicer
manj primerjav elementov in manjšo globino rekurzije, vendar pa ta razlika ni tako velika.
Vseeno je algoritem opazno hitrejši. Urejanje z drevesom opravi veliko manj primerjav
elementov in ima manjšo globino rekurzije, kot je veljalo pri testnih scenarijih v poglavjih
(5.2.1), (5.2.2) in (5.2.3). Kljub temu se ta algoritem izkaže za najpočasnejšega.
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Naključno urejena tabela - Primerjave elementov
V Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 20 24 31 24
n = 100 200 645 1032 612
n = 1000 2000 11.013 13.610 9947
n = 10.000 20.000 155.481 172.829 136.929
Tabela 5.25 Tabela izračunanih primerjav elementov pri naključno urejenih tabelah
Naključno urejena tabela - Prireditve
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 0 0 31 15
n = 100 0 0 843 308
n = 1000 0 0 8673 4606
n = 10.000 0 0 87.121 60.797
Tabela 5.26 Tabela izračunanih prireditev pri naključno urejenih tabelah
Naključno urejena tabela - Največja globina rekurzije
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 / 5 / 4
n = 100 / 12 / 11
n = 1000 / 21 / 20
n = 10.000 / 30 / 29
Tabela 5.27 Tabela izračunanih globin rekurzije pri naključno urejenih tabelah
Naključno urejena tabela - Dejanski čas izvajanja (v nanosekundah)
Velikost tabele Pigeonhole sort Urejanje z drevesom Timsort Hitro urejanje
n = 10 2400 8200 1900 1600
n = 100 13.200 20.000 14.000 9600
n = 1000 43.800 132.900 86.500 95.900
n = 10.000 210.300 1.630.200 1.090.900 1.068.600
Tabela 5.28 Tabela izmerjenih dejanskih časov trajanja algoritmov
Poglavje 6
Zaključek
V diplomskem delu smo predstavili, kako pomemben je proces urejanja in kje se upora-
blja. Implementirali, analizirali in primerjali smo nekatere od manj znanih algoritmov za
urejanje podatkov po vnaprej določenih pogojih. Vse algoritme smo implementirali v ra-
zvojnem okolju Eclipse in programskem jeziku java. Opisali smo njihove načine delovanja
in predstavili njihove implementacije. Na podlagi različnih testnih primerov smo zajeli več
scenarijev, v skladu s katerimi smo algoritme med seboj primerjali.
Pri algoritmih s časovno zahtevnostjo O(n2) je analiza pokazala, da je comb sort
najboljši algoritem po večini kriterijev in najhitrejši pri vseh testnih scenarijih razen pri
urejenih seznamih. Ciklično urejanje se je izkazalo kot najslabše pri vseh scenarijih. Edina
pozitivna stvar tega algoritma je bila, da je v vseh primerih opravil najmanj prireditev
elementov.
Pri hitrejših algoritmih smo pokazali, da obstajajo taki, ki se z uporabo dodatne
podatkovne strukture izogibajo primerjanju elementov. S tem je algoritem lahko neodvisen
od predhodne urejenosti tabele. Pomembno je, kako učinkovita je pomožna podatkovna
struktura. Pigeonhole sort je zelo dobro implementiran, učinkovit in hiter algoritem,
medtem ko je urejanje z drevesom najpočasnejše v primerjavi z ostalimi algoritmi. Slaba
stran algoritma pigeonhole sort je, da je zelo odvisen od razpona vrednosti elementov v
tabeli in da ga ne moremo uporabiti za podatke, ki niso številskega tipa.
Iskanje najhitrejšega algoritma je aktualna tema tudi danes. Veliko ljudi raziskuje,
izboljšuje ali združuje obstoječe algoritme, da bi dosegli boljše rezultate. Menim, da
bi lahko naredili več javno dostopnih algoritmov in testnih primerov ter predstavili več
rezultatov njihovega izvajanja. To bi zelo olajšalo delo tistim, ki raziskujejo in želijo
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