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ABSTRACT 
This dissertation presents the development of structural health monitoring and 
prognostic health management methodologies for complex structures and systems in the 
field of mechanical engineering. To overcome various challenges historically associated 
with complex structures and systems such as complicated sensing mechanisms, noisy 
information, and large-size datasets, a hybrid monitoring framework comprising of solid 
mechanics concepts and data mining technologies is developed. In such a framework, the 
solid mechanics simulations provide additional intuitions to data mining techniques 
reducing the dependence of accuracy on the training set, while the data mining approaches 
fuse and interpret information from the targeted system enabling the capability for real-
time monitoring with efficient computation. 
In the case of structural health monitoring, ultrasonic guided waves are utilized for 
damage identification and localization in complex composite structures. Signal processing 
and data mining techniques are integrated into the damage localization framework, and the 
converted wave modes, which are induced by the thickness variation due to the presence 
of delamination, are used as damage indicators. This framework has been validated through 
experiments and has shown sufficient accuracy in locating delamination in X-COR 
sandwich composites without the need of baseline information. Besides the localization of 
internal damage, the Gaussian process machine learning technique is integrated with finite 
element method as an online-offline prediction model to predict crack propagation with 
overloads under biaxial loading conditions; such a probabilistic prognosis model, with 
limited number of training examples, has shown increased accuracy over state-of-the-art 
techniques in predicting crack retardation behaviors induced by overloads. In the case of 
 ii 
system level management, a monitoring framework built using a multivariate Gaussian 
model as basis is developed to evaluate the anomalous condition of commercial aircrafts. 
This method has been validated using commercial airline data and has shown high 
sensitivity to variations in aircraft dynamics and pilot operations. Moreover, this 
framework was also tested on simulated aircraft faults and its feasibility for real-time 
monitoring was demonstrated with sufficient computation efficiency. 
This research is expected to serve as a practical addition to the existing literature while 
possessing the potential to be adopted in realistic engineering applications. 
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1. INTRODUCTION 
1.1. Background 
Structural health monitoring (SHM) and prognostic health management (PHM) are 
emerging techniques in the mechanical and aerospace engineering field that are being used 
today to study structures and systems operating under complex conditions, such as 
excessive loading, materials and structure fatigue, corrosion, and impact. Under these 
conditions, unexpected structural and functional degradations may occur, leading to safety 
issues and, in some instances, catastrophic failure.  
Over the last two decades, technological advances in high speed computing,  large data 
storage capacity, fast and wireless information transfer, efficient digital signal processing 
(DSP), and robust artificial intelligence (AI) platforms have extended the range of SHM 
and PHM applications (Engel et al., 2000) to include not just mechanical (Boller, 2001) 
and aerospace (Sohn et al., 2002) engineering, but also other areas in electronics (Pecht, 
2008; Musallam and Johnson, 2010) and transportation (Nguyen and Armitage, 2008). 
SHM and PHM systems have also shown promise for detecting and localizing structural 
damages or system anomalies, and for providing quantitative information on remaining 
service life, time to maintenance, as well as residual time to failure (Sohn et al., 2002; 
Lynch and Loh, 2006; Doebling et al., 1996).  
A typical health management system consists of three phases: observation, analysis, 
and action (Das et al., 2011). The main components of each phase as well as the system 
information flow are demonstrated in Figure 1.1. In the observation phase, the health of 
monitored system is measured using sensors. This information is then transferred to the 
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analysis phase, where signal processing techniques, such as de-nosing, feature extraction, 
sensor fusion, and dimensional transformation are used to improve accuracy and efficiency 
of diagnosis and prognosis. The post-processed information is then transferred to a 
diagnostic model, which evaluates the current health status. And historical health state 
information from the diagnostic model, coupled with ground truth, is then used to predict 
the future health state of the system.  
In the action phase, information obtained from the analysis phase is also used for 
making appropriate suggestions to facilitate decision-making, and for undertaking 
appropriate actions and mitigation strategies to avoid serious, even fatal, consequences. In 
addition, by minimizing the discrepancies between the predicted health state and the 
ground truth, the performance of the entire health management system can be potentially 
improved through techniques including but not limited to sensing architecture optimization 
(Liu et al., 2012), feature space transformation (Liu and Matoda, 1998) and hyper-
parameter tuning (Fumeo, Oneto and Anguita, 2015). 
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Figure 1.1. Components and Information Flow of a Health Management System 
 
In modern structures and systems, structural health management is more complex for 
several reasons, including expectation of multi-function integration of material properties, 
the need of factor in strength-to-weight improvements in aerospace structures, as well as 
weight and size reduction in civil structures. Therefore, it is challenging to implement 
traditionally developed SHM and PHM technologies on such complex structures and 
systems.  
As a typical example, composite materials and structures, such as carbon fiber 
reinforced polymer (CFRP) are rapidly taking over the role of conventional metallic 
materials in aircraft structures, owing to their high strength and stiffness coupled with 
lower weight. In the recently built commercial aircraft Boeing 787 Dreamliner, for example, 
approximately 50% of structures are made from composite materials such as CFRP 
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laminates and carbon sandwiches. The Boeing 777, however, that was built in 1990s 
contained only around 12% composites (Roeseler et al., 2007). Compared to metallic 
materials, composite materials are prone to complex damage mechanisms such as matrix 
crack and delamination due to their inherent heterogeneity and anisotropy, thereby making 
damage detection, localization, quantification, and residual life estimation challenging 
tasks (Chung and Chung, 2012). Therefore, there is a growing need for developing robust 
SHM and PHM methodologies for diagnostic and prediction of the health state of complex 
structures and systems that are highly desirable for implementation in mechanical and 
aerospace fields.  
To develop SHM and PHM methodologies, four key issues need to be considered: (i) 
the integration of SHM and PHM hardware and software should have the capability for in 
situ application without affecting the functionality of the monitored system; (ii) the 
environmental effects of the monitored structure and system on the observed information 
should be distinguished from the structural damage or system anomaly; (iii) the 
computational efficiency should be able to fulfill the demand of real-time monitoring; (iv) 
the fundamental physics of complex structures and systems should be explicitly transferred 
into SHM and PHM system for phenomenon interpretation, decision-making, and system 
optimization.  
To accomplish these complex tasks, a multi-disciplinary approach that uses both signal 
processing and statistical technologies is needed to develop a robust health management 
and prognostic framework for complex structures and systems. 
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1.2. Structural Health Monitoring of Complex Materials 
A critical issue related to SHM techniques for complex structures is to be able to 
effectively and efficiently assess the structural damage states. This assessment will include 
detection, localization, and quantification, all of which will provide suggestions towards 
maintenance of the system, including how to avoid catastrophic structural failure. Before 
the introduction of SHM techniques, two related concepts, including available sensing 
technologies and the nondestructive evaluation (NDE) technique, require explanation.  
First, the purpose of sensing technologies is to obtain the necessary information for 
enabling damage assessments. Sensing methods can be categorized into two classes based 
on the mechanism of obtaining the information from the interrogated structure: passive 
sensing approach and active sensing approach. Passive sensing involves receiving the 
information from the interrogated structure using sensors without additional input to the 
system, such as recording the acoustic sound when cracks initiate, e.g., in a bridge; in the 
active approach, echoes from an excitation input to the interrogated media are measured 
and investigated for variations in the output in comparison to the input. A radar system is 
a typical active sensing approach. It locates the object through the reflected sonar that was 
originally transmitted from a sonar generator. The advantages and limitations of these two 
sensing strategies are highly dependent on their specific applications, and have been 
discussed in detail by Staszewski, Mahzan, and Traynor (2009).  
The theoretical basis of non-destructive evaluation techniques (Scott and Scala, 1982) 
is similar to those adopted by SHM, including ultrasonic scanning (Preuss and Clark, 1988), 
infrared thermography (Maldague and Marinetti, 1996), X-ray inspection (Batchelor, 
2012), and acoustic emission (Grosse and Ohtsu, 2008), which are used for detecting 
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damages without introducing additional damage to the interrogated structure or 
accelerating evolution of existing damages. The NDE and SHM technologies share 
considerable interconnections: the most widely used SHM techniques inspect structures 
with a ‘nondestructive’ perspective; the NDE techniques, at a certain condition, can be 
transferred to SHM methods, and vice versa. For example, acoustic emission is an NDE 
technique that is used as an SHM tool for monitoring fatigue crack propagation with 
permanently bonded sensors and an efficient time domain sampling technique (Roberts and 
Talebzadeh, 2003). However, most NDE techniques require the stop or disassembly of the 
interrogated structures without the ability of real-time monitoring. Although these 
techniques generally offer better damage representation capabilities and present less 
difficulty in information processing over SHM methods, they are not practical for many 
mechanical and aerospace applications. 
To date, the most useful SHM techniques for complex materials and structures are 
vibration based modal analysis (Zou, Tong and Steven, 2000; Chang, Flatau and Liu, 2003) 
and ultrasonic guided wave (UGW) based structural integration (Rose, 2004; Raghavan, 
2007; Giurgiutiu, 2007; Shen, 2014). The vibration based modal analysis method detects 
the presence of damage through the dynamic characteristics of the interrogated structure, 
such as nature frequency and modal shape. This method possesses the easy-to-analyze 
nature with high accuracy and has been widely used for SHM of large structures in civil 
engineering (Peeters, Maeck and De Roeck, 2001). However, the frequency variation of 
this method is unable to provide spatial information, which is critical for damage 
localization (Farrar, Doebling and Nix, 2001), thereby limiting its widespread use. UGW 
based structural interrogation, on the other hand, has been proven to be an effective and 
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efficient method because of its capabilities in long-distance propagation and sensitivities 
across multiple types of small-scale damages (Staszewski, 2004). A primary obstacle to its 
broad implementation is that the received ultrasonic signals are difficult to interpret. UGW, 
on the other hand, can be used as an interrogator for complex structures. The proposed 
research aims to overcome the associated challenges in signal interpretation to enable more 
widespread use of UGW. 
The contents in this section is organized as follows: Section 1.2.1 introduces the 
fundamentals of UGW. Section 1.2.2 shows the most widely used UGW sensors. Section 
1.2.3 conducts a comprehensive review of UGW based damage detection and localization 
methodologies. Section 1.2.4 provides insights into damage prognostics with a known 
damage location and size. 
1.2.1. Ultrasonic Guided Wave 
UGW has been implemented extensively in SHM applications due to its robust 
capability of traveling long distances in a thin-wall structure, making it well-suited for 
complex structure inspections. Typically, UGW is defined as the wave propagation in 
solids that is guided by the host structure under a frequency higher than the audible limit 
of human hearing. Such a definition represents three wave categories (Giurgiutiu, 2007), 
Rayleigh wave, shear horizontal (SH) wave, and Lamb wave, all of which are three-
dimensional elastic waves governed by the Navier equations (Landau and Lifshitz, 1986). 
The Navier equations for isotropic materials can be written as 
(𝜆 + 𝜇) (𝜕*𝑢,𝜕𝑢,* + 𝜕*𝑢-𝜕𝑢,𝑢- + 𝜕*𝑢.𝜕𝑢,𝑢./ + 𝜇 (𝜕*𝑢,𝜕𝑢,* + 𝜕*𝑢,𝜕𝑢-* + 𝜕*𝑢,𝜕𝑢.* / = 𝜌?̈?, (1.1) 
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(𝜆 + 𝜇) ( 𝜕*𝑢,𝜕𝑢-𝑢, + 𝜕*𝑢-𝜕𝑢-* + 𝜕*𝑢.𝜕𝑢-𝑢./ + 𝜇 (𝜕*𝑢-𝜕𝑢,* + 𝜕*𝑢-𝜕𝑢-* + 𝜕*𝑢-𝜕𝑢.* / = 𝜌?̈?- 
(𝜆 + 𝜇) ( 𝜕*𝑢,𝜕𝑢.𝑢, + 𝜕*𝑢-𝜕𝑢.𝑢- + 𝜕*𝑢.𝜕𝑢.* / + 𝜇 (𝜕*𝑢.𝜕𝑢,* + 𝜕*𝑢.𝜕𝑢-* + 𝜕*𝑢.𝜕𝑢.* / = 𝜌?̈?. 
where 𝑥, 𝑦, and 𝑧 represent the axes of three-dimensional Cartesian coordinates and are 
perpendicular to each other. The variable 𝑢  represents the displacement field, while ?̈? 
represents the second derivative of displacement with respect to time. In addition, 𝜆, 𝜇, and 𝜌 represent the material properties of the first lamé coefficient, the second lamé coefficient, 
and density, respectively. One of the most effective and widely used method to solve the 
Navier equations for elastic wave propagation is the Helmholtz solution (Achenbach, 2012), 
also known as the wave potential approach. By defining a scalar potential Փ and a vector 
potential 𝚿, the Helmholtz solution in a vector form for the displacement field, 𝒖, which 
can be expressed as 𝒖 = 𝛁Փ+ 𝛁 ×𝚿 (1.2) 
and  𝚿 = Ψ,𝒊 + Ψ-𝒋 + Ψ.𝒌 (1.3) 
under the uniqueness condition as 𝛁𝚿 = 0 (1.4) 
where 𝛁 is the vector differential operator, and the bolded characters represent vectors with 
multiple dimensions. Substituting Equations (1.2) to (1.4) into Equation (1.1), the wave 
potential based formulations can be formed in a relatively simpler manner, i.e.,  𝑐@*𝛁𝟐Փ = 𝛁?̈? 
(1.5) 𝑐B*𝛁𝟐𝚿 = ?̈? 
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where c@ and cB are the velocities of longitudinal wave (P-wave) and transverse wave (S-
wave), respectively, expressed in terms of 𝜆, 𝜇, and 𝜌 as 
𝑐@* = 𝜆 + 2𝜇𝜌  (1.6) 
and 
𝑐B* = 𝜇𝜌 (1.7) 
The wave potential based formulations possess premium capabilities of handling 
different boundary conditions, which will be seen through the later derivation of UGW 
equations. It should be noticed that the condition of isotropy is difficult to maintain in the 
complex structures used in modern mechanical and aerospace applications. However, to 
date, due to the complexities induced by material anisotropy, there is still no close-form 
solution to investigate the dispersion of UGWs, although several approximate methods 
have been developed (Tokimatsu, Tamura and Kojima, 1992; Pavlakovic et al., 1997). For 
the purpose of introducing the fundamental mechanisms of UGW propagation, this section 
will describe formulations that govern the propagation of the three aforementioned UGWs 
in thin-wave and isotropic structures. 
Rayleigh waves (Rayleigh, 1885), also known as a type of surface acoustic waves, exist 
in solid structures that have traction-free surfaces, e.g., ground of the earth. In nature and 
within the science community, this is represented by the seismic waves generated by 
earthquakes that involves a sudden release of energy, thereby impacting human lives and 
social infrastructures. However, in the SHM and NDE community, use of surface acoustic 
waves is an effective tool for structural level interrogation, also called surface UGW, since 
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the waves travel close to the free surface without deep penetration into the interrogated 
structure. The traction-free condition of one surface can be imported into the Navier 
equations as boundary conditions 𝑢, ≠ 0, 𝑢- ≠ 0, 𝑢. = 0 (1.8) 
As such, the governing equations of the Rayleigh wave based on the wave potential 
approach can be derived into the form as 
(𝛽* + 𝑘*)* − 4𝛼𝛽𝑘* = 0 (1.9) 
and 
𝛼* = 𝑘*(1 − 𝑐*𝑐@*) (1.10) 
𝛽* = 𝑘*(1 − 𝑐*𝑐B*) (1.11) 𝑐 = 𝜔𝑘  (1.12) 
where 𝑐, 𝑘 and 𝜔 are the wave speed, wavenumber and angular frequency, respectively. 
The Rayleigh wave velocity, cNO, is found as a function of Poisson’s ratio and the shear 
wave velocity (Freund, 1998), and can be expressed as 
cNO = cB(0.862 + 1.14𝜈1 + 𝜈 ) (1.13) 
As shown in Equation (1.13), the major advantage of the Rayleigh wave is its 
independence from the source frequency or wavenumber, indicating it has no dispersion 
effect during propagation in homogenous, elastic, and flat structures (Telford et al., 1990). 
Use of Rayleigh waves has been proven to be effective in detecting surface damages such 
as surface corrosion and cracks, and is widely accepted by the SHM society for thick and 
 11 
large-sized structures, especially in civil engineering (Zeitvogel et al., 2014; Shin et al., 
2007). Its limitation is its surface propagation characteristic, which hinders its ability in 
detecting damage inside the structure. 
In a thin and plate-like structure, UGW travels as SH waves and Lamb waves. For SH 
waves (Kolsky, 1963), the mass particles of the structure are excited (i.e., polarized), which 
then vibrate in the direction that is parallel to the surface of the structure and perpendicular 
to the direction of propagation. By applying this definition, along with the traction-free 
boundary condition on the top and bottom surfaces of a plate to Equation (1.1), the 
governing equation of SH wave can be expressed as  𝑠𝑖𝑛 𝜔𝑑 𝑐𝑜𝑠 𝜔𝑑 = 0 (1.14) 
and  
𝑤* = 𝜔*𝑐B* − 𝑘* (1.15) 
where 𝑑 is the distance of the mid-place to the surface of the plate, and the thickness of the 
plate is 2𝑑. To solve this equation, either 𝑠𝑖𝑛 𝑤𝑑 or 𝑐𝑜𝑠 𝑤𝑑 need to be zero. If the term 𝑠𝑖𝑛 𝑤𝑑 is chosen to be zero, the solution can be expressed as 
𝑤𝑑 = 2𝜋𝑛2 , 𝑛 = 0, 1, 2… (1.16) 
This yields a series of eigenvalues that correspond to the symmetric wave mode, also 
known as S-mode. The axis of symmetry is located at the mid-plate and defined as the axis 
parallel to the mass particle being excited. In the order of the eigenvalues (0, 𝜋, 2𝜋, etc.), 
the symmetric wave modes are, generally, named as S0 mode, S1 mode, S2 mode, etc. On 
the other hand, if the term 𝑐𝑜𝑠 𝑤𝑑 is chosen to be zero, the solution can be expressed as 
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𝑤𝑑 = (2𝑛 + 1)𝜋2 , 𝑛 = 0, 1, 2… (1.17) 
which yields a series of eigenvalues corresponding to the antisymmetric wave mode, also 
known as A-mode. Similarly, the axis of symmetry is defined as the axis wherein the mass 
particle is being excited; the antisymmetric wave modes are, generally, named in the way 
as A0 mode, A1 mode, A2 mode, etc. From Equation 1.16 and 1.17, we find that the wave 
velocities, except for that under the condition 𝑤𝑑 = 0 (S0 mode), are dependent on the 
frequency and thickness, indicating the dispersive nature of SH waves, except for S0 mode. 
In addition, since the mass particles are excited horizontally with respect to the structural 
surface, the amplitude of the SH wave is also attenuated rapidly and can only be detected 
close to the location of excitation. This may limit the ability to conduct large-area 
inspections, even though use of SH waves has proven to be sensitive to small damages 
under certain conditions (Su et al., 2007). 
Lamb waves (Lamb, 1917), which are the most widely used UGW, propagate between 
two parallel traction-free surfaces in a plate-like structure. In order to derive the 
characteristic formulations of Lamb waves, the wave potential formulations, shown in 
Equation (1.5) are implemented. As shown in Figure 1.2, with the 𝑧-invariant assumption, 
only the directions 𝑥 and 𝑦 are considered. The Lamb waves are assumed to propagate in 𝑥 direction, and the coordinate origin is at the mid-plane, while the thickness of the plate 
is 2𝑑. As such, the governing equations of Lamb waves are expressed as 𝑑*∅𝑑𝑦* + 𝑝*∅ = 0 
(1.18) 𝑑*𝜑𝑑𝑦* + 𝑞*𝜑 = 0 
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and the variables 𝑝 and 𝑞 are in the forms that 
𝑝* = 𝜔*𝑐@* − 𝑘* 
(1.19) 𝑞* = 𝜔*𝑐B* − 𝑘* 
where ∅  and 𝜑  are potential functions of Փ and 𝚿 . For further simplification, the 
symmetric component and anti-symmetric component are shown as   tan 𝑝𝑑tan 𝑞𝑑 = − (𝑘* − 𝑞*)*4𝑘*𝑝𝑞  (1.20) 
and  
tan 𝑝𝑑tan 𝑞𝑑 = − 4𝑘*𝑝𝑞(𝑘* − 𝑞*)* (1.21) 
To solve these equations, numerical computation schemes such as Newton iteration are 
necessary, but the detailed algorithms are skipped here since they are not within the scope 
of this research. The solutions are represented by the wavenumber of symmetric modes 
and antisymmetric modes governed by Equation (1.20) and Equation (1.21), respectively. 
By substituting the relation that 𝜔 = 2𝜋𝑓, the two important characteristics of Lamb waves, 
phase velocity 𝑐d and group velocity 𝑐e, can be written as 
𝑐d = 2𝜋𝑓𝑘  (1.22) 
and  
𝑐e = 𝑐d*𝑐d − 𝑓𝑑 𝜕𝑐d𝜕𝑓𝑑 (1.23) 
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Figure 1.2. A Through-Thickness View of the Coordinate Used in Lamb Wave 
Formulation 
 
Specifically, the phase velocity, which reflects the motion of a single mass particle, is 
widely used for UGW mode identification (symmetric or antisymmetric, zero-order or 
high-order). The group velocity, which reveals the speed of dynamic transmission between 
mass particles, describes the motion of wave in the propagation direction and is extensively 
used for wave source localization. It can be seen that both are functions of the frequency-
thickness product 𝑓𝑑, which is known as the dispersion nature of Lamb waves.  
For a demonstrative purpose, dispersion curves of an aluminum plate are shown in 
Figure 1.3. The dispersion curve shows that with a fix plate thickness only the zero-order 
symmetric and antisymmetric modes appear under a low frequency region. With the 
increase of frequency while maintaining the plate thickness, the same, high-order modes 
are successively observed. As in an extreme case, when the frequency goes to infinity, the 
condition of two parallel traction-free surfaces will turn to a one traction-free boundary 
condition, indicating the Lamb wave will be transferred to a Rayleigh wave as mentioned 
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earlier, and the UGW will not be dispersive anymore. Compared with other forms of UGW, 
Lamb wave in general has better capabilities for propagating long distances, with very less 
energy dissipation because it is vertically polarized, which in turn is perpendicular to the 
plate in which the wave travels.  
 
  
(a) (b) 
Figure 1.3. (a) Phase and (b) Group Velocity Dispersion Curves of an Aluminum Plate 
Source: Li, Jin and Feng, 2016 
 
1.2.2. Ultrasonic Transducers 
Transducers, used to excite (for active interrogation only) and sense the UGW, are 
important for acquiring the desired features from the interrogated structure. For active 
interrogation, there are generally two types of senor architectures, pitch-catch and pulse-
echo. The pitch-catch sensor architecture excites a signal at one location and receives the 
signal at another location. The pulse-echo sensor architecture excites and receives the 
signal at the same location. The advantages and limitation of these transduces have been 
discussed by Alexander and Thornton (1989). 
 16 
Typically, for a UGW SHM system that is based on the sensing mechanism, the most 
commonly used transducers are of two classes: piezoelectric transducers and optical 
transducers. Piezoelectric transducers use the piezoelectric properties of materials to 
transfer the strain field generated by UGW in the sensing area into an electrical response. 
Optical transducers leverage the optical properties of optical fibers to transfer the strain 
field into the light that is within a certain wavelength. In this subsection, ultrasonic 
transducers, including piezoelectric transducers and optical transducers, will be separately 
introduced. 
Piezoelectric transducers have a perovskite type structure and are made up of materials 
belonging to the crystalline ceramics family. These materials possess the piezoelectric 
effect, where the voltage changes when a force is applied and vice versa. The governing 
coupling equations can be expressed in strain-charge form as 𝑆gh = 𝑠ghi@𝑇i@ − 𝑑igh𝐸i 
(1.24) 𝐷g = 𝑑ghi𝑇hi − 𝜀gh𝐸h 
where 𝑆gh, 𝑠ghi@, 𝜀gh, 𝑑igh, 𝐸i, 𝐷g and 𝑇i@ are the strain tensor, compliance tensor under a 
short-circuit condition, permittivity tensor (free-body dielectric constant), piezoelectric 
tensor, electric field tensor, electric charge density displacement (electric displacement) 
vector, and stress tensor, respectively.  
Taking advantage of the electromechanical coupling mechanism, the strain field of an 
elastic UGW can be ‘translated’ into readable electric digital signals, while a pre-specified 
UGW can be functioned into a time-series digital signal and ‘translated’ into a local strain 
field to the structure. The most widely used piezoelectric transducer is the piezoelectric 
wafer active sensor (PWAS), which is made from piezoelectric ceramic. Many different 
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types of PWAS are available for different applications of SHM. Figure 1.4 shows the three 
most widely used types. Figure 1.4(a) shows PWAS discs that are suitable to be integrated 
on relatively small size structures that have the need for multi-sensor active pitch-catch or 
passive architectures. Figure 1.4(b) shows the PWAS rings, which are primarily designed 
as sensors for an active pulse-echo architecture equipped with a PWAS disc inside the ring 
as an actuator. Figure 1.4(c) shows the PWAS plates suitable for large-structures and for a 
longer time frame (three or more years) of interrogation. This is possible because of their 
larger bonding surfaces, which can significantly improve the adhesive condition.  
The strength of PWAS as UGW transducers is that they are of a smaller size, available 
in many shapes, and are easy to assemble onto interrogated structures. The brittle nature of 
ceramic materials, however, is a major limitation of PWAS, restricting their ability to be 
instrumented on structures that have a surface with large curvatures. 
 
  
 
(a) (b) (c) 
Figure 1.4. Three Types of PWAS that are Most Widely Used 
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To overcome the limited flexibility of PWAS, in 1999, NASA developed a new type 
of piezoelectric device called the Marco Fiber Composite (MFC). The MFC is comprised 
of rectangular piezoelectric ceramic rods (fibers) sandwiched between adhesive layers, 
electrodes, and polyimide films, as shown in Figure 1.5. The composite architecture has a 
high flexibility as shown in Figure 1.6, which makes it not only well-suited to function as 
a sensor and actuator for monitoring structures with surface curvatures, but also an 
excellent candidate for vibration-based energy harvesting applications. Furthermore, the 
low-profile characteristics of these transducers make them premium candidates for 
embedded sensing of laminate structures. MFC also has the added feature of directional 
sensitivity due to the orthotropic architecture of its piezoelectric fiber composite. This 
feature enables the MFC to excite and sense UGW in different directions, similar to a 
rosette strain gage, but with the capacity to operate under a much higher frequency 
(Salamone et al., 2010).  
When compared with the PWAS, however, the MFC is limited by its relatively lower 
operational frequency caused by the low volume fraction of its piezoelectric materials. 
Generally, the maximum operational frequency of MFC under a low operation voltage is 
approximately 750 kHz, while PWAS can easily work well under the frequencies over 10 
MHz. 
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Figure 1.5. Layer-Wise Demonstration of MFC 
 
 
 
Figure 1.6. Three Operation Modes of MFC Transducer 
 
The integrated ultrasonic transducer is another type of piezoelectric transducer that is 
widely used for ‘listening’ for ultrasound or acoustic sound emanating from the initiation 
and evolution of damages in both SHM and NDE applications. There are generally two 
classes of integrated ultrasonic transducers: single element and dual element transducers, 
as shown in Figure 1.7. The single element transducer contains a single active element 
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(piezoceramic film) and can only be used as either a sensor or an actuator. The dual element 
transducer has an acoustic barrier at the mid of an active film, which can excite and receive 
the acoustic signals simultaneously. As such, the single element transducer is generally 
used in pitch-catch or passive architectures, while the dual element transducer is a better 
choice for a pulse-echo architecture than the single element transducer.  
Typically, the integrated ultrasonic transducer has significantly better sensitivity than 
PWAS and MFC because the electrical housing structure prevents the sensing signals from 
being polluted by the environmental noise. However, the disadvantages of this type of 
transducer is also obvious: due to the structural complexity, the weight of an integrated 
ultrasonic transducer and associated costs for SHM system development and maintenance 
are higher than PWAS and MFC. Therefore, rather than being used for real-time 
monitoring, the integrated ultrasonic transducer is generally attached to the structure for 
temporal inspection using a specific coupling fluid, known as couplant, which does not 
need super glue for strong adhesion. 
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Figure 1.7. Two Typical Structures of Acoustic Transducers 
 
The Fiber Bragg grating (FBG) is a typical class of optical transducers, consisting of 
an optical glass fiber with the polymer coating, as shown in Figure 1.8. The sensing 
capability of FBG relies on the Bragg effect: the optical glass fiber reflects the light with a 
particular wavelength when a light source, such as a laser, is applied to it. When the strain 
field of grating changes due to local compression, i.e., caused by tension or thermal load 
on the optical glass fiber, the wavelength of the reflected light will change. By measuring 
the variance in wavelength of reflected light, the applied load can be identified and 
quantified.   
The major advantage of FBG is that it is small in size and light in weight. Additionally, 
it has high sensitivity to local strain fields due to the small wavelength of the applied light 
source. However, the wire-like structure of FBG reduces its sensitivity to detect UGW in 
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the transverse direction with respect to the optical fiber, primarily due to the fact that the 
Bragg grating is in the direction of the optical fiber. 
 
 
Figure 1.8. An Expanded View of the FGB Sensor 
 
1.2.3. Damage Detection and Localization  
The obtained UGW signals from the transducer provide the necessary information for 
the analysis phase in an SHM framework, which consists of assessing the internal and 
external damages in the interrogated structure. However, interpretation, analysis, and 
detection of damage using UGW signals is non-intuitive, and therefore, often require 
focused and involved methods. In this section, the state-of-the-art UGW based damage 
detection and localization methods are introduced, followed by a discussion of their 
strength and weakness.  
The UGW based damage detection algorithms are generally classified into two classes: 
forward algorithm and inverse algorithm. Forward algorithm solves designed equations for 
locating the damage logically and uniquely, based on the characteristics of received 
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ultrasonic signal. Inverse algorithm locates and quantifies the damage by leveraging 
sufficient existing examples that contain both received signals and corresponding damage 
scenarios, which is typical of a pattern recognition problem (Su, Ye and Lu, 2006). 
The forward algorithms are well-suited for detecting and localizing damage by the 
direct analysis of UGW signals; such algorithms are general classified into three categories 
as follows: time domain analysis, frequency domain analysis, and high dimensional 
analysis. Time domain analysis is known as an effective tool for damage localization, since 
the time domain information is directly used to indicate the wave source location with a 
known wave velocity and appropriate algorithms. The ellipse-based methods (Kessler, 
Spearing and Soutis, 2002; Kehlenbach and Das; 2002; Tua, Quek and Wang, 2004; Moll 
et al., 2010), which are the most widely used forward algorithms, leverage the time-of-
flight (ToF) information of UGW modes for damage localization; the ToF is defined as the 
time lag between the moment that sensor receives the actuated wave mode and the damage-
induced reflected wave. With the known wave velocity and ToF measured by each sensor, 
the traveling distance of the wave mode, which transmits from actuator to the damage site 
and then to the sensor, is calculated. This leads to an ellipse containing all possible damage 
locations for a certain sensor-actuator path; the damage is then localized by the intersection 
of the ellipses constructed with multiple such paths. A one-actuator two-sensor architecture 
is presented in Figure 1.9 for the purpose of demonstration. The in-plane origin is assumed 
to be at the location of the actuator, the possible location of damage is assumed to be 
(𝐷𝑎𝑚𝑔,, 𝐷𝑎𝑚𝑔-), the location of the 	𝑖qr sensor is assumed to be (𝑆𝑒𝑛𝑋g, 𝑆𝑒𝑛𝑌g), and the 
ToF of the 	𝑖qr sensor is defined as 𝑇𝑜𝐹g. The governing equation for each sensor-actuator 
path can be written as 
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w(𝐷𝑎𝑚𝑔, − 𝑆𝑒𝑛𝑋g)* + x𝐷𝑎𝑚𝑔- − 𝑆𝑒𝑛𝑌gy*𝑉 + w𝐷𝑎𝑚𝑔,* + 𝐷𝑎𝑚𝑔-*𝑉
− w𝑆𝑒𝑛𝑋g* + 𝑆𝑒𝑛𝑌g*𝑉 = 𝑇𝑜𝐹g 
(1.25) 
where 𝑉  denotes the group velocity of target wave mode, which is selected and 
characterized for damage location experimentally or theoretically. This method has been 
proven to be effective in many SHM applications. For example, this method has been used 
for localizing the delamination in a carbon fiber composite panel in a pitch-catch sensor 
architecture, and the results showed a high accuracy in a low frequency-thickness product 
region (Dı́az Valdés and Soutis, 2002).  
 
 
Figure 1.9. A Demonstrative One-Actuator Two-Sensor Architecture for Damage 
Localization 
 
Considerable research has been devoted to improving the ellipse-based method. A 
probabilistic methodology with a temperature compensation algorithm (Neerukatti et al., 
Damage at (Dx, Dy) 
Reflected waves
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Localization ellipses
Predicted damage location
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2016), for example, was developed to include the influence of temperature on the wave 
velocity; the validation results from this study showed marked improvements over 
traditional ellipse-based methods. The phased array approach (Michaels, 2008), generally 
associated with a beamforming algorithm (Malinowski et al., 2009), is another ToF based 
forward damage localization algorithm, which has several similarities with the ellipse-
based method. The phased array is formed by an array of sensors; a delay of received 
signals from these sensors at the pre-designed localizations is used to localize the source 
of the signal. This concept was used to in the development of an embedded ultrasonic 
structural radar (EUSR) (Giurgiutiu, Bao and Zagrai, 2006) for monitoring crack and 
corrosion of metallic materials. 
Frequency domain analysis, which is an effective forward algorithm for detecting and 
quantifying damages, investigates the changes in frequency spectrums between healthy and 
damaged structures using the Fourier transform of time domain signals. The beauty of this 
method is that the effects of damage size can be explicitly correlated to the changes of 
frequency spectrum, including shift of central frequency, variance of the signal power, 
shape of vibrational mode, etc. This method has shown high accuracy in the detection of 
delamination in composite materials (Kessler et al., 2002; Kim et al., 2007) and robustness 
in quantifying the size of delamination (Żak, Krawczuk and Ostachowicz, 2001).  
In addition to the time or frequency domain analysis, there is also high-dimensional 
analysis, which investigates UGW signals in a high dimensional representative domain to 
obtain more distinctions between healthy and damaged structures. Such methods typically 
involve high-dimensional signal processing techniques, such as time-frequency analysis, 
frequency-wavenumber analysis, and time-space analysis. They have also shown success 
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in detecting delamination in composite materials. In one study (Liu et al., 2012), time-
frequency analysis was developed to identify and assist in localizing the damage in a 
stiffened composite panel by identifying additional modes that appeared in the signals. A 
frequency-wavenumber domain analysis (Michaels, Michaels, and Ruzzene, 2011), 
wherein the time-space domain is transformed using a two-dimensional Fourier transform, 
was also used to detect the delamination in a composite. A space-frequency-wavenumber 
domain analysis (Yu and Tian, 2013) was conducted to study how the frequency-
wavenumber relation varies in the spatial domain and analyzes the dispersion of UGW in 
terms of wavenumber and propagation distance, as an improvement over the original 
frequency-wavenumber analysis. More recently, a time-space domain analysis was 
developed to accurately discriminate and quantify the group and phase velocities of UGW 
to improve the traditional ellipse-based damage localization while enabling the damage 
quantification for an aluminum (Kim and Chattopadhyay, 2015). 
As a completely different approach, the inverse methods are well-suited for damage 
quantification by training a statistical model with sufficient samples, and implicitly 
establishing the relationship between damage size and UGW signals. Unlike forward 
methods, inverse methods are highly dependent on the specific application without a 
universal framework or theory. Machine learning and deep learning has been attracting 
increasing attention in the past two decades due to the rapid development in AI techniques, 
which significantly improve the effectiveness and efficiency of inverse methods that are 
essentially pattern recognition techniques (Yam, Yan and Jiang, 2003; Miller and Hinders, 
2014). For example, Yam, Yan, and Jiang (2003) developed a vibration-based method to 
map the relationship between output signals and damage specifications, including size and 
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location using a typical deep learning technique and artificial neural network (ANN) with 
one hidden layer and 16 hidden nodes. To solve a similar problem, Miller and Hinders 
(2014) used statistical pattern recognition techniques, which are also known as statistical 
machine learning approaches, including logistic classifier, normal density classifier, k-
nearest-neighbor (KNN) classifier, etc. Such machine learning and deep learning 
techniques have shown promising accuracy in damage localization and quantification; the 
primary advantage of such techniques is that their learning algorithms overcome the 
difficulties in interpreting complicated UGW signals induced by complex materials and 
structures.  
1.2.4. Damage Prognostics  
Complex metallic materials and structures used in mechanical and aerospace 
applications are subject to complex cyclic loadings including uniaxial and multiaxial 
conditions during their service lifetimes (Sakai, 2009). Having obtained the location and 
size of damages (e.g., cracks) by using a diagnostic model, a better understanding of the 
damage behavior under complex loading and estimation of their useful life while enhancing 
their operational reliability can be obtained (Ewing and Humfrey, 1903). The variant 
induced by load(s), such as single and periodic overload and underload, challenge 
traditional methodologies in characterizing crack growth mechanisms (Vecchio, Hertzberg, 
and Jaccard, 1994; Borrego, Ferreira, and Costa, 2001; Sunder, et al., 2016). Hence, a 
robust model that accurately predicts crack growth rate and fatigue life under complex 
loading conditions would be highly beneficial for a wide range of structural applications. 
 For damage prognostics, a significant amount of work has been conducted to 
understand and predict the crack propagation under loading using two approaches: 
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analytical models and data-driven models. Compared to data-driven models, analytical 
methods are well-known for their robustness in predicting crack behavior using relatively 
a compact set of equation with few empirical parameters (Alderlisten, 2017) and based on 
phenomenological observations or physics-related analyses. For example, a time-based 
sub-cycle formulation developed for predicting fatigue crack growth and crack tip opening 
displacement under uniaxial random variable loadings has shown good correlation with 
experimental data (Liu, Venkatesan and Zhang, 2017). This analytical approach is, 
however, limited by the nature of loading and specimen geometry and the difficulties 
associated with characterizing the empirical parameters. Hence, data-driven methods 
appear to be a more appropriate approach for complex structures and loading conditions. 
These methods can also be regarded as a regression model for fatigue features with respect 
to time/cycle; by regressing over known features in the past and current instances, the need 
for significant empirical knowledge can be eliminated. Amongst the most widely used 
regression models, linear regression (LR) (Agrawal, et al., 2016) and support vector 
machine (SVM) (Mohanty, Chattopadhyay, and Peralta, 2010; Huang, et al., 2014) have 
shown adequate performance in predicting the crack propagation and fatigue life of 
metallic material under uniaxial loading conditions. However, the confidence of the 
prediction, which is also referred as system uncertainties, cannot be evaluated due to their 
deterministic nature. To address this issue, recent investigations have utilized a relevance 
vector machine (RVM) (Zio and Di Maio, 2012) as shown in Figure 1.10, which is 
essentially an SVM with a Gaussian basis function for fatigue crack growth estimation. 
Although this method has exhibited the capability of predicting fatigue life with confidence 
intervals, such an approach is not capable of adequately handling the high-dimensional 
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information associated with the proposed framework due to its low effectiveness in sparsity 
evaluation of the feature/function space. Moreover, most of the aforementioned data driven 
methods rely heavily on the number of existing dataset (i.e., training examples) and the 
accuracy of observations, which may not be completely available in some complex system. 
For example, it is almost impossible to obtain sufficient numbers of training examples of a 
metallic structure under a biaxial loading condition with overloads, since each experiment 
would entail considerable time and resources. 
 
 
Figure 1.10. Fatigue Life Prediction using RVM with Uncertainty Evaluation. 
Source: Zio and Di Maio, 2012 
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1.3. System Health Management of Complex System  
The increasing demand for functionality, efficiency, size, and quality in modern 
systems requires the construction of subsystems and components with significant 
complexities (Tsui, et al., 2015). As a typical example, the current commercial aircraft 
utilizes technically sophisticated material systems and structures to reduce weight and 
improve performance. Therefore, for the modern systems, there is an urgent need to 
develop real-time automated system health management frameworks to provide accurate 
assessment of aviation safety for both current and future aircraft systems. Current aircraft 
health management systems rely on pre-defined subsystem thresholds and binary 
exceedance criteria to identify operational anomalies, which may not be sufficient and 
accurate in reflecting the current health status of the aircraft. Inflight malfunction of aircraft 
subsystems may lead to lowered flight performances and unexpected control issues. In 
order to maintain high standards of operational safety, a high-performance real-time 
monitoring system must be capable of not only detecting the state malfunctions, but also 
providing suggestions for maintenance to reduce unnecessary downtime of the aircraft 
(Dalton, Cawley, & Lowe, 2001). However, the development of a system health 
management framework for such complex system is challenging due to the dynamic 
interactions of the subsystems and systems, which require simultaneous individual and 
networked monitoring and analysis to determine global system performance.  
Model-based fault detection techniques are the most widely used approaches; these are 
generally classified into quantitative and qualitative approaches (Venkatasubramanian, 
Rengaswamy and Kavuri, 2003; Venkatasubramanian, et al, 2003). The quantitative 
approach explicitly defines the input-output relation through state-space models such as 
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Kalman filters and parameter estimation algorithms (Foo, Zhang, and Vilathgamuwa, 2013; 
Frank, 1997; Frank, 1994; Zhao, Liu, and Li, 2017). For example, Foo, et al. (2013) 
developed extended Kalman filter (EKF) methods for sensor fault detection in synchronous 
motor driver applications by estimating the phase currents and rotor speed of the motor 
simultaneously. Zhao, et al. (2017) introduced observer based dynamic algorithms for fault 
tolerant control (FTC) of a nonlinear system with actuator failures based on adaptive 
dynamic programming (ADP). The qualitative approach utilizes a set of if-then-else rules 
and their corresponding inferences that find the consequence based on given knowledge, 
such as digraphs, fault trees, and qualitative physics (Bartlett, Hurdle and Kelly, 2009; 
Sihombing and Torbol, 2018). Sihombing and Torbol (2018) proposed a parallel fault tree 
algorithm with a graphical processor unit (GPU) computing scheme, providing increased 
reliability and effective identification of failures.  
In addition to model-based algorithms, data-driven approaches have recently attracted 
increased attention due to the rapid development of computational power and big data 
analysis techniques; such approaches typically leverage sufficient amount of historical 
information containing system features to diagnose and predict the health status. Feature 
extraction and information fusion techniques have been extensively developed to address 
the computation efficiency issue associated with the high dimensionality dataset for the 
data-driven methods (Venkatasubramanian et al., 2003); some examples are principal 
component analysis (PCA), SVM, and artificial neural networks (ANN) (Banerjee and Das, 
2012; Sadough, Khorasani, and Meskin, 2014; Samanta and Al-Balushi, 2003; Zhang, Sato 
and Iai, 2006; Zhou, Zhao and Cao, 2014). Samanta and Al-Balushi (2003) developed a 
neural network approach to address the problem of fault diagnostics of rotating bearing 
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systems using time-domain vibrational signals in real-time. Zhang et al (2006) developed 
a system health management framework for rapid state estimation of large-scale structures 
by employing incremental SVM based regression data-driven models. However, very 
limited research has been reported on the development of an integrated monitoring 
framework for a full service cycle, which is essential for maintaining and analyzing the 
operational safety of modern systems. 
1.4. Challenges and Objectives  
There are many challenges associated with the development of SHM and PHM for the 
aforementioned complex structures and systems. First, although a wide range of UGW 
based SHM techniques have been developed, as mentioned in previous sections, research 
and investigation are still needed to leverage the effectiveness of these techniques for 
monitoring the health state of a complex structure. The primary reason is that UGW 
propagation in complex structures has not been well-understood, and associated sensing 
signals are significantly more complicated than those derived from traditional materials. 
Second, for complex structures with known damage location, the accuracy of traditionally 
developed analytical or data-driven method is challenged by the limited empirical 
information and number of training examples. Third, regarding the fault detection for 
system health management, the unlabeled information from most modern systems as well 
as the large data size increase the level of difficulty in performance monitoring and 
information interpretation using the aforementioned existing model based or data-driven 
methodologies. The detailed challenges are described as below. 
§ The behavior of UGW propagation in anisotropic, heterogenous material has not 
been well-understood; even no closed-form analytical solution has been developed 
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for the dispersion characteristics of UGW. In addition, experimental 
characterization of every single wave propagation scenario for all possible layups 
is not practical. 
§ The electromechanical coupling effects between transducers and host structures 
have impacts on the UGW propagation, but still have not been considered in current 
SHM systems. 
§ Compared with homogenous materials, the attenuation factor of UGW is much 
larger in complex structures, which generally induces difficulty in detecting the 
wave reflected from the damage. This limits the implementation of traditional 
forward algorithms for damage detection and localization. Acquiring sufficient 
number of samples for model training in an inverse algorithm is not practical for 
complex and advanced materials due to the cost of fabrication. 
§ High dimensional signal processing techniques have inherent limitations.  For 
example, it is difficult to localize damages through time-frequency analysis due to 
the absence of spatial information; the wavenumber-frequency analysis generally 
requires pixel-wise investigation using a Scanning Laser Doppler Vibrometer 
(SLDV), which limits its application in real-time SHM system. 
§ Limited research has been reported on the development of a prognostic model to 
predict damage evolution of metallic structure subjected to complex multiaxial 
loading conditions with overload, which is one of the most realistic loading 
conditions in aerospace application (Datta et al., 2018). 
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§ The limitation of computation cost and memory size challenges the development 
of a system health management framework, and the high dimensionality of the 
modern systems induces additional complexity in the system interpretation.   
Based on the aforementioned challenges, the principal objectives of the research 
presented in this dissertation are as follows. 
§ Develop a robust numerical model for UGW propagation in composite materials 
such as CFRP with damages in different layers. This model should possess the 
capability of explicitly modeling the structural discontinuities and 
electromechanical coupling effects between transducers and host structures, while 
maintaining computational efficiency. 
§ Develop an effective damage detection and localization methodology with a 
reference-free perspective for the structure with a high energy attenuation effect, 
which results in difficulties of detecting damage induced reflected waveforms 
(e.g., advanced foam core sandwich composite structures).  
§ Develop robust signal processing techniques to handle the multi-mode UGW 
signals, whose dispersion characteristics are hard to obtain from analytical UGW 
equations, in order to improve the efficiency of damage localization and enable 
real-time monitoring capabilities. 
§ Develop a robust prognostic model to predict the damage evolution under 
multiaxial cyclic loading with overload. This model is expected to be able to 
predict the propagation of known cracks with very limited empirical knowledge 
and training examples from experiments. 
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1.5. Outline 
This dissertation contains seven chapters (including the current introduction chapter) 
and is organized as follows: 
Chapter 2 presents the development of a high fidelity UGW model, based on the local 
interaction simulation approach and sharp interface method (LISA/SIM) (Delsanto et al., 
1992), to simulate guided wave propagation in composite laminates with damages in 
different layers as a virtual SHM platform. The complexities in damage mechanism and 
signal interpretation of fiber based laminated structural are introduced in detail. Time-of-
arrival (ToA) and amplitude of sensor signals are extracted to study signal attenuation with 
respect to the distance and propagation angle in unidirectional (UD), cross-ply (XP), and 
quasi-isotropic (QI) laminates. Dispersion curves are evaluated for CFRP and glass fiber 
reinforced polymer (GFRP) composites. Then, the effect of the damage location in 
different layers on the output sensor signal is further investigated.  
Chapter 3 introduces the development of a reference-free damage detection and 
localization framework in the time-space domain to interrogate the structural health state 
of a specific type of composite: X-COR sandwich structure (Göttner and Reimerdes, 2005), 
in real-time. The specifications of such advanced sandwich composites, difficulties of 
implementing traditional damage localization methods, and the mechanism of UGW mode 
conversion with the presence of structural damages are described and discussed. The NDE 
techniques, including flash thermography and ultrasonic C-Scan, are used for the validation 
of the developed method. In addition, a comprehensive study is conducted to evaluate 
localization accuracy of the proposed methodology under an extensive range of excitation 
frequencies using UGW sensors. 
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Chapter 4 focuses on the development of a robust multi-dimensional signal processing 
and mode tracking approach with a reference-free perspective for further improvement of 
the damage identification and localization methodology introduced in Chapter 3. The 
multi-dimensional signal processing technique including efficient methods such as 
matching pursuit decomposition (MPD) (Mallat and Zhang, 1993) and Hilbert transform 
(Benitez et al., 2001) that de-noise the raw signals and represent them in an easy-to-
interpret feature space; the mode tracking approach is an iterative algorithm that tracks all 
the wave mode trajectories in the time-space domain, and locates the wave sources while 
providing a fundamental understanding of the mode conversion mechanism involved in the 
UGW based SHM framework. 
Chapter 5 presents a robust online-offline model for the prediction of crack propagation 
under complex in-phase biaxial fatigue loading in the presence of overloads of different 
magnitudes. The online model comprises a combination of finite element analysis and a 
data-driven regression model to predict the crack propagation under constant loading.  The 
offline model is trained using experimental data to inform the parameters that govern the 
post-overload crack growth retardation to the online model. The developed methodology 
is validated by conducting biaxial fatigue experiments using aluminum AA7075-T651 
alloy cruciform specimens. Error analysis is conducted to investigate the sensitivities of 
the number of training points and crack increments, as well as the propagation of prediction 
error, to the prediction accuracy. 
Chapter 6 focuses on the development of a robust real-time aircraft health monitoring 
framework using a machine learning based approach, specifically the multivariate 
Gaussian model, for the detection of in-air operational anomalies of an aircraft system. 
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Sensor fusion and noise filtering algorithms have also been adopted to reduce 
dimensionality of the feature space while avoiding the elimination of useful information 
from the original flight data. Random noise in each feature, induced by the aircraft sensors 
and data acquisition system, is filtered out using a weighted averaging window while 
maintaining inherent variances. The filtered dataset is then fused according to the 
underlying physics of each sensed feature to reduce redundant features, and subsequently 
trained using a multivariate Gaussian model. The formulations are constructed using a 
mini-batch process, which eliminates the negative impact of large datasets on computation 
performance. In addition, the developed methodology allows monitoring the behavior of 
each feature as well as correlations between features, thereby significantly improving 
detection sensitivity. 
Chapter 7 discusses concluding remarks derived from the research work and research 
future directions that can improve the developed framework.   
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2. NUMERICAL SIMULATION OF WAVE PROPAGATION IN COMPOSITE 
MATERIALS 
2.1. Introduction 
Composite materials and structures have been widely accepted for a wide range of 
mechanical, aerospace, and civil engineering applications because of their low weight, high 
strength toughness (Thostenson et al., 2002). However, such materials and structures are 
prone to multiple types and scales of structural damages, e.g., matrix crack and 
delamination (Corigliano, 1993; Todoroki, Tamura and Shimamura, 2006), which 
significantly challenge their wide implementation and operational safety. Therefore, a 
robust SHM framework that can monitor the structural health of composites to enhance 
their safety and lifetime efficacy is needed. Among SHM techniques, the ultrasonic guided 
wave based method is a well-proven tool that has been used to analyze the integrity of 
plate-like structures (Farrar and Worden, 2007; Giurgiutiu, 2007; Lu, Ye and Su, 2006; 
Mohanty, Chattopadhyay and Peralta, 2010; Raghavan and Cesnik, 2007; Staszewski, Lee 
and Traynor, 2007). More recently, experiments and numerical methods that are based on 
nonlinear ultrasonic guided waves were used for damage detection in metallic structures 
(Shen and Giurgiutiu, 2014; Chillara and Lissenden, 2014; Pruell et al., 2009; Seaton et al., 
1985). However, unlike isotropic and homogeneous materials, wave propagation in an 
anisotropic material is associated with a multitude of complexities such as high attenuation 
and directivity effects, making the interpretation of wave behaviors based on sensor signals 
from the complex geometries and different layups in the composite materials and structures 
a challenging task (Liu, Mohanty and Chattopadhyay, 2010; Neerukatti et al., 2014; 
Neerukatti et al., 2016). Since experimental characterization and testing of every wave 
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propagation scenario under each potential loading and environmental conditions is not 
practical, a physics-based modeling approach is needed to more effectively and efficiently 
understand the mechanism of guided wave propagation in anisotropic composite materials. 
However, for the simulation technique to be effective, it must accurately model the system 
architecture, including material discontinuities, different types of damage scenarios, and 
actuators and sensors that influence the dynamic response of the host structure. The 
methodology must account for the two-way field coupling between the transducers and the 
host structure and simulate the guided wave across sharp boundaries and interfaces.  
The finite element method (FEM) is a well-accepted modeling technique and has been 
traditionally used to study wave propagation behavior in anisotropic structures (J. Talbot 
and Przemieniecki, 1975; Koshiba, Karakida and Suzuki, 1984; Zienkiewicz, Taylor and 
Fox, 2013). When using the FEM method, the mesh must be fine enough to generate a high 
frequency wave with a small wavelength in response to a structural damage resulting in 
increased computational time. Other FE based modeling techniques, such as multi-physics 
FEM (MP-FEM) (Gresil and Giurgiutiu, 2013), extended finite element method (XFEM) 
(Liu, Oswald and Belytschko, 2013) and wavelet spectral FE (WSFE) (Ali, Mahapatra, and 
Gopalakrishnan, 2005) can be used to simulate wave propagation while considering the 
damping effects, transducer-structure coupling and small structural defects. The 
computational intensity, however, increases dramatically with mesh fineness and the use 
of additional subroutines. Another technique that has gained recent acceptance in the 
NDE/SHM community, especially for the simulation of guided waves in composite 
structures in the presence of damage, is the elastodynamic finite integration technique 
(EFIT) (Marklein, 1999; Rudd et al., 2007; Leckey, Rogge and Parker, 2014). However, 
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this technique does not used to simulate wave propagation in the complex structures. 
Meanwhile, analytical approaches such as the global matrix (GM) method (Obenchain and 
Cesnik, 2013) and transform matrix (TM) method (Nayfeh, 1991) have also been used to 
investigate the output signals and dispersion curves of plate-like composites. However, the 
analytical approach falls short because it not only fails to explicitly model the local 
damages and structural complexities, but also does not take into consideration the 
electromechanical coupling between sensors and host-structures.  
Borkowski, Liu and Chattopadhyay. (2013) developed an efficient, three-dimension 
electromechanical elastodynamical model with two-way coupled electromechanical and 
electromagnetic field equations using the LISA/SIM (Delsanto et al., 1992; Delsanto et al., 
1994; Delsanto, Schechter and Mignogna, 1997; Nadella and Cesnik, 2013). The 
computational efficiency of this model has proven to be significantly higher than traditional 
FEM approaches. The method also allows the simulation of wave propagation across sharp 
material boundaries without incurring significant numerical error caused by the smearing 
or averaging of material properties across cell interfaces. The methodology can be used to 
characterize the behavior of guided waves in composites under a wide range of condition 
parameters (material properties, excitation frequencies, damage locations, etc.). 
In this chapter, the LISA/SIM model is further extended to simulate guided wave 
propagation in composite materials with damages in different layers. A virtual SHM 
platform, which includes signal generation, signal conversion, time-frequency based signal 
processing and damage identification, is developed. Collocated piezoelectric actuators are 
used to generate the S0 and A0 modes, selectively. The output signal is captured using 
multiple sensors placed at different distances and orientations with respect to the actuators. 
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The MPD methodology (Mallat and Zhang, 1993), which is an time-frequency domain 
signal processing technique, is used to accurately and efficiently decompose the sensor 
signal. The ToA and amplitude of sensor signals are extracted to study the behavior of 
signal attenuation with distance and propagation angle in UD, XP, and QI laminates. 
Dispersion curves are evaluated for CFRP and GFRP composites. The simulation results 
are validated by comparing them with published experimental work (Ono and Gallego, 
2012; Pohl et al., 2010). Then, with the same plate geometry and sensor placement, the 
damage is modeled explicitly and the changes in signal between healthy plate and damaged 
plate are compared. The effect of the damage location in different layers on the output 
sensor signal is further investigated, and the ToA and mode amplitude are compared at 
different through-thickness locations under symmetric and anti-symmetric excitation 
modes to evaluate the guided wave sensitivity to damage. It should be noted that the 
methodologies and results presented in this chapter have been published in the Journal of 
Intelligent Material Systems and Structures (Li, Neerukatti and Chattopadhyay, 2018).  
2.2. Wave Propagation Model 
Although the LISA/SIM formulation has been derived for wave propagation simulation 
(Delsanto and Scalerandi, 1998; Paćko et al., 2012; Kijanka et al., 2013; Nadella and 
Cesnik, 2013), very few studies have been conducted by accounting for the coupled 
electromechanical relation between host-structure and PWASs. Accounting explicitly for 
the physics of piezoelectric actuation and sensing using the LISA/SIM numerical 
methodology requires the derivation of a set of incremental equations for the solution of a 
three-dimension coupled electromechanical elastodynamic wave propagation model. The 
coupled formulation was originally derived by Borkowski, et al. (2013), and will be briefly 
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presented in this section. The governing equations for a linear piezoelectric material can 
be written as 𝜎gh = 𝐶ghi@𝜀i@ − 𝑒igh𝐸i (2.1) 
where 𝜎gh, 𝐶ghi@, 𝜀i@, 𝑒igh and 𝐸i are the second-order stress tensor, fourth-order stiffness 
tensor, second-order strain tensor, third-order piezoelectric tensor, and first-order electric 
field tensor, respectively. The electric displacement vector, 𝐷g, is written as 𝐷g = 𝑒ghi𝜀hi − 𝜅gh𝐸h (2.2) 
where 𝐷g  is the first-order electric displacement tensor and 𝜅gh  is the second-order 
dielectric tensor. The strain tensor is written as  
𝜀hi = 12 (𝑢i,@ + 𝑢@,i) (2.3) 
The electric field can be obtained from the electric potential 𝜙i as 𝐸i = −𝜙,i (2.4) 
By combining the equations above, the stress tensor can be rewritten as 𝜎gh = 𝐶ghi@𝑢i,@ + 𝑒igh𝜙,i (2.5) 
And the electric displacement tensor can be rewritten as  𝐷g = 𝑒ghi𝑢h,i − 𝜅gh𝜙,i (2.6) 
The force equilibrium should be satisfied in an elastic medium through the elastodynamic 
wave equation, 𝐶ghi@𝑢i,@@ + 𝑒igh𝜙,ih = 𝜌?̈?g (2.7) 
In the absence of volume charge, Maxwell’s equation ∇ ∙ 𝐷 = 0 (2.8) 
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must be satisfied. Combining this with expression of electric displacement field, the 
relation can be found as 𝑒ghi𝑢h,ig − 𝜅gh𝜙,ig = 0 (2.9) 
Based on the differential equations derived above, both the host structure and 
transducers are modeled explicitly. The coupled formulation solves the mechanical 
equations of motion as an initial value problem and Maxwell’s equation as a boundary 
value problem at each time step. The volume is spatially discretized in the three principal 
directions into a cuboidal grid and the material properties of each cell are defined at the 
lower left front corner of the cell. While the material properties are constant within each 
cell, they are allowed to vary across cells, which enables the modeling of multilayer 
anisotropic and heterogeneous structures. The continuity of displacement is enforced at the 
nodes and traction across the interface by SIM (Paćko et al., 2012). To ensure convergence 
of the LISA/SIM technique, the time and three-dimensional space discretization satisfies 
the Courant-Friedrich-Lewy (CFL) condition. Meanwhile, the criterion that ensures at least 
eight elements per minimum wavelength is enforced to avoid amplitude distortions 
(Balasubramanyam, et al., 1996).  
In order to generate S0 and A0 modes individually, collocated actuation is implemented 
wherein two actuators are placed at the same location and on opposite sides of the plate 
(Su and Ye, 2004); the S0 mode with enhanced amplitude is generated by applying the 
voltages in opposite directions to actuators with respect to the centerline and the A0 mode 
with enhanced amplitude is generated by applying the voltages in the same direction with 
respect to the centerline. A zero-stiffness approximation is implemented to simulate the 
damaged region in any given layer. A time-frequency analysis method, MPD, is used for 
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post-processing and interpretation of the sensor signals. The time-frequency features have 
been shown to provide highly localized characteristics of the time-varying spectral nature 
of damage wave-physics (Chakraborty et al., 2008). Due to the dispersive nature of guided 
wave, multiple modes are present in the time-frequency domain in the high frequency 
region; this complicates the task of identifying the desired mode in the signal. With the 
known property of UGW that the velocity of each mode is constant with a fixed product of 
the structure thickness and excitation frequency, the A0 and S0 modes are identified in the 
sensor signals based on the velocity estimation of each mode. The signal is collected from 
each sensor and transformed to the time-frequency domain using the MPD algorithm. The 
ToA of each mode is found, and the group velocity is computed using the known distance 
between the sensors. The mode that maintains the same velocity is the desirable mode due 
to the nature of the guided wave.   
2.3. Results and Discussion 
In this section, the behaviors of guided wave propagation in composite panels is 
investigated. The wave attenuation is studied by comparing the mode amplitudes extracted 
from varying propagation distances and orientations with respect to the actuator. The 
effects of varying excitation frequencies and material properties on the wave propagation 
are also discussed. At last, the model will be then used to evaluate the dispersion curves of 
CFRP and GFRP. Collocated methodology is used, with the same CFRP model, to assess 
the signal changes of symmetric and anti-symmetric modes in the presence of damages.  
2.3.1. Attenuation and Directivity of guided waves 
To study the attenuation of S0 and A0 guided wave modes with distance, a CFRP UD 
plate with 16 layers ([0]8s) is modeled. The dimensions of the plate are 1200 mm × 
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mm × 1.6 mm. The actuator is located at (100,150) mm with respect to the bottom left 
corner of the plate and a total of ten collinear sensors are placed at distances of 100 mm to 
1000 mm from the actuator with an increment of 100 mm. A 500 kHz five-cycle cosine 
tone burst as well as its frequency spectrum, shown in Figure 2.1, is used as the actuation 
signal. A time step of 6.7 × 10-9 second and 0.1 mm three-dimensional spatial discretization 
are selected to ensure convergence of the LISA/SIM technique using the CFL condition, 
and a total of 4001 time steps have been used for 26.8	𝜇𝑠 simulation time. The actuators 
are placed 100 mm away from the left edge to reduce boundary effect. Figure 2.2(a) and 
2.2(b) show the results, namely, the normalized A0 and S0 guided wave amplitudes as a 
function of propagation distance. The experimental results show that the normalized 
amplitude of S0 mode reduces to a value of 0.2 at sensing distance of 1000 mm, while the 
A0 mode reduces to the same value at sensing distance of 200 mm, indicating faster 
attenuation of the A0 mode. The simulation results presented in the Figure 2.2 show similar 
trends as the experimental results of (Ono and Gallego, 2012)). 
  
  
(a) Excitation signal (b) Frequency spectrum 
Figure 2.1. 500 kHz Five Cycle Cosine Tone Burst Excitation Fignal 
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(a) S0 mode (b) A0 mode 
Figure 2.2. Amplitude Attenuation of Guided Wave in UD CFRP with Propagation 
Distance 
 
Next, the attenuation with propagation distance in the QI CFRP composite plate with 
the same dimension as the UD plate is studied under the same excitation frequency and the 
results are shown in Figure 2.3. Compared to Figure 2.2a, it is observed that the S0 mode 
attenuates faster in QI CFRP than in the UD plate. This is due to the presence of fewer 
fibers along the propagation direction for the same fiber volume fraction as in the UD plate. 
However, the attenuation trend of the A0 mode remains the same, which indicates that the 
A0 mode is not sensitive to changes in the stacking sequence of the composite material. 
The stacking sequence governs the effective modulus of the composite panel indicating 
that the material property changes have less impact on the velocity of A0 mode (Maio, et 
al., 2015).  
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(a) S0 mode (b) A0 mode 
Figure 2.3. Amplitude Attenuation of Guided Wave in UD CFRP with Propagation 
Distance 
 
Due to the dispersive nature of guided waves, the wave amplitude is also strongly 
dependent on the frequency. Therefore, it is necessary to study the effect of frequency on 
the attenuation trend. The same 16-layer UD layup is used to study the attenuation trend of 
S0 mode with varying frequency. The frequencies are varied between 50 kHz and 700 kHz. 
Figure 2.4 shows that the S0 mode has the highest energy at a frequency range between 
400 kHz and 500 kHz, and the amplitude decreases to a very small value under low (<200 
kHz) and high (>600 kHz) excitation frequency regions. In addition, the amplitude 
decreases with increasing sensor distance. These results are consistent with the 
experimental results of (Gresil and Giurgiutiu, 2013). The peaks observed in the simulation 
at small distances (25 mm and 50 mm) in 100 kHz frequency region are due to the 
superposition of multiple modes that are closely spaced.  
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Figure 2.4. Attenuation at Different Frequencies for UD Composite with Varying 
Distance between Actuator and Sensor 
 
Then, the directional of UGW is studied in composite plates with three different 
stacking sequences, UD, XP and QI plates. The actuators are placed at the center of a 1000 
mm × 1000 mm × 1.6 mm plate and the sensors are placed at distances 50 mm, 100 mm 
and 150 mm from the actuator. The excitation frequencies for directivity study are all set 
to be 500 kHz. The propagation direction is defined as the angle between the actuator and 
sensor with respect to the 0° fiber orientation. The amplitudes of S0 modes from sensors 
with different propagation angles are extracted and compared. Figure 2.5(a) shows the out-
of-plane displacement contour of S0 mode propagation at 100 µs, and Figure 2.5(b) shows 
the attenuation trend of S0 mode as a function of wave propagation direction in UD plate. 
The wave amplitude is maximum along the fiber direction and attenuates with increasing 
angle. This attenuation trend is consistent with the results (Ono and Gallego, 2012). The 
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discrepancies in 50 mm simulation can be attributed to the mode superposition within a 
short propagation distance. For the XP plate, the amplitudes are studied from 0° to 180° 
with respect to the sensor. Figure 2.6(a) shows the out-of-plane displacement contour of 
S0 mode propagation at 100.5 µs; the propagation distance is set to be 50 mm. The wave 
propagates faster along 0°, 90°, 180° and 270° since the fibers are oriented along these 
directions. Figure 2.6(b) shows the attenuation trend as a function of the propagation angle. 
The peaks in amplitude are observed at 0°, 90°, and 180°, and the magnitudes in different 
propagation directions are highly symmetrical with respect to the fiber orientations. Two 
additional peaks are observed at 45° and 135° because the wave passes through equal 
number of 0° and 90° fibers along this direction so that the wave propagating along the 0° 
and 90° fibers interacts in these directions, which are the axis of symmetry to the fibers 
orientations. For S0 mode in QI CFRP, the sensor distance is varied between 50 mm, 100 
mm and 150 mm. The wave propagates faster along the fiber directions and since there are 
four different fiber orientations at any given point in the plate, the nature of the wave 
propagation is similar to that in an isotropic plate as shown in Figure 2.7(a). Figure 2.8(b) 
shows that the amplitude decreases when the propagation direction is away from the fiber 
orientation (0-degree), and then increases when it approaches another fiber orientation (45-
degree) with a short propagation distance of 50 mm. However, when the distance increases 
to 100 mm the amplitude decreases even with increasing propagation angle. This is because 
the longer propagation distance causes greater dispersive effect, which cannot be 
compensated by the presence of another fiber orientation.  
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(a) Out-of-plane displacement contour (b) Directional attenuation 
Figure 2.5. Directional Attenuation in UD Composites 
 
  
(a) Out-of-plane displacement contour (b) Directional attenuation 
Figure 2.6. Directional Attenuation in XP Composites 
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(a) Out-of-plane displacement contour (b) Directional attenuation 
Figure 2.7. Directional Attenuation in QI Composites 
 
2.3.2. Dispersion Curve Evaluation 
The dispersion curves obtained from the numerical model are compared with the 
experimental results (Pohl et al., 2010). Two different composites, CFRP and GFRP, are 
modeled as QI 7-layer composite plates, [(0/90)f, 45,-45, (0/90)f]s, where the ‘f’ indicate 
the word ‘fabric’. The dimension of the composite plates is 1300 mm × 300 mm × 2 mm 
and the phase velocity of guided wave in a pre-determined 0° fiber orientation is computed. 
As shown in Figures 2.8 and 2.9, the trends of both A0 and S0 modes are similar to the 
experimental results. Figure 2.8 shows the dispersion curve of CFRP; the A0 velocity 
remains constant with respect to frequency change. The S0 mode remains constant when 
the value of the product of frequency and thickness is low (< 600 kHz-mm). A similar trend 
is observed at high values of frequency and thickness product (>1500 kHz-mm). Since the 
three-dimension material properties of the CFRP and GFRP used in the published work 
(Pohl et al., 2010) are not provided by the authors, a QI CFRP plate with IM6/SCI081 
carbon fibers is used in the simulation. However, good agreement is observed between the 
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simulation and experiments in the cases of both CFRP and GFRP plates. The discrepancy 
observed from the dispersion curve of CFRP is due to the mismatch of material properties. 
 
 
Figure 2.8. Dispersion Curve of QI IM6/SCI081 CFRP 
 
 
Figure 2.9. Dispersion Curve of QI GFRP 
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2.4. Damage Assessment in Composite Panel 
To assess the signal changes under symmetrically collocated excitation due to damage, 
the wave propagation without damage is investigated first. The wave propagation at 112.5 
µs is shown in Figure 2.10, and the output signal and corresponding time-frequency 
representation is shown in Figure 2.11(a). It can be observed that there are three major 
wave envelopes with the highest amplitude, which also contain relatively larger energy 
than other envelopes. These envelopes, circled in red in Figure 2.11(a), are chosen and the 
ToA and amplitudes are extracted by MPD methodology to serve as the baseline in the 
damage assessment study. 
 
 
Figure 2.10. Contour for Wave Propagation under Symmetric Excitation, Blue Dot 
Represents Actuator and Red Dots Represent Sensors 
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(a) Healthy plate (b) Damage at 1st layer 
  
(c) Damage at 9th layer (d) Damage 16th layer 
Figure 2.11 Signals and TFRs under Symmetric Excitation with Damages at Different 
Through-Thickness Location; Red Circles Indicate the Wave Envelopes to be Assessed 
  
The sensor signals and the corresponding TFRs for all cases (healthy and three 
damaged cases) are presented in Figures 2.11 and show the quantitative changes in the 
damage cases. The amplitudes of all the existing wave modes are extracted and the TFRs 
are presented for the five wave modes with the highest amplitudes. It should be notice that 
due to the mode conversion and attenuation effects, the five modes that have the highest 
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amplitudes are different in each damaged case. Compared with the healthy case, the three 
selected envelope shapes of signals do not change significantly if the damage is in the 1st 
layer. However, when the damage is at mid-layer, the signal changes significantly. 
Comparing the TFRs between Figure 2.11(a) and 2.11(c), the first two selected envelopes 
split into multiple lower energy envelopes. Furthermore, the three selected envelopes have 
a large distortion effect, which results in a later arrival time of envelope peak compared to 
the other damage cases. The waveform of output sensor signal from the plate with damage 
at the 16th layer is very similar to the signal output from the healthy plate. The signal 
features (ToA and amplitude) are compared with baseline data, which are summarized in 
Table 2.1. The data indicates there is a ToA delay due to the presence of damage between 
actuator and sensor; the ToA appears to be insensitive to the through-thickness location. 
However, it can be seen that the amplitudes of selected modes are highly sensitive to the 
location of damage in the through-thickness direction. When the damage is at the 1st layer, 
there is a larger amplitude reduction compared to that from the plate with damage in the 
16th layer, particularly since there is more attenuation effect on the surface wave. Moreover, 
for the case with the damage at mid-layer, the amplitudes of all selected envelopes are 
reduced significantly due to the damage. It can be interpreted as follows: the mode 
separation and dispersion effects reduce the energy contained in the selected envelopes, 
resulting in reduced amplitudes in case of the deeply seeded damage, when compared to 
the damage at the 1st layer. 
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Table 2.1. Amplitude and ToA Comparison from Different Location of Damages for 
Symmetric Excitation 
Damage 
location 
1st envelope 2nd envelope 3rd envelope 
AMP [V] ToA [µs] AMP [V] ToA [µs] AMP [V] ToA [µs] 
Health 0.018 68 0.016 80 0.017 88 
layer #1 0.013 90 0.009 107 0.011 118 
Layer #9 0.006 89 0.007 107 0.008 140 
layer #16 0.017 91 0.015 107 0.012 118 
 AMP – Amplitude 
 
The ability of anti-symmetrically collocated excitation for damage assessment is 
examined and the signal changes (for the same plate and damage cases) are compared with 
those from the symmetrically collocated methodology. The wave propagation of the 
baseline (healthy) plate at 112.5 µs is shown in Figure 2.12, and the output signal and 
corresponding TF representation is presented in Figure 2.13(a). Similar to the symmetric 
collocation case, there are three major wave envelopes with the highest amplitude and 
energy (shown with red circles in Figure 2.13(a)); the corresponding ToA and amplitudes, 
extracted using MPD, are used in the damage assessment study. 
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Figure 2.12. Contour for Wave Propagation under Anti-Symmetric Excitation, Blue Dot 
Represents Actuator and Red Dots Represent Sensors 
 
  
(a) Healthy plate (b) Damage at 1st layer 
  
(c) Damage at 9th layer (d) Damage 16th layer 
Figure 2.13. Signals and TFRs under Anti-Symmetric Excitation with Damages at 
Different Through-Thickness Location; Red Circles Indicate the Wave Envelopes to be 
Assessed 
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In order to investigate further differences between the ability of these two excitation 
techniques and to establish the reliability of the SHM framework, the sensor signals from 
the healthy and the damaged plates (Figures 2.13(a) to 2.13(b)) are compared. For the plate 
with damage in the 1st layer (Figure 2.13(b)), the amplitudes of all three selected envelopes 
are reduced. However, compared to the symmetric case, the dispersion effects are minor, 
and all the three envelopes maintain similar shapes. Comparing the TFRs between Figure 
2.13(a) and 2.13(c), the signal from the plate with damage at mid-layer demonstrates a 
more complex behavior; the 1st envelope shows significant dispersion, the 2nd envelope 
maintains the same shape with a small amplitude reduction, and the 3rd envelope 
experiences significant amplitude reduction. The sensor signal from the plate with damage 
at the 16th layer closely resembles the signal from the healthy plate. The signal features 
(ToA and amplitude) are summarized in Table 2.2. The data indicates that there is no ToA 
delay due to damage in the selected modes, which means that in this particular case the 
ToA does not provide useful information for damage identification and localization. The 
amplitudes of selected modes, however, show high sensitivity and can be used to identify 
the location of through-thickness damages. A larger amplitude reduction is observed when 
the delamination is at the 1st layer, compared to the case where it is located at the 16th layer, 
except for the 3rd envelope. For the case with the damage at mid-layer, the amplitude and 
ToA indicates that (i) the amplitudes of the 1st envelope reduces significantly due to the 
dispersion effect as mentioned before; (ii) the amplitude reduction of the 2nd envelope is 
lower compared to the plate with 1st layer damage, but larger than that from the plate with 
16th layer damage; (iii) the amplitude of the 3rd envelope is reduced a lot more when 
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damage is at the mid layer compared with other cases, which indicates this envelope is also 
highly sensitive to mid layer damage. 
 
Table 2.2. Amplitude and ToA Comparison from Different Location of Damages for 
Symmetric Excitation 
Damage 
location 
1st envelope 2nd envelope 3rd envelope 
AMP [V] ToA [µs] AMP [V] ToA [µs] AMP [V] ToA [µs] 
Health 0.017 150 0.016 166 0.019 178 
layer #1 0.014 150 0.011 166 0.015 178 
Layer #9 0.010 149 0.013 166 0.008 177 
layer #16 0.016 150 0.015 166 0.015 178 
AMP – Amplitude 
 
2.5. Summary 
A computationally efficient and generalized three-dimension numerical model has 
been developed to simulate wave propagation in anisotropic composite structures. The 
attenuation and directivity of UGW are studied under varying composite layups, excitation 
frequencies, excitation modes (symmetric and antisymmetric), and material properties of 
composite panels and PWASs using the developed model. Such a model accounts for the 
electromechanical coupling between the host structure and the transducers, which is 
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expected to improve the simulation accuracy. Comparing the dispersion curves of UGW in 
CFRP and GFRP, the antisymmetric guided wave mode shows less sensitivity than the 
symmetric to the changes of material properties. The mechanism of interaction between 
ultrasonic wave and damage is then investigated. With a fixed geometry and excitation 
frequency, the changes in received signals due to varying damage locations along the 
through-thickness direction are compared under both symmetrically and anti-
symmetrically collocated excitation architectures. The results show that the amplitude 
changes in both excitation methodologies have the potential to identify and quantify the 
structural damages, while the symmetrically collocated excitation method is more sensitive 
to ToA changes due to the presence of damage. In conclusion, the current model is capable 
of accurately modeling the behavior of guided waves in composite materials and has the 
potential to be used as an effective tool in sensor placement optimization, damage 
identification and localization to reduce the experimental efforts in guided wave based 
SHM framework. 
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3. DAMAGE LOCALIZATION USING TIME-SPACE ANALYSIS 
3.1. Introduction 
Sandwich composites are well suited for mechanical and aerospace applications due to 
their light weight and excellent durability, strength, stiffness, damping, and impact 
properties (O’Brien and Paris, 2002; Du and Jiao, 2009). As a special class of sandwich 
composite, the X-COR sandwich composites possess additional through-thickness 
reinforcements provided by carbon pins that form a truss-like structure within the foam 
core while penetrating the facesheets and improving the compressive strength in the 
through-thickness direction, especially when compared with regular foam core sandwich 
composite structures (Yong et al., 2009); a view of X-COR sandwich in the through-
thickness direction is shown in Figure 3.1.  
 
 
Figure 3.1. A Side-View of X-COR Sandwich Structures 
 
Despite the foregoing benefits, however, the material heterogeneity and complex damage 
mechanisms, such as facesheet delamination and foam core separation, limit the operational 
reliability of such  material systems and structures (O’Brien and Paris, 2002). Specifically, 
the low-density foam core, including honeycomb cell and polyurethane foam, has the capacity 
Composite face-sheet Inclined Pins Foam-core
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for higher energy absorption when compared to typical metallic and composite structures 
(Zhang et al., 2014; Li et al., 2016); the sharp interface between the foam core and the 
facesheets, due to differences in material properties (i.e., stiffness and density), induces more 
energy reflection and dissipation, especially when compared to composites without such an 
interface (Diamanti, Soutis and Hodgkinson, 2005). These characteristics, thus, dramatically 
increase the difficulty level of energy transmission in the interrogated media and subsequently 
complicate the information interpretation process in an SHM framework (Cawley, 2018), in 
both active and passive monitoring systems. To date, limited research has been devoted to 
addressing these challenges. Therefore, there is an urgent need to develop reliable and 
effective SHM techniques with the capability of detecting and localizing internal damage in 
X-COR sandwich structures to better leverage the advantages offered by this class of 
sandwich composites. 
3.1.1. Challenges of Health Monitoring for X-COR Sandwich Composite 
As suggested by Diamanti, Soutis and Hodgkinson (2005), UGWs have greater 
attenuation due to the presence of a low-stiffness core than those propagating in traditional 
metallic and composite materials, challenging the detection of damage-induced reflected 
waves. Li et al. (2017) showed that the presence of carbon pins in X-COR sandwich 
composites made the signals received by the sensors more complex, i.e., inducing 
nonlinearity and larger attenuation. In addition, Neerukatti et al. (2016) claimed that the 
sensor placement was a critical issue for damage detection in X-COR sandwich composites.  
A demonstrative experiment that shows the challenges of detecting reflected waves 
induced by top facesheet delamination in an X-COR sandwich panel and the subsequent 
problems of using the traditional ellipse damage localization methods is conducted.  As 
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shown in Figure 3.2, four MFC transducers are attached to the surface of a X-COR 
sandwich panel; two MFCs are used as actuators (in red) and the other two MFCs are used 
as sensors (in blue), forming two sensing paths:  a healthy path (with no damage) and a 
damaged path. A plastic Teflon sheet is seeded at the mid-layer of the facesheet in the 
damaged path, mimicking the presence of facesheet delamination. A five-cycle cosine tone 
burst under excitation frequencies of 10 kHz to 110 kHz is applied in order to capture the 
damage-induced reflected wave. For demonstrative purposes, we are able to instead 
compare the signals received from the healthy path and the damaged path under a 50 kHz 
excitation frequency. As shown in Figure 3.3, there is no significant difference observed 
between the signals received by the healthy path (dash line) and damaged path (solid line), 
indicating that no additional wave modes are found in the signal received by the sensor in 
the damaged path. Based on experiments characterized in Section 3.3.1, the group velocity 
of first wave mode was 4083 m/s, which would be the group velocity of the first reflected 
wave received by the sensor if it was detectible, and its location in time domain is marked 
by the red dash-line box in Figure 3.3. This experiment thus confirms that it is necessary 
to develop a damage detection and localization framework that does not fully rely on the 
damage-induced reflected wave. 
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Figure 3.2. Experimental Schematic for Demonstrating Difficulty in Detecting Damage-
Induced Reflected Wave 
 
 
Figure 3.3. Signal Comparison Between Healthy Path (Dash Line) and Damaged Path 
(Solid Line); Red Square Shows Where the Reflected Wave Should Appear 
 
This, in turn, restricts the utility of many traditional ellipse methods. On the other hand, 
the size of the transducers attached on the structures used for real-time SHM presents 
significant challenges for both the spatial sampling rate of Fourier transform for 
wavenumber-frequency analysis and the image resolution of image processing based 
algorithms. In addition, a reference-free localization algorithm is highly desirable because 
it eliminates the need for a ‘healthy’ baseline, thereby reducing the fabrication cost 
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associated with advanced composite structures such as X-COR sandwich composites. 
Finally, it is important to note that the concept of a ‘healthy’ baseline is often misleading 
due to the presence of manufacturing induced flaws. 
3.1.2. Time-Space Analysis 
In spite of the aforementioned limitations, the frequency-wave number and time-space 
domain analysis offer constructive guidance for developing a real-time SHM framework 
for X-COR sandwich composites.  First, the time-space domain can be used for measuring 
guided wave velocities (Kim and Chattopadhyay, 2015), which are critical parameters for 
developing the damage localization framework, and currently are difficult to obtain 
theoretically due to the complex dispersion behaviors of UGW propagating in X-COR 
sandwich composites. Second, both time-space and wavenumber-frequency domain 
analysis have shown that additional wave mode(s), known as converted mode(s), are 
generated in addition to the wave mode(s) transmitted from the actuator when UGW 
propagation crosses a delamination (Kim and Sohn, 2007; Okabe et al, 2010). This 
observation of converted guided wave modes can function as effective indicators of 
presence of delamination. Prior work on damage detection of X-COR sandwich composites 
has shown that the mode conversion phenomenon caused by the presence of facesheet 
delamination and foam core separation (Neerukatti et al., 2016) can be easily observed.  
Motivated by the aforementioned research and based on the observation of 
delamination induced converted guided wave modes, a reference-free damage localization 
framework in the time-space domain that interrogates the structural health of X-COR 
sandwich composites in real-time is developed. A comprehensive study is conducted to 
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evaluate localization accuracy of the proposed methodology under a wide range of 
excitation frequencies.  
A schematic of the developed damage localization framework, which based on the 
presence of damage induced converted wave mode is shown in Figure 3.4. For each sensing 
path, an excitation signal is applied to the actuator, and the signals are received by a group 
of evenly distributed sensors. To eliminate the noise induced by the test environment, 
bonding of transducers, and the data acquisition system, the MPD algorithm utilizes an 
adaptive dictionary that contains Gaussian-cosine atoms (Liu et al., 2012) to extract the 
harmonic wave modes from the raw signals in the time-frequency domain.  Through a 
Hilbert transform based envelope detection algorithm, the time-space representation can 
be constructed; the trajectories of all wave modes present in the time-space domain are 
identified so that the delamination location, which is the origin of converted wave modes, 
can be obtained without any baseline information. The predicted damage locations are then 
validated by NDE techniques and show high accuracy. Hence, this framework is 
anticipated to be a promising tool for UGW based SHM not only for X-COR sandwich 
composites, but also for other complex structures with high amplitude attenuation. It should 
be noted that the methodologies and results presented in this chapter have been published 
in the Journal of Intelligent Material Systems and Structures (Li and Chattopadhyay, 2018). 
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Figure 3.4. A Schematic of Converted Wave Mode based Damage Localization in Time-
Space Domain 
 
3.2. Experimental Setup 
3.2.1. X-COR Panel Configuration and Transducer Deployment 
X-COR sandwich panels for testing are fabricated at the Boeing company facility in 
Mesa, Arizona, U.S., with the dimensions of 450 mm ´ 450 mm ´ 13 mm. The facesheets 
are each constructed using a quasi-isotropic layup of prepreg carbon fiber reinforced 
laminae; the core structure is made of polyurethane foam; additional evenly distributed 
carbon pins at an angle of approximate 20° with respect to the out-of-plane direction 
penetrate through the foam core, top and bottom facesheets. Based on the critical 
delamination size of composite structures (Dı́az Valdés and Soutis, 2002),  folded Teflon 
layers with a size of 19 mm ´ 19 mm are inserted between the second and third layers of 
the four-layer top facesheet. The carbon pins are trimmed in the regions of the seeded 
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delaminations to induce structural discontinuities that could simulate interply delamination. 
A picture of the experimental setup and a schematic illustrating demonstrating sensor 
deployment are shown in Figure 3.5. A NI PXI 14-bit 100 MS/s arbitrary wave generator 
(AWG) and a 12-bit 60 MS/s digitizer are used to generate a 5-cycle cosine tone burst 
excitation signal and to collect signals from each sensor with a sampling frequency of 20 
MHz, respectively; for the purpose of demonstration. The waveform of excitation signal 
and its corresponding bandwidth in the frequency domain under a 50 kHz excitation 
frequency are shown in Figure 3.6.  
In order to overcome the limitation posed by transducer’s resonance frequency (Perais, 
Tarazaga and Inman, 2006) that restricts the range of its effective excitation frequency, 
MFC transducers and PWASs are bonded to the surface of X-COR panel for interrogating 
delamination under 10 kHz to 100 kHz and 100 kHz to 1000 kHz, frequency ranges, 
respectively. For the relatively lower frequency region, each sensing path contained one 
MFC actuator and five 40-mm-equally-spaced MFC sensors (M 2814 P2, dimensions 37 
mm ´ 18 mm); for the relatively higher frequency region, each sensing path contained a 
piezoelectric actuator and ten 10-mm-equally-spaced PWASs (APC850 disc, diameter 6.35 
mm). The final recorded signal for each experiment was taken as the average of 10 
measurements. As an example, the averaged signal associated with 10 measurements using 
MFC transduces with a healthy pitch-catch distance of 188 mm under 50 kHz is shown in 
Figure 3.7(a), and the corresponding standard deviation of each sampling point is shown 
in Figure 3.7(b). The maximum standard deviation was less than 0.001 and the averaged 
mean square error (MSE), across all the sampling points and the measurements, was 1.1723 
´ 10-7. The formulation of the averaged MSE used in this study can be expressed as  
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𝑀𝑆𝐸 = 1𝑇𝑊 (𝑆e(𝑡) − 𝑆(𝑡))*q  (4.1) 
where 𝑆e(𝑡) is the averaged signal, 𝑆(𝑡) denotes the 𝑤qr measurement, 𝑊 is the 
number of measurements being averaged and 𝑇 is the sample points in each measurement 
(𝑇 = 15000  in this demonstration). It can be seen that the measurements were very 
consistent, and the experimental noise was reduced by the averaging process.  
 
  
(a) (b) 
Figure 3.5. . Illustration of (a) Experimental Setup, and (b) Schematic of Test Plate and 
Sensor Deployment 
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(a) (b) 
Figure 3.6. Excitation Signal and Its Frequency Spectrum under a 50 kHz Excitation 
Frequency 
 
 
(a) 
 
(b) 
Figure 3.7. Demonstration of (a) Averaged Signal Associated with 10 Measurements and 
(b) Standard Deviation with Respect to Sampling Points under 50 kHz 
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3.2.2. Validation of Delamination Size and Location 
Flash thermography has been used to as a validation tool of the proposed damage 
localization framework. A thermal wave imaging system (Manual, 2009) was used to 
excite the thermal wave through a flash pulse, and record response of the X-COR sandwich 
structure by an infrared camera. All facesheet delaminations were successfully detected by 
the flash thermography; the location and size of delamination detected by the thermal 
imaging were very close to the predefined location and the size of folded Teflon insertion 
(i.e., 19 mm ´ 19 mm), ensuring precision of the error analysis that will be discussed in the 
next section. As a demonstration, one of the thermal images is shown in Figure 3.8 with 
the surface view of the delamination region. 
 
 
Figure 3.8. A Facesheet Delamination Detected by Flash Thermography 
 
3.3. Results 
In order to achieve the optimal excitation, the total number and amplitudes of the modes 
present in the excitation frequency range of 10 kHz to 100 kHz and 100 kHz to 1000 kHz 
are investigated with MFC transducers and PWASs, respectively. For the sensing paths 
Delamination
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delamination region
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constructed by MFC transducers, the signals with frequencies between 50 kHz and 70 kHz 
show relatively more wave modes with larger amplitudes compared to other excitation 
frequencies, indicating higher energy content and more mode information. Through the 
same process, the optimal excitation region, for the sensing path constructed by PWASs, 
are found to be between 300 kHz and 400 kHz. 
3.3.1. Damage Localization using MFC Transducers 
Based on the optimal excitation ranges, time-space analysis is conducted for damage 
localization under excitation frequencies of 50 kHz, 60 kHz, and 70 kHz using the sensing 
path constructed by the MFC transducers. The time-space representation based on the 
signals received by five MFC sensors under a 70 kHz excitation frequency is presented in 
Figure 3.9.  It should be emphasized that, in all time-space representation shown in this 
research, the position of the last sensor, which is the farthest sensor in the array from the 
actuator, is defined as the origin in the space domain. The four colored arrays represent 
four wave mode trajectories that propagate in the forward direction; it should be noted that 
the modes that propagate in the opposite direction, which are the reflected waves from the 
boundaries based on the mode attenuation analysis, are ignored.  Figure 3.10 shows the 
four identified mode trajectories in the top-view of time-space domain, and the predicted 
actuator and delamination locations for actuated and converted wave modes, respectively. 
It is seen that the two actuated wave modes in Figure 3.10(a) can accurately indicate the 
location of the actuator, while the two converted wave modes in Figure 3.10(b) precisely 
locate the delamination without any baseline information.  
 
 73 
 
Figure 3.9. Time-Space Representation for Signals Collected from Paths with 
Delamination under a 70 kHz Excitation Frequency 
 
  
(a) (b) 
Figure 3.10. Prediction for (a) Actuator and (b) Delamination under a 70 kHz Excitation 
Frequency. (TS: Time-Space) 
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To demonstrate that the appearance of converted wave modes is due to the presence of 
facesheet delamination, in Figure 3.11(a) the time-space representation of a healthy sensing 
path containing just two actuated wave modes is shown. The corresponding top-view wave 
mode trajectories are shown in Figure 3.11(b). By comparing these trajectories with the 
trajectories of the actuated wave modes in the path with delamination, shown in Figure 
3.9(a), it is observed that the converted wave modes are absent in the healthy sensing path 
and the trajectories of actuated modes are similar. This is an indication that the presence of 
delamination has minor impact on the trajectory of the actuated mode.  
The time-space analysis is also conducted using signals under 50 kHz and 60 kHz 
excitation frequencies in order to explore the behaviors of actuated and converted wave 
modes under varying excitation frequencies. The time-space representation and the 
corresponding localization results of the sensing path with delamination are shown in 
Figure 3.12 and Figure 3.13, respectively. It can be observed that there are two modes, one 
actuated mode and one converted mode, propagating in the forward direction under both 
50 kHz and 60 kHz excitation frequencies, as shown Figure 3.12(a) and 3.12(b), 
respectively; other modes are reflected waves from the boundaries. As shown in Figures 
3.13(a) and 3.13(c), the prediction for the actuator location correlates well with the actual 
location, and the mode trajectories are similar. The delamination locations are also 
successfully predicted under both excitation frequencies, as shown in Figures 3.13(b) and 
3.13(d). Comparing the trajectories of converted wave modes under 50 kHz, 60 kHz, and 
70 kHz excitation frequencies, it is seen that all the detected converted wave modes are 
effective indicators of the presence and location of facesheet delamination, while converted 
wave modes show different behaviors with varying frequencies. 
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(a) (b) 
Figure 3.11. (a) Time-Space Representation and (b) Actuator Prediction for Healthy Path 
under 70 kHz. (TS: Time-Space) 
 
  
(a) (b) 
Figure 3.12. Time-Space Representation for Signals Collected from Paths with 
Delamination under (a) 50 kHz and (b) 60 kHz Excitation Frequencies 
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(a) (b) 
  
(c) (d) 
Figure 3.13. Predictions for Actuator Locations under (a) 50 kHz and (c) 60 kHz, and 
Predictions for Delamination Locations under (b) 50 kHz and (d) 60 kHz. (TS: Time-
Space) 
 
3.3.2. Damage Localization using PWAS Transducers 
For investigating the proposed localization method in a high frequency range (> 100 
kHz), the excitation frequencies of sensing path constructed by PWASs are set to 300 kHz, 
350 kHz, and 400 kHz.  The time-space representation constructed by the signals received 
by 10 equally distributed PWASs under a 350 kHz excitation frequency is presented in the 
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Figure 3.14. Through the time-space analysis, four wave modes that propagate in the 
forward direction are found (marked by four colors in Figure 3.14), two of which are 
proven to be actuated modes (mode 1 and 2) while the other two are the converted wave 
modes (mode 3 and 4) initiated at the delamination location. From the top-view of these 
four modes shown in Figure 3.15, it is seen that the two actuated modes identify the actuator 
location correctly, while the two converted modes successfully locate delamination.  
 
 
Figure 3.14. Time-Space Representation for Signals Collected from Paths with 
Delamination under a 350 kHz Excitation Frequency 
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(a) (b) 
Figure 3.15. Prediction for (a) Actuator and (b) Delamination under a 350 kHz Excitation 
Frequency (TS: Time-Space) 
 
For the purpose of demonstration, the time-space representation constructed by a 
healthy sensing path under the same excitation frequency is shown in Figure 3.16(a). It 
shows that only the actuated wave modes are present in the time-space domain, and the 
trajectories of these two modes that are shown in Figure 3.16(b) correctly indicate the 
actuator location. Furthermore, the time-space representation of the sensing path with 
delamination under 300 kHz and 400 kHz excitation frequencies are presented in Figures 
3.17(a) and 3.17(b), respectively. Based on the time-space representation, there are four 
modes propagating in the forward direction under a 300 kHz excitation frequency, 
including one actuated mode and three converted wave modes, while two modes are found 
under a 400 kHz excitation frequency, including one actuated mode and one converted 
wave mode. The trajectories shown in Figures 3.18(a) – 3.18(d) show that the actuated 
wave modes and converted wave modes correctly indicate the locations of the actuator and 
delamination, respectively.  
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(a) (b) 
Figure 3.16. (a) Time-Space Representation and (b) Actuator Prediction for Healthy Path 
under 350 kHz. (TS: Time-Space) 
 
  
(a) (b) 
Figure 3.17. Time-Space Representation for Signals Collected from Paths with 
Delamination under (a) 300 kHz and (b) 400 kHz Excitation Frequencies 
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(a) (b) 
  
(c) (d) 
Figure 3.18. Predictions for Actuator Locations under (a) 300 kHz and (c) 400 kHz, and 
Predictions for Delamination Locations under (b) 300 kHz and (d) 400 kHz. (TS: Time-
Space) 
 
3.4. Discussion 
Based on the presented localization results, it can be observed that the actuated and 
converted wave modes are able to predict the respective locations of the actuator and the 
delamination. The errors of all the sensing cases in localizing the actuator and delamination 
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are summarized in Table 4.1 and Table 4.2, respectively, and the error for each wave mode 
is defined as 
𝐸𝑟𝑟𝑜𝑟 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑	𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 − 𝑎𝑐𝑡𝑢𝑎𝑙	𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛	𝑎𝑐𝑡𝑢𝑎𝑙	𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛  × 100% (4.2) 
It should be noticed that, when predicting the location of delamination, if the predicted 
location is within the real delamination region, the error is zero; if the predicted location is 
out of the real delamination region, the error will be calculated using Equation (4.2), and 
the actual location will be regarded as the edge of delamination that is close to the predicted 
delamination location.  For consistency, the wave mode numbers listed in this section are 
directly associated with the modes identified in the time-space domain as presented in the 
previous two subsections, while the ‘healthy’ and ‘damaged’ sensing paths refer to the 
sensing path without and with delamination, respectively.  Most of the errors listed in Table 
4.1 are within 3%, indicating that the prediction of actuator location is accurate under 
varying excitation frequencies. Similarly, the errors in predicting the delamination location, 
listed in Table 4.2, indicate that the current time-space framework provides high accuracy 
in predicting the location of facesheet delamination under a wide range of excitation 
frequency. In addition, it can be seen that the prediction errors with relatively higher 
excitation frequencies (300, 350, and 400 kHz) are, generally, smaller than those under 
relatively lower excitation frequencies (50, 60 and 70 kHz), except for mode 2 under a 350 
kHz excitation frequency, which shows a comparable value to those with relatively lower 
excitation frequencies. The primary reason for this difference is that PWAS provides a 
better spatial resolution for time-space analysis than MFC due to the size of PWAS used 
in this study, which as mentioned in the previous section, is much smaller than MFC. 
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Table 3.1. Error Analysis for Prediction of Actuator Location 
Frequency 
[kHz] 
Sensing 
path 
Mode 
Pred.Loc 
[m] 
Act.Loc 
[m] 
Error 
[%] 
350 Healthy Mode 1 0.2036 0.2100 3.05 
350 Healthy Mode 2 0.2101 0.2100 0.05 
300 Damaged Mode 1 0.2108 0.2100 0.38 
350 Damaged Mode 1 0.2165 0.2100 3.10 
350 Damaged Mode 2 0.2270 0.2100 8.10 
400 Damaged Mode 1 0.2283 0.2100 8.71 
70 Healthy Mode 1 0.3396 0.3480 2.41 
70 Healthy Mode 2 0.3582 0.3480 2.93 
70 Damaged Mode 1 0.3735 0.3480 7.33 
70 Damaged Mode 2 0.3582 0.3480 2.93 
60 Damaged Mode 1 0.3447 0.3480 0.95 
50 Damaged Mode 1 0.3434 0.3480 1.32 
 
 (Pred.Loc: predictive location; Act.Loc: actual location) 
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Table 3.2. Error Analysis for Prediction of Delamination Location 
Frequency 
[kHz] 
Sensing 
path 
Mode 
Pred.Loc 
[m] 
Act.Loc.Front 
[m] 
Act.Loc.Back 
[m] 
Error 
[%] 
300 Damaged Mode 2 0.1535 0.1630 0.1440 0.00 
300 Damaged Mode 3 0.1443 0.1630 0.1440 0.00 
300 Damaged Mode 4 0.1545 0.1630 0.1440 0.00 
350 Damaged Mode 2 0.1324 0.1630 0.1440 8.06 
350 Damaged Mode 3 0.1450 0.1630 0.1440 0.00 
400 Damaged Mode 3 0.1692 0.1630 0.1440 3.80 
70 Damaged Mode 3 0.3121 0.3090 0.2900 0.68 
70 Damaged Mode 4 0.2715 0.3090 0.2900 6.38 
60 Damaged Mode 2 0.2682 0.3090 0.2900 7.52 
50 Damaged Mode 2 0.3013 0.3090 0.2900 0.00 
 
(Pred.Loc: predictive location; Act.Loc.Front: the front edge of delamination; 
Act.Loc.Back: the back edge of delamination) 
 
Group velocities are one of the most important parameters in UGW based damage 
localization framework and are explored here for both actuated and converted modes.  In 
Figure 4.19, a comparison of the actuated wave modes between healthy and damaged 
sensing paths under excitation frequencies of 70 kHz and 350 kHz are presented. It can be 
observed that the presence of damage has a minor impact on the group velocities of 
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actuated wave modes; the discrepancies between actuated wave mode with and without 
facesheet delamination are due to the quasi-isotropic characteristic of the carbon fiber 
composite facesheet, which results in differences in elastic stiffness between sensing paths. 
The group velocities of all converted modes in this work are listed in Table 4.3, showing 
that they vary under different excitation frequencies. It should be emphasized that the 
fundamental mechanism governing the presence of converted wave mode(s) is that the 
waves propagate through region(s) with different thicknesses, from where the wave is 
excited. Thus, although the thickness change, caused by the presence of facesheet 
delamination, remains the same, the group velocities of converted modes change under 
different excitation frequencies. 
 
 
Figure 3.19. Comparison of Group Velocities of Actuated Wave Modes Between Healthy 
and Damaged Sensing Paths 
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Table 3.3. Group Velocities of Converted Wave Modes 
Frequency [kHz] Converted wave mode Velocity [m/s] 
300 Mode 2 1355 
300 Mode 3 933 
300 Mode 4 890 
350 Mode 2 1125 
350 Mode 3 888 
400 Mode 2 1262 
70 Mode 3 1203 
70 Mode 4 809 
60 Mode 2 968 
50 Mode 2 1200 
 
The attenuation tendencies of all the modes under low and high frequency region, as a 
side-view of time-space domain, are summarized in Figure 4.20 (a) and 4.20(b), 
respectively. From both figures, it can be observed that the amplitudes of actuated wave 
modes (solid lines) are generally much greater than those of converted wave mode (dash 
lines) under both low and high frequency regions, except for the second actuated modes 
detected under 70 kHz and 350 kHz from both healthy and damaged sensing paths. This 
phenomenon can be interpreted as follows: the complex dispersion behaviors (Li et al., n.d.; 
Neerukatti et al., 2016) of UGW propagating in X-COR sandwich composites result in 
multiple modes with various energy content (Srivastava and Lanza di Scalea, 2009) and 
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this fact leads to obtaining two actuated modes with a large amplitude difference under 70 
kHz and 350 kHz. By comparing the amplitude difference of actuated wave modes between 
healthy and damaged paths, there is an obvious reduction found in the amplitude of mode 
1 under both 70 kHz and 350 kHz excitation frequencies, indicating that the converted 
wave modes are formed by a portion of energy from these actuated modes. This affects the 
accuracy of actuator location prediction as the center of wave modes with lower amplitude 
are more difficult to detect. For instance, it can be observed in Table 1 that mode 1 of the 
sensing path with delamination under excitation frequencies of 400 kHz and 70 kHz and 
mode 2 of the sensing path with delamination under an excitation frequency of 350 kHz 
show approximately 8% error, which is slightly larger than those without delamination. In 
addition, the amplitude of both actuated and converted wave modes attenuate much faster 
under a high excitation frequency suggesting that a better time-resolution may be obtained 
by decreasing the distance between the sensor and actuator. 
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(a) 
 
(b) 
Figure 3.20. Attenuation Tendencies of UGW Modes under (a) Low Frequency Region 
(50, 60 and 70 kHz) and (b) High Frequency Region (300, 350 and 400 kHz) 
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3.5. Summary 
A converted guided wave based damage localization framework was developed for 
SHM of X-COR sandwich composites. MFC transducers and PWASs were used to 
construct the sensing paths under a wide range of excitation frequencies after which the 
raw signals were de-noised through MPD. Time-space representation was subsequently 
constructed by the envelopes of de-noised signals, which were identified via a Hilbert 
transform. Through regression in the time-space domain, the trajectories of damage 
induced converted waves were tracked without any baseline information, and the 
corresponding source locations were then identified, indicating the methodology does not 
depend on wave mode velocities and temperature.  Results suggest that the converted wave 
modes are effective indicators of the location of the facesheet delaminations. The 
localization error, including the error in predicting actuator locations using actuated modes, 
were small as shown through error analyses. Additionally, through the investigation of 
group velocity and amplitude attenuation using the time-space domain, it was found that 
the converted wave modes: (i) contained less energy and attenuated faster than the actuated 
mode; (ii) showed significantly higher attenuation rate at high frequency excitation regions 
(> 300 kHz). It was also observed that mode conversion behavior was different under 
various excitation frequencies; however, this had a minor impact on the localization results. 
Unlike ToF based methods which rely on reflected waves from the damages, the current 
method utilizes the mode conversion caused by change in thickness of the delamination 
region, which leads to additional modes with variations in dispersion characteristics. Future 
investigations will focus on incorporating directionality of wave propagation to enable the 
inspection of two-dimensional anisotropic structures.  
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4. MULTI-DIMENSIONAL SIGNAL PROCESSING AND MODE TRACKING 
APPROACH 
4.1. Introduction 
In order to further improve the developed methodology for the time-space analysis 
mentioned in Chapter 3 and enable its capability of real-time monitoring, a robust multi-
dimensional signal processing and mode tracking approach (Li et al., 2017) with a 
reference-free perspective is developed for the damage identification and localization in 
the media with large attenuation fact.  
A time-frequency based signal processing technique MPD (Mallat and Zhang, 1993; 
Liu et al., 2012), associated with an adaptive time-frequency dictionary, is used to 
effectively de-noise the signals in the time-frequency domain. The de-noised signals are 
then processed using a Hilbert transform based envelope detection algorithm (Ulrich, 2006) 
to isolate wave modes from each other in the time domain and to construct the time-space 
representation using the spatial information of the sensors. To overcome the difficulties of 
identifying wave trajectories in signals with multiple mode, an iterative mode tracking 
algorithm is then developed to track all the wave mode trajectories in the time-space 
domain, localizing the wave sources; this approach is also expected to provide a 
fundamental understanding of the mode conversion mechanism involved in the UGW 
based SHM framework. Then, the X-COR sandwich panels with two artificially seeded 
damage scenarios, i.e., facesheet delamination and foam core separation, are used to 
validate the developed framework. It should be noted that the methodologies and results 
presented in this chapter have been published in the journal of Mechanical System and 
Signal Processing (Li and Chattopadhyay, 2018). 
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 In the next two sections, the developed multi-dimensional signal processing technique 
is introduced in Section 4.1.1, for constructing an effective time-space representation that 
shows the relationship between ToA, amplitudes, and spatial information of wave modes 
contained in sensing signals. The mathematical formulations of the mode tracking 
algorithm that interprets signal features and locates damage positions are shown in Section 
4.1.2.  For demonstrating the developed algorithm and framework, a schematic of the 
computational framework is shown in the Figure 4.1. 
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Figure 4.1. Computational Schematic of Developed Multi-Dimensional Signal Processing 
and Mode Tracking Approach for Damage Localization 
 
4.1.1. Multi-Dimensional Signal Processing 
In order to accurately and efficiently localize the internal damage while providing 
mechanistic insights into UGW and damage interactions, a sensor array was used for 
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tracking the trajectories of wave modes in each sensing path. The sensing architecture is 
demonstrated in Figure 4.2, where each sensing path comprised an actuator and multiple 
evenly spaced sensors; signals were recorded by each sensor simultaneously. A time-
frequency based MPD algorithm that extracts the harmonic wave mode was then applied 
to de-noise the sensing signal. 
 
 
Figure 4.2. Demonstration of the Architecture of a Single Sensing Path 
 
The signal received by the sensor is defined as 𝑆(𝑥, 𝑡), where 𝑥 is the location of the 
sensor in the sensing path, as shown in Figure 4.2, and 𝑡 is the time. Signal 𝑆(𝑥, 𝑡) is 
decomposed by a linear combination of scale-time-frequency atoms, and the de-noised 
signal, 𝑆gB(𝑥, 𝑡), is then expressed as 
𝑆gB(𝑥, 𝑡) =  𝛼i(𝑥)𝑔i(𝑥, 𝑡)i + 𝑟(𝑥, 𝑡) (4.1) 
and 
𝑟(𝑥, 𝑡) = 𝑆(𝑥, 𝑡) −  𝛼i(𝑥)𝑔i(𝑥, 𝑡)i 	 (4.2) 
where (𝑀 − 1) is the number of iterations, 𝛼i(𝑥) is the coefficient of scale (also known as 
coefficient of expansion), 𝑔i(𝑥, 𝑡) is the basis function selected from the atom dictionary 
Actuator
Sensor
……
Sensing	path
!
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𝔻, and 𝑟(𝑥, 𝑡) represents the residual signal after (𝑀 − 1)qr MPD iterations. In order to 
decompose the signal effectively while maintaining its computational efficiency, an 
advanced Gaussian atom (Chakraborty, 2010; Liu et al., 2012) dictionary is designed and 
expressed as  
𝔻 = 8𝑠@𝜋 / 𝑒B(q ¡)¢ cos(2𝜋𝜐) (4.3) 
where 𝑠@  (𝑙 = 1,… , 𝑙, ), 𝜏  (𝑛 = 1,… , 𝑛, ) and 𝜐  (𝑚 = 1,… ,𝑚, ) are the scale 
shift, time shift, and frequency shift, respectively, that define the matching pursuit region. 
The basis function in each iteration is the atom that has the maximum correlation with the 
signal 𝑆gB(𝑥, 𝑡), and can be expressed as  
(𝑔i(𝑥, 𝑡)) = argmaxe«(q,B, ¡,¬­)∈𝔻 |° 𝑟(𝑥, 𝑡)±± 𝑔i(𝑡, 𝑠@, 𝜏, 𝜐) 𝑑𝑡 | (4.4) 
and the expansion coefficient is 
𝛼i(𝑥) = ° 𝑟(𝑥, 𝑡)±± 𝑔i(𝑥, 𝑡)𝑑𝑡 (4.5) 
Through the MPD methodology, the harmonic waveforms wherein sensing signals can 
be efficiently extracted, while the noise being filtered because of less correlation with the 
atoms in the designed dictionary. A Hilbert based envelope detection algorithm is then 
applied to isolate wave modes, which improves the efficiency of the damage localization 
in the time-space domain (Yu and Giurgiutiu, 2005). The envelope of wave mode can be 
found by the absolute value of the analytical signal, 𝑆²@-qg³@(𝑥, 𝑡), whose real part is 
defined as the original de-noised signal; the imaginary part is the Hilbert transform of the 
de-noised signal. The analytical signal can be written as follows 
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𝑆²@-qg³@(𝑥, 𝑡) = 𝑆gB(𝑥, 𝑡) + 𝑖ℋ(𝑆gB)(𝑥, 𝑡) (4.6) 
where ℋ(∙) is the Hilbert transform that can be explicitly expressed as ℋ(𝑆gB)(𝑥, 𝑡)
= − 1𝜋 lim·	→	° 𝑆²@-qg³@(𝑥, 𝑡 + 𝜏) − 𝑆²@-qg³@(𝑥, 𝑡 − 𝜏)𝜏±· 𝑑𝜏 (4.7) 
The mode envelope, 𝐸𝑁𝑉(𝑥, 𝑡), can be expressed as 𝐸𝑁𝑉(𝑥, 𝑡) = º𝑆²@-qg³@(𝑥, 𝑡)º
= w𝑆gB* (𝑥, 𝑡) +ℋ*(𝑆gB(𝑥, 𝑡))¢  (4.8) 
which represents the signals constructed in the time space domain by the envelope, thus 
preserving not only the amplitude information of all the modes present in the signals, but 
also the spatial relationship of sensors. The vector of local maxima, referred as the peak of 
wave mode, is defined as 𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡), where 𝑖𝑥 = 1, 2, … , 𝑖 indicates the 𝑖qr peak in the 
sensing signal at location 𝑥. This can be found through the first and second derivatives of 
the envelope vector 𝐸𝑁𝑉(𝑥, 𝑡) . In order to identify the direction of each mode, the 
amplitudes of wave modes that obtained from sensors at different sensing locations need 
to be compared. Therefore, the amplitude vector 	𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡)  is normalized by the 
largest amplitude in the entire time-space domain (i.e., the maximum value of three 
dimensional 𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡)) and is expressed as follows. 
𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡) = 		𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡)𝐴𝑀𝑃,	  (4.9) 
4.1.2. Mode Tracking Approach 
The UGW modes of each sensor are isolated in the time-space domain and represented 
by 𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡) using Equation (4.9). The next step was to interpret the relationship 
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between the wave modes from the sensors at different sensing locations. For this purpose, 
a mode tracking approach that correlates the peak of wave modes in time-space domain 
was developed. The following hypotheses were proposed for all the wave modes: 1) The 
derivative of trajectory in time-space domain is defined as the wave mode velocity, i.e., 
group velocity; 2) The intersection of wave mode trajectory with the spatial direction at 
time zero in time-space domain indicates the source location of the wave mode; 3) The 
wave exhibits attenuation behavior, i.e., amplitudes continuously decrease with respect to 
propagation distance; 4) Ultrasonic feature, wherein group velocities are faster than the 
speed of sound in the air (>343 m/s) is maintained; 5) The converted modes maintain the 
characteristics of a guided wave (e.g., constant velocity) and can be recorded using surface 
bonded piezoelectric sensors.  
In order to address the uncertainties introduced by various sources such as sensors, data 
acquisition process and feature extraction algorithm, an iterative computational scheme 
was also implemented. Three sensing locations were selected at each iteration so that the 
trajectories of wave modes from the three selected sensors were identified by mode peak 
correlation. In the 𝑗qr iteration, three sensors were randomly picked from the amplitude 
array 𝐴𝑀𝑃(	𝑖𝑥, 𝑥, 𝑡). The selected amplitude vector from sensor at location 𝑥, 𝑥* and 𝑥¾	of 𝑗qr  iteration is expressed as 𝐴𝑀𝑃hx𝑖𝑥, 𝑥¿, 𝑡y , where 𝑞 = 1, 2, 3 . The intersection 
vector, 𝑑h∗(𝑢, 𝑣) , defined as the intersection of wave mode trajectory with the spatial 
direction at time zero in time-space domain indicating the wave source location, and the 
corresponding slope vector, i.e., the group velocity vector, defined as 𝑘h∗(𝑢, 𝑣), can be 
expressed using linear combination of wave modes, associated with sensors at location 𝑥 
and 𝑥*, as follows.  
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𝑑h∗(𝑢, 𝑣) = 𝑥*𝑡 − 𝑥𝑡*Ã𝑡* − 𝑡Ã  (4.10) 
and  𝑘h∗(𝑢, 𝑣) = 𝑥* − 𝑥𝑡* − 𝑡Ã (4.11) 
where 𝑡Ã and 𝑡* are the ToF of 𝑢qr peak of the first sensor, 𝑥, and the ToF of 𝑣qr peak 
of the second sensor, 𝑥*, respectively.  By utilizing 𝑘h∗(𝑢, 𝑣) and 𝑑h∗(𝑢, 𝑣), the time-domain 
interaction at sensor location 𝑥¾, 𝐼𝑛𝑡h∗(𝑢, 𝑣),  can be found as 
𝐼𝑛𝑡h∗(𝑢, 𝑣) = 𝑥¾ − 𝑑h∗(𝑢, 𝑣)	𝑘h∗(𝑢, 𝑣)  (4.12) 
The peak at 𝑥¾ that corresponding to the trajectory found through peaks at 𝑥, 𝑡Ã and 𝑥*, 𝑡* is defined as 𝐴𝑀𝑃h(𝑖𝑥¾, 𝑥¾, 𝑡) and the location can be found by (𝑥¾, 𝑡) = argminÅÆqÇ∗(Ã,)qÈÅÉq­Ê¡ |𝐼𝑛𝑡h∗(𝑢, 𝑣) − 𝑡| (4.13) 
where 𝑡 is the time of the location of peak containing in signals from the third sensor, 
which has the minimum distance to the time-space relation established by the sensor at 
location 𝑥and 𝑥*, and threshold 𝑡g is defined based on the fourth hypothesis. Then, a 
linear regression model is defined as 𝑿h = 𝑲h𝑻h + 𝑫h (4.14) 
when satisfying 	𝐴𝑀𝑃h(𝑖3, 𝑥¾, 𝑡) − 𝐴𝑀𝑃h(𝑖2, 𝑥*, 𝑡)𝐴𝑀𝑃h(𝑖2, 𝑥¾, 𝑡) − 𝐴𝑀𝑃h(𝑖1, 𝑥, 𝑡Ã) > 0 (4.15) 
where 𝑿h = [𝑥	𝑥*	𝑥¾], 𝑻h = [𝑡Ã	𝑡	𝑡], 𝑲h and 𝑫h are the wave mode location vector, 
wave mode ToF vector, group velocity vector, and source location vector at 𝑗qr iteration, 
 97 
respectively. The criteria in Equation (4.15) is defined based on the third hypothesis that 
improves computational efficiency and accuracy. The vectors 𝑲h and 𝑫h are found through  x𝑲h, 𝑫hy = argmin Ò𝑿h − x𝑲h𝑻h + 𝑫hyÓ* (4.16) 
and they are further used to construct the final group velocity and source location vector, 𝑲 and 𝑫, which can be expressed as 𝑲 = [𝑲,𝑲*,𝑲¾, …	𝑲Ô] = [𝑘	𝑘*	𝑘¾ …	𝑘] (4.17) 
and 𝑫 = [𝑫,𝑫*, 𝑫¾, …	𝑫Ô] = [𝑑	𝑑*	𝑑¾ …	𝑑] (4.18) 
where 𝐽 is the number of iterations, and 𝑇 is the total number of wave modes in the velocity 
and source location final vector.  
A physics-based clustering method is applied to classify the locations in the source 
location vector 𝑫 based on the known locations of actuators and boundaries. The clustering 
method is briefly described next. If the element 𝑑 is located in the actuating region,  𝑫²³q = [𝑑	𝑑*	𝑑¾ …	𝑑] (4.19) 
the corresponding group velocity vector can be expressed as 𝑲²³q = [𝑘	𝑘*	𝑘¾ …	𝑘] (4.20) 
If the element 𝑑 is located at or outside the panel boundaries, the corresponding wave 
modes are identified as boundary reflected waves, 𝑫NÖ = [𝑑	𝑑*	𝑑¾ …	𝑑] (4.21) 
so that the group velocity vector is 𝑲NÖ = [𝑘	𝑘*	𝑘¾ …	𝑘] (4.22) 
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If the element 𝑑 is located neither at actuating region nor outside the panel boundaries, it 
will be regarded as the location of damage, 𝑫× = [𝑑	𝑑*	𝑑¾ …	𝑑¿] (4.23) 
and the corresponding group velocity vector can be expressed as 𝑲× = [𝑘	𝑘*	𝑘¾ …	𝑘¿] (4.24) 
where 𝑎, 𝑟 and 𝑑 are number of velocities or source location values from actuating region, 
reflecting region and damaged region, respectively, which satisfies the relation 𝑎 + 𝑟 +𝑞 = 𝑇. 
For the purpose of locating internal damage while achieving an understanding of UGW 
behavior, all the wave modes that are present in each velocity vector are investigated 
individually. Therefore, these modes are clustered based on the dispersion nature of UGW, 
namely, different wave modes possess different group velocities. Because each iteration 
processes data with different sensor combinations, the mode velocities in each iteration 
will not be the same due to experimental uncertainties. Furthermore, the number of modes 
in group velocity vectors 𝑲²³q, 𝑲Ö and 𝑲× are still unknown, which complicates the 
clustering process. Therefore, prior to clustering, the number of modes present in each 
vector is identified through the number of peaks present in the velocity distribution function, 
which is then regarded as the number of clusters in the clustering step. A K-means 
clustering is then applied to identify the source location of each mode.  
As an example, an algorithm of group velocity clustering for 𝑲× is presented; the 
algorithms for 𝑲²³q and 𝑲Ö are identical. A kernel density estimator (KDE) [30], 𝑓i(𝑣), 
is assigned to estimate the probability density function (PDF) of 𝑲×. Because the KDE 
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is a non-parametric density estimator, the number of wave modes is no longer a required 
known parameter. 𝑓i(𝑣) is expressed as 
𝑓i(𝑣) = 	 1	𝑞ℎ𝐹Ù(𝑣 − 𝑣g	ℎ )g  (4.25) 
where 𝑞 is the number of velocity values contained in 𝑲×, 𝑣 is the variable representing 
wave velocity, and 𝐹Ù(∙) is the kernel function. In this study, the normal kernel function is 
chosen because of its accuracy and computational efficiency. The number of peaks in the 
distribution, 𝑁×, which represents the number of presented wave modes, is found using 
the following derivative formula:  𝜕𝑓i(𝑣)𝜕𝑣 = 0	 (4.26) 
when 𝜕*𝑓i(𝑣)𝜕*𝑣 < 0 (4.27) 
Thus, the velocity of each mode present in sensing signal can be found by applying K-
means clustering [31] as follow, while defining the velocity vector as 𝒗×.  
(𝒄N, 𝒗×) = 𝑎𝑟𝑔𝑚𝑖𝑛 1	𝑟||¿g 𝑣g − 𝒗𝒄Ê||* (4.28) 
where 𝒄N is index of cluster (1, 2, …, 𝑁×) of that 𝑣g is currently assigned, and 𝒗𝒄Ê is the 
cluster centroid of cluster to which example 𝑣g  has been assigned. The source location 
corresponding to each cluster is defined by the mean value of source locations in  𝑫×, 
whose velocities belong to this cluster. The vector 𝒅×  is defined as the final source 
location for the scanning region. Thus, the trajectories of all the damage-induced modes 
can be expressed in the time-space domain through the equation below, 
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𝑳× = 𝒗×𝑡 +	𝒅× (4.29) 
where 𝑡  and 𝑳×  are the time and corresponding space location of wave modes, 
respectively. Similarly, the trajectories of all the boundary reflected wave modes and 
actuated wave modes can be found and expressed as 𝑳NÖ = 𝒗NÖ𝑡 +	𝒅NÖ (4.30) 
and  𝑳²³q = 𝒗²³q𝑡 +	𝒅²³q (4.31) 
where 𝒗NÖ, 𝒗²³q, 𝒅NÖ, 𝒅²³q, 𝑳NÖ and 𝑳²³q are velocity vector of reflected wave mode, 
velocity vector of actuated wave mode, source location vector of reflected wave mode, 
source location vector of actuated wave mode, space location of reflected wave modes, and 
space location of actuated wave modes, respectively. In addition, the error for each mode 
is defined as 
𝐸𝑟𝑟 = 𝑑dg³q − 𝑑²³qÃ@	𝑑²³qÃ@  × 100% (4.32) 
where 𝑑dg³q and 𝑑²³qÃ@ are the predicted and actual locations of damage, actuators 
and boundary.  
4.2. Experimental Setup 
Similar to the X-COR sandwich panels used in Chapter 3, the dimensions of the test 
panels are 450 mm × 450 mm × 13 mm. The panels are constructed using quasi-isotropic 
carbon fiber composite facesheets (top and bottom), and internal X-CORs containing 
polyurethane foam and evenly distributed carbon pins with an inclining angle of 20° that 
penetrated both the top and bottom facesheets. Two damage scenarios, facesheet 
delamination and foam core separation, are considered for validating the developed 
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framework. The sizes of delamination are defined based on the critical defect sizes in 
composite structures (Dı́az Valdés and Soutis, 2002). Therefore, additional 19.05 mm × 
19.05 mm folded Teflon layers are inserted between the second and third layers of the four-
layer top facesheet to provide an air gap that could simulate the interply of delaminations. 
The pins in this region are trimmed to ensure that there was no adhesion. Folded Teflon 
layers of the same sizes, using the same insertion technique, are placed between the top 
facesheet and X-COR, thus representing the foam core separation damage scenario.  
The locations of damage are predefined and validated using NDE techniques, including 
flash thermography and C-scan (Neerukatti et al., 2016; Li et al., 2018). Same as the 
experimental setup in Chapter 3, the NI PXI 14-bit 100 MS/s AWG and 12-bit 60 MS/s 
digitizer, shown in Figure 3.5(a), are used to generate the 5-cycle cosine tone burst 
excitation signal and to collect signals from each sensor with a 20 MHz sampling frequency. 
The waveform and corresponding frequency spectrum under a 50 kHz excitation frequency 
are shown in Figure 3.6. MFCs from Smart Material Corp., type M 2814 P2, were used as 
sensors and actuators. The MFC arrays were bonded on the top surface using super glue 
from StewMac Inc.; each array comprised an actuator and five equally spaced sensors. The 
schematic of the test plate, sensor deployment and damage location are shown in Figure 
4.3. It should be noted that both damage types are shown in this schematic for 
demonstration purpose; in the actual experiments, two different plates, each with a single 
damage type, were used. To minimize the experimental noise and uncertainties, the final 
signal for each experiment was taken as the average value of 10 measurements. 
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Figure 4.3. A Schematic of the Test Plate, Sensor Deployment and Damage Location 
 
4.3. Results and discussion 
In order to obtain the optimal excitation configuration (i.e., the highest energy content), 
the highest amplitudes of signals in the excitation frequency range of 10 kHz to 110 kHz, 
extracted from the sensor with the shortest distance from the actuator, are compared. As 
shown in the Figure 4.4, the signals with frequencies between 60 kHz and 80 kHz show 
relatively larger amplitudes compared with other regions, indicating higher energy content 
and more wave mode information.  
360 mm 40 mm
Actuators
Sensors
20 mm20 mm
Sensor # 5 4 23 1
Healthy path
19.05 mm × 19.05 mm  facesheet delamination
220 mm
19.05 mm × 19.05 mm  foam core separation
220 mm
Damaged path #1
Damaged path #2
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Figure 4.4. Comparison of Maximum Signal Amplitudes under Varying Excitation 
Frequencies 
 
4.3.1. Healthy Sensing Path Investigation 
The reference-free perspective of developed algorithm, which is capable of identifying 
and localizing damage without baseline information, is experimentally validated. Each 
experimental scenario (healthy and damaged sensing paths) has been automatically 
classified; comparing with known damage locations, each damaged path could be 
successfully identified, and no healthy path could be identified as a damaged path. These 
results represent a successful validation of the multi-dimensional signal processing 
methodology and mode tracking approach proposed in this research. The results from the 
healthy path under a 70 kHz excitation frequency and associated processes for mode 
trajectory tracking are discussed in this section.  
Figure 4.5 is an illustration of the original signal from the sensor that is at the shortest 
distance from the actuator, i.e., sensor 5, along with its associated de-noised signal, based 
on the MPD methodology with 15 iterations and mode envelopes of the Hilbert transform 
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based envelope detection equation, i.e., Equation (4.8). It is observed that each mode here 
is successfully extracted, while the noise is filtered, and wave modes isolated.  The mode 
locations (i.e., peaks) of these signals in time domain are also identified, as shown in Figure 
4.6, and used to constructed time-space representation using Equations (4.10) – (4.13). As 
seen in Figure 4.6, the sensors are marked from 1 to 5; sensor 5 is defined as the sensor 
that is at the shortest distance from the actuator and sensor 1 is the one that is at the longest 
distance; it should be noticed that waveforms from 0 𝑠 to 0.3 × 10-4 𝑠 in the signals are 
truncated, because the waveforms contained in this region are the echo of excitation signals, 
not the signals received by sensors, due to the synchronization method implemented in data 
acquisition system; the presence of the first peak in sensor 2 is also due to this issue, but it 
can be automatically eliminated by the developed algorithm. 
 
 
Figure 4.5. Demonstration of MPD De-Noising and Hilbert Transform based Envelope 
Detection 
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Figure 4.6. Signals from Sensors in Healthy Path with Locations of Wave Mode Peaks 
 
The mode tracking approach is then applied, and the group velocity and source location 
vector are identified. The reflected waves from the boundary are deliberately not taken into 
consideration in the current study; however, no wave source is found except those in the 
actuating region in this healthy case. In order to find how many wave modes were present, 
the KDE was implemented, as introduced in Equation (4.25). The results from 20 
numerical iterations are shown in Figure 4.7.  It can be observed that there are two modes 
within the group velocity distribution. Using Equations (4.28) – (4.31), the group velocity 
and trajectories of these two wave modes can be found, and the locations of wave source 
were accurately predicted, when compared with the known location of actuators. The 
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spatial origin of three-dimensional time-space representation, defined here as the location 
of sensor 1, which is the farthest sensor from the actuator but the closest to the boundary, 
is shown in Figure 4.8(a).  The trajectories in time-space domain are presented in Figure 
4.8(b) with the actual location of the actuator.  The group velocities of wave modes 1 and 
2 are found to be 4805 m/s and 1381 m/s, respectively. Additional modes can also be found 
in the three-dimensional time-space representation, especially when the sensor is close to 
the boundary. These wave modes are regarded as the reflected waves from the boundary.  
The error in predicting the actuator location with respect to the numerical iteration is 
shown in Figure 4.9. Based on the sizes of MFC actuators, which is 28 mm in the direction 
of sensing path, the error is seen to be zero if the predicted location is in the actuating 
region; otherwise the errors are calculated based on Equation (4.32), and the final error 
values represented the mean values of all the modes. Based on the above experimental set 
up, the results show that the developed algorithm converges rapidly (within 10 numerical 
iterations) and predicts the wave source location accurately. 
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Figure 4.7. Velocity Distribution for Identifying the Number of UGW Modes 
 
 
 
(a) (b) 
Figure 4.8. (a) Three-Dimensional Time-Space Representation and the Trajectories of 
Two Actuated Wave Modes; (b) Top-View of the Time-Space Representation with the 
Predicted and Actual Locations of Actuator 
 
Mode	1
Mode	2
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Figure 4.9. Error of Wave Source Location Predicting for the Actuator with Respect to 
Numerical Iterations 
 
4.3.2. Localization Results for Facesheet Delamination 
The developed algorithm is also able to successfully identify the sensing path with a 
facesheet delamination under a 70 kHz excitation frequency, and the results from 20 
numerical iterations are presented in this section. In addition to the two wave modes from 
the actuator in the healthy case, two additional wave modes are detected in the scanning 
region (i.e., 𝑲×), as shown in the Figure 4.10. The scanning region in this figure is 
defined as the region outside of the actuating region but within the boundary, known as 𝑫×. According to the sizes of facesheet delamination and the actuator, using the same 
approach as described in the previous section, error is plotted as the function of the number 
of numerical iterations, shown in Figure 4.11, which indicates that the developed algorithm 
is robust in predicting the locations of actuators and delaminations in the current 
experimental setup.  
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Figure 4.10. Group Velocity Distributions for Identifying the Number of UGW Modes in 
Scanning Region and Actuating Region with the Presence of Facesheet Delamination 
 
 
Figure 4.11. Errors of Wave Source Location Predicting for the Actuator and Facesheet 
Delamination with Respect to Numerical Iterations 
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The trajectories of all the actuated and converted wave modes in the time-space domain 
are shown in Figure 4.12. The two-dimensional top-view of the wave mode trajectories are 
presented in Figure 4.13. The velocities of the two modes from the actuating region are 
926 m/s and 4849 m/s, indicating that the presence of the facesheet delamination has a 
minor impact on the velocities of the two modes transmitted from the actuator. The small 
discrepancies in the group velocities between the healthy path and the path with facesheet 
delamination are due to the quasi-isotropic nature of X-COR panel; the group velocities of 
wave modes containing the signals are dependent on the UGW propagating directions 
(Giurgiutiu, 2015; Shen and Giurgiutiu, 2015). The velocities of the two converted waves 
induced by the facesheet delamination are 1218 m/s and 2699 m/s; both modes can be 
indicators of the delamination location. 
 
 
Figure 4.12. Three-Dimensional Time-Space Representation and the Trajectories of Two 
Actuated Wave Modes and Two Delamination Induced Converted Wave Modes 
Actuated	Mode	1
Actuated	Mode	2
Converted	
Mode	1
Converted	
Mode	2
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(a) (b) 
Figure 4.13. Top-View of the Time-Space Representation with the (a) Predicted and 
Actual Locations of Actuator, and (b) Predicted and Actual Locations of Facesheet 
Delamination 
 
4.3.3. Localization Results for Foam Core Separation 
The developed algorithm is able to identify the sensing path with a foam core separation 
under a 70 kHz excitation frequency. Figure 4.14 shows that there are two actuated wave 
modes and two foam core separation induced converted wave modes presenting in the 
scanning region and actuating region respectively with 20 numerical iterations. According 
to the size of the actuator and the size of the foam core separation, as mentioned in Section 
4.2, the errors shown in Figure 4.15 indicate that the developed method converges rapidly 
with high accuracy.  
 
 
 
 112 
 
Figure 4.14. Top-View of the Time-Space Representation with the (a) Predicted and 
Actual Locations of Actuator, and (b) Predicted and Actual Locations of Facesheet 
Delamination 
 
 
Figure 4.15. Errors of Wave Source Location Predicting for the Actuator and Foam Core 
Separation with Respect to Numerical Iterations 
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Similar to the facesheet delamination case, the prediction errors for both actuator and 
damage are very close to zero, within 10 numerical iterations. The full time-space domain 
is shown in Figure 4.16 along with the trajectories of actuated and converted wave modes, 
while the two-dimensional top-view of the wave mode trajectories are presented in Figure 
4.17. The velocities of the actuated modes are 1033 m/s and 4672 m/s, similar to the 
velocities of the actuated modes in both the healthy and facesheet delamination cases. This 
indicates that, as in the case of the facesheet delamination, the actuated wave velocities are 
not significantly impacted by the presence of foam core separation. Similar to the facesheet 
delamination case, the small discrepancies are due to the quasi-isotropy of the X-COR 
panel.  
However, the velocities of two converted wave induced by the foam core separation 
are 1014 m/s and 4050 m/s, and the velocity of the relatively faster wave mode shows a 
significant difference compared to the facesheet delamination case (2699 m/s). It is 
important to note that: 1) The facesheet delamination is located at the mid-layer of the top 
facesheet and the foam core separation, which is located between facesheet and foam core; 
2) The delaminated/separated interfaces of the two damage cases are between two 
composite layers and between a composite layer and a foam core layer, respectively. This 
indicates that the velocities of converted waves are strongly dependent on the location of 
damage in the through-thickness direction and the damage features (facesheet delamination 
and foam core separation). 
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Figure 4.16. Three-Dimensional Time-Space Representation and the Trajectories of Two 
Actuated Wave Modes and Two Foam Core Separation Induced Converted Wave Modes 
 
  
(a) (b) 
Figure 4.17. Top-View of the Time-Space Representation with the (a) Predicted and 
Actual Locations of Actuator, and (b) Predicted and Actual Locations of Foam Core 
Separation 
Actuated	Mode	1
Actuated	Mode	2
Converted	
Mode	1
Converted	
Mode	2
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4.4. Summary 
A robust multi-dimensional signal processing methodology and mode tracking 
approach are developed for UGW based structural health monitoring aiming at accurately 
localizing in situ damage in highly complex media that has an issue of large attenuation. 
This methodology is especially applicable in the context of the challenges involved in 
detecting damage-induced reflected waves. Instead of investigating a portion of waveforms 
in the time domain, the developed computation framework utilizes the full wave field in 
the time-frequency-space domain to locate wave sources with a reference-free perspective. 
The sensing signals are de-noised in the time-frequency domain associated with a Hilbert 
envelope detection technique and used to construct time-space domain by importing the 
spatial information of transducers. All possible wave mode trajectories are identified in the 
time-space domain and clustered using a KDE and K-means clustering methodology; the 
source locations of all wave modes are successfully located through an iterative approach. 
The developed framework is then experimentally validated through X-COR panels with 
two damage scenarios (i.e., facesheet delamination and foam core separation). The results 
showed that both damage scenarios are accurately identified. In addition, the mode tracking 
approach indicated that the presence of facesheet delamination and foam core separation 
do not significantly influence the velocities of actuated wave modes. Instead, the presence 
of damage results in the converted waves having completely different velocities under 
varying damage scenarios, while all the converted wave modes are proven to be effective 
damage location indicators. Therefore, the developed method is not only an effective 
damage localization methodology but is also capable of providing important insights into 
the complex mechanisms of UGW propagation in complex and heterogeneous structures.  
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5. ONLINE-OFFLINE PROGNOSIS FOR FATIGUE CRACK PREDICTION 
5.1. Introduction  
Metallic materials and structures used in mechanical and aerospace applications are 
subject to complex uniaxial and multiaxial fatigue loading conditions during their service 
lives (Sakai, 2009). Understanding the crack growth behavior under such complex loading 
is essential for estimating their useful life and enhancing their operational reliability 
(Ewing and Humfrey, 1903). The variant induced by load(s), such as single and periodic 
overload and underload, challenge traditional methodologies in characterizing crack 
growth mechanisms (Vecchio, Hertzberg and Jaccard, 1994; Borrego, Ferreira and Costa, 
2001; Sunder, et al., 2016). Hence, a robust model that can accurately predict crack growth 
rate and fatigue life under complex loading conditions would be highly beneficial for a 
wide range of structural applications. 
To date, there are many experimental and modeling studies devoted to fatigue behavior 
characterization of metallic materials, with the majority focused on uniaxial and constant 
loading cases (Chen, Chen, and Niu, 2003; Schaff and Davidson, 1997). In recent years, 
understanding and characterizing the crack nucleation and propagation under complex 
fatigue loading conditions has also seen increased interest (Wei and Liu, 2017). For 
example, Colin and Fatemi (2010) conducted a study to investigate the fatigue behaviors 
of stainless steel 304L and aluminum AA7075-T6 under step, periodic, and random 
loadings, which showed that the fatigue life of aluminum AA7075-T6 was affected by 
overload direction. They found the tensile overloads resulted in a longer fatigue life, while 
the compressive overload led to shorter fatigue life. The focus of this study, among many 
others, was primarily to address issues associated with complex uniaxial loading conditions. 
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A deeper understanding of material behavior of complex structure under biaxial loading 
conditions with overload, however, remains largely unexplored. Some early studies have 
shown that the fatigue crack growth rate in the in-plane direction is dependent on the biaxial 
stress state near the crack tip(s) (Hooper and Miller, 1977; Anderson and Garrett, 1980; 
Sunder and Ilchenko, 2011). Recently, the crack growth mechanism of aluminum 5083-
H116 (Perel et al., 2015) was examined under an in-plane biaxial tension-tension fatigue 
under ambient laboratory and saltwater environments. This research showed that the 
biaxial loading and the saltwater environment significantly accelerated the crack growth 
rates in the cruciform specimens. Datts et al. (2018), Datta et al. (2018) and Neerikatti et 
al. (2018) studied the effect of a single overload on the crack propagation under biaxial 
loading conditions. The results showed a retardation of crack growth after the overload, 
and the retardation characteristics exhibited direct dependence on overload ratio and the 
instantaneous crack length at the occurrence of overload. Although the afore-mentioned 
research provided significant insights into the micro-mechanisms of crack propagation 
under complex biaxial loading, the accurate prediction of crack propagation in the presence 
of various overloads and underloads is still an unresolved and challenging issue. The 
fatigue behaviors of aluminum AA7075-T651 was modeled in another study. A mean stress 
correction-based method was developed for predicting the crack propagation and fatigue 
life under a very high cycle variable amplitude loading (Arcari et al., 2015). In addition to 
the mean stress dependent approach, a time-based sub-cycle formulation was developed 
for predicting fatigue crack growth and crack tip opening displacement under random 
variable loadings (Liu, Venkatesan and Zhang, 2017; Venkatesan and Liu, 2017). The 
formulation was then validated with existing data in the literature and showed impressive 
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capabilities for predicting crack propagation under constant amplitude load with repeated 
spike overload, spike overload-underload, and continuous overload-underload. An 
analytical approach (Ray and Patankar, 2001; Ray and Patankar, 2001) was also developed 
for predicting the fatigue crack growth under variable amplitude loading conditions; 
however, this model is limited to simple geometries. 
A micromechanical model has been developed to address the crack initiation under low 
cycle variable amplitude loading condition for non-traditional geometries (Kiran and 
Khandelwal, 2015). However, the current range of available fatigue life prediction models 
lack capabilities for predicting damage under complex high cycle loading conditions. One 
approach to counter this limitation is through use of a recently developed hybrid prognosis 
algorithm, which is based on a combination of physics-based and data-driven models to 
predict crack growth under complex biaxial loading conditions (Neerukatti et al., 2014). 
This hybrid model was able to overcome the challenges associated with modeling complex 
geometries by using physics-based methodologies and the need for large set of training 
data in data-driven models. In this study, the authors explored the relationship between 
stress intensity factor (SIF) and crack growth rate for the prediction of crack propagation. 
The developed model was validated through experiments under a variety of uniaxial fatigue 
loadings, including constant amplitude loading, constant amplitude loading with overloads 
and random loads. The obtained results showed high accuracy with limited training data. 
The model was later extended to crack prediction under biaxial loading (Neerukatti et al., 
2017); to address the combination of mode I and II mechanisms near the crack tip under 
biaxial loading, the energy release rate was used, instead of SIF to explicitly consider these 
two fracture modes. However, the energy release rate of the cruciform used for biaxial 
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testing could not be calculated analytically due to the complex geometry. Therefore, a 
regression model based on Gaussian process machine learning was developed to explore 
the nonlinear relationship between energy release rate and the different crack tip locations 
in the cruciform (Williams and Rasmussen, 2006). This framework was validated through 
biaxial experiments on aluminum AA7075-T651 aluminum alloy under various loading 
conditions. 
In this chapter, the previously mentioned hybrid methodology is further extended as an 
online-offline prognosis framework for predicting nonlinear crack propagation in 
aluminum AA7075-T651 cruciform specimens under biaxial loading conditions in the 
presence of overload. The online model is trained by training points from a real-time test 
for crack propagation prediction, while the offline model is trained by existing 
experimental data and will provide the physics-based parameters to the online model in the 
proposed research. The influence of a single overload on the crack propagation behavior is 
studied taking into consideration different magnitudes and occurrences at different stages 
of fatigue crack growths, approximate 3 mm to 10 mm in this study. The crack propagation 
under constant biaxial loading is predicted using the originally developed prognosis model. 
Three additional physics-based parameters—minimum crack growth rate, crack growth 
retardation rate, and crack growth acceleration rate—are introduced to address the 
nonlinearity in crack growth due to the presence of overload, in particular, crack retardation 
due to overload. These parameters govern crack retardation behavior and are obtained 
through biaxial tension-tension experiments under overloads with different overload ratios, 
and the relationships between these parameters and the SIF range under overloads are 
modeled using the Gaussian process as an offline model. The developed framework is 
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validated through biaxial experiments conducted with single overloads of different 
overload ratios, including the situation of two overloads in a single test. The predicted crack 
propagation behaviors showed good agreement with the experiments.  
The remainder of this chapter is organized as follows. A detailed formulation of the 
proposed online-offline model is presented in section 5.2. This is followed by a description 
of the experimental procedure (including cruciform specimen design and test procedure), 
and the results in section 5.3. The results from the prognosis model on crack propagation 
under biaxial loading with overloads including a comprehensive error analysis are 
presented in section 5.4.  Key observations from this work are summarized in the section 
5.5. It should be noted that the methodologies and results presented in this chapter has been 
published in the journal of Fatigue & Fracture of Engineering Materials & Structures (Li 
et al, 2019). 
5.2. Online-Offline Prognosis Model 
This section presents the development of the prognosis formulations for predicting 
crack length with respect to loading cycle.  A limited number of training points comprising 
crack length with respect to loading cycle data in early stage-II crack propagation region 
are used. The online-offline model described here is expected to predict crack growth 
retardation after the overloads based on the information including the instant of overloads 
and overload ratios. A previously developed hybrid prognosis model (Neerukatti, 2014) is 
modified here as an online model for predicting crack growth in real time. However, this 
model has also shown an obvious under-prediction of crack length at a certain fatigue cycle 
under uniaxial loading with overloads; such an inaccuracy can increase the risks of 
structural failure risk (type-II error). To handle the retardation effects due to overloads, 
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therefore, additional knowledge is necessary to inform this online model for improved 
prediction. Based on this, an offline prognosis model can be developed as well as integrated 
into the online model, as shown in the Figure 5.1. In a real experiment, the online model is 
able to predict crack growth under the in-phase constant biaxial loading, i.e., at the instant 
of an overload, the developed offline model simulates the crack growth behavior using the 
three physics-based variables, which are trained using experimental data. Once the effect 
of overload on crack growth behavior diminishes, the online model is then used to predict 
the crack growth. The detailed formulations are included in the next two subsections. 
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Figure 5.1. A Demonstration of the Developed Online-Offline Prognosis Model 
 
5.2.1. Online Model 
The online model was originally derived by Neerukatti et al. (2014) and is briefly 
explained here for the sake of completeness. In the following formulations, the log sign in 
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this manuscript is the natural logarithm in this manuscript. The crack growth rate (ß)ß, at 
Nth loading cycle with a crack length 𝑎ß, is written as,  
log	(𝑑𝑎𝑑𝑁)ß = 𝐶x𝑎ß,𝑀B, 𝑆ß,ßà, 𝑁y + 𝐶*x𝑎ß,𝑀B, 𝑆ß,ßà, 𝑁ylog	(∆𝐾ß) (5.1) 
where MS is a material parameter, S is the load and DK, which can be expressed as DK = 
Kmax – Kmin, is the SIF range. In this study, as shown later in Section 3, the in-phase 
proportional cyclic loading results in a 45° crack propagation direction under a pure mode-
I stress-state; as such, the DK specifically represents the mode I SIF range. However, due 
to the complex nature of fatigue crack growth after an overload, as reported in previous 
studies (Datta et al., 2018; Neerukatti et al., 2018), the uncertainty of the inference from 
𝑙𝑜𝑔	(D𝐾) to 𝑙𝑜𝑔	(𝑑𝑎𝑑𝑁)  has to be considered; note that the uncertainties from the coefficients 
C1 and C2 that are included in Equation (5.1). In order to investigate the effects of training 
information on prediction uncertainties in crack propagation at a relatively large crack 
length, especially after overloads, this prognosis model is formulated as a Gaussian process 
learning model based on a Bayesian inference strategy developed by Rasmussen and 
Williams (2006). The posterior distribution is expressed as follows. 
𝑓 log(𝑑𝑎𝑑𝑁)d|𝑋, ∆𝐾d, 𝑘, 𝜃 = 1𝑍 expæ−Òlog(𝑑𝑎𝑑𝑁)d − 𝜇Ó*2𝜎* ç (5.2) 
where k is the kernel function (also known as covariance function), 
X={𝑙𝑜𝑔∆𝐾i,	log	(ÒßÓg)} is the training matrix comprising the input parameter ∆𝐾 and the 
output parameter ß, ∆𝐾d is the input of the testing set, Z is a normalization constant and 
q is the hyperparameter vector that belongs to the kernel function. For simplification, in 
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the rest of this paper, 𝐾g  denotes the covariance of the training samples 𝑘(𝑙𝑜𝑔(∆𝐾g), log	(∆𝐾h)) , 𝐾d  denotes the covariance of testing samples 𝑘(𝑙𝑜𝑔(∆𝐾d), 𝑙𝑜𝑔(∆𝐾d)) , and 𝐾gd  denotes the covariance between training and testing 
samples 𝑘(log	(∆𝐾d), log	(∆𝐾g)). Therefore, the mean 𝜇and variance of the distribution 𝜎* are obtained as, 𝜇 = 𝐾gd𝐾glog	(∆𝐾d) (5.3) 
and  𝜎* = 𝐾d − 𝐾gd𝐾g	𝐾gd  (5.4) 
where subscripts i, j=1, 2, …, (n-1) denote the training points and the subscript p=n, (n+1), 
…, m represents the prediction points. As indicated by Rasmussen and Williams (2006), 
the accuracy of the prediction depends on the choice of the kernel functions and their 
hyperparameters. The squared exponential (SE) kernel function, which is one of the most 
widely accepted kernels, showed robustness in modeling a nonlinear smooth surface with 
a high prediction accuracy20-21, and is used in this work. This kernel can be expressed as, 
𝑘xxg, xhy = 𝜃*exp((xg − xh)*𝜃** / (5.5) 
where the hyperparameter vector can be defined as q	 = [𝜃	𝜃*]. The q	 can be tuned using 
known maximum a posteriori (MAP) estimation through the negative logarithmic marginal 
likelihood function, which can be expressed as, 
−12𝐾gd 𝐾g𝐾gd − 12 log	 |𝐾g| − 𝑚 − 𝑛 + 12 log2𝜋 (5.6) 
Using the optimal hyperparameter vector, the crack growth rate can be found through the 
inference with a known ∆𝐾.  It should be noted that the inference in this model is in a 
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logarithmic scale, unlike the formulations in the originally developed method. The primary 
reason is that a large magnitude difference between ∆𝐾 and ß results in a relatively large 
prediction error, especially after the occurrence of overload. Consequently, prediction in 
logarithmic scale, which reduces the magnitude difference, can improve the accuracy.  
A second Gaussian process regression model is used for predicting the SIF range under 
in-phase loading in order to obtain the value of  ∆𝐾 at a specific crack length; detailed 
information can be found in Neerukatti et al (2017). In this research, the Gaussian process 
model is used to find the ∆𝐾 corresponding to fracture mode I instead of the energy release 
rate. By implementing this model, the ∆𝐾Ö can be found through the crack length 𝑎Ö, which 
is larger than the current crack length 𝑎³  at fatigue cycle 𝑁³ . Therefore, (ß)Ö  can be 
computed using Equation (1), and the fatigue cycle 𝑁Ö  corresponding to 𝑎Ö  can be 
expressed as, 
𝑁Ö = 𝑁³ + ∆𝑎(𝑑𝑎𝑑𝑁)Ö	 (5.7) 
where ∆𝑎 = 𝑎Ö −	𝑎³, which represents the assumed crack increment. 
5.2.2. Offline Model 
The offline model is developed for predicting the crack growth after the instant of 
overload. Based on the experimental observations, it is hypothesized that the crack growth 
rate experiences a retardation after a single overload, and gradually recovers to the steady 
state crack growth rate in the absence of an overload. To statistically model this behavior, 
three variables are introduced based on this hypothesis: minimum crack growth rate, crack 
growth retardation rate, and crack growth acceleration rate in logarithmic scale. As shown 
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in Figure 5.2, the minimum crack growth rate, (ß)g,  represents the minimum growth 
rate in the crack retardation process after the instant of an overload; the crack growth 
retardation rate, (ß)̇ , is the deceleration ratio of the crack growth rate from the instant of 
an overload to the (ß)g ; the crack growth acceleration rate, (ß)̇  , denotes the 
acceleration ratio of crack growth rate from (ß)g back to the steady state crack growth 
rate, which is defined as the instant of recovery.  
 
 
Figure 5.2. Schematic of the Three Defined Variables that Govern the Crack Propagation 
after Overload 
 
In order to avoid an unwieldy formulation, these variables are expressed in vector form 
as, 
Φ = {log 𝑑𝑎𝑑𝑁g , log 𝑑𝑎𝑑𝑁̇  , log 𝑑𝑎𝑑𝑁̇ } (5.8) 
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As in the online model, Φg denotes the vector of training set and Φd represents the output 
vector of the testing set. The Gaussian process model is used to model the behaviors of 
crack growth in the overload region and is expressed as follows. 
𝑓xΦd|𝑌, (∆𝐾ìO)d, 𝑘, 𝜃y = 1𝑊 expí−xΦd − 𝜇*y*2𝜎** î (5.9) 
where Y={(∆𝐾ìO)g,	Φg} is the training matrix comprising the input parameter (∆𝐾ìO)g and 
the output parameter Φg , (∆𝐾ìO)d  is the input of the testing set, W is a normalization 
constant, and each row of q is the hyperparameter corresponding to a specific output 
variable in Φ. Since the SE kernel 𝑘 is also utilized in this model due to its aforementioned 
capability, q can be expressed as, 
q	 = ï				[𝜃	𝜃*]g[𝜃	𝜃*][𝜃	𝜃*] ð (5.10) 
where [𝜃	𝜃*]g , [𝜃	𝜃*]  and [𝜃	𝜃*] , which are obtained using a MAP estimation 
described in Equation (5), are the hyperparameters corresponding to log ÒßÓg , log ÒßÓ̇ , and 	log ÒßÓ̇ , respectively. It is worth mentioning that the input of this model 
is defined as the SIF range at the instant of overload, ∆𝐾ìO, since the behavior of the crack 
growth highly depends on the overload ratio. The hypothesis made here is that these three 
variables are governed by the SIF range at the instant of overload, ∆𝐾ìO, which can also 
be found through the aforementioned model21. Statistically speaking, the choice of ∆𝐾ìO 
fuses the information of ∆𝐾 with the overload ratio, further correlating the behavior of 
crack growth with the overload ratio in addition to ∆𝐾 . Therefore, for the 𝑞qr  crack 
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increment ∆𝑎, where ∆𝑎 = 	𝑎¿ − 𝑎¿, the crack growth rate ÒÒßÓÓ¿ at the retardation 
region can be expressed as, 
𝑑𝑎𝑑𝑁¿ = exp	(log 𝑑𝑎𝑑𝑁 + log ( (∆𝐾ìO)¿(∆𝐾ìO)¿/ log	(𝑑𝑎𝑑𝑁̇ )) (5.11) 
where ÒÒßÓÓ is the crack growth rate at the instant of the overload. Equation (5.11) 
governs the crack growth until the crack growth rate reaches the minimum value obtained 
through the developed model, i.e., ÒÒßÓÓ¿ ≤ ÒßÓg. Following this, the crack will 
experience crack growth rate acceleration, and the crack growth rate (ÒßÓ)¿  can be 
expressed as follows. 
(𝑑𝑎𝑑𝑁)¿ = exp	(log	(𝑑𝑎𝑑𝑁g) + log	( (∆𝐾ìO)¿(∆𝐾ìO)¿)log	(𝑑𝑎𝑑𝑁̇ )) (5.12) 
The crack growth rate will accelerate till the steady state crack growth rate in the absence 
of an overload is reached, i.e., (ÒßÓ)¿ ≥ ÒßÓ¿.   
By merging the developed online and offline models for crack propagation under in-
phase biaxial loading with a single overload at a known fatigue cycle 𝑁ìO , the fatigue life 
cycle 𝑁Ö can be obtained as follows. 
𝑁Ö = 𝑁³ + ∆𝑎(𝑑𝑎𝑑𝑁)Ö ; 𝑖𝑓	𝑁³ ≤ 𝑁ìO (5.13) 
 
𝑁Ö = 𝑁³ + ∆𝑎Ò𝑑𝑎𝑑𝑁Ó ; 𝑖𝑓	𝑁³ ≥ 𝑁ìO	& 𝑑𝑎𝑑𝑁Ö ≥ 𝑑𝑎𝑑𝑁g	 (5.14) 
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𝑁Ö = 𝑁³ + ∆𝑎Ò𝑑𝑎𝑑𝑁Ó ; 𝑖𝑓	𝑁³ ≥ 𝑁ìO	& 𝑑𝑎𝑑𝑁Ö ≤ 𝑑𝑎𝑑𝑁Ö ≤ 	 (𝑑𝑎𝑑𝑁)Ö (5.15) 
 
𝑁Ö = 𝑁³ + ∆𝑎Ò𝑑𝑎𝑑𝑁ÓÖ ; 𝑖𝑓	𝑁ìO ≤ 𝑁³ ≤ 𝑁ßìO	& 𝑑𝑎𝑑𝑁Ö ≥ 	 (𝑑𝑎𝑑𝑁)Ö (5.16) 
where ∆𝑎, 𝑎³ and 𝑎Ö are the crack increment, the current crack length and the predicted 
crack length, respectively. 𝑁ßìO denotes the instant of next overload, if there is. It should 
be noted that the Equation (5.13) - (5.16) represent the assumptions made in the developed 
model: (i) the overload leads to a crack growth retardation, but it has negligible impact on 
the crack propagation after the instant of recovery; (ii) in the event of multiple overloads, 
the time between two overloads is long enough so that the effect of the first overload on 
the second overload can be ignored.  
For comparing the prediction error with different crack increments ∆𝑎 and training set, 
the widely used error measurement model, i.e., mean absolute percentage error (MAPE), 
is implemented, which can be expressed as, 
𝑒²õö = 	 1𝑀÷(𝑁eq)h − (𝑁Ö)h(𝑁eq)h ÷h  (5.17) 
where 𝑀 is the total number of predicted points in a single test, i.e., 𝑀 = 	𝑚 − 𝑛 + 1, and 𝑁eq is the ground truth that comes from an actual experiment. However, as mentioned by 
Tofallis (2015), this method is no longer feasible for the investigation of error propagation 
with respect to the crack length in a single test due to its biased characteristics. Therefore, 
logarithmic accuracy ratio (AR) (Tofallis, 2015; Marley, Brito and Welling, 2018) is 
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implemented for the analysis of error propagation within a single test, and the formulation 
is expressed as, 
𝐴𝑅Ö = 	log	( 𝑁Öx𝑁eqyÖ) (5.18) 
where 𝐴𝑅Ö is the logarithmic AR when crack length is 𝑎Ö while the predicted fatigue cycle 
is (𝑁eq)Ö. Since the predicted data is strictly positive, this method is well suited in the 
current study; it provides quantitative information of error propagation with respect to 
crack length, as well as a distinguishable visualization of both under-prediction and over-
prediction. 
5.3. Biaxial Fatigue Tests 
The crack propagation behavior of aluminum AA7075-T651 was investigated in this 
research as a validation of the developed prognosis model; biaxial tension-tension fatigue 
tests were conducted under in-phase loading with single overloads with biaxiality ratio of 
1.0. An MTS biaxial/torsion load frame with a capacity of 100 kN planar bi-axial and 1100 
N-m torsion, equipped with six independent controllers, was used for the fatigue testing. 
Fatigue tests were conducted with stress -control load spectra having single overloads 
interspersed in an otherwise constant amplitude baseline fatigue loading. To analyze the 
effect of different overload magnitudes on crack growth behavior, tests were conducted 
with overload ratios λ of 1.75, 2 and 2.25. The overload ratio was defined as the ratio of 
maximum load at the instant of overload to the maximum load of the constant amplitude 
cycles. Biaxial fatigue load spectra with a frequency of 10 Hz were generated with single 
overload excursions after a pre-decided number of 1.5-15 kN constant amplitude fatigue 
cycles, resulting in a stress ratio R of 0.1 in both vertical and horizontal directions.  The 
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samples were machined using 6.35 mm rolled aluminum AA7075-T651 sheets with the 
thickness of web area being 1.8mm as shown in Figure 5.3. The length and width of the 
arms were 292 mm and 48.35 mm, respectively. First, a hole of diameter 6.35 mm was cut 
at the center of the web area, and then a notch of length 1.5 mm and width 0.36 mm was 
made at an angle of 45° to the horizontal and vertical directions to: (i) enforce the location 
of crack initiation at a desired location; (ii) accelerate the crack initiation to feasibly study 
crack propagation behavior. Figure 5.4 shows the biaxial fatigue test setup. The crack 
length was measured using a digital image correlation system (ARAMIS) along with a 
high-resolution optical camera. For in-phase loading, it was observed that a single crack 
initiates and propagates perpendicular to the maximum normal stress direction, i.e., at an 
angle of approximately 45° to the loading directions, since the load is equal along 
horizontal and vertical directions, and propagation along this direction maximizes the 
mode-I stress intensity factor. 
 132 
 
 
 
Figure 5.3. Cruciform Specimen Design Used for Biaxial Fatigue Testing 
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(a) (b) 
Figure 5.4. Biaxial Fatigue Test Setup for Aluminum AA7075-T651 Cruciform: (a) 
Cruciform Specimen in the Biaxial Test Frame; (b) Web Area of Cruciform with Notch 
 
From the biaxial fatigue experiments with single overloads, it was observed that the 
occurrence of overload during crack propagation results in immediate and drastic reduction 
in crack growth rate. Following this, the crack growth recovers gradually as the crack-tip 
propagates further and extends past the overload affected region. The region of crack 
propagation, where reduced crack growth rate was observed, is referred to as the retardation 
zone, and the size of the retardation zone was found to be directly proportional to the λ of 
the overload. Overloads with higher λ lead to larger plastic zones around the crack-tip, 
causing increased plasticity-induced crack closure on the crack, which in-turn severely 
retards the crack growth. Another interesting observation from the experimental results 
indicated that the retardation effects were more pronounced when overload occurs at a 
larger crack length, and the post-overload crack-tip traverses a longer distance before the 
crack growth rate recovers to values comparable to the steady rate. This is also attributed 
to the increased plasticity-induced crack closure due to overload occurrence at a large crack 
length, since the crack-tip plastic zone size is directly proportional to crack length and load 
Rolling direction 
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magnitude. The hypotheses and assumptions made in the developed model, which are 
mentioned in section 5.2, are based on these experimental observations. 
5.4. Results and Discussion 
This section presents the results and discussions from the developed prognosis model. 
First, the training processes and corresponding results are discussed, followed by a 
discussion on the developed offline model. The performance of the online-offline model is 
investigated with respect to crack increment ∆𝑎  and the number of training points. 
Prognosis results are presented for various scenarios that include different overload ratios 
and several overloads in a single test. This is followed by a comprehensive error analysis. 
5.4.1. Model Training 
The geometry of the cruciform structure shown in Figure 5.3 is explicitly modeled; a 
total of 216 simulations with different combinations of loads and crack tip locations were 
performed using the commercial finite element solver Abaqus (Hibbett, Karlsson and 
Sorensen, 1998). An accurate mapping from the four-parameter input (vertical and 
horizontal crack tip locations and loads) to ∆𝐾 is established using the introduced Gaussian 
process learning method. As the real fatigue tests proceed, the full fatigue life is predicted 
using the developed online model based on the limited data (cycle with respect to crack 
length).  
In addition to the online model, the offline model is used for all the test cases as a priori 
knowledge of the online model. The experiments performed for offline model training are 
summarized in Table 5.1; for each test, the minimum crack growth rate (ß)g, crack 
growth retardation rate (ß)̇ , and crack growth acceleration rate (ß)̇  are calculated and 
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the corresponding ∆𝐾ìO is obtained using the locations of crack tip and the loads, forming 
the training set Y. Consequently, for any new crack length, the corresponding vector Φd 
can be obtained through Equation (5.9) using the testing set (∆𝐾ìO)d. The crack growth 
behavior is then predicted using Equations (5.11) and (5.12). 
 
Table 5.1. Summary of the Tests Performed for Offline Model Training 
Test Overload Ratio 
Instant of 
overload 
Crack length when 
overload applied [mm] 
Cycles to failure 
1 1.75 30,000 3.76 75,600 
2 1.75 45,000 4.75 108,300 
3 2.0 30,000 6.77 63,300 
4 2.0 60,000 8.32 99,700 
5 2.25 30,000 3.00 140,100 
5 2.25 80,000 10.73 140,100 
 
Figure 5.5(a) – 5.5(c) present the results of the minimum crack growth rate (ß)g, 
crack growth rate deceleration and acceleration, respectively, with their 95% confidence 
intervals. In these figures, the range of prediction is larger than the training set for better 
visualization of the nonlinear behavior. In addition, the logarithmic scale and feature 
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normalization is used since the accuracy and learning speed of MAP estimation is improved 
by scaling the input Φ and output ∆𝐾ìO into a domain where all features have similar scale 
(Aksoy and Haralick, 2001). As shown in Figure 5.5, the values of (ß)g, (ß)̇  and  (ß)̇  reduce with increase in ∆𝐾ìO. As seen from these figures, the uncertainty associated 
with the offline model is small in the region near the training data, and the prediction 
confidence reduces when testing points are far from the training points. It should be noted 
that the tests mentioned in this subsection are used for training only; the evaluation and 
validation of the developed model are conducted using completely different tests and are 
presented next.  
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(a) (b) 
 
(c) 
Figure 5.5. Offline Model of Normalized Logarithmic (a) Minimum Crack Growth Rate, 
(b) Deceleration and (c) Acceleration of Crack Growth after an Overload 
 
5.4.2. Model Evaluation 
The developed model contains two parameters, the number of training points and crack 
increment ∆𝑎, that were not included in the optimization scheme and must be investigated.  
Before model evaluation, it is necessary to mention the definitions of under-prediction and 
over-prediction in this study. When the model predicts a larger number of cycles than the 
actual number of cycles at a certain crack length, it is regarded as an over-prediction; in 
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this case, the crack length from the model is shorter than the actual crack length, which is 
equivalent to an under-prediction of crack length. The model undergoes an under-
prediction if it predicts a smaller number of cycles than the actual number of cycles at a 
certain crack length; in this case, the crack length from the model is larger than the actual 
crack length, which is equivalent to an over-prediction of crack length. It is slightly 
different from the general definitions, since the developed model mathematically predicts 
the increment of fatigue cycles with a certain crack increment as mentioned before. In this 
section, with the hypothesis that the effects of ∆𝑎 and number of training points on the 
prediction accuracy are independent, the prognosis results of a test with the instant of 
overload at cycle of 25,000 (overload ratio equals to 1.75) are discussed in this subsection 
to show the sensitivities of these two parameters while serving as one of the validation tests. 
It should be noticed that this hypothesis will be investigated and further proved in this 
section. 
The sensitivity of the prediction with respect to the number of training points is 
essential to the developed prognosis model, and it is evaluated in this subsection. 
Maintaining the crack increment ∆𝑎  to be 0.01, Figure 5.6 and Figure 5.7 show the 
prediction of the crack growth rate and the fatigue cycle, respectively, using different 
number of training points. It is seen that the predicted crack propagation behavior is very 
similar to the actual experiments starting with three training examples. It indicates that the 
Gaussian process learning model cannot model the behaviors of log(ß) with respect to log	(∆𝐾) with only two or less training points in the current study. Consequently, the 
inaccuracy in predicting behavior of log(ß) with respect to log	(∆𝐾) before the overload 
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using two training examples results in a large offset when predicting the later overload 
region, as shown in Figure 5.7(a), due to the coupled governing equations of the constant 
and overload regions, shown in Equation (5.13) to (5.16). When the confidence intervals 
obtained from the model trained by different number of training points are being compared, 
a 95% confidence interval becomes narrow with respect to the increased training set size, 
indicating more confidence in the prediction that has more training examples.  
 
 
Figure 5.6. Predictions of the Crack Growth Rate with Respect to SIF Range using (a) 2, 
(b) 3, (c) 4 and (d) 5 Training Examples 
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Figure 5.7. Predictions of the Crack Propagation with an Overload at the Cycle of 25,000 
using (a) 2, (b) 3, (c) 4 and (d) 5 Training Examples 
 
The MAPE of the prediction with respect to the number of training points is shown in 
Figure 5.8. It can be seen that the MAPE decreases rapidly and then converges to a certain 
value, 0.05 (5%) in this case. At this point, two clarifications need to be mentioned: First, 
the number of observations in this case is up to eight only. The reason is that the maximum 
number of training points is not guaranteed due to the crack initiation after different 
 141 
numbers of cycles in different tests, and the overload is applied at the ninth experimental 
data point in this test. However, the robustness of the developed online-offline model 
cannot be convincingly demonstrated, if the overload information ((ß)g , (ß)̇   and  (ß)̇  ) of the current experiment is provided to the developed model. Based on this 
consideration, the purpose of studying and showing the convergence of the prediction error 
with respect to the number of training points is to demonstrate that the developed model 
can predict the crack propagation accurately using very limited amount of training 
information. For a realistic application, if the overload region is already known, the crack 
propagation can be predicted just using the online model. Second, variations of MAPE can 
be seen when the model is trained by three or more data points. The reasons, which result 
in the unavoidable prediction variation, are: (i) the developed model predicts the number 
of fatigue cycles using a certain crack increment, and the scale of the fatigue cycle is 
significantly larger than the crack length, resulting in high sensitivity to the variations of 
crack growth rate; (ii) due to a data-driven nature, the accuracy of the developed model 
depends on the experimental observations that contain uncertainties, which results in a 
slight increase of MAPE when number of training samples is above five in this particular 
case.  
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Figure 5.8. MAPE of the Prediction with Respect to the Number of Training Points 
 
The sensitivity of the developed model to the crack increment ∆𝑎 is investigated using 
the same test as discussed in the previous subsection; in this study, the number of training 
points are set to be five, as it can provide a reliable crack propagation behavior. The value 
of ∆𝑎 is varied from 0.001 mm to 1 mm; the MAPEs of all the cases are computed. 
Figure 5.9 and Figure 5.10 show the prediction of the crack growth rate and the fatigue 
cycle, respectively, using different values of ∆𝑎. It is seen that the model slightly over 
predicts the crack propagation behavior when the value of ∆𝑎 is 0.1. When ∆𝑎 equals to 
0.01 or 0.001, the model can predict the crack growth with high accuracy. From Figure 
5.9(a) - 5.9(d), it can be observed that the value of ∆𝑎 has a huge impact on the prediction 
accuracy of the crack growth behavior at the overload region. The interpretation is that a 
large ∆𝑎 might result in a large fatigue cycle increment right before the overload, and lead 
to a large over-prediction as shown in Figure 5.10(a) and Figure 5.10(b). Comparing Figure 
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5.10(c) and Figure 5.10(d), it is seen that the prediction will be almost identical. In addition, 
the size of confidence interval decreases with the decrease of ∆𝑎. 
Next, the correlation between number of training points and ∆𝑎  is investigated as 
shown in Figure 5.11. It can be seen that the prediction accuracy is large when ∆𝑎 equals 
to 0.5, irrespective of the number of experimental points used to train the model. However, 
when ∆𝑎 is small enough, i.e., ∆𝑎 ≤ 0.1, the prediction error follows the same tendency, 
and the prediction errors, when ∆𝑎 = 0.01  and ∆𝑎 = 0.001 , are almost identical. In 
addition, for a certain number of training points, the accuracies are close to each other. This 
observation proves the hypothesis that the number of training points and ∆𝑎  are 
independent, when the ∆𝑎 is small enough. 
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Figure 5.9. Predictions of the Crack Growth Rate When the Value of ∆𝑎 Equals to (a) 
0.5, (b) 0.1, (c) 0.01 and (d) 0.001 
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Figure 5.10. Predictions of the Crack Propagation with an Overload at the Cycle of 
25,000 When the Value of ∆𝑎 Equals to (a) 0.5, (b) 0.1, (c) 0.01 and (d) 0.001 
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Figure 5.11. Investigation of the Independence between the Number of Training Point 
and ∆𝑎 
 
5.4.3. Prognosis Results under Various Overload Conditions 
In this section, the developed model is used for predicting the crack propagation under 
different values of overload ratios and investigating the case that contains two overloads in 
a single test. The prognosis results of a test with the instant of overload at 30,000 fatigue 
cycles (overload ratio equals to 2.0) are presented in Figure 5.12; based on the observation 
in model evaluation, the number of training samples and the crack increment, ∆𝑎 are set to 
be five and 0.01, respectively. It can be observed that the developed model precisely 
predicts the crack growth of the experimental sample, which proves its robustness in 
predicting crack propagation under different overload ratios. 
Next, the prognosis results of a test with the instants of overload at 30,000 and 45,000 
fatigue cycles (overload ratio equals to 1.75) are presented in Figure 5.13; similar to the 
previous case, the number of training samples and the crack increment ∆𝑎 are set to be 
three and 0.01, respectively. The reason for using less training points in this case is that the 
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total number of observations before the first overload is limited (five points) from the 
experiments. As mentioned before, to show the robustness of both online and offline 
model, a relatively smaller number of training points are chosen. It can be seen that the 
developed model successfully predicts the crack growth of the experimental sample, which 
proves the capability of the developed model in predicting crack propagation with the 
overloads in a single test. Comparing with the test containing only one overload, a 
relatively larger under-prediction can be found, especially after the first overload. In 
details, due to the under-prediction of the crack growth between two overload regions, a 
delay of prediction is observed in predicting the retardation that resulted from the second 
overload, which is clearly demonstrated in Figure 5.13(a).  In order to obtain the insights 
of such issues, an error analysis is performed to investigate how and why the prediction 
error evolves with respect to the crack propagation. 
 
 
Figure 5.12. Predictions of the Crack Growth Rate and Crack Propagation with an 
Overload Ratio of 2.0 
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Figure 5.13. Predictions of the Crack Growth Rate and Crack Propagation with an 
Overload Ratio of 1.75 and the Scenario of Two Overloads in a Single Test 
 
5.5. Summary 
An online-offline model was developed for accurately predicting the crack propagation 
under biaxial in-phase loading conditions with overload. The online model intelligently 
combined a physics-based finite element model with a Gaussian process based data-driven 
prognosis model; the offline model was trained by the defined physics based information 
including the minimum crack growth rate, crack growth retardation rate, and crack growth 
acceleration rate, which was obtained from existing experiments, and used to inform the 
crack propagation behaviors after the instant of overload. The developed model was 
validated by three experiments using aluminum AA7075-T651 alloy with varying overload 
ratios and number of overload instances in a single overload; the predicted crack behavior 
showed a good agreement with the actual tests including the crack retardation due to the 
presence of overload. The sensitivities of the number of training points and crack increment 
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∆𝑎 to prediction accuracy was evaluated by investigating the MAPE of each case. Lastly, 
the logarithmic AR was used to study the propagation of prediction error with respect to 
the crack length, indicating that the presence of overload had an impact on the crack 
propagation even after crack growth rate fully recovered. This suggests that an additional 
variable could be included in the offline model to improve the accuracy of the developed 
model in predicting long-term crack propagation after overloads.  
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6. HEALTH MANAGEMENT FOR AVIATION SAFETY  
6.1. Introduction 
There is an urgent need to develop real-time and automated prognostic health 
management frameworks to provide accurate assessment of aviation safety for current and 
next generation aircraft systems. As mentioned in Chapter One, current aircraft health 
management systems rely on pre-defined system safety thresholds and binary exceedance 
criterions to identify operational and mechanical anomalies, which may not be sufficiently 
accurate in reflecting the current health status of the monitored aircraft. Issues of aircraft 
subsystems (i.e., engine system, wing system, digital control system, etc.) under 
mechanical failure and inappropriate operation may lead to lowered flight performances 
and unexpected control consequences. A high-performance real-time monitoring system 
would be expected to be capable of detecting the state malfunctions as well as providing 
suggestions for maintenance to reduce unnecessary downtime of the aircraft (Dalton, 
Cawley, & Lowe, 2001) to maintain safety standard. However, the development of such a 
system management framework for aircraft is a challenging task due to the complex 
correlation of sensor signals from different subsystems under multiple sensing mechanisms, 
which require simultaneous individual and networked monitoring and analysis to 
determine global system performance. 
Many studies, including model-based and data-drive approaches, have been conducted 
to develop fault detection methodologies to ensure system reliability in the presence of 
subsystem anomalies (Oonk, et al., 2012), which have been discussed in detailed in first 
chapter. It should be noted that an anomaly in this research is defined as the behavior that 
shows a significant deviation from standard system behavior, which may or may not cause 
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operation/mechanical issues of the aircraft system. Among the well-developed monitoring 
strategies, the success of data driven approaches for fault detection has motivated the 
development of a system health management framework for aircraft safety, such as the 
Flight Operations Quality Assurance (FOQA) program designed by the FAA (2004). In 
this program, exceedance analysis was implemented to identify the fault conditions based 
on the state of each flight parameter, such as engine fan speed, control surface position, 
engine power plant performance, etc. This approach could provide a warning when any of 
the monitored subsystem has an issue. However, it could not effectively analyze the 
correlation and causation of detected issues. Therefore, for detailed investigation of 
discrete flight parameters, longest common subsequence (LCS) and sequence clustering 
techniques were developed (Budalakoti, Srivastava and Akella, 2006; Budalakoti, 
Srivastava and Otey, 2009); the implementation of such discrete flight parameters, e.g. flip 
position, shows fast estimation of the safety status due to its beneficial characteristics of 
sequential data. The outlier detection algorithm represents another class of fault detection 
method that shows promising effectiveness and efficiency. For example, the distance based 
(DB) outlier algorithm was employed to detect anomaly conditions based on the 
investigation of the extreme values that deviate from observations in the training and 
testing examples using clustering methods such as k-nearest neighbor (Bay and 
Schwabacher, 2003; Knorr, Ng and Tucakov, 2000). The main advantages of the DB outlier 
algorithm are: i) no explicit distribution is required to establish abnormal conditions which 
is also more informative in nature and significantly reduces computational cost; ii) no strict 
limit on feature dimensionality which benefits the real-time implementation. For further 
improving the detection accuracy, kernel functions are typically used for feature space 
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transformation to obtain a better representation of the monitored system. Multiple kernel 
anomaly detection (MKAD) algorithm (Das et al., 2007), where a combination of multiple 
kernel functions is used to construct the feature space, is shown to be suitable for 
monitoring complex systems. More recently, Li et al. (2015) suggested clustering-based 
anomaly detection method, known as clusterAD-flight, to automatically detect faulty 
conditions based on routine airline flights, outperforming the MKAD approach. For the 
comparison of different approaches, Schwabacher, Oza and Matthews (2009) summarized 
widely used unsupervised anomaly detection algorithms and demonstrated their 
performance under different anomaly conditions. 
Although many outlier detection techniques for system health management have been 
developed, there is still a need for a fully integrated framework for safety monitoring of an 
in-air aircraft system; such a framework is expected to explicitly monitor the performance 
of each sub-system and accurately estimate performance of the complete aircraft system 
using appropriate metrics. Furthermore, sufficient computational efficiency is required for 
fulfilling the demand of on-board real-time monitoring and provide safety guidelines under 
faulty conditions at early stages. Motivated by these issues, this chapter presents the 
development of a robust real-time in-air system health management framework for the 
detection of operational anomalies using a multivariate Gaussian model (Smith and Jain, 
1988). Before training the model, random noises contained in sensing signal are filtered 
using a weighted averaging window, and the redundant features are combined to eliminate 
dependency which is a requirement for the use of the multivariate Gaussian model. The 
methodology is validated using flight data captured through a commercial flight simulator 
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with pre-defined faults. Implementing the developed framework on available airline flight 
datasets, outliers in the real airline flight data are also flagged and investigated.  
The remainder of this chapter is organized as follows. A detailed formulation of the 
investigated dataset including simulation and real commercial aircraft information is 
presented in section 6.2. This is followed by a description of the developed multivariate 
Gaussian detection model in section 6.3. The results from the detection model on the 
simulated dataset and commercial airline information are separately discussed in section 
6.4.  Key observations from this work are summarized in the section 6.5. It should be noted 
that the methodologies and results presented in this chapter has been presented in the 10th 
Annual Conference of the Prognostic Health Management Society, and also published in 
the associated conference proceeding (Li et al., 2018). 
6.2. Multivariate Gaussian Detector 
Accuracy and efficiency are critical components in the development of real-time in-air 
fault detection systems. The developed fault/anomaly detection framework should, firstly, 
be able to provide an early alarm to the pilot and control tower in the event of an anomaly, 
even if the standard operational threshold(s) of certain aircraft part(s) provided by their 
vendors are maintained. Second, the dimensionality of the recorded aircraft data is 
generally high; for instance, the aircraft system comprises over 150 different features from 
sensors at multiple locations. Hence, it is a challenge to maintain computational efficiency 
in both training and detection phases for real-time analysis. Considering these issues, a 
multivariate Gaussian model has been developed as a real-time fault detector for the aircraft 
system considered in this work. Gaussian distribution based methodologies (Li et al., 2016) 
have been proven to be accurate and efficient for detecting anomalies in many applications, 
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such as batch process (Chen and Zhang, 2010), semiconductor manufacturing (Yu, 2011), 
and induction machines (Lemos, Caminhas and Gomide, 2010). The primary advantage of 
the multivariate Gaussian fault detector over the general Gaussian model is that not only 
the distribution of every attribute, i.e., sensing feature, but also the correlation between 
attributes can be interpreted through the training process. The formulations of the Gaussian 
model and the multivariate Gaussian fault detector are introduced next. 
The vector containing all sensing features at the 𝑖qr synchronized time step is defined 
as 𝑥h(g), where 𝑗 = 1, 2, … , 𝑛, and	𝑛	is the number of features. It is assumed that each feature 
follows an identical Gaussian distribution so that the probability density function of each 
feature is expressed as 𝑝(𝑥h; 𝜇h, 𝜎h*), where 𝜇h and 𝜎h* are mean and standard deviation of 
feature 𝑗 . Hence, the global safety density estimation function for a general Gaussian 
mixture model can be expressed as 
𝑝(𝑥) =ù𝑝(𝑥h; 𝜇h, 𝜎h*)h  (6.1) 
Importing the Gaussian distribution function, it can be expressed as  
𝑝(𝑥) =ù 1√2𝜋𝜎h exp	(− x𝑥h − 𝜇hy*2𝜎h* )h  (6.2) 
In order to consider the correlation between attributes, multivariate Gaussian fault detector 
implements the covariance matrix Σ  into Equation (6.2) instead of multiplication of 
standard deviations among attributes. Hence, the global safety density estimation function 
for a multivariate Gaussian model can be expressed as 
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𝑝(𝑥; 𝜇, Σ) = 1ü2𝜋|Σ| exp	(−12 (𝑥 − 𝜇)Σ(𝑥 − 𝜇)) (6.3) 
where 
𝜇 = 1𝑚𝑥gg  (6.4) 
and 
Σ = 1𝑚x𝑥g − 𝜇yx𝑥g − 𝜇yg  (6.5) 
where 𝑖 = 1, 2, … ,𝑚 , and 𝑚  is the number of samples. To maintain computational 
efficiency, the multivariate Gaussian model is formulated in a vectorized computation 
scheme. As a result, the notations in Eq. (3) to (5) are the vectors that contain all the features 
with dimension 𝑛 from the aircraft. For clarification, 𝑥, 𝜇 and Σ have the dimension of 
1× 𝑛, 1× 𝑛 and 𝑛 × 𝑛, respectively. Comparing multivariate Gaussian model with general 
Gaussian model, multivariate Gaussian model is a generalized formulation of Gaussian 
model, and Gaussian model is a specific case of multivariate Gaussian model, whose 
covariance matrix just contains non-zero values at diagonal, i.e.,	𝜎gh = 0	𝑖𝑓	𝑖 ≠ 𝑗. The 
vector containing the labels of all samples is denoted 𝑦. For each sample, 𝑦g is defined as 
a binary variable as follows. 
𝑦g = ý			1																𝑖𝑓	𝑝x𝑥g; 𝜇, Σy < 𝜀−1															𝑖𝑓	𝑝x𝑥g; 𝜇, Σy ≥ 𝜀  (6.6) 
where 1 and -1 represent normal flight conditions and anomalies, respectively. If the 
ground truth of the investigated dataset is at least partially known, the threshold 𝜀 is defined 
using a cross-validation process by optimizing the F-1 score that is expressed as 
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𝐹1	 = 2 𝑃𝑅𝑃 + 𝑅 (6.7) 
where 𝑃 and 𝑅 are the precision and recall of developed model, respectively, and can be 
expressed as the formulations below. 
𝑃	 = 𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (6.8) 
and 
𝑅	 = 𝑇𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑎𝑐𝑡𝑢𝑎𝑙	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (6.9) 
In Equation (6.8) and (6.9), the true positive represents successful prediction of an actual 
fault case; the number of predicted positive is the total number of cases that are predicted 
as faults; the actual positive is the number of cases representing real faults. 
6.3. Flight Dataset Description 
In order to verify and validate the developed algorithm, a simulated dataset is firstly 
used, with the known status of health in the cross-validation set, for investigating the 
accuracy and efficiency of Gaussian model in real-time monitoring. Then, a real airline 
dataset is evaluated by the developed model, regarded as an unsupervised learning 
approach, to analyze the anomalous behaviors of the aircrafts. It should be noticed that no 
correlation is established between these two approaches, i.e., the models used in these two 
datasets are different. In the subsection, details of the used dataset will be introduced and 
discussed, including necessary pre-processing of the signals.  
6.3.1. Real-time Aircraft Simulation 
Although a massive dataset from the flight data recorder (FDR) of commercial aircrafts 
is available, the majority of this information pertains to a healthy flight condition; at least, 
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the aircraft from where the signals are acquired has not been in a catastrophic or fatal 
situation. To perform fault diagnosis, however, datasets relating to fault conditions must 
be present to train and validate the diagnosis algorithms. Such datasets might be obtained 
from real-world aircraft fault case reports such as the National Transportation Safety Board 
(NTSB) reports which cover civil transportation accidents including aviation incidents. 
However, these reports are primarily text based and the avionics data is rarely released or 
detailed (Fielding, Lo and Yang, 2010). 
Alternatively, these datasets may be simulated using flight simulators that have 
sufficient ability as well as fidelity to simulate realistic flight scenarios with specified faults. 
In this work, the commercial desktop flight simulator X-Plane-11, which has been granted 
by FAA to train the fixed wing pilots toward commercial certification (Proctor, Bauer and 
Lucario, 2007), is used to simulate the four-engine Boeing 747-400, which is a wide-body 
commercial passenger jet airliner, at a constant altitude cruising flight phase with realistic 
weather conditions and faults. The simulation conditions are representative of a real flight 
phase; the performance of the simulated aircraft in cruise phase will be investigated in this 
research. Once the aircraft is cruising at the desired flight level various autopilot controls 
maintain the aircraft speed, heading, and altitude that are programmed using the in-plane 
Flight Management Computer (FMC). To obtain the training datasets, flight parameters 
from the simulator is written to a Comma Separated Value (CSV) file during the cruising 
flight phase. For real-time validation of the fault diagnosis algorithm, the flight parameters 
from the simulator are streamed in real-time into MATLAB using a User Datagram 
Protocol (UDP) connection (Ribeiro and Oliveira, 2010) that allows communication 
between the two applications. The backend machine learning algorithm then processes the 
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data in MATLAB and diagnoses faults in real-time. Using this approach, realistic faults 
can be detected as soon as the performance index defined in the developed algorithm 
exceeds the safety threshold, and the delay between fault occurrence and detection is used 
as an evaluation metric for algorithm validation. Additionally, only a subset of the available 
flight parameters in X-Plane are considered to maintain the highest level of reality, since 
the simulated data of the rest of the flight parameters vary substantially from observed real 
datasets. Therefore, 20 flight parameters, which are the same as those obtained from the 
National Aeronautics and Space Administration (NASA) DASHLink network (this dataset 
will be introduced in the next subsection) with a deviation of 5% from the equivalent real 
datasets, are considered for training and validation purposes.  
6.3.2. Historical Airline Data 
In this research, the analysis is performed using FDR information containing on-board 
aircraft sensor data from commercial flights, aiming at evaluating the anomalous scenarios 
including both mechanical and operational cases. This dataset is publicly available at 
NASA’s DASHLink network; the titles of the information, such as aircraft type, is however 
wiped out. Based on the provided signal information, the investigated aircraft is expected 
to be the four-engine Boeing 747-400. The chosen data corresponds to 186 flight 
parameters that are categorized into two classes, based on their features, discrete and 
continuous. The discrete flight parameters are integers denoting either a binary on-off state 
such as landing gear up or down, or a flight status including taking-off, cruising, etc.; the 
continuous flight parameters include body longitudinal acceleration, position of rudder in 
degrees, aileron degree and elevator degree, engine exhaust gas temperature, etc. that are 
obtained by the on-board sensors and can represent the performance of the aircraft. 
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Therefore, these continuous flight parameters are used to monitor the current condition of 
aircraft system in this research. Random noise induced by aircraft sensors and the data 
acquisition system in each feature is filtered through a weighted averaging window while 
maintaining inherent variances. A robust version of local regression weight linear least 
square (LOESS) method (Liu et al., 2011), available in MATLAB, is used and the window 
size is set to be 0.2% of the total number of data points. The redundant features are fused 
to further improve the accuracy and efficiency. For example, the exhausted gas temperature 
values are averaged into a single continuous variable, since they come from four engines 
separately, which are identical under most of conditions. 
6.4. Real-time Monitoring using Aircraft Simulation 
The simulated healthy aircraft parameters that are closed to the NASA’s DASHLink 
data in the cruising phase are extracted as mentioned earlier, including engine core speed, 
fan speed, exhaust gas temperature, engine oil temperature, etc., which are selected as 
representatives of aircraft performance, and the altitude is maintained within the range of 
29,000 to 30,000 feet in the simulations presented here. For training and F1 score based 
cross-validation, 7000 samples are simulated as normal operations, while 140 samples are 
simulated as anomalies that include: a) electrical failure of a full authority digital engine 
(or electronics) control (FADEC); b) oil pump fault; c) engine stall fault; d) engine driven 
hydraulic pump fault; e) slow depressurization; f) generator fault; g) engine fire; each faulty 
case is simulated for 20 seconds with a sampling frequency of 1 Hz. After training the 
multivariate Gaussian model and obtaining the threshold from the cross-validation process, 
the test set with two separate anomaly cases are investigated: oil pump and compressor 
stall faults. With the developed live data streaming platform, the trained model monitors 
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the aircraft performance while the flight simulation is running, and no computation lag in 
the running framework can be observed indicating the developed method possesses 
sufficient computation efficiency for real-time monitoring.  
The results from the developed model with the simulated aircraft anomalies are 
investigated next. The aircraft states are defined using binary values, “1” indicates the 
healthy state (normal operation state), which is defined as the current performance of the 
monitored aircraft, and “-1” represents an anomaly (consistent with Equation (6.6)). The 
alarm delays, which is defined as the time difference between the occurrence and the 
detection of the fault, are also assessed. First, the oil temperature of the aircraft during the 
simulated oil pump faults, which leads to a sudden increase in oil temperature, is presented 
in Figure 6.1 (a). At the same time, spike in exhausted gas temperature is also found shown 
in Figure 6.1 (b).  As shown in Figure 6.1 (c), such a fault is detected by the developed 
model with a three-second alarm delay. Additionally, the compressor stall fault is shown 
in Figure 6.2, which introduces a sudden increase in the averaged core speed indicating by 
Figure 6.2 (a), which is the averaged value of the core speed from four engine. Such a fault 
induces a sudden drop of the true airspeed of the aircraft as shown in Figure 6.2 (b); 
comparing with the signals in the healthy condition, a higher level of noise could be found 
in both core speed and airspeed after the occurrence of compressor stall fault. Similar but 
shorter than the previous case, this fault is successfully detected, as shown in Figure 2(b), 
with a one-second alarm delay. Investigating the alarm delays in both cases, the faults are 
flagged by the developed algorithm within a very short time. Moreover, comparing with 
the oil pump fault, the compressor stall fault is more severe in real aircraft operation 
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(Rausch et al., 2004). Therefore, higher deviations in signals can be found in the simulated 
signals in the compressor stall fault case, which results in a shorter alarm delay. 
 
 
(a) 
 
(b) 
 
(c) 
Figure 6.1. (a) Oil Temperature, (b) Exhaust Gas Temperature and (c) Health Monitoring 
of Aircraft under the Simulated Oil Pump Fault 
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(a) 
 
(b) 
 
(c) 
Figure 6.2. (a) Averaged Core Speed, (b) True Airspeed and (c) Health Monitoring of 
Aircraft under the Simulated Compressor Stall Fault 
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6.5. Anomaly Detection using Historical Airline Dataset 
A total of 458 flights from the FDR datasets are investigated in this section. The 
parameters in the cruising phase are extracted based the variable named flight phase; same 
parameters and altitude as mentioned in Section 6.4 are selected for a direct comparison 
with the results from the model trained by simulated dataset; this results in a sample size 
of 732,000 data points. Due to the high dimensionality of the dataset, the scale of the global 
performance probability value is very small, which may induce negative impact on the data 
visualization. Therefore, the distribution of global performance probability is investigated 
in a logarithmic scale for enhanced visualization, as shown in Figure 6.3; it can be found 
that most data points possess very similar performance (near “0” in Figure 6.3), while a 
few data points are far away from the majority (zoom in plot in the Figure 6.3). In this way, 
the performance of each data point, especially which is far away from the majority, are 
well-separated. Therefore, to investigate the cases that possess the largest deviation 
compared with the normal operations, a threshold of -200 is selected, and the distribution 
of samples that fall out of this margin are illustrated in Figure 6.3 in a zoom-in plot. The 
sampling points whose probabilities are less than -200 in logarithmic scale are regarded as 
the moments (i.e., time instance) when the aircraft are under anomalous operations or 
mechanical issues; such sample points are found to be in three out of 458 flights. This fact 
will not indicate such anomalies happens with the anomaly ratio of 0.6%, since this ratio 
highly depends on the choice of detection threshold. However, it should be noted that the 
F-1 score based cross-validation method is not possible to be used to find the threshold of 
this dataset, since the status of health of the dataset is not labeled. Therefore, the 
determination of detection threshold in this study is only based on the purpose of extracting 
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the aircraft behavior that has the largest deviation from normal behavior (i.e., majority), as 
a case study approach. 
 
 
Figure 6.3. Logarithmic Scale Distribution of Global Performance Probability with a 
Zoom-In View of the Region Less Than -200 
 
To understand the cause of the flagged anomalous behaviors, the aircraft dynamics 
associated with these three flights are investigated. Interestingly, in the investigated 
cruising phases, these three cases show very similar tendencies in most recorded signals. 
To illustrate the behavior of these flights, the angle of attack, pitch angle, body longitudinal 
acceleration, flight path acceleration, and power lever angle of one of the flights with 
anomalies are individually investigated. Before discussing in detail, the definition of each 
parameter and correlation between these parameters are shown as the schematic with 
respect to the aircraft body in Figure 6.4. The horizontal plane is defined as the plane that 
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is perpendicular to the gravity direction; the longitudinal plane is in the direction of roll 
axis; the angle of attack is the angle between longitudinal plane and flight path, which is 
the actual trajectory of an aircraft; the pitch angle refers to the angle between the horizontal 
plane and longitudinal plane; body longitudinal and flight path acceleration denote the 
acceleration of aircraft along the longitudinal axis and flight path, respectively; the 
definition of power lever angle is the indication of adjusted aircraft engine thrust lever, 
which has a close correlation to a various of engine related parameters such as fan speed, 
core speed, exhaust gas temperature, etc. 
 
 
Figure 6.4. Demonstration of Flight Parameters and Corresponding Definitions that are 
Used in the Anomaly Analysis of the FDR Dataset 
 
The aircraft dynamics under the detected anomalous condition are presented in Figure 
6.6 to Figure 6.9; in such plots, the black dash lines represent airline signals and the red 
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circles indicate the instances that are flagged as anomalous conditions. It is found that the 
angle of attack has a sudden increase followed by an immediate drop (from -4° to -1.5° 
then to -2.4°) as shown in Figure 6.5, and the pitch angle that is shown in Figure 6.6 has a 
very similar tendency. Consequently, the body longitudinal acceleration and flight path 
acceleration experience sudden drops as shown in Figure 6.7 and 6.8; such discrepancies 
are recovered back to the normal conditions very quick.  Form the parameters that reveal 
the operations of pilots, it is observed that the pilot suddenly reduces the power lever angle 
then gradually recover it back to the normal lever angle as shown in Figure 6.9. After the 
discussion with subject expert (Dr. P.K. Menon, Optimal Synthesis Inc., U.S.), the possible 
explanation is as follows. The pilot reduces the power lever before the top-of-descent 
(TOD), which is the place for power reduction for initial descent. In order to maintain the 
cruising attitude, the pilot choose to increase the pitch angle, which results in creased angle 
of attack, before the power is completely recovered.   
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Figure 6.5. Angle of Attack under the Detected Anomalous Condition 
 
 
Figure 6.6. Pitch Angle under the Detected Anomalous Condition 
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Figure 6.7. Body Longitudinal Acceleration under the Detected Anomalous Condition 
 
 
Figure 6.8. Flight Path Acceleration under the Detected Anomalous Condition 
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Figure 6.9. Power Lever Angle under the Detected Anomalous Condition 
 
6.6. Summary 
An efficient real-time in-air health monitoring framework, using a multivariate 
Gaussian model, has been developed for the detection of both mechanical and operational 
anomalies of commercial aircraft. Sensor fusion and noise filtering methodologies have 
also been utilized to reduce dimensionality while avoid eliminating useful information of 
flight dataset. A cross-validation model has been established to effectively identify the 
threshold of global performance of aircrafts when investigating the simulated flight data, 
where the faulty cases can be explicitly modeled. In order to assess the capability of real-
time monitoring, a virtual platform has been developed by combining X-Plane flight 
simulator and UDP connection with MATLAB. The results showed high accuracy in 
detecting the pre-defined faults with very short alarm delays (one and three seconds in two 
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case studies). The accuracy of this framework has also been demonstrated using available 
airline FDR datasets from NASA’s DASHLink network; the results showed the robustness 
of the developed model in detection of the operational anomalies in cruising phase. In 
addition to high accuracy, the methodology developed is computationally efficient, which 
will enable real-time monitoring of aerospace vehicles and other relevant engineering field.  
Moreover, both behavior of each feature and correlation between features are 
simultaneously monitored, which significantly improves detection sensitivity over the 
currently used exceedance detection method. Future work will focus on the operational 
anomaly detection in other flight phases such as take-off and landing and investigating the 
complete flight with all sensing features. 
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7. SUMMARY AND FUTURE DIRECTION 
7.1. Summary 
The research presented and discussed in this dissertation focuses on leveraging the 
cutting-edge signal processing and machine learning techniques to enhance the capability 
of traditionally developed structural health monitoring (SHM) and prognostic health 
management (PHM) methodologies, mainly for structures and systems possessing high 
levels of complexity. For structural level monitoring, guided waves are utilized as the 
interrogator for damage identification and localization. Assisted by signal processing and 
data mining techniques, the developed methodologies have shown abilities in handling the 
ultrasonic signal acquired from complex structures including carbon fiber composite and 
X-COR sandwich composite. Beside this diagnosis approach, the Gaussian process 
machine learning technique is integrated with the finite element method to predict crack 
propagation with overloads under biaxial loading conditions; such a probabilistic prognosis 
model, with limited number of training examples, has shown increased accuracy over state-
of-the-art techniques in handling similar problems. For system level management, in 
addition to traditionally used model-based method, a data-driven monitoring framework is 
developed to evaluate the anomalous condition of commercial aircraft; through analysis of 
detected anomalies the model shows high sensitivity to the variations of aircraft dynamics 
and pilot operations. Before discussing the technical contributions, the author would like 
to take this chance to share a few valuable attributes gained through the four-year scientific 
research period.  
 172 
§ Responsibility. Responsibility, including integrity, is the first and most important 
aspect for any engineer or scientist, especially for someone working in the field that 
is highly related to people’s life such as the development of SHM and PHM. 
§ Neither too simple nor too complex. As an engineer working in the development of 
SHM and PHM system, the developed methodology should be “complex” enough 
to be able to obtain sufficient information on the target structure and system. 
However, it also should be “simple” enough to avoid unnecessary source wastes 
and, more importantly, to be user-friendly. 
§ Field of vision. The world is big, beautiful, and full of talented ideas. Techniques 
from a completely different field may be helpful. As presented in this dissertation, 
data mining technique processes information for SHM and PHM, and traditional 
solid mechanics helps to improve its accuracy and efficiency while providing 
intuitive explanation. 
7.2. Contributions 
This research aims at addressing the gaps between solid mechanics approach and data 
mining for SHM and PHM complex structures and systems, which has not been well-
understood in the literature. Significant contributions to the state-of-the-art derived from 
this research is summarized below: 
§ A computationally efficient local interaction simulation approach/sharp boundary 
simulation (LISA/SIM) model is developed to understand the ultrasonic guided 
wave (UGW) propagation in carbon fiber composites and their interactions with 
internal damages, whilst considering the electromechanical coupling between the 
attached transducers and host structures.  
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§ A time-space analysis framework to explore the mode conversion mechanism that 
happens at where UGW interacts with delamination in X-COR sandwich 
composite; it provides a comprehensive understanding of converted wave mode 
attenuation to propagation distance and excitation frequency, which is essential to 
damage localization. 
§ A multi-dimensional signal processing and mode tracking approach is formulated 
using matching pursuit decomposition, Hilbert transform, linear regression, kernel 
density estimation and k-means clustering to achieve an automatic time-space 
analysis framework for delamination localization in X-COR sandwich composite 
without baseline information. 
§ An offline model is established by training a Gaussian processing learning model 
using the defined explanatory features from experiments, then integrated to an 
online crack predict model to predict the crack propagation under biaxial loading 
condition, including the crack retardation induced by overloads; such an online-
offline framework shows significant improvement of accuracy compared with 
state-of-the-art methodologies. 
§ A multivariate Gaussian model is developed for anomaly detection of commercial 
aircraft with high computational efficiency which has also been validated through 
both real airline dataset and real-time monitoring using aircraft simulations. 
Except for the newly developed frameworks mentioned above, the presented research 
demonstrates the feasibilities, benefits, as well as several possible directions of integrating 
solid mechanics with data mining technologies for the SHM and PHM of complex 
structures and system.  
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7.3. Future Directions 
Although the research presented in this dissertation serves as practical approaches for 
SHM and PHM of complex structures and systems, additional developments and 
improvements could potentially broaden their applications. The following directions are 
suggested for further advancing the presented methodologies. 
§ Integration of the temperature and external loading effects on the guided wave into 
the LISM/SIM model, presented in Chapter 2, which enables the capability of 
simulating the environmental condition of SHM system.  
§ Investigate the capability of other sensor architectures in addition to one-dimension 
sensor array in time-space analysis, presented in Chapter 3, with the presence of 
internal damages, which could potentially improve the effectiveness and efficiency 
of damage localization.    
§ Extension of the current mode tracking algorithm discussed in Chapter 4 from one-
dimension to three-dimension in the spatial domain by including variables that 
govern wave speed and attenuation in in-plane and through-thickness direction, 
which can localize damages more accurately with even less transducers. 
§ An additional variable could be included in the offline model, which is introduced in 
Chapter 5, to improve the accuracy of the developed model in predicting long-term 
crack propagation after overloads. 
§ A comprehensive exploration could be conducted in analyzing anomalies in 
different flight phases using the developed model including parking, taxiing, take-
off, ascent, cruise, descent and landing; the aircraft dynamics associated with such 
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anomalies could be further integrated into an airspace traffic simulation platform to 
investigate the impact of each single aircraft anomaly on the air traffic management. 
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