Evolution of gene knockout strains of <i>E-coli</i> reveal regulatory architectures governed by metabolism by McCloskey, Douglas et al.
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
 You may not further distribute the material or use it for any profit-making activity or commercial gain 
 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 
   
 
 
Downloaded from orbit.dtu.dk on: Mar 29, 2019
Evolution of gene knockout strains of E-coli reveal regulatory architectures governed
by metabolism
McCloskey, Douglas; Xu, Sibei; Sandberg, Troy E.; Brunk, Elizabeth; Hefner, Ying; Szubin, Richard;
Feist, Adam; Palsson, Bernhard
Published in:
Nature Communications
Link to article, DOI:
10.1038/s41467-018-06219-9
Publication date:
2018
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
McCloskey, D., Xu, S., Sandberg, T. E., Brunk, E., Hefner, Y., Szubin, R., ... Palsson, B. O. (2018). Evolution of
gene knockout strains of E-coli reveal regulatory architectures governed by metabolism. Nature
Communications, 9, [3796]. DOI: 10.1038/s41467-018-06219-9
ARTICLE
Evolution of gene knockout strains of E. coli reveal
regulatory architectures governed by metabolism
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Adam M. Feist 1,2 & Bernhard O. Palsson 1,2
Biological regulatory network architectures are multi-scale in their function and can adap-
tively acquire new functions. Gene knockout (KO) experiments provide an established
experimental approach not just for studying gene function, but also for unraveling regulatory
networks in which a gene and its gene product are involved. Here we study the regulatory
architecture of Escherichia coli K-12 MG1655 by applying adaptive laboratory evolution (ALE)
to metabolic gene KO strains. Multi-omic analysis reveal a common overall schema
describing the process of adaptation whereby perturbations in metabolite concentrations lead
regulatory networks to produce suboptimal states, whose function is subsequently altered
and re-optimized through acquisition of mutations during ALE. These results indicate that
metabolite levels, through metabolite-transcription factor interactions, have a dominant role
in determining the function of a multi-scale regulatory architecture that has been molded by
evolution.
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B iological response to gene loss can be evaluated on multipletime-scales. The immediate response to genetic perturba-tion is studied by measuring an organism’s phenotypic
response to a gene knockout (KO)1–4. For example, entire KO
strain collections have been generated and used to deﬁne essential
genes5–8. Besides assessing gene function, gene knockouts can be
studied at the systems level through the integration of multi-
omics data sets (i.e., metabolomics, ﬂuxomics or network reaction
rates, proteomics, and transcriptomics) to better understand the
regulatory architecture that relies on the gene product. For
example, it has been found that perturbations to the metabolic
network are rapidly compensated for by ﬂux re-routing caused by
adjustments made at the regulatory level that re-tune enzyme
level1, 9. Speciﬁcally, these studies found that regulatory changes
(and in particular, changes in metabolite levels) occurred in
proximity to the network lesion that a gene KO created. However,
the extent to which distant regulatory changes relative to the
location of the network lesion occurred was not discussed1, 9. In
addition, the adaptive consequences of gene loss were not
investigated.
The adaptive response to genetic perturbation is studied by
measuring changes in physiological function after perturbation
and during adaptation10–12, and then characterizing the muta-
tions that are required for the organism to regain the ability to
grow optimally under the given conditions13–26. For example, it
has been shown in bacteria and yeast that the likelihood of
accumulating compensatory mutations is a function of the ﬁtness
cost of the KO22–24. Importantly, compensatory mutations often
require the rewiring of existing regulatory networks to regain
ﬁtness, thus revealing the role of the lost gene in the regulatory
architecture of the biological system26. Despite the potential to
reveal novel insights into the regulatory architecture, to the best
of our knowledge, a comprehensive systematic study looking at
the rewiring of the regulatory network in response to gene loss
has not been performed.
Previous work implemented a novel experimental design that
involved gene knockouts (KOs) and adaptive laboratory evolution
(ALE) in a pre-evolved Escherichia coli K-12 MG1655 strain
(Fig. 1) to reveal detailed and mechanistic KO-speciﬁc adaptive
responses to the loss of a gene27–30. Here, bioinformatics were
implemented to reveal commonalities of how biological systems
and speciﬁcally regulatory networks respond and adapt to gene
KO at a systems level. First, the experimental design was con-
ﬁrmed through control evolutions of the pre-evolved strain.
Second, multivariate statistical data decomposition methods
found that the dominant modes of the data involved the drive
towards regaining optimal ﬁtness, while independent replicate
evolutions revealed diversity in the adaptive paths selected in
pursuit of optimal ﬁtness. In this context, “optimal” indicates the
biochemical state that allows for the maximal growth rate that the
organism can achieve given the current environmental and
genetic conditions. Third, biochemical pathway integration with
multi-omic data sets revealed a common model of adaptive
evolution. In this schema, network perturbation from gene KO
altered metabolic ﬂux, leading to perturbations in metabolite
concentrations, which in turn triggered regulatory network
responses altering gene expression. Gene expression responses
were subsequently modiﬁed through mutations selected for dur-
ing adaptation that improved ﬁtness via ameliorated metabolic
ﬂux.
Results
Evolution experiment implementation. A wild-type E. coli K-12
MG1655 strain previously evolved under glucose minimal media
at 37 °C31 (denoted as “Ref”) was used as the starting strain in
order to isolate biological changes caused by adaption to the loss
of a gene product from those caused by adaption to the growth
conditions of the experiment (Fig. 1e). Ref was a non-mutator
strain and had the fewest number of mutations among the
replicate adaptive laboratory evolution (ALE) endpoints
generated.
Perturbations consisting of ﬁve separate metabolic gene KOs
that were predicted to result in large metabolic rearrangements
based on computational metabolic network analysis (see
Methods, Supplementary Data 1) were implemented in Ref.
Genes (see Methods) encoding enzymes for the reactions of
GND (gnd, 6-phosphogluconate dehydrogenase), GLCptspp
(genes ptsH, ptsI, and crr corresponding to enzymes HPr, EI,
and EIIA, respectively), SUCDi (genes sucA, sucB, sucC, and
sucD corresponding to the enzyme succinate dehydrogenase),
TPI (tpiA, triosphosphate isomerase), and PGI (pgi, phospho-
glucose isomerase) were removed to generate strains uGnd,
uPtsHIcrr, uSdhCB, uTpiA, and uPgi, respectively (denoted
“unevolved knockout strains” or “uKO”). GND generates D-
ribulose-5-phosphate (ru5p-D), which is used in nucleotide
biosynthesis, and re-charges NADPH, which is used for
biosynthesis, in the ﬁnal step of the oxidative Pentose
Phosphate Pathway (oxPPP). ptsH, ptsI, and crr are primary
components of the phosphotransferase system (PTS), which is
the primary route for carbon import in E. coli, and aids in
conserving energy by utilizing phosphoenolpyruvate (pep) to
phosphorylate glucose instead of ATP. SUCDi couples the
TCA cycle to respiration by charging and donating quinones to
the electron transport chain (ETC) via Complex II. TPI avoids
bifurcation of lower glycolysis by isomerizing dihydroxyace-
tone phosphate (dhap) to glyceraldehyde-3-phosphate (g3p)
for subsequent enzymatic convert to pyruvate (pyr) via upper
glycolysis. PGI converts glucose 6-phosphate (g6p) to fructose
6-phosphate (f6p) in the ﬁrst committed step through upper
glycolysis, thus controlling the ﬂux split between the oxPPP
and upper glycolysis.
Replicates of the ﬁve knockout strains, as well as Ref, were
simultaneously evolved on glucose minimal media at 37 °C in an
automated ALE platform31, 32 denoted “evolved knockout strains”
or “eKOi” where i denotes the replicate number. The number of
replicate endpoints were the following: 2 for “evolved reference
strain” (denoted eRef), 3 for eGnd, 4 for ePtsHIcrr, 3 for eSdhCB,
4 for eTpiA, and 8 for ePgi. Intracellular metabolite levels, gene
expression levels, ﬂux levels, and mutations (i.e., system
components) were measured for the ref, uKO, and eKO strains
during exponential growth. Intracellular metabolite levels con-
sisted of close to 100 absolute and relative quantitative amounts
of metabolites from glycolysis, the pentose phosphate pathway,
the TCA cycle, energy and redox metabolism, cofactors,
nucleotide metabolism, and amino acid metabolism33, 34. Gene
expression levels consisted of relative fold changes from global
RNA sequencing. Flux levels consisted of absolute intracellular
ﬂux values computed by metabolic ﬂux analysis (MFA) using a
genome-scale model from 13C isotope-labeling experiments35, 36.
Mutations consisted of DNA resequencing mapped onto the
reference E. coli K-12 MG1655 genome.
Reference strain evolution conﬁrmed the experimental design.
An insigniﬁcant ﬁtness change and the fewest number of net-
work changes were found in eRef strains compared to all eKO
strains (Fig. 1e). The average numbers of signiﬁcant component
changes per eRef replicate at the metabolite, transcript, and ﬂux
levels were 2.0 ± 0.0, 35.0 ± 5.7, and 0.0 ± 0.0 (ave ± stdev, n=
2), respectively. These changes in systems components were far
fewer than in any of the other eKO strains, where the minimum
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number of corresponding changes were 19, 341, and 158 (the
average number of corresponding changes were 27.7 ± 7.7,
1051.6 ± 513.7, and 307.9 ± 123.2 (ave ± stdev, n= 24)). The
average number of mutations per eRef replicate was also the
lowest of all lineages, and were primarily found in cell wall
biosynthesis genes. The average number of mutations per eRef
was 6.5 ± 0.7, while the average number of mutations per
all other eKO strains was 12.8 ± 4.5 (ave ± stdev).
Overall, these ﬁndings demonstrated that the use of a pre-
evolved strain minimized the number of confounding
component changes.
Evolution to optimal ﬁtness was captured by the data. Multi-
variate statistical analysis was performed on the data sets gener-
ated. Partial least squares discriminatory analysis (PLS-DA)
revealed that the primary adaptive response to the gene KO
involved a drive towards recovery of the optimal state (i.e., system
re-optimization), followed by a secondary adaptive response that
described unique alternate states that could be found at the newly
evolved state. For almost all cases analyzed, the ﬁrst most
explanatory mode of PLS-DA (Fig. 2) separated Ref and eKO
strains from the uKO strain (74% of eKOs from all data types and
lineages, see Methods). This result indicated that the primary
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Fig. 1 Evolution of knockout (KO) strains from a pre-evolved (i.e., optimized) wild-type strain. a Experimental design using adaptive laboratory evolution
(ALE) and enzyme knockouts to investigate system re-optimization following major metabolic perturbations. b An isolated wild-type (wt) E. coli (MG1655
K-12) previously evolved on glucose minimal media at 37 °C31 was used as the starting strain for knockouts of key metabolic genes and subsequent re-
evolution, or systems re-optimization. c Reactions disabled by the enzyme knockouts included the phosphotransferase sugar import system (ptsHIcrr),
phosphoglucose isomerase (pgi), 6-phosphogluconate dehydrogenase (gnd), triophosphate isomerase (tpi), and succinate dehydrogenase complex
(sdhCB). d Adaptive laboratory evolution trajectories of the initial reference knockout and evolved knockout lineages. e Counts of signiﬁcantly different
system components found for each evolved knockout relative to the unevolved knockout. Counts of metabolomic, transcriptomic, and ﬂuxomic data are
given as the average and standard deviation of the percent of signiﬁcant features compared to all features measured for the lineage; counts for mutations
are given as the average and standard deviation of the number of signiﬁcant features (see Methods for criteria for signiﬁcance)
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mode of the data accounted for a dominant transition between
the Reference state, perturbed state, and evolved ﬁtness states (i.e.,
captured systems ﬁtness properties). This result was also reﬂected
in the system component proﬁles themselves where the majority
of component levels were restored or partially restored to
reference levels (Fig. 3). For almost all cases analyzed, the second
most explanatory mode of PLS-DA separated the Ref and eKO
strains. This result indicated that the secondary mode of the data
accounted for alternate evolved states (i.e., capturing systems
diversity, or a ‘plateau’ in the evolutionary landscape37). These
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Fig. 2 A multivariate analysis of biological network components as represented by different omics data types. a Partial least squares discriminatory analysis
(PLS-DA) revealed a common trend in the two most dominant components: the primary component (PC1) most often corresponded to a movement away
from (dashed line) and back to (solid line) evolved optimal ﬁtness (i.e., optimal system conﬁguration), while the secondary component (PC2) most often
corresponded to a diversity among evolved optimal ﬁtness states of different lineages (i.e., optimal system conﬁgurations). PLS-DA scores plots of the
reference strain, initial knockout, and evolved endpoints for each lineage for metabolomics (b), transcriptomics (c), and ﬂuxomics (d) data. The strain
lineages denoted on the top of b also refer to the corresponding graphs below in c and d. All of the KO lineages matched the trend described above in the
metabolomics data, one eKO did not match the trend in four of the ﬁve KO lineages in the expression data (i.e., all but eSdhCB), and one or more eKO did
not match the trend in each of the KO lineages in the ﬂuxomics data (see Methods for thresholds)
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alternate states were a result of divergences in trajectory paths
that led each replicate evolution towards a unique optimal state.
This characteristic was further reﬂected in the unique distribution
of component proﬁles between each of the eKOs.
Component proﬁles reveal systematic variations. In order to
dissect the drive towards ﬁtness (mode 1) and generation of
diversity (mode 2) further, changes in each system component
(i.e., metabolite, transcript, and ﬂux level) between Ref, uKO, and
eKO strains were grouped into six proﬁles (Fig. 3a, see Methods):
novel, overcompensated, partially restored, reinforced, restored,
and unrestored. The distribution between these six proﬁles for
each component type are shown with horizontal bar charts in
Fig. 3b–d. Several trends were found based on these six proﬁles.
First, the occurrence of proﬁles varied between omics data
types. Overall, the metabolite levels were the most distributed
between the six proﬁles (i.e., had the least deviation). The ave ±
stdev of the relative standard deviation (RSD) between proﬁles (n
= 12, + and − directions for each of the six proﬁles) and across
lineage (n= 22) was 39.9 ± 14.1, 132.1 ± 45.9, and 84.0 ± 12.7%
for metabolites, transcripts, and ﬂuxes, respectively. In contrast,
the transcript levels were dominated by the restored proﬁle, and
ﬂux levels were dominated by the restored and unrestored proﬁle.
For example, the pgi lineages had an ave ± stdev of restored
proﬁles of 50.9 ± 5.0, 80.1 ± 8.3, and 66.9 ± 3.1% for metabolites,
transcripts, and ﬂuxes, respectively. The more even metabolite
distribution compared to the transcript levels or ﬂux levels
indicated that the changes in metabolite levels were less
constrained than the gene expression and ﬂuxes.
Second, distribution amongst the proﬁles varied between KOs.
The lineages with the greatest initial loss of ﬁtness had a greater
percentage of novel, overcompensated, reinforced, and unrestored
proﬁles than the lineages with a smaller initial loss of ﬁtness. This
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difference was most evident for the transcript levels (ave ± stdev
of 2.7 ± 0.4, 8.2 ± 3.7, 31.3 ± 23.4, 20.3 ± 10.9, and 18.6 ± 1.8%,
and ﬁtness change across evolution of 11.9 ± 3.9, 11.1 ± 2.9, 365.2
± 20.0, 337.8 ± 73.8, and 244.3 ± 7.1% for the gnd, sdhCB, pgi,
ptsHIcrr, and tpiA lineages; Pearson’s R= 0.94, P-value < 0.017,
Supplementary Fig. 1). This observation suggests that the larger
the loss in ﬁtness, the greater the number of Innovative (as
opposed to restorative) network changes required to regain
ﬁtness. Future work with larger sample sizes will be needed to
conﬁrm this trend.
Third, the distribution amongst proﬁles also varied between
evolved strain lineages. For example, the eight ePgi endpoints had
varying levels of ﬁtness (ave ± stdev of 0.68 ± 0.006, 0.61 ± 0.015,
0.65 ± 0.008, 0.72 ± 0.009, 0.64 ± 0.008, 0.69 ± 0.018, 0.67 ± 0.006,
0.69 ± 0.015 h−1), and noticeable differences in the distribution of
proﬁles among endpoints. This highlighted the biochemical
differences in evolved network conﬁgurations during adaptation
to overcome the perturbation.
Finally, a decoupling between degree of ﬁtness change and
degree of -omics data change was apparent. The tpiA, pgi, and
ptsHIcrr lineages incurred the largest loss and recovery of ﬁtness
while the gnd and sdhCB lineages incurred only minimal changes
in ﬁtness. However, major changes in all -omics data measured
between Ref and uKO and between uKO and eKO strains were
found in all lineages (Figs. 2 and 3). Interestingly, major changes
often occurred in common system components. Major changes
could be traced to either perturbed metabolites that act as
allosteric or transcriptional regulators (which is consistent with
previous studies38, 39) or mutations that resulted in alterations to
gene expression. The observation about commonly perturbed
metabolite levels and mutations coupled with our previous three
observations about the proﬁle distributions indicated that changes
in ﬁtness and -omics data were independent, given that major
alterations in gene expression and protein production could occur
as a result of perturbations in relatively few key regulators.
The system component proﬁles were mapped to the biochem-
ical network of E. coli and analyzed to develop a general
framework for understanding evolution at the molecular level. It
is important to highlight that the component proﬁles described
above were used in all of the analyses presented below. The
component proﬁles were assigned based on statistical criteria.
They provided a unitless metric to compare and map multiple
data types when quantitative relationships between data types
have not been fully established. The component proﬁles also
provided robustness by basing the analysis on change in values
between states (i.e., ref, uKO, and eKO) instead of the absolute
value found in any one state.
Changed ﬂux distribution was most prevalent during ALE.
Changes in pathway usage between the Ref, uKO, and eKO
strains were calculated, and differences between the ﬂux dis-
tribution in the uKO and eKO strains were grouped into changed
ﬂux distribution (i.e., the pathway usage was changed) or changed
ﬂux capacity (i.e., the same pathway was used but at a higher ﬂux
level, see Methods for extended deﬁnitions, Fig. 4a–d). Changed
ﬂux distribution was found to be more prevalent than changed
ﬂux capacity. Changed ﬂux distribution was found to occur 55.6%
of the time, while a change in ﬂux capacity was found to occur
22.0% of the time across all perturbations and lineages (Fig. 4e).
The remaining 22.4% of cases were unaffected.
For example, ﬂux was initially re-routed through the
Entner–Douderoff (ED) pathway in uGnd (Fig. 4f) in order to
generate ribose through the non-oxidative Pentose Phosphate
pathway (non-oxPPP). The ED pathway has a net yield of one
ATP, NADH, and NADPH per molecule of glucose, whereas
glycolysis has a net yield of two ATP and NADH40. Instead, the
eGnd strains limited the use of the oxidative pentose phosphate
pathway (oxPPP) and increased the ﬂux capacity through the
higher energy and redox equivalent producing pathway of
glycolysis. Further examples are given in Fig. 4. These results
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indicated that the initial ﬂux distribution of the uKO strains
following perturbation were often suboptimal, and required a
change primarily in ﬂux distribution and secondarily in ﬂux
capacity in order to restore ﬁtness in the eKO strains.
Perturbed metabolite levels triggered TRN responses in uKOs.
Transcriptional regulatory network (TRN) responses in uKOs
that were associated with carbon metabolism, nitrogen metabo-
lism, iron regulation, oxidative stress, DNA repair, and other
stress responses that control the majority of known functions in
E. coli were linked to corresponding changes in regulatory
metabolite levels (see Methods). Perturbed metabolite levels were
traced to known TRN responses41–45 by mapping measured
metabolite proﬁles to metabolite-activated transcription factors
(TFs). The relationship (i.e., positive or negative) between a
metabolite proﬁle, a TF that interacts with the metabolite, and the
expression proﬁles of the transcription units (TUs) regulated by
the TF (see Methods, Fig. 5) were compared. Strong evidence (i.e.,
statistically signiﬁcant gene expression pattern for genes that are
regulated by a single TF, see Methods) for changed TF activation
proﬁles (analogous to the system component proﬁles, Fig. 2) were
identiﬁed for 75 TFs (Supplementary Data 2, Fig. 5). These
included 7 global TFs (i.e., CRP, Fis, IHF, ArcA, Lrp, FNR, and
HNS46) and 68 pathway-speciﬁc TFs (see Methods). The activa-
tion proﬁles of 15 TFs (which included the 7 global TFs and the 8
pathway-speciﬁc TFs ArgR, CpxR, Cra, Fur, NsrR, OxyR, PhoB,
and TyrR) were changed across all lineages. The remaining 60
TFs appeared to be changed in a perturbation and lineage-speciﬁc
manner.
Interestingly, TF activation and TF gene expression was not
coincidental (ave ± std 5.4 ± 3.8, 4.1 ± 2.6, and 70.5 ± 6.1% agree-
ment, disagreement, no signiﬁcant change in expression proﬁle
per lineage, respectively, Supplementary Data 3). This result
indicated that changed TF activation was mostly attributed to
changed concentrations in their metabolic activators as opposed
to changed TF gene expression levels. Similar observations have
been made for sigma factors and the expression levels of sigma
factor DNA binding operons in response to a key rpoB mutation,
where alterations in the binding of the regulator subsequently
altered gene expression of regulated operons47. For example, a
changed CRP activation was found in all lineages due to elevated
levels of cAMP in the uKOs48. CRP was not differentially
expressed in any of the lineages, but restored cAMP levels were
mirrored by restored gene expression of TUs solely regulated by
CRP-cAMP (Supplementary Data 5). ArcA provided another
example for global TF activation without a signiﬁcant gene
expression change. The restored activation proﬁles of ArcA49 and
several other iron–sulfur cluster homeostasis TFs found in all
lineages could be linked to changes in TCA cycle intermediates as
well as quinone pools (e.g., gnd and sdhCB). The ArcAB two-
component system in particular modulates genes in response to
changes in respiratory conditions that are communicated via the
intermembrane quinone pools.
Pathway-speciﬁc TF activation was also identiﬁed in the uKOs.
A change in activation of the PurR regulator was found in pgi and
several other lineages due to changed levels of purine degradation
products. Speciﬁcally, the purR dimer binds hypoxanthine and
guanine, and regulates genes involved in purine metabolism50–52.
The concentration proﬁles of hypoxanthine and/or guanine
matched the expression proﬁle for purR-target genes, while the
expression proﬁle for purR itself did not (Supplementary Data 4).
In another example, the change in activation of TyrR in many
lineages was found to be attributed to the change in levels of L-
tyrosine and L-phenylalanine53 (Supplementary Data 4). TyrR
binds L-tyrosine and L-phenylalanine and modulates genes
involved in aromatic amino acid production and transport. The
component proﬁle of L-tyrosine was found to match the
expression of aroF. The component proﬁle of L-tyrosine and
aroF was also consistent with TyrR activation by L-tyrosine and
regulation of aroF gene expression, which indicates that aroF
gene expression was modulated by L-tyrosine levels via TyrR.
Expression of aroF is controlled only by TyrR54. Another example
of pathway-speciﬁc TF activation involved the use of small
regulatory RNA. A sugar phosphate toxicity response was
generated by abnormal elevations in glucose 6-phosphate (g6p)
and an imbalance of the glycolytic intermediates in uPgi. SgrR is
thought to bind hexose phosphates and induce the expression of
the small RNA sgrS55–57 (Fig. 5), which initiates the observed
response. It was found that the metabolite concentration proﬁles
matched sgrS expression proﬁles. SgrS transcriptionally regulates
a number of genes that are involved in re-balancing glycolytic
intermediates. One target of sgrS attenuation is purR, which
explains the opposing purR expression proﬁle compared to its TF
activation proﬁle described above. Interestingly, abnormal eleva-
tions of g6p and induction of SgrR and SgrR regulons were also
found in ptsHIcrr. Additional examples are provided in Fig. 5.
The common perturbation of TFs by small molecules indicated
that the majority of transcriptional changes observed may not be
beneﬁcial to ﬁtness compensation, but a consequence of “hard-
coded” regulatory circuits selected for through evolution that
were triggered by perturbations to key metabolite regulators.
Many of the hard-coded regulatory circuits were revealed
through ALE.
Fig. 4 Suboptimal pathway usage limits allocation of carbon to biomass
precursors. Toy network schematic of ﬂux distribution in Ref (a) and in uKO
(b). A reaction knockout is highlighted in red. The ﬂux distribution in eKO
could be categorized as c changed ﬂux distribution (i.e., the pathway usage
was changed) or d changed ﬂux capacity (i.e., the same pathways was used
but at a higher level, see Methods). Four examples of changed ﬂux
distribution and changed ﬂux capacity for f gnd, g sdhCB, h ptsHIcrr, and i
pgi lineages. f ﬂux was initially re-routed through the ED pathway after
removing the gnd gene The ED pathway has a net yield of one ATP, NADH,
and NADPH per molecule of glucose, whereas glycolysis has a net yield of
two ATP and NADH40. Instead, the evolved gnd endpoints limited the use
of the PPP and increased the ﬂux capacity through the higher energy and
redox equivalent producing pathway of glycolysis. g ﬂux was initially re-
routed through the TCA cycle in uSdhCB by diverting ﬂux through the
anaplerotic reactions phosphoenolpyruvate carboxylase (PPC) and
inverting the direction of ﬂux through malate dehydrogenase (MDH). The
eSdhCB re-inverted the direction of malate dehydrogenase towards
production of nadh or quinone reduction, and downregulated ﬂux through
the rest of the TCA cycle. h A signiﬁcant portion of ﬂux was bifurcated
between the methylglyoxal pathway and lower glycolysis in uPtsHIcrr in
response to elevated levels of dihydroxyacetone phosphate (DHAP) and
depletion of lower glycolytic intermediates that inhibit the activity of
methylglyoxal synthase114, 115. The ﬂux through the methylglyoxal pathway
was essentially eliminated in endpoints 2 and 4, and signiﬁcantly decreased
in replicates 1 and 3, in order to utilize the less toxic and more energy and
redox producing lower glycolytic pathway. i The abnormally high levels of
ﬂux directed through the oxidative Pentose Phosphate Pathway (oxPPP) in
uPgi was initially re-routed through the ED pathway. Several evolved pgi
endpoints retained the ﬂux through the ED pathway to varying degrees, but
most re-distributed ﬂux through GND, and all increased the ﬂux capacity
through the non-oxidative Pentose Phosphate Pathway (non-oxPPP). Green
and orange colored reaction lines in f–i correspond to the grouping of
changed ﬂux distribution or changed ﬂux capacity shown in the bar plot in
h. Color bars for all ﬂux values are shown next to their corresponding
reaction(s)
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Component proﬁles revealed competing layers of regulation.
Cells contain multiple levels of counteracting regulatory
mechanisms that often overlap. For example, a relatively low
agreement between changes in gene expression proﬁles and
metabolic ﬂux proﬁles (i.e., gene–protein–reaction association,
GPR) within each lineage was found (Supplementary Data 2).
Speciﬁcally, an average agreement of 27.5% (stdev= 17.4%, n=
22) and average disagreement of 11.5% (stdev= 6.8%, n= 22)
was found. A similarly low agreement between types of literature-
derived regulation were found (Supplementary Data 2). These
ﬁndings are consistent with previous work and can be explained
by the actions of multiple and competing layers of
regulation58, 59.
Competing levels of regulation can be measured through the
disagreement between changes in system components and
literature-derived networks of biomolecular interactions (Fig. 5).
Disagreements were found to categorize into three main groups:
(1) counteracting regulatory mechanisms, (2) evidence for
inaccurate or incomplete knowledge of regulatory networks60–
63, and (3) changes to regulation introduced through ﬁxed
mutations. Evidence of competing layers of regulation for 89
regulators (i.e., any biological component that can affect a change
in another component, e.g., TF or small-molecule) across 5887
regulated entities (i.e., any biological component that is subject to
regulation, e.g., TU or enzyme) were found. Evidence of
inaccurate or incomplete knowledge of the regulatory network
in 38 regulators across 631 regulated entities were found
(Supplementary Data 3). While it is infeasible to investigate each
discrepancy here, speciﬁc examples are given that illustrate the
above three mechanisms.
In an example of counteracting regulatory mechanisms, a
hierarchy of TF control over gene expression was recapitulated.
The activation proﬁle of Fis64–66 was found to conﬂict with its
consensus activation proﬁle of the pyrD promoter in all of the
pgi lineages, whereas the PurR activation proﬁle was found to
agree with pyrD expression proﬁle52, 64, 65. This indicated that
pyrD expression was dominated by PurR regulation. In another
example, a restored activation of sgrS found in the pgi lineages
and a novel activation of sgrS found in the ptsHIcrr endpoints 1
and 3 negated the transcription factor regulation of sgrS target
genes67, 68. In another example, the activation proﬁle of cAMP-
CRP was found to conﬂict with its consensus activation proﬁle
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Fig. 5 Mapping between network components and annotated regulation. a An algorithm for determining agreement and disagreement between system
components categories and annotated biochemical pathways and regulation. 1. The algorithm inputs include the component proﬁles, the network
components, and the network interactions. 2. An on/off Boolean interaction network that describes the biochemical and/or regulatory relationship
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on the gapA promoter in all of the tpiA lineages, whereas the Cra
activation proﬁle was found to agree with gapA expression
proﬁle (Fig. 5d)69, 70. cAMP-CRP and Cra bind upstream of the
promoter region of gapA; CRP-cAMP promotes gapA transcrip-
tion while Cra inhibits gapA transcription69, 70. This ﬁnding
indicated that inhibition of gapA expression by Cra was
dominant over the promotion of gapA expression by cAMP-
CRP, as is consistent with recently reported data71. In another
example, the activation proﬁle of the TF Nac, which acts as a
global regulator of nitrogen metabolism,72 was found to conﬂict
with its consensus activation proﬁle for the expression of gabP
on the csiD promoter in tpiA replicates 1 and 2. Expression of
gabP is controlled by cAMP-CRP, CsiR, HNS, and Lrp41, 73.
Only the activation proﬁle of Lrp matched, indicating that the
expression of gabP was dominated by Lrp in those two
replicates. In another example, the transcription attenuation
by UTP was found to dominate the regulation of pyrLBI operon
by ppGpp74, 75.
Unresolved discrepancies in regulatory annotations were
found. The expression proﬁles of regulons that were controlled
only by Fur76–78 were found to be inconsistent. Speciﬁcally, the
expression proﬁles for entS, exbB, exbD, fecI, fepC, fepD, fhuA,
fhuE, ryhB, and yjjZ, conﬂicted with that of crl (Fig. 5c). The
discrepancies indicated that another TF or transcriptional
regulator is present that also controls the transcript levels of that
gene or Fur can act as a dual regulator similar to entS79. In fact,
crl has been shown to also be regulated by ArgR45 and positively
regulated by CsrA80. In addition, yjjZ has also been shown to be
positively regulated by OxyR81 and positively and negatively
regulated by Fnr43. In another example, the yeiP gene was
annotated to be regulated only by cAMP-crp41, 70. However, the
expression proﬁle of yeiP conﬂicted with the consensus activation
proﬁle of cAMP-crp across all lineages.
Discrepancies arising from changes to regulation introduced
through mutation were also identiﬁed. For example, the lon-
speciﬁc promoter is activated by GadX41, 82, 83. A mutation at the
lon-speciﬁc promoter in the ePgi replicates 1-5 silenced the
expression of lon thereby negating the regulation by GadX. This
silencing directly affected the expression of colanic acid and
bioﬁlm producing operons that are controlled by RcsA and
RcsAB84. The Lon protease degrades RcsA85. Further examples
are given in more detail below.
These examples demonstrate the hierarchical and intercon-
nected web of regulation found in the cell, and demonstrate how
changes to one regulator can impact the regulation of biological
components at multiple system levels. In addition, the examples
given above indicated that the response of the uKO and eKOs
recapitulated the effects of known regulation, but also revealed
the effects of unknown or not fully characterized regulatory
mechanisms. The latter provide suggestions for new experimental
lines of inquiry.
Mutations altered regulation and enzymatic function. A large
number of mutations were identiﬁed in the eKOs that changed
the effects of global and pathway-speciﬁc regulators (discussed
above) or targeted speciﬁc pathways or imbalances. In total, 673
mutations were found in the eKOs (Supplementary Data 5 and 6).
The mutations were found to primarily be single nucleotide
polymorphisms (SNPs, 66%), were primarily located in coding
regions (48%), and were primarily associated with membrane
proteins and transcription factors (27 and 29%, respectively). See
Supplementary Data 5 and Fig. 6 for a detailed overview of all
mutations found in the eKO strains. The reader is directed to
McCloskey et al.27–30 for further in depth characterizations of
individual mutations discussed below.
Mutations selected during ALE changed many global regula-
tors. For example, 17% of mutations affected regulators of carbon
transport and metabolic processes that appear to offset the
activation of operons induced by CRP-cAMP. These included
mutations to galR, malT, and crr in the ePgi strains that appeared
to negate repression of galR controlled operons. The mutations
may give the evolved strains an additional route to import and
catabolize glucose because the galactose importer also has the
ability to import glucose albeit with lesser afﬁnity than galactose.
In addition, the mutation may have improved the ﬁtness of the
ePgi strains by increasing the availability of phosphoenolpyruvate
(pep) for aromatic amino acid production. Interestingly, muta-
tions in galR or at the galR operon in ePtsHIcrr02/04 and in
eTpiA01/03 also resulted in the upregulation of GalR controlled
genes. The prevalence of galR mutations may indicate that
expression of the gal regulon may aid in increasing ﬁtness when
the ability to import glucose is impaired or the levels of pep are
inadequate for aromatic amino acid production. Additional
mutations that affected carbon transport processes included ptsG,
galR, and nagC in the ePtsHIcrr strains, and ptsG, galR, and nagA,
nagC, and nagE in the eTpiA strains.
A series of mutations were also identiﬁed that altered protein
homeostasis networks, two-component systems, small RNA
networks, and the sigma factor networks. These included
mutations that altered the Lon protein homeostasis network in
ePgi and the two-component system RcsA/RcsB in ePtsHIcrr that
targeted pathways involved in cell motility, acid resistance, and
cell wall biosynthesis. Mutations that altered the SPF small RNA
networks, RpoC core RNA polymerase unit, and RpoD sigma
factor networks in ePGI were found. Alterations to stress
response systems that included SoxS/SoxR in pgi and PhoB/
PhoR in tpiA involving oxidative stress and phosphate stress,
respectively, were also found.
Mutations were also identiﬁed that changed the regulation of
pathway-speciﬁc TFs. These occurred in a KO-speciﬁc manner,
and appeared to optimize speciﬁc pathways at the regulatory
level. For example, the expression of the methylglyoxal pathway
in eTpiA strains were altered to more efﬁciently convert
methylglyoxal to lactate through mutations that altered methyl-
glyoxal detox pathway gene expression. These examples of global
and pathway-speciﬁc regulatory shifts indicated that mutations
that affect hubs in complex regulatory networks are common in
adaptive evolution37, and provide a ﬁtness advantage by rewiring
regulatory network responses that may no longer be optimal for
ﬁtness.
Rarer were mutations that introduced innovations that
appeared to target-speciﬁc metabolite imbalances. For example,
the levels of nadph, which is used to drive biosynthesis, was
affected in many of the KOs. Mutations were found in the trans
hydrogenases in several of the ePgi strains and in all of the eGnd
strains to compensate for an overproduction and underproduc-
tion of NADPH, respectively. A mutation found in the active site
of seven of the eight ePgi endpoints in isocitrate dehydrogenase
appeared to alter cofactor speciﬁcity to allow for the use of nadh.
Discussion
Taken together, the combination of study design, automated ALE,
multi-omic data sets, and statistics and bioinformatics revealed
common mechanisms of adaptation whereby imbalances in
metabolite levels from altered ﬂuxes triggered a multitude of
network responses that were readjusted by mutations selected for
during evolution (Fig. 7). The mutations that ﬁxed during
adaptation acted to rewire many existing hardwired responses
and/or introduce novel network functions that addressed the
imbalances that the initial KO lesion created. The ﬁndings of this
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study represent a step towards developing a fundamental
understanding of how cells mechanistically adapt to gene loss
from a systems perspective that accounts for proximal and distal
relationships in the metabolic and regulatory network. Novel
mechanisms and inconsistencies, revealed through adaptation,
between measurement and known regulatory mechanisms iden-
tiﬁed in the case studies present opportunities for future discovery
(Supplementary Data 2 and 4). Speciﬁc avenues of exploration
may include the effect of regulation acting on different time-
scales (i.e., transcriptional vs. allosteric regulation) or the effect of
RNA and protein stability and degradation that were not
addressed in this study.
Methods
Biological material. A glucose, 37 °C, evolved E. coli derived from E. coli K-12
MG1655 (ATCC 700926)31, 32 served as the starting strain. Lambda-red-mediated
DNA mutagenesis86 was used to create the knockout strains. Knockouts were
conﬁrmed by PCR and DNA resequencing. Genes gnd, ptsH, ptsI, crr, sdhC, sdhA,
sdhD, sdhC, tpiA, and pgi encoding for the reactions of 6-phosphogluconate
dehydrogenase (GND), phosphotransferase sugar import (GLCptspp), succinate
dehydrogenase complex (SUCDi), triophosphate isomerase (TPI), and phos-
phoglucose isomerase (PGI) were removed. PPC was also deleted, but resulted in
an auxotrophy for asp-L, and was not included in the study. Genes aceE, aceF, zwf,
and atpI-A encoding for the reactions of PDH, G6PDH2r, and ATPS4rpp could
not be removed using the method of Datsenko et. al86. All cultures were grown in
unlabeled or labeled glucose M9 minimal media87 with trace elements88 at 25 mL
of working volume in a 50 mL autoclaved tube. The cultures were maintained at 37
°C on a heat block and aerated using magnetics.
Materials and reagents. Uniformly labeled 13C glucose and 1-13C glucose were
from Cambridge Isotope Laboratories, Inc. (Tewksbury, MA). Unlabeled glucose
and other reagents were from Sigma-Aldrich (St. Louis, MO). LC–MS/MS reagents
were from Honeywell Burdick & Jackson® (Muskegon, MI), Fisher Scientiﬁc
(Pittsburgh, PA) and Sigma-Aldrich (St. Louis, MO).
Reaction knockout selection. iJO136689 was used as the metabolic model for E.
coli metabolism; GLPK (version 4.57) was used as the linear program solver.
MCMC sampling90 was used to predict the ﬂux distribution of the optimized
reference strain. Uptake, secretion, and growth rates were constrained to the
measured average value ± SD. Potential reaction deletions were ranked by (1)
averaged sampled ﬂux, (2) the number of immediate upstream and downstream
metabolites that could be measured, (3) the number of genes required to produce a
functional enzyme. Reactions involved in sampling loops, that were spontaneous,
were computationally or experimentally essential, or were not actively expressed
under the experimental growth conditions were not included in the analysis. Also,
reactions that would require more than one genetic alteration to abolish activity
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were excluded. The top 9 reactions deletions from the rank ordered set of reactions
that met the above criteria were chosen for implementation.
Adaptive laboratory evolution (ALE). Cultures were serially propagated using a
100 µL passage volume in 15 mL working volume ﬂasks. The cultures were grown
in M9 minimal medium with 4 g/L glucose and kept at 37 °C and well-mixed for
full aeration. Cultures were passed to fresh ﬂasks during exponential growth and
with nutrient excess once they had reached an OD600 of 0.3 (Tecan Sunrise plate
reader, equivalent to an OD600 of ~1 on a traditional spectrophotometer with a 1
cm path length). Four OD600 measurements were taken for each ﬂask, and the
relation between ln(OD600) and time was used to calculate the culture growth rates.
Phenomics. Culture density were measured at 600 nm absorbance with a spec-
trophotometer and correlated to cell biomass. Substrate uptake and secretion rate
samples were ﬁltered through a 0.22 µm ﬁlter (PVDF, Millipore) and measured
using refractive index (RI) detection by HPLC (Agilent 12600 Inﬁnity) with a Bio-
Rad Aminex HPX87-H ion exclusion column. The HPLC method was the fol-
lowing: injection volume of 10 µL and 5 mM H2SO4 mobile phase set to a ﬂow rate
and temperature of 0.5 mL/min and 45 °C, respectively.
LC–MS/MS instrumentation and data processing. Metabolites were acquired
and quantiﬁed on an AB SCIEX Qtrap® 5500 mass spectrometer (AB SCIEX,
Framingham, MA) and processed using MultiQuant® 3.0.1 as described pre-
viously34. Mass isotopomer distributions (MIDs) were acquired on the same
instrument and processed using MultiQuant® 3.0.1 and PeakView® 2.235.
Metabolomics. Uniformly labeled E. coli cell extracts were used as internal stan-
dards91. The same batch of internal standards was used with all samples and
calibrators. Two sets of calibration curves (before and after all samples) were used
to correlate peak height ratio to absolute concentration. Quality Control sample
that were composed of all biological replicates were ran twice a day to check the
consistence of quantitation. Solvent blanks were injected periodically to check for
carryover. System suitability tests were injected at the start of each day to check
instrument performance.
Metabolomics samples were acquired from triplicate cultures by sampling 1 mL
of cell broth at an OD600 ~1.033. Analytical blanks were made by pooling ﬁltered
medium that was re-sampled using the FSF ﬁltration technique. All biological
replicates and blanks were analyzed in duplicate. Unless otherwise noted, the
intracellular values reported are derived from the average of the triplicates (n= 6).
Metabolites in the analytical blanks that had a concentration greater than 80% of
that found in the triplicate samples were not analyzed. Metabolites with a
quantiﬁable variability (RSD ≥ 50%) in the quality control samples or any
individual components with an RSD ≥ 80 were not used for analysis.
Missing values were imputed using Amelia II92 (version 1.7.4, 1000
imputations). Remaining missing values were approximated as ½ the lower limit of
quantiﬁcation for the metabolite normalized to the biomass of the sample.
Metabolite concentrations were log normalized to generate an approximately
normal distribution using LMGene93 (version 3.3, “mult”= “TRUE”,
“lowessnorm”= “FALSE”) prior to statistical analysis. A Bonferroni-adjusted P-
value cutoff of 0.01 as calculated from a Student’s t-test was used to determine
signiﬁcance between metabolite concentration levels.
Fluxomics. Fluxomics samples were acquired from triplicate cultures (10 mL of cell
broth at an OD600 ~ 1.0) using a modiﬁed version of the FSF technique as
described previously35. MIDs were calculated from biological triplicates, each ran
in analytical duplicates (n= 6). MIDs with an RSD greater than 50 were excluded.
In addition, MIDs with a mass that was found to have a signal greater than 80% in
unlabeled or blank samples were excluded. A previously validated genome-scale
MFA model of E. coli with minimal alterations was used for all MFA estimations
using INCA94 (version 1.4) as described previously36. The model was constrained
using MIDs as well as measured growth, uptake, and secretion rates. Best ﬂux
values that were used to calculate the 95% conﬁdence intervals were estimated from
500 restarts.
The 95% conﬁdence intervals were used as lower and upper bound reaction
constraints for further constraint-based analyses. MFA derived constraints that
violated optimality were discarded and re-sampled. The descriptive statistics (i.e.,
mean, median, interquartile ranges, min, max, etc.) for each reaction for each
model were calculated from 5000 points sampled from 5000 steps using
optGpSampler95 (version 1.1), which resulted in an approximate mixed fraction of
0.5 for all models. A permuted P-value < 0.05 and geometric fold-change of
sampled ﬂux values > 0.001 were used to determine differential ﬂux levels,
differential metabolite utilization levels, and differential subsystem utilization levels
between models. Demand reactions and reactions corresponding to unassigned,
transport; outer membrane porin, transport; inner membrane, inorganic ion
transport and metabolism, transport; outer membrane, nucleotide salvage pathway,
oxidative phosphorylation were excluded from differential ﬂux analysis. The
geometric fold-change of the mean between models and the reference model were
used for hierarchical clustering; the median, interquartile ranges, min, and max
values of each sampling distribution for each reaction and model were used as
representative samples for downstream statistical analyses.
Transcriptomics. Total RNA was sampled from triplicate cultures (3 mL of cell
broth at an OD600 ~1.0) and immediately added to 2 volumes Qiagen RNA-
protect Bacteria Reagent (6 mL), vortexed for 5 s, incubated at room temperature
for 5 min, and immediately centrifuged for 10 min at 17,500 RPMs. The super-
natant was decanted and the cell pellet was stored in the -80 °C. Cell pellets were
then incubated with Readylyse Lysozyme, SuperaseIn, Protease K, and 20% SDS for
20 min at 37 °C. Total RNA was isolated and puriﬁed using the Qiagen RNeasy
Mini Kit columns. On-column DNase-treatment was conducted for 30 minutes at
25 °C. RNA was quantiﬁed using a Nano drop and checked for quality using an
RNA-nano chip on a bioanalyzer. The rRNA was removed using Epicentre’s Ribo-
Zero rRNA removal kit for Gram Negative Bacteria. A KAPA Stranded RNA-Seq
Kit (Kapa Biosystems KK8401) was used following the manufacturer’s protocol to
create sequencing libraries with an average insert length of around ~300 bp for two
of the three biological replicates. Libraries were ran on a MiSeq and/or HiSeq
(Illumina).
RNA-Seq reads were aligned using Bowtie96 (version 1.1.2 with default
parameters). Expression levels for individual samples were quantiﬁed using
Cufﬂinks97(version 2.2.1, library type fr-ﬁrststrand) Quality of the reads was
assessed by tracking the percentage of unmapped reads and expression level of
genes that mapped to the ribosomal gene loci rrsA-F and rrlA-F. All samples had a
percentage of unmapped reads <7%. Differential expression levels for each
condition (n= 2 per condition) compared to either the starting strain or initial
knockout strain were calculated using Cuffdiff97(version 2.2.1, library type fr-
ﬁrststrand, library norm geometric). Genes with an 0.05 FDR-adjusted P-value
<0.01 were considered differentially expressed. Expression levels for individual
samples for all combinations of conditions tested in downstream statistical analyses
were normalized using Cuffnorm97(version 2.2.1, library type fr-ﬁrststrand, library
norm geometric). Genes with unmapped reads were imputed using a bootstrapping
Systems adaptation
iv. Mutations
ii. Metabolite-driven
interactions
iii. Regulatory network
responses
i. Changed pathway
usage
Fig. 7 A model of biological systems adaptation following the KO of key
metabolic enzymes. (i) Suboptimal pathway usage limited allocation of
carbon to biomass precursors. (ii) Perturbed metabolite levels triggered
transcription regulatory network (TRN) responses in the uKOs. (iii)
Activation of the TRN revealed a hierarchy of regulation involving
competing and overlapping regulatory interactions between various system
components including DNA, RNA, and proteins. (iv) Mutations selected
during adaptive evolution changed many regulatory networks, and also
introduced innovations that targeted speciﬁc pathway or metabolite
imbalances
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approach as coded in the R package Amelia II (version 1.7.4, 1000 imputations).
Remaining missing values were ﬁlled using the minimum expression level of the
data set. Normalized FPKM values for gene expression were log2 normalized to
generate an approximately normal distribution prior to any statistical analysis. All
replicates for a given condition were found to have a pairwise Pearson correlation
coefﬁcient of 0.95 or greater.
DNA resequencing. Total DNA was sample from an overnight culture (1 mL of
cell broth at an OD600 of ~2.0) and immediately centrifuged for 5 min at 8000
RPMs. The supernatant was decanted and the cell pellet was frozen in the −80 °C.
Genomic DNA was isolated using a Nucleospin Tissue kit (Macherey Nagel
740952.50) following the manufacturer’s protocol, including treatment with RNase
A. Resequencing libraries were prepared using a Nextera XT kit (Illumina FC-131-
1024) following the manufacturer’s protocol. Libraries were ran on a MiSeq
(Illumina).
DNA resequencing reads were aligned to the E. coli reference genome
(U00096.2, genbank) using Breseq98 (version 0.26.0) as populations. Mutations
with a frequency of <0.1, P-value >0.01, or quality score <6.0 were removed from
the analysis. In addition, genes corresponding to crl, insertion elements (i.e, insH1,
insB1, and insA), and the rhs and rsx gene loci were not considered for analysis due
to repetitive regions that appear to cause frequent miscalls when using Breseq.
mRNA and peptide sequence changes were predicted using BioPython (https://
github.com/biopython/biopython.github.io/). Large regions of DNA (minimum of
200 consecutive indices) where the coverage was two times greater than the average
coverage of the sample were considered duplications.
Structural analysis. Corresponding PDB ﬁles for genes with a mutation of
interested were downloaded from PDB99, 100. Structural models for genes for which
there were no corresponding PDB ﬁles were taken from I-TASSER generated
homology models101 or generated using the I-TASSER protocol102. The BioPython
predicted sequence changes and important protein features as listed in EcoCyc103
were visualized and annotated using VMD104.
System component statistical feature identiﬁcation analyses. Network com-
ponents (i.e., RNA-seq, metabolomics, ﬂuxomics, genomics) were pre-processed as
described above, and subjected to a feature identiﬁcation analysis pipeline. Network
components for each lineage were ﬁrst subjected to a differential test (ref vs. KO,
KO vs. endpoints, ref vs. endpoints, and endpoints vs. endpoints). The criteria for
signiﬁcance for each of the data types are detailed below. Metabolomics: P-value <
0.01 and 0.5 < fold_change < 2.0 as calculated from a t-test of the g-log normalized
metabolite concentrations. Transcriptomics: q-value (0.05 FDR corrected P-value)
and abs (log2(fold-change)) > 1.0 as calculated by Cuffdiff. Fluxomics: P-value <
0.01 and abs (geometric fold_change) > 0.001 as calculated from re-sampled ﬂux
distributions that were constrained by the 95% conﬁdence intervals derived from
estimated MFA ﬂux bounds (demand reactions and reactions in subsystems cor-
responding to unassigned, transport; outer membrane porin, transport; inner
membrane, inorganic ion transport and metabolism, transport; outer membrane,
nucleotide salvage pathway, oxidative phosphorylation were excluded). Mutations:
frequency > 0.1 (mutations in the reference strain and in repetitive regions were
excluded). Components that met the signiﬁcance criteria for any combination of
comparisons from the differential test were used in the pairwise PLS-DA analyses
and proﬁle matching. Counts of signiﬁcant components for each lineage were based
on components that met the signiﬁcance criteria for Ref vs. eRef, or uKO vs. eKO.
Network components for each lineage were subjected to pairwise PLS-DA
analyses (ref vs. KO, KO vs. endpoints, ref vs. endpoints, and endpoints vs.
endpoints). The components with a loadings 1 magnitude within the top 25% of all
components and correlation coefﬁcient > 0.88 for different combinations of
comparison were selected using pairwise PLS-DA analysis.
Network components for each lineage were subjected to proﬁle matching.
System component levels between Ref, eKO, and uKO were correlated (Pearson’s
R) to six proﬁles in both positive and negative directions. novel−, novel+,
overcompensation−, overcompensation+, partially restored−, partially restored+,
reinforced−, reinforced+, restored−, restored+, unrestored−, unrestored+ proﬁles
were encoded in integer form as 1-1-0, 0-0-1, 1-0-2, 1-2-0, 2-0-1, 0-2-1, 2-1-0, 0-1-
2, 1-0-1, 0-1-0, 1-0-0, and 0-1-1. System components were binned into proﬁles
when a Pearson correlation coefﬁcient > 0.88 was calculated. Only negligible
changes in the assignment of proﬁles were found when using absolute or relative
component units (e.g., mmol*gDCW−1 vs. log2(FC vs. ref)) or different correlation
methods (i.e., Spearman).
System component statistical sample trend analysis. Components identiﬁed
from the differential tests (except for metabolomics) were used for sample trend
analyses. Hierarchical clustering was used to diagnose sample groupings and dis-
tances between samples (distance metric of Euclidean and linkage method of
complete). Principal component analysis (PCA) as encoded in the R package
pcaMethods105 (version 1.64.0, univariate scaling, centering, SVD PCA) was then
used as a representative unsupervised method to project samples into component
space, and conﬁrm the relative magnitude and direction of component weights.
PCA models were ﬁrst constructed for the reference, knockout, and endpoint for
each of the lineages to conﬁrm that the primary component best separated the
reference and endpoint from the knockout, and that the second component best
separated the reference and knockout from the endpoint. PCA models were then
constructed for the reference, knockout, and all endpoints for each network per-
turbation. The PCA models were validated using cross validation (CV type of
Krzanowski, default 5 segment with 5 CV runs per segment with minimum
number of segments equal to the number of samples). Partial Least Squares Dis-
criminatory Analysis (PLS-DA) was implemented using the R package pls106
(version 2.5, univariate scaling, centering, Canonical Powered Partial Least Squares
(cppls) PLS-DA) was used to project replicate samples into component space. PLS-
DA models were ﬁrst constructed for the reference, knockout, and endpoint for
each of the lineages to conﬁrm that the primary component best separated the
reference and endpoint from the knockout, and that the second component best
separated the reference and knockout from the endpoint. PLS-DA models were
then constructed for the reference, knockout, and all endpoints for each network
perturbation. The PLS-DA models were validated using cross validation (default
10 segments with minimum number of segments equal to the number of samples).
The loadings distance (i.e., the difference in loadings values) between the ref
and uKO strain along axis 1 (i.e., mode 1) was used as a threshold to determine
whether an eKO strain matched the general mode 1 and mode 2 trends identiﬁed
in section 2a. A relative distance for each eKO strain along axis 1 was calculated as
follows: relative distance= distance(uKOj, eKOi,j)/distance(ref, uKOj) where i=
endpoint replicate for a particular KO lineage and j= each KO lineage. An eKO
strain with a relative distance greater than 70% along axis 1 was determined to
match the trend.
Metabolite, ﬂux, and gene set enrichment analyses. Metabolite and gene set
enrichment analyses were conducted using the subsystem categories of iJO1366.
Flux and metabolite ﬂux sum set enrichment analyses were conducted using the
subsystem categories of iDM2015. A P-value < 1e−3 (hypergeometric test) was
used to test for enriched subsystems. Gene set enrichment analysis on differentially
expressed genes was also performed using with R package topGO107 with GO
annotations for E. coli108. A P-value < 0.05 (Fischer statistic, parent–child algo-
rithm109) was used to test for enriched biological processes and molecular
functions.
Network distance and graph analyses. The inverse mean values from sampled
ﬂux distributions that were constrained by the 95% conﬁdence intervals derived
from estimated MFA ﬂux bounds were used as weights in calculating the shortest
path from metabolite A to B. The iDM2015 network was deconstructed into a
directed acyclic graph with metabolites and reactions composing the nodes and the
connections between metabolites and reactions composing the links. Metabolites
that did not contain carbon were excluded from the graph network. In addition,
metabolites corresponding to co2, co, mql8, mql8h2, 2dmmql8, 2dmmql8h2, q8,
q8h2, thf, ACP were also excluded. Metabolites corresponding to udpglcur, adpglc,
gam6p were substituted as glycogen_c, uacgam, uacgam, respectively, as they were
not present in the lumped and reduced iDM2015 network. The A*star algorithm as
implemented in the python package networkX (https://github.com/networkx/
networkx) (version 1.11) was used to calculate the shortest path of the graph
network. The distance from metabolite A to B was calculated as half minus 1 the
computed shortest path.
A redistribution of ﬂux was deﬁned as a change in path or path length between
the reference and knockout and endpoint or knockout and endpoint. A change in
ﬂux capacity was deﬁned as a change in path or path length between the reference
and knockout, but not between the knockout and endpoint.
Nodes (i.e., metabolites) were categorized as intermediates, carriers, biomass
precursors, and/or nucleotide salvage products. The correlation (Spearman R, P-
value < 0.05) between path and path length and metabolite level was calculated
between intermediates and carriers, carriers and biomass precursors, intermediates
and biomass precursors, carriers and nucleotide salvage products, and biomass
precursors and nucleotide salvage products.
Biomass to network component correlation analysis. EcoCyc103 subsystems for
the following biomass producing pathways were used in the analysis: amines and
polyamines biosynthesis, amino acids biosynthesis, nucleosides and nucleotides
biosynthesis, fatty acid and lipid biosynthesis, cofactors, prosthetic groups, electron
carriers biosynthesis, cell structures biosynthesis, and carbohydrates biosynthesis.
Gene identiﬁers from these pathways were mapped onto iDM2014 via the GPR
relation to identify biomass producing reactions and metabolites. The analysis was
conducted at the level of individual lineages using the system component proﬁles of
restored−, novel+, overcompensation−, partially restored−, and reinforced+ to
identify positively correlated (correlation coefﬁcient > 0.88, Pearson, r) with growth
(i.e., growth promoting) and negatively correlated (correlation coefﬁcient <−0.88,
Pearson, r) with growth (i.e., growth inhibiting). The number of signiﬁcant biomass
components were divided by the number of measured biomass components, and
expressed as a percent. A direct pairwise correlation between metabolite con-
centrations, transcript levels, and ﬂuxes, and growth rate was also performed (units
of log2(FC vs. ref)) between the reference strain, knockout, and endpoints for all or
each knockout condition for comparison (data not shown). Components that were
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positively correlated (correlation coefﬁcient > 0.88, Pearson, r) with growth rate or
negatively correlated (correlation coefﬁcient > 0.88, Pearson, r) with growth rate
were identiﬁed.
Inter- and intra-component correlation analysis. A global pairwise correlation
between metabolite concentrations, transcript levels, and ﬂuxes was performed by
comparing the agreement and disagreement between component proﬁles of
restored+, novel+, overcompensation+, partially restored+, unrestored+, and
reinforced+. Components with matching proﬁles with correlation coefﬁcients >
0.88 (Pearson, R) were correlated; components with matching proﬁles with cor-
relation coefﬁcients <−0.88 (Pearson, R) were anti-correlated. A similar global
pairwise correlation between metabolite concentrations, transcript levels, and
ﬂuxes was performed (units of log2(FC vs. ref)) for comparison (data not shown).
Components with a correlation coefﬁcient > 0.88 (Spearman, r) were correlated;
Components with a correlation coefﬁcient <−0.88 (Spearman, r) were anti-
correlated.
Regulation to network component correlation analysis. Signiﬁcantly correlated
components were compared to annotated gene-to-reaction, and metabolite-to-
reaction interactions annotations in iJO1366, and to annotated transcription fac-
tor-to-gene, metabolite-to-transcription factor, metabolite-to-transcription factor-
to-gene, metabolite-to-transcript, and metabolite-to-reaction regulatory interac-
tions from the EcoCyc database103. EcoCyc database identiﬁer were mapped to
iJO1366 identiﬁers using a combination of ChEBI110, MetaNetX111–113, EC
numbers, InCHi strings, and manual curation. The mode of component interac-
tions were encoded as either positive for reactant-reaction, activating, or stabilizing
interactions, or negative for product-reaction, inhibiting, or de-stabilizing inter-
actions. The sign and magnitude of the correlation coefﬁcient (Pearson, r) of
matching categories was compared to the mode of interaction to determine
agreement (correlation coefﬁcient > 0.88 and positive mode, or correlation coefﬁ-
cient <−0.88 and negative mode). The inverse was used to determine
disagreement.
The classiﬁcation of global regulators follows the deﬁnition given by Martinez-
Antonio et al.46 Global transcription factors are deﬁned to include CRP, IHF, FNR,
FIS, ArcA, Lrp, and Hns. A secondary level of regulators are deﬁned to include
NarL, Fur, Mlc, CspA, Rob, PurR, PhoB, CpxR, and SoxR. The secondary level and
lower level regulators (e.g., local transcription factors) were further broken into
classes for local and general stresses.
Regulator activation categorization. A proﬁle for the activation status of each
regulator for each knockout evolution was determined. The analysis was ﬁrst
limited to regulated entities that had only a single annotated regulator. The analysis
was then expanded to include all regulators and regulated entities. A category
weight for each regulated entity for each endpoint was calculated as follows: weight,
i,j= abs(corr,i,j)*1/(nEPs,i)*1/(nRegulators,k) where i= endpoint, j= category, k
= regulators, nEPs= number of endpoints per knockout evolution, corr= corre-
lation coefﬁcient, nRegulators= number of regulators per regulated entity. A
conﬁdence score for each regulator for each knockout was calculated as follows:
conﬁdence,i= sum(weight,i,j,k) where i= knockout, j= endpoint, and k= regu-
lated gene. A higher conﬁdence score indicates a consistently higher correlation to
the category across all regulated entities that are regulated by the regulator.
Code availability. Published software used in this study are noted in the Methods.
Custom software used for the analyses presented in this study are deposited on
Github (https://github.com/dmccloskey).
Data availability
The data that support the ﬁndings of this study are available from the corresponding
author upon reasonable request.
Received: 16 July 2017 Accepted: 27 July 2018
References
1. Ishii, N. et al. Multiple high-throughput analyses monitor the response of E.
coli to perturbations. Science 316, 593–597 (2007).
2. Fuhrer, T., Zampieri, M., Sévin, D. C., Sauer, U. & Zamboni, N. Genomewide
landscape of gene-metabolome associations in Escherichia coli. Mol. Syst. Biol.
13, 907 (2017).
3. Haverkorn van Rijsewijk, B. R. B., Nanchen, A., Nallet, S., Kleijn, R. J. & Sauer,
U. Large-scale 13C-ﬂux analysis reveals distinct transcriptional control of
respiratory and fermentative metabolism in Escherichia coli. Mol. Syst. Biol. 7,
477 (2011).
4. Long, C. P., Gonzalez, J. E., Sandoval, N. R. & Antoniewicz, M. R.
Characterization of physiological responses to 22 gene knockouts in
Escherichia coli central carbon metabolism. Metab. Eng. 37, 102–113 (2016).
5. Baba, T. et al. Construction of Escherichia coli K-12 in-frame, single-gene
knockout mutants: the Keio collection. Mol. Syst. Biol. 2, 2006.0008 (2006).
6. Giaever, G. et al. Functional proﬁling of the Saccharomyces cerevisiae genome.
Nature 418, 387–391 (2002).
7. de Berardinis, V. et al. A complete collection of single-gene deletion mutants
of Acinetobacter baylyi ADP1. Mol. Syst. Biol. 4, 174 (2008).
8. Porwollik, S. et al. Deﬁned single-gene and multi-gene deletion mutant
collections in Salmonella enterica sv Typhimurium. PLoS ONE 9, e99820
(2014).
9. Nakahigashi, K. et al. Systematic phenome analysis of Escherichia coli
multiple-knockout mutants reveals hidden reactions in central carbon
metabolism. Mol. Syst. Biol. 5, 306 (2009).
10. Tenaillon, O. et al. Tempo and mode of genome evolution in a 50,000-
generation experiment. Nature 536, 165–170 (2016).
11. Plucain, J. et al. Epistasis and allele speciﬁcity in the emergence of a stable
polymorphism in Escherichia coli. Science 343, 1366–1369 (2014).
12. Dragosits, M. & Mattanovich, D. Adaptive laboratory evolution—principles
and applications for biotechnology. Microb. Cell Fact. 12, 64 (2013).
13. Carroll, S. M. & Marx, C. J. Evolution after introduction of a novel metabolic
pathway consistently leads to restoration of wild-type physiology. PLoS Genet.
9, e1003427 (2013).
14. Charusanti, P. et al. Genetic basis of growth adaptation of Escherichia coli after
deletion of pgi, a major metabolic gene. PLoS Genet. 6, e1001186 (2010).
15. Cooper, T. F., Rozen, D. E. & Lenski, R. E. Parallel changes in gene expression
after 20,000 generations of evolution in Escherichia coli. Proc. Natl Acad. Sci.
USA 100, 1072–1077 (2003).
16. Cooper, T. F., Remold, S. K., Lenski, R. E. & Schneider, D. Expression proﬁles
reveal parallel evolution of epistatic interactions involving the CRP regulon in
Escherichia coli. PLoS Genet. 4, e35 (2008).
17. Gresham, D. et al. The repertoire and dynamics of evolutionary adaptations to
controlled nutrient-limited environments in yeast. PLoS Genet. 4, e1000303
(2008).
18. McDonald, M. J., Gehrig, S. M., Meintjes, P. L., Zhang, X.-X. & Rainey, P. B.
Adaptive divergence in experimental populations of Pseudomonas ﬂuorescens.
IV. Genetic constraints guide evolutionary trajectories in a parallel adaptive
radiation. Genetics 183, 1041–1053 (2009).
19. Kvitek, D. J. & Sherlock, G. Reciprocal sign epistasis between frequently
experimentally evolved adaptive mutations causes a rugged ﬁtness landscape.
PLoS Genet. 7, e1002056 (2011).
20. Toprak, E. et al. Evolutionary paths to antibiotic resistance under dynamically
sustained drug selection. Nat. Genet. 44, 101–105 (2011).
21. Lenski, R. E. et al. Sustained ﬁtness gains and variability in ﬁtness trajectories
in the long-term evolution experiment with Escherichia coli. Proc. Biol. Sci.
282, 2292–2301 (2015).
22. Moore, F. B., Rozen, D. E. & Lenski, R. E. Pervasive compensatory adaptation
in Escherichia coli. Proc. Biol. Sci. 267, 515–522 (2000).
23. Szamecz, B. et al. The genomic landscape of compensatory evolution. PLoS
Biol. 12, e1001935 (2014).
24. Blank, D., Wolf, L., Ackermann, M. & Silander, O. K. The predictability of
molecular evolution during functional innovation. Proc. Natl Acad. Sci. USA
111, 3044–3049 (2014).
25. Rancati, G. et al. Aneuploidy underlies rapid adaptive evolution of yeast cells
deprived of a conserved cytokinesis motor. Cell 135, 879–893 (2008).
26. Taylor, T. B. et al. Evolution. Evolutionary resurrection of ﬂagellar motility via
rewiring of the nitrogen regulation system. Science 347, 1014–1017 (2015).
27. McCloskey, D. et al. Adaptive laboratory evolution resolves energy depletion
to maintain high aromatic metabolite phenotypes in Escherichia coli strains
lacking the phosphotransferase system. Metab. Eng. 48, 233–242 (2018).
28. McCloskey, D. et al. Adaptation to the coupling of glycolysis to toxic
methylglyoxal production in tpiA deletion strains of Escherichia coli requires
synchronized and counterintuitive genetic changes. Metab. Eng. 48, 82–93
(2018).
29. McCloskey, D. et al. Multiple optimal phenotypes overcome redox and
glycolytic intermediate metabolite imbalances in Escherichia coli pgi knockout
evolutions. Appl Environ Microbiol. AEM.00823-18 (2018).
30. McCloskey, D. et al. Growth adaptation of gnd and sdhCB Escherichia coli
deletion strains diverges from a similar initial perturbation of the
transcriptome. Front Microbiol. 9, 1793 (2018).
31. LaCroix, R. A. et al. Use of adaptive laboratory evolution to discover key
mutations enabling rapid growth of Escherichia coli K-12 MG1655 on glucose
minimal medium. Appl. Environ. Microbiol. 81, 17–30 (2015).
32. Sandberg, T. E. et al. Evolution of Escherichia coli to 42 °C and subsequent
genetic engineering reveals adaptive mechanisms and novel mutations. Mol.
Biol. Evol. 31, 2647–2662 (2014).
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06219-9 ARTICLE
NATURE COMMUNICATIONS |  (2018) 9:3796 | DOI: 10.1038/s41467-018-06219-9 | www.nature.com/naturecommunications 13
33. McCloskey, D., Utrilla, J., Naviaux, R. K., Palsson, B. O. & Feist, A. M. Fast
Swinnex ﬁltration (FSF): a fast and robust sampling and extraction method
suitable for metabolomics analysis of cultures grown in complex media.
Metabolomics 11, 198–209 (2014).
34. McCloskey, D., Gangoiti, J. A., Palsson, B. O. & Feist, A. M. A pH and solvent
optimized reverse-phase ion-paring-LC–MS/MS method that leverages
multiple scan-types for targeted absolute quantiﬁcation of intracellular
metabolites. Metabolomics 11, 1338–1350 (2015).
35. McCloskey, D., Young, J. D., Xu, S., Palsson, B. O. & Feist, A. M. MID max:
LC-MS/MS method for measuring the precursor and product mass
isotopomer distributions of metabolic intermediates and cofactors for
metabolic ﬂux analysis applications. Anal. Chem. 88, 1362–1370 (2016).
36. McCloskey, D., Young, J. D., Xu, S., Palsson, B. O. & Feist, A. M. Modeling
method for increased precision and scope of directly measurable ﬂuxes at a
genome-scale. Anal. Chem. 88, 3844–3852 (2016).
37. Conrad, T. M., Lewis, N. E. & Palsson, B. Ø. Microbial laboratory evolution in
the era of genome-scale science. Mol. Syst. Biol. 7, 509 (2011).
38. Kochanowski, K. et al. Few regulatory metabolites coordinate expression of
central metabolic genes in Escherichia coli. Mol. Syst. Biol. 13, 903 (2017).
39. Kochanowski, K. et al. Functioning of a metabolic ﬂux sensor in Escherichia
coli. Proc. Natl Acad. Sci. USA 110, 1130–1135 (2013).
40. Nelson, D. L. & Cox, M. M. Lehninger Principles of Biochemistry (W.H.
Freeman, New York, 2013).
41. Gama-Castro, S. et al. RegulonDB version 9.0: high-level integration of gene
regulation, coexpression, motif clustering and beyond. Nucleic Acids Res. 44,
D133–D143 (2016).
42. Cho, S. et al. The architecture of ArgR-DNA complexes at the genome-scale in
Escherichia coli. Nucleic Acids Res. 43, 3079–3088 (2015).
43. Federowicz, S. et al. Determining the control circuitry of redox metabolism at
the genome-scale. PLoS Genet. 10, e1004264 (2014).
44. Kim, D. et al. Comparative analysis of regulatory elements between
Escherichia coli and Klebsiella pneumoniae by genome-wide transcription start
site proﬁling. PLoS Genet. 8, e1002867 (2012).
45. Cho, B.-K., Federowicz, S., Park, Y.-S., Zengler, K. & Palsson, B. Ø.
Deciphering the transcriptional regulatory logic of amino acid metabolism.
Nat. Chem. Biol. 8, 65–71 (2011).
46. Martínez-Antonio, A. & Collado-Vides, J. Identifying global regulators in
transcriptional regulatory networks in bacteria. Curr. Opin. Microbiol. 6,
482–489 (2003).
47. Utrilla, J. et al. Global rebalancing of cellular resources by pleiotropic point
mutations illustrates a multi-scale mechanism of adaptive evolution. Cell Syst.
2, 260–271 (2016).
48. Gunasekara, S. M. et al. Directed evolution of the Escherichia coli cAMP
receptor protein at the cAMP pocket. J. Biol. Chem. 290, 26587–26596 (2015).
49. Alvarez, A. F. & Georgellis, D. In vitro and in vivo analysis of the ArcB/A
redox signaling pathway. Methods Enzymol. 471, 205–228 (2010).
50. Meng, L. M., Kilstrup, M. & Nygaard, P. Autoregulation of PurR repressor
synthesis and involvement of purR in the regulation of purB, purC, purL,
purMN and guaBA expression in Escherichia coli. Eur. J. Biochem. 187,
373–379 (1990).
51. He, B., Shiau, A., Choi, K. Y., Zalkin, H. & Smith, J. M. Genes of the
Escherichia coli pur regulon are negatively controlled by a repressor-operator
interaction. J. Bacteriol. 172, 4555–4562 (1990).
52. Cho, B.-K. et al. The PurR regulon in Escherichia coli K-12 MG1655. Nucleic
Acids Res. 39, 6456–6464 (2011).
53. Pittard, J., Camakaris, H. & Yang, J. The TyrR regulon. Mol. Microbiol. 55,
16–26 (2005).
54. Wallace, B. J. & Pittard, J. Regulator gene controlling enzymes concerned in
tyrosine biosynthesis in Escherichia coli. J. Bacteriol. 97, 1234–1241
(1969).
55. Vanderpool, C. K. & Gottesman, S. Involvement of a novel transcriptional
activator and small RNA in post-transcriptional regulation of the glucose
phosphoenolpyruvate phosphotransferase system. Mol. Microbiol. 54,
1076–1089 (2004).
56. Vanderpool, C. K. & Gottesman, S. The novel transcription factor SgrR
coordinates the response to glucose-phosphate stress. J. Bacteriol. 189,
2238–2248 (2007).
57. Richards, G. R., Patel, M. V., Lloyd, C. R. & Vanderpool, C. K. Depletion of
glycolytic intermediates plays a key role in glucose-phosphate stress in
Escherichia coli. J. Bacteriol. 195, 4816–4825 (2013).
58. Hackett, S. R. et al. Systems-level analysis of mechanisms regulating yeast
metabolic ﬂux. Science 354, 432–449 (2016).
59. Daran-Lapujade, P. et al. The ﬂuxes through glycolytic enzymes in
Saccharomyces cerevisiae are predominantly regulated at posttranscriptional
levels. Proc. Natl Acad. Sci. USA 104, 15753–15758 (2007).
60. Covert, M. W., Knight, E. M., Reed, J. L., Herrgard, M. J. & Palsson, B. O.
Integrating high-throughput and computational data elucidates bacterial
networks. Nature 429, 92–96 (2004).
61. Vital-Lopez, F. G., Wallqvist, A. & Reifman, J. Bridging the gap between gene
expression and metabolic phenotype via kinetic models. BMC Syst. Biol. 7, 63
(2013).
62. Koussounadis, A., Langdon, S. P., Um, I. H., Harrison, D. J. & Smith, V. A.
Relationship between differentially expressed mRNA and mRNA-protein
correlations in a xenograft model system. Sci. Rep. 5, 10775 (2015).
63. Maier, T., Güell, M. & Serrano, L. Correlation of mRNA and protein in
complex biological samples. FEBS Lett. 583, 3966–3973 (2009).
64. Cho, B.-K., Knight, E. M., Barrett, C. L. & Palsson, B. Ø. Genome-wide
analysis of Fis binding in Escherichia coli indicates a causative role for A-/AT-
tracts. Genome Res. 18, 900–910 (2008).
65. Bradley, M. D., Beach, M. B., de Koning, A. P. J., Pratt, T. S. & Osuna, R.
Effects of Fis on Escherichia coli gene expression during different growth
stages. Microbiology 153, 2922–2940 (2007).
66. Weinstein-Fischer, D. & Altuvia, S. Differential regulation of Escherichia coli
topoisomerase I by Fis. Mol. Microbiol. 63, 1131–1144 (2007).
67. Bobrovskyy, M. & Vanderpool, C. K. Diverse mechanisms of post-
transcriptional repression by the small RNA regulator of glucose-phosphate
stress. Mol. Microbiol. 99, 254–273 (2016).
68. Sun, Y. & Vanderpool, C. K. Physiological consequences of multiple-target
regulation by the small RNA SgrS in Escherichia coli. J. Bacteriol. 195,
4804–4815 (2013).
69. Charpentier, B. & Branlant, C. The Escherichia coli gapA gene is transcribed
by the vegetative RNA polymerase holoenzyme E sigma 70 and by the heat
shock RNA polymerase E sigma 32. J. Bacteriol. 176, 830–839 (1994).
70. Thouvenot, B., Charpentier, B. & Branlant, C. The strong efﬁciency of the
Escherichia coli gapA P1 promoter depends on a complex combination of
functional determinants. Biochem. J. 383, 371–382 (2004).
71. Kim, D. et al. Systems assessment of transcriptional regulation on central
carbon metabolism by Cra and CRP. bioRxiv 080929. https://doi.org/10.1101/
080929 (2016).
72. Muse, W. B. & Bender, R. A. The nac (nitrogen assimilation control) gene
from Escherichia coli. J. Bacteriol. 180, 1166–1173 (1998).
73. Huerta, A. M. & Collado-Vides, J. Sigma70 promoters in Escherichia coli:
speciﬁc transcription in dense regions of overlapping promoter-like signals. J.
Mol. Biol. 333, 261–278 (2003).
74. Levin, H. L. & Schachman, H. K. Regulation of aspartate transcarbamoylase
synthesis in Escherichia coli: analysis of deletion mutations in the promoter
region of the pyrBI operon. Proc. Natl Acad. Sci. USA 82, 4643–4647 (1985).
75. Jensen, K. F. Hyper-regulation of pyr gene expression in Escherichia coli cells
with slow ribosomes. Evidence for RNA polymerase pausing in vivo? Eur. J.
Biochem. 175, 587–593 (1988).
76. Chen, Z. et al. Discovery of Fur binding site clusters in Escherichia coli by
information theory models. Nucleic Acids Res. 35, 6762–6777 (2007).
77. Méhi, O. et al. Perturbation of iron homeostasis promotes the evolution of
antibiotic resistance. Mol. Biol. Evol. 31, 2793–2804 (2014).
78. Beauchene, N. A. et al. Impact of anaerobiosis on expression of the iron-
responsive fur and RyhB regulons. mBio 6, e01947–15 (2015).
79. Lavrrar, J. L., Christoffersen, C. A. & McIntosh, M. A. Fur-DNA interactions
at the bidirectional fepDGC-entS promoter region in Escherichia coli. J. Mol.
Biol. 322, 983–995 (2002).
80. González Barrios, A. F. et al. Autoinducer 2 controls bioﬁlm formation in
Escherichia coli through a novel motility quorum-sensing regulator (MqsR,
B3022). J. Bacteriol. 188, 305–316 (2006).
81. Seo, S. W., Kim, D., Szubin, R. & Palsson, B. O. Genome-wide reconstruction
of OxyR and SoxRS transcriptional regulatory networks under oxidative stress
in Escherichia coli K-12 MG1655. Cell Rep. 12, 1289–1299 (2015).
82. Tramonti, A., De Canio, M. & De Biase, D. GadX/GadW-dependent
regulation of the Escherichia coli acid ﬁtness island: transcriptional control at
the gadY-gadW divergent promoters and identiﬁcation of four novel 42 bp
GadX/GadW-speciﬁc binding sites. Mol. Microbiol. 70, 965–982 (2008).
83. Seo, S. W., Kim, D., O’Brien, E. J., Szubin, R. & Palsson, B. O. Decoding
genome-wide GadEWX-transcriptional regulatory networks reveals
multifaceted cellular responses to acid stress in Escherichia coli. Nat. Commun.
6, 7970 (2015).
84. Majdalani, N. & Gottesman, S. The Rcs phosphorelay: a complex signal
transduction system. Annu. Rev. Microbiol. 59, 379–405 (2005).
85. Torres-Cabassa, A. S. & Gottesman, S. Capsule synthesis in Escherichia coli K-
12 is regulated by proteolysis. J. Bacteriol. 169, 981–989 (1987).
86. Datsenko, K. A. & Wanner, B. L. One-step inactivation of chromosomal genes
in Escherichia coli K-12 using PCR products. Proc. Natl Acad. Sci. USA 97,
6640–6645 (2000).
87. Sambrook, J. & Russell, D. W. Molecular Cloning: A Laboratory Manual. 3rd
edn (Cold Spring-Harbour Laboratory Press, Cold Spring-Harbour, 2001).
88. Fong, S. S. et al. In silico design and adaptive evolution of Escherichia coli for
production of lactic acid. Biotechnol. Bioeng. 91, 643–648 (2005).
89. Orth, J. D. et al. A comprehensive genome-scale reconstruction of Escherichia
coli metabolism—2011. Mol. Syst. Biol. 7, 535 (2011).
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06219-9
14 NATURE COMMUNICATIONS |  (2018) 9:3796 | DOI: 10.1038/s41467-018-06219-9 | www.nature.com/naturecommunications
90. Schellenberger, J. & Palsson, B. Ø. Use of randomized sampling for analysis of
metabolic networks. J. Biol. Chem. 284, 5457–5461 (2009).
91. McCloskey, D. et al. A model-driven quantitative metabolomics analysis of
aerobic and anaerobic metabolism in E. coli K-12 MG1655 that is
biochemically and thermodynamically consistent. Biotechnol. Bioeng. 111,
803–815 (2014).
92. Honaker, J., King, G. & Blackwell, M. Amelia II: a program for missing data. J.
Stat. Softw. 45, 1–47 (2011).
93. Rocke, D., Tillinghast, J., Durbin-Johnson, B. & Wu, S. L. LMGene software
for data transformation and identiﬁcation of differentially expressed genes in
gene expression arrays. R package version 2.4. 0.
94. Young, J. D. INCA: a computational platform for isotopically non-stationary
metabolic ﬂux analysis. Bioinformatics 30, 1333–1335 (2014).
95. Megchelenbrink, W., Huynen, M. & Marchiori, E. optGpSampler: An
improved tool for uniformly sampling the solution-space of genome-scale
metabolic networks. PLoS ONE 9, e86587 (2014).
96. Langmead, B., Trapnell, C., Pop, M. & Salzberg, S. L. Bowtie: an ultrafast
memory-efﬁcient short read aligner. Genome Biol. 10, R25 (2009).
97. Trapnell, C. et al. Transcript assembly and quantiﬁcation by RNA-Seq reveals
unannotated transcripts and isoform switching during cell differentiation.
Nat. Biotechnol. 28, 511–515 (2010).
98. Deatherage, D. E. & Barrick, J. E. Identiﬁcation of mutations in laboratory-
evolved microbes from next-generation sequencing data using breseq.
Methods Mol. Biol. 1151, 165–188 (2014).
99. Berman, H. M. et al. The Protein Data Bank. Nucleic Acids Res. 28, 235–242
(2000).
100. Berman, H., Henrick, K. & Nakamura, H. Announcing the worldwide Protein
Data Bank. Nat. Struct. Biol. 10, 980 (2003).
101. Xu, D. & Zhang, Y. Ab Initio structure prediction for Escherichia coli: towards
genome-wide protein structure modeling and fold assignment. Sci. Rep. 3,
1895 (2013).
102. Wu, S., Skolnick, J. & Zhang, Y. Ab initio modeling of small proteins by
iterative TASSER simulations. BMC Biol. 5, 17 (2007).
103. Keseler, I. M. et al. EcoCyc: fusing model organism databases with systems
biology. Nucleic Acids Res. 41, D605–D612 (2013).
104. Humphrey, W., Dalke, A. & Schulten, K. VMD: visual molecular dynamics. J.
Mol. Graph. 14, 33–38 (1996). 27–8.
105. Stacklies, W., Redestig, H., Scholz, M., Walther, D. & Selbig, J. pcaMethods—a
bioconductor package providing PCA methods for incomplete data.
Bioinformatics 23, 1164–1167 (2007).
106. Mevik, B. H. & Wehrens, R. The pls package: principal component and partial
least squares regression in R. J. Stat. Softw. 18, 1–23 (2007).
107. Alexa, A. & Rahnenfuhrer, J. topGO: enrichment analysis for gene ontology. R
package version 2 (2010).
108. Carlson, M. G. O. db: A set of annotation maps describing the entire. Gene
Ontology. 2013. R package version 3 (2013).
109. Grossmann, S., Bauer, S., Robinson, P. N. & Vingron, M. Improved detection
of overrepresentation of Gene-Ontology annotations with parent–child
analysis. Bioinformatics 23, 3024–3031 (2007).
110. Hastings, J. et al. The ChEBI reference database and ontology for biologically
relevant chemistry: enhancements for 2013. Nucleic Acids Res. 41, D456–D463
(2013).
111. Moretti, S. et al. MetaNetX/MNXref—reconciliation of metabolites and
biochemical reactions to bring together genome-scale metabolic networks.
Nucleic Acids Res. 44, D523–D526 (2016).
112. Ganter, M., Bernard, T., Moretti, S., Stelling, J. & Pagni, M. MetaNetX.org: a
website and repository for accessing, analysing and manipulating metabolic
networks. Bioinformatics 29, 815–816 (2013).
113. Bernard, T. et al. Reconciliation of metabolites and biochemical reactions for
metabolic networks. Brief. Bioinformatics 15, 123–135 (2014).
114. Marks, G. T., Susler, M. & Harrison, D. H. T. Mutagenic studies on histidine
98 of methylglyoxal synthase: effects on mechanism and conformational
change. Biochemistry 43, 3802–3813 (2004).
115. Saadat, D. & Harrison, D. H. Mirroring perfection: the structure of
methylglyoxal synthase complexed with the competitive inhibitor 2-
phosphoglycolate. Biochemistry 39, 2950–2960 (2000).
Acknowledgements
We thank José Utrilla for helpful discussion and guidance when implementing the
knockouts in the pre-evolved strain. We thank Jamey Young for helpful discussions
throughout the MFA analysis. We thank Laurence Yang for helpful discussions regarding
optimization and statistical analysis. This work was funded by the Novo Nordisk
Foundation Grant Number NNF10CC1016517.
Author contributions
D.M. designed the experiments; generated the strains; conducted all aspects of the
metabolomics, ﬂuxomics, phenomics, transcriptomics, and genomics experiments; per-
formed all multi-omics statistical, graph, and modeling analyses; and wrote the manu-
script. T.E.S. ran the ALE experiments. E.B. assisted with structural analysis. R.S.
processed the DNA and RNA samples. S.X. assisted with metabolomics and ﬂuxomics
data collection, sample processing, and peak integration. Y.H. assisted with ﬂuxomics
data collection and sample processing. A.M.F designed and supervised the evolution
experiments, and contributed to the data analysis and the manuscript. B.O.P conceived
and outlined the study, supervised the data analysis, and co-wrote the manuscript.
Additional information
Supplementary Information accompanies this paper at https://doi.org/10.1038/s41467-
018-06219-9.
Competing interests: The authors declare no competing interests.
Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional afﬁliations.
Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.
© The Author(s) 2018
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06219-9 ARTICLE
NATURE COMMUNICATIONS |  (2018) 9:3796 | DOI: 10.1038/s41467-018-06219-9 | www.nature.com/naturecommunications 15
