We extend basic entropies in the classical information theory to matrix ones in the quantum information theory. Then we show that relations between matrix entropies similar to the classical ones hold.
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Though all entropies are non-negative, we note that the some individual mutual informations ( , ) ( ; ) log ( ) ( ) In this paper, we try to extend these classical information entropies to matrix ones. The and hence its initial tangent vector is expressed by [1] 0 ( , ) ( | ) 1 *(log log ) * log ( , )
where U is a unitary with diag ( )
and the function [1] f is the divided difference
, see [6, 7] . We think it is a matrix version of the Umegaki entropy. In fact, Tr (
Tr (log log ) ( | ). 
Relative Operator Entropy
To begin with, we review the relative operator entropy for positive (bounded linear) operators on a Hilbert space, see [9, 10, 11, 6] . Let A DB = for some operator D and
To discuss matrix entropies based on ( | ) S A B , we summarize its properties [8, 9, 10] : Lemma 2. The relative operator entropy has the following properties if it exists:
The properties (2), (2'), (3), (3') and (4) are called transformer inequality, homogeneity, subadditivity, joint concavity and orthogonality respectively.
Matrix Probability Space
From now on, we assume that the space is finite dimensional, that is, operators are matrices. Assume that 
and hence the conditional ones are as follows:
In this case, A and B are considered independent.
In fact, in this case, 
we have the marginal density matrices 
Matrix Entropies
The composite matrix entropy 
Thus, the latter case, where ( { } F  is a PVM, (1) ( | ) ( ; ) ( ) 
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