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Tato práce se zabývá využit́ım diferenčńıch rovnic při popisu reálných jev̊u. Ćılem této
práce je ukázat aplikovatelnost tohoto druhu rovnic na některé modely. Uváděj́ı se základńı
pojmy z teorie diferenčńıho počtu, diferenčńıch rovnic a teorie stability. Rovněž se dis-
kutuj́ı analogie s teoríı diferenciálńıch rovnic. Následně se zkoumá matematický model a
chováńı jeho řešeńı. Na př́ıkladě Nicholsonova–Baileyho populačńıho modelu ukazujeme,
že diferenčńı rovnice jsou užitečným nástrojem při popisu děj̊u z reálného života.
Abstract
This thesis deals with application of difference equations for describing real processes. The
aim of this work is to show the applicability of this kind of equations for solving some
problems. We define some concepts of difference calculus, theory of difference equations
and stability theory, also we show some similarities with theory of diferential equations.
Then we investigate a particular mathematical model and the behavior of its solutions.
We examine Nicholson-Bailey model, as an example of population models and we show
that difference equations are a useful tool for discribing real processes.
Kĺıčová slova
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Matematické výpočty jsou mnohdy založeny na řešeńı rovnic, které nám umožňuj́ı vypoč́ı-
tat hodnotu funkce rekurzivně z nějaké určité množiny hodnot. Takové rovnice se nazývaj́ı
diferenčńı nebo také rekurentńı. Existuje velké množstv́ı obor̊u, ve kterých se můžeme se-
tkat s funkcemi definovanými jen v izolovaných bodech. S problémy, které lze řešit pomoćı
diferenčńıch rovnic se můžeme často setkat i ve středoškolské matematice, zejména v kom-
binatorice, finančńı matematice a teorii pravděpodobnosti. Diferenčńı rovnice se vyskytuj́ı
také v elektrotechnice – při analýze elektrických obvod̊u, v dynamických systémech, v bi-
ologii – při modelováńı životńıch cykl̊u, v chemii a jiných oborech.
Ćılem této práce je vypracovat teorii souvisej́ıćı s diferenčńım počtem a diferenčńımi
rovnicemi a porovnat tento druh rovnic s diferenciálńımi rovnicemi. Poté uvést možnosti
aplikace těchto rovnic, zejména vypracovat matematický model a nav́ıc použ́ıt některé
pojmy a nástroje z teorie stability na posouzeńı chováńı řešeńı vybraného matematického
modelu.
Diferenčńı rovnice lze chápat také jako diskretizaci diferenciálńıch rovnic. Než začneme
mluvit o rovnićıch a r̊uzných zp̊usobech jejich řešeńı, uvedeme v úvodńı části pár mo-
tivačńıch př́ıklad̊u. Dále, v kapitole 2 vysvětĺıme nejd̊uležitěǰśı pojmy z teorie diferenčńıho
počtu. Zavedeme pojem diference (jako analogie derivace), sumace nebo také antidiference
a určité sumace (jako analogie neurčitého, resp. určitého integrálu). Uvedeme některé
výsledky diferenčńıho počtu a ukážeme podobnosti nebo rozd́ılnosti v porovnáńı s dife-
renciálńım počtem. Dále následuje kapitola 3, ve které se věnujeme diferenčńım rovnićım,
jejich klasifikaci a zp̊usob̊um řešeńı. V této práci poukážeme i na analogie s diskrétńımi
protěǰsky diferenčńıch rovnic, totiž diferenciálńımi rovnicemi. V kapitole 4 stručně probe-
reme některé pojmy z teorie stability, které budeme potřebovat při vyšetřováńı námi zvo-
lených matematických model̊u. Těmto model̊um (které jsou svou povahou čistě diskrétńı)
se věnujeme v kapitole 5, zejména ukazujeme, jak lze aplikovat teorii diferenčńıch rovnic
(spec. teorii stability) při zkoumáńı vlastnost́ı jejich řešeńı.
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1 Motivačńı úlohy
Diferenčńı rovnice se objevuj́ı u model̊u, které jsou čistě diskrétńı. Prvńı úloha je klasickým
př́ıkladem použit́ı těchto rovnic ve finančńı matematice.
Př́ıklad 1.1. V květnu roku 2008 si pan Novák vložil do banky 5000 korun na sv̊uj spoř́ıćı
účet. Úrok, který nab́ıźı banka je 6 % ročně s t́ım, že každý měśıc se přič́ıtaj́ı peńıze na
účet. Pan Novák na sv̊uj účet zcela zapomněl, ale v květnu roku 2018 si na něj zase
vzpomněl. Kolik peněz má pan Novák na účtu v květnu roku 2018, tzn. po 10 letech?
Necht’ x(t) je částka, kterou má pan Novák na účtu po t měśıćıch a x(0) = 5000.
Pokud je ročńı úrok 6 %, pak je měśıčńı 0.5 %. Nyńı můžeme sestavit rovnici ve tvaru
x(t+ 1) = x(t) + 0.005x(t) = (1.005)x(t),





Po deseti letech, tzn. po 120 měśıćıch, pan Novák má na svém účtu
x(120) = 5000(1.005)120 w 9097 korun.




To znamená, že v lednu roku 2020 by měl pan Novák na účtu částku 10000 korun.
Později ukážeme, že tento př́ıklad se dá vyřešit pomoćı algoritmu pro řešeńı dife-
renčńıch rovnic s konstantńımi koeficienty, a to v kapitole 3. Dále následuje o něco těžš́ı
př́ıklad.
Př́ıklad 1.2. Kv̊uli př́ıdělovému systému vztahuj́ıćımu se na vodu může pan Novák za-
vlažovat ornici pouze mezi devátou hodinou ráno a devátou hodinou večer (přes den).
Předpokládejme, že může zásobit ornici vodou ve množstv́ı q s t́ım, že se polovina tohoto
množstv́ı vody ztrat́ı odpařeńım nebo absorpćı od deváté hodiny večer do deváté hodiny
ráno (přes noc). Původně ornice obsahovala množstv́ı I vody. Kolik množstv́ı vody bude
v p̊udě po t 12-hodinových cyklech?
Necht’ y(t) je množstv́ı vody v p̊udě na konci t-tých dvanácti hodin. Zkomplikujeme
tento př́ıklad t́ım, že ho vyřeš́ıme obecně pro ztráty vody odpařeńım nebo absorpćı ve
množstv́ı a.
Nyńı pro t - liché,
y(t+ 2) = (1− a)y(t) + q,
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pro t - sudé,
y(t+ 2) = (1− a)y(t) + (1− a)q,
obecně tehdy plat́ı
y(t+ 2)− (1− a)y(t) = q
2
(2− a− a(−1)t).
Počátečńı podmı́nky jsou y(0) = I, y(1) = I + q.
Tuto rovnici zat́ım vyřešit neumı́me, ale v kapitole 3, ve které se věnujeme teorii
diferenčńıch rovnic, tento př́ıklad dořeš́ıme.
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2 Teorie diferenčńıho počtu
Diferenčńı počet může být chápán jako diskrétńı analogie spojitého diferenciálńıho a in-
tegrálńıho počtu, ovšem má svá četná specifika. Zavedeme pojem diference a uvedeme
daľśı d̊uležité pojmy diferenčńıho počtu.
Definice 2.1. Pokud je dán bod x ∈ R, č́ıslo h > 0 a reálná funkce f(x) je definovaná v
bodech x a x+ h, potom č́ıslo f(x+ h)− f(x) se nazývá diference funkce f(x) v bodě x
a označ́ıme jej
∆f(x) = f(x+ h)− f(x). (2.1)
Č́ıslo h se nazývá diferenčńı krok.
Abychom mohli určit diferenci funkce f(x) v bodech x, x + h, · · · , n ∈ N muśı být
definičńı obor funkce f(x) množinou ekvidistantńıch bod̊u M = {x+ nh)}∞n=0. Bez újmy
na obecnosti lze tuto množinu transformovat na M ⊆ N. Substitućı lze doćılit toho, že
h = 1 a to tak, že vezmeme f(x) = g(xh), potom
∆g(t) = g(t+ h)− g(t) = g(xh+ h)− g(xh)
= f(x+ 1)− f(x) = ∆f(x).
To znamená, že k výpočtu diference stač́ı, aby funkce byla definovaná pouze v určitých
bodech x, x + 1, · · · a také lze ř́ıct, že M = {x, x + 1, · · · } ⊆ Z. Dále uvedeme některé
základńı vlastnosti diference funkce.
Věta 2.2. Pro všechna n, pro něž jsou současně definovány posloupnosti ∆x(n) a ∆y(n),
plat́ı:
1. ∆(ax(n) + by(n)) = a∆x(n) + b∆y(n), kde a, b ∈ R;








, pro y(n)y(n+ 1) 6= 0.
Obdobné vlastnosti plat́ı i u diferenciálńıho počtu. Můžeme si všimnout toho, že
operátor ∆ je analogíı operátoru derivace ′ v diferenciálńım počtu.
1. (af(x) + bg(x))′ = af ′(x) + bg′(x);









, pro g2(x) 6= 0.
Jednoduchý vzorec pro derivaci složené funkce f(g(x))′ = f ′(g(x)) · g′(x) pro diskrétńı
př́ıpad neexistuje. V diferenciálńım počtu derivace mocniny je definovaná jako
(xk)′ = kxk−1,
analogický vzorec v diferenčńım počtu pro výpočet diference mocniny je velmi kompliko-
vaný:



















k(k − 1) · · · (k − i+ 1)
i!
Proto se zavad́ı nový pojem zobecněné mocniny.
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Definice 2.3. Pokud n, k ∈ N, pak zobecněná mocnina n(k) je definovaná:
n(k) = n(n− 1) · · · (n− k + 1).
Potom pro diferenci zobecněné mocniny plat́ı:
∆n(k) = (n+ 1)(k) − n(k)
= (n+ 1)n(n− 1) · · · (n− k + 2)− n(n− 1)
· · · (n− k + 2)(n− k + 1)
= n(n− 1) · · · (n− k + 2)k = kn(k−1).
Poznámka 2.4. Vzorec na výpočet diference zobecněné mocniny lze zapsat i pomoćı
gama funkce. Zobecněná mocnina potom je definovaná
n(k) =
Γ(n+ 1)
Γ(n− k + 1)
,
a diference zobecněné mocniny
∆n(k) = k
Γ(n+ 1)
Γ(n− k + 2)
,
Vzorec pro diferenci vyšš́ıho řádu odvod́ıme pomoćı matematické indukce.
Definice 2.5. Pokud n, k ∈ N a x(n) je posloupnost, potom
pro k = 0: ∆0x(n) = x(n);
pro k = 1: ∆1x(n) = ∆x(n);
pro k = 2: ∆2x(n) = ∆(∆x(n)) = x(n+ 2)− 2x(n+ 1) + x(n);







x(n+ k − i).
Daľśım pojmem, který se použ́ıvá v teorii diferenčńıho počtu, je operátor posunu.
Definice 2.6. Pokud x(n) je posloupnost, potom operátor posunu je definován vztahem
Ex(n) = x(n+ 1).










Definice 2.7. I je ”identita”, pokud pro n ∈ N plat́ı Ix(n) = x(n).
Poznámka 2.8. Pokud E je posun a I je identita, potom plat́ı ∆ = E − I.
Dále nadefinujeme posloupnost, kterou jsme diferencovali, pokud je známá jej́ı dife-
rence.
Definice 2.9. Pokud x(n) a X(n) jsou posloupnosti a plat́ı pro ně ∆X(n) = x(n) pro
všechna n ∈ N, potom posloupnost X(n) je antidiferenćı posloupnosti x(n) nebo také
neurčitou sumou x(n) a znač́ıme ji
X(n) = ∆−1x(n).
Pro operátor antidiference ∆−1 se také použ́ıvá označeńı Σ. Dále budeme použ́ıvat pro
označeńı sumy pouze symbol Σ.
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Věta 2.10. Pro posloupnosti x(n) a y(n) plat́ı:
1. pokud ∆x(n) = 0, potom x(n) = c;
2. pokud ∆x(n) = ∆y(n), potom x(n) = y(n) + c, kde c ∈ R je libovolná konstanta.
Poznámka 2.11. Z věty 2.10 vyplývá, pokud X(n) je sumaćı x(n), potom existuje ne-
konečně mnoho posloupnost́ı t(n), které jsou sumacemi x(n)
t(n) = Σx(n) = X(n) + c,
kde c ∈ R je vhodná konstanta.
Uvedeme některé základńı vlastnosti antidiference.
Věta 2.12. Pro posloupnosti x(n) a y(n) plat́ı:
1. Σ(ax(n) + by(n)) = aΣx(n) + bΣy(n), kde a, b ∈ R;
2. Σ(x(n)∆y(n)) = x(n)y(n)− Σ(y(n+ 1)∆x(n)) (tzv. sumace per partes);
Věta 2.13. Pro elementárńı posloupnosti uvedeme jejich antidiference:
1. Σn(k) = n
(k+1)
k+1
+ c, pro n, k ∈ N;
2. Σa = an+ c, pro a ∈ R, n ∈ N;
3. Σqn = q
n
q−1 + c, pro q ∈ R− {1}, n ∈ N,
kde c ∈ R je libovolná konstanta.
Poznámka 2.14. Pro antidiference goniometrických funkćı plat́ı:
1. Σ sin(αn) = a sin(αn) + b cos(αn) + c;
2. Σ cos(αn) = d sin(αn) + e cos(αn) + c,
kde a, b, d, e ∈ R jsou jisté konstanty a c ∈ R je libovolná konstanta.
Doposud jsme se zabývali pojmem antidiference nebo také neurčité sumace. Podobně
jako se v diferenciálńım počtu zavad́ı pojem určitého integrálu, v diferenčńım počtu
můžeme zavést pojem určité sumace.
Definice 2.15. Pokud x(n) je posloupnost, a a b jsou přirozená č́ısla a ≤ b, potom určitá
suma posloupnosti x(n) na diskrétńım intervalu 〈a, b〉 = {a, a+ 1, · · · , b} ⊆ N je
b∑
n=a
x(n) = x(a) + x(a+ 1) + · · ·+ x(b− 1) + x(b).
Vztah mezi neurčitou a určitou sumou popisuje následuj́ıćı věta.
Věta 2.16. Pokud je posloupnost X(n) je neurčitou sumou posloupnosti x(n), a, b ∈ N
a a ≤ b, potom plat́ı
b−1∑
n=a
x(n) = [X(n)]ba = X(b)−X(a).
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Všimněme si analogie s Newtonovým-Leibnitzovým vzorcem z integrálńıho počtu:∫ b
a
f(x)dx = [F (x)]ba = F (b)− F (a).
Samozřejmě můžeme poč́ıtat antidiference pro diference vyšš́ıch řád̊u. Proto zavedeme
pojem k-té antidiference.
Definice 2.17. Pokud n, k ∈ N a f(n) je posloupnost, položme
(0)∑









Podle poznámky 2.11 v́ıme, že antidiference posloupnosti neńı určená jednoznačně
a že těchto posloupnosti je nekonečně mnoho. Ukážeme tedy, že je nekonečně mnoho
posloupnost́ı, které jsou k-tou diferenćı x(n).
Věta 2.18. Pokud x(n) je posloupnost, n, k ∈ N, potom plat́ı
∆kx(n) = 0⇔ x(n) = ck−1nk−1 + ck−2nk−2 + · · ·+ c0,
kde ci ∈ R jsou libovolné konstanty.
V následuj́ıćı větě ukážeme, jak se lǐśı posloupnosti, jejichž k-té diference se rovnaj́ı.
Věta 2.19. Pokud x(n), y(n) jsou posloupnosti, n, k ∈ N a a ≤ b, potom plat́ı
∆kx(n) = ∆ky(n)⇔ x(n) = y(n) + ck−1nk−1 + ck−2nk−2 + · · ·+ c0,
kde ci ∈ R jsou libovolné konstanty.
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3 Teorie diferenčńıch rovnic
V této kapitole uvedeme r̊uzné druhy diferenčńıch rovnic. Ukážeme některé zp̊usoby řešeńı
takových rovnic a pomoćı těchto metod vyřeš́ıme př́ıklady z kapitoly 1.
Definice 3.1. Necht’ f : N×Rk+1 → R je funkce k+2 proměnných, potom rovnice tvaru
f(n, y,∆y, · · · ,∆ky) = 0 (3.1)
je diferenčńı rovnićı k. řadu definovanou v N. Každá posloupnost y = ϕ(n), která pro
všechna n ∈ N splňuje rovnici (3.1), je partikulárńım řešeńım této rovnice. Obecným
řešeńım je potom vzorec zahrnuj́ıćı všechna partikulárńı řešeńı.
Poznámka 3.2. Zvláštńım př́ıpadem tohoto druhu rovnic je rovnice tvaru:
∆ky = x(n). (3.2)
Obecné řešeńı této rovnice je polynom stupně k − 1 ve tvaru:
y = ϕ(n) + ck−1n
k−1 + ck−2n
k−2 + · · ·+ c1n+ c0,
kde ϕ(n) je partikulárńı řešeńı rovnice (3.2) a ck−1, ck−2, · · · , c0 jsou libovolné konstanty.
S diferenčńımi rovnicemi ve tvaru (3.1) dále př́ılǐs pracovat nebudeme. Uvedeme jiný
tvar diferenčńıch rovnic:
Definice 3.3. Necht’ g : N×Rk+1 → R je funkce k+2 proměnných, potom rovnice tvaru
g(n, y(n), y(n+ 1), · · · , y(n+ k)) = 0, (3.3)
je diferenčńı rovnićı definovanou v N. Každá posloupnost y = ϕ(n), která pro všechna
n ∈ N splňuje rovnici (3.3), je partikulárńım řešeńım této rovnice. Obecným řešeńım
je potom vzorec zahrnuj́ıćı všechna partikulárńı řešeńı. Počátečńı podmı́nky diferenčńı
rovnice k-tého řádu, kde n0 ∈ Z definujeme takto:
y(n0) = y0, y(n0 + 1) = y1, · · · , y(n0 + k − 1) = yk−1. (3.4)
Poznámka 3.4. Každou diferenčńı rovnici tvaru (3.1) lze převést na rovnici tvaru (3.3)
a naopak.
Definice 3.5. Lineárńı diferenčńı rovnice k-tého řadu je rovnice tvaru
a0(n)y(n) + a1(n)y(n+ 1) + · · ·+ ak(n)y(n+ k) = u(n), (3.5)
kde u(n), a0(n), · · · , ak(n) jsou libovolné posloupnosti definované v N, přičemž ak(n) a
a0(n) jsou nenulové pro každé n ∈ N.
Pokud posloupnosti a0(n), · · · , ak(n) jsou konstantńı, pak hovoř́ıme o diferenčńı rov-
nici s konstantńımi koeficienty. Pokud pro všechna n ∈ N u(n) = 0, pak je rovnice
homogenńı.
Věta 3.6. Necht’ dáno k hodnot y(n0), y(n0 + 1), · · · , y(n0 + k− 1) v k po sobě jdoućıch
bodech n0, n0 +1, · · · , n0 +k−1 z definičńıho oboru N, potom existuje právě jedno řešeńı
lineárńı diferenčńı rovnice (3.5) v {n0, n0 + 1, · · · , n0 + k − 1}, které splňuje počátečńı
podmı́nky (3.4).
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Věta 3.7. Rovnice a0(n)y(n) + a1(n)y(n+ 1) + · · ·+ ak(n)y(n+ k) = 0 má pro všechna
n ∈ N vždy triviálńı řešeńı y(n) = 0.
Věta 3.8. Necht’ ϕ1(n), ϕ2(n), · · · , ϕk(n) jsou partikulárńı řešeńı homogenńı diferenčńı
rovnice
a0(n)y(n) + a1(n)y(n+ 1) + · · ·+ ak(n)y(n+ k) = 0, (3.6)
kde ak(n) 6= 0, a0(n) 6= 0 a c1, c2, · · · , ck jsou libovolné koeficienty, pak funkce tvaru
y(n) = c1ϕ1(n) + c2ϕ2(n) + · · ·+ ckϕk(n) je řešeńım této rovnice.
Definice 3.9. Posloupnosti ϕ1(n), ϕ2(n), · · · , ϕk(n) jsou lineárně závislé v N, pokud exis-
tuje alespoň jedna nenulová konstanta ci taková, že pro všechna n ∈ N je splněná rovnice
c1ϕ1(n) + c2ϕ2(n) + · · ·+ ckϕk(n) = 0.
V opačném př́ıpadě jsou tyto posloupnosti nezávislé.
Definice 3.10. Pokud jsou posloupnosti ϕ1(n), ϕ2(n), · · · , ϕk(n), které jsou partikulárńımi
řešeńımi diferenčńı rovnice (3.6), lineárně nezávislé v N, potom tvoř́ı fundamentálńı
systém řešeńı.
Věta 3.11. Řešeńı ϕ1(n), ϕ2(n), · · · , ϕk(n) jsou lineárně nezávislé právě když existuje
n0 ∈ N takové, že
detW (n0) = det

ϕ1(n0) ϕ2(n0) · · · ϕk(n0)




ϕ1(n0 + k − 1) ϕ2(n0 + k − 1) · · · ϕk(n0 + k − 1)
 6= 0.
Tato matice se nazývá Casoratiho matice, která je analogíı Wronského matice u dife-
renciálńıch rovnic. Podobně jako determinantu Wronského matice ř́ıkáme Wronskián, tak
determinantu Casoratiho matice ř́ıkáme Casoratián.
Poznámka 3.12. Pokud existuje alespoň jedno n0 takové, že detW (n0) 6= 0 (Casoratián
je nenulový), pak řešeńı ϕ1(n), ϕ2(n), · · · , ϕk(n) jsou lineárně nezávislá.
Věta 3.13. Pokud posloupnosti ϕ1(n), ϕ2(n), · · · , ϕk(n) tvoř́ı fundamentálńı systém řešeńı
rovnice (3.6) v N, potom je obecné řešeńı této rovnice ve tvaru
y(n) = c1ϕ1(n) + c2ϕ2(n) + · · ·+ ckϕk(n),
kde c1, c2, · · · , ck jsou libovolné konstanty.
Věta 3.14. Pokud ψ1(n) je řešeńım rovnice
∑k
j=0 aj(n)y(n + j) = u(n) a ψ2(n) je
řešeńım rovnice
∑k
j=0 aj(n)y(n + j) = v(n), potom αψ1(n) + βψ2(n) je řešeńım rovnice∑k
j=0 aj(n)y(n+ j) = αu(n) + βv(n), kde α, β ∈ R.
Poznámka 3.15. Pokud ψ1(n) a ψ2(n) jsou libovolná řešeńı nehomogenńı rovnice (3.3),
pak jejich rozd́ıl ψ1(n)− ψ2(n) je řešeńım homogenńı rovnice (3.6).
Poznámka 3.16. Pokud Y (n) =
∑k
j=1 cjϕj(n) je obecné řešeńı homogenńı rovnice (3.6)
a Z(n) = ψ(n) je partikulárńı řešeńı rovnice (3.3), potom obecné řešeńı rovnice (3.3) je
tvaru
y(n) = Y (n) + Z(n) =
k∑
j=1
cjϕj(n) + ψ(n). (3.7)
20
Konstanty c1, c2, · · · , ck lze jednoznačně určit dosazeńım počátečńıch podmı́nek do
tvaru (3.7).
Dále se budeme zabývat homogenńımi diferenčńımi rovnicemi s konstantńımi koefici-
enty. V tomto př́ıpadě hledáme netriviálńı řešeńı rovnice k-tého řadu tvaru:
a0y(n) + a1y(n+ 1) + · · ·+ aky(n+ k) = 0, (3.8)
kde ai jsou reálné konstanty a ak(n) 6= 0, a0(n) 6= 0. K obecnému řešeńı diferenčńı rovnice
nás povedou kořeny př́ıslušné charakteristické rovnice.
Definice 3.17. Charakteristickou rovnićı diferenčńı rovnice (3.8) je algebraická rovnice
tvaru:
a0 + a1λ+ · · ·+ akλk = 0, (3.9)
Věta 3.18. Pokud λ 6= 0, potom posloupnost y(n) = λn je řešeńım rovnice (3.8) právě
tehdy, když λ je řešeńım rovnice (3.9).
Věta 3.19. Posloupnosti λn1 , λ
n
2 , · · · , λnk pro λi 6= λj, kde i 6= j, λi 6= 0 pro i = 1, 2, · · · , k
jsou lineárně nezávislé v N.
Rovnice (3.9) má nejvýše k r̊uzných nenulových kořen̊u λi a podle vět 3.18 a 3.19 známe
př́ıslušný počet lineárně nezávislých partikulárńıch řešeńı rovnice (3.8). Daľśım naš́ım
úkolem je nalézt fundamentálńı systém řešeńı v závislosti na tvaru kořenu charakteristické
rovnice (3.9).
Věta 3.20. Pokud λn1 , λ
n
2 , · · · , λnk , λi ∈ R, λi 6= λj, kde i 6= j, λi 6= 0 pro i = 1, 2, · · · , k





2 + · · ·+ ckλnk ,
kde c1, c2, · · · , ck jsou libovolné koeficienty.
Ukážeme řešeńı př́ıkladu 1.1 z kapitoly 1.
Necht’ x(t) je částka, kterou má pan Novák na účtu po t měśıćıch a x(0) = 5000.
Pokud ročńı úrok je 6 %, potom měśıčńı je 0.5 %. Nyńı můžeme sestavit rovnici ve tvaru
x(t+ 1) = x(t) + 0.005x(t) = (1.005)x(t),
pro t = 0, 1, 2, · · · . Sestav́ıme charakteristickou rovnici:
λ− 1.005 = 0.
Kořen této rovnice je λ = 1.005, podle věty (3.20) je řešeńı ve tvaru
y(t) = c1 · (1.005)t.
Počátečńı podmı́nka je v našem př́ıpadě y(0) = 5000. Nyńı snadno najdeme koeficient
c1 = 5000, a obdrž́ıme řešeńı počátečńı úlohy
y(t) = 5000 · (1.005)t.
Dále uvedeme věty pro jiné tvary kořen̊u charakteristické rovnice, ale než se dostaneme
k daľśımu př́ıpadu připomeňme si některé d̊uležité pojmy o komplexńıch č́ıslech. Každé
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komplexńı č́ıslo α + iβ 6= 0 lze vyjádřit pomoćı jeho absolutńı hodnoty a argumentu v
goniometrickém tvaru:
r(cosω + i sinω) = α + iβ, kde r ∈ R− {0}.
Moivreova věta ř́ıká:
[r(cosω + i sinω)]n = rn(cosωn+ i sinωn).
Věta 3.21. Pokud má rovnice (3.9) imaginárńı kořeny λ1,2 = r(cosω ± i sinω),
kde r 6= 0, ω 6= kπ, k ∈ N, pak má rovnice (3.8) lineárně nezávislá partikulárńı řešeńı:
ϕ1 = r
n cosωn, a ϕ2 = r
n sinωn.
Poznámka 3.22. Pokud rovnice (3.8) má komplexńı řešeńı y(n) = u(n) + iv(n), potom
jsou také posloupnosti u(n), v(n) řešeńımi této rovnice.
Může nastat př́ıpad, kdy máme v́ıcenásobné kořeny λi 6= 0.
Věta 3.23. Pokud má charakteristická rovnice př́ıslušné diferenčńı rovnice k-tého řadu




1 , ϕ2(n) = nλ
n
1 , · · · ϕs(n) = ns−1λn1 ,




kde Ps−1(n) je libovolný polynom stupně s− 1.
Poznámka 3.24. Pokud charakteristická rovnice má s-násobný imaginárńı kořen tvaru
λ1 = r(cosω + i sinω), potom lineárně nezávislá partikulárńı řešeńı jsou posloupnosti:
ϕ1j = n
j−1rn cosωn a ϕ2j = n
j−1rn sinωn,
pro j = 1, 2, · · · , s.
Dosud jsme se zabývali homogenńımi rovnicemi, dále ukážeme některé metody řešeńı
nehomogenńıch diferenčńıch rovnic, tj. rovnic s pravou stranou:
a0y(n) + a1y(n+ 1) + · · ·+ aky(n+ k) = u(n), (3.10)
kde a0 6= 0 a ak 6= 0 jsou reálné konstanty. Obecné řešeńı teto rovnice je dáno součtem
obecného řešeńı př́ıslušné homogenńı rovnice a libovolného partikulárńıho řešeńı rovnice
nehomogenńı. Jelikož už jsme schopńı nalézt řešeńı homogenńı rovnice, ted’ se soustřed́ıme
na hledáńı partikulárńıho řešeńı nehomogenńı rovnice. Tady uvedeme dvě metody na
nalezeńı tohoto řešeńı. Prvńı z nich je metoda neurčitých koeficient̊u.
Tuto metodu lze použ́ıt pouze pro speciálńı tvary pravé strany u(n), a to pro posloup-
nosti
konst, qn, sin(bn), cos(bn), nk
a posloupnosti utvořené součtem nebo součinem z nich. Pro diference 1., 2., · · · , k-tého
řadu lineárńı kombinace těchto posloupnost́ı jsou posloupnosti téhož typu, nav́ıc to plat́ı
i obraceně.
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Věta 3.25. Necht’ je dána rovnice s konstantńımi koeficienty:
a0y(n) + a1y(n+ 1) + · · ·+ aky(n+ k) = Pm(n)qn cosαn (3.11)
kde Pm(n) je polynom stupně m > 0.
• Pokud má charakteristická rovnice kořeny λj 6= q(cosα + i sinα), potom parti-
kulárńım řešeńım diferenčńı rovnice (3.11) je posloupnost tvaru:
Z(n) = [Qm(n) sinαn+Rm(n) sinαn]q
n,
kde Qm(n) a Pm(n) jsou jisté polynomy stupně m.
• Pokud má charakteristická rovnice kořen λj = q(cosα + i sinα), a to s-násobný,
s ≥ 0, potom partikulárńım řešeńım diferenčńı rovnice (3.11) je posloupnost tvaru:
Z(n) = ns[Qm(n) sinαn+Rm(n) sinαn]q
n,
kde Qm(n) a Pm(n) jsou jisté polynomy stupně m.
Analogické tvrzeńı plat́ı i pro rovnici s funkćı sinαn na pravé straně.
Při hledáńı partikulárńıho řešeńı nehomogenńı rovnice postupujeme tak, že do dané di-
ferenčńı rovnice dosad́ıme odhadnutý tvar Z(n) s neurčitými koeficienty, které pak źıskáme
porovnáńım s koeficienty pravé strany u(n).
V kapitole 1 jsme uvedli př́ıklad 1.2, který se řeš́ı použit́ım výše popsané metody.
Tento př́ıklad dořeš́ıme.
Sestavili jsme diferenčńı rovnici
y(t+ 2)− (1− a)y(t) = q
2
(2− a− a(−1)t)
s počátečńımi podmı́nkami y(0) = I a y(1) = I + q.
Kořeny charakteristické rovnice př́ıslušné homogenńı rovnice jsou λ = ±
√
1− a. Po-






Dále partikulárńı řešeńı nehomogenńı rovnice hledáme ve tvaru
yp(t) = A+B(−1)t.






a B = − q
2
, potom obecné řešeńı diferenčńı rovnice
je tvaru












Dosazeńım počátečńıch podmı́nek y(0) = I a y(1) = I + q dopoč́ıtáme koeficienty C a D





















kde t = 0, 1, 2, · · · . Všimněme si toho, že pro velké hodnoty t, y(t) osciluje mezi hodnotami
q
a
− q a q
a
. Tento př́ıklad byl ukázkou použit́ı metody neurčitých koeficient̊u.
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Poznámka 3.26. Metodu neurčitých koeficient̊u lze použ́ıt i pro př́ıpad, že pravá strana
je součtem u1+u2, kde ui jsou speciálńıho tvaru. Dı́ky principu superpozice je partikulárńı
řešeńı tvaru Z1 + Z2.
Druhá metoda se nazývá metodou variace konstant a je obecná, takže nevyžaduje





je obecné řešeńı př́ıslušné homogenńı rovnice tvaru
a0y(n) + a1y(n+ 1) + · · ·+ aky(n+ k) = 0. (3.13)
Tato metoda je založená na nahrazeńı konstant cj posloupnostmi cj(n). K určeńı k
neznámých posloupnost́ı cj(n) potřebujeme k rovnic. Jednu máme, daľśı si vhodně zvoĺıme
při tvořeńı hodnot Z(n + 1), · · · , Z(n + k). Tento proces je dost dlouhý, proto uvedeme
pouze soustavu těchto lineárńıch rovnic:
k∑
j=1
ϕj(n+ 1)∆cj(n) = 0,
k∑
j=1





ϕj(n+ k)∆cj(n) = u(n).
Věta 3.27. Necht’ ϕ1(n), ϕ2(n), · · · , ϕk(n) tvoř́ı fundamentálńı systém řešeńı rovnice
(3.13). Pokud c1(n), c2(n), · · · , ck(n) jsou řešeńım lineárńı soustavy k rovnic pro k nezná-





je partikulárńım řešeńım rovnice (3.10).
Partikulárńı řešeńı nalezené r̊uznými metodami nemuśı být stejné, protože partikulárńı
řešeńı neńı určeno jednoznačně.
Výše jsme se věnovali skalárńım rovnićım. Matematické modely ale mnohdy obsahuj́ı
v́ıce závislých proměnných a několik rovnic. Uvažujeme systém rovnic ve tvaru
x1(n+ 1) = a11(n)x1(n) + · · ·+ a1k(n)xk(n) + u1(n) (3.15)
x2(n+ 1) = a21(n)x1(n) + · · ·+ a2k(n)xk(n) + u2(n)
...
xk(n+ 1) = ak1(n)x1(n) + · · ·+ akk(n)xk(n) + uk(n),
kde n ∈ N a aii jsou libovolné posloupnosti definované v N.
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Věta 3.28. Tento systém zaṕı̌seme ve zjednodušeném tvaru





 , A(n) =
a11(n) · · · a1k(n)... . . . ...
ak1(n) · · · akk(n)




Spolu se systémem uvažujeme rovnici k-tého řádu
a0(n)y(n) + a1(n)y(n+ 1) + · · ·+ ak(n)y(n+ k) = u(n). (3.17)
Věta 3.29. Necht’ y(n) je řešeńım rovnice (3.17). Definujme
xi(n) = y(n+ i− 1),
kde 1 ≤ i ≤ k, n ∈ N. Potom vektorová funkce x(n) řeš́ı systém (3.16), kde
A(n) =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . . . . .
...







· · · −ak−1(n)
ak(n)







Věta 3.30. Pokud x(n) je řešeńım systému (3.16) s A(n) a u(n) nadefinovanými v (3.18),
potom y(n) = x1(n) je řešeńım rovnice (3.17).
Poznámka 3.31. Pokud máme definovanou počátečńı podmı́nku x(n0) = x0 pro n0 ∈ Z,
potom řešeńı systému (3.16) se daj́ı nalézt iteraćı pro x(n0 + 1), x(n0 + 2), · · · .
Věta 3.32. Nehomogenńı systém diferenčńıch rovnic
x(n+ 1) = Ax(n) + u(n),
(A je konstantńı matice) s počátečńı podmı́nkou x(0) = x0 má řešeńı ve tvaru






Řešeńı počátečńıho problému soustavy rovnic n neznámých může být zapsáno jako po-
sloupnost bod̊u {(x1(n), · · · , xk(n))}∞n=0 v Rk. V mnoha aplikaćıch diferenčńıch rovnic je
d̊uležité a užitečné znát polohu těchto bod̊u pro velká n a chováńı funkce na r̊uzných
intervalech. V populačńıch modelech představuje nulový bod rovnováhy (také stacionárńı
bod) vyhynut́ı populace a pozitivńı bod rovnováhy představuje přežit́ı populace. Nulový
stacionárńı bod často neńı požadovaným stavem, ale pokud jde o pod́ıl populace, která
je infikována, je takový bod rovnováhy žádoućım. Řešeńım takových problémů se zabývá
teorie stability, o které budeme mluvit v této kapitole a následně ji použijeme při řešeńı
modelu v kapitole 5.
Nejdř́ıve uvedeme některé základńı pojmy. Uvažujme systém diferenčńıch rovnic ve
tvaru:
x(n+ 1) = f(n, x(n)), x(n0) = x0, (4.1)
kde x(n) ∈ Rk, f : Z+ ×Rk → Rk a f(n, x) je spojitá funkce v x.
Definice 4.1. Systém (4.1) se nazývá
autonomńı pokud funkce f nezálež́ı na n: x(n+ 1) ≡ f(x(n)).
periodický pokud pro všechna n ∈ Z, f(n+N, x) = f(n, x) pro některá celá N > 0.
Definice 4.2. Bod x∗ v Rk se nazývá bodem rovnováhy (nebo také stacionárńım bodem)
diferenčńı rovnice, pokud f(n, x∗) = x∗ pro všechna n ≥ n0.
Poznámka 4.3. Vyšetřováńı stability bodu rovnováhy lze převést na vyšetřováńı stability
nulového bodu. Skutečně, necht’ y(n) = x(n)− x∗, potom z (4.1) dostáváme
y(n+ 1) = f(n, y(n) + x∗)− x∗.
Všimněme si, že pokud x∗ = x, pak y = 0. Tato transformace usnadńı výpočty a použ́ıvá
se, když je bod x∗ zadán explicitně. Jinou možnosti je vyšetřováńı stability př́ımo v bodě
x∗, které je vhodné v př́ıpadě, že je bod x∗ zadán implicitně.
Dále uvedeme některé d̊uležité pojmy teorie stability pro bod rovnováhy x∗ a nadefi-
nujeme r̊uzné druhy bod̊u rovnováhy.
Definice 4.4. Bod rovnováhy x∗ je
stabilńı, pokud pro každé ε > 0, n0 > 0 existuje δ = δ(ε, n0) takové, že ‖x0−x∗‖ < δ,
potom ‖x(n0)− x∗‖ < ε pro všechna n ≥ n0.
atraktivńı, pokud existuje µ = µ(n0) takové, jestliže ‖x0 − x∗‖ < µ, potom
limn→∞ x(n0) = x
∗.
asymptoticky stabilńı, pokud je stabilńı a atraktivńı.
Matematické modely jsou často definované pomoćı systému nelineárńıch diferenčńıch
rovnic (4.1). Jednou z možnosti, jak lze tyto modely zkoumat, je linearizace, kterou nyńı
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poṕı̌seme. Nejprve předvedeme př́ıklad linearizace a vyšetřováńı bodu rovnováhy auto-
nomńıho systému dvou diferenčńıch rovnic prvńıho řádu. Uvažujme systém diferenčńıch
rovnic s bodem rovnováhy (x∗1, x
∗
2)
x1(n+ 1) = f1(x1(n), x2(n)), (4.2)
x2(n+ 1) = f2(x1(n), x2(n)).
Než se dostaneme k podmı́nce stability, linearizujme tento systém v okoĺı bodu rovnováhy.
Předpokládejme, že f1 a f2 maj́ı spojité druhé parciálńı derivace na otevřeném intervalu,
který obsahuje (x∗1, x
∗



















































































Nahrad́ıme u = x1 − x∗1 a v = x2 − x∗2, potom aproximujeme















Obdobným zp̊usobem provedeme Taylor̊uv rozklad a aproximaci pro f2:















Nyńı přejdeme od zvláštńıho př́ıpadu systému o dvou rovnićıch k vyšetřováńı stability
řešeńı systému k-tého řádu. Stabilita řešeńı systému diferenčńıch rovnic (4.2) a také
systémů vyšš́ıch řád̊u
x(n+ 1) = f(x(n)) (4.3)
záviśı na chováńı řešeńı linearizovaného systému. Předpokládejme, že systém (4.3) má
bod rovnováhy x∗. Pokud nadefinujeme y(n) = x(n)− x∗, vede linearizace systému (4.3)
v okoĺı bodu x∗ na systém
y(n+ 1) = Jy(n), (4.4)
kde J - je Jacobiho matice v bodě x∗. Vlastńı č́ısla Jacobiho matice J určuj́ı stabi-
litu nelineárńıho systému. Všimněme si, že na posouzeńı stability řešeńı systému (4.2)
potřebujeme pouze vlastńı č́ısla matice J . Vlastńı č́ısla Jacobiho matice jsou kořeny cha-
rakteristické rovnice
det(J − λI) = 0,
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kde I je jednotková matice. Vlastńı č́ısla jsou tedy řešeńım charakteristické rovnice k-tého
řádu
p(λ) = λk + p1λ
k−1 + · · ·+ pk = 0. (4.5)
Podmı́nku stability lze definovat pomoćı pojmu spektrálńı poloměr.
Poznámka 4.5. Spektrálńı poloměr ρ matice J je definován
ρ(J) = max{|λi|},
kde λi jsou vlastńı č́ısla matice J .
Věta 4.6. Řešeńı systému (4.4) je asymptoticky stabilńı, právě když spektrálńı poloměr
matice ρ(J) < 1. Řešeńı systému (4.4) je nestabilńı, pokud ρ(J) > 1.
Z věty 4.6 je vidět, že aby řešeńı systému (4.4), a tedy i řešeńı systému (4.3) bylo
asymptoticky stabilńı, stač́ı aby platilo |λi| < 1.
Jedńım z nástroj̊u, který budeme použ́ıvat při popsáńı modelu je Schurovo-Cohnovo
kritérium, které určuje podmı́nky pro kořeny charakteristické rovnice, aby ležely uvnitř
jednotkové kružnice. Toto kritérium je užitečné při posouzeńı stability lineárńıch dife-
renčńıch rovnic, systémů lineárńıch rovnic, a tedy i nelineárńıch systému a plyne z výše
uvedených výsledk̊u.
Definice 4.7. (Schurovo–Cohnovo kritérium) Kořeny charakteristické rovnice (4.5)
lež́ı uvnitř jednotkové kružnice, právě když:
(i) p(1) > 0;
(ii) (−1)kp(−1) > 0;
(iii) matice (k − 1)× (k − 1)
B±k−1 =

1 0 · · · 0





pk−2 pk−3 · · · p1 1
±

0 0 · · · 0 pk





pk pk−1 · · · p3 p2

jsou pozitivně definitńı, k ∈ N. .
Pokud alespoň jedna z těchto podmı́nek neńı splněná, potom existuje vlastńı č́ıslo
|λi| ≥ 1. Nejprve rozeṕı̌seme výše uvedené podmı́nky pro homogenńı diferenčńı rovnici
druhého řádu. Př́ıslušná charakteristická rovnice je tvaru:
p(λ) = λ2 + p1λ+ p2 = 0.
Použit́ım Schurova–Cohnova kritéria obdrž́ıme podmı́nky pro posouzeńı stability:
p(1) = 1 + p1 + p2 > 0 (−1)2p(−1) = 1− p1 + p2 > 0.
Uvedeme všechny podmı́nky, kdy nulové řešeńı rovnice je asymptoticky stabilńı:
1 + p1 + p2 > 0, 1− p1 + p2 > 0, p2 < 1.
Z třet́ı podmı́nky dostaneme, že p2 < 1. Z těchto podmı́nek plyne následuj́ıćı věta.
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Věta 4.8. Řešeńı diferenčńı rovnice druhého řádu je asymptoticky stabilńı právě když
pro koeficienty charakteristické rovnice plat́ı nerovnost
|p1| < 1 + p2 < 2,
Pro naše potřeby je nutno uvést takové podmı́nky i pro rovnice třet́ıho řádu. Vycháźıme
ze stejných podmı́nek jako u př́ıpadu rovnice druhého řadu a z prvńıch dvou podmı́nek
dostáváme:
1 + p1 + p2 + p3 > 0, 1− p1 + p2 − p3 > 0.
Z třet́ı podmı́nky obdrž́ıme, že 1− p2 + p1p3 − p23 > 0 a 1 + p2 − p1p3 − p23 > 0.
Věta 4.9. Řešeńı diferenčńı rovnice třet́ıho řádu je asymptoticky stabilńı, právě když pro
koeficienty př́ıslušné charakteristické rovnice plat́ı nerovnosti
|p1 + p3| < 1 + p2, |p2 − p1p3| < 1− p23.
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5 Nicholson̊uv-Baileyho model
Matematičt́ı biologové A. J. Nicholson a V. A. Bailey navrhli sv̊uj vlastńı populačńı model
hostitel-parazit a v této kapitole tento matematický model rozebereme. Než se dostaneme
k samotnému vypracovańı, uvedeme předpoklady:
1. Hostitelé jsou rozmı́stěni náhodně s hustotou H(n) na jednotku plochy v generaci
n;
2. paraziti jsou rozmı́stěni náhodně a nezávisle, přitom každý z nich má vlastńı tzv.
oblast objeveńı a a snese vaj́ıčko u každého hostitele, kterého najde;
3. každý hostitel s parazitem zvětšuje populaci parazit̊u v generaci (n+ 1);
4. každý hostitel bez parazit̊u zvětšuje populaci hostitel̊u v generaci (n+ 1);
5. pouze prvńı napadeńı hostitele parazity je významné.
Dále uvedeme označeńı, která budeme použ́ıvat pro popsáńı systému:
H(n) - hustota rozmı́stěńı hostitel̊u v generaci n;
P (n) - hustota rozmı́stěńı parazit̊u v generaci n;
f(H(n), P (n)) - pod́ıl hostitel̊u, co nebyli napadeni parazity;
λ - koeficient rozmnožováńı hostitel̊u;
c - středńı hodnota počtu vaj́ıček snesených jedńım parazitem do hńızda jednoho
hostitele;
aH(n) - počet hostitel̊u co byli napadeni parazity;
He = aH(n)P (n) - celkový počet napadeńı parazity.
5.1 Základńı model
Celý životńı cyklus hostitele a parazita lze popsat soustavou diferenčńıch rovnic, které
vyjadřuj́ı počet hostitel̊u a parazit̊u v generaci n+ 1:
H(n+ 1) = λH(n)f(H(n), P (n)),
P (n+ 1) = cH(n)[1− f(H(n), P (n))].
Tento systém rovnic je obecným zápisem pro všechny populačńı modely hostitel-parazit.
Dále nadefinujeme f(H(n), P (n)). Pokud µ je středńı hodnota výskytu náhodného jevu v
určitém časovém intervalu, potom podle Poissonova rozděleńı pravděpodobnost výskytu





kde µ = He
H(n)
, které vyjadřuje středńı počet napadeńı na jednoho hostitele za jednotku
času. Z rovnice He = aH(n)P (n) plyne, že µ = aP (n).
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Poznámka 5.1. Náhodná veličina s Poissonovým rozděleńım Po(λ) , kde λ je reálné č́ıslo,




e−λ, x = 0, 1, ...
Poissonovo rozděleńı se obvykle použ́ıvá pro vyjádřeńı pravděpodobnosti počtu nastoupeńı
sledovaného jevu v určitém časovém intervalu s malou pravděpodobnost́ı výskytu.
Pokud je pravděpodobnost uniknout napadeńı parazitem stejná jako pravděpodobnost,
že hostitel parazita během života nepotká, potom f(H(n), P (n)) = p(0) = e−µ = e−aP (n).
Paraziti jsou rozmı́stěni náhodně a nezávisle a hustota jejich rozmı́stěńı je konstantńı (to
je vyjádřeno koeficientem a). To nás vede na rovnice tvaru:
H(n+ 1) = λH(n)e−aP (n), (5.1)
P (n+ 1) = cH(n)(1− e−aP (n)).
Naš́ım ćılem je naj́ıt všechny body rovnováhy a posoudit jejich stabilitu. Budeme je hledat
ve tvaru:
H∗ = f(H∗, P ∗),
P ∗ = f(H∗, P ∗).














Abychom mohli posoudit stabilitu bod̊u rovnováhy, muśıme provést linearizaci. Lineari-
zujeme soustavu diferenčńıch rovnic (5.1) tak, že
x(n+ 1) = Ax(n),
kde A = (f(H,P ), g(H,P )) je Jacobiho matice. Sestroj́ıme Jacobiho matici:(
λe−aP
∗ −aλH∗e−aP ∗
c(1− e−aP ∗) acH∗e−aP ∗
)
.
Pro zkoumáńı stability vypoč́ıtáme determinant Jacobiho matice a pak jej polož́ıme roven
nule. Charakteristická rovnice:
r2 − e−aP ∗(λ+ acH∗)r − λacH∗e−aP ∗ = 0.
Použijeme podmı́nku stability z věty 4.8 |p1| < 1 + p2 < 2. Pravá strana nerovnosti plat́ı
pro všechna λ, ale levou stranu muśıme upravit. Rozepǐsme ji:
e−aP
∗





acH∗ < 1− λacH∗e−aP ∗
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Z této nerovnosti plyne, že pro všechny hodnoty λ tato nerovnost nebude platná. To
znamená, že podmı́nka stability neńı splněná a bod rovnováhy (H∗, P ∗) je nestabilńı.
Proto je potřeba tento model vhodně upravit, nebot’ se v tomto tvaru nehod́ı pro aplikaci.
5.2 Realističtěǰśı model
Vzhledem k závěr̊um z předchoźı sekce je nutno tento model upravit na realističtěǰśı.







(v anglické literatuře density-dependent factor), který zahrnuje podmı́nku, že populace
hostitel̊u za nepř́ıtomnosti parazit̊u roste do určité hodnoty hustoty. Č́ıslo K vyjadřuje
nosnou kapacitu prostřed́ı. Nyńı sestav́ıme soustavu diferenčńıch rovnic v novém tvaru:









, r > 0, (5.2)
P (n+ 1) = cH(n)(1− exp(−aP (n))). (5.3)
Všimněme si toho, že pokud P (n) = 0, potom populace hostitel̊u H(n) roste do hodnoty
K. V př́ıpadě, že H(n) > K bude populace H(n) klesat. Pokud populace hostitel̊u neroste
př́ılǐs rychle (tzn. r neńı velké), potom existuje asymptoticky stabilńı bod rovnováhy.

















P (n+ 1) = H̃(n)(1− exp(−aP (n)),
kde K̃ = cK.
Stejně jako v předchoźım př́ıpadě potřebujeme naj́ıt všechny body rovnováhy a po-
soudit jejich stabilitu. Uprav́ıme rovnici (5.2):

















− aP ∗. (5.5)































Jedńım z bod̊u rovnováhy je (H∗1 , P
∗
1 ) = (K, 0). Vykresĺıme graf obou stran rovnice (5.6),
ze kterého je vidět, že existuje daľśı bod rovnováhy, proto dále pro 0 < H∗2 < K budeme
uvažovat, že druhý bod rovnováhy je (H∗2 , P
∗
2 ).
Abychom mohli analyzovat stabilitu bod̊u rovnováhy, vyjádř́ıme H(n) a P (n). Použ́ı-
váme k tomu teoretické znalosti z kapitoly 4. Lze ř́ıct, že vyšetřováńı stability bodu
rovnováhy převád́ıme na úlohu vyšetřováńı stability v nulovém bodě:
H(n) = x(n) +H∗2 ,
P (n) = y(n) + P ∗2 .
Nyńı dosad́ıme H(n) a P (n) do soustavy diferenčńıch rovnic (5.2), (5.3) a dostaneme
novou soustavu:









− a(y(n) + P ∗2 )
]
;
y(n+ 1) = −P ∗2 + (x(n) +H∗2 )(1− exp(−a(y(n) + P ∗2 ))).
Stejně jako v předchoźım př́ıpadě provedeme linearizaci v okoĺı bodu (0, 0) pomoćı nástroj̊u







pro zjednodušeńı výpočt̊u. Koeficient q je poměr ustálené hustoty s a bez př́ıtomnosti





1− exp(−r(1− q)) ϕ− r(1− q)
)
33
Charakteristická rovnice |A− λE| = 0 má potom tvar:
λ2 − (1− r + ϕ)λ+ ϕ(1− rq) + r2q(1− q) = 0.
Posoud́ıme stabilitu podle kritéria, které jsme uvedli výše v větě 4.9:
|1− r + ϕ| < 1 + (1− rq)ϕ+ r2q(1− q) < 2.
Rozlož́ıme tuto nerovnost na dvě jednodušš́ı nerovnosti:
(1− rq)ϕ+ r2q(1− q) < 1
1 + (1− rq)ϕ+ r2q(1− q) > |1− r + ϕ|
Vykresĺıme graf, který znázorňuje závislost q na r , kde oblast mezi křivkami je oblast, ve
které bod rovnováhy je asymptoticky stabilńı. Pro každou hodnotu r existuje řada hodnot
q pro které je řešeńı stabilńı. Je vidět, že s rostoućı hodnotou r se oblast, kde je řešeńı
stabilńı, zmenšuje. Můžeme ř́ıct, že č́ım je větš́ı vliv parazit̊u na jejich hostitele, t́ım je
nižš́ı rychlost r̊ustu hodnoty r, která vyvolává chaotické chováńı.
I tento model lze zlepšit, vezmeme-li v úvahu vlastnosti prostřed́ı, ve kterém se popu-
lace nacháźı.
5.3 Komplikovaněǰśı model
Rozš́ı̌ŕıme předchoźı model pro př́ıpad moučných brouk̊u. K popisu uvedeme stručné in-
formace o životńım cyklu brouk̊u. Životńı cyklus se skládá z etapy larvy a etapy kukly.
Každá z fáźı trvá přibližně dva týdny a po nich následuje fáze dospělého brouka. Taky se
v r̊uzných fáźıch vyskytuje kanibalismus. Dospělci jed́ı kukly a vejce, larvy jed́ı vejce. Ani
larvy ani dospělci nejed́ı zralé dospělé jedince. Také larvy nejed́ı larvy. Kanibalismus v
ostatńıch př́ıpadech je zanedbatelný a je sṕı̌se výjimkou. Označ́ıme L(n) - populace larev
v čase n, P (n) - populace kukel v čase n, A(n) - dospělá populace v čase n. Poṕı̌seme
tento životńı cyklus moučných brouk̊u pomoćı soustavy diferenčńıch rovnic:
L(n+ 1) = bA(n) exp(−cEAA(n)− cELL(n)); (5.7)
P (n+ 1) = (1− µL)L(n);
A(n+ 1) = P (n) exp(−cPAA(n)) + (1− µA)A(n),
kde
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L(0) ≥ 0, P (0) ≥ 0 a A(0) ≥ 0;
µL - pravděpodobnost, že larva umře jiným zp̊usobem než v d̊usledku kanibalismu,
0 ≤ µL ≤ 1;
µA - pravděpodobnost, že dospělý brouk umře jiným zp̊usobem než v d̊usledku
kanibalismu, 0 ≤ µA ≤ 1;
(−cEAA(n)) - pravděpodobnost, že vaj́ıčko nebude snědeno A(n) dospělými brouky;
(−cELL(n)) - pravděpodobnost, že vaj́ıčko nebude snědeno L(n) larvami;
(−cPAA(n)) - pravděpodobnost přežit́ı kukly v př́ıtomnosti A(n) dospělých brouk̊u.
cEA ≥ 0, cEL ≥ 0 a cPA ≥ 0 jsou konstantńı koeficienty kanibalismu. Budeme
předpokládat, že kanibalismus dospělc̊u je jedinou významnou př́ıčinou úmrtnosti
kukel.
Analogicky, jako u předchoźıch model̊u, potřebujeme nalézt body rovnováhy a poté pro-
zkoumat chováńı jejich řešeńı. Uvažujeme dva body rovnováhy, prvńı je nulový (0, 0, 0) a
druhý je (L∗, P ∗, A∗) ∈ R3+, kde L∗ ≥ 0, P ∗ ≥ 0 a A∗ ≥ 0. Nenulový bod rovnováhy
hledáme jako řešeńı soustavy rovnic
L = bA exp(−cEAA− cELL);
P = (1− µL)L;
AµA exp(cPAA) = P,
Řešeńı tohoto systému je založeno na jednoduchých úpravách, proto si dovoĺıme tyto




exp((−cEA − cPA)A). (5.8)






Toto č́ıslo bude hrát významnou roli při analýze stability. Uvědomme si, že pokud N < 1,
rovnice (5.8) nemá řešeńı a tedy nemáme žádný pozitivńı rovnovážný bod. Nicméně,
pokud N > 1, pak rovnice má řešeńı. Pro analýzu stability muśıme vypoč́ıtat Jacobiho
matici J pro soustavu (5.7):
J =
−cELbA exp(−cEAA− cELL) 0 b(1− AcEA) exp(−cEAA− cELL)1− µL 0 0
0 exp(−cPAA) −cPA exp(−cPAA) + 1− µA

Jacobiho matice pro nulový bod rovnováhy (0, 0, 0) je:
J1 = J |(0,0,0)=
 0 0 b1− µL 0 0
0 1 1− µA

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Charakteristická rovnice je tud́ıž tvaru:
λ3 − (1− µA)λ2 − b(1− µL) = 0.
Na posouzeńı stability použijeme podmı́nky stability, které jsou uvedené ve větě 4.9.
|p1 + p3| < 1 + p2, |p2 − p1p3| < 1− p23.






Pro hodnoty N > 1 existuje pouze jeden bod rovnováhy. Pro (L∗, P ∗, A∗) ∈ R3 Jacobiho
matice je:
J2 = J |(L∗,P ∗,A∗)=




1− µA − cPAA∗µA

Charakteristická rovnice pro tento bod rovnováhy je:











Z věty 4.9 řešeńı systému (5.7) je asymptoticky stabilńı pokud jsou splněny podmı́nky
|p1 + p3| < 1 + p2, |p2 − p1p3| < 1− p23.
Určit tyto podmı́nky z rovnice (5.9) je poměrně těžké. Ale vhodnou volbou některých
koeficient̊u lze hledáńı těchto podmı́nek usnadnit. Také je možné naj́ıt závislost chováńı
řešeńı na č́ısle N . Např́ıklad při µA = 1, pro N > 0 nulový bod rovnováhy je nestabilńı
a existuje jediný kladný bod rovnováhy. Ten bod je nestabilńı v okoĺı N = 1. Experi-
mentálně lze přij́ıt na nějaké body rovnováhy, my se ale v této práci už t́ımto nesnadným
problémem zabývat nebudeme. V nověǰśıch vydáńıch [2] jsou uvedeny některé př́ıpady
těchto podmı́nek (podle zvolených hodnot koeficient̊u) a prozkoumané body stability.
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Závěr
V této bakalářské práci jsme se věnovali diferenčńımu počtu a diferenčńım rovnićım,
které se využ́ıvaj́ı při řešeńı problémů, maj́ıćıch diskrétńı charakter. Nejprve jsme zavedli
d̊uležité pojmy z teorie diferenčńıho počtu a našli jsme některé analogie a rozd́ılnosti s
diferenciálńım počtem. Dále jsme provedli porovnáńı zp̊usob̊u řešeńı diferenčńıch a dife-
renciálńıch rovnic a ukázali jsme, že v některých aspektech mohou být diferenčńı rovnice
chápány jako diskrétńı protěǰsky rovnic diferenciálńıch. Poté jsme zavedli vybrané po-
jmy z teorie stability, které jsme později použili při zkoumáni matematického modelu.
Konkrétně jsme se věnovali modelu hostitel–parazit, který navrhli matematičt́ı biologové
A.J.Nicholson a V.A.Bailey. Tento model je čistě diskrétńı, řeš́ı se tedy pomoćı dife-
renčńıch rovnic. Popsali jsme dvě varianty tohoto modelu, přičemž druhá z nich byla
realističtěǰśı podobou prvńı. U těchto př́ıpad̊u jsme také zkoumali stabilitu jejich řešeńı
pomoćı výsledk̊u z kapitoly věnované teorii stability. Uvedli jsme také komplikovaněǰśı
model a opět jsme odvodili podmı́nky stability. Ukázali jsme, že r̊uznou volbou koefici-
ent̊u lze ovlivnit chováńı řešeńı těchto model̊u. V této oblasti je řada daľśıch (i otevřených)
problémů, což může být podkladem pro téma diplomové práce.
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