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1. INTRODUCTION 
Consider the differential equation 
Au +Fu=O, (1.1) 
where Au is the Laplacian in Euclidean space E3 : (x, y, z) and F = F(r) 
is real and continuous for r = (x2 + y2 + z2)l12 > 0. Throughout this paper 
F will be assumed to depend radially on the position and may or may not be 
defined at Y  = 0. It will be shown below (Theorem 2) that if F satisfies 
(1.2) 
and if certain additional hypotheses are imposed on the solution u of (l.l), 
involving, essentially, growth restrictions on u near Y = 0 and Y  = co, then 
of necessity u = 0. These results will depend upon corresponding assertions 
(Theorem 1) for solutions of an ordinary differential equation. 
The differential equation 
Au+@-V)u=O, (1.3) 
in which V = V(r) is real and continuous for Y  > 0 and h denotes a real 
parameter, arises in connection with certain boundary value problems of 
quantum mechanics. As a consequence of Theorem 3 and its Corollary, 
one can deduce sufficient conditions assuring that these eigenvalue problems 
have nonnegative spectra, or nonnegative point spectra, in case V satisfies 
the inequality 
w? > - & . (1.4) 
* This work was supported by a National Science Foundation research grant. 
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Theorem 4 will involve an application of some of the earlier results to a 
problem concerning the stability of certain many-particle quantum mechanical 
systems. 
An elaboration of some of these notions will be given in the remainder of 
this section. 
The operator - d, for an appropriately specified domain, is known to be a 
self-adjoint operator, more precisely, - d is essentially self-adjoint, that is, 
it is symmetric and has a unique self-adjoint extension T,, , with spectrum the 
half-line [0, co). The domain of T,, is given by 
DT, = {U(X) eL2(E3) : p%(p) d2(E3)}, (TIP)” (PI = P”4Ph 
where zZ(p) denotes the Fourier transform of u(x), 
(l-5) 
d(p) = (2~)+~ J U(X) e-jD1: G?X (1.6) 
(x, p here being vectors; px and p2, scalar products); see Kato [l, 21. 
Also, as above, if V(r) is real and continuous for I > 0, then the operator 
- d + V, when restricted to an appropriate dense subset of L2(E3), is 
symmetric and real and hence always has at least one self-adjoint extension T, 
cf. Riesz and Sz.-Nagy [3], p. 329. For sufficient conditions on V assuring 
that - d + I/’ be essentially self-adjoint, that is, that T be uniquely deter- 
mined, as is desirable in quantum mechanics, for instance, see Kato [l], 
where it is shown in particular that this is the case, and, in fact, DT = DTo , 
if I’ is locally square integrable and bounded at T = co. This includes the 
case 
V(Y) = $ ) 
3 
m = const. < - , 
2 (l-7) 
where A(r) is bounded and measurable in E3. 
Suppose that - A + V has a unique self-adjoint extension T. In certain 
considerations of quantum mechanics it is of interest to have criteria on V 
assuring that the spectrum of T is non-negative, that is, that 
where h, denotes the least point of the spectrum of T. Here T may be inter- 
preted as the Hamiltonian of a single particle moving in three dimensions 
and one can ask for conditions on the potential V in order that (1.8) hold, that 
is, that T > 0. Recently this question has arisen in connection with the sta- 
bility of quantum mechanical systems consisting of several particles. See 
Fisher and Ruelle [4], Dyson and Lenard [5], in particular Lemma 1 on 
p. 425, also Section 6 below. It may be noted that (1.8) can often be established 
‘+09/22/I -8 
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by showing that the essential spectrum of T is nonnegative and that there do 
not exist negative eigenvalues. (The essential spectrum of a self-adjoint 
operator is the set of limit points of its spectrum together with any eigen- 
values of infinite multiplicity.) In this connection, see the paragraph in 
Section 6 following formula line (6.9). 
In case V = 0 (free particle), then, as noted above, -A has the unique 
extension T,, defined by (1.5) with spectrum the half-line [0, co). More 
generally, if - A + V is also essentially self-adjoint and if V > 0, it is clear 
that (1.8) again holds. On the other hand, it is easily possible that Vis negative 
and even satisfies 
V-+--CC as r-+0 (1.9) 
and, nevertheless, (1.8) still holds. This is the case, for instance, if I/ is the 
Yukawa potential 
17 _ ..- zp (1.10) 
for a sufficiently large positive constant k; cf. Dyson and Lenard [5], p. 425. 
That - A + V is essentially self-adjoint if (1.10) holds, or if 
I/(y) L_ -- f (1.11) 
(hydrogen atom) follows from the criterion (1.7) of Kato. In the case (1.11) 
however, relation (1.8) is not satisfied and, as is well-known, there exists an 
infinity of negative eigenvalues clustering at X = 0. 
Let V satisfy (1.4) and be such that - d + V has a self-adjoint extension T 
with no negative essential spectrum. (For sufficient conditions assuring this, 
see, e.g., Kato [2].) Then, under certain reasonable assumptions as indicated 
by the statement of Theorem 3, T has no non-negative point spectrum, and 
relation (1.8) holds. It will be shown by an example (end of Section 5) that 
(1.8) need not hold, however, even when - A + Vis essentially self-adjoint, 
if (1.4) is relaxed to 
Jw 2 - & 3 c = const. > 1. (1.12) 
It may also be pointed out that the inequality (1.4) is satisfied by the Yukawa 
potential of (1.10) if K > 4/e; however, an improved lower estimate for K and 
for which (1.8) still holds, has been determined by Dyson and Lenard [5], 
p. 425. 
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2. A BASIC INEQUALITY 
The principal results will depend upon the following inequality established 
in Hardy, Littlewood and Polya [7], p. 175 (cf. also Putnam [6], p. 794) and 
which will be stated here as a 
LEMMA. Lety(x)be ofclass Clan (0, co) andsatisfy 
Y(X) -+ 0 as x*+0. @*l) 
Then if y’ belongs to L2(0, co), one has 
m  
f( 
Y12 
Y2 
- 4x2 1 
dx 20, 
0 
(2.2) 
with equality holding if and only ify(x) SE 0. 
As a consequence of the above there will be proved the following 
THEOREM 1. Let f (x) be a real-valued, continuous function on (0, co) and 
let y(x) be a real-valued solution of 
Y” +fY = 0, o<x<oo. (2.3) 
Suppose that 
(9 f(x) 4 l/4x2; 
(ii) y(x) -+O us x-+0; 
(iii) lim infz+m 1 y(x)/x 1 = 0; and 
(iv) Jl fy” dx < const. ( < co) 
for all a, b satisfying 0 < a < b < co. Then 
Y(X) = 0, o<x<m (2.4) 
PROOF. Multiplication of (2.3) by y followed by an integration by parts 
on [a, b] yields 
0 = -y(b) y’(b) + r(a) y’(a) + 1” (Y’~ -fy2) dx. 
a 
It will be shown that 
(2.5) 
s 
co 
y’2dx < co. (2.6) 
+o 
To this end, suppose if possible that j” yf2 dx = co (a > 0 being fixed). 
Hence, by assumption (iv) and (2.5), y(x)>‘(x) + co as x -+ co. In particular, 
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it can be assumed that, for x large, y and y’ are both positive. Division of (2.5) 
(with b = x) by Jzy’2 dt = F(x) and the use of (iv) implj 
y(x)y’(x)/F(x) -> 1 + const./F(.v). (2.7) 
Since 
1 y(x) ( = (y(a) + j: y’ dt 1 < const. + (xF)‘;“, (2.8) 
it follows from (2.7) that 
(xF’/P)iJ2(l + const.((xF)1’2) > 1 + const./F. (2.9) 
But relation (2.9) and F(x) -+ co imply that P/F >, (1 + o(l))/x, where o(l) 
denotes a term which tends to 0 as x + cc, and hence that F(x)jxl-” + co 
as E -+ co for every fixed c > 0. 
It then follows from (2.9) that 
-(x/F)’ = xF’/F2 - l/F > const./x2-c 
for every fixed c > 0 (with “const.” depending on c). Hence if, say, c L= 4, 
an integration shows that -x/F is bounded from below and hence that 
F/x > const. > 0, for x large. It now follows from (2.7) that y(x) y’(x) > 
(const.)x and hence by an integration that y(x)/x 3 const. > 0, for x large, 
in contradiction to (iii). Consequently, 
1” y’” ak < 03, for a > 0. (2.10) d.2 
Next, suppose if possible that r y12 dx = co for b > 0 and fixed. Then, 
by (2.5) and (iv), Y(x)Y’( x -+ - g as x -+ + 0. Thus, for x near 0, it can ) 
be assumed that y(x) > 0 and y’(x) <; 0 so that, in particular, lim,,+,y(x) 
exists and is positive (possibly + co). Hence (ii) is violated, a contradiction. 
Thus J-” Y’~ dx < co and hence, by (2.10), relation (2.6) follows. 
It no?follows from (ii), (2.6) and the Lemma thaty2/4xa is of classL(0, co) 
and, from (i), that lim,,, J” (-fys) dx :: - s” fys dx exists, possibly as 
+ CO. It is clear from (2S)‘that lirnz+= y(x) y’fx) :; m exists (possibly as 
-+ co) and, as a consequence of the relation 
that 1 lim y20 = mm 
( ) 2-m x 
It then follows from (2.8) and (2.10) h owever that ~1 = 0 and hence, by (i) 
and (2.5), 
. I. 
.- y(a)f(a) J u (~‘2 -. fy?) dx 2 j: ty’2 
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for all a > 0. If (2.4) did not hold then it would follow from the Lemma that 
liZ$P (Y(X) Y’(X)) < 0. (2.12) 
Thus for x near 0 it can be assumed that y(x) > 0 and y’(x) < 0, so that, in 
particular, lim,,,, y(x) exists and is positive (possibly + co). Thus (ii) can 
not hold, a contradiction. This completes the proof of Theorem 1. 
3. SOME EXAMPLES 
Four examples will be given in this section showing that if any one of the 
hypotheses (i)-(’ ) iv is omitted in Theorem 1, then the assertion (2.4) need not 
hold. 
(I) Let g(x) be given by 
g(4 = & 5 c = const. > 1. (3.1) 
Then the equation y” + (c/4xa)y = 0 has the general solution 
y(x) = A+/~[A cos(d log X) + B sin(d log x)], d = 4 (c - 1)“2; (3.2) 
cf. Hardy et al. [7], p. 175. Next, let 0 < 01 < j3 < 03 and let h(x) be defined 
so that h(x) = 0 for 0 < x f 01, h(x) = [c/4/?@ - a)] (X - a) for 01< x < fi, 
and h(x) = c/4x2 for /3 < x < co, so that h(x) is continuous on [0, co) and 
satisfies h(x) < g(X) for 0 < x < co. Since every solution of y” + h(x) y = 0 
is of the form (3.2) for x sufficiently large, it follows that every solution of this 
equation has an infinity of zeros on [O; co). This implies that the differential 
equation 
y” + (A + &))y = 0 (3.3) 
has a solution for some h = A, < 0 satisfying 
Y(O) = 0, y EL2(0, a), y f 0. (3.4) 
(This can be deduced from Weyl’s theory of singular boundary value prob- 
lems on [0, co); cf. Weyl [8], p. 252. In fact, there exists an infinity of 
negative values h with corresponding solutions y satisfying (3.4); cf. 
Hartman [9], p. 915.) Letf(x) = A, + h(x). That (ii) and (iv) hold is a con- 
sequence of (3.4) and the boundedness of h(x), while the validity of (iii) can 
be established via the asymptotic estimate y(x) = 0(x-+), as x + co, for 
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every n > 0 (Wintner [IO], p. 604). In fact, it follows from Putnam [Ill, 
p. 137, that even 
y”(x) + y’“(x) < aeebx, for positive constants a, b. (3.5) 
Since y(x) + 0, it follows that (i) of Theorem 1 must be violated. 
It can be noted that this example shows that the assertion (2.4) of Theo- 
rem 1 can be false if the hypothesis (i) is weakened tof(x) < c/4x2 for some 
constant c > 1. 
(II) Let f(x) = - K2 where k denotes a nonnegative constant. Then 
y = e-km is a solution of y” - K2y = 0 which fails to satisfy (ii) although the 
other conditions of Theorem 1 are obviously satisfied. 
(III) Let f = 0 and consider the solution y = x of (2.3). Then (iii) does 
not hold but (i), (ii), and (iv) do. 
(IV) If f(x) = 1/4x2 then the general solution of (2.3) is given 
by y(x) = A@(A + B log x). If y(x) E+ 0 then (iv) fails to hold although (i), 
(ii), and (iii) are satisfied. 
4. RESULTS IN THREE DIMENSIONS 
In this section, Theorem 1 will be used to obtain analogous results for a 
solution of a certain partial differential equation in E3. There will be proved 
the following 
THEOREM 2. Let F = F(r) be a real-valued, continuous function in E3, 
except possibly at the origin r = 0, and let u be a real-valued function of class 
C2 for r > 0 satisfying 
Au + Fu = 0, r > 0. (4.1) 
Suppose that 
(i)‘F(r) < 1/4r2, 
(ii)’ Tu -+ 0 us r - 0, 
(iii)’ lim infr,, 1 u ) = 0 and 
(iv)’ JSa, Fu2 d7 ,( const. (< co), 
for all a, b satisfring 0 < a < b < co, where S,, denotes the region between 
the spheres of radii a and b with centers at the origin. I f  u is of the product form 
then necessarily 
u = R(r) @(d> W), 
24=0 , O<r<oo. 
(4.2) 
(4.3) 
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PROOF. As in the two-particle problem (cf., e.g., Kemble [12], 
pp. 146 ff.), one has the ordinary differential equation for R, 
y+(F-$)R==O, 
where k is a nonnegative constant. If y = y(r) is defined by 
then R’ = (y’r - y)/r2 and hence (r2R’)‘/r2 = y”/r. Consequently Eq. (4.4) 
becomes 
yN+(F-$)y=o (T > 0). (4.6) 
Since it may be assumed that @O + 0, the conditions (ii)‘-( are seen to be 
satisfied with u replaced by R. If F - k/r2 of (4.6) is identified with f  of Theo- 
rem 1 and if it is noted that the three-dimensional volume element is given by 
dT = r2 sin 6 dr d+ dtl, it is clear from (4.5) and the fact that k 3 0 that 
conditions (i)-(iv) of Theorem 1 are satisfied. It follows therefore that R = 0 
for r > 0 and hence, by (4.2) and (4.5), that relation (4.3) holds. This com- 
pletes the proof of Theorem 2. 
5. THEOREM THREE 
THEOREM 3. Let F = F(r) be a real-valued, continuous function in ES, 
except possibly at the origin r = 0, satisfying 
and let u = R(r) D(C) o(0) b e a real-valued function of class C2 for T > 0 for 
which 
u, Vu, Au, Fu belong to L2W, (5.2) 
where Vu denotes the gradient vector. Then 
- 
s E8 
u(du + Fu) dr > 0, (5.3) 
with equality holding only if u 3 0. 
PROOF. It will be clear that it may be assumed throughhout the proof 
that @ and 0 are nontrivial functions (belonging respectively to L2(0, 2~) 
and L2(0, r)). Let S,, denote the region 0 < a < T 6 b < 03 and Tgb the 
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spheres Y = a and T =: b (with normal n oriented outward from S,,). Then 
by the divergence theorem and the inequality 1 VU j2 > (au/2r)‘, 
- J..,., u(Au : Fu) dT 
- iT,,,, ( ZJ ;) do + j-,, (I Vu I2 -- Fu2) d7 
a-- - 
J 
(Q’J@)~ (&) RR’ do f 
I 
(cIW)~ (R’2 - FR2) do 
T  “h &b 
= - 1% u(A*u + Fu) d7, (5.4) 
- sob 
where d*u = (rW)‘/r2 = (a@) (r2R’)‘/r2. (Thus d*u corresponds to the 
Laplacian operator when applied to functions of Y only.) 
If, aa in Section 4, 
R-f (u = R(y) W> W?), (5.5) 
then 
(5.6) 
Clearly, 
- J ( SOD uA*u-tFu)dr=-BI*y(y’jFy)hr a 
= B [ - Y(4 Y’(b) + Y(4 y’(a) + 1: (Y” - FY”) h] 3 
(5.7) 
where #I is a positive constant (independent of a and b). Now, if (5.3) fails 
to hold, it follows from (X2), (5.4), and (5.7) that 
-YYcb 2 - YVJ) YW + Yk4 Y’W + Jb (Y’2 - FY2) a% (5.8) 
D 
where 
Yn =kpzb, Yb = $2 Yab and lj$ Yab = y > 0 (5.9) 
b-m 
all exist (as finite limits). 
It will be shown that 
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First, it will be shown that 1” y’s dx < 00 for every a > 0. TO this end, note 
that, by (5.2), u and Fu E%~(E~), thus y and Fy EL”(O, co), and hence 
Fya EL(O, co). It then follows from (5.8) and (5.9) that if Jrylz dx = co, 
then y(r) y’(r) -+ co as r ---f co, and hence from & [y”(r) - y”(a)] = J’L yy’ dt, 
that y2(r) --+ co as r - co, in obvious contradiction with y EL~(O, co). Thus 
Jmy’2 d.x < 03. Next, it will be shown that s” y12 dx < co, for every b > 0. 
Oaherwise, again noting that Fy2 EL(O, CD), ?elations (5.8) and (5.9) imply 
that y(r) y’(r) --+ - 03 as T -+ + 0. Hence, if (as can be assumed), y(r) > 0 
then y’(r) < 0, for r near 0, and therefore Y(T) -+ limit m > 0 as r -+ 0. 
Hence, by (5.6), for r near 0, RR’ ,< - & ?n2/r3. Thus RR’ $L(E3) and 
hence uu’ $L(E3). But j Vu / > j U’ / and so, by (5.2), uu’ eL(E3), a contra- 
diction. This proves (5.10). (It was assumed above that m < co; the modi- 
fication needed for m = cc is clear.) 
Since y, y’ E L2(0, co) then yy’ E L(0, a) and hence 
lim+&f 1 y(r)/(r) / = 0. 
Since also Fy2 EL(O, co) it follows from (5.1), (5.8) and (5.9) that 
- ~a 2 Y(U) Y’(U) + 1,” (Y” - &) dx, (5.11) 
where, by (5.9), 
ya-+y>O as a++o. (5.12) 
Next, it will be shown that 
y(7) 4 0 as r 4 0. (5.13) 
Since yy’ E L(0, CQ) it follows from 4 [y2(r) - y”(a)] = s,’ yy’ dt that 
lim,,, ys(~) = 7t exists. Since, as noted above, RR’ eL(E3), it follows from 
(5.5) and (5.6) that yy’ -y2/r EL(O, co) and hence, since yy‘ EL(O, oo), 
that y2/r EL(O, CO). Since y2/r N n/r near r = 0, then n = 0 and hence (5.13) 
is proved. 
In view of (5.10) and (5.13) it follows from the Lemma of Section 2 that 
m 
S( n Yr2 - &) dx > 0. (5.14) 
As a consequence of (5.11) and (5.12), p = lim sup,+ (y(r) y’(r)) exists and 
$I < 0 (cf. (2.12)). A s in Section 2, this implies that (5.13) can not hold, a 
contradiction. 
It has been shown therefore that (5.3) holds. In case equality holds in (5.3), 
so that r,+O as a-+ + 0 in (5.11), it follows from (5.11) and (5.14) that 
again P = 1in-h sup (y(r) Y’t I 1) exists and that p < 0. Since p < 0 leads to a 
contradiction, then p = 0 and hence equality holds in (5.14). According to 
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the lemma, necessarily y z 0, and hence u 3 0. This completes the proof 
of Theorem 3. 
COROLLARY. Let F = F(r) be a real-valued, continuous function in E3, 
except possibly at the origin, satisfring (5.1), and let u = R(r) @(+) o(8) be a 
real-valued function of class C2 satisfying (4.1) and such that 
u, Vu, Au belong to L2(E3). (5.15) 
Then u = 0. 
PROOF. It need only be noted that (5.2) holds by virtue of (4.1) and (5.15), 
and that the integral of (5.3) is 0. 
REMARKS. It may be observed here that the existence of u and Au for 
> 0 together with the hypothesis 
u, Au E La(P) (5.16) 
does not imply that Vu E L2(E3). In fact, if u = e-‘ir/r, where il? = const. > 0, 
then Au - k2u = 0 and clearly u, Au E L2(E3). Note that if F = 0 then (5.1) 
holds but the left side of (5.3) is negative. Thus, it follows from Theorem 3 
(and can also be easily verified directly) that Vu $ L2(E3). On the other hand, 
it is known that if u is of class C2 in the entire space E3 and if (5.16) holds, 
then also Vu eL2(E3). 
It may also be mentioned that the counterexamples given in Section 3 can 
be used to give corresponding examples in connection with Theorems 2 and 3 
via the transformation (5.5). 
In particular, the example given in (I) of Section 3 can be used to show that 
the assertion (5.3) of Theorem 3 or the assertion (4.3) of its Corollary can be 
false if, in each case, the hypothesis (5.1) is relaxed to 
F(r) G -$ , c = const. > 1. (5.17) 
To see this, let y(r) be the solution of (3.3) for h = A, < 0 satisfying (3.4) 
(with I identified with x) and let u be defined by 
u = y/r. (5.18) 
If F(r) = h(r) then y” + (A1 + F(Y)) y = 0, that is, since 
Au = tyQ’) _ Y” 
-p---7) 
Au + (Al + F(r)) u = 0. (5.19) 
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Since y EP(O, co) then u eL2(Es) and so (noting that F(r) is bounded) 
Fu eL2(E3) and, by (5.19), also Au eL2(Es). 
In order to prove that also Vu ELM, note that for r near 0, y is a solution 
of y” + X,y = 0 and hence y(r) = Aekr + Be&“, A, = - k2. The condition 
y(0) = 0 now implies, via (5.18) that u is essentially of class C2 in all of E3. 
Since u, Au eL2(E3) then, as noted above, VU E L2(E3), and so (5.2) holds. 
(This last result can also be deduced from (3.5), the fact that y(r) = O(r) 
as r -+ 0, and (5.6) with R replaced by U; for y2zi2 = (y’ - y/r)2 E L(0, co), 
that is, Vu ELM.) Obviously, (5.3) and (4.3) are not satisfied however. 
It is clear that V(r) = -F(r) (= - h(r)) is locally square integrable and 
bounded at r = co, so that, by Kato’s criterion [I], - A + V(r) has a unique 
self-adjoint extension T. Since u of (5.18) belongs to DTo of (1.5) and since, 
as was noted in section 1, DTo = DT , it follows that the potential V(Y) 
satisfies (1.12), but that (1.8) does not hold. In fact, A, is a negative eigenvalue 
of T. 
6. STABILITY IN QUANTUM MECHANICAL SYSTEMS 
Consider a system of N 3 2 particles each of the same mass and the ith 
particle carrying the charge qi = f q, where q > 0. If the interaction depends 
only on Coulomb forces, then, for a proper choice of units, the Hamiltonian 
HN is given by 
where fig denotes the distance between the ith andjth particles. The operator 
HN can also be expressed as 
HM = (N - 1)-l C f&j + c #N(T~,) qiqi 9 (6.2) 
lgi<jgN lSi<lsN 
where 
and 
Hij = - Ai - A, + (N _ 1) qi@.$fii) 
,$N(r) = ’ - ‘N(‘) 
r ’ (6.4) 
(6.3) 
where AN(r) is a suitably chosen real-valued function (which, along with 
dN(y), will be assumed to be continuous and bounded for 0 < r < co) to be 
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discussed below. That the operators HN and Hij are self-adjoint follows from 
the criterion of Kato [l]. 
That each operator Hij is bounded from below has been noted by Kato [l], 
p. 205, see also Kemble [12], pp. 207-208, and hence HN is also bounded 
from below. The stability problem (cf. Fisher and Ruelle [4], Dyson and 
Lenard [5] and the references cited in both papers) is related to the question 
of estimating the least point, AN , of the spectrum of HN in terms of N. Thus, 
it was shown in [4] that A, > - (uN3 and in [5] that 
A, > - olN2 (6.5) 
and even (by a more involved argument) that A, > - ~yNs/~, where in each 
case, 01 denotes a positive constant (but not necessarily the same one each 
time). Under certain additional restrictions on the nature of the N particles, 
Dyson and Lenard establish a linear estimate AN > - CYN, an inequality 
desired for stability of the system in question. They indicate though that, 
with no restrictions on the particles, the best estimate of this kind is 
perhaps A, > T cW15. 
In the remainder of this section, it will be shown how the earlier obtained 
results of this paper can be applied so as to yield, at least, relation (6.5) and 
perhaps more refined estimates. To explain the procedure it will be conve- 
nient to recall the method of Dyson and Lenard for establishing (6.5). Their 
argument essentially involves choosing an appropriate function AN(y) in 
(6.2)-(6.4) so that each operator Hfj 3 0 and so that the summation occurring 
on the right side of 
is nonnegative. It turns out that these conditions are fulfilled if 
. AN(y) = e-kr, 
for K a sufficient large positive constant, k N N. Since 
(6.7) 
relation (6.5) follows. 
The argument that Hij > 0 involves the observation that each Hi3 is the 
+miltonian of a two-particle system and hence (cf., e.g., Kemble [12], 
pp. 146 ff.) that Hij > 0 is assured if-H > 0, where 
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and c is a certain positive constant independent of N. That H 3 0 if AN(y) 
is given by (6.7) for 
k=(N- l)d, (6.9) 
for d a sufficiently large positive constant, was proved by Dyson and 
Lenard [5], pp. 425-426. 
Since c(N - 1) q2e-“r/r < 1/4r2 for d sufficiently large, this result can also 
be concluded from Theorem 3 above (cf. the last paragraph of Section 1). 
It is to be noted that the essential self-adjointness of H of (6.8) is a conse- 
quence of Kato’s criterion in [I]. Further, it is known that the essential 
spectrum of H of (6.8) is nonnegative whenever AN(r) is, say, bounded and 
measurable on E3; cf. Kato [2]. Thus H > 0 follows if there exist no negative 
eigenvalues. In the present case, with AN(r) given by (6.7) and (6.9) for d 
sufficiently large, this inequality can be deduced from the validity of (5.3) 
for all u of the form specified in Theorem 3. 
The argument used to establish the non-negativity of the summation on 
the right of (6.6) involves Fourier transforms. (For related arguments, see 
also, in addition to the previously mentioned papers [5], [4], also the earlier 
ones of Ruelle [13, 141 and Fisher [15].) Thus, if &Jr) = (1 - e-kr)/y, then 
its Fourier transform is given by 
r&(p) = const. 
( 
+ - 
1 
p2 + k2 1 
3 0, 
where p2 denotes the square length of the vector p. Then the summation 
in question is a positive multiple of the integral 
(6.11) 
where rj is the position vector of the jth particle. (Cf. Fisher and Ruelle [4], 
p. 268, Dyson and Lenard [5], p. 425.) It then follows from (6.2), (6.6), and 
(6.9) that 
A, 3 - c&,(O) A$” = - N(N - 1) dq2, (6.12) 
and hence (6.5). 
It is seen from the above discussion that a similar argument can be used 
to obtain the following lower estimate for A, , 
AN 3 - MO) Q2, (6.13) 
if A&) is chosen so that &,(Y) of (6.4) is continuous on 0 < r < co (with 
&(O) = lim,,, &(r)), satisfies 
k(P) 2 09 &(P) E -W3h (6.14) 
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and is such that (cf. (1.8)) 
H = - A + c(N - 1) ~&AN(y) > 0, 
Y 
(6.15) 
the last inequality being meant in the operator sense. (Note that, in view of 
the boundedness hypothesis on AN(r), the self-adjointness of H is again 
assured by Kato’s result.) 
REMARKS. It is to be noted that the absolute integrability of the Fourier 
transform +N(p) is being supposed but that +N(~) itself may not belong to 
L(P), nor, for instance, to L2(E3). This is the case for instance with 
AN(y) = e-kr for which c$~(Y) = (1 - ckr)/y. Thus some caution must be 
used in the interpretation of the integrals defining the Fourier transform. 
For a discussion of functions of the type $N(~) satisfying (6.14), so that the 
fjN(y) are of “positive type,” see Schwartz [16], pp. 130 ff. It is seen that 
(6.14) implies 
/ dN(Y) / = @dm3” 1 j $N(p) eipz dx / < +N(O), (6.16) 
so that c$~(Y) must be bounded (and continuous) for 0 < Y < cc. 
It can be deduced from Theorem 3 (cf. the paragraph following (6.9) 
above) that a sufficient condition assuring (6.15) is that 
I AN(Y) I < ; (N - 1) cq2. (6.17) 
The problem then is to choose AN(y) so that (6.17) holds and so that $N(~) 
of (6.4) satisfies (6.14) and so that #N(O) is as small as possible. 
The following is offered as the type of theorem which perhaps might yield 
useful lower estimates for A, , the least point of the spectrum of HN . 
THEOREM 4. Let CN(t) be continuous and bounded on 0 < t < co, of 
class L(0, co), ;Y, perhaps, only conditionally integrable on (0, co) (so that at 
least limr,, so cN(t) dt exists), and suppose that 
Is m c&) dt 1 < T (NB 1)Y 1 /I = const. = - 4cq2 > , (6.18) 
s 
m CN(t) dt = 1 
0 
(6.19) 
and that 
e,(p) 2 0. (6.20) 
SINGULAR POTENTIALS AND POSITIVE SPECTRA 127 
Suppose that &(Y) = JL CN(t) dtjr has a Fourier transform &(p) of class 
L(E3). Then 
A, 3 - C,(O) Nff. (6.21) 
PROOF. 
Also 
Let AN(r) = r,” CJt) dt. Then (6.17) holds by virtue of (6.18). 
Ah(r) = - C,( r and hence d(A,(br))/db = - rC,(br). Hence, by ) 
(6.19) 
q5N(r) = ’ - AN(r’ = 
r I 
’ C,(b) db, and &AP) 3 0 
0 
follows from (6.20). Also it is clear that &(O) = lim,.,,&,,(r) = C,(O), so 
that (6.21) follows from (6.13). 
As an example, let CN(t) = Ke-kt for a positive constant k to be determined. 
Then (6.19) and (6.20) hold. Since Jr CN(t) dt = e-kr then (6.18) will hold 
if R = (N - 1)//3 and, in particular, C,(O) = (N - 1)/p, hence the estimate 
of the type (6.5). Whether estimates for h, sharper than that of (6.5) can be 
obtained by this Fourier transform method is not clear however. 
REMARKS. The method described above deals with the case of Coulomb 
interaction. It may be mentioned however that, with appropriate modification, 
the procedure can be adapted to other interactions, that is, ones in which 
the role of l/r is taken by some other function of r. 
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