In this paper, we describe a novel technique for image fusion and enhancement, using Empirical Mode Decomposition (EMD). EMD is a non-parametric data-driven analysis tool that decomposes non-linear non-stationary signals into Intrinsic Mode Functions (IMFs). In this method, we decompose images, rather than signals, from different imaging modalities into their IMFs. Fusion is performed at the decomposition level and the fused IMFs are reconstructed to realize the fused image. We have devised weighting schemes which emphasize features from both modalities by decreasing the mutual information between IMFs, thereby increasing the information and visual content of the fused image. We demonstrate how the proposed method improves the interpretive information of the input images, by comparing it with widely used fusion schemes. Apart from comparing our method with some advanced techniques, we have also evaluated our method against pixelby-pixel averaging, a comparison, which incidentally, is not common in the literature.
Introduction
Image fusion is the capacity to produce a single fused image from a set of input images. The fused image has enhanced information that is more understandable and decipherable for human perception and, preferably, for machine learning and computer vision. Images from different imaging sensors have been fused using various techniques in the literature [1] [2] [3] . The necessity for fusion techniques increased with the inception of new image acquisition devices. By fusing images, it is possible to discern the useful information from the input images. Apart from collating the contributive features, an image fusion scheme of a higher abstraction suppresses inconsistencies, artifacts and noise in the fused images, which are distractions in the parent images.
In this paper, we propose an image fusion technique wherein image decomposition is performed on input images by EMD. The basis functions are subjected to a weighting scheme that minimizes mutual information and enriches information from the input images. The weighting scheme emphasizes desired, and de-emphasizes undesired features, in the fused image.
In section 2, a review of the image fusion techniques that are widely used is presented. The review presented is limited to fusion methods that are relevant or similar to our method. The foundation of our method lies in the EMD algorithm, which is explained in section 3. Our fusion technique is described in detail in section 4. Image pairs with a high degree of alignment and spatial correspondence were used in our experiments. In section 5, the experimental results are shown and compared with the widely used fusion methods. Our conclusions and plans for the future in advancing our technology are presented in the last section.
Review of Existing Methods
The fusion of images has been performed using various techniques. The data used in these efforts stem from a variety of imaging sensors. Thermal and visual data were fused using the most widely-used fusion methods to compare with our results. The fusion methods that we have used as benchmarks have been explained herewith.
Wavelet-based Fusion
Wavelet based methods are common in image fusion. The wavelet transform is a data analysis tool that provides a multi-resolution decomposition of an image. The input image is decomposed into a set of wavelet decomposition levels. The basis functions are generated from one single basis function popularly referred to as the mother wavelet. The mother wavelet is shifted and scaled to obtain the basis functions. Wavelet decomposition can be administered on an image in many ways. The fusion of images using wavelets follows a standard procedure and is performed at the decomposition level. The standard operation of a wavelet fusion scheme is outlined in Fig. 1 .
The input images are decomposed by a discrete wavelet transform and the wavelet coefficients are selected using a set of fusion rules and an inverse discrete wavelet transform is performed to reconstruct the fused image. Wavelet fusion methods differ mostly in the fusion rule used for selection of wavelet coefficients. Selection of the wavelet coefficients with the maximum value is used as the fusion rule in [4] . Another popular fusion rule is an area-based selection criterion, where regional windows are compared and a consistency measure is used to select wavelet coefficients to reconstruct the fused image [5] . Nunez et al. developed a method using wavelet coefficient addition between high-resolution panchromatic image and low-resolution multi-spectral intensity images [6] . Images fused using the pixel maximum selection criteria are selected for comparison as the results obtained are noteworthy. For any decomposition level i , the maximum coefficients are selected to form the fused image F i x , y and x , y are pixel coordinates.
Principal Component (PC) Fusion
Image fusion via decomposition of a signal into its principal components has been performed in many different ways in the literature. Multiple video frames are used as inputs to the principal component analysis [7] procedure outlined in Fig. 2 . Similarly in multi-spectral imaging applications, images from different spectral bands are used [8] as inputs to the PC analysis. Genetic algorithms have been used by Singh et al. [9] to select the principal components used for the reconstruction. In our implementation, we have used the channel information from the input images to form the data matrix. The pixels from the visual and thermal image channels are arranged in lexicographically arranged columns to form a data matrix X. An eigen analysis is performed on the correlation matrix C, to obtain the eigenvalues C and eigenvectors C that Reorder satisfy,
where,
The eigenvectors are arranged such that the eigenvector corresponding to the largest eigenvalue is the first column of the loading matrix L and the second column corresponds to the eigenvector corresponding to the second largest eigenvalue and so on. The principal components are obtained by multiplying the data matrix with the loading matrix.
The reconstruction is performed by use of principal component synthesis, given by,
The first major principal component is multiplied with the largest eigenvector from the loading matrix to obtain the fused image. When the input images are fused using this method, many features from both the modalities are seen in the fused image. The principal component fusion scheme is outlined in Fig. 2. 
Pixel-by-pixel Averaging
Many fusion schemes have been proposed with rigorous procedures to decompose the images using computationally intensive and mathematically demanding algorithms. A comparison against pixel-by-pixel averaging is a good measure of effectiveness for evaluating image fusion results. An algorithm which has little or no improvement over averaging is a futile exercise. Incidentally, comparisons with fusion-by-averaging are not very visible in the literature. We have compared images fused using out method with averaged images.
Empirical Mode Decomposition
In this paper, we harness the potential of a relatively recent method for analyzing nonlinear and non-stationary datasets developed by Huang et al [10] . The aspect of decomposing a signal into IMFs is employed in the fusion process. One is able to decompose any complicated data set into a finite set of IMFs that admit well-behaved Hilbert transforms. This decomposition method is datadriven and hence highly effective. The decomposition is based on the local characteristic time scale of the data, and hence extendable to nonlinear and non-stationary processes. With the Hilbert transform, the IMFs allow representation of instantaneous frequencies as functions of time. The main conceptual benefits are the decomposition of parent signal into IMFs and the visualization of time-frequency characteristics. We present the EMD algorithm and elaborate on the sifting process. The flow diagram of the EMD algorithm is shown in Fig. 3 .
EMD Assumptions
Contrary to many of the former decomposition methods, EMD is intuitive and direct, with the basis functions based on and derived from the data. The assumptions for this method are (1) the signal has at least a pair of extrema; (2) the characteristic time scale is defined by the time between the successive extrema; and (3) if there are no extrema, and only inflection points, then the signal can be differentiated to realize the extrema, whose IMFs can be extracted. Integration may be employed for reconstruction. The time between the successive extrema was used by Huang et al. [10] as it allowed the decomposition of signals that were all positive, all negative, or both. This implied that the data did not have to have a zero mean, as in the case of image data. This also allowed a finer resolution of the oscillatory modes.
The Sifting Process
As per the definition of an IMF, the decomposition method can simply employ the envelopes defined by the local maxima and minima individually. The extrema are identified and all local maxima are connected by a cubic spline to form the upper envelope. This process is repeated for the local minima and the lower envelope is constructed. While interpolating, care is taken that the upper and lower envelopes cover all the data between them. The point-wise mean of the envelopes is called m1, and is subtracted from the data r0 for the first component h1. For the first iteration, X(t) IMAGE FUSION AND ENHANCEMENT VIA EMPIRICAL MODE DECOMPOSITION is the used as the data,
As per mathematical definitions, h1 should be considered as one of the IMF, as h1 seems to satisfy all the requirements of an IMF. But since we are interpolating the extrema with numerical schemes, overshoots and undershoots are bound to occur. These generate new maxima and minima, and distort the magnitude and phase of the existing extrema. These effects will not affect 21 the process directly as it is the mean of these envelopes that pass on to the next stages of the algorithm and not the envelopes themselves. The formation of false extrema cannot be avoided easily and an interesting offshoot is that this procedure inherently recovers the proper modes lost in the initial examination and recovers low-amplitude riding waves on repeated sifting.
The envelope means may be different from true local mean and consequently some asymmetric waveforms may occur but they can be ignored as their effects in the final reconstruction are very minimal. Apart from a few theoretical difficulties, in practice, a ringing effect at the ends of the data array can occur. But even with these effects, the sifting process still extracts the essential scales from the dataset. The sifting process eliminates riding waves and makes the signal symmetrical. In the second sifting process, h1 is considered as the data where m11 is the mean of the h1 envelopes.
The sifting is continued k times till the first IMF, is obtained.
We designate c 1 as the first IMF,
Stopping Criteria
In sifting, the finest oscillatory modes are separated from the data, analogous to separating fine particles through a set of fine to coarse sieves. As can be expected of such a process, uneven amplitudes will be smoothened. But if performed too long, the sifting process becomes invasive and destroys the physical meaning of the amplitude fluctuations. On sifting too long, we get IMFs that are frequency modulated signals with constant amplitude. To retain the physical meanings of an IMF, in terms of amplitude and frequency modulation, a standard deviation based stopping criterion is used. The standard deviation, SD, computed from two consecutive sifting results, is used as one of the stopping criteria.
Sifting is stopped if SD falls below a threshold. The isolated intrinsic mode function, c1 contains the finest scale of the signal and we separate c1 from the data.
The new signal called the residue, r1, still holds lower frequency information. In the next iteration, the residue r1 is treated as the new data in place of r0 and subjected to the sifting process. This procedure is repeated on all the subsequent residues (rj's), to realize a set of IMFs.
The sifting through residuals can be stopped by any of the following stopping criteria; if the residue becomes too small to be of any practical importance, or when the residue becomes a monotonic function containing no more IMFs. It is not expected, to always have a residue with zero mean, because even for data with zero mean, the final residue can still be different from zero. The final residue is the trend of the data. Reconstruction of the signal is performed using the relation, 23 Thus, the data is decomposed into n-empirical modes, and a residue, rn, which can be either the mean trend or a DC shift. In Fig. 4 , a decomposition of a synthetic data set by EMD is shown. The formation of envelopes has been shown for the first IMF. The envelopes are shown in red and the envelope mean is shown in a dashed blue line.
Intrinsic Mode Image Fusion
The key contributions in our algorithm are the use of EMD to decompose the input images and, establishing a weighting scheme which decreases the mutual information between IMFs. In the first sub-section, the nature of the data used in our experiments has been described. Empirical mode decomposition has been extended to images in our method and the process employed is described in the second subsection. The IMFs showed consistent behavior when visualized as images and the nature of the IMFs is shown in the second subsection. The manner in which mutual information assists in weight selection is described in the third subsection.
Data Collection
One of the major requirements for successful image fusion is that the images from the different modalities have to be aligned correctly. Image registration techniques are found extensively in the literature and the assumption made is that the images used in our experiments are registered. A hardware setup was constructed in such a manner that the optical axes of both the imaging sensors 24 could be collimated. The setup allowed movement of the cameras on an axis, perpendicular to their optical axes. To acquire a registered image pair, an image is captured with the thermal camera first and by laterally displacing the visual camera, the principal axes are collimated and the visual image is obtained. The data acquisition setup is shown in Fig. 5 . The images were visually examined to ensure a high degree of spatial correspondence between the multi-sensor images. A Raytheon PALM IR Pro® camera was used to acquire thermal images and a Canon PowerShot A-80 was used for visual images.
The registration performed was manual and refined by inspection. An example pair is shown in Fig. 6 . In Fig. 6(a) and (b), the input images from different modalities are shown. In Fig. 6 (c) and 6(d), sections of the thermal image are replaced with sections of the visual image. One is able to discern the shape of a pair of scissors and the degree of registration can be seen at the extremities of the replaced sections.
Empirical Mode Decomposition for Images
The EMD theory was originally proposed for one dimensional data. It has been extended for twodimensional data in the literature towards image compression [12, 13] and texture analysis [14] . Though seemingly apt for image compression, these methods require sophisticated fitting schemes employing surface fitting by means of radial basis functions, bi-cubic splines etc. The mathematical soundness was unclear from the literature and it was supposed that vectorization of 25 data was a more promising experiment. The input images were vectorized in lexicographical order. EMD was performed on each channel vector separately and converted to the reconstructed channel matrix. In the process of testing and understanding the decomposition process, the intrinsic mode functions were reconstructed and viewed as images. This lead to an interesting and beneficial observation, upon which, one of the contributions of this paper is centered. It was observed that the lesser IMFs were those pertaining to the edge information of the image and the higher IMFs receded into details and illumination of the image. It was also observed that the EMD produced a smaller set of IMFs. A schematic of the flow of operations of the extension of empirical mode decomposition to images via vectorization is shown in Fig. 7 . An example for one visual image 26 
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channel is presented in Fig. 8 where the nature of the IMFs is exhibited.
Weighting Scheme Inspired by the Nature of IMF
Based on the nature of the IMFs, experiments were conducted to utilize this knowledge towards image fusion. The versatility of image fusion using weighted IMFs was high for highlighting features from both modalities. In principal component fusion, the number of principal components to be employed for reconstruction is either an arbitrary or a statistically-influenced choice. The nature of the application is also another influence in the number of principal components selected. But in the case of the EMD, the number of IMFs does not constitute an issue. The decomposition is performed on all the channels of the input images. The RGB channels and the thermal image channel were decomposed into intrinsic mode images. At this pre-reconstruction stage, the IMFs are multiplied by a set of weights that decrease the mutual information between them. A flow diagram which elucidates our fusion scheme is shown in Fig. 9 . The central idea behind our choice of weights in this manner is that image fusion is more meaningful if the components being fused are independent from each other. We conducted experiments with different weights and used mutual information and inspection to study the effects of the weighting scheme on the resultant image. It was observed that with the decrease in mutual information the features from both modalities were emphasized well and the resultant image was richer in thermal and visual features. The mutual information was calculated for different weighting schemes (shown in Fig. 10 ) and it is seen in Fig. 11 (a-c) that for decrease in mutual information the visual quality of the fused image improves. The mutual information (MI) is calculated using [15] 
where I(x,y) is the mutual information of the image pair, p(x,y) is the joint probability mass function of the co-occurrence of pixel pairs ( x,y) in an image pair, p(x) is the probability mass function of the occurrence of pixel x in the visual image V, p(y) is the probability mass function of the occurrence of pixel y in the thermal image T. An empirical understanding of the nature of the IMFs is used to initialize the weights. The initial weights were chosen to emphasize or de-emphasize a particular feature. Based on the decrease in mutual information and increase in visual information, the weights are changed to arrive at better fused images. The compact form of the weighting scheme used in our method is given by 27 
Results
We present the results of our fusion technique juxtaposed with the other fusion techniques. In Fig.  12(a) , we see an example of an object partially hidden in the visual spectrum. The lower portion of a pair of scissors is completely hidden from view. In Fig. 12(b) , the thermal signature of the whole pair of scissors is seen. The edges are not very distinct, especially the round holes on the metal surface in the back ground and there is no color information present in the thermal image. In Fig.  12(c) , fusion by pixel-by-pixel averaging is shown. There is significant loss in the strength of edges. Averaging is akin to low pass filtering and the surface reflectance of the object obstructing the scissors is not seen in the fused image. In Fig. 12(d) , wavelet based fusion of the input images is shown where the contrast in the fused image is high the fusion undermines one of the modalities. As a consequence, images acquired under extremely hot or over-illuminated conditions tend to look over-exposed. In Fig. 12 (e), principal component fusion is similar to averaging but without any color information. In Fig. 12(f) , an example of image fusion using EMD is demonstrated. Color information is well preserved in our fused image. Features from both the modalities are preserved well and it gives the visual effect of being able to see through the visual obstruction. The surface reflectance of the obstructing material is seen well in the images fused by our method. Edges are introduced from the input images thereby making object recognition a simpler task. For instance, information from both modalities can be easily observed, if the fused image is presented for human inspection.
In Fig. 13(a) , we are not able to see a hand concealed in the pocket whereas in Fig. 13(b) , the concealed hand is visible. However in Fig. 13(b) , the edges are very feeble. The edges of the objects in the background are not prominent. In Fig. 13(c) , fusion by pixel-by-pixel averaging is shown and the fused image looks more like the thermal image, due to the poor illumination of the visual image. This is also the case in PC fusion, as shown in Fig. 13(e) . Due to the high intensity of the thermal signatures, the wavelet fusion is completely devoid of visual information as shown in Fig. 13(d) . Image fusion via EMD increases the contrast in such a manner that an outline of hidden hand in the visual spectrum is seen in the fused image. The edges of the object in the background and the fabric texture become visible in the fused image as shown in Fig. 13(f) . This experiment was conducted to establish feasibility in security applications. Hidden metal objects like fire-arms and blades can be detected without any invasive physical contact. Similarly in Fig. 14(f) , we see that a hidden human face is more discernible than in the isolated input images, and also than in the other fused images. This can be used as an asset in face related imaging procedures where the heat signature of a human face can be used to increase feature reliability. The eyes of the individual are seen clearly in EMD fused image as opposed to the other fused images. Face detection and human tracking are some of the possible areas where the potential of the fused images can be harnessed.
The advantages of image fusion are not limited to detection of hidden objects. In Fig. 15(a) , an image fused by pixel-by-pixel averaging is shown along with the edges detected from the same in Fig. 15(b) . The edges from the thermal image are not very well emphasized in Fig. 15(b) . In Fig.  15(c) , an image fused by wavelet based fusion is shown. The emphasis is on the thermal edges in this case, as seen in Fig. 15(d) . In Fig. 15(e) , an image fused using principal components is shown. The edges that are detected are similar to the edges of the pixel-by-pixel averaging, as in Fig. 29 Fig. 15(g) , an image fused using EMD is shown. It is evident that the strengths of the edges of the fused images are stronger than any of the other fused images. Further, the edges from both modalities are introduced in the fused image. It is noteworthy that the eyes are seen clearly and, this is a significant factor from the view point of a face recognition application. This demonstrates a confluence of information from both the imaging modalities.
Conclusions And Future Work
A novel and efficient technique for image fusion using empirical mode decomposition has been proposed. Our fusion technique preserves information from both the input images. As input, we use registered thermal and visual images. Empirical mode decomposition is used to obtain the decomposed IMFs of the various channels of the visual and thermal image. Fusion is performed at the IMF level where a weighting scheme is used to emphasize features or, to discourage distracting features from one, or both, of the modalities by minimizing the mutual information between the IMFs. The output is a fused image containing enhanced visual and thermal information. The automatic minimization of mutual information is the next step in advancing this technology. Publications in the area of biometric authentication [16] [17] [18] indicate that the fusion of thermal and visual data increases the reliability of face data and hence our method is an interesting avenue for exploration for face recognition applications. The effects on our fusion scheme in increasing face recognition rates will be studied as part of our future work. 
