Abstract. In this paper, we establish an initial theory regarding the Second Order Asymptotical Regularization (SOAR) method for the stable approximate solution of ill-posed linear operator equations in Hilbert spaces, which are models for linear inverse problems with applications in the natural sciences, imaging and engineering. We show the regularizing properties of the new method, as well as the corresponding convergence rates. We prove that, under the appropriate source conditions and by using Morozov's conventional discrepancy principle, SOAR exhibits the same power-type convergence rate as the classical version of asymptotical regularization (Showalter's method). Moreover, we propose a new total energy discrepancy principle for choosing the terminating time of the dynamical solution from SOAR, which corresponds to the unique root of a monotonically non-increasing function and allows us to also show an order optimal convergence rate for SOAR. A damped symplectic scheme is developed for the numerical implementation of SOAR. Several numerical examples are given to show the accuracy and the acceleration affect of the proposed method. A comparison with the Landweber method and with Nesterov's method are provided as well.
1. Introduction. We are interested in solving linear operator equations,
where A is an injective and compact linear operator acting between two infinite dimensional Hilbert spaces X and Y. For simplicity, we denote by ·, · and · the inner products and norms, respectively, for both Hilbert spaces. Since A is injective, the operator equation (1.1) has a unique solution x † ∈ X for every y from range R(A) of the linear operator A. In this context, R(A) is assumed to be an infinite dimensional subspace of Y.
Suppose that, instead of the exact right-hand side y = Ax † , we are given noisy data y δ ∈ Y obeying the deterministic noise model y δ − y ≤ δ with noise level δ > 0. Since A is compact and dim(R(A)) = ∞, we have R(A) = R(A) and the problem (1.1) is ill-posed. Therefore, regularization methods should be employed for obtaining stable approximate solutions.
Loosely speaking, two groups of regularization methods exist: variational regularization methods and iterative regularization methods. Tikhonov regularization is certainly the most prominent variational regularization method (cf., e.g. [30] ), while the Landweber iteration is the most famous iterative regularization approach (cf., e.g. [7, 16] ). In this paper, our focus is on the latter, since from a computational viewpoint the iterative approach seems more attractive, especially for large-scale problems.
For the linear problem (1.1), the Landweber iteration is defined by x k+1 = x k + ∆tA * (y δ − Ax k ), ∆t ∈ (0, 2/ A 2 ), (1.2) where A * denotes the adjoint operator of A. We refer to [7, § 6.1] for the regularization property of the Landweber iteration. The continuous analogue of (1.2) can be considered as a first order evolution equation in Hilbert spaceṡ
if an artificial scalar time t is introduced, and ∆t → 0 in (1.2). Here and later on, we use Newton's conventions for the time derivatives. The formulation (1.3) is known as Showalter's method, or asymptotic regularization [29, 31] . The regularization property of (1.3) can be analyzed through a proper choice of the terminating time. Moreover, it has been shown that by using Runge-Kutta integrators, all of the properties of asymptotic regularization (1.3) carry over to its numerical realization [24] . From a computational view point, the Landweber iteration, as well as the steepest descent method and the minimal error method, is quite slow. Therefore, in practice accelerating strategies are usually used; see [16, 21] and references therein for details.
Over the last few decades, besides the first order iterative methods, there has been increasing evidence to show that the discrete second order iterative methods also enjoy remarkable acceleration properties for ill-posed inverse problems. The wellknown methods are the Levenberg-Marquardt method [15] , the iteratively regularized Gauss-Newton method [14] and the Nesterov acceleration scheme [22] . Recently, a more general second order iterative method -the two-point gradient method -has been developed, in [13] . In order to understand better the intrinsic properties of the discrete second order iterative regularization, we consider in this paper the continuous version ẍ(t) + ηẋ(t) + A * Ax(t) = A * y δ , x(0) = x 0 ,ẋ(0) =ẋ 0 .
(1. 4) of the second order iterative method in the form of an evolution equation, where x 0 ∈ X andẋ 0 ∈ X are the prescribed initial data and η > 0 is a constant damping parameter.
From a physical viewpoint, the system (1.4) describes the motion of a heavy ball that rolls over the graph of the residual norm square functional Φ(x) = y δ − Ax 2 and that keeps rolling under its own inertia until friction stops it at a critical point of Φ(x). This nonlinear oscillator with damping, which is called the Heavy Ball with Friction (HBF) system, has been considered by several authors from an optimization viewpoint, establishing different convergence results and identifying the circumstances under which the rate of convergence of HBF is better than the one of the first order methods; see [1, 2, 3] . Numerical algorithms based on (1.4) for solving some special problems, e.g. inverse source problems in partial differential equations, large systems of linear equations, and the nonlinear Schrödinger problem, etc., can be found in [32, 6, 5, 25] .
The remainder of the paper is structured as follows: in Section 2, we extend the theory of general affine regularization schemes for solving linear ill-posed problems to a more general setting, adapted for the analysis of the second order model (1.4) . Then, the existence and uniqueness of the second order flow (1.4), as well as some of its properties, are discussed in Section 3. Convergence analysis for the dynamical solution of (1.4) with the exact right-hand side is provided in Section 4. Section 5 is devoted to the study of the regularization property of the dynamical solution to (1.4), while Section 6 presents the results about convergence rates under the assumption of conventional source conditions. In Section 7, we develop a discrete second order iterative method for the numerical implementation of the second order asymptotical regularization. Some numerical examples, as well as a comparison with the Landweber method and the Nesterov's method, are presented in Section 8. Finally, concluding remarks are given in Section 9.
2. General affine regularization methods. In this section, we consider general affine regularization schemes based on a family of pairs of piecewise continuous functions {g α (λ), φ α (λ)} α (0 < λ ≤ A 2 ) for regularization parameters α ∈ (0,ᾱ]. Once a pair of generating functions {g α (λ), φ α (λ)} is chosen, the approximate solution to (1.1) can be given by the procedure
Remark 1. The affine regularization procedure defined by formula (2.1) is designed in particular for the second order evolution equation (1.4) . If one sets (x 0 ,ẋ 0 ) = (0, 0), the proposed regularization method coincides with the classical linear regularization schema for general linear ill-posed problems; see, e.g., [12] . However, as the numerical experiments in Section 8 will show, the initial data influence the behaviour of the regularized solutions obtained by (1.4) . By finding an appropriate choice of the triple (x 0 ,ẋ 0 , η), the second order analog of the asymptotical regularization yields an accelerated procedure with approximate solutions of higher accuracy.
(i) For any fixed λ ∈ (0, A 2 ]: lim α→0 r α (λ) = 0 and lim α→0 φ α (λ) = 0. (ii) Two constants γ 1 and γ 2 exist such that |r α (λ)| ≤ γ 1 and
the approximate solution in (2.1) converges to the exact solution x † as δ → 0.
Proof. Taking into account (2.5) and the three conditions for {g α (λ), φ α (λ)} α in the assumption we see that for all
Proposition 2.3 motivates us to call the procedure (2.1) a regularization method for the linear inverse problem (1.1) if the pair of functions {g α (λ), φ α (λ)} α satisfies the three requirements (i), (ii) and (iii).
Example 1. For the conventional Tikhonov method, we have g α (λ) = 1/(λ + α) and φ α (λ) = 0, which satisfies the three properties of Proposition 2.3 with the constants γ 1 = 1, γ 2 = 0, γ * = 1/2 and an arbitrarily largeᾱ. For the spectral cutoff regularization method, we have g α (λ) = χ [α, A 2 ] /λ and φ α (λ) = 0 with γ 2 = 0, γ 1 = γ * = 1 and an arbitrarily largeᾱ, where χ is the indicator function such that χ Ω (λ) = 1 for λ ∈ Ω, while χ Ω (λ) = 0, when λ ∈ Ω.
Example 2. For the Landweber iteration (1.2) with the step size ∆t ∈ (0, 2/ A 2 ), we have φ α (λ) = 0 and g α (λ) = (1 − (1 − ∆tλ) ⌊1/α⌋ )/λ. It is not difficult to show, e.g. in [12, 18] , that g α (λ) is a regularization method by definition 2.3 with constants γ 2 = 0, γ 1 = 1 and γ * = √ 2∆t.
Example 3. Consider the continuous version of the Landweber iteration (1.3), i.e. Showalter's method. It is not difficult to show that φ α (λ) = 0 and g α (λ) = (1 − e −λ/α )/λ, and hence r α (λ) = e −λ/α . Obviously, g α (λ) is a regularization method with γ 2 = 0, γ 1 = 1 and γ * = θ by noting that sup λ∈R+ √ λg α (λ) = θ √ α and
Note that the three requirements (i) − (iii) in Proposition 2.3 are not enough to ensure rates of convergence for the regularized solutions. More precisely, for rates in the case of ill-posed problems, additional smoothness assumptions on x † in correspondence with the forward operator A and the regularization method under consideration have to be fulfilled. This allows us to verify the specific profile functions f (α) in formula (2.3) that are specified for our second order method in formula (2.5). Once a profile function f is given, together with the property (iii) in Proposition 2.3, we obtain from the estimate (2.3) that
Moreover, if we consider the auxiliary index function
and choose the regularization parameter a priori as α * = Θ −1 (δ), then we can easily see that
Hence, the convergence rate f Θ −1 (δ) of the total regularization error as δ → 0 depends on the profile function f only, but for our suggested approach, f is a function of x † , g α , φ α , x 0 ,ẋ 0 , η and on the operator A.
In order to verify the profile function f in detail, it is of interest to consider how sensitive the regularization method is with respect to a priori smoothness assumptions. In this context, the concept of qualification can be exploited for answering this question: the higher its qualification, the more the method is capable of reacting to smoothness assumptions. Expressing the qualification by means of index functions ψ, the traditional concept of qualifications with monomials ψ(λ) = λ κ for κ > 0 from [31] (see also [7] ) has been extended in [12, 19] to general index functions ψ. We adapt this generalized concept to our class of methods (2.1) in the following definition. |r α (λ)|ψ(λ) ≤ γψ(α) and sup
are satisfied for all 0 < α ≤ A 2 .
Proposition 2.5. For all exponents p > 0 the monomials ψ(λ) = λ p are qualifications for Showalter's method.
Proof. Since the bias function of Showalter's method equals r α (λ) = e −λ/α and φ α (λ) = 0, set ξ = λ in the following identity
to obtain the inequality (2.9) with ψ(λ) = λ p .
We will show that an analogue to Proposition 2.5 also holds for the second order asymptotical regularization method -see Proposition 5.2 below -and will apply this fact to obtaining associated convergence rates.
3. Properties of the second order flow. We first prove the existence and uniqueness of strong global solutions of the second order equation (1.4) . Then, we study the long-term behavior of the dynamical solution x(t) of (1.4) and the residual norm functional Ax(t) − y δ .
• x(·),ẋ(·) : [0, +∞) → X are locally absolutely continuous [4] , •ẍ(t) + ηẋ(t) + A * Ax(t) = A * y δ holds for almost every t ∈ [0, +∞).
Theorem 3.2. For any pair (x 0 ,ẋ 0 ) ∈ X × X there exists a unique strong global solution of the second order dynamical system (1.4).
Proof. Denote by z = (x,ẋ) T , and rewrite (1.4) as a first order differential equationż
and I denotes the identity operator in X . Since A is a bounded linear operator, both A * and B are also bounded linear operators. Hence, by the Cauchy-Lipschitz-Picard theorem, the first-order nonautonomous system (3.1) has a unique global solution for the given initial data (x 0 ,ẋ 0 ). Now, we start to investigate the long-term behaviors of the dynamical solution and the residual norm functional. These properties will be used for the study of convergence rate in Section 6. Lemma 3.3. Let x(t) be the solution of (1.
Moreover, we have the following two limit relations
Proof. Define the Lyapunov function of the ordinary differential equation
It is not difficult to show thaṫ
by looking at the equation (1.4) and the differentiation of the energy functionĖ(t) = 2 ẋ(t),ẍ(t) − A * (y δ − Ax(t)) . Hence, E(t) is non-increasing, and consequently, ẋ(t)
2 ≤ E(0). Therefore,ẋ(·) is uniform bounded. Integrating both sides in (3.4), we obtain
. Now, let us show that for any x * ∈ X the following inequality holds.
Consider for every t ∈ [0, ∞) the function e(t) = e(t; x
On the other hand, by the convexity inequality of the residual norm square functional Ax(t) − y δ 2 , we derive
Combine (3.6) and (3.7) with the definition of E(t) to obtain
By (3.4), E(t) is nonincreasing, hence, given t > 0, for all τ ∈ [0, t] we havë
By multiplying this inequality with e ηt and then integrating from 0 to θ, we obtaiṅ
Integrate the above inequality once more from 0 to t together with the fact that E(t) decreases, to obtain
Dividing the above inequality by
and letting t → ∞, we deduce that
Hence, for proving (3.
X ). It is obviously held by noting the following inequalities
From the inequality Ax(t) − y δ ≥ inf x * ∈X Ax * − y δ , we conclude together with (3.5) that
Consequently, we have
Now, let us show the remaining parts of the assertion. Since E(t) is nonincreasing and bounded from below by inf
is not difficult to show that there is a "blow-up" for the solution x(t) of the dynamical system (1.4) in the sense that x(t) → ∞ as t → ∞. Contrarily, for y δ ∈ D(A † ), i.e. if the noisy data y δ satisfy the Picard condition, one can show more assertions concerning the long-term behaviour of the solution to the evolution equation (1.4), and we refer to Section 4 for results in the case of noise-free data y = Ax † . In this work, for the inverse problem with noisy data, we are first and foremost interested in the case that y δ ∈ D(A † ) may occur, since the set D(A † ) is of the first category and the chance to meet such an element is negligible.
4. Convergence analysis with noise-free data. In this section, we investigate the limit behavior of the dynamical solution to the evolution equation (1.4) with exact data y, i.e. for noise level δ = 0, and we present the corresponding convergence results.
Lemma 4.1. Let x(t) be the solution of (1.4) with the exact right-hand side y as data. Then, in the case η ≥ A , we have
Similarly as in (3.6), it holds thaẗ
On the other hand, we have
Combine (4.1) and (4.5) to obtain
or, equivalently (by using the evolution equation (1.4)),
By the assumption η ≥ A , we deduce thaẗ
which means that the function t →ė(t)
2 is monotonically decreasing. Hence, a real number C exists, such thaṫ
which impliesė(t) + ηe(t) ≤ C. By multiplying this inequality with e ηt and then integrating from 0 to T , we obtain the inequality
Hence, e(·) is uniform bounded, and, consequently, the trajectory x(·) is uniform bounded.
(ii) follows from Lemma 3.3. Now, we prove assertion (iv). Using the convexity inequality for the functional Ax − y 2 we obtain
By elementary calculations, we derive thaṫ
which implies that (by notingĖ(t) = −2η ẋ(t) 2 and the inequality (4.7))
Integrate the above inequality on [0, T ] to obtain together, with the nonnegativity of E(t),
On the other hand, since both x(t) and x † are uniform bounded, andẋ(t) → 0 as t → 0, a constant M exists such that |h(t)| ≤ M . Hence, letting T → ∞ in (4.9), we obtain
Since E(t) is non-increasing, we deduce that
Using (4.10), the left side of (4.11) tends to 0 when T → ∞, which implies that lim T →∞ T E(T ) = 0. Hence, we conclude lim T →∞ T Ax(T ) − y 2 = 0, which yields the desired result in (iv).
Finally, let us show the long-term behaviour ofẍ(·). Integrating the inequality (4.4) from 0 to T we obtain the fact that there exists a real number C ′ , such that for every t ∈ [0, ∞)
Since both e(·) andė(·) are global bounded (note that
) and x(t) → 0 as t → ∞ are obvious by noting assertions (i), (ii), (iv) and the connection equation (1.4) .
Remark 3. The rate Ax(t)−y = o(t −1/2 ) as t → ∞ given in Lemma 4.1 for the second order evolution equation (1.4) should be compared with the corresponding result for the first order method, i.e. the gradient decent methods, where one only obtains Ax(t) − y = O(t −1/2 ) as t → ∞. If we consider a discrete iterative method with the number k of iterations, assertion (iv) in Lemma 4.1 indicates that in comparison with gradient descent methods, the second order methods (1.4) need the same computational complexity for the number k of iterations, but can achieve a higher order o(k −1/2 ) of accuracy for the objective functional as k → ∞. Now, we list the following two lemmas, which will be used in the convergence analysis of the dynamical solution x(t).
Lemma 4.2. (Opial lemma [23] ) Let X be a Hilbert space and x : [0, ∞) → X be a function such that there exists a non empty set S ∈ X which verifies (i) ∀t n → ∞ with x(t n ) ⇀x weakly in X , we havex ∈ S.
(ii) ∀x † ∈ S, lim t→∞ x(t) − x † exists. Then, x(t) weakly converges as t → ∞ to some element of S.
) and, as a consequence, lim t→∞ ϕ(t) exists. Now, we are in the position to present the main result in this section. Theorem 4.4. The solution x(t) of (1.4) with the exact right-hand side converges weakly to x † in X as t → ∞. Proof. It suffices to check two conditions in Opial lemma. Consider a sequence {x(t n )} such that x(t n ) ⇀x weakly in X . Applying the convexity inequality to the functional Ax − y 2 we have
By using the weak lower semicontinuity of the convex continuous functional Ax−y 2 , and noticing that, in the duality bracket A * (Ax(t n ) − y), z − x(t n ) , the two terms are respectively norm converging to zero and weakly convergent, we can pass to the lower limit to obtain
for all z ∈ X . Set z = x † in (4.14), and we conclude that 0 = Ax † − y 2 ≥ Ax − y 2 , which implies thatx = x † by noting the injectivity of A. Now, we prove the second requirement in Lemma 4.2. Obviously, it is sufficient to show that lim t→∞ e(t) exists, where e(t) = 1 2 x(t) − x † 2 is defined in the proof of Lemma 4.1. From (4.3), we deduce thaẗ 
Using the decomposition x(t) = j ξ j (t)u j under the basis {u j } ∞ j=1 in X , we obtain
We have to distinguish three different cases: (a) the overdamped case: η > 2 A , (b) the underdamped case: there is an index j 0 such that 2σ j0+1 < η < 2σ j0 , and (c) the critical damping case: an index j 0 exists such that η = 2σ j0 . Here, we discuss for simplicity the overdamped case only. The other two cases are studied similarly, and the corresponding details can be found in the appendix.
In the overdamped case, the characteristic equation of (5.
Introducing the initial conditions in (1.4) to obtain a system for {c
or equivalently with the decomposition x 0 = j x 0 , u j u j for all j = 1, 2, ...
which gives
By a combination of (5.6), the definition of ω j and the decomposition of x(t) we obtain
We find the form required for the generator functions in formula (2.2) if we set g α (λ) := g(1/α, λ) and φ α (λ) := φ(1/α, λ).
The second condition can be obtained by using
It remains to bound γ * in Proposition 2.3. By the inequality 1 − e −at ≤ √ at for a > 0, we obtain
which implies that
Therefore, the third requirement in Proposition 2.3 holds for g α (λ) with
Finally, by the proof above, we see that the upper boundᾱ for the affine regularization method with {g α (λ), φ α (λ)} α can be selected arbitrarily. 
Similarly, we have
which completes the proof.
The assertion of Theorem 5.1 and analogues to Proposition 5.2 can be found in the appendix for the other values of the constant η > 0 occurring as a parameter in the second order differential equation of problem (1.4). In particular, this means the underdamped case (b), as well as the critical damping case (c).
Convergence rates results.
Under the general assumptions of the previous sections, the rate of convergence of x(T ) → x † as T → ∞ in the case of precise data, and of x(T * (δ)) → x † as δ → 0 in the case of noisy data, can be arbitrarily slow (cf. [26] ) for solutions x † which are not smooth enough. In order to prove convergence rates, some kind of smoothness assumptions imposed on the exact solution must be employed. Such smoothness assumptions can be expressed by range-type source conditions (cf., e.g., [7] ), approximate source conditions (cf. [9] ), and variational source conditions occurring in form of variational inequalities (cf. [11] ). Now, range-type source conditions have the advantage that, in many cases, interpretations in the form of differentiability of the exact solution, boundary conditions, or similar properties are accessible. Hence, we focus in the following on the traditional range-type source conditions only. More precisely, we assume that an element v 0 ∈ X and numbers p > 0 and ρ ≥ 0 exist such that
Moreover, the initial dataẋ 0 is supposed to satisfy such source conditions as well, i.e.
For the choiceẋ 0 = 0, the condition (6.2) is trivially satisfied. However, following the discussions in Sections 2 and 7, the regularized solutions essentially depend on the value ofẋ 0 . A good choice ofẋ 0 provides an acceleration of the regularization algorithm. In practice, one can choose a relatively small value ofẋ 0 to balance the source condition and the acceleration effect. Proposition 6.1. Under the source conditions (6.1) and (6.2), f (α) = 2γρ α p is a profile function for the second order asymptotical regularization, where the constant γ is defined in (5.12) .
Proof. Combining the formulas (2.5), (6.1) and (6.2) yields
This proves the proposition. .4) is selected by the a priori parameter choice
with the constant c 0 = (2γ) 2/(2p+1) , then we have the error estimate for δ ∈ (0, δ 0 ]
where the constant c = (1 + γ * )(2γ) 1/(2p+1) and δ 0 = 2γρη 2p+1 .
Proof. By the discussion in Section 2, we choose the value of α * such that
. By solving this equation we directly obtain α * = (2γ) −2/(2p+1) ρ −2/(2p+1) δ 2/(2p+1) . Setting T * = 1/α * and using the estimate (2.8), this gives the relations (6.3) and
Finally, we use the inequality α * ≤ᾱ = η 2 to get the bound δ 0 (the upper bound α = η 2 is required for the affine regularization (2.1) in both the underdamped and critical cases; see the appendix for details).
In practice, the stopping rule in (6.3) is not realistic, since a good terminating time point T * requires knowledge of ρ (a characteristic of unknown exact solution). Such knowledge, however, is not necessary in the case of a posteriori parameter choices. In the following two subsections, we consider two types of discrepancy principles for choosing the terminating time point a posteriori. 
where δ 0 is defined in the Theorem 6.2, C 0 := (τ − γ 1 ) −2/(2p+1) (2γ) 2/(2p+1) , and 
Since the terminating time T * is chosen according to the discrepancy principle (6.5), we derive that
Now we combine the estimates (6.8) and (6.9) to obtain, with the source conditions, that
where c 1 :
. On the other hand, in a similar fashion to (6.9), it is easy to show that
If we combine the above inequality with the source conditions (6.1)-(6.2) and the qualification inequality (2.4), we obtain
which yields the estimate (6.6). Finally, using (6.6) and (6.10), we conclude that
This completes the proof.
Remark 4.
If the function χ(T ) has more than one root, we recommend selecting T * from the rule
In other words, T * is the first time point for which the size of the residual Ax(T )−y δ has about the order of the data error. By Lemma 6.3 such T * always exists. It is easy to show that χ(T ) is bounded by a decreasing function as the proof of Proposition 6.5 below will show. Roughly speaking, the trend of χ(T ) is to be a decreasing function, where oscillations may occur, and we refer to Figure 6 .1. On the other hand, one can anticipate that the more oscillations of the discrepancy function χ(T ) occur, the smaller the damping parameter η is. This is an expected result due to the behaviour of damped Hamiltonian systems. 6.2. The total energy discrepancy principle. For presenting a newly developed discrepancy principle, we introduce the total energy discrepancy function as follows:
where τ > γ 1 as before. Proof. The continuity of χ te (T ) is obvious according to Theorem 3.2. The nongrowth of χ te (T ) is straight-forward according toχ te = −2η ẋ 2 . Furthermore, from (3.2), (3.3) and the assumption of the proposition, we derive that (6.12) and that, moreover, χ te (0) = Ax 0 − y δ 2 + ẋ 0 2 − τ 2 δ 2 > 0. This implies the existence of roots for χ te (T ).
Finally, let us show that χ te (T ) has a unique solution. We prove this by contradiction. Since χ te (T ) is a non-increasing function, a number T 0 exists so that χ te (T ) = 0 for T ∈ [T 0 , T 0 + ε] with some positive ε > 0. This means thatχ te (T ) = −2η ẋ 2 ≡ 0 in (T 0 , T 0 + ε). Hence,ẍ ≡ 0 in (T 0 , T 0 + ε). Using the equation (1.4) we conclude that for all T > T 0 : x(T ) ≡ x(T 0 ). Since χ te (T 0 ) = 0, we obtain that χ te (T ) ≡ 0 for T > T 0 , which implies that lim T →∞ χ te (T ) = 0. This contradicts the fact in (6.12). Theorem 6.6. (A posteriori choice II of the regularization parameter) Assume that a positive number δ 1 exists such that for all δ ∈ (0, δ 1 ], the unique root T * of χ te (T ) satisfies the inequality Ax(T * ) − y δ ≥ τ 1 δ, where τ 1 > γ 1 is a constant, independent of δ. Then, for any δ ∈ (0, δ 0 ] and p > 0 we have the error estimates
where δ 0 is defined in the Theorem 6.2, and constants C 0 and C 1 are the same as in Theorem 6.4.
Proof. The proof can be done along the lines and using the tools of the proof of Theorem 6.4.
In the simulation Section 7.1, we will computationally show that the assumptions occurring in the above theorem can happen in practice.
7.
A discrete second order iterative method. Roughly speaking, the second order evolution equation (1.4) with an appropriate numerical discretization scheme for the artificial time variable yields a discrete second order iterative method. Just as with the Runge-Kutta integrators [24] or the exponential integrators [10] for solving first order equations, the damped symplectic integrators are extremely attractive for solving second order equations, since the schemes are closely related to the canonical transformations [8] , and the trajectories of the discretized second flow are usually more stable. In this paper, we use the Störmer-Verlet method, which belongs to the family of symplectic integrators.
For numerical calculations we have to approximate the spaces X and Y by finite dimensional subspaces. The approximate method will be discussed in the next section. In this section, we consider the following finite dimensional model
Denote by v =ẋ, and employ the Störmer-Verlet method on the second order evolution equation (1.4) to obtain that at the k-th iteration
Theorem 7.1. For any fixed damping parameter η, if the step size is chosen by
then, the scheme (7.2) is convergent. Here, · 2 denotes the spectral norm of a matrix.
Proof. Denote by z = (x, v) T , and rewritten (7.2) as
* A]A * y δ and
By Taylor's theorem and the finite difference formula, it is not difficult to show the consistency of the scheme (7.2). It is well known that boundedness implies the convergence of consistent schemes for any problem [28] , hence, it suffices to show the boundedness of the scheme (7.2). Furthermore, a sufficient condition for the boundedness of the iterative algorithm (7.2) is that the operator B is non-expansive. Hence, it is necessary to prove that B 2 ≤ 1.
Using the singular value decomposition, we have A * A = ΦΛΦ T , where Φ is a unitary matrix and Λ = diag(λ i ), where λ i ≥ 0, i = 1, ..., n.
By the elementary calculations, we obtain that the eigenvalues of B equal
Denote by i * the index of λ i * , corresponding to the maximal absolute value of µ ± i , i.e.
There are three possible cases here: the overdamped case ( 2 − ∆t
, and the critical damping
. Let us consider these cases respectively. For the chosen time step size ∆t in (7.3), we have 2 − ∆t 2 λ i * ≥ 0. Therefore, for the overdamped case,
Define 2 − ∆t 2 λ i * = a 4 − ∆t 2 η 2 with a > 1 (by the condition (7.3). It holds that 4 − ∆t 2 η 2 ≥ 0), and we have
Combine (7.6) and (7.7) to obtain
Now, consider the underdamped case. In this case, the complex eigenvalue µ max satisfies
Finally, consider the critical damping case. Similarly, we have |µ max | = 2−∆tη 2+∆tη < 1, which yields the desired result. 
Moreover, the operator A has the eigensystem Au j = σ j u j , where σ j = (jπ) −2 and u j (t) = √ 2 sin(jπt). Furthermore, using the interpolation theory (see e.g. [17] ) it is not difficult to show that for 4p
where ⌊·⌋ denotes the standard floor function. In general, a regularization procedure becomes numerically feasible only after an appropriate discretization. Here, we apply the linear finite elements to solve (8.1). Let Y n be the finite element space of piecewise linear functions on a uniform grid with step size 1/(n − 1). Denote by P n the orthogonal projection operator acting from Y into Y n . Define A n := P n A and X n := A * n Y n . Let {φ j } n j=1 be a basis of the finite element space Y n , then, instead of the original problem (8.1), we solve the following system of linear equations
As shown in [7] , the finite dimensional projection error ǫ n := (I − P n )A plays an important role in the convergence rates analysis. For the compact operator A, ǫ n → 0 as n → ∞. Moreover, if the noise level δ → 0 slowly enough as n → ∞, the quality ǫ n has no influence and we obtain the same convergence rates as in Theorems 6.2 and 6.4.
Uniformly distributed noises with the magnitude δ ′ are added to the discretized exact right-hand side:
where Rand(x) returns a pseudo-random value drawn from a uniform distribution on [0,1]. The noise level of measurement data is calculated by δ = y δ n − y n 2 , where · 2 denotes the standard vector norm in R n . To assess the accuracy of the approximate solutions, we define the L 2 -norm relative error for an approximate solution x n (T * (δ)):
where x † is the exact solution to the corresponding model problem.
8.1. Influence of parameters. The purpose of this subsection is to explore the dependence of the solution accuracy and the convergence rate on the initial data (x 0 ,ẋ 0 ), damping parameter η and the discrepancy functions χ and χ te , and thus to give a guide on the choices of them in practice.
In this subsection, we solve integral equation (8.1) with the exact right-hand side y = s(1 − s). Then, the exact solution x † = 2, and x † ∈ R((A * A) p ) for all p < 1/8. Denote by "DP" and "TEDP" the second order asymptotical regularization equipped with the Morozov's conventional discrepancy function χ(T ) and the total energy discrepancy functions χ te (T ) respectively.
The results about the influence of the solution accuracy (L2Err) and the convergence rate (iteration numbers k(δ)) on the initial data (x 0 ,ẋ 0 ) are given in Tables 8.1 and 8.2 respectively. As we can see, both the initial data x 0 andẋ 0 influence the solution accuracy as well as the convergence rate. Moreover, when the value of the damping parameter is not too small (see Tab. 8.2 and Tab. 8.3) the results (both solution accuracy and convergence rate) by the methods "DP" and "TEDP" almost coincide with each other. This result verifies the rationality of the assumption in Theorem 6.6.
In Table 8 .3, we displayed the numerical results with different value of damping parameters η. With the appropriate choice of the damping parameter, say η = 2.5648 × 10 −3 in our example, the second order asymptotical regularization not only gives the most accurate result, but exhibits an acceleration affect. The critical value of the damping parameter, say η = 2/∆t, also provides an accurate result. But it requires a few more steps. The influence of the damping parameter on the residual functional can be found in Figure 6 .1. It shows that at the same time point, the larger the damping parameter, the smaller the residual norm functional. Table 8 .3 The dependence of the solution accuracy and the convergence rate on the damping parameter η. ∆t = 19.4946, . In order to demonstrate the advantages of our algorithm over the traditional approaches, we solve the same problems by two other methods -the Landweber method and Nesterov's method. The Landweber method is given in (1.2), while Nesterov's method is defined as [20] (8.4) where α ≥ 3 (we choose α = 3 in all of our simulations). We consider the following two different right-hand sides for the integral equation (8.1).
• Example 1: y(s) = s(1 − s). Then, x † = 2, and x † ∈ R((A * A) p ) for all p < 1/8. This example uses the discretization size n = 50. Other parameters are: ∆t = 19.4946, η = 2.5648 × 10 −4 , x 0 = 1,ẋ 0 = 0, τ = 2, p = 0.1125, τ te = 1.1 × δ 4p/(4p+1) .
• Example 2: y(s) = s 4 (1 − s) 3 . Then, x † = −6t 2 (1 − t)(2 − 8t + 7t 2 ), and x † ∈ R((A * A) p ) for all p < 5/8. This example uses the discretization size n = 100. Other parameters are: ∆t = 19.4946, η = 0.0051, x 0 = 0,ẋ 0 = 0, τ = 2, p = 0.5625, τ te = 1.1 × δ 4p/(4p+1) . The results of the simulation are presented in Table 8 .4, where we can conclude that, in general, the second order asymptotical regularization need less iteration and offers a more accurate regularization solution. Note that we set a maximal iteration number k max = 400, 000 in all of our simulations. 9. Conclusion and outlook. In this paper, we have investigated the method of second order asymptotical regularization (SOAR) for solving the ill-posed linear inverse problem Ax = y with the compact operator A mapping between infinite dimensional Hilbert spaces. Instead of y, we are given noisy data y δ obeying the inequality y δ − y ≤ δ. We have shown regularization properties for the dynamical solution of the second order equation (1.4) . Moreover, by using Morozov's conventional discrepancy principle on the one hand and a newly developed total energy discrepancy principle on the other hand, we have proven the order optimality of SOAR. For the numerical realization of SOAR, based on the Störmer-Verlet method, we have developed an iterative algorithm. The convergence property of the proposed numerical algorithm is proven as well. Numerical experiments in Section 7 show that, in comparison with the Landweber method and with Nesterov's method, SOAR is a faster regularization method for solving linear inverse problems with high levels of accuracy.
Various numerical results show that the damping parameter η in the second order equation (1.4) plays a prominent role in regularization and acceleration. Therefore, how to choose an optimal damping parameter should be studied in the future. Moreover, using the results of the nonlinear Landweber iteration, it will be possible to develop a theory of second order asymptotical regularization for wide classes of nonlinear ill-posed problems. Furthermore, it could be very interesting to investigate the case with the dynamical damping parameter η = η(t). For instance, the second order equation (1.4) with η = r/t (r ≥ 3) presents the continuous version of Nesterov's scheme [27] . Even in the linear case (1.1), to the best of our knowledge, it is not quite clear whether Nesterov's approach equipped with a posteriori choice of the regularization parameter is an accelerated regularization method for solving ill-posed inverse problems. In our opinion, however, the second order asymptotical regularization can be a candidate for the systematic analysis of general second order regularization methods.
10. Appendix. In this appendix, we perform the convergence analysis of the second order asymptotical regularization for the case when η ∈ (0, 2 A ].
10.0.1. The underdamped case: 2σ j0+1 < η < 2σ j0 . In this case, the solution to the second order differential equation (1. 
