The Simple Plant Location Problem with Order (SPLPO) is a variant of the Simple Plant Location Problem (SPLP), where the customers have preferences over the facilities which will serve them. In particular, customers define their preferences by ranking each of the potential facilities. Even though the SPLP has been widely studied in the literature, the SPLPO has been studied much less and the size of the instances that can be solved is very limited. In this paper, we propose a heuristic that uses a Lagrangean relaxation output as a starting point of a semi-Lagrangean relaxation algorithm to find good feasible solutions (often the optimal solution). We carry out a computational study to illustrate the good performance of our method.
Introduction
The Simple Plant Location Problem with Order (SPLPO) is a variant of the Simple Plant Location Problem (SPLP), where the customers have preferences over the facilities which will serve them. In particular, customers define their preferences by ranking each of the potential facilities.
Let I = {1, . . . m} be a set of customers and J = {1, . . . n} a set of possible sites for opening facilities. Unit costs c ij ≥ 0 for supplying the demand of customer i from facility j and costs f j ≥ 0 for opening a facility at j are also considered. It is said that k is i-worse than j if customer i prefers facility j to k and it is written as k < i j. We define W ij = {k ∈ J | k < i j} as the set of facilities k strictly i-worse than j, its complement as W ij and W ij ∪ {j} as W ′ ij . Let x ij be a decision variable that represents the fraction of the demand required by customer i and supplied by facility j. Since no capacities are considered, this demand can always be covered completely by one single facility. Therefore, we can guarantee that there is an optimal solution where values variables x ij are in {0, 1}. Let y j be a binary variable such that y j = 1 if a facility is open at location j and y j = 0 otherwise.
The SPLPO formulation (Cánovas et al., 2006 ) is as follows: 
x ij ≤ y j , ∀i ∈ I, ∀j ∈ J,
k∈W ij
x ik ≥ y j , ∀i ∈ I, ∀j ∈ J,
x ij ≥ 0, ∀i ∈ I, ∀j ∈ J,
y j ∈ {0, 1}, ∀j ∈ J.
2 Lagrangean and Semi-Lagrangean Relaxation Background
Let P be a problem of the form:
where:
• The set X may contain integrality constraints.
• The family of constraints Ax ≤ b will be assumed complicated. (i.e., the problem P without them is easier to solve).
The family Ax ≤ b can be placed in the objective function with vector of coefficients (Lagrangean multipliers) λ which work as penalties when they are violated. It yields the Lagrangean relaxation problem LR(λ) related to P with multipliers λ:
with its associated Lagrangean dual problem:
= max λ≥0 LR(λ).
Let v(p) be the optimal objective function value for a particular problem p. For all x ∈ X feasible for P and any λ ≥ 0, f (x) + λ(Ax − b) ≤ f (x). Therefore, v(LD λ ) ≤ v(P ) and v(LR(λ)) ≤ v(P ). Furthermore, if we supposed that {x ∈ X | Cx ≤ X} is a bounded polyhedron, there is a finite family of extreme points x in its the convex hull and therefore the objective function of LR(λ) is a piecewise linear concave function on λ. Thus, there are some points where the function is not differentiable. Additionally, it can be proved that if x * be an optimal solution for LR(λ * ), Ax * − b is a subgradient of LR(λ) at point λ * .
Also, if LP (P ) is problem P without integrality constraints (that is, its linear relaxation), then v(LP (P )) ≤ v(LD λ ) ≤ v(P ). And, v(LP (P )) = v(LD λ ) whenever v(LP (LD λ )) = v(LD λ ) (which is called integrality property).
Consider now the problem P ′ :
• The set X contains integrality constraints.
• A, b and c are non-negative.
The semi-lagrangean relaxation problem SLR(λ) related to P ′ is:
After having split Ax = b, inequality Ax ≥ b has been relaxed with a vector multiplier λ whereas inequality Ax ≤ b has been kept. Its semi-Lagrangean dual problem is then:
It is clear that v(LR(λ)) ≤ v(SLR(λ)) because SLR(λ) has more constraints. Thus, Beltrán et al. (2006) proved that the semi-Lagrangean dual problem has the same optimal value than P ′ , i.e., v(P ′ ) = v(SLD λ ). They also proved that the objective function of SLR(λ) is concave, non-decreasing on its domain and b − Ax is a subgradient at point λ. Moreover, there is an interval [λ * , +∞) where with any of its elements we met the same optimal solution of SLR(λ). For details, see (Geoffrion, 1974; Fisher, 2004; Beltrán et al., 2006 Beltrán et al., , 2012 .
A Lagrangean Relaxation for SPLPO
In this section we consider a Lagrangean Relaxation for the SPLPO. Our first result shows that the proposed model is easy to solve.
If we relax constraints (1) and (3), then they are moved to the objective function with penalty coefficients (multipliers) when they are violated, thus obtaining the following Lagrangean relaxation problem LR(µ, λ):
subject to: (2), (4) and (5).
The multiplier vectors µ and λ in LR(µ, λ) are unrestricted in sign and nonnegative, respectively. Let F (P ) be the set of feasible solutions of problem P . Then for all (x, y) ∈ F (SPLPO) the objective function of LR(µ, λ) evaluated in (x, y) is always less than or equal to the objective function of P evaluated in (x, y). Therefore v(LR(µ, λ)) ≤ v(SPLPO).
In order to obtain the best lower bound for SPLPO, we need to solve the following Lagrangean dual problem:
LR(µ, λ).
Suppose that each customer i ranks the different potential facilities j with a number p ij ∈ {1, . . . , n} with 1 and n the most and the least preferred, respectively. Since each multiplier λ ij in a term of i j λ ij k∈W ij x ik in LR(µ, λ) will be multiplied by a sum of p ij variables x ik with k ≥ i j, then each x ij will be multiplied by a sum of (n − p ij + 1) values λ ik with k ≤ i j. Therefore:
and LR(µ, λ) can be rewritten as:
As in Cornuéjols et al. (1977) , this Lagrangean problem is easy to solve analytically for fixed vectors µ and λ. If we define Λ ij as:
then we have the following result: Theorem 1. An optimal solution for LR(µ, λ) can be obtained as follows:
and,
Proof. We have that:
As a consequence of constraints (2) and for fixed vectors µ and λ, the optimal values for x ij will be x ij = 1 if y j = 1 and c ij − µ i − Λ ij < 0, otherwise x ij = 0. Then, if we define
, then the optimal vector y can be obtained by solving the following minimization problem:
The solution to this problem is straightforward.
An issue with this model is that LR(µ, λ) has the integrality property, that is, its optimal value is equal to the standard linear relaxation LP (SPLPO). Furthermore, the values obtained of the function LR(µ, λ) during the search of the solution for LD µλ are infeasible to the original problem SPLPO. So, as an alternative, we propose to use the solution of this problem as a starting point for another procedure that allows us to find feasible solutions to SPLPO.
Subgradient Method for the Lagrangean Dual LD µλ
The subgradient method was originally proposed by Held and Karp (1971) and validated by Held et al. (1974) . Given multipliers λ and µ, this method tries to optimize LD by taking steps along a subgradient of LR(µ, λ). A sketch of the whole procedure is given in Algorithm 1.
As seen in Steps 2 and 5, at each iteration, we need to solve an instance of LR(µ, λ). Each of them is easy to solve, as shown in Theorem 1. However, it is important to note that the whole procedure could still be slow, that is, slower than solving LP (SPLPO) with a commercial linear programming solver.
It is easy to see that:
is a subgradient for LR(µ, λ). If this vector is 0, then the procedure ends.
In our computational experiments, that will be showed later, an upper bound for LR AIM in Step 5 is found using a simple heuristic. See Algorithm 2. First, it opens a facility that supplies all customers with the lowest operating cost and it is removed from the set J ′ = J. Then, for each unopened one, each customer compares and chooses the most preferred facility between it and its previously assigned supplier. The new cost is saved. The new open facility is the one with the lowest operating cost. It is removed from J ′ . This is repeated until J ′ = {}.
Algorithm 1 Subgradient method (SG) for SPLPO.
Let LD = max (µ,λ) LR(µ, λ) with µ ∈ R and λ ≥ 0.
Step 1. (Initialization). Let LRAIM by a heuristic method. Set β = 2. Let k be an integer number. Let q be a number in [0, 1] . Let [µ 0 , λ 0 ] be a starting point.
Step 2.
(Obtaining values x 0 ij , ∀i, j and y
Step 3. (Finding a subgradient). Find a subgradient s iter for LR(µ iter , λ iter ).
Step 4. (Stop criterion). If s iter = 0, STOP and [µ iter , λ iter ] is optimal. Otherwise, go to Step 5.
Step 5. (Step size). Let α iter = β
If LR(µ iter , λ iter ) does not improve for k consecutive iterations, set β = β * q.
Step
Step 7. (Updating incumbent).
Step 8 Algorithm 2 Heuristic to find an upper bound for SPLPO (Hc).
Let G(I × J, E = {}) be a bipartite graph.
Step 1. Find j0 ∈ J such that i cij 0 = min{ i ci1, . . . , i cin}.
Step 2. For all j ∈ J ′ , do: Set Ej = {}.
For all i ∈ I, do:
Step 3. Find j0 such that T Cj 0 = min{T Cj | j = 1, . . . , n}. Set J ′ = J ′ \ {j0} and E = Ej 0 .
Step 4. If J ′ = {}, STOP. Otherwise go to Step 2.
We also tried another heuristic. It is basically the same that for Hc with a different Step 4 which allows the algorithm to stop earlier. We name it Hs (see Algorithm 3) and its results will be reported later.
Algorithm 3 Hs.
Step 1..3. Same as Hc.
Step 4. If CTj 0 ≥ CTprev then STOP. Otherwise, set CTprev = CTj 0 and go to Step 2.
It is possible, due to an overestimation of LR AIM , that the function LR(µ, λ) does not improve for many iterations. This can be overcome by setting the parameter β to a fixed value (for example, 2) and reducing it slowly.
In Step 6, we need vector λ to be nonnegative, therefore in the nonnegative orthant, i.e., [λ i ] + = max{0, λ i }, for all of its components. µ must remain unchanged as it is an unrestricted vector.
Further details can be found in (Guignard, 2003; Conforti et al., 2014) and Poljak (1967) for the step size in Step 5 in Algorithm 1.
A Semi-Lagrangean Relaxation for SPLPO
Now we use the technique of the Semi-Lagrangean relaxation, as this leads to close the duality gap. The equality constraints (1) have been split into two inequalities j∈J x ij ≤ 1 and j∈J x ij ≥ 1 to obtain the following model: (3), (4), (5), and j∈J x ij ≤ 1. Every component of the multipliers vector γ is nonnegative.
As mentioned in Section 2, the objective function is concave and non-decreasing in its domain. Therefore, its semi-Lagrangean dual problem:
can be solved using an ascent method. Also, as pointed out, there is a set Q = [γ * , +∞) such that, for any q ∈ Q the optimum of SLR(γ) is met.
For the SPLP (no preferences), Beltrán et al. (2012) proved that there is a closed interval where the search of the multipliers could be done. Following the same idea, we provide the next two results for the SPLPO: Theorem 2. Let cp i = max j {c ij + f j } and let cp = (cp 1 , . . . , cp m ) be the maximum of the costs for each costumer i associated to each facility j and the vector of these costs, respectively. If γ ≥ cp, then γ ∈ Q.
Proof. As we know, the semi-Lagrangean relaxation closes the duality gap if for all i, j∈J x ij = 1. Assume that SLR(γ) < ∞, otherwise the proposition is trivially true. By hypothesis, cp i −γ i ≤ 0 for all i ∈ I. If we choose j ′ such that cp i = c ij ′ +f j ′ , it turns out in (c ij ′ −γ i )+f j ′ ≤ 0, and this inequality is true for any j since j ′ gives the maximum among all c ij + f j . Therefore, the event j∈J x ij = 0 can not happen at an optimal solution, because it is always possible set x ij = 1 and y j = 1 for all i and j meeting all the constraints.
Proof. By hypothesis
In that case, x * ij = 0 for all j ∈ J in any optimal solution x * γ . Therefore, j∈J x ij = 1 can not happen at an optimal solution and γ / ∈ Q.
The result of Theorem 2 is weaker than the obtained by Beltrán et al. (2012) for SPLP in the following sense. They choose cp i equal to min j {c ij + f j }, but with this, there is no guarantee that the preference constraints hold. We can set x * ij ′ = 1 and y j ′ = 1 for the particular j ′ such that min j {c ij + f j } = c ij ′ + f j ′ but not necessarily for all j, as in this way, are not available all the possible combinations of x's and y's that consider all customers preferences. Therefore, we are taking the risk of obtaining a non optimal solution.
The interval of search for γ components is then:
Using ], but each of them has the same effect on the optimal value of SLR(γ). This is because going from an interval I j to the next I j+1 could imply a change in the choice of the arc (i, j) to the arc (i, j + 1) in the bipartite graph G γ = (I × J, E = {(i, j) | x ij = 1 in the solution of SLR(γ)}), which means a change in the solution. Hence, we just need a single γ i representative of the intervals. As γ goes to infinity all combined costs (c ij − γ i ) + f j become negative, and hence the semi-Lagrangean relaxation problem can be as difficult to solve as the original SPLPO problem. Then, it is always convenient to choose a γ i ∈ I i as smaller as possible, that is, at an epsilon ǫ distance from the lower bound of an interval. Also, it is easy to check that c n i is always less than cp i if f j ≥ 0. These ideas will be applied in the ascent method used later.
Dual Ascent Method for the Semi-Lagrangean Dual SLD γ
In general, a dual ascent algorithm modifies a current value of multipliers in order to achieve a steady increase in SLR(γ), see Bilde and Krarup (1977) . In our case this is possible due to the aforementioned properties. The method we used is explained under Algorithm 4. Step ). Solve SLR(γ iter ).
Step 3. (Finding a subgradient) . Find a subgradient s iter of SLR(γ iter ).
Step 4. (Stop criterion). If s iter = 0, STOP and γ iter is optimal. Otherwise, go to Step 5.
Step 5 
In
Step 1, the algorithm gives an appropriate position of the terms of an initial multipliers vector in the intervals I j . In Step 2, the procedure needs to solve a sequence of problems SLR(γ), but due to the preference constraints, they are not as easy to solve as in the Lagrangean relaxation case LR(µ, λ) proposed before. However, it is possible to set some variables x ij equal to 0 in advance, in order to make it easier. Every x ij must be 0 if c ij − γ i > 0.
A subgradient for SLR(γ) is computed in Step 3 as:
where each component of s belongs to {0, 1} as the j∈J x ij ≤ 1 must be satisfied. In
Step 4, a stop criterion is given. Finally, the multipliers are updated (increased) by jumping from the current to the next I j interval for each component i in γ.
Speeding Up the Search for the Optimal Solution
After a certain number of iterations of DA that has been fixed beforehand, we apply a variable fixing heuristic VFH that takes, among all y j = 1, a percentage of them by sorting this set of y j 's by a determined criterion. Then, it sets all the selected y j equal to 1. Finally the subproblem is solved. The method is described under Algorithm 5.
Algorithm 5 Variable fixing heuristic (VFH) to speed up DA.
Let SLRγ be an instance of DA after k iterations. Let Yγ be a set of yj's equal to 1 at instance SLRγ .
Step 1. Set ps ∈ [0, 1] ∈ R. Sort the elements of Yγ such that yj ≺ y k if i (cij + fj) < i (c ik + f k ).
Step 2. Choose the first ps × 100% smallest elements from the sorted Yγ to form the set Y subset γ .
Step 3. Set, yj = 1 for all yj ∈ Y subset γ .
Step 4. Solve the original SP LP O.
Step 1 shows the criterion that we used to sort variables y j . We also tried to sort it by y j ≺ y k if i p ij < i p ik , where the p's are the preferences. We obtained similar results, but the option proposed in Algorithm 5 was slightly better.
Another important issue is the starting point for the dual ascent method. We have tried two different starting γ vectors, γ = 0 and γ equal to µ, which is one of the multipliers that can be found using the subgradient method SG for LD µλ after a certain number of iterations. This µ is the penalization associated with the relaxed family of constraints (1). We obtained better results with the second approach. This is because each sub-problem LR(µ, λ) to be solved in the optimization of LD µλ is easy, see Theorem 1. For SG we used µ 0 i = min j {c ij + f j } for all i ∈ I and λ ij = 0 for all i ∈ I and j ∈ J.
The whole accelerated dual ascent procedure is presented in Algorithm 6.
Algorithm 6 Accelerated dual ascent algorithm. (ADA).
Step 1. Set µ 0 i = minj {cij + fj } for all i ∈ I and λij = 0 for all i ∈ and j ∈ J.
Step 2. Run SG(µ 0 , λ 0 ) during sg iter iterations. Find the iteration best sg iter where is the best value of LR(µ, λ). Set γ 0 = µ best sg iter .
Step 3. During da iter iterations, run DA(γ 0 ).
Step 4. During vf h iter run DA. Get Yγ and run VFH. Save the solution.
Step 5. Find the best solution in the history and get best values for xij and yj .
Computational results
In this section we present the computational results obtained after having applied the algorithms shown before. The experiments have been carried out on a PC with Intel R Xeon R 3.40 GHz processor and 16 Gb of RAM under a Windows R 7 operative system. All the procedures and algorithms have been written using the version 4.0.3 of the Mosel Xpress language and when a MIP problem needed to be solved we used FICO Xpress R version 8.0. The instances were, at first, taken from Cánovas et al. (2006) , which are based on the Beasley's OR-Library (see Beasley, 1990 ). These are:
131, 132, 133, 134: m = 50 and n = 50 a75 50, b75 50, c75 50: m = 75 and n = 50 a100 75, b100 75, c100 75: m = 100 and n = 75 Additional data sets were generated using the same algorithm proposed in Cánovas et al. (2006): a125 100, b125 100, c125 100: m = 125 and n = 100, a150 100, b150 100, c150 100: m = 150 and n = 100.
The headers of the tables have the following meanings:
• Prob: Name of the problem.
• Opt: Optimal objective function value of the problem P.
• y j: Number of opened facilities.
• bestUB: Best upper bound.
• GAP o (%): bestUB-Opt ( bestUB-Opt Opt × 100%). The absolute and relative gap between the optimal and the value of an algorithm.
• GAP LP :
LP(P)-SG LP(P) × 100%. The relative gap between the linear relaxation and the lower bound of the Lagrangian relaxation.
• LP(P): Linear relaxation value for problem P.
• SG: Best value using the subgradient method for LD µλ .
• iter (itbsol.): Number of iterations (iteration where best solution was found).
• t (Tt): CPU time in seconds (Total time).
• sol10%: First solution found that is within 10% or less of the optimal solution.
• UB (LB): Upper bound (Lower bound).
First, we show in Table 1 the results for Algorithms Hs and Hc. As can be seen, we obtain better results with the second one. It finds the optimal solution for 6 of the first 16 problems and in the rest of the instances it is not too far from the optimal with an average gap of 4.65%. All runs performed took less than 1 second whereas Xpress needs between 3 and 12 to solve these instances to optimality. The value obtained by Hc was used as an upper bound for the SG method, Algorithm 1. Table 2 shows the performance of the subgradient method SG (Algorithm 1) over the first 40 data sets. The algorithm was stopped when the parameter β was equal to 0 with a starting value of 2, and it was decreasing linearly at a rate of 0.005 if a solution did not change after 30 iterations. We also show the results for the first solution within a 10% from LP(P).
After the time reported, SG did not obtain the value LP (P ) for any of the problems. However, as mentioned before, the SG will be useful to find initial multipliers for the dual ascend DA.
Finally, we can see the results for the algorithm ADA in Table 3 . The routine needs parameters sg iter, da iter and vf h iter, and different values were used for the four groups of data sets tested. These were empirically set as: a75 50, b75 50, c75 50: sg iter = 50, da iter = 3 and f hv iter = 2, a100 75, b100 75, c100 75: sg iter = 100, da iter = 7 and f hv iter = 2, a125 100, b125 100, c125 100: sg iter = 170, da iter = 10 and f hv iter = 2, a150 100, b150 100, c150 100: sg iter = 170, da iter = 12 and f hv iter = 2, and for all the instances ps = 0.25 (see Algorithm 5). With the exception of the first group (m = 75, n = 50) and a few instances in the rest, the times obtained by ADA when it meets the optimal solution are considerably lower than those obtained by Xpress. It can be observed particularly in the last group, For example, the instance c 150 100 2 had a reduction of 95% on the total time. ADA is always close to the optimal values, in fact, the GAP average is only 0.43%.
Conclusions
In this paper we have proposed a heuristic method to solve the SPLPO inspired by techniques introduced in (Cornuéjols et al., 1977; Beltrán et al., 2012) . The assignment and VUBs constraints in SPLPO were relaxed to formulate a Lagrangean problem. We solved its dual with a subgradient method and used a vector of multipliers as a starting point of an ascent algorithm for the dual of a semi-Lagrangean formulation. Nevertheless, a better starting point should be the multipliers obtained by relaxing only the assignment constraints, the same family of constraints relaxed in our proposed SPLPO semi-Lagrangean problem. However, the sequence of linear subproblems that need to be solved in the subgradient method are not as easy to solve as those when our proposed relaxation is used. We used the variable fixing heuristic VFH because MIP problems in ADA are becoming increasingly difficult as the number of iterations grows. We have shown that the ADA algorithm works particularly well on large instances, but there must be a future discussion about the parameters settings.
