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SCHUBERT CALCULUS FROM POLYHEDRAL PARAMETRIZATIONS
OF DEMAZURE CRYSTALS
NAOKI FUJITA
Abstract. One approach to Schubert calculus is to realize Schubert classes as concrete
combinatorial objects such as Schubert polynomials. Through an identification of the co-
homology ring of the type A full flag variety with the polytope ring of the Gelfand–Tsetlin
polytopes, Kiritchenko–Smirnov–Timorin realized each Schubert class as a sum of reduced
(dual) Kogan faces. In this paper, we explicitly describe string parametrizations of opposite
Demazure crystals, which give a natural generalization of reduced dual Kogan faces. We
also relate reduced Kogan faces with Demazure crystals using the theory of mitosis opera-
tors, and apply these observations to develop the theory of Schubert calculus on symplectic
Gelfand–Tsetlin polytopes.
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1. Introduction
Schubert calculus was named after Hermann Schubert who developed a remarkable symbolic
calculus in enumerative geometry of Grassmann varieties. One goal of Schubert calculus is
to compute the structure constants of the cohomology ring of a (partial) flag variety with
respect to the basis consisting of Schubert classes; see [33, 34, 44] and references therein for the
history of Schubert calculus. One approach to such computation is to realize Schubert classes
as concrete combinatorial objects such as Schubert polynomials. Through an identification
of the cohomology ring of the type A full flag variety with the polytope ring of the Gelfand–
Tsetlin polytopes, Kiritchenko–Smirnov–Timorin [33] realized each Schubert class as a sum
of reduced (dual) Kogan faces. In this paper, we generalize this result to the type C full flag
variety through the theory of Kashiwara crystal bases [20, 22].
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To be more precise, let G be a connected, simply-connected semisimple algebraic group
over C, B ⊆ G a Borel subgroup, G/B the full flag variety, and W the Weyl group. For
w ∈ W , denote by ℓ(w) the length of w, by R(w) the set of reduced words for w, and by
Xw ⊆ G/B (resp., X
w ⊆ G/B) the Schubert variety (resp., the opposite Schubert variety)
with dimC(Xw) = dimC(G/B)−dimC(X
w) = ℓ(w). Then the sets {[Xw] | w ∈W} and {[X
w] |
w ∈W} of cohomology classes, called Schubert classes, form Z-bases of the cohomology ring
of G/B:
H∗(G/B;Z) =
∑
w∈W
Z[Xw] =
∑
w∈W
Z[Xw].
If we write [Xu] · [Xv] =
∑
w∈W c
w
u,v[X
w] for some cwu,v ∈ Z, then we see by Kleiman’s
transversality theorem that cwu,v ≥ 0 (see [7, Sect. 1.3]). One goal of Schubert calculus
is to compute this nonnegative integer cwu,v explicitly. To proceed in such direction, the
Borel description is useful, which states that the (rational) cohomology ring H∗(G/B;Q) is
isomorphic to the coinvariant algebra of W (see [44]). This description allows us to represent
each Schubert class as a polynomial. Such polynomials were studied by Bernstein–Gelfand–
Gelfand [3] using divided difference operators (see also [11]). In the case G = SLn+1(C),
Lascoux–Schu¨tzenberger [38] gave a specific choice {Sw | w ∈ W} of representatives, called
Schubert polynomials, which have good combinatorial properties. Schubert polynomials for
other classical groups were introduced by Billey–Haiman [4] and by Fomin–Kirillov [14].
Denote by P+ the set of dominant integral weights, by P++ the set of regular dominant
integral weights, and by V (λ) the irreducible highest weight G-module over C with highest
weight λ ∈ P+. This G-module V (λ) has a remarkable combinatorial skeleton B(λ), called
the Kashiwara crystal basis (see [20, 23]). For w ∈ W and λ ∈ P+, there exists a subset
Bw(λ) ⊆ B(λ) (resp., B
w(λ) ⊆ B(λ)), called a Demazure crystal (resp., an opposite Demazure
crystal), which naturally corresponds toXw (resp., X
w). Our approach to Schubert calculus is
to use a polyhedral parametrization of an opposite Demazure crystal Bw(λ) as a combinatorial
model of [Xw]. Let w0 ∈ W denote the longest element, and set N := ℓ(w0) = dimC(G/B).
We associate to each i ∈ R(w0) a parametrization Φi : B(λ) →֒ Z
N and a rational convex
polytope ∆i(λ), called a string parametrization and a string polytope, respectively. For
λ ∈ P++, Caldero [8] constructed a flat degeneration of G/B to the normal toric variety
corresponding to ∆i(λ). This degeneration was geometrically interpreted by Kaveh [26] from
the theory of Newton–Okounkov bodies. Using this degeneration, Morier-Genoud [46] gave a
semi-toric degeneration of a Richardson variety Xv∩X
w for v,w ∈W such that Xv∩X
w 6= ∅.
More precisely, she showed that the image Φi(Bv(λ) ∩ B
w(λ)) is given as the set of lattice
points in a union of faces of ∆i(λ), and that the Richardson variety Xv∩X
w degenerates into
the union of irreducible normal toric varieties corresponding to these faces. For i ∈ R(w0) and
w ∈W , we define R(i, w) by (4.3) in Sect. 4. Then the following theorem explicitly describes
the faces which give the image Φi(B
w(λ)); see Sect. 4 for the definition of Fk(∆i(λ)).
Theorem 1 (see Corollary 4.6). For i ∈ R(w0), w ∈W , and λ ∈ P+, it holds that
Φi(B
w(λ)) =
⋃
k∈R(i,w)
Fk(∆i(λ)) ∩ Z
N .
Theorem 1 can also be seen as an explicit description of a semi-toric degeneration of Xw.
Hence the set R(i, w) gives a natural generalization of reduced pipe dreams as suggested
in [36, Introduction]. Such generalization was also given by Fomin–Kirillov [14] for type
BCD in the context of nilCoxeter algebras. Kaveh [25] observed that the Borel description
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can be interpreted as an isomorphism between the cohomology ring H∗(G/B;Q) and the
polytope ring of {∆i(λ)}λ∈P+ . If the family {∆i(λ)}λ∈P+ of string polytopes has a good
combinatorial property, then the family {Fk(∆i(λ))}k∈R(i,w) gives the Schubert class [X
w]
under this isomorphism as we see below.
Let us consider the case G = SLn+1(C). We denote by GT (λ) the Gelfand–Tsetlin polytope
for λ ∈ P+, and by Sw(x) the Schubert polynomial for w ∈ W . Billey–Jockusch–Stanley [5]
and Fomin–Stanley [15] gave an explicit combinatorial formula
Sw(x) =
∑
D∈RP (w)
xD, (1.1)
where we used the notation in [34, Corollary 2.1.3]. A diagrammatic interpretation of the
index set RP (w) was invented by Fomin–Kirillov [13] and developed by Bergeron–Billey
[2] and by Knutson–Miller [34, 45]. Under the diagrammatic interpretation, an element of
RP (w) is called an rc-graph or a reduced pipe dream. By definition, each reduced pipe
dream D ∈ RP (w) corresponds to specific faces F∨D and FD of GT (λ), called a reduced
Kogan face and a reduced dual Kogan face, respectively, such that w(F∨D)
−1 = w(FD) = w in
the notation of [33, Sects. 3.3 and 4.3] (see [35, Sect. 2.2.1] and [36, Sect. 4]). Knutson–Miller
[34] gave a geometric proof of (1.1) using a flat degeneration of the (opposite) matrix Schubert
variety X
w0ww0 whose limit has irreducible components naturally parametrized by RP (w).
Using this degeneration, Kogan–Miller [36] proved that the opposite Schubert variety Xw0ww0
degenerates into the union of irreducible normal toric varieties corresponding to the reduced
dual Kogan faces FD, D ∈ RP (w). Relations between Schubert classes and reduced (dual)
Kogan faces were studied in [35, 30, 33]. Using an isomorphism between H0(SLn+1(C)/B;Z)
and the polytope ring RGT of the Gelfand–Tsetlin polytopes, Kiritchenko–Smirnov–Timorin
[33] formulated the following equalities:
[Xw] =
∑
D∈RP (w−1)
[F∨D] =
∑
D∈RP (w0ww0)
[FD].
Note that there is a bijective correspondence between RP (w−1) and RP (w). Even though
[Xw] is represented by Sw(x), the class [F
∨
D] does not correspond to x
D in (1.1); the class
[F∨D] is not necessarily an element of RGT as explained in [33, Remark 2.5]. It is defined in
a Z-module M
G˜T ,GT
extending RGT , which is obtained through a resolution of GT (λ) for
λ ∈ P++. We define iA ∈ R(w0) by (5.1) in Sect. 5. Then Littelmann [39] gave a unimodular
affine transformation from the string polytope ∆iA(λ) to GT (λ). Under this transformation,
the family {Fk(∆iA(λ))}k∈R(iA ,w) corresponds to the family {FD}D∈RP (w0ww0) of reduced
dual Kogan faces. Hence Morier-Genoud’s semi-toric degeneration [46] can be seen as a
generalization of Kogan–Miller’s semi-toric degeneration [36] by Theorem 1. In order to
relate reduced Kogan faces with Demazure crystals, we use the notions of ladder moves and
mitosis operators introduced by Bergeron–Billey [2] and by Knutson–Miller [34], respectively.
Bergeron–Billey [2] proved that RP (w) is stable under ladder moves and is obtained from
a specific element Dbot(w) ∈ RP (w) by applying sequences of ladder moves. Knutson–
Miller [34, 45] showed that RP (w−1w0) is obtained from RP (w0) by applying a sequence of
(transposed) mitosis operators mitosis⊤i along a reduced word for w
−1. In this paper, we use
another operator Mi for 1 ≤ i ≤ n, which is similar to mitosis
⊤
i and is naturally related to the
operator
⋃
k∈Z≥0
f˜ki on B(∞) studied in [22]. By applying to RP (w0) a sequence of operators
Mi along a specific reduced word for w
−1, we define a set M (w) of pipe dreams (see Sect.
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5 for the precise definition), which coincides with RP (w−1w0) by properties of ladder moves
and mitosis operators above. For D ∈ M (w) = RP (w−1w0), let F
∨
kD
(∆iA(λ)) denote the face
of ∆iA(λ) corresponding to F
∨
D.
Theorem 2 (see Corollary 5.18). Let G = SLn+1(C). For w ∈W and λ ∈ P+, it holds that
ΦiA(Bw(λ)) =
⋃
D∈M (w)
F∨kD(∆iA(λ)) ∩ Z
N .
Such relation between reduced Kogan faces and the character of Bw(λ) was previously
studied in [6, 33, 49]. Theorem 2 gives their relation in the level of Demazure crystals.
Let us consider the case G = Sp2n(C). We define iC ∈ R(w0) by (6.1) in Sect. 6.
Then Littelmann [39] gave a unimodular affine transformation from ∆iC (λ) to the symplectic
Gelfand–Tsetlin polytope SGT (λ). The faces of ∆iC (λ) containing the origin are naturally
parametrized by skew pipe dreams (see Sect. 6 and [31]). In this paper, we generalize the
notion of ladder moves to skew pipe dreams, and use it to define a set M (w) of skew pipe
dreams for w ∈ W as in the case of type An. For D ∈ M (w), let F
∨
kD
(∆iC (λ)) denote the
corresponding face of ∆iC (λ).
Theorem 3 (see Theorem 6.8). Let G = Sp2n(C). For w ∈W and λ ∈ P+, it holds that
ΦiC (Bw(λ)) =
⋃
D∈M (w)
F∨kD(∆iC (λ)) ∩ Z
N .
Let RSGT denote the polytope ring of the symplectic Gelfand–Tsetlin polytopes. By The-
orems 1 and 3, we can generalize results in [33] to the case of type Cn as follows.
Corollary 4 (see Corollaries 6.13 and 6.15). For each w ∈ W , the cohomology class [Xw] ∈
H∗(Sp2n(C)/B;Z) ≃ RSGT is described as follows:
[Xw] =
∑
k∈R(iC ,w)
[Fk(∆iC (λ))] =
∑
D∈M (w0w)
[F∨kD(∆iC (λ))].
Such description of [Xw] ∈ H∗(Sp2n(C)/B;Z) was previously given when n = 2, and there
was a partial result when n = 3 (see [31, 32]).
Acknowledgments. The author is deeply grateful to Valentina Kiritchenko for useful ex-
planations on models in [33]. The author would also like to thank Hironori Oya for helpful
comments and fruitful discussions.
2. Kashiwara crystal bases
In this section, we review some basic facts on crystal bases and string polytopes, following
[1, 20, 22, 25, 39, 47]. Let G be a connected, simply-connected semisimple algebraic group
over C, g its Lie algebra, and H ⊆ G a maximal torus. Denote by h ⊆ g the Lie algebra of
H, by h∗ := HomC(h,C) its dual space, and by 〈·, ·〉 : h
∗ × h → C the canonical pairing. Let
P ⊆ h∗ be the weight lattice, {αi | i ∈ I} ⊆ P the set of simple roots, and {hi | i ∈ I} ⊆ h
the set of simple coroots, where I = {1, . . . , n} is an index set for the vertices of the Dynkin
diagram.
Definition 2.1 ([22, Definition 1.2.1]). A crystal is a set B equipped with maps
• wt: B → P ,
• εi : B → Z ∪ {−∞} and ϕi : B → Z ∪ {−∞} for i ∈ I,
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• e˜i : B → B ∪ {0} and f˜i : B → B ∪ {0} for i ∈ I,
where −∞ and 0 are additional elements that are not contained in Z and B, respectively,
such that the following holds: for i ∈ I and b ∈ B,
(i) ϕi(b) = εi(b) + 〈wt(b), hi〉,
(ii) wt(e˜ib) = wt(b) + αi, εi(e˜ib) = εi(b)− 1, and ϕi(e˜ib) = ϕi(b) + 1 if e˜ib ∈ B,
(iii) wt(f˜ib) = wt(b)− αi, εi(f˜ib) = εi(b) + 1, and ϕi(f˜ib) = ϕi(b)− 1 if f˜ib ∈ B,
(iv) b′ = e˜ib if and only if b = f˜ib
′ for b′ ∈ B,
(v) e˜ib = f˜ib = 0 if ϕi(b) = −∞.
Definition 2.2 (see [22, Sect. 1.2]). For crystals B1 and B2, a map ψ : B1 ∪ {0} → B2 ∪ {0}
is called a strict morphism of crystals from B1 to B2 if the following conditions hold:
(i) ψ(0) = 0,
(ii) wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and ϕi(ψ(b)) = ϕi(b) for i ∈ I and b ∈ B1 such
that ψ(b) ∈ B2,
(iii) e˜iψ(b) = ψ(e˜ib) and f˜iψ(b) = ψ(f˜ib) for i ∈ I and b ∈ B1,
where we set e˜iψ(b) = f˜iψ(b) = 0 if ψ(b) = 0. If ψ is injective in addition, then we call it a
strict embedding of crystals.
Let B ⊆ G be a Borel subgroup containing H, P+ ⊆ P the set of dominant integral weights,
and ci,j := 〈αj , hi〉 the Cartan integer for i, j ∈ I. The quotient space G/B is called the full
flag variety, which is a nonsingular projective variety. Let NG(H) denote the normalizer of
H in G, and W := NG(H)/H the Weyl group of g, which is generated by the set {si | i ∈ I}
of simple reflections. For w ∈ W , we denote by ℓ(w) the length of w, by R(w) the set of
reduced words for w, and by w˜ ∈ NG(H) a lift for w. Let w0 ∈ W be the longest element,
B− := w˜0Bw˜0
−1 the Borel subgroup opposite to B, and U− the unipotent radical of B−. For
λ ∈ P+, denote by V (λ) the irreducible highest weight G-module over C with highest weight
λ and with highest weight vector vλ. For λ ∈ P+, we define a line bundle Lλ on G/B by
Lλ := (G× C)/B,
where the right B-action on G × C is given by (g, c) · b := (gb, λ(b)c) for g ∈ G, c ∈ C, and
b ∈ B. For a closed subvariety Z ⊆ G/B, the restriction of Lλ to Z is also denoted by the
same symbol Lλ. By the Borel–Weil theorem, the space H
0(G/B,Lλ) of global sections is
a G-module isomorphic to the dual module V (λ)∗ := HomC(V (λ),C). Lusztig [40, 41, 43]
and Kashiwara [19, 20, 21] constructed specific C-bases of C[U−] and H0(G/B,Lλ) via the
quantized enveloping algebra associated with g. These are called (the specialization at q = 1
of) the upper global bases (= the dual canonical bases), and denoted by {Gup(b) | b ∈ B(∞)} ⊆
C[U−] and {Gupλ (b) | b ∈ B(λ)} ⊆ H
0(G/B,Lλ), respectively. The index sets B(∞) and B(λ)
are typical examples of crystals, called the crystal bases. See [23] for a survey on crystal bases.
We define an element b∞ ∈ B(∞) (resp., bλ ∈ B(λ)) by the condition that G
up(b∞) ∈ C[U
−]
is a constant function on U− (resp., Gupλ (bλ) is a lowest weight vector in H
0(G/B,Lλ)).
Theorem 2.3 (see [20, Theorem 5]). For λ ∈ P+, there exists a unique surjective map
πλ : B(∞)։ B(λ) ∪ {0}
such that πλ(b∞) = bλ and f˜iπλ(b) = πλ(f˜ib) for all i ∈ I and b ∈ B(∞). In addition, for
B˜(λ) := {b ∈ B(∞) | πλ(b) 6= 0},
the restriction map πλ : B˜(λ)→ B(λ) is bijective.
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For w ∈W , we set
Xw := Bw˜B/B ⊆ G/B (resp.,X
w := B−w˜B/B ⊆ G/B),
called the Schubert variety (resp., the opposite Schubert variety) associated with w. These
varieties Xw and X
w are normal projective varieties, and we have
w˜0Xw = w˜0Bw˜B/B = B−w˜0w˜B/B = X
w0w.
Let ≤ denote the Bruhat order on W . For v,w ∈ W such that v ≤ w, the scheme-theoretic
intersection
Xvw := Xw ∩X
v ⊆ G/B
is reduced and irreducible (see, for instance, [7, Proposition 1.3.2]), which is called a Richard-
son variety. Note that both Xw0 and X
e coincide with the full flag variety G/B, where e ∈W
is the identity element. Hence we have Xww0 = X
w and Xew = Xw for all w ∈W . In addition,
it holds that dimC(X
v
w) = ℓ(w)−ℓ(v); see, for instance, [7, Sect. 1.3]. For w ∈W and λ ∈ P+,
we define a B-submodule Vw(λ) ⊆ V (λ) (resp., a B−-submodule V w(λ) ⊆ V (λ)) as follows:
Vw(λ) :=
∑
b∈B
Cbw˜vλ (resp., V
w(λ) :=
∑
b∈B−
Cbw˜vλ),
which is called a Demazure module (resp., an opposite Demazure module). Then we have
w˜0Vw(λ) =
∑
b∈B
Cw˜0bw˜0
−1w˜0w˜vλ = V
w0w(λ). (2.1)
By the Borel–Weil type theorem (see, for instance, [37, Corollary 8.1.26]), the space of global
sectionsH0(Xw,Lλ) is aB-module isomorphic to the dual module Vw(λ)
∗ := HomC(Vw(λ),C).
From this, we deduce that
H0(Xw,Lλ) = H
0(w˜0Xw0w,Lλ) ≃ (w˜0Vw0w(λ))
∗ = V w(λ)∗
as B−-modules. Let πw : H
0(G/B,Lλ)→ H
0(Xw,Lλ) (resp., π
w : H0(G/B,Lλ)→ H
0(Xw,Lλ))
denote the restriction map.
Proposition 2.4 ([22, Proposition 3.2.3 (i) and equation (4.1)]). For w ∈ W and λ ∈ P+,
there uniquely exists a subset Bw(λ) of B(λ) such that {πw(G
up
λ (b)) | b ∈ Bw(λ)} forms a
C-basis of H0(Xw,Lλ) and such that πw(G
up
λ (b)) = 0 for all b ∈ B(λ) \ Bw(λ). Similarly,
there uniquely exists a subset Bw(λ) of B(λ) such that it satisfies analogous conditions for πw.
These subsets Bw(λ) and B
w(λ) are called a Demazure crystal and an opposite Demazure
crystal, respectively.
Proposition 2.5 ([22, Propositions 3.2.3 (ii), (iii) and 4.2]). Let w ∈W , and λ ∈ P+.
(1) It holds that e˜iBw(λ) ⊆ Bw(λ) ∪ {0} and f˜iB
w(λ) ⊆ Bw(λ) ∪ {0} for all i ∈ I.
(2) If siw < w, then it holds that
Bw(λ) =
⋃
k∈Z≥0
f˜ki Bsiw(λ) \ {0} and B
siw(λ) =
⋃
k∈Z≥0
e˜ki B
w(λ) \ {0}.
For λ ∈ P+, we have −w0λ ∈ P+, and the crystal B(−w0λ) is identified with the dual
crystal of B(λ) (see [22, Example 1.2.10]). Under this identification, an opposite Demazure
crystal Bw(λ) corresponds to the Demazure crystal Bww0(−w0λ). For i ∈ I, an i-string L is a
subset of B(λ) with blowL ∈ L such that f˜ib
low
L = 0 and such that L = {e˜
k
i b
low
L | k ∈ Z≥0} \ {0}.
The following is called the string property of opposite Demazure crystals.
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Proposition 2.6 (see [22, Proposition 3.3.5]). Let w ∈ W , λ ∈ P+, and L an i-string of
B(λ) for i ∈ I. Then the intersection Bw(λ) ∩ L is either ∅, L, or {blowL }.
The action of w˜0 on V (λ) induces a bijective involution ηλ : B(λ)→ B(λ) (see, for instance,
[46, Sect. 2.1]). By (2.1), it follows that
ηλ(Bw(λ)) = B
w0w(λ) and ηλ(B
w(λ)) = Bw0w(λ) (2.2)
for w ∈ W . The natural projection G ։ G/B induces an open embedding U− →֒ G/B by
which we identify U− with an affine open subvariety of G/B. Then the intersection U− ∩Xw
in G/B is regarded as a closed subvariety of U−. For b ∈ B(∞), let Gupw (b) ∈ C[U− ∩ Xw]
denote the restriction of Gup(b) ∈ C[U−].
Proposition 2.7 (see [22, Proposition 3.2.5] (and also [17, Corollary 3.20])). For w ∈ W ,
there uniquely exists a subset Bw(∞) ⊆ B(∞), called a Demazure crystal, such that the
following hold:
• it holds that e˜iBw(∞) ⊆ Bw(∞) ∪ {0} for all i ∈ I;
• if siw < w, then it holds that
Bw(∞) =
⋃
k∈Z≥0
f˜ki Bsiw(∞);
• the set {Gupw (b) | b ∈ Bw(∞)} forms a C-basis of C[U
− ∩Xw];
• the equality Gupw (b) = 0 holds for all b ∈ B(∞) \ Bw(∞).
Writing B˜w(λ) := Bw(∞) ∩ B˜(λ) for w ∈W and λ ∈ P+, it follows that
Bw(∞) =
⋃
λ∈P+
B˜w(λ) (2.3)
by [20, Corollary 4.4.5]. We set N := ℓ(w0) = dimC(G/B).
Definition 2.8 (see [39, Sect. 1]). Let i = (i1, . . . , iN ) ∈ R(w0), and λ ∈ P+. For b ∈ B(λ)
(resp., b ∈ B(∞)), we define Φi(b) = (a1, . . . , aN ) ∈ Z
N
≥0 by
ak := max{a ∈ Z≥0 | e˜
a
ik
e˜
ak−1
ik−1
· · · e˜a1i1 b 6= 0} for 1 ≤ k ≤ N.
It is called Berenstein–Littelmann–Zelevinsky’s string parametrization associated with i.
The maps Φi : B(λ)→ Z
N
≥0 and Φi : B(∞)→ Z
N
≥0 are indeed injective. Let Ci ⊆ R
N denote
the smallest real closed cone containing Φi(B(∞)), which is called a string cone.
Proposition 2.9 (see [1, Sect. 3.2] and [39, Sect. 1]). For i ∈ R(w0), the string cone Ci is a
rational convex polyhedral cone, and the equality Φi(B(∞)) = Ci ∩ Z
N holds.
Definition 2.10 (see [26, Definition 3.5] and [39, Sect. 1]). For i ∈ R(w0) and λ ∈ P+, we
define a subset Si(λ) ⊆ Z>0 × Z
N by
Si(λ) :=
⋃
k∈Z>0
{(k,Φi(b)) | b ∈ B(kλ)}.
Denote by Ci(λ) ⊆ R≥0 ×R
N the smallest real closed cone containing Si(λ). Then we define
a subset ∆i(λ) ⊆ R
N by
∆i(λ) := {a ∈ R
N | (1,a) ∈ Ci(λ)},
which is called Berenstein–Littelmann–Zelevinsky’s string polytope.
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Proposition 2.11 (see [1, Sect. 3.2] and [39, Sect. 1]). For i ∈ R(w0) and λ ∈ P+, the string
polytope ∆i(λ) is a rational convex polytope, and the equality ∆i(λ) ∩ Z
N = Φi(B(λ)) holds.
The ring R[PR] of polynomial functions on PR := P ⊗Z R with R-coefficients is naturally
identified with the symmetric algebra Sym(P ∗R) of P
∗
R := HomR(PR,R). For λ ∈ PR, we define
a derivation ∂λ on Sym(P
∗
R) ≃ R[PR] by the Leibniz rule and by ∂λ(f) = f(λ) for f ∈ P
∗
R.
Then the symmetric algebra Sym(PR) of PR can be regarded as the ring of differential oper-
ators on R[PR] with R-coefficients. The string polytopes ∆i(λ), λ ∈ P+, inherit information
of the cohomology ring of G/B as follows.
Theorem 2.12 ([25, Corollary 5.3]). The cohomology ring H∗(G/B;R) of G/B over R is
isomorphic to the quotient Sym(PR)/J of Sym(PR) by the homogeneous ideal J defined to be
J := {D ∈ Sym(PR) | D · PG/B = 0},
where PG/B ∈ R[PR] denotes the homogeneous polynomial of degree n (= the rank of G) on
PR determined by
PG/B(λ) = VolN (∆i(λ)) for all λ ∈ P+.
Let Φ+ denote the set of positive roots, and set ρ := 12
∑
α∈Φ+ α ∈ P+. By the Weyl
dimension formula, we see that
VolN (∆i(λ)) =
∏
α∈Φ+
(λ, α)
(ρ, α) (2.4)
for λ ∈ P+, where (·, ·) is a W -invariant inner product on PR. Hence the description of
H∗(G/B;R) in Theorem 2.12 coincides with the Borel description (see [25, Remark 5.4] for
more details).
Remark 2.13 (see, for instance, [44]). The Borel description holds for the cohomology ring
H∗(G/B;Z) over Z when G = SLn+1(C) or G = Sp2n(C). Hence Theorem 2.12 also holds
for H∗(G/B;Z) in these cases.
The cohomology ring H∗(G/B;Z) is isomorphic to the Chow ring A∗(G/B) of G/B (see
[18, Example 19.1.11]), and it is easy to see that [Xw0w] = [w˜0Xw] = [Xw] in A
∗(G/B) for all
w ∈W .
For i = (i1, . . . , iN ) ∈ R(w0), consider an infinite sequence j = (. . . , jk, . . . , jN+1, jN , . . . , j1)
of elements in I such that jk = ik for 1 ≤ k ≤ N , jk 6= jk+1 for all k ∈ Z≥1, and there exist
infinitely many k ∈ Z≥1 with jk = i for each i ∈ I. Following [22, 47], a crystal structure on
Z∞ := {(. . . , ak, . . . , a2, a1) | ak ∈ Z for k ∈ Z≥1 and ak = 0 for k ≫ 0}
is associated to j as follows. For k ∈ Z≥1, i ∈ I, and a = (. . . , al, . . . , a2, a1) ∈ Z
∞, set
σk(a) := ak +
∑
l>k
cjk,jlal ∈ Z,
σ(i)(a) := max{σk(a) | k ∈ Z≥1, jk = i} ∈ Z, and
M (i)(a) := {k ∈ Z≥1 | jk = i, σk(a) = σ
(i)(a)}.
Since we have al = 0 for l ≫ 0, the integers σk(a), σ
(i)(a) are well-defined, and it follows that
σ(i)(a) ≥ 0. In addition, the cardinality of M (i)(a) is finite if and only if σ(i)(a) > 0. Let us
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define a crystal structure on Z∞ by
wt(a) := −
∞∑
k=1
akαjk , εi(a) := σ
(i)(a), ϕi(a) := εi(a) + 〈wt(a), hi〉,
e˜ia :=
{
(ak − δk,maxM (i)(a))k∈Z≥1 if σ
(i)(a) > 0,
0 otherwise,
f˜ia := (ak + δk,minM (i)(a))k∈Z≥1
for i ∈ I and a = (. . . , ak, . . . , a2, a1) ∈ Z
∞, where δk,l is the Kronecker delta. This crystal is
denoted by Z∞j .
Proposition 2.14 (see [47, Sect. 2.4]). Let i and j be as above.
(1) There exists a unique strict embedding of crystals Ψj : B(∞) →֒ Z
∞
j such that Ψj(b∞) =
(. . . , 0, . . . , 0, 0), which is called the Kashiwara embedding with respect to j.
(2) If (. . . , ak, . . . , a2, a1) ∈ Ψj(B(∞)), then ak = 0 for all k > N .
(3) For all w ∈W , it holds that
Ψj(Bw(∞)) = {(. . . , 0, 0, aN , . . . , a2, a1) | (a1, . . . , aN ) ∈ Φi(Bw−1(∞))}.
3. Semi-toric degenerations of Richardson varieties
In this section, we review results by Morier-Genoud [46] on semi-toric degenerations of
Richardson varieties. We first recall relations between string polytopes and Lusztig polytopes,
following [46]. By [42, Proposition 8.2], each reduced word i ∈ R(w0) induces a bijective
map bi from Z
N
≥0 to the canonical basis {G
low(b) | b ∈ B(∞)}, which is called a Lusztig
parametrization. For i ∈ R(w0), let Υi : B(∞) → Z
N
≥0 denote the bijective map induced
by b−1i . Through the bijective map πλ : B˜(λ)
∼
−→ B(λ) in Theorem 2.3, the map Υi induces
a Lusztig parametrization B(λ) →֒ ZN≥0 of B(λ), which we denote by the same symbol Υi.
Replacing Φi by Υi in Definition 2.10, we define Ŝi(λ), Ĉi(λ), and ∆̂i(λ). This ∆̂i(λ) is called
the Lusztig polytope associated with i and λ (see [1] and [12, Sect. 12]). Let i 7→ i∗ denote
the involution on I given by w0(αi) = −αi∗ for i ∈ I. For i = (i1, . . . , iN ) ∈ R(w0), we set
i∗ := (i∗1, . . . , i
∗
N ) ∈ R(w0), and define Ωi,λ : R
N → RN , (t1, . . . , tN ) 7→ (t
′
1, . . . , t
′
N ), for λ ∈ PR
by
t′k := 〈λ, hik 〉 − tk −
∑
k<j≤N
cik,ij tj
for 1 ≤ k ≤ N . The map Ωi,λ is a unimodular affine transformation.
Theorem 3.1 (see [46, Corollary 2.17]). For i = (i1, . . . , iN ) ∈ R(w0) and λ ∈ P+, the map
Υi∗ ◦ ηλ ◦ Φ
−1
i coincides with Ωi,λ on Φi(B(λ)). In particular, the following equality holds:
Ωi,λ(∆i(λ)) = ∆̂i∗(λ).
Morier-Genoud [46] used this relation to give semi-toric degenerations of Richardson vari-
eties from Caldero’s toric degenerations [8] of flag varieties. For i ∈ R(w0), we define a subset
Si ⊆ P+ × Z
N by
Si :=
⋃
λ∈P+
{(λ,Φi(b)) | b ∈ B(λ)},
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and denote by Ci ⊆ PR × R
N the smallest real closed cone containing Si. For each λ ∈ P+,
the following equalities hold:
Si ∩ π
−1
1 (Z>0λ) = ωλ(Si(λ)) and Ci ∩ π
−1
1 (R≥0λ) = ωλ(Ci(λ)),
where π1 : PR × R
N → PR denotes the first projection, and ωλ : R≥0 × R
N → PR × R
N is
defined by ωλ(k,a) := (kλ,a). In particular, it holds that π2(Ci ∩ π
−1
1 (λ)) = ∆i(λ) for the
second projection π2 : PR × R
N → RN . Note that π2(Ci) coincides with the string cone Ci,
and we have π2(Si) = Φi(B(∞)).
Proposition 3.2 (see [1, Sect. 3.2] and [39, Sect. 1]). The real closed cone Ci is a rational
convex polyhedral cone, and the equality Ci ∩ (P+ × Z
N ) = Si holds.
Denote by P++ ⊆ P+ the set of regular dominant integral weights. For λ ∈ P++, we see by
(2.4) that VolN (∆i(λ)) > 0, that is, ∆i(λ) is N -dimensional. For v,w ∈W such that v ≤ w,
we define a subset Si(X
v
w) ⊆ P+ × Z
N by
Si(X
v
w) :=
⋃
λ∈P+
{(λ,Φi(b)) | b ∈ Bw(λ) ∩ B
v(λ)},
and denote by Ci(X
v
w) ⊆ PR×R
N the smallest real closed cone containing Si(X
v
w). For each
λ ∈ P+, we set
∆i(λ,X
v
w) := π2(Ci(X
v
w) ∩ π
−1
1 (λ)).
It is shown in [46] that the cone Ci(X
v
w) induces semi-toric degenerations of X
v
w as follows.
Theorem 3.3 (see the proof of [46, Proposition 3.5 and Theorem 3.7]). Let i ∈ R(w0), and
v,w ∈W such that v ≤ w.
(1) The set Ci(X
v
w) is a union of faces of Ci, and it holds that
Ci(X
v
w) ∩ (P+ × Z
N ) = Si(X
v
w).
(2) For λ ∈ P+, the set ∆i(λ,X
v
w) is a union of faces of ∆i(λ).
(3) For λ ∈ P++, the Richardson variety X
v
w degenerates into the union of irreducible
normal toric varieties corresponding to the faces of ∆i(λ,X
v
w).
For w ∈W , we write Si(Xw) := π2(Si(Xw)) and Ci(Xw) := π2(Ci(Xw)). By the definition
of Si(Xw), it follows that
Si(Xw) =
⋃
λ∈P+
Φi(Bw(λ)) = Φi(Bw(∞)).
Corollary 3.4. For i ∈ R(w0) and w ∈ W , the set Ci(Xw) is a union of faces of Ci, and it
holds that Ci(Xw) ∩ Z
N = Si(Xw).
Proof. Let us apply [46, Lemma 3.6] to Si(Xw) using Theorem 3.3 (1). We first take b ∈ B(∞)
and b′ ∈ B(∞) \ Bw(∞). Then there exist λ, µ ∈ P+ such that b ∈ B˜(λ) and b
′ ∈ B˜(µ) by
(2.3). Since we have (λ,Φi(b)) ∈ Si and (µ,Φi(b
′)) ∈ Si \Si(Xw), Theorem 3.3 (1) implies
that (λ+µ,Φi(b)+Φi(b
′)) ∈ Si \Si(Xw). Hence there exists b
′′ ∈ B˜(λ+µ) \ B˜w(λ+µ) such
that Φi(b
′′) = Φi(b) + Φi(b
′). Since B˜w(λ + µ) = B˜(λ + µ) ∩ Bw(∞), we have b
′′ /∈ Bw(∞),
which implies that Φi(b) + Φi(b
′) = Φi(b
′′) /∈ Φi(Bw(∞)) = Si(Xw).
We next take b ∈ Bw(∞) and k ∈ Z>0. Then there exists λ ∈ P+ such that b ∈ B˜w(λ)
by (2.3). Since (λ,Φi(b)) ∈ Si(Xw), we see by Theorem 3.3 (1) that (kλ, kΦi(b)) ∈ Si(Xw).
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Hence there exists b′ ∈ B˜w(kλ) such that Φi(b
′) = kΦi(b), which implies that kΦi(b) ∈
Φi(Bw(∞)) = Si(Xw). From these, we can apply [46, Lemma 3.6] to Si(Xw), which implies
that Si(Xw) is the set of lattice points in a union of faces of Ci. Since Ci(Xw) is the smallest
real closed cone containing Si(Xw), we deduce the assertion of the corollary. 
4. String parametrizations of opposite Demazure crystals
In this section, we give an explicit description of string parametrizations of opposite De-
mazure crystals. To do that, we use the relation (Theorem 3.1) between string polytopes and
Lusztig polytopes. Let i = (i1, . . . , iN ) ∈ R(w0). Replacing Φi by Υi in the definitions of
Si,Ci,Si(X
v
w),Ci(X
v
w), and ∆i(λ,X
v
w), we obtain Ŝi, Ĉi, Ŝi(X
v
w), Ĉi(X
v
w), and ∆̂i(λ,X
v
w),
respectively. Then it follows that π2(Ŝi) = Υi(B(∞)) = Z
N
≥0 and π2(Ĉi) = R
N
≥0. De-
fine a unimodular transformation Ωi : PR × R
N → PR × R
N by Ωi(λ,a) := (λ,Ωi,λ(a)) for
(λ,a) ∈ PR × R
N . By Theorem 3.1, it follows that Ωi(Si) = Ŝi∗ and Ωi(Ci) = Ĉi∗. In ad-
dition, we see by (2.2) that Ωi(Si(X
v
w)) = Ŝi∗(X
w0w
w0v ) and Ωi(Ci(X
v
w)) = Ĉi∗(X
w0w
w0v ). Hence
the following holds by Theorem 3.3.
Corollary 4.1. Let i ∈ R(w0), and v,w ∈W such that v ≤ w.
(1) The set Ĉi(X
v
w) is a union of faces of Ĉi, and it holds that
Ĉi(X
v
w) ∩ (P+ × Z
N ) = Ŝi(X
v
w).
(2) The set ∆̂i(λ,X
v
w) is a union of faces of ∆̂i(λ).
For w ∈W , we write Ŝi(Xw) := π2(Ŝi(Xw)) and Ĉi(Xw) := π2(Ĉi(Xw)). By the definition
of Ŝi(Xw), it follows that
Ŝi(Xw) =
⋃
λ∈P+
Υi(Bw(λ)) = Υi(Bw(∞)).
In a way similar to the proof of Corollary 3.4, we obtain the following by Corollary 4.1 (1).
Corollary 4.2. For i ∈ R(w0) and w ∈ W , the set Ĉi(Xw) is a union of faces of R
N
≥0, and
it holds that Ĉi(Xw) ∩ Z
N = Ŝi(Xw).
For λ ∈ P+, we see by [39, Sect. 1] that the string polytope ∆i(λ) is identical to the set
of (a1, . . . , aN ) ∈ Ci satisfying aj ≤ 〈λ− aj+1αij+1 − · · · − aNαiN , hij 〉 for all 1 ≤ j ≤ N . For
1 ≤ j ≤ N , let Fj(Ci) denote the facet of Ci given by the equality
aj = 〈λ, hij 〉 −
∑
j<k≤N
ak〈αik , hij 〉
for (λ, (a1, . . . , aN )) ∈ Ci. For k = (k1, . . . , kℓ) with ℓ ≥ 0 and with 1 ≤ k1 < · · · < kℓ ≤ N ,
we set
Fk(Ci) := Fk1(Ci) ∩ · · · ∩ Fkℓ(Ci);
when ℓ = 0, we think of k (resp., Fk(Ci)) as the empty sequence (resp., Ci). Faces Fj(∆i(λ))
and Fk(∆i(λ)) of ∆i(λ) are similarly defined. For 1 ≤ j ≤ N , let Fj(Ĉi) denote the facet of
Ĉi given by aj = 0 for (λ, (a1, . . . , aN )) ∈ Ĉi. Replacing Fj(Ci) by Fj(Ĉi) in the definition of
Fk(Ci), we obtain Fk(Ĉi). Sets Fj(∆̂i(λ)), Fk(∆̂i(λ)), Fj(R
N
≥0), Fk(R
N
≥0) are similarly defined.
Under the transformation Ωi, the face Fk(Ci) of Ci corresponds to the face Fk(Ĉi∗) of Ĉi∗.
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Lemma 4.3. For w ∈ W , the set Ci(X
w) coincides with a union of faces of Ci of the form
Fk(Ci) for some k.
Proof. Since we have Ωi(Ci(X
w)) = Ĉi∗(Xw0w), it suffices to prove that the set Ĉi(Xw)
coincides with a union of faces of the form Fk(Ĉi) for some k. By Corollary 4.2, the set
Ĉi(Xw) is a union of faces of the form Fk(R
N
≥0) for some k. Writing
Ĉi(Xw) = Fk(1)(R
N
≥0) ∪ · · · ∪ Fk(t)(R
N
≥0), (4.1)
let us prove that Ĉi(Xw) = Fk(1)(Ĉi)∪ · · · ∪Fk(t)(Ĉi). By the definition of Ĉi(Xw), it suffices
to show that
Ŝi(Xw) = (Fk(1)(Ĉi) ∪ · · · ∪ Fk(t)(Ĉi)) ∩ (P+ × Z
N ). (4.2)
Since Υi : B(∞)→ Z
N
≥0 is bijective, the equality B˜w(λ) = B˜(λ) ∩ Bw(∞) implies that
Ŝi(Xw) = {(λ,a) ∈ Ŝi | a ∈ Υi(Bw(∞))}
= {(λ,a) ∈ Ŝi | a ∈ Fk(1)(R
N
≥0) ∪ · · · ∪ Fk(t)(R
N
≥0)}
(by (4.1) since Υi(Bw(∞)) = Ĉi(Xw) ∩ Z
N )
= (Fk(1)(Ĉi) ∪ · · · ∪ Fk(t)(Ĉi)) ∩ (P+ × Z
N),
which proves (4.2). 
For i = (i1, . . . , iN ) ∈ R(w0) and w ∈W , we set
R(i, w) := {k = (k1, . . . , kℓ(w)) | 1 ≤ k1 < · · · < kℓ(w) ≤ N, (ik1 , . . . , ikℓ(w)) ∈ R(w)}. (4.3)
Example 4.4. Let G = SL4(C), i := (2, 1, 2, 3, 2, 1) ∈ R(w0), and w := s1s2s1 = s2s1s2 ∈ W .
Then we have R(i, w) = {(1, 2, 3), (1, 2, 5), (2, 3, 6), (2, 5, 6)}.
The following is the main result of this section.
Theorem 4.5. For i = (i1, . . . , iN ) ∈ R(w0) and w ∈W , the following equalities hold:
Ci(X
w) =
⋃
k∈R(i,w)
Fk(Ci) and Ĉi(Xw) =
⋃
k∈R(i∗,w0w)
Fk(Ĉi).
Proof. Since we have Ωi(Ci(X
w)) = Ĉi∗(Xw0w) and Ωi(Fk(Ci)) = Fk(Ĉi∗), it suffices to prove
the first equality. We first take λ ∈ P+ and b ∈ B(λ) such that (λ,Φi(b)) ∈ Fk(Ci) for some
k = (k1, . . . , kℓ(w)) ∈ R(i, w). Write Φi(b) = (a1, . . . , aN ), and define b0, . . . , bN ∈ B(λ) by
bN := bλ and bj := f˜
aj+1
ij+1
bj+1 for 0 ≤ j ≤ N − 1. (4.4)
By the definition of Φi, we have b0 = b and εij (bj) = 0 for 1 ≤ j ≤ N . For 1 ≤ l ≤ ℓ(w), it
follows by the condition (λ,Φi(b)) ∈ Fkl(Ci) that
akl = 〈λ, hikl 〉 −
∑
kl<j≤N
aj〈αij , hikl 〉
= 〈wt(bkl), hikl 〉 (by the definition of bkl)
= ϕikl (bkl) (by the definition of crystals since εikl (bkl) = 0).
Hence we see by Proposition 2.5 that
bkℓ(w)−1 = f˜
akℓ(w)
ikℓ(w)
bkℓ(w) = f˜
ϕikℓ(w)
(bkℓ(w) )
ikℓ(w)
bkℓ(w) ∈ B
sikℓ(w) (λ).
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Then it holds by Proposition 2.5 (1) that bkℓ(w)−1 = f˜
akℓ(w)−1+1
ikℓ(w)−1+1
· · · f˜
akℓ(w)−1
ikℓ(w)−1
bkℓ(w)−1 ∈ B
sikℓ(w) (λ),
which implies by Proposition 2.5 again that
bkℓ(w)−1−1 = f˜
akℓ(w)−1
ikℓ(w)−1
bkℓ(w)−1 = f˜
ϕikℓ(w)−1
(bkℓ(w)−1 )
ikℓ(w)−1
bkℓ(w)−1 ∈ B
sikℓ(w)−1
sikℓ(w) (λ).
Continuing this argument, we obtain that b ∈ B
sik1
···sikℓ(w) (λ) = Bw(λ). Hence we have
(λ,Φi(b)) ∈ Si(X
w), which shows that Fk(Ci) ⊆ Ci(X
w) for all k ∈ R(i, w).
By Lemma 4.3, the set Ci(X
w) coincides with a union of faces of the form Fk(Ci) for some k.
Fix k = (k1, . . . , kℓ) such that Fk(Ci) ⊆ Ci(X
w). We take λ ∈ P++ and b ∈ B
w(λ) such that
(λ,Φi(b)) is included in the relative interior of Fk(Ci). Then we have (λ,Φi(b)) /∈ Fj(Ci) for
all j ∈ {1, . . . , N} \ {k1, . . . , kℓ}. We write Φi(b) = (a1, . . . , aN ), and define b0, . . . , bN ∈ B(λ)
by (4.4). Since we have (λ,Φi(b)) /∈ F1(Ci) ∪ · · · ∪ Fk1−1(Ci), it holds that ϕis(bs−1) > 0
for all 1 ≤ s ≤ k1 − 1. Hence the string property of B
w(λ) (Proposition 2.6) implies that
bk1−1 ∈ B
w(λ). We set w1 := w, and define w2, . . . , wℓ+1 ∈W by
wt :=
{
sikt−1wt−1 (wt−1 > sikt−1wt−1),
wt−1 (wt−1 < sikt−1wt−1)
for 2 ≤ t ≤ ℓ+ 1. Then it follows by Proposition 2.5 that bk1 ∈ B
w2(λ). Since it holds that
(λ,Φi(b)) /∈ Fk1+1(Ci)∪· · ·∪Fk2−1(Ci), we obtain that ϕis(bs−1) > 0 for all k1+1 ≤ s ≤ k2−1.
Hence the string property of Bw2(λ) (Proposition 2.6) implies that bk2−1 ∈ B
w2(λ). This
implies by Proposition 2.5 that bk2 ∈ B
w3(λ). Continuing this argument, we conclude that
bλ = bN ∈ B
wℓ+1(λ). Since λ ∈ P++, this implies that wℓ+1 = e. Hence it follows by the
definition of wℓ+1 that there exists a subsequence (kt1 , . . . , ktm) of (k1, . . . , kℓ) giving a reduced
word (ikt1 , . . . , iktm ) ∈ R(w). Since we have
Fk(Ci) = Fk1(Ci) ∩ · · · ∩ Fkℓ(Ci) ⊆ Fkt1 (Ci) ∩ · · · ∩ Fktm (Ci),
this proves the theorem. 
The following is an immediate consequence of Theorem 4.5 and the proof of Lemma 4.3.
Corollary 4.6. For i ∈ R(w0), w ∈W , and λ ∈ P+, the equalities ∆i(λ,X
w) =
⋃
k∈R(i,w) Fk(∆i(λ)),
∆̂i(λ,Xw) =
⋃
k∈R(i∗,w0w)
Fk(∆̂i(λ)), and Ĉi(Xw) =
⋃
k∈R(i∗,w0w)
Fk(R
N
≥0) hold.
Example 4.7. Let G = SL4(C), i := (1, 2, 3, 2, 1, 2) ∈ R(w0), and w := s3s2 ∈ W . Then we
have R(i, w) = {(3, 4), (3, 6)}. Hence Corollary 4.6 implies for λ ∈ P+ that
∆i(λ,X
w) = F(3,4)(∆i(λ)) ∪ F(3,6)(∆i(λ))
= {(a1, . . . , a6) ∈ ∆i(λ) | a3 = 〈λ, h3〉+ a4 + a6, a4 = 〈λ, h2〉+ a5 − 2a6}
∪ {(a1, . . . , a6) ∈ ∆i(λ) | a3 = 〈λ, h3〉+ a4 + a6, a6 = 〈λ, h2〉}.
Remark 4.8. For w ∈W , Kimura [28, Theorems 4.25 and 4.29] proved that the quantum nilpo-
tent subalgebra U−q (w) is compatible with the upper global basis and that the corresponding
subsetB(U−q (w)) of B(∞) has a PBW-parametrization B(U
−
q (w)) = {b(c, (i1, . . . , iℓ(w)))}c∈Zℓ(w)≥0
for each (i1, . . . , iℓ(w)) ∈ R(w), where we used the notation in [29, Definition 3.28]. By the
proof of [28, Theorem 5.13], the set B(U−q (w)) is included in Bw−1(∞). We fix (i1, . . . , iℓ(w)) ∈
R(w), and extend it to a reduced word i = (i1, . . . , iℓ(w), iℓ(w)+1, . . . , iN ) ∈ R(w0). Then
we have siℓ(w)+1 · · · siN = w
−1w0 and si∗
ℓ(w)+1
· · · si∗
N
= w0w
−1, which implies that (ℓ(w) +
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1, . . . , N) ∈ R(i∗, w0w
−1). Hence the face F(ℓ(w)+1,...,N)(R
N
≥0) of R
N
≥0 appears in the descrip-
tion of Ĉi(Xw−1) in Corollary 4.6. This face corresponds to the set B(U
−
q (w)) since the
definition of Υi implies that
Υi(b((c1, . . . , cℓ(w)), (i1, . . . , iℓ(w)))) = (c1, . . . , cℓ(w), 0, . . . , 0)
for all (c1, . . . , cℓ(w)) ∈ Z
ℓ(w)
≥0 .
For a rational convex polytope F ⊆ RN with dimension d, let RF ⊆ RN denote the
affine span of F , and Vold(F ) the volume of F with respect to the lattice RF ∩ Z
N . For
λ ∈ P++, the line bundle Lλ on G/B is very ample, that is, it induces a closed embedding
G/B →֒ P(H0(G/B,Lλ)
∗) = P(V (λ)) (see, for instance, [7, Sect. 1.4]). For a closed subvariety
Z ⊆ G/B, we obtain a closed embedding Z →֒ P(V (λ)) by composing G/B →֒ P(V (λ)) with
the inclusion map Z →֒ G/B. Then the volume of Lλ on Z is defined by
Vol(Z,Lλ) :=
1
d!
deg(Z →֒ P(V (λ))),
where d := dimC Z. Since we have |B
w(λ)| = dimCH
0(Xw,Lλ) for w ∈ W and λ ∈ P+, we
obtain the following by Corollary 4.6.
Corollary 4.9. For w ∈ W and λ ∈ P+, the dimension dimCH
0(Xw,Lλ) equals the cardi-
nality of
⋃
k∈R(i,w) Fk(∆i(λ)) ∩ Z
N . In particular, it holds for λ ∈ P++ that
Vol(Xw,Lλ) =
∑
k∈R(i,w)
VolN−ℓ(w)(Fk(∆i(λ))).
For λ ∈ P++, let X(∆i(λ)) denote the normal toric variety corresponding to ∆i(λ). The
following is an immediate consequence of Theorem 3.3 (3) and Corollary 4.6.
Corollary 4.10. For w ∈ W and λ ∈ P++, the opposite Schubert variety X
w degenerates
into the union
⋃
k∈R(i,w)X(Fk(∆i(λ))) of irreducible normal toric subvarieties X(Fk(∆i(λ)))
of X(∆i(λ)) corresponding to the faces Fk(∆i(λ)), k ∈ R(i, w).
5. Kogan faces and Demazure crystals of type A
In this section, we consider the case G = SLn+1(C), and relate results in [33] with crystal
bases. We identify the set I of vertices of the Dynkin diagram with {1, . . . , n} as follows:
An
1

2

n− 1

n
 .
Then the Weyl group W is isomorphic to the symmetric group Sn+1 by identifying the
simple reflection si with the transposition (i i+ 1). We set N := ℓ(w0) =
n(n+1)
2 , and define
iA = (i1, . . . , iN ) ∈ R(w0) by
iA := (1, 2, 1, 3, 2, 1, . . . , n, n− 1, . . . , 1). (5.1)
Then Littelmann [39, Theorem 5.1] proved that the string cone CiA coincides with the set of
(a
(1)
1 , a
(2)
1 , a
(1)
2 , a
(3)
1 , a
(2)
2 , a
(1)
3 , . . . , a
(n)
1 , . . . , a
(1)
n ) ∈ R
N (5.2)
satisfying the following inequalities:
a
(1)
1 ≥ 0, a
(2)
1 ≥ a
(1)
2 ≥ 0, . . . , a
(n)
1 ≥ · · · ≥ a
(1)
n ≥ 0.
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We arrange the equations of the facets of CiA as
a
(1)
1 = 0, a
(1)
2 = 0, a
(2)
1 = a
(1)
2 , a
(1)
3 = 0, . . . , a
(n−1)
2 = a
(n−2)
3 , a
(n)
1 = a
(n−1)
2 ,
and denote the corresponding facets of CiA by F
∨
1 (CiA), . . . , F
∨
N (CiA), respectively. For 1 ≤
j ≤ N and λ ∈ P+, let F
∨
j (∆iA(λ)) be the face of ∆iA(λ) given by F
∨
j (∆iA(λ)) := ∆iA(λ) ∩
F∨j (CiA). For k = (k1, . . . , kℓ) with ℓ ≥ 0 and with 1 ≤ k1 < · · · < kℓ ≤ N , we write
F∨k (CiA) := F
∨
k1
(CiA) ∩ · · · ∩ F
∨
kℓ
(CiA) and F
∨
k (∆iA(λ)) := F
∨
k1
(∆iA(λ)) ∩ · · · ∩ F
∨
kℓ
(∆iA(λ)).
Faces F∨j (CiA) and F
∨
k (CiA) of CiA are similarly defined.
For λ ∈ P+ and 1 ≤ k ≤ n + 1, we set a
(0)
k :=
∑
k≤ℓ≤n〈λ, hℓ〉, where a
(0)
n+1 is regarded as
0. Then the Gelfand–Tsetlin polytope GT (λ) is defined to be the set of (5.2) satisfying the
following inequalities:
a
(0)
1 a
(0)
2 · · · a
(0)
n a
(0)
n+1
a
(1)
1 a
(1)
2 · · · a
(1)
n
a
(2)
1 · · · a
(2)
n−1
. . . . . .
a
(n−1)
1 a
(n−1)
2
a
(n)
1 ,
where we mean by the notation
a c
b
that a ≥ b ≥ c. The Gelfand–Tsetlin polytope GT (λ) is an integral polytope for all λ ∈ P+,
and it is N -dimensional if λ ∈ P++. A face of GT (λ) given by equations of the type a
(l)
k =
a
(l+1)
k (resp., a
(l)
k = a
(l−1)
k+1 ) is called a Kogan face (resp., a dual Kogan face). We arrange the
equations of the type a
(l)
k = a
(l−1)
k+1 as
a
(n−1)
2 = a
(n)
1 , a
(n−2)
3 = a
(n−1)
2 , a
(n−2)
2 = a
(n−1)
1 , a
(n−3)
4 = a
(n−2)
3 , . . . , a
(0)
3 = a
(1)
2 , a
(0)
2 = a
(1)
1 ,
and denote the corresponding facets of GT (λ) by F1(GT (λ)), . . . , FN (GT (λ)), respectively.
We also arrange the equations of the type a
(l)
k = a
(l+1)
k as
a
(n−1)
1 = a
(n)
1 , a
(n−2)
1 = a
(n−1)
1 , a
(n−2)
2 = a
(n−1)
2 , a
(n−3)
1 = a
(n−2)
1 , . . . , a
(0)
n−1 = a
(1)
n−1, a
(0)
n = a
(1)
n ,
and denote the corresponding facets of GT (λ) by F∨1 (GT (λ)), . . . , F
∨
N (GT (λ)), respectively.
For k = (k1, . . . , kℓ) with ℓ ≥ 0 and with 1 ≤ k1 < · · · < kℓ ≤ N , we define Fk(GT (λ)) (resp.,
F∨k (GT (λ))) in a way similar to Fk(∆iA(λ)) (resp., F
∨
k (∆iA(λ))).
Definition 5.1 (see [35, Sect. 2.2.1] and [33, Sects. 3.3 and 4.3]). A Kogan face F∨k (GT (λ))
(resp., a dual Kogan face Fk(GT (λ))) of GT (λ) is said to be reduced if (ik1 , . . . , ikℓ) is a
reduced word. In this case, we set w(F∨k (GT (λ))) := w0sik1 · · · sikℓw0 (resp., w(Fk(GT (λ))) :=
w0sik1 · · · sikℓw0).
Littelmann [39, Corollary 5] gave a unimodular affine transformation from the string poly-
tope ∆iA(λ) to GT (λ). Under this transformation, the face Fk(∆iA(λ)) (resp., F
∨
k (∆iA(λ)))
of ∆iA(λ) corresponds to the dual Kogan face Fk(GT (λ)) (resp., the Kogan face F
∨
k (GT (λ)))
of GT (λ). Hence we obtain the following as an immediate consequence of Corollary 4.6.
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Corollary 5.2. For w ∈ W and λ ∈ P+, the union
⋃
k∈R(iA,w)
Fk(GT (λ)) of reduced dual
Kogan faces Fk(GT (λ)) with w(Fk(GT (λ))) = w0ww0 gives a polyhedral parametrization of
Bw(λ) under the unimodular affine transformation GT (λ) ≃ ∆iA(λ).
Remark 5.3. Such relation between reduced dual Kogan faces and the character of Bw(λ) was
previously given in [33, Corollary 5.2].
Let PDn denote the set of subsets of
Yn := {(i, j) ∈ Z
2 | 1 ≤ i ≤ n, 1 ≤ j ≤ n− i+ 1}.
We regard Yn as a Young diagram, and represent an element D ∈ PDn by putting + in
the boxes contained in D. For instance, a set D = {(1, 3), (2, 1), (3, 1), (4, 1)} ∈ PD4 is
represented as
D = +
+
+
+
.
An element of PDn is called a pipe dream (see [34, Sect. 1.4]). Arrange the elements of Yn as
((n, 1), (n − 1, 1), (n − 1, 2), (n − 2, 1), . . . , (1, n − 1), (1, n)).
Then we associate to eachD ∈ PDn a sequence kD = (k1, . . . , k|D|) with 1 ≤ k1 < · · · < k|D| ≤
N by arranging 1 ≤ k ≤ N such that the k-th element of Yn is included in D. For instance,
a pipe dream D = {(1, 3), (2, 1), (3, 1), (4, 1)} ∈ PD4 gives a sequence kD = (1, 2, 4, 9). For
D ∈ PDn, the Kogan face F
∨
kD
(GT (λ)) is reduced if and only if the pipe dream D is reduced
in the sense of [34, Definition 1.4.3] (see [34, Lemma 1.4.5]). A reduced pipe dream is the
same as an rc-graph invented in [13] and developed in [2]. In order to relate reduced Kogan
faces with Demazure crystals, we review the notion of ladder moves introduced in [2].
Definition 5.4 (see [2, Sect. 3]). For (i, j) ∈ Yn, the ladder move Li,j is defined as follows.
Take D ∈ PDn satisfying the following conditions:
• (i, j) ∈ D, (i, j + 1) /∈ D,
• there exists 1 ≤ m < i such that (i−m, j), (i−m, j+1) /∈ D and (i−k, j), (i−k, j+1) ∈
D for all 1 ≤ k < m.
Then we define Li,j(D) ∈ PDn by
Li,j(D) := D ∪ {(i−m, j + 1)} \ {(i, j)}.
Denote the pipe dream Li,j(D) also by L
′
i−m,j(D).
Example 5.5. Let n = 4. Then we obtain the following:
+ +
+
+
❴
L2,2

✤
L3,1
// +
+ +
+
✤
L4,1
// +
+ +
+
+
+
+
+
✤
L2,1
// + +
+
+
✤
L3,1
// + +
+
+
✤
L4,1
// + +
+
+
.
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We set
(p1, . . . , pN ) := (n, n− 1, n− 1︸ ︷︷ ︸
2
, n− 2, n− 2, n − 2︸ ︷︷ ︸
3
, . . . , 1, . . . , 1︸ ︷︷ ︸
n
).
Then the sequence ((p1, i1), . . . , (pN , iN )) gives an arrangement of the elements of Yn, which
is different from the arrangement above. We associate to each D ∈ PDn a sequence k
′
D =
(k1, . . . , kN−|D|) with 1 ≤ k1 < · · · < kN−|D| ≤ N by arranging 1 ≤ k ≤ N such that (pk, ik) ∈
Yn \D. For instance, a pipe dream D = {(1, 3), (2, 1), (3, 1), (4, 1)} ∈ PD4 corresponds to a
sequence k′D = (2, 4, 5, 7, 9, 10). For w ∈W , define D(w) ∈ PDn by the condition that k
′
D(w)
is the minimum element in R(iA, w) with respect to the lexicographic order. If w = e, then
we think of D(w) as PDn.
Proposition 5.6. For w ∈W , the equality
D(w) = {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ m(i)}
holds, where m(i) is the cardinality of {i < j ≤ n+ 1 | w−1w0(j) < w
−1w0(i)} for 1 ≤ i ≤ n.
Proof. We proceed by induction on ℓ(w). If ℓ(w) = 0, then the assertion is obvious. Assume
that ℓ := ℓ(w) > 0, and write k′D(w) = (k1, . . . , kℓ). If we set i := ikℓ and w
′ := wsi, then we
have k′D(w′) = (k1, . . . , kℓ−1), and it follows that
D(w) = D(w′) \ {(pkℓ , i)}.
By the induction hypothesis, we have D(w′) = {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ m′(i)}, wherem′(i)
is the cardinality of {i < j ≤ n+1 | (w′)−1w0(j) < (w
′)−1w0(i)} for 1 ≤ i ≤ n. Since we have
(w′)−1w0 = siw
−1w0 and ℓ((w
′)−1w0) = ℓ(w
−1w0) + 1, the set {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤
m(i)} is obtained from D(w′) by removing (((w′)−1w0)
−1(i+ 1),m′(((w′)−1w0)
−1(i+ 1))) ∈
D(w′). Hence it suffices to show that ((w′)−1w0)
−1(i+ 1) = pkℓ and m
′(pkℓ) = i.
Since we have (pkℓ , i) ∈ D(w
′), it holds that i ≤ m′(pkℓ). Suppose for a contradiction that
i < m′(pkℓ). Consider words obtained from (ik1 , . . . , ikℓ) by moving ikℓ = i to the left via
2-moves, i.e., moves of the form (i, j) 7→ (j, i) with ci,j = 0. Since these are reduced words,
we have m′(pkℓ+1) 6= i−1 by the definition of k
′
D(w′). If i−1 < m
′(pkℓ+1), then we can find
an element of R(iA, w) which is smaller than (k1, . . . , kℓ) with respect to the lexicographic
order; this contradicts to the definition of D(w). Hence it holds that m′(pkℓ + 1) < i − 1.
Then the following reduced word is obtained from (ik1 , . . . , ikℓ) by moving ikℓ = i to the left
via 2-moves:
(ik1 , . . . , ikt1−2 , i, i− 1, i, ikt1+1 , . . . , ikℓ−1),
where t1 is defined by (pkt1 , ikt1 ) = (pkℓ +1, i− 1). Replacing (i, i− 1, i) by (i− 1, i, i− 1), we
obtain a reduced word (ik1 , . . . , ikt1−2 , i−1, i, i−1, ikt1+1 , . . . , ikℓ−1) ∈ R(w). We next consider
words obtained from this by moving i− 1 in the (t1 − 1)-th position to the left via 2-moves.
Then the argument above implies that m′(pkℓ + 2) < i− 2, and we obtain a reduced word
(ik1 , . . . , ikt2−2 , i− 1, i − 2, i− 1, ikt2+1 , . . . , ikt1−2 , i, i− 1, ikt1+1 , . . . , ikℓ−1),
where t2 is defined by (pkt2 , ikt2 ) = (pkℓ + 2, i − 2). Continuing this argument, we have
m′(pkℓ + i− 1) = m
′(pkℓ + i) = 0, and obtain a reduced word of the form
(ik1 , . . . , ikti , 1, ikti+1, . . . , ikti−1−2 , 2, 1, ikti−1+1 , . . . , ikt1−2 , i, i − 1, ikt1+1 , . . . , ikℓ−1), (5.3)
where ti is defined by (pkti , ikti ) = (pkℓ + i, 1). However, since ikti = 1, the word (5.3) is not
reduced, which gives a contradiction. Thus, we deduce that m′(pkℓ) = i.
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By the definition of k′D(w′), we have (pk, ik) ∈ D(w
′) for all kℓ−1 < k ≤ N . Since kℓ−1 < kℓ,
it holds that m′(t) = n − t + 1 for 1 ≤ t ≤ pkℓ − 1. Hence we have (w
′)−1w0(t) = n − t + 2
for 1 ≤ t ≤ pkℓ − 1 and (w
′)−1w0(pkℓ) = i+ 1, which implies that ((w
′)−1w0)
−1(i + 1) = pkℓ .
This proves the proposition. 
Let L (D(w)) denote the set of elements of PDn obtained fromD(w) by applying sequences
of ladder moves.
Corollary 5.7. For w ∈ W with ℓ := ℓ(w) > 0, write k′D(w) = (k1, . . . , kℓ) and w
′ := wsikℓ .
Then it holds that (pkℓ , ikℓ + 1) /∈ D and
{(i, j) | 1 ≤ i ≤ pkℓ − 1, 1 ≤ j ≤ n+ 1− i} ∪ {(pkℓ , j) | 1 ≤ j ≤ ikℓ} ⊆ D
for all D ∈ L (D(w′)).
Proof. By Proposition 5.6, we see that pkℓ = n− ikℓ +1 or (pkℓ , ikℓ +1) = (pkℓ−1 , ikℓ−1). This
implies the assertion by the definition of ladder moves. 
By Proposition 5.6, the set D(w) coincides with Dbot(w
−1w0) in [2, Sect. 3]. Hence we
obtain the following.
Theorem 5.8 (see [2, Theorem 3.7 (c)]). For w ∈ W , the set L (D(w)) coincides with the
set of reduced pipe dreams D such that w(F∨kD (GT (λ))) = w0w.
Example 5.9. For 1 ≤ i ≤ n, we have D(si) = Yn \ {(n − i+ 1, i)} and L (D(si)) = {D(si)}.
Example 5.10. Let n = 2. Then we see that
L (D(s1)) =
{
+ +
}
, L (D(s2)) =
{
+
+
}
,
L (D(s1s2)) =
{
+
}
, L (D(s2s1)) =
{
+
, +
}
.
Example 5.11. Let n = 4, and w = s2s3s4s3s2s1. Then it follows that
D(w) =
+ +
+
+
.
Hence the set L (D(w)) consists of the seven pipe dreams given in Example 5.5.
We also review the notion of (the transpose of) mitosis operators introduced in [34]. For
1 ≤ j ≤ n and D ∈ PDn, we set
start⊤j (D) := min{1 ≤ i ≤ n− j + 1 | (i, j) /∈ D} ∪ {n− j + 2} and
J⊤j (D) := {1 ≤ i < start
⊤
j (D) | (i, j + 1) /∈ D}.
For each i ∈ J ⊤j (D), we define a pipe dream Di(j) ∈ PDn as follows: write {1 ≤ p ≤ i |
(p, j + 1) /∈ D} = {p0 < p1 < · · · < pr = i}, and set
Di(j) := Lpr,j · · ·Lp1,j(D \ {(p0, j)}).
Definition 5.12 (see [34, Definition 1.6.1]). For 1 ≤ j ≤ n and D ∈ PDn, the transposed
mitosis operator mitosis⊤j sends D to
mitosis⊤j (D) := {Di(j) | i ∈ J
⊤
j (D)}.
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If J ⊤j (D) = ∅, then we regard mitosis
⊤
j (D) as the empty set. For a subset A ⊆ PDn, we set
mitosis⊤j (A) :=
⋃
D∈Amitosis
⊤
j (D).
The following theorem is obtained by transposing the corresponding property of usual
mitosis operators.
Theorem 5.13 (see [34, Theorem C] and [45, Theorem 15]). For w ∈W and (j1, . . . , jℓ(w)) ∈
R(w), it holds that
L (D(w)) = mitosis⊤jℓ(w) · · ·mitosis
⊤
j1(Yn).
Let us consider another operator Mj for 1 ≤ j ≤ n, which is similar to mitosis
⊤
j . Take
D ∈ PDn, and assume that J
⊤
j (D) 6= ∅. We denote by p0 the minimum element of J
⊤
j (D),
and by Mj(D) the set of elements of PDn obtained from D \ {(p0, j)} by applying sequences
of ladder moves Lp,q such that q = j. For a subset A ⊆ PDn such that J
⊤
j (D) 6= ∅ for all
D ∈ A, we set Mj(A) :=
⋃
D∈AMj(D); it follows by definition that mitosis
⊤
j (A) ⊆ Mj(A).
For w ∈W , we define a set M (w) of pipe dreams by
M (w) :=Mikℓ · · ·Mik1 (Yn),
where we write k′D(w) = (k1, . . . , kℓ). Note that Mikr · · ·Mik1 (Yn) = M (sik1 · · · sikr ) for each
1 ≤ r ≤ ℓ. By Corollary 5.7, the set M (w) is well-defined and coincides with the set of pipe
dreams of the form L˜ℓL˜ℓ−1 · · · L˜2D(w), where L˜r for 2 ≤ r ≤ ℓ is given by a sequence of ladder
moves Lp,ikr such that pkr < p. In particular, it holds that M (w) ⊆ L (D(w)). Since we have
mitosis⊤ikℓ
· · ·mitosis⊤ik1
(Yn) ⊆ M (w) by definition, we obtain the following by Theorem 5.13.
Corollary 5.14. For w ∈W , the equality M (w) = L (D(w)) holds.
We also use the following fundamental properties (Lemmas 5.15 and 5.16) of reduced pipe
dreams.
Lemma 5.15 (see the proof of [2, Lemma 3.6]). Let w ∈W , and D ∈ M (w). If there exists
(i, j) ∈ D satisfying the following conditions:
• (i, j + 1) /∈ D,
• there exists 1 ≤ r < i such that (i − r, j) /∈ D and (i − k, j), (i − k, j + 1) ∈ D for all
1 ≤ k < r,
then it holds that (i− r, j + 1) /∈ D.
Lemma 5.16 (see the proof of [2, Lemma 3.5]). Let w ∈ W , and D ∈ M (w). If there exist
D′ ∈ PDn and (i, j) ∈ Yn such that D = Li,jD
′, then D′ ∈ M (w).
The following is the main result of this section.
Theorem 5.17. For w ∈W , it holds that
CiA(Xw) =
⋃
D∈M (w)
F∨kD(CiA).
Proof. Since CiA(Xw) ∩ Z
N = ΦiA(Bw(∞)), the assertion is equivalent to the equality
ΦiA(Bw(∞)) =
⋃
D∈M (w)
F∨kD(CiA) ∩ Z
N .
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We consider the Kashiwara embedding Ψj : B(∞) →֒ Z
∞
j associated with an infinite sequence
j = (. . . , j2, j1) extending iA as in Sect. 2. By Proposition 2.14 (3), it suffices to prove that
Ψj(Bw−1(∞)) =
⋃
D∈M (w)
F∨kD(j),
where
F∨kD(j) := {(. . . , 0, 0, aN , . . . , a2, a1) ∈ Ψj(B(∞)) | (a1, . . . , aN ) ∈ F
∨
kD
(CiA)}.
We proceed by induction on ℓ(w). If ℓ(w) = 0, then the assertion is obvious. If ℓ(w) =
1, then we have w = si for some i ∈ I. By the definition of the crystal Z
∞
j , the image
Ψj(Bsi(∞)) = {f˜
t
iΨj(b∞) | t ∈ Z≥0} coincides with the set of (. . . , al, . . . , a2, a1) ∈ Z
∞
j such
that ak = 0 for all k 6= min{l ∈ Z≥1 | jl = i}. Hence the assertion holds by Example 5.9.
Assume that ℓ := ℓ(w) ≥ 2, and write k′D(w) = (k1, . . . , kℓ). We set i := ikℓ and w
′ := wsi.
Then we have k′D(w′) = (k1, . . . , kℓ−1). By the induction hypothesis, it follows that
Ψj(B(w′)−1(∞)) =
⋃
D∈M (w′)
F∨kD(j). (5.4)
We take b ∈ Bw−1(∞). Let us prove that Ψj(b) ∈ F
∨
kD
(j) for some D ∈ M (w). By
Proposition 2.7, there exist b′ ∈ B(w′)−1(∞) and s ∈ Z≥0 such that b = f˜
s
i b
′. We set
Ψj(b) =: a = (. . . , 0, 0, aN , . . . , a2, a1) and Ψj(b
′) =: a′ = (. . . , 0, 0, a′N , . . . , a
′
2, a
′
1).
Then it follows that a = Ψj(b) = f˜
s
i Ψj(b
′) = f˜ si a
′. We write a(pk,ik) := ak, a
′
(pk,ik)
:= a′k, and
σ(pk,ik)(a
′) := σk(a
′) for 1 ≤ k ≤ N , where σk(a
′) is the notation used in the definition of
Z∞j . For (p, q) ∈ Yn, we have
σ(p,q)(a
′) = a′(p,q) − a
′
(p,q−1) +
∑
1≤p′≤p−1
(−a′(p′,q−1) + 2a
′
(p′,q) − a
′
(p′,q+1)), (5.5)
where a′(p′,q′) := 0 if (p
′, q′) /∈ Yn. By (5.4), there exists D
′ ∈ M (w′) such that a′ ∈ F∨kD′
(j).
If we have ak = a
′
k for all 1 ≤ k ≤ N such that (pk, ik) ∈ D
′ and such that k 6= kℓ, then
a ∈ F∨kD(j) for D := D
′ \ {(pkℓ , ikℓ = i)} ∈ M (w). Assume that there exists 1 ≤ k ≤ N such
that (pk, ik) ∈ D
′, k 6= kℓ, and ak 6= a
′
k. Take such k arbitrary. Then the action of f˜
s
i on a
′
changes the coordinate a′k, which implies by the definition of Z
∞
j that ik = i and that
σk(a
′) > max{σy(a
′) | y < k, iy = i}. (5.6)
Since a′ ∈ F∨kD′
(j), this implies by (5.5) that (pk, i+1) /∈ D
′. Hence it follows by Corollary 5.7
that pk > pkℓ. Since we have (pkℓ , i + 1) /∈ D
′ by Corollary 5.7, there exists 0 < t ≤ pk − pkℓ
such that (pk − t, i + 1) /∈ D
′ and (pk − z, i + 1) ∈ D
′ for all 1 ≤ z < t. Then it holds by
Lemma 5.15 that (pk − z, i) ∈ D
′ for all 1 ≤ z < t. Hence we see by (5.5) that
σ(pk,i)(a
′) = σ(pk−1,i)(a
′) = · · · = σ(pk−t+1,i)(a
′),
which implies that
σ(pk−t,i)(a
′)− σ(pk,i)(a
′) = σ(pk−t,i)(a
′)− σ(pk−t+1,i)(a
′)
= a′(pk−t,i+1) − a
′
(pk−t,i)
≥ 0.
SCHUBERT CALCULUS FROM POLYHEDRAL PARAMETRIZATIONS OF DEMAZURE CRYSTALS 21
Combining this with (5.6), we deduce by the definition of Z∞j that a(pk−t,i+1) = a(pk−t,i), that
is, a ∈ F∨k{(pk−t,i+1)}
(j). If (pk − t, i) /∈ D
′ \ {(pkℓ , i)}, then Lpk,i(D
′ \ {(pkℓ , i)}) is well-defined
and coincides with D′ \ {(pkℓ , i), (pk, i)} ∪ {(pk − t, i + 1)}. If (pk − t, i) ∈ D
′ \ {(pkℓ , i)},
then repeat this argument by replacing (pk, i) with (pk − t, i). Then we obtain a sequence
(0 < t = t1 < · · · < tq < tq+1 ≤ pk − pkℓ) such that Lpk,iLpk−t1,i · · ·Lpk−tq ,i(D
′ \ {(pkℓ , i)}) is
well-defined and coincides with
D′ \ {(pkℓ , i), (pk , i), (pk − t1, i), . . . , (pk − tq, i)} ∪ {(pk − t1, i+ 1), . . . , (pk − tq+1, i+ 1)}.
In addition, it holds that a ∈ F∨k{(pk−t1,i+1),...,(pk−tq+1,i+1)}
(j). Thus, we deduce that Ψj(b) =
a ∈ F∨kD(j) for some D ∈ PDn which is obtained from D
′ \ {(pkℓ , i)} by applying a sequence
of ladder moves of the form Lp,i. Since D ∈ M (w), we have proved that Ψj(Bw−1(∞)) ⊆⋃
D∈M (w) F
∨
kD
(j).
Conversely, let us prove that
⋃
D∈M (w) F
∨
kD
(j) ⊆ Ψj(Bw−1(∞)). For each D ∈ M (w),
we take b ∈ B(∞) such that Ψj(b) =: a = (. . . , 0, 0, aN , . . . , a2, a1) satisfies the following
conditions:
• a(p,q) is sufficiently larger than a(p,q−1) if (p, q) ∈ Yn \D;
• a(p,q) − a(p,q−1) is sufficiently larger than a(p′,q′) − a(p′,q′−1) for (p, q), (p
′, q′) ∈ Yn \D
such that p′ < p,
where we write a(pk,ik) := ak for 1 ≤ k ≤ N and set a(p,0) := 0. Then we see that (a1, . . . , aN )
is included in the relative interior of F∨kD(CiA). Let us prove that b ∈ Bw−1(∞). Setting
b′ := e˜
εi(b)
i b, it suffices to show that b
′ ∈ B(w′)−1(∞) by Proposition 2.7. Write Ψj(b
′) =:
a′ = (. . . , 0, 0, a′N , . . . , a
′
2, a
′
1), and set a
′
(pk,ik)
:= a′k, σ(pk,ik)(a) := σk(a) for 1 ≤ k ≤ N . By
Lemma 5.16 and the definition of M (w), there exist D′ ∈ M (w′) and (u1, i), . . . , (ur, i) ∈ Yn
such that D = Lur,i · · ·Lu1,i(D
′ \ {(pkℓ , i)}) and such that D
′ \ {(pkℓ , i)} cannot be written as
Lu,i(D
′′ \ {(pkℓ , i)}) for some u and D
′′ ∈ PDn. We define u
′
1, . . . , u
′
r by
Luk,i · · ·Lu1,i(D
′ \ {(pkℓ , i)}) = Luk−1,i · · ·Lu1,i(D
′ \ {(pkℓ , i)}) \ {(uk, i)} ∪ {(u
′
k, i+ 1)}
for 1 ≤ k ≤ r. In a way similar to the proof of Ψj(Bw−1(∞)) ⊆
⋃
D∈M (w) F
∨
kD
(j), it holds
that
σ(u′
k
,i)(a) = σ(u′
k
+1,i)(a) = · · · = σ(uk−1,i)(a) and
σ(u′
k
,i)(a)− σ(uk ,i)(a) = a(uk ,i−1) − a(uk ,i) ≤ 0
for 1 ≤ k ≤ r. In addition, since (u′k, i) /∈ D, we see by the choice of a that σ(u,i)(a) <
σ(u′
k
,i)(a) for all 1 ≤ u < u
′
k. We also have σ(pkℓ ,i)
(a) = a(pkℓ ,i)
and σ(p,i)(a) = 0 for all
1 ≤ p < pkℓ. From these and the definition of Z
∞
j , it follows that a
′
(uk,i−1)
= a′(uk ,i) for all
1 ≤ k ≤ r and that a′(pkℓ ,i)
= 0, where a′(uk ,i−1)
:= 0 if i = 1. Since (n − i + 1, i + 1) /∈ Yn,
Lemma 5.15 and the choice of D′ imply that if (p, i) ∈ Yn \D satisfies (p, i + 1) ∈ D, then
p = u′k for some 1 ≤ k ≤ r. Hence we have a
′ ∈ F∨kD′ (j), which implies by (5.4) that
b′ ∈ B(w′)−1(∞). Thus, we have proved that b ∈ Bw−1(∞). Since (a1, . . . , aN ) is included
in the relative interior of F∨kD(CiA), this implies by Corollary 3.4 that F
∨
kD
(CiA) ⊆ CiA(Xw),
which is equivalent to the inclusion F∨kD(j) ⊆ Ψj(Bw−1(∞)). This proves the theorem. 
In a way similar to the proof of Lemma 4.3, we obtain the following by Theorem 5.17.
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Corollary 5.18. For w ∈W and λ ∈ P+, the following equalities hold:
CiA(Xw) =
⋃
D∈M (w)
F∨kD(CiA) and ∆iA(λ,Xw) =
⋃
D∈M (w)
F∨kD(∆iA(λ)).
The following is an immediate consequence of Theorem 5.8 and Corollary 5.18.
Corollary 5.19. For w ∈W and λ ∈ P+, the union
⋃
D∈M (w) F
∨
kD
(GT (λ)) of reduced Kogan
faces F∨kD(GT (λ)) with w(F
∨
kD
(GT (λ))) = w0w gives a polyhedral parametrization of Bw(λ)
under the unimodular affine transformation GT (λ) ≃ ∆iA(λ).
Remark 5.20. Such relation between reduced Kogan faces and the character of Bw(λ) was
previously given in [33, Theorem 5.1] and in [6, Lemma 4.7].
In addition, we obtain the following by Theorem 3.3 (3) and Corollary 5.18.
Corollary 5.21. For w ∈ W and λ ∈ P++, the Schubert variety Xw degenerates into the
union
⋃
D∈M (w)X(F
∨
kD
(∆iA(λ))) of irreducible normal toric subvarieties X(F
∨
kD
(∆iA(λ))) of
X(∆iA(λ)) corresponding to the faces F
∨
kD
(∆iA(λ)), D ∈ M (w).
In the rest of this section, we review Kiritchenko-Smirnov-Timorin’s results [33] to make
explanations in Sect. 6 clear. Let P = PN denote the set of convex polytopes in R
N . This
set is endowed with a commutative semigroup structure by the Minkowski sum of convex
polytopes:
Q1 +Q2 := {x+ y | x ∈ Q1, y ∈ Q2}.
Since this semigroup has the cancellation property, we can embed P into its Grothendieck
group G(P); an element of G(P) is called a virtual polytope. For c ∈ R≥0 and a convex
polytope Q ∈ P, we define a convex polytope cQ by cQ := {cx | x ∈ Q}; this induces an
R-linear space structure on G(P). It is easy to see that
GT (λ+ µ) = GT (λ) +GT (µ) for all λ, µ ∈ P+, (5.7)
and that the Gelfand–Tsetlin polytopes GT (λ), λ ∈ P++, have the same normal fan which
we denote by ΣA. The corresponding toric variety X(ΣA) is singular in general. However, it
has a resolution of singularities whose exceptional locus does not contain any divisors, which
is called a small resolution. More strongly, Nishinou–Nohara–Ueda [48] proved the following.
Proposition 5.22 ([48, Proposition 4.1]). Every refinement of the fan ΣA into simplicial
cones without adding new rays gives a small resolution of X(ΣA).
Remark 5.23. For other string polytopes of type An, Cho–Kim–Lee–Park [9] studied when
we have small resolutions.
For λ ∈ P+ and ǫ = (ǫ1, . . . , ǫn) ∈ Z
n such that 0 = ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫn, we define an
integral convex polytope G˜T ǫ(λ) to be the set of (5.2) satisfying the following inequalities:
a
(i)
j + ǫi+1 ≥ a
(i+1)
j ≥ a
(i)
j+1 for 0 ≤ i ≤ n− 1 and 1 ≤ j ≤ n− i.
If ǫ1 = · · · = ǫn, then we have G˜T ǫ(λ) = GT (λ). We fix ǫ = (ǫ1, . . . , ǫn) ∈ Z
n such that
0 = ǫ1 < ǫ2 < · · · < ǫn. Then, for λ ∈ P++, the polytope G˜T ǫ(λ) is simple, and its normal
fan Σ˜A gives an example of Proposition 5.22. Note that Σ˜A does not depend on the choices of
ǫ and λ. By (5.7), the map P+ → P, λ 7→ GT (λ), induces an injective group homomorphism
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P →֒ G(P). Denote by ΛGT ⊆ G(P) the image of P in G(P), by ΛG˜T ⊆ G(P) the Z-
submodule generated by all integral convex polytopes whose normal fans coincide with Σ˜A,
and by V
G˜T
⊆ G(P) the R-linear subspace spanned by Λ
G˜T
. Fix λ ∈ P++. Let Γ1, . . . ,Γz
be the facets of G˜T ǫ(λ), and ξ1, . . . , ξz the primitive vectors in the corresponding rays of Σ˜A.
For 1 ≤ i ≤ z, define an R-linear function xi : VG˜T → R by
xi(Q) := max{〈ξi, p〉 | p ∈ Q}
for each convex polytope Q ∈ V
G˜T
. Then the R-linear space V
G˜T
is identified with Rz by
arranging the values of x1, . . . , xz (see the proof of [50, Theorem 2.1.1]). In addition, by [50,
Theorem 2.1.1], there exists a homogeneous polynomial vol
G˜T
of degree N on V
G˜T
, called the
volume polynomial on V
G˜T
, such that the value vol
G˜T
(Q) for each convex polytope Q ∈ V
G˜T
equals the N -dimensional volume of Q. Note that the Z-module Λ
G˜T
is a lattice of rank z,
and we have Λ
G˜T
/ZN ≃ Pic(X(Σ˜A)), where X(Σ˜A) is the normal toric variety corresponding
to the fan Σ˜A, and the right action of Z
N on Λ
G˜T
is given by translations of convex polytopes
Q ⊆ RN (see [10, Theorem 4.2.1]). We define a Z-algebra R
G˜T
, called a polytope ring, by
R
G˜T
:= Sym(Λ
G˜T
)/J
G˜T
,
where J
G˜T
is the homogeneous ideal of Sym(Λ
G˜T
) given by
J
G˜T
:= {D ∈ Sym(Λ
G˜T
) | D · vol
G˜T
= 0},
where Sym(Λ
G˜T
) is regarded as a ring of differential operators on R[V
G˜T
] in a way similar to
Sym(PR) in Theorem 2.12. By [27, Sect. 1.4], this Z-algebra RG˜T is isomorphic to the coho-
mology ring H∗(X(Σ˜A);Z). Similarly, the volume polynomial volGT on VGT := ΛGT ⊗ZR and
the polytope ring RGT = Sym(ΛGT )/JGT are defined. Then it follows by Theorem 2.12 and
Remark 2.13 that the polytope ring RGT is isomorphic to the cohomology ring H
∗(G/B;Z).
Since we have
G˜T ǫ(λ) +GT (µ) = G˜T ǫ(λ+ µ)
for µ ∈ P+, it follows that GT (µ) ∈ ΛG˜T . Hence we see that ΛGT ⊆ ΛG˜T . Let γ : ΛGT →֒ ΛG˜T
denote the inclusion map, and γ∗ : Sym(ΛGT ) → Sym(ΛG˜T ) the Z-algebra homomorphism
induced by γ.
Proposition 5.24 (see [33, Proposition 2.1]). There exist a Z-module M
G˜T ,GT
, a surjective
Z-module homomorphism π : R
G˜T
։ M
G˜T ,GT
, and an injective Z-module homomorphism
ι : RGT →֒MG˜T ,GT such that
• if π(f ′) = ι(f) and π(g′) = ι(g) for some f ′, g′ ∈ R
G˜T
and f, g ∈ RGT , then it holds
that π(f ′g′) = ι(fg),
• for all D ∈ Sym(ΛGT ), it holds that
ι(D mod JGT ) = π(γ∗(D) mod JG˜T ).
For 1 ≤ i ≤ z, we define a derivation ∂i ∈ ΛG˜T on R[VG˜T ] by ∂i :=
∂
∂xi
. For each face
F = Γk1 ∩ · · · ∩ Γkℓ of G˜T ǫ(λ) of codimension ℓ, we write
∂F := ∂k1 · · · ∂kℓ ∈ Sym(ΛG˜T ),
and denote by [F ] the corresponding element of R
G˜T
. By abuse of notation, the image
π([F ]) ∈M
G˜T ,GT
is also denoted by [F ]. The elements [F ] for all faces F of G˜T ǫ(λ) generate
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the polytope ring R
G˜T
as a Z-module by [50, Lemma 2.6.3], which implies that their images
in M
G˜T ,GT
give a Z-module generator of M
G˜T ,GT
. For a Kogan face F∨k (GT (λ)) (resp., a
dual Kogan face Fk(GT (λ))), there uniquely exists a face F
∨
k (G˜T ǫ(λ)) (resp., Fk(G˜T ǫ(λ)))
of G˜T ǫ(λ) such that the corresponding cones CF∨
k
(GT (λ)) ∈ ΣA and CF∨
k
(G˜T ǫ(λ))
∈ Σ˜A (resp.,
CFk(GT (λ)) ∈ ΣA and CFk(G˜T ǫ(λ))
∈ Σ˜A) coincide (see [33, Proposition 2.3]). Then we define
[F∨k (GT )], [Fk(GT )] ∈MG˜T ,GT by
[F∨k (GT )] := [F
∨
k (G˜T ǫ(λ))] and [Fk(GT )] := [Fk(G˜T ǫ(λ))],
which are independent of the choices of ǫ and λ.
Theorem 5.25 ([33, Theorem 4.3 and Corollary 4.5]). For w ∈ W , the cohomology class
[Xw] = [Xw0w] ∈ H
∗(G/B;Z) ≃ RGT is described as follows:
[Xw] =
∑
k∈R(iA,w0ww0)
[F∨k (GT )] =
∑
k∈R(iA,w)
[Fk(GT )].
6. Symplectic Kogan faces and Demazure crystals of type C
In this section, we consider the case G = Sp2n(C), and extend results in Sect. 5 to this
case. We identify the set I of vertices of the Dynkin diagram with {1, . . . , n} as follows:
Cn
1

2
+3
n− 1

n
 .
Write N := n2, and define iC = (i1, . . . , iN ) ∈ R(w0) by
iC := (1, 2, 1, 2︸ ︷︷ ︸
3
, 3, 2, 1, 2, 3︸ ︷︷ ︸
5
, . . . , n, n− 1, . . . , 1, . . . , n− 1, n︸ ︷︷ ︸
2n−1
).
(6.1)
Then Littelmann [39, Theorem 6.1] proved that the string cone CiC coincides with the set of
(a
(1)
1 , b
(2)
1 , a
(1)
2 , a
(2)
1︸ ︷︷ ︸
3
, b
(3)
1 , b
(2)
2 , a
(1)
3 , a
(2)
2 , a
(3)
1︸ ︷︷ ︸
5
, . . . , b
(n)
1 , . . . , b
(2)
n−1, a
(1)
n , . . . , a
(n)
1︸ ︷︷ ︸
2n−1
) ∈ RN
(6.2)
satisfying the following inequalities:
a
(1)
1 ≥ 0, b
(2)
1 ≥ a
(1)
2 ≥ a
(2)
1 ≥ 0, . . . , b
(n)
1 ≥ · · · ≥ b
(2)
n−1 ≥ a
(1)
n ≥ · · · ≥ a
(n)
1 ≥ 0.
We arrange the equations of the facets of CiC as
a
(1)
1 = 0, b
(2)
1 = a
(1)
2 , a
(1)
2 = a
(2)
1 , a
(2)
1 = 0, b
(3)
1 = b
(2)
2 , . . . , a
(n−1)
2 = a
(n)
1 , a
(n)
1 = 0,
and denote the corresponding facets of CiC by F
∨
1 (CiC ), . . . , F
∨
N (CiC ), respectively. For 1 ≤
j ≤ N , λ ∈ P+, and k = (k1, . . . , kℓ) with ℓ ≥ 0 and with 1 ≤ k1 < · · · < kℓ ≤ N , define
F∨j (∆iC (λ)), F
∨
j (CiC ), F
∨
k (CiC ), F
∨
k (∆iC (λ)), and F
∨
k (CiC ) as in Sect. 5.
For λ ∈ P+ and 1 ≤ k ≤ n, we set b
(1)
k :=
∑
1≤ℓ≤n−k+1〈λ, hℓ〉, and write b
(1)
n+1 = b
(2)
n =
· · · = b
(n)
2 := 0. Then the symplectic Gelfand–Tsetlin polytope SGT (λ) is defined to be the
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set of (6.2) satisfying the following inequalities:
b
(1)
1 b
(1)
2 · · · b
(1)
n b
(1)
n+1
a
(1)
1 a
(1)
2 a
(1)
n
b
(2)
1 · · · b
(2)
n−1 b
(2)
n
a
(2)
1 a
(2)
n−1
. . .
...
b
(n)
1 b
(n)
2
a
(n)
1 .
The symplectic Gelfand–Tsetlin polytope SGT (λ) is an integral polytope for all λ ∈ P+,
and it is N -dimensional if λ ∈ P++. A face of SGT (λ) given by equations of the types
a
(l)
k = b
(l+1)
k−1 and b
(l)
k = a
(l)
k (resp., a
(l)
k = b
(l+1)
k and b
(l)
k = a
(l)
k−1) is called a symplectic Kogan
face (resp., a dual symplectic Kogan face). We arrange the equations of the types a
(l)
k = b
(l+1)
k
and b
(l)
k = a
(l)
k−1 as
b
(n)
2 = a
(n)
1 , a
(n−1)
1 = b
(n)
1 , a
(n−1)
2 = b
(n)
2 , b
(n−1)
2 = a
(n−1)
1 , a
(n−2)
1 = b
(n−1)
1 , a
(n−2)
2 = b
(n−1)
2 ,
a
(n−2)
3 = b
(n−1)
3 , b
(n−2)
3 = a
(n−2)
2 , . . . , a
(1)
n−1 = b
(2)
n−1, a
(1)
n = b
(2)
n , b
(1)
n = a
(1)
n−1, . . . , b
(1)
2 = a
(1)
1 ,
and denote the corresponding facets of SGT (λ) by F1(SGT (λ)), . . . , FN (SGT (λ)), respec-
tively. We also arrange the equations of the types a
(l)
k = b
(l+1)
k−1 and b
(l)
k = a
(l)
k as
b
(n)
1 = a
(n)
1 , a
(n−1)
2 = b
(n)
1 , b
(n−1)
2 = a
(n−1)
2 , b
(n−1)
1 = a
(n−1)
1 , a
(n−2)
2 = b
(n−1)
1 , a
(n−2)
3 = b
(n−1)
2 ,
b
(n−2)
3 = a
(n−2)
3 , . . . , a
(1)
n−1 = b
(2)
n−2, a
(1)
n = b
(2)
n−1, b
(1)
n = a
(1)
n , . . . , b
(1)
2 = a
(1)
2 , b
(1)
1 = a
(1)
1 ,
and denote the corresponding facets of SGT (λ) by F∨1 (SGT (λ)), . . . , F
∨
N (SGT (λ)), respec-
tively. For k = (k1, . . . , kℓ) with ℓ ≥ 0 and with 1 ≤ k1 < · · · < kℓ ≤ N , define Fk(SGT (λ))
(resp., F∨k (SGT (λ))) in a way similar to Fk(∆iC (λ)) (resp., F
∨
k (∆iC (λ))). Littelmann [39,
Corollary 7] gave a unimodular affine transformation from the string polytope ∆iC (λ) to
SGT (λ). Under this transformation, the face Fk(∆iC (λ)) (resp., F
∨
k (∆iC (λ))) of ∆iC (λ) cor-
responds to the dual symplectic Kogan face Fk(SGT (λ)) (resp., the symplectic Kogan face
F∨k (SGT (λ))) of SGT (λ). Hence Corollaries 4.6 and 4.9 imply the following.
Corollary 6.1. For w ∈W and λ ∈ P+, the union
⋃
k∈R(iC ,w)
Fk(SGT (λ)) gives a polyhedral
parametrization of Bw(λ) under the unimodular affine transformation SGT (λ) ≃ ∆iC (λ). In
particular, it holds for λ ∈ P++ that
Vol(Xw,Lλ) =
∑
k∈R(iC ,w)
VolN−ℓ(w)(Fk(SGT (λ))).
Let SPDn denote the set of subsets of
SYn := {(i, j) ∈ Z
2 | 1 ≤ i ≤ n, i ≤ j ≤ 2n− i}.
We regard SYn as a shifted Young diagram, and represent an element D ∈ SPDn by putting +
in the boxes contained inD. For instance, a set D = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3)} ∈ SPD3
is represented as
D = + + +
+ +
.
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An element of SPDn is called a skew pipe dream (see [31, Sect. 5.2]). We arrange the elements
of SYn as
((p1, q1), . . . , (pN , qN )) := ((n, n), (n − 1, n + 1), (n − 1, n), (n − 1, n − 1), . . . , (1, 2), (1, 1)).
Then it holds that qk ∈ {n−ik+1, n+ik−1} for 1 ≤ k ≤ N . We associate to each D ∈ SPDn a
sequence kD = (k1, . . . , k|D|) with 1 ≤ k1 < · · · < k|D| ≤ N by arranging 1 ≤ k ≤ N such that
(pk, qk) ∈ D. For instance, a skew pipe dream D = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3)} ∈ SPD3
gives a sequence kD = (3, 4, 7, 8, 9). Let us introduce the notion of ladder moves for skew
pipe dreams, which is an analog of that for pipe dreams. For (i, j) ∈ SYn, the ladder move
Li,j is defined as follows: write (i, j) = (pk, qk), and take D ∈ SPDn satisfying the following
conditions:
• (i, j) ∈ D, (i, j + 1) /∈ D,
• there exists k < ℓ ≤ N such that qℓ ∈ {j, 2n − j}, (pℓ, qℓ), (pℓ, qℓ + 1) /∈ D, and
(pr, qr), (pr, qr + 1) ∈ D for all k < r < ℓ such that qr ∈ {j, 2n − j}.
Then we define Li,j(D) ∈ SPDn by
Li,j(D) := D ∪ {(pℓ, qℓ + 1)} \ {(i, j)}.
Denote the skew pipe dream Li,j(D) also by L
′
pℓ,qℓ
(D).
Example 6.2. Let n = 3. Then we obtain the following:
+ + +
+
+
❴
L3,3

✤
L2,2
// + + + +
+
❴
L3,3

+ + +
+ +
✤
L2,2
// + + + +
+
✤
L2,4
// + + + +
+
.
We associate to each D ∈ SPDn a sequence k
′
D = (k1, . . . , kN−|D|) with 1 ≤ k1 < · · · <
kN−|D| ≤ N by arranging 1 ≤ k ≤ N such that (pk, qk) ∈ SYn \ D. For instance, a skew
pipe dream D = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3)} ∈ SPD3 corresponds to a sequence k
′
D =
(1, 2, 5, 6). For w ∈ W , define D(w) ∈ SPDn by the condition that k
′
D(w) is the minimum
element in R(iC , w) with respect to the lexicographic order. If w = e, then we think of D(w)
as SYn. In a way similar to the proofs of Proposition 5.6 and Corollary 5.7, we obtain the
following.
Proposition 6.3. For w ∈W , there exist m(1), . . . ,m(n) ∈ Z≥0 such that
D(w) = {(i, j) ∈ SYn | j ≤ m(i) + i− 1}.
In addition, writing k′D(w) = (k1, . . . , kℓ) and w
′ := wsikℓ , it holds that (pkℓ , qkℓ + 1) /∈ D and
{(i, j) | 1 ≤ i ≤ pkℓ − 1, i ≤ j ≤ 2n − i} ∪ {(pkℓ , j) | pkℓ ≤ j ≤ qkℓ} ⊆ D
for all D ∈ SPDn which is obtained from D(w
′) by applying a sequence of ladder moves.
For 1 ≤ i ≤ n, let us define an operator Mi for skew pipe dreams, which is an analog of
the operator Mi for pipe dreams studied in Sect. 5. For D ∈ SPDn, we set
r0 := max{1 ≤ r ≤ N | qr ∈ {n− i+ 1, n + i− 1}, (pr, qr + 1) /∈ D},
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and assume that
{(pr, qr) | qr ∈ {n − i+ 1, n + i− 1}, r0 ≤ r ≤ N}
∪ {(pr, qr + 1) | qr ∈ {n− i+ 1, n+ i− 1}, r0 + 1 ≤ r ≤ N} ⊆ D.
Then the operator Mi sends D to the set Mi(D) of elements of SPDn obtained from D \
{(pr0 , qr0)} by applying sequences of ladder moves Lp,q such that q ∈ {n− i+1, n+ i−1}. For
a subset A ⊆ SPDn such thatMi(D) is defined for all D ∈ A, we setMi(A) :=
⋃
D∈AMi(D).
For w ∈W , we define a set M (w) of skew pipe dreams by
M (w) :=Mikℓ · · ·Mik1 (SYn),
where we write k′D(w) = (k1, . . . , kℓ). Note thatMikr · · ·Mik1 (SYn) = M (sik1 · · · sikr ) for each
1 ≤ r ≤ ℓ. By Proposition 6.3, the set M (w) is well-defined and coincides with the set of skew
pipe dreams of the form L˜ℓL˜ℓ−1 · · · L˜2D(w), where L˜r for 2 ≤ r ≤ ℓ is given by a sequence of
ladder moves Lpt,qt such that t < kr and such that qt ∈ {n− ikr + 1, n + ikr − 1}.
Remark 6.4. The notion of mitosis operators for skew pipe dreams was introduced by Kir-
itchenko [31, Sect. 5.2], but we do not use it in this paper.
Example 6.5. For 1 ≤ i ≤ n, we have D(si) = SYn\{(n−i+1, n+i−1)} and M (si) = {D(si)}.
Example 6.6. Let n = 2. Then we see that
M (s1) =
{
+ + +
}
, M (s2) =
{
+ +
+
}
,
M (s1s2) =
{
+ +
}
, M (s2s1) =
{
+
+
, + +
}
,
M (s1s2s1) =
{
+
}
, M (s2s1s2) =
{
+
, + , +
}
.
These sets of skew pipe dreams coincide with those obtained by Kiritchenko [31, Example
2.9] using mitosis operators.
Example 6.7. Let n = 3, and w = s2s1s3s2. Then it follows that
D(w) = + + +
+
+
.
Hence the set M (w) consists of the five skew pipe dreams given in Example 6.2.
Now we obtain analogs of Theorem 5.17 and Corollary 5.18 as follows.
Theorem 6.8. For w ∈ W and λ ∈ P+, the equalities CiC (Xw) =
⋃
D∈M (w) F
∨
kD
(CiC ),
CiC (Xw) =
⋃
D∈M (w) F
∨
kD
(CiC ), and ∆iC (λ,Xw) =
⋃
D∈M (w) F
∨
kD
(∆iC (λ)) hold.
Proof. We consider the Kashiwara embedding Ψj : B(∞) →֒ Z
∞
j associated with an infinite
sequence j = (. . . , j2, j1) extending iC as in Sect. 2. As in the proofs of Theorem 5.17 and
Corollary 5.18, it suffices to show that
Ψj(Bw−1(∞)) =
⋃
D∈M (w)
F∨kD(j),
where
F∨kD(j) := {(. . . , 0, 0, aN , . . . , a2, a1) ∈ Ψj(B(∞)) | (a1, . . . , aN ) ∈ F
∨
kD
(CiC )}.
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We proceed by induction on ℓ(w). If ℓ(w) = 0, then the assertion is obvious. If ℓ(w) =
1, then we have w = si for some i ∈ I. By the definition of the crystal Z
∞
j , the image
Ψj(Bsi(∞)) = {f˜
t
iΨj(b∞) | t ∈ Z≥0} coincides with the set of (. . . , al, . . . , a2, a1) ∈ Z
∞
j such
that ak = 0 for all k 6= min{l ∈ Z≥1 | jl = i}. Hence the assertion holds by Example 6.5.
Assume that ℓ := ℓ(w) ≥ 2, and write k′D(w) = (k1, . . . , kℓ). We set i := ikℓ and w
′ := wsi.
By the induction hypothesis, it follows that
Ψj(B(w′)−1(∞)) =
⋃
D∈M (w′)
F∨kD(j), (6.3)
and hence that
CiC (Xw′) =
⋃
D∈M (w′)
F∨kD(CiC ). (6.4)
By the argument of the proof of Theorem 5.17, it suffices to show the following properties of
D ∈ M (w′) instead of Lemmas 5.15 and 5.16:
(P1) if an element (pk, qk) ∈ D with qk ∈ {n − i + 1, n + i − 1} satisfies the following
conditions:
• (pk, qk + 1) /∈ D,
• there exists k < rk ≤ N such that qrk ∈ {n− i+1, n+ i− 1}, (prk , qrk) /∈ D, and
(pr, qr), (pr, qr + 1) ∈ D for all k < r < rk such that qr ∈ {n− i+ 1, n + i− 1},
then we have (prk , qrk + 1) /∈ D;
(P2) there exist D
′ ∈ M (w′) and (u1, v1), . . . , (ur, vr) ∈ SYn with v1, . . . , vr ∈ {n − i +
1, n + i − 1} such that D = Lur,vr · · ·Lu1,v1(D
′) and such that D′ cannot be written
as Lu,v(D
′′) for some D′′ ∈ SPDn and (u, v) ∈ SYn with v ∈ {n − i+ 1, n + i− 1}.
Let us take a = (. . . , 0, 0, aN , . . . , a2, a1) ∈ Ψj(B(∞)) such that if (p, q) ∈ SYn \ D, then
a(p,q) is sufficiently larger than a(p,q−1), where we write a(pk,qk) := ak for 1 ≤ k ≤ N and set
a(p,p−1) := 0 when p = q. Then we see that (a1, . . . , aN ) is included in the relative interior of
F∨kD(CiC ). By (6.3), there exists b ∈ B(w′)−1(∞) such that Ψj(b) = a.
We first prove the property (P1). In this case, we assume that a(pt,qt) − a(pt,qt−1) is suf-
ficiently larger than a(pr,qr) − a(pr ,qr−1) for (pt, qt), (pr, qr) ∈ SYn \ D such that r < t. Sup-
pose for a contradiction that there exists (pk, qk) ∈ D with the conditions in (P1) such that
(prk , qrk +1) ∈ D. We may assume that k is maximum in such k. By the definition of Z
∞
j , it
follows that the coordinate ak = a(pk,qk) changes by the action of f˜
t
i on a for sufficiently large
t. Let t0 denote the minimum of t ∈ Z≥1 such that the action of f˜
t
i changes the coordinate
ak. In a way similar to the proof of Theorem 5.17, we know how the operator f˜
t0
i acts on a.
We write f˜ t0i a =: a
′ = (. . . , 0, 0, a′N , . . . , a
′
2, a
′
1). Then it follows that (a
′
1, . . . , a
′
N ) is included
in the relative interior of F∨k
D˜
(CiC ), where D˜ is given by
D˜ := D \ {(pt, qt) | qt ∈ {n− i+ 1, n + i− 1}, k ≤ t, (pt, qt + 1) /∈ D}
∪ {(pt, qt + 1) | L
′
pt,qt is defined for D \ {(pt, qt)}}.
Since f˜ t0i b ∈ Bw−1(∞) by Proposition 2.7, it follows by Corollary 3.4 that F
∨
k
D˜
(CiC ) ⊆
CiC (Xw). This implies in a way similar to the proof of Lemma 4.3 that F
∨
k
D˜
(∆iC (λ)) ⊆
∆iC (λ,Xw) for all λ ∈ P+. For λ ∈ P++, this gives a contradiction as follows. Since
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|D˜| = |D| − 2 and D ∈ M (w′), we have
dimR F
∨
k
D˜
(∆iC (λ)) = dimR F
∨
kD
(∆iC (λ)) + 2 = ℓ(w
′) + 2 = ℓ(w) + 1.
However, it holds that dimR∆iC (λ,Xw) = ℓ(w) since |∆iC (λ,Xw) ∩ Z
N | = |ΦiC (Bw(λ))| =
|Bw(λ)| = dimCH
0(Xw,Lλ), which is a contradiction. This proves the property (P1).
We next prove the property (P2). In this case, we assume that a(pr ,qr) − a(pr ,qr−1) is
sufficiently larger than a(pt,qt)− a(pt,qt−1) for (pr, qr), (pt, qt) ∈ SYn \D such that r < t. Write
e˜
εi(b)
i a =: a
′ = (. . . , 0, 0, a′N , . . . , a
′
2, a
′
1). As in the proof of the property (P1), we see that
(a′1, . . . , a
′
N ) is included in the relative interior of F
∨
kD′
(CiC ), where D
′ is given by
D′ := D \ {(pt, qt + 1) | qt ∈ {n− i+ 1, n + i− 1}, (pt, qt) ∈ SYn \D}
∪ {(pt, qt) | qt ∈ {n− i+ 1, n+ i− 1}, D \ {(pt, qt + 1)} = Lpt,qtD
′′ for some D′′}.
Since e˜
εi(b)
i b ∈ B(w′)−1(∞) by Proposition 2.7, it follows by (6.4) that F
∨
kD′
(CiC ) ⊆ CiC (Xw′) =⋃
D̂∈M (w′) F
∨
k
D̂
(CiC ) and that there exists D̂ ∈ M (w
′) such that D̂ ⊆ D′. Since we have
(n + i − 1, n − i + 2) /∈ SYn, the property (P1) implies that for all (pt, qt) ∈ SYn \ D such
that qt ∈ {n − i + 1, n + i − 1} and such that (pt, qt + 1) ∈ D, there exist D
′′ ∈ SPDn and
(pr, qr) ∈ SYn with qr ∈ {n − i + 1, n + i − 1} such that D \ {(pr, qr + 1)} = Lpr,qrD
′′. This
implies that |D′| = |D|, and hence that D′ = D̂ ∈ M (w′). Since D′ has the desired property,
we deduce the property (P2). This proves the theorem. 
Remark 6.9. There exists a similarity property between string parametrizations of type Bn
and of type Cn (see [24, Sect. 5] and [16, Sect. 6]). Hence Theorem 6.8 is naturally extended
to the case of type Bn.
Since we have |Bw(λ)| = dimCH
0(Xw,Lλ) for w ∈W and λ ∈ P+, we obtain the following
by Theorem 6.8.
Corollary 6.10. For w ∈W and λ ∈ P+, the dimension dimCH
0(Xw,Lλ) equals the cardi-
nality of
⋃
D∈M (w) F
∨
kD
(SGT (λ)) ∩ ZN . In particular, it holds for λ ∈ P++ that
Vol(Xw,Lλ) =
∑
D∈M (w)
Volℓ(w)(F
∨
kD
(SGT (λ))).
The following is an immediate consequence of Theorems 3.3 (3) and 6.8.
Corollary 6.11. For w ∈ W and λ ∈ P++, the Schubert variety Xw degenerates into the
union
⋃
D∈M (w)X(F
∨
kD
(∆iC (λ))) of irreducible normal toric subvarieties X(F
∨
kD
(∆iC (λ))) of
X(∆iC (λ)) corresponding to the faces F
∨
kD
(∆iC (λ)), D ∈ M (w).
It is easy to see that
SGT (λ+ µ) = SGT (λ) + SGT (µ) for all λ, µ ∈ P+, (6.5)
and that the symplectic Gelfand–Tsetlin polytopes SGT (λ), λ ∈ P++, have the same normal
fan which we denote by ΣC . The corresponding toric variety X(ΣC) is singular in general.
However, the proof of [48, Proposition 4.1] can also be applied to the fan ΣC , and we obtain
the following.
Proposition 6.12. Every refinement of the fan ΣC into simplicial cones without adding new
rays gives a small resolution of X(ΣC).
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For λ ∈ P+ and ǫ = (ǫ2, . . . , ǫn, ǫ
′
1, . . . , ǫ
′
n) ∈ Z
2n−1 such that 0 = ǫ′1 ≤ ǫ2 ≤ ǫ
′
2 ≤ · · · ≤
ǫn ≤ ǫ
′
n, we define an integral convex polytope S˜GT ǫ(λ) to be the set of (6.2) satisfying the
following inequalities:
b
(i)
j + ǫ
′
i ≥ a
(i)
j ≥ b
(i)
j+1 for 1 ≤ i ≤ n and 1 ≤ j ≤ n− i+ 1,
a
(i)
j + ǫi+1 ≥ b
(i+1)
j ≥ a
(i)
j+1 for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n− i.
If ǫi and ǫ
′
j are all 0, then we have S˜GT ǫ(λ) = SGT (λ). We fix ǫ = (ǫ2, . . . , ǫn, ǫ
′
1, . . . , ǫ
′
n) ∈
Z2n−1 such that 0 = ǫ′1 < ǫ2 < ǫ
′
2 < · · · < ǫn < ǫ
′
n. Then the polytope S˜GT ǫ(λ) is
simple, and its normal fan gives an example of Proposition 6.12. By (6.5), the map P+ → P,
λ 7→ SGT (λ), induces an injective group homomorphism P →֒ G(P). We defineRSGT , RS˜GT ,
and M
S˜GT ,SGT
as in Sect. 5. Then it follows by Theorem 2.12 and Remark 2.13 that the
polytope ring RSGT is isomorphic to the cohomology ring H
∗(G/B;Z). We fix λ ∈ P++.
As in Sect. 5, a symplectic Kogan face F∨k (SGT (λ)) (resp., a dual symplectic Kogan face
Fk(SGT (λ))) gives an element [F
∨
k (SGT )] (resp., [Fk(SGT )]) of MS˜GT ,SGT . In a way similar
to the proof of [33, Theorem 4.3], we obtain the following by Corollary 6.1.
Corollary 6.13. For w ∈ W , the cohomology class [Xw] = [Xw0w] ∈ H
∗(G/B;Z) ≃ RSGT
is described as follows:
[Xw] =
∑
k∈R(iC ,w)
[Fk(SGT )].
Example 6.14. Let n = 2. Then we can compute the product [Xs1 ] · [Xs2 ] using Corollary 6.13
as follows:
[Xs1 ] · [Xs2 ] = ([F(1)(SGT )] + [F(3)(SGT )]) · ([F(2)(SGT )] + [F(4)(SGT )])
= [F(1,2)(SGT )] + [F(1,4)(SGT )] + [F(2,3)(SGT )] + [F(3,4)(SGT )]
= [Xs1s2 ] + [Xs2s1 ].
Similarly, the following holds by Corollary 6.10.
Corollary 6.15. For w ∈ W , the cohomology class [Xw] = [X
w0w] ∈ H∗(G/B;Z) ≃ RSGT
is described as follows:
[Xw] =
∑
D∈M (w)
[F∨kD(SGT )].
For each k, let F∨k (S˜GT ǫ(λ)) (resp., Fk(S˜GT ǫ(λ))) denote the face of S˜GT ǫ(λ) correspond-
ing to the face F∨k (SGT (λ)) (resp., Fk(SGT (λ))) of SGT (λ). Then the faces F
∨
k (S˜GT ǫ(λ))
and Fk′(S˜GT ǫ(λ)) intersect transversally for each k,k
′ if their intersection is nonempty.
Hence the following is an immediate consequence of Corollaries 6.13 and 6.15.
Corollary 6.16. For v,w ∈ W , the product [Xv ] · [Xw] ∈ H∗(G/B;Z) ≃ RSGT is described
as follows:
[Xv ] · [Xw] =
∑
k∈R(iC ,v)
∑
D∈M (w0w)
[Fk(S˜GT ǫ(λ)) ∩ F
∨
kD
(S˜GT ǫ(λ))].
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