KOMPARASI MODEL KLASIFIKASI ALGORITMA KETERLAMBATAN SISWA MASUK SEKOLAH by Amirulloh, Imam & Taufiqurrochman, Taufiqurrochman
Seminar Nasional Sains dan Teknologi 2017 





Website : jurnal.umj.ac.id/index.php/semnastek 
POSTER 022 
p- ISSN : 2407  –  1846 
e-ISSN : 2460 – 8416 
 
  
KOMPARASI MODEL KLASIFIKASI ALGORITMA 
KETERLAMBATAN SISWA MASUK SEKOLAH 
Imam Amirulloh1*, Taufiqurrochman2 
*12Ilmu Komputer, SMTIK Nusa Mandiri, Jakarta 




Kedisiplinan bagian dari pendidikan yang diselenggarakan di sekolah, terutama displinnya siswa untuk 
datang ke sekolah tepat waktu atau datang lebih awal, beberapa faktor yang perlu diketahui sehingga 
terjadinya keterlambatan siswa datang ke sekolah serta bisa menjadi evaluasi siswa. Algoritma Model 
Klasifikasi menjadi metode untuk memprediksi keterlambatan siswa, pada penelitian ini akan menguji 
serta membandingkan lima algoritma model klasifikasi pada dataset dari hasil penelitian di SMK YPC 
Tasikmalaya, adapun lima algoritma tersebut : naïve bayes, k-nn, decision tree, logistic regression, 
Deep Learning dengan membandingkan algoritma tersebut akan di dapat metode mana yang lebih 
bagus dalam menyelesaikan permasalahan penelitian ini. Hasil dari peneletian ini Decision Tree dan 
K-NN menghasilkan performa yang lebih bagus dibandingkan metode yang lain. 
 
Kata kunci: Komparasi, Algoritma, siswa, sekolah, Klasifikasi 
 
ABSTRACT 
Discipline part of education held in school, especially discipline students to come to school on time or 
coming early, some factors that need to be known so that the occurrence of student delay in coming to 
school and can become student evaluation. The classification algorithm becomes a method to predict 
student delay, in this research will test and compare five algorithms of classification model in dataset 
from research result in SMK YPC Tasikmalaya, as for the five algorithms: naïve bayes, k-nn, decision 
tree, logistic regression, Deep Learning by comparing the algorithm will be able to which method is 
better in solving this research problem. The results of this research Decision Tree and K-NN produce 
better performance than other methods. 
 





Sekolah bukan hanya tempat pendidikan 
pencarian ilmu, tapi juga tempat melatih 
kedisiplinan untuk semua yang terlibat di 
sekolah tersebut salah satunya siswa. 
kedisiplinan siswa datang ke sekolah menjadi 
yang pertama yang dilihat, beberapa faktor  
yang terjadi keterlambatan bisa terjadi antara 
lain: jarak ke sekolah, jam bangun, jam berang 
kata, kondisi perjalanan, dan kendaraan yang 
dipakai. Faktor-faktor tersebut alasan yang 
sering disampaikan dan dikeluhkan siswa. 
Algoritma Model Klasifikasi menjadi 
metode untuk memprediksikan keterlambatan 
siswa, dengan beberapa metode algoritma 
klasifikasi model klasifikasi yang ada, pada 
penelitian ini akan dilakukan pengujian pada 5 
metode algotima yang bertujuan untuk mencari 
metode mana yang lebih bagus dalam 
memprediksi keterlambatan siswa. 
Lima algoritma yang dimaksud adalah 
K-NN, Naïve Bayes, Decision Tree, Logistic 





1. Data Mining 
Data mining dalam istilah sederhana 
adalah penemuan pola yang berguna dalam 
pengolahan data, data mining juga disebut 
sebagai ilmu pengetahuan, machine 
learning, dan analis prediksi 
 
2. Metode Algoritma 
 
2.1. Desicion Tree 
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Mempelajari pohon keputusan dari record 
pada kelas yang diberi label. Decision tree 
adalah sebuah flowchart yang seperti struktur 
pohon, dimana setiap node internal (node tidak 
berdaun) menandakan sebuah tes pada atribut, 
setiap branch merepresentasikan hasil dati tes 
tersebut, dan setiap leaf nide (atau node 
terminal) memegang label kelas. Node yang 
paling atas di pohon disebut node akar. 
 
2.2. Naive Bayes 
Klasifikasi bayes adalah dasar dari teori 
bayes. Ilmu membandingan klasifikasi 
algoritma telah menemukan Bayesian classifier 
sederhana yang dikenal naïve Bayesian 
classifier yang bisa jadi pembanding kinerja 
dengan decision tree dan neural network. 
Bayesian classifier juga bisa menunjukan 
akurasi dan kecepatan tinggi apabila 
diterapkan pada database besar. 
 
2.3. K-NN 
Klasifikasi Nearest-Neighbor adalah dasar 
pembelajaran dengan analogi, yaitu dengan 
membandingkan tupel tes dengan tupel 
training. Tupel training digambarkan oleh 
atribut. Setiap tupel merupakan titik dalam 
ruang dimensi, dengan cara ini semua tupel 
training diruang dimensi, ketika diberi tupel 
yang tidak diketahui. K-NN mencari ruang 
pola tupel training k yang paling dekat dengan  
tupel yang tidak diketahui. Tupel training k 
adalah k-nn dari tupelo yang tidak diketahui. 
 
2.4. Logistic Regression 
Logistic regression memperluas gagasan 
pada beberapa linear regression untuk situasi 
dimana variabel saling ketergantungan , y 
adalah diskrit. Pada logistic regression (Homer 
& Lemeshow 2000) tidak ada asumsi membuat 
tentang distribusi pada variabel yang 
independen. Pemberian set pada sampel N (xi, 
yi) dengan xi∈Rd , dimana d adalah nomor 
dimensi dan label kelas yang sesuai yi∈ {1, 2, 
… , K}. kemudian , logistic regression 
mencoba untuk memperkirakan probabilitas 
posterior pada sampel x baru seperti: 
 
 
3. Cross Validation 
K-Fold cross validation adalah sebuah 
teknik intensif komputer yang menggunakan 
keseluruhan data yang ada sebagai training set 
dan test set [BEN04]. Seluruh data secara acak 
dibagi menjadi K buah subset Bk dengan 
ukuran yang sama dimana Bk merupakan 
himpunan bagian dari {1,….,n) sedemikian 
sehingga  dan  . Setelah itu dilakukan iterasi 
sebanyak K kali. Pada iterasi k, subset Bk 
menjadi test set, sedangkan subset yang lain 
menjadi training set. Setelah itu dihitung nilai 
rata-rata error dengan menggunakan hasil dari 
K buah iterasi. [SCH97]. 
 
4. Rapidminer 
Salah satu software untuk pengolahan data 
mining. Pekerjaan yang dilakukan oleh 
RapidMiner text mining adalah berkisar 
dengan analisis teks, mengekstrak pola-pola 
dari data set yang besar dan 
mengkombinasikannya dengan metode 
statistika, kecerdasan buatan, dan database. 
Tujuan dari analisis teks ini adalah untuk 
mendapatkan informasi bermutu tertinggi dari 




Metode yang di usulkan pada 
penelitian ini bertujuan untuk melakukan 
klasifikasi terhadap data survei dan melakukan 
komparasi lima algoritma klasifikas dengan 
metode evaluasi algoritma cross validation, 
sedangkan metode komparasi menggunakan 
algoritma T-Test. Metodel kerangka pemikiran 
yang ditujukan pada penelitian ini. 
Tahapan pertama untuk melakukan 
komparasi algoritma adalah menentukan objek 
data yang akan di olah, tahap kedua dilakukan 
pemisahan data otomatis training dan testing 
melalui cross validation. Tahap ketiga 
dilakukan proses ekstraksi data mining 
terhadap data set yang telah di siapkan 
sebelumnya dengan lima algoritma Decision 
tree, K-nn, Naïve Bayes, Logistic Regression, 
Deep Learning. Tahap ke empat melakukan 
komparasi hasil klasifikasi  menggunakan 
algoritma T-Test. 
Data set yang digunakan pada 
penelitian ini adalah data set hasil kuesioner 64 
siswa di SMK YPC Tasikmalaya 
 
HASIL DAN PEMBAHASAN 
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dataset dari hasil survei dari 64 siswa yang ada 
di SMK YPC Tasikmalaya, ada beberapa 
variabel dalam survei ini yaitu jarak, jam 
bangun siswa, jam berangkat siswa, jam 
masuk, kemacetan dan kendaraan yang dipakai 
siswa serta hasil secara fakta kedatangan siswa 
terlambat atau tidak terlambat berdasarkan 
variabel-variabel yang diketahui. 
 
Tabel 1. Dataset  
 
Dari dataset ini dapat langsung 
dilakukan pengolahan menggunakan 
Rapidminer, berikut hasil dari perbandingan 
dari 5 metode algoritma: 
1. Desicion Tree 
 
 
Gambar 1. Hasil Accuracy Decision Tree 
 
Pada Gambar 1 menunjukan Jumlah data yang 
diprediksi tidak terlambat dan kenyataannya 
terlambat 38, jumlah data yang diprediksi tidak 
terlambat dan kenyataannya terlambat 6, 
jumlah data yang diprediksi terlambat dan 
kenyataan tidak terlambat 7, jumlah data yang 
diprediksi terlambat dan kenyataannya 
terlambat 12. Hasil dari komparasi AUC – nya  
bernilai 0,693 
 
2. Naive Bayes 
 
 
Gambar 2. Hasil Accuracy Decision Tree 
 
Pada Gambar 2 menunjukan jumlah data 
yang diprediksi tidak terlambat dan 
kenyataannya terlambat 13, jumlah data 
yang diprediksi tidak terlambat dan 
kenyataannya terlambat 2, jumlah data 
yang diprediksi terlambat dan kenyataan 
tidak terlambat 32, jumlah data yang 
diprediksi terlambat dan kenyataannya 
terlambat 16. Hasil dari komparasi AUC – 




Gambar 3.  Hasil Accuracy K-NN 
 
Pada Gambar 3 menunjukan jumlah data yang 
diprediksi tidak terlambat dan kenyataannya 
terlambat 38, jumlah data yang diprediksi tidak 
terlambat dan kenyataannya terlambat 1, 
jumlah data yang diprediksi terlambat dan 
kenyataan tidak terlambat 7, jumlah data yang 
diprediksi terlambat dan kenyataannya 
terlambat 17. Hasil dari AUC bernilai 0,500 
 
4. Logistic Regression 
 
Gambar 4. Hasil Accuracy Logistic Regression 
 
Pada gambar 4 menunjukan jumlah data yang 
diprediksi tidak terlambat dan kenyataannya 
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terlambat 45, jumlah data yang diprediksi tidak 
terlambat dan kenyataannya terlambat 18, 
jumlah data yang diprediksi terlambat dan 
kenyataan tidak terlambat 0, jumlah data yang 
diprediksi terlambat dan kenyataannya 
terlambat 0. Hasil dari AUC – nya  bernilai 
0,500 
 
5. Deep Learning 
 
Gambar 5. Hasil Accuracy Deep Learning 
 
Pada gambar 5 menunjukan jumlah data yang 
diprediksi tidak terlambat dan kenyataannya 
terlambat 34, jumlah data yang diprediksi tidak 
terlambat dan kenyataannya terlambat 9, 
jumlah data yang diprediksi terlambat dan 
kenyataan tidak terlambat 11, jumlah data yang 
diprediksi terlambat dan kenyataannya 










Dari pengujian dataset oleh masing – 
masing algoritma tersebut dapat disajikan tabel 
T-Test. 
 
Tabel 3. Komparasi Accuracy dan AUC 
 
 
Berdasarkan nilai akurasi algoritma yang 
lebih akurat K-NN lebih baik disusul oleh DT, 
LogR, dan DL. 
Berdasarkan nilai AUC decision tree, 
naïve bayes, dan deep Learning menunjukan 
nilai yang bagus.   
Pada tabel pengujian T-Test dapat 
disimpulkan bahwa algoritma Decision Tree, 
K-NN, Log R, dan Deep L menampilkan nilai 
yang dominan. 
Sehingga dari berbagai komparasi tersebut 
Decision tree dan K-NN lebih baik di banding 
algoritma yang lain. 
Serta faktor yang paling berpengaruh 
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