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INEQUALITIES FOR THE ONE-DIMENSIONAL ANALOGOUS
OF THE COULOMB POTENTIAL
A´RPA´D BARICZ AND TIBOR K. POGA´NY
Abstract. In this paper our aim is to present some monotonicity and convex-
ity properties for the one dimensional regularization of the Coulomb potential,
which has applications in the study of atoms in magnetic fields and which is in
fact a particular case of the Tricomi confluent hypergeometric function. More-
over, we present some Tura´n type inequalities for the function in the question
and we deduce from these inequalities some new tight upper bounds for the
Mills ratio of the standard normal distribution.
1. Introduction
Consider the integral
Vq(x) =
2ex
2
Γ(q + 1)
∫
∞
x
e−t
2
(t2 − x2)qdt,
where q > −1 and x > 0. This integral can be regarded as the one dimensional
regularization of the Coulomb potential, which has applications in the study of
atoms in magnetic fields, see [10] for more details. Recently, Ruskai and Werner
[10], and later Alzer [1] studied intensively the properties of this integral. In [1, 10]
the authors derived a number of monotonicity and convexity properties for the
function Vq, as well as many functional inequalities.
It is important to mention that Vq in particular when q = 0 becomes
m(x) =
1√
2
V0
(
x√
2
)
= ex
2/2
∫
∞
x
e−t
2/2dt,
which is the so-called Mills ratio of the standard normal distribution, and appears
frequently in economics and statistics. See for example [3] and the references therein
for more details on this function.
The purpose of the present study is to make a contribution to the subject and
to deduce some new monotonicity and convexity properties for the function Vq, as
well as some new functional inequalities. The paper is organized as follows. In
section 2 we present the convexity results concerning the function Vq together with
some Tura´n type inequalities. Note that the convexity results are presented in
three equivalent formulations. Section 3 is devoted for concluding remarks. In this
section we point out that Vq is in fact a particular case of the Tricomi confluent
hypergeometric function, and we deduce some other functional inequalities for Vq.
In this section we also point out that the Tura´n type inequalities obtained in section
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22 are particular cases of the recent results obtained by Baricz and Ismail [5] for Tri-
comi confluent hypergeometric functions, however, the proofs are different. Finally,
in section 3 we use the Tura´n type inequalities for the function Vq to derive some
new tight upper bounds for the Mills ratio m of the standard normal distribution.
2. Functional inequalities for the function Vq
The first main result of this paper is the following theorem. Parts a and b of
this theorem are generalizations of parts b and d of [3, Theorem 2.5].
Theorem 1. The next assertions are true:
a. The function x 7→ xV ′q (x)/Vq(x) is strictly decreasing on (0,∞) for q > −1.
b. The function x 7→ x2V ′q (x) is strictly decreasing on (0,∞) for q > −1.
c. The function x 7→ x−1V ′q (x) is strictly increasing on (0,∞) for q ≥ 0.
d. The function x 7→ V ′q (x)/(xVq(x)) is strictly increasing on (0,∞) for q ≥ 0.
Proof. a. Observe that Vq(x) can be rewritten as [1, Lemma 1]
Vq(x) =
xq+1/2
Γ(q + 1)
∫
∞
0
e−xs
sq
(x+ s)1/2
ds.
By using the change of variable s = ux we obtain
(2.1) Vq(x) =
x2q+1
Γ(q + 1)
∫
∞
0
e−x
2u u
q
(1 + u)1/2
du,
and differentiating with respect to x both sides of this relation we get
V ′q (x) =
(2q + 1)x2q
Γ(q + 1)
∫
∞
0
e−x
2u u
q
(1 + u)1/2
du− 2x
2q+2
Γ(q + 1)
∫
∞
0
e−x
2u u
q+1
(1 + u)1/2
du.
Thus, for q > −1 and x > 0 we obtain the differentiation formula
(2.2) xV ′q (x) = (2q + 1)Vq(x)− 2(q + 1)Vq+1(x),
which in turn implies that
xV ′q (x)
Vq(x)
= 2q + 1− 2(q + 1)Vq+1(x)
Vq(x)
.
Now, recall that [1, Theorem 7] if p > q > −1, then the function x 7→ Vp(x)/Vq(x)
is strictly increasing on (0,∞). In particular, the function x 7→ Vq+1(x)/Vq(x) is
strictly increasing on (0,∞) for q > −1, and by using the above relation we obtain
that indeed the function x 7→ xV ′q (x)/Vq(x) is strictly decreasing on (0,∞) for
q > −1.
b. According to [1, p. 429] we have
(2.3) V ′q (x) = −
x
Γ(q + 1)
∫
∞
0
e−t
tq
(x2 + t)3/2
dt.
Observe that for q > −1 and x > 0 we have[−Γ(q + 1)xV ′q (x)]′ =
[
x2
∫
∞
0
e−t
tq
(x2 + t)3/2
dt
]
′
=
∫
∞
0
e−t
xtq
(x2 + t)3/2
(
2− 3x
2
x2 + t
)
dt
> −x
∫
∞
0
e−t
tq
(x2 + t)3/2
dt = Γ(q + 1)V ′q (x).
3In other words, we proved that for x > 0 and q > −1 the differential inequality
−(xV ′q (x))′ > V ′q (x),
that is,
xV ′′q (x) + 2V
′
q (x) < 0
is valid. Consequently
(x2V ′q (x))
′ = x(2V ′q (x) + xV
′′
q (x)) < 0
for all x > 0 and q > −1, which means that indeed the function x 7→ x2V ′q (x) is
strictly decreasing on (0,∞) for q > −1.
c. Recall the following differentiation formula [10, p. 439]
(2.4) V ′q (x) = 2x(Vq(x) − Vq−1(x)),
which holds for q ≥ 0 and x > 0. Here by convention V−1(x) = 1/x, see [10, p.
435]. On the other hand, it is known [1, Theorem 7] that if p > q > −1, then
x 7→ Vp(x)− Vq(x) is strictly increasing on (0,∞). Consequently,
x 7→ x−1V ′q (x) = 2(Vq(x)− Vq−1(x))
is strictly increasing on (0,∞) for all q ≥ 0.
d. Using again the fact that [1, Theorem 7] if p > q > −1, then the function
x 7→ Vp(x)/Vq(x) is strictly increasing on (0,∞), we get that
x 7→ V
′
q (x)
xVq(x)
= 2
(
1− Vq−1(x)
Vq(x)
)
is strictly increasing on (0,∞) for all q ≥ 0. 
Now, we recall the definition of convex functions with respect to Ho¨lder means
or power means. For a ∈ R, α ∈ [0, 1] and x, y > 0, the power mean Ha of order a
is defined by
Ha(x, y) =
{
(αxa + (1− α)ya)1/a , a 6= 0
xαy1−α , a = 0
.
We consider the continuous function ϕ : I ⊂ (0,∞)→ (0,∞), and let Ha(x, y) and
Hb(x, y) be the power means of order a and b of x > 0 and y > 0. For a, b ∈ R we
say that ϕ is HaHb-convex or just simply (a, b)-convex, if for a, b ∈ R and for all
x, y ∈ I we have
ϕ(Ha(x, y)) ≤ Hb(ϕ(x), ϕ(y)).
If the above inequality is reversed, then we say that ϕ is HaHb-concave or simply
(a, b)-concave. It is worth to note that (1, 1)-convexity means the usual convexity,
(1, 0) is the logarithmic convexity and (0, 0)-convexity is the geometrical (or multi-
plicative) convexity. Moreover, we mention that if the function f is differentiable,
then (see [4, Lemma 3]) it is (a, b)-convex (concave) if and only if
x 7→ x1−aϕ′(x)[ϕ(x)]b−1
is increasing (decreasing).
For the sake of completeness we recall here also the definitions of log-convexity
and geometrical convexity. A function f : (0,∞)→ (0,∞) is said to be logarithmi-
cally convex, or simply log-convex, if its natural logarithm ln f is convex, that is,
for all x, y > 0 and λ ∈ [0, 1] we have
f(λx+ (1− λ)y) ≤ [f(x)]λ [f(y)]1−λ .
4A similar characterization of log-concave functions also holds. By definition, a
function g : (0,∞)→ (0,∞) is said to be geometrically (or multiplicatively) convex
if it is convex with respect to the geometric mean, that is, if for all x, y > 0 and all
λ ∈ [0, 1] the inequality
g(xλy1−λ) ≤ [g(x)]λ[g(y)]1−λ
holds. The function g is called geometrically concave if the above inequality is re-
versed. Observe that, actually the geometrical convexity of a function g means that
the function ln g is a convex function of lnx in the usual sense. We also note that the
differentiable function f is log-convex (log-concave) if and only if x 7→ f ′(x)/f(x) is
increasing (decreasing), while the differentiable function g is geometrically convex
(concave) if and only if the function x 7→ xg′(x)/g(x) is increasing (decreasing).
The next result is a reformulation of Theorem 1 in terms of power means.
Theorem 2. The next assertions are true:
a. Vq is strictly (0, 0)-concave on (0,∞) for q > −1.
b. Vq is strictly (−1, 1)-concave on (0,∞) for q > −1.
c. Vq is strictly (2, 1)-convex on (0,∞) for q ≥ 0.
d. Vq is strictly (2, 0)-convex on (0,∞) for q ≥ 0.
In particular, for all q ≥ 0 and x, y > 0 the next inequalities
(2.5) Vq
(√
x2 + y2
2
)
<
√
Vq(x)Vq(y) < Vq(
√
xy)
(2.6)
Vq(x) + Vq(y)
2
< Vq
(
2xy
x+ y
)
are valid. Moreover, the second inequality in (2.5) is valid for all q > −1, as well as
the inequality (2.6). In each of the above inequalities we have equality if and only
if x = y.
Now, we extend some of the results of the above theorem to (a, b)-convexity with
respect to power means. We note that in the proof of the next theorem we used
the corresponding results of Theorem 1. Moreover, it is easy to see that parts a, b,
c and d of Theorem 3 in particular reduce to the corresponding parts of Theorem
1. Thus, in fact the corresponding parts of Theorem 1 and 3 are equivalent.
Theorem 3. The following assertions are true:
a. Vq is strictly (a, b)-concave on (0,∞) for a, b ≤ 0 and q > −1.
b. Vq is strictly (a, b)-concave on (0,∞) for b ≤ 1 and q > −1 ≥ a.
c. Vq is strictly (a, b)-convex on (0,∞) for a ≥ 2, b ≥ 1 and q ≥ 0.
d. Vq is strictly (a, b)-convex on (0,∞) for a ≥ 2, b ≥ 0 and q ≥ 0.
e. Vq is strictly (a, b)-concave on (0,∞) for a ≤ 1, b ≤ −1 and q ≥ 0.
Proof. a. We consider the functions u1, v1, w1 : (0,∞)→ R, which are defined by
u1(x) =
xV ′q (x)
Vq(x)
, v1(x) = x
−a, w1(x) = V
b
q (x).
For a, b ≤ 0 and q > −1 the functions v1 and w1 are increasing on (0,∞), and by
using part a of Theorem 1, we obtain that the function
x 7→Mq(x) = u1(x)v1(x)w1(x) = x1−aV ′q (x)V b−1q (x)
5is strictly decreasing on (0,∞). Here we used that u1(x) < 0 for all x > 0 and
q > −1. According to [4, Lemma 3] we obtain that indeed the function Vq is strictly
(a, b)-concave on (0,∞) for a, b ≤ 0 and q > −1.
b. Similarly, if we consider the functions u2, v2, w2 : (0,∞)→ R, defined by
u2(x) = x
−a−1, v2(x) = x
2V ′q (x), w2(x) = V
b−1
q (x),
then for a ≤ −1 < q and b ≤ 1 the function
x 7→Mq(x) = u2(x)v2(x)w2(x) = x1−aV ′q (x)V b−1q (x)
is strictly decreasing on (0,∞). Here we used part b of Theorem 1.
c. Analogously, if we consider the functions u3, v3, w3 : (0,∞)→ R, defined by
u3(x) = x
2−a, v3(x) = x
−1V ′q (x), w3(x) = V
b−1
q (x),
then for a ≥ 2, b ≥ 1 and q ≥ 0 the function
x 7→Mq(x) = u3(x)v3(x)w3(x) = x1−aV ′q (x)V b−1q (x)
is strictly increasing on (0,∞). Here we used part c of Theorem 1.
d. If we consider the functions u4, v4, w4 : (0,∞)→ R, defined by
u4(x) = x
2−a, v4(x) = x
−1V ′q (x)V
−1
q (x), w4(x) = V
b
q (x),
then for a ≥ 2, b ≤ 1, q ≥ 0, the function
x 7→Mq(x) = u4(x)v4(x)w4(x) = x1−aV ′q (x)V b−1q (x)
is strictly increasing on (0,∞). Here we used part d of Theorem 1.
e. If we consider the functions u4, v4, w4 : (0,∞)→ R, defined by
u5(x) = x
1−a, v5(x) = V
′
q (x)V
−2
q (x), w5(x) = V
b+1
q (x),
then for a ≤ 1, b ≤ −1, q ≥ 0, the function
x 7→Mq(x) = u5(x)v5(x)w5(x) = x1−aV ′q (x)V b−1q (x)
is strictly decreasing on (0,∞). Here we used the fact that for q ≥ 0 the function
1/Vq is strictly convex (see [1, Theorem 2]) on (0,∞), which is equivalent to the fact
that Vq is strictly (1,−1)-concave on (0,∞), or to that the function v5 is strictly
decreasing on (0,∞). 
The following theorem presents some Tura´n type inequalities for the function
Vq. These kind of inequalities are named after the Hungarian mathematician Paul
Tura´n who proved a similar inequality for Legendre polynomials. For more details
on Tura´n type inequalities we refer to the papers [2, 5] and to the references therein.
Theorem 4. For x > 0 the function q 7→ Γ(q + 1)Vq(x) is strictly log-convex on
(−1,∞), and if q > −1/2 and x > 0, then the next Tura´n type inequalities hold
(2.7)
(q + 2)(2q + 1)
(q + 1)(2q + 3)
Vq(x)Vq+2(x) < V
2
q+1(x) <
q + 2
q + 1
Vq(x)Vq+2(x).
Moreover, the right-hand side of (2.7) is valid for q > −1 and x > 0. The left-hand
side of (2.7) is sharp as x tends to 0.
6Proof. We use the notation f(q) = Γ(q + 1)Vq(x). Since [1, p. 426]
Vq(x) =
1
Γ(q + 1)
∫
∞
0
e−t
tq
(x2 + t)1/2
dt
it follows that
f(q) =
∫
∞
0
e−t
tq
(x2 + t)1/2
dt.
By using the Ho¨lder-Rogers inequality for integrals we obtain that for all q1, q2 >
−1, q1 6= q2, α ∈ (0, 1) and x > 0 we have
f(αq1 + (1 − α)q2) =
∫
∞
0
e−t
tαq1+(1−α)q2
(x2 + t)1/2
dt
=
∫
∞
0
(
e−t
tq1
(x2 + t)1/2
)α(
e−t
tq2
(x2 + t)1/2
)1−α
dt
<
(∫
∞
0
e−t
tq1
(x2 + t)1/2
dt
)α(∫ ∞
0
e−t
tq2
(x2 + t)1/2
dt
)1−α
= (f(q1))
α(f(q2))
1−α,
that is, the function f is strictly log-convex on (−1,∞) for x > 0. Now, choosing
α = 1/2, q1 = q and q2 = q + 2 in the above inequality we obtain the Tura´n type
inequality
f2(q + 1) < f(q)f(q + 2)
which is equivalent to the inequality
V 2q+1(x) <
Γ(q + 3)Γ(q + 1)
Γ2(q + 2)
Vq(x)Vq+2(x),
valid for q > −1 and x > 0. After simplifications we get the right-hand side of (2.7).
Now, we focus on the left-hand side of (2.7). First observe that from (2.3) it
follows that V ′q (x) < 0 for all x > 0 and q > −1. In view of the differentiation
formula (2.2) this implies that for x > 0 and q > −1 we have
(2.8) (2q + 1)Vq(x) < 2(q + 1)Vq+1(x).
On the other hand, recall that the function x 7→ Vq+1(x)/Vq(x) is strictly increasing
on (0,∞) for q > −1, that is, the inequality
(Vq+1(x)/Vq(x))
′ > 0
is valid for x > 0 and q > −1. By using (2.2) it can be shown that the above
assertion is equivalent to the Tura´n type inequality
(2.9) (q + 1)V 2q+1(x) − (q + 2)Vq(x)Vq+2(x) > −Vq(x)Vq+1(x),
where x > 0 and q > −1. Combining (2.8) with (2.9) for q > −1/2 and x > 0 we
have
(q + 1)V 2q+1(x) − (q + 2)Vq(x)Vq+2(x) > −
2(q + 1)
2q + 1
V 2q+1(x),
which is equivalent to the left-hand side of (2.7).
Finally, since
Vq(0) =
Γ(q + 1/2)
Γ(q + 1)
,
7it follows that
V 2q+1(0)
Vq(0)Vq+2(0)
=
(q + 2)(2q + 1)
(q + 1)(2q + 3)
,
and thus indeed the left-hand side of (2.7) is sharp as x tends to 0. 
3. Concluding remarks and further results
3.1. Connection with Tricomi confluent hypergeometric functions and
Tura´n type inequalities. First consider the Tricomi confluent hypergeometric
function, called also sometimes as the confluent hypergeometric function of the
second kind, ψ(a, c, ·), which is a particular solution of the so-called confluent hy-
pergeometric differential equation
xw′′(x) + (c− x)w′(x) − aw(x) = 0
and its value is defined in terms of the usual Kummer confluent hypergeometric
function Φ(a, c, ·) as
ψ(a, c, x) =
Γ(1− c)
Γ(a− c+ 1)Φ(a, c, x) +
Γ(c− 1)
Γ(a)
x1−cΦ(a− c+ 1, 2− c, x).
For a, x > 0 this function possesses the integral representation
ψ(a, c, x) =
1
Γ(a)
∫
∞
0
e−xtta−1(1 + t)c−a−1dt,
and consequently we have
(3.1) Vq(x) =
x2q+1
Γ(q + 1)
∫
∞
0
e−x
2u u
q
√
1 + u
du = x2q+1ψ(q + 1, q + 3/2, x2) .
Thus, the Tura´n type inequality (2.7) can be rewritten as
(3.2)
(a+ 1)(2a− 1)
a(2a+ 1)
<
ψ2(a+ 1, a+ 3/2, x)
ψ(a, a+ 1/2, x)ψ(a+ 2, a+ 5/2, x)
<
a+ 1
a
,
where a > 1/2 and x > 0 on the left-hand side, and a > 0 and x > 0 on the
right-hand side. Now, applying the Kummer transformation
ψ(a, c, x) = x1−cψ(1 + a− c, 2− c, x),
the above Tura´n type inequality becomes
(3.3)
c(2c− 3)
(c− 1)(2c− 1) <
ψ2(1/2, c, x)
ψ(1/2, c− 1, x)ψ(1/2, c+ 1, x) <
2c− 3
2c− 1 ,
where x > 0 > c on the left-hand side, and c < 1/2 and x > 0 on the right-hand
side. It is important to mention here that the right-hand side of (3.3) is not sharp
when c < 0. Namely, in [5, Theorem 4] it was proved that the sharp Tura´n type
inequality
ψ2(a, c, x)− ψ(a, c− 1, x)ψ(a, c+ 1, x) < 0
is valid for a > 0 > c and x > 0 or a > c− 1 > 0 and x > 0. This implies that
ψ2(1/2, c, x)
ψ(1/2, c− 1, x)ψ(1/2, c+ 1, x) < 1
holds for c < 0 and x > 0 or c ∈ (1, 3/2) and x > 0, and the constant 1 on the right-
hand side of this inequality is the best possible. The above Tura´n type inequality
8clearly improves the right-hand side of (3.3) when c < 0, and this means that for
q > −1 and x > 0 the right-hand side of (2.7) can be improved as follows
(3.4) V 2q+1(x) < Vq(x)Vq+2(x).
Note also that very recently Baricz and Ismail in [5, Theorem 4] proved the sharp
Tura´n type inequality
a
c(a− c+ 1)ψ
2(a, c, x) < ψ2(a, c, x)− ψ(a, c− 1, x)ψ(a, c+ 1, x),
which is valid for a > 0 > c and x > 0. This inequality can be rewritten as
c(a− c+ 1)
(c− 1)(a− c) <
ψ2(a, c, x)
ψ(a, c− 1, x)ψ(a, c+ 1, x) ,
which for a = 1/2 reduces to the left-hand side of (3.3). It is important to note here
that according to [5, Theorem 4] in the above Tura´n type inequalities the constants
a(c(a− c+ 1))−1 and (c(a− c+ 1))/((c− 1)(a− c))−1
are best possible, and so is the constant
c(2c− 3)/((c− 1)(2c− 1))−1
in (3.3).
We also mention that the method of proving (2.7) is completely different than of
the proof of [5, Theorem 4]. Note also that the sharp Tura´n type inequality (3.4) is
in fact related to the following open problem [2, p. 87]: is the function q 7→ Vq(x)
log-convex on (−1,∞) for x > 0 fixed? If this result were be true then would
improve Alzer’s result [1, Theorem 3], which states that the function q 7→ Vq(x) is
convex on (−1,∞) for all x > 0 fixed.
Recently, for x > 0 Simon [11] proved the next Tura´n type inequalities
(3.5) ψ(a−1, c−1, x)ψ(a+1, c+1, x)−ψ2(a, c, x) ≤ 1
x
ψ2(a, c, x)ψ(a+1, c+1, x),
(3.6) ψ(a, c− 1, x)ψ(a, c+ 1, x)− ψ2(a, c, x) ≤ 1
x
ψ(a, c, x)ψ(a, c− 1, x).
In (3.5) it is supposed that a > 1 and c < a + 1, while in (3.6) it is assumed that
a ≥ 1 or a > 0 and c ≤ a + 2. By using (3.1) the inequality (3.5) in particular
reduces to
Vq(x)Vq+2(x) ≤ V 2q+1(x)
(
1 + x−2(q+3)Vq+2(x)
)
,
where q > −1 and x > 0. Now, observe that by using the above mentioned Kummer
transformation in (3.1) we obtain
Vq(x) = ψ(1/2, 1/2− q, x2),
and by using this, (3.6) in particular reduces to
Vq(x)Vq+2(x) − V 2q+1(x) ≤
1
x
Vq+1(x)Vq+2(x),
where q > −1 and x > 0. Combining this inequality with (3.4) for q > −1 and
x > 0 we obtain
− 1
x
Vq+1(x)Vq+2(x) ≤ V 2q+1(x)− Vq(x)Vq+2(x) < 0.
93.2. Connection with Mills ratio and some new bounds for this function.
In this subsection we would like to show that the inequalities presented above for
the function Vq can be used to obtain many new results for the Mills ratio m. For
this, first recall that Mills’ ratio m satisfies the differential equation [3, p. 1365]
m′(x) = xm(x)− 1 and hence
(3.7) V ′0(x) = (
√
2 ·m(x
√
2))′ = 2(
√
2x ·m(x
√
2)− 1) = 2(xV0(x) − 1).
Note that this differentiation formula can be deduced also from (2.4). Observe that
by using (2.2) and (3.7) we get
(3.8) 2V1(x) = (1 − 2x2)V0(x) + 2x,
8V2(x) = (4x
4 − 4x2 + 3)V0(x) + 2x(3 − 2x2).
Now, if q → −1 in (3.4), then we get that the Tura´n type inequality
V 20 (x) < V−1(x)V1(x)
is valid for x > 0, and this is equivalent to
2xV 20 (x) + (2x
2 − 1)V0(x) − 2x < 0.
From this we obtain that for x > 0 the inequality
V0(x) <
1− 2x2 +√4x4 + 12x2 + 1
4x
is valid, and rewriting in terms of Mills ratio we get
m(x) <
1− x2 +√x4 + 6x2 + 1
4x
.
Similarly, if we take q = 0 in the left-hand side of (2.7), then we get
2V0(x)V2(x) < 3V
2
1 (x),
which can be rewritten as
4x(x2 − 1)V 20 (x) + (3− 10x2)V0(x) + 6x > 0.
From this for x > 0 we obtain
V0(x) <
10x2 − 3−√4x4 + 36x2 + 9
8x(x2 − 1) ,
which in terms of Mills ratio can be rewritten as
m(x) <
5x2 − 3−√x4 + 18x2 + 9
4x(x2 − 2) ,
where x > 0. As far as we know these upper bounds on Mills ratio m are new. We
note that many other results of this kind can be obtained by using for example (3.4)
for q = 0 or by using the other Tura´n type inequalities in the previous subsection.
Finally, we mention that if we take in (2.4) the value q = 0 and we take into
account that V0 is strictly decreasing on (0,∞), we get the inequality V0(x) < 1/x,
which in terms of Mills ratio can be rewritten as m(x) < 1/x. This inequality is the
well-known Gordon inequality for Mills’ ratio, see [7] for more details. Note that
the inequality V0(x) < 1/x can be obtained also from (2.8), just choosing q = 0
and taking into account the relation (3.8) between V0 and V1. It is important to
mention here that Gordon’s inequality m(x) < 1/x is in fact a particular Tura´n
type inequality for the parabolic cylinder function, see [5, p. 199] for more details.
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3.3. Other results on Mills ratio and their generalizations. It is worth to
mention that it is possible to derive other inequalities for Vq and its particular case
m by using the recurrence relations for this function. Namely, from (2.4) we get
that
Vq(x) < Vq−1(x)
for q ≥ 0 and x > 0, and by using (2.2) we obtain
(xVq(x))
′ = 2(q + 1)(Vq(x)− Vq+1(x)) > 0,
where x > 0 and q > −1. On the other hand, by using (2.4) it follows
(xVq(x))
′ = (2x2 + 1)Vq(x)− 2x2Vq−1(x),
and from the previous inequality we get the inequality
(3.9)
Vq(x)
Vq−1(x)
>
2x2
2x2 + 1
,
which holds for all q ≥ 0 and x > 0. Now, if we take q = 0 and q = 1 in (3.9) we
obtain the inequalities
2x
2x2 + 1
< V0(x) <
2x(2x2 + 1)
4x4 + 4x2 − 1 ,
where x > 0 on the left-hand side, and x
√
2 >
√√
2− 1 on the right-hand side.
This inequality in terms of Mills ratio can be rewritten as
(3.10)
x
x2 + 1
< m(x) <
x(x2 + 1)
x4 + 2x2 − 1 ,
where x > 0 on the left-hand side and x >
√√
2− 1 on the right-hand side. Observe
that the right-hand side of (3.10) is better than Gordon’s inequality m(x) < 1/x
when x > 1. We also note that the left-hand side of (3.10) is known and it was
deduced by Gordon [7].
Now, let us consider the functions f1, f2, f3, f4, f5 : (0,∞)→ R, defined by
f1(x) =
x
x2 + 1
, f2(x) =
1
x
, f3(x) =
x(x2 + 1)
x4 + 2x2 − 1 ,
f4(x) =
1− x2 +√x4 + 6x2 + 1
4x
, f5(x) =
5x2 − 3−√x4 + 18x2 + 9
4x(x2 − 2) .
Figure 1 shows that the above new upper bounds (for the Mills ratio of the standard
normal distribution) are quite tight.
3.4. Connection with Gaussian hypergeometric functions. Here we would
like to show that Vq can be expressed in terms of Gaussian hypergeometric functions.
For this, we consider the following integral [9, p. 18, Eq. 2.29]∫
∞
0
xp−1 dx
(c+ bx)ν (a+ dx)µ
= d−µc−ν+pb−pB(p, µ+ ν − p) 2F1
(
µ, p;µ+ ν; 1− ac
bd
)
= d−µ+pc−νa−p B(p, µ+ ν − p) 2F1
(
ν, p;µ+ ν; 1− bd
ac
)
,
valid in both cases for all 0 < p < µ+ ν. Specifying inside
a = c = d = 1, b =
x2
n
, ν = n, µ =
1
2
, p = q + 1 ,
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Figure 1. The graph of Mills’ ratio m of the standard normal
distribution and of the bounds f1, f2, f3, f4 and f5 on [0.7, 3].
we conclude
Vq(x) =
x2q+1
Γ(q + 1)
∫
∞
0
lim
n→∞
(
1 +
x2 t
n
)−n
tq dt√
1 + t
=
1
x
lim
n→∞
nq+1
Γ(n+ 12 − q)
Γ(n+ 32 )
2F1
(
1
2
, q + 1;n+
1
2
; 1− n
x2
)
=
x2q+1
Γ(q + 1)
lim
n→∞
Γ(n+ 12 − q)
Γ(n+ 32 )
2F1
(
n, q + 1;n+
1
2
; 1− x
2
n
)
.
3.5. Lower and upper bounds for the function Vq. It is of considerable in-
terest to find lower and upper bounds for the function x 7→ Vq(x) itself. Therefore
remarking the obvious inequality 1 + a ≤ ea, a ∈ R, we conclude the following.
Having in mind the integral expression (2.1), and specifying a = u, we get
Vq(x) =
x2q+1
Γ(q + 1)
∫
∞
0
e−x
2u u
q
√
1 + u
du
≥ x
2q+1
Γ(q + 1)
∫
∞
0
e−(x
2+ 1
2
)u uq du
=
2q+1 x2q+1
(1 + 2x2)q+1
.
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Similarly, transforming the integrand of (2.1) by the arithmetic mean–geometric
mean inequality 1 + u ≥ 2√u, u ≥ 0, we get
Vq(x) ≤ x
2q+1
√
2 Γ(q + 1)
∫
∞
0
e−x
2u uq−
1
4 du =
Γ(q + 34 )√
2xΓ(q + 1)
.
Finally, choosing a = x2t−1, we get
Vq(x) =
1
Γ(q + 1)
∫
∞
0
e−u
uq√
x2 + u
du
≥ 1
Γ(q + 1)
∫
∞
0
e−u−
x2
2u uq−
1
2 du
=
1
Γ(q + 1)
Z
q+ 1
2
1
(
x2
2
)
,
where
Zνρ (t) =
∫
∞
0
uν−1e−u
ρ
−
t
u du ,
stands for the so-called Kra¨tzel function, see [8], and also [6]. Note that further con-
sequent inequalities have been established for the Kra¨tzel function in [6], compare
[6, Theorem 1].
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