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Abstract
In this paper, we propose a micromechanical approach to predict damage mechanisms and their interactions in glass fibers/polypropylene thermoplastic composites. First, a representative volume element (RVE) of such materials was rigorously determined using a geometrical two-point probability function and the eigenvalue stabilization of homogenized elastic tensor obtained by Hill-Mandel kinematic homogenization. Next, the 3D finite element models of the RVE were developed accordingly. The fibers were modeled with an isotropic linear elastic material. The matrix was modeled with an isotropic linear elastic, rate-independent hyperbolic Drucker-Prager plasticity coupled with a ductile damage model that is able to show pressure dependency of the yield and damage behavior often found in a thermoplastic material. In addition, cohesive elements were inserted into the fiber-matrix interfaces to simulate debonding. The RVE faces are imposed with periodical boundary conditions to minimize the edge effect. The RVE was then subjected to transverse tensile loading in accordance with experimental tensile tests on [90] 8 laminates. The model prediction was found to be in very good agreement with the experimental results in terms of the global stress-strain curves, including the linear and nonlinear portion of the response and also the failure point, making it a useful virtual testing tool for composite material design. Furthermore, the effect of tailoring the main parameters of thermoplastic composites is investigated to provide guidelines for future improvements of these materials.
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Introduction
The use of fiber-reinforced thermoplastic composites in the automotive industry is expected to grow significantly due to their lightweight, fast processing time, recyclability and excellent impact resistance [1] . The impact performance of laminated thermoplastic composites is primarily driven by both the behavior of their constituents (ductility and time-dependent behavior of thermoplastic matrix; fiber/matrix interface strength) and the microstructures of the tape. To obtain the optimum design of composite materials with superior impact performance, manufacturing industries need to have a robust numerical tool to very quickly virtually test the influence of microstructural design parameters with respect to the damage behavior of composites. Such a tool will give insight on how to improve material performance, that would be difficult to obtain from experiments which are often very costly and time-consuming [2] .
In laminated composites, damage evolves through various length scales (i.e. from the scale of the fiber to that of the structures). A pyramidal approach is usually employed to thoroughly understand how damage may initiate at a lower scale and then propagate toward a higher scale [3] . Furthermore, several damage modes are best observed at certain length scales, and thus, different modeling techniques are needed for specific damage modes of interest. In this paper, we specifically target the first stage of the pyramidal approach, that is micromechanics. In computational micromechanics fiber, matrix and their interface are introduced explicitly such that the detailed mechanism of damage initiation, propagation, and complete failure, can be traced.
Many researchers have successfully developed micromechanical models for fiber-reinforced composites [4, 5, 6, 7, 8] . Several important phenomena have been studied through micromechanics such as the effect of thermal residual stress on the damage initiation [9, 10] , the
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in-situ strength of thin-ply laminates [11, 12] , damage initiation and progression in laminate under low-velocity impact [13] , and also for the prediction of damage evolution in woven composites [14] . Even tough micromechanics have been widely explored, yet these models were developed and validated for thermoset matrix-based composites (e.g. carbon/epoxy).
Composites based on thermoplastic matrices behave quite differently from thermoset composites, mainly because of the pressure-and time-dependent behaviors of the thermoplastic matrix and its higher level of plasticity.
In this research, we investigate glass fiber/polypropylene (GF/PP) thermoplastic composite. The PP itself is a commonly used material in the automotive industry, such as in dashboards and bumpers [1] , and thus a number of modeling frameworks have been proposed. Extensive experimental characterizations of PP have been done by Jerabek and Tscharnurter et al. [15, 16] , who studied two important features of PP: pressure-and ratedependent behaviors. They performed a set of mechanical tests on PP with various levels of triaxiality (shear, uniaxial tension, uniaxial compression, and compression with confinement), and they concluded that the yield strength of PP varies linearly with respect to the applied hydrostatic pressure. Rate-dependent behavior of PP was also modeled with Schapery's nonlinear viscoelasticity and Perzyna-type viscoplasticity. Recently, Balieu et al. [17, 18] proposed a viscoelastic, pressure-and rate-dependent plasticity coupled with a damage model to describe the different behaviors of PP under different loading rates and conditions. However, these complex constitutive models have only been implemented for neat PP and not for the analysis of thermoplastic composites, especially not for continuous fiber-reinforced PP, which is our interest.
To date, few papers have been published on the micromechanical modeling of thermoplastic composites. Totry et al. utilized the elastic-plastic Mohr-Coulomb criterion to model the behavior of a unidirectional C/PEEK composite under transverse compression and longitudinal shear [19] . Recently, Okabe et al. proposed a constitutive model specifically for carbon-reinforced PP [20] , where they utilized a pressure-and rate-dependent plasticity model. However, their model was proposed for discontinuous long-fiber PP using a simple periodical unit cell (which is very unlikely to be a statistically RVE). Thus, most 3 A C C E P T E D M A N U S C R I P T micromechanical models in the literature have not fully incorporated two primary factors: the systematic determination of statistically RVE and the use of appropriate constitutive models that describe the realistic behavior of constituent materials.
In this paper, therefore, we propose a systematic approach to determine the RVE of GF/PP using two methods namely geometrical two-point probability function analysis and Hill-Mandel kinematic homogenization. Next, we implement a set of constitutive models capable of describing the behavior of GF/PP under various loading conditions with the focus on pressure-and rate-dependent behaviors of PP. The RVE is then subjected to transverse tension loading and periodical boundary conditions. Understanding damage behaviors under transverse tension is important since in laminated composites damage occurs preceded by transverse crack and then continue to induce delamination at the neighboring plies.
Therefore, the objectives of our analysis are: (i) to establish a high-fidelity micromechanical framework for predicting microscale damage mechanisms and effective mesoscale responses under transverse tension; (ii) to validate the model's predictions with experimental results; and (iii) to use the model as a useful virtual testing tool for material design purposes. In addition, the model remains as simple as possible, so that it can serve as a pragmatic tool for design optimization.
Materials and experimental works
We studied a thermoplastic composite made of continuous E-glass fibers embedded in an impact copolymer polypropylene (GF/PP). The GF/PP composite comes in the form of unidirectional (UD) prepreg tape. The 256 ± 1 micrometer-thick tape was provided by SABIC Innovative Plastics in a 110 mm width roll. To produce a laminate, UD tapes were stacked within a mold and remelted under 7.5 bar pressure in a hot press machine (Pinette Emidecau Industries 15T). A stacking sequence of [90] 8 was prepared, and the tapes were then heated from 23
• C (room temperature) to 210
• C with a heating rate of 10 • C/min.
The temperature was maintained at 210
• C for 20 min before being cooled down to room temperature with a cooling rate of 22
• C/min. The resulting laminated GF/PP plate has A C C E P T E D M A N U S C R I P T a dimension of 275 mm long, 110 mm wide and 2 mm thick. Both microstructure and mechanical response of the GF/PP plate were then investigated.
To perform the microstructural characterization, 15×20 mm 2 samples were cut from the plate and embedded in an epoxy matrix holder. A cross section of the sample was then polished sequentially using grits of 500, 1000, 2400, and 4000 to smoothen the surface.
Fiber spatial distribution of the polished samples was observed and captured by an optical microscope (Leica DM2500 M) utilizing polarized lens. A number of representative images were obtained and processed using ImageJ [21] in preparation to determine the RVE which will be discussed in Section 3.
Tensile tests of GF/PP composites were performed to provide experimental data validating the proposed model. Test specimens with a 20 mm width and 110 mm length were cut from the plate (gauge length was 70 mm). Specimen length was non-standard so as to avoid ply transition, and the length was basically the width of tape's roll. No tabs were used during tensile tests. All tensile tests were performed using an Instron 5944 universal testing machine equipped with a 5 kN load cell. The loading speed was 4 mm/min, equivalent to a strain rate of 0.001/s. The strains (ε xx , ε yy ) were measured using digital image correlation system. SensiCam 12-bit CCD camera (PCO) with TC-12080 bi-telecentric lenses (The Telecentric Company) and CamWare V3.11 (PCO) software were used to capture the images of the speckled-pattern sample. The acquired images were then processed using VIC-2D TM software (Correlated Solutions).
In addition to the composite testing, tensile tests on neat PP were performed. The objective was to obtain the tensile properties of neat PP under various strain rates and to use them as input data for the proposed micromechanical model. Injection-molded PP (FPC100) plaques (2 mm thick) obtained from SABIC were cut and remelted with the same processing conditions as those used to manufacture the GF/PP laminates such that both had a similar thermal history. The resulting plates were then shaped using a dog-bone puncher following the ISO 527-2 1BA standard (gauge length and width of 50 mm and 5 mm, respectively). Tensile tests at strain rates of 0.001, 0.01, and 0.1/s were performed to obtain stress-strain curves at different rates. Readers may refer to Ref. [22] for more details Square red boxes describe the windowing process of the two-point probability function analysis. a is the window size and H is the thickness of the elementary ply.
Representative volume element: geometrical and mechanical considerations
The spatial distribution of the fibers in composite (i.e. the microstructure) largely varies depending on the processing technique, melt flow index of the matrix, and parameters employed during the manufacturing process. Therefore, a systematic approach to determine the appropriate RVE for specific spatial distributions of the fibers is required to improve the accuracy of micromechanical models in predicting damage initiation and propagation in composites [23] . The investigated continuous thermoplastic tapes under consideration have a unique characteristic of a "layer"-like fiber cluster distribution, whereby fibers cluster and disperse in the form of a layer in the middle of the tape, leaving a resin-rich region in the outer part of the ply (see Fig. 1a ). Special care is needed to define an appropriate RVE for such a microstructure. In this case, simple unit cell models based on periodical hexagonal [24] or rectangular [25] patterns are not representative. Many RVE developments can also be found in the literature for random homogeneously dispersed fibers [23, 26, 27] ; however, few approaches have been proposed for the kind of microstructure under consideration here [28, 29] .
Here, we propose two approaches to analyze the microstructure from both a geometrical (using two-point probability functions) and a mechanical point of view(by evaluating the eigenvalues of the homogenized elastic tensors). The RVEs are then defined as the minimum observation window which ensures that both the geometrical correlation and the elastic eigenvalues become independent of (1) the size and (2) the location of the observation window on the sample. This is also important to understand whether a meaningful RVE can be determined using only simple geometrical descriptors, which are much cheaper to compute than elastic homogenized eigenvalues for instance.
3.1. Geometry-guided RVE based on two-point probability function
The two-point probability function S 2 (r) is defined as the probability of having two endpoints of a line segment of length r lying in the phase of interest (the fiber in this case)
when randomly tossed into the sample [30] . To calculate S 2 (r), we first define the following phase-indicator function:
where M is a position vector of the endpoint. Then, the value of the two-point probability function at the distance r for the fiber phase is defined as:
where the angular brackets denote an ensemble average from a number of tossed lines with length r and end-points (M 1 , M 2 ). For statistically homogeneous media with fiber volume fraction v f and no long-range order, S 2 (r) has the following physical properties [30] :
Using the latter physical interpretation, one can find a distance r min over which the twopoint correlation function converges (i.e. S 2 (r) − v f 2 ≤ ε, ∀r ≥ r min , where ε is a small The first observation, made by plotting a two-point correlation function along different
directions, is that the microstructure is geometrically anisotropic. It can be seen clearly that as window size increases, two-point correlation curves of 90 • (Fig. 2b ) differ from the curves of 0 • (Fig. 2a) and fluctuate with larger wavelengths (15× fiber diameter, i.e. the thickness of the ply). This corresponds to the layer-like fiber cluster of the tape, which is macroscopically periodical about the 90 • direction. Based on the results, we concluded that the RVE spans over the whole thickness of the elementary ply at a minimum; and the periodicity in the thickness direction can then be assumed. It is now legitimate to have rectangular windows of size H ×a to search for the size of the RVE that is appropriate in this kind of microstructure, where H is the thickness of the elementary ply (which was estimated to be 255 µm based on the measurement of microscopy images) and a is the determined RVE width, which we will discuss next. • line-tossing orientation was used to search for the appropriate RVE width. Note that the results in Fig. 3 are an ensemble average from a two-point probability analysis on several microscopy images taken from different locations. Thus, the results that are going to be selected are (1) size-independent, and (2) independent of the location of the observation windows. Geometrical analysis presented in Fig. 3 show that the minimum size of RVE is 300 × 255 µm 2 while the depth of the RVE (i.e. the size along fiber direction) is irrelevant because the microstructures are assumed to be continuously uniform fibers and the analysis of fiber waviness is not in the scope of this paper.
Critical size of the RVE based on macroscopic elastic behavior
The RVE can now be determined based on stabilization of the eigenvalues of the homogenized elastic tensor. Homogenization is performed using the Hill-Mandel kinematic, which assumes the following displacement-based boundary conditions over the RVE boundary ∂Ω: where u is the displacement vector at point N of the boundary and E is the macroscopic strain tensor. Six homogeneous orthogonal loading cases are required to be solved for an analyzed window to get the homogenized elastic tensor. Once the homogenized elastic tensor is determined, its six eigenvalues can be plotted with respect to the increasing size of the windows and the RVE can be defined as the size at which all six eigenvalues stabilize.
To develop the finite element models for the homogenization, microscopy images of the composite cross section were binarized as shown in Fig. 1b , and then the key geometrical features, such as the coordinates and radii of the fibers, were then obtained using ImageJ software. Windows of varying sizes, as in Table 1 , were then extracted from the center of the microscopy image. As suggested by the results of the two-point probability function, the search for RVE began using a 50 × 50 µm 2 window, with thickness increasing up to that of the elementary ply (50 × 255 µm 2 ). The width of the window was then increased (see Table 1 ). As discussed earlier, the size of the RVE in the z-direction is irrelevant and for this particular Hill-Mandel kinematic analysis, it was arbitrarily chosen to be 50 µm. The corresponding 3D finite element models, as depicted in Fig. 4 , were automatically generated using Python script in Abaqus/CAE [31] . At this stage, linear elasticity is assumed for both the fiber and matrix phases with elastic properties given in Tables 2 and 3 in Appendix, respectively. Finally, the critical size of RVE is defined as the size that satisfies both analyses: 300×255 µm 2 . This value will be used in subsequent analyses with the assumption that it remains valid for the more complex constitutive models presented in the next section.
Finite element model and constitutive equations
Periodic boundary conditions and model generation
Let x, y, and z be the Cartesian coordinates corresponding to axes parallel to the RVE faces, and let u(x, y, z) be the displacement vector at a point with coordinates (x, y, z). The periodic boundary conditions can be expressed in terms of displacement vectors u 1 , u 2 and
, which stand for relative displacement between opposite faces of the RVE, according to
where L x , L y , and L z are the length of the RVE in x, y, and z directions, respectively.
Accordingly, the application of deformation in a certain direction on the RVE can be done by the following procedure. For instance, uniaxial tensile deformation, E x , along the xdirection can be achieved by setting
in which u 2 and u 3 are computed by satisfying the following conditions:
where T y and T z stand for the normal tractions acting on y and z direction, respectively, and To apply these conditions on the RVE obtained from the previous section, adjustments need to be made for the fibers that intersect with the boundary of the RVE. This is necessary because spatial distribution of fibers at the edges of the RVE does not satisfy periodicity because the fiber distributions are directly subtracted from real microscopy images. Next, we removed all the fibers that intersected with the edges of the RVE and calculated the decrease in fiber volume fraction. To compensate for this decrease, additional fibers are randomly added at the edges of the RVE provided that the fibers and their periodical copies satisfy do not overlap with previously generated fibers. This process continued until the initial fiber volume fraction was restored. The removal and the addition of fibers at the edge will not alter the key features of the microstructure, such as clustering information or
13
A C C E P T E D M A N U S C R I P T the size distribution of the fibers provided that the RVE is large enough (i.e. the number of removed fibers is small as compared to the number of fibers which are fully inside the RVE). In addition, note that the added fibers were also located at the edge so that it will not significantly add artificial resin-rich region. Furthermore, the chosen RVE is only one of many possible realizations of the microstructures such that the removal and addition process can be assumed to have a negligible effect.
A representative of the developed 3D finite element model of the RVE is shown in Fig. 6 .
The model was developed with Python script to automate the creation of random fibers inside the RVE. The RVE was then meshed with 8-node hexahedral elements (C3D8R) with reduced integration points in most areas, and several 6-node prismatic elements (C3D6) to achieve good mesh quality. In addition, the minimum inter-fiber distance was limited to 0.4 µm to maintain a good mesh quality. The simulation was carried out using an implicit integration scheme of Abaqus Standard V6.12 [31] with automatic time step and additional convergence control settings.
Proposed constitutive models
The RVE is composed of three regions: the PP matrix, the reinforcing glass fibers, and the interfaces between fibers and matrix. The fibers are modeled as an isotropic linear elastic material with properties shown in Table 2 in Appendix, while the PP matrix is modeled as an isotropic linear elastic with pressure-dependent plasticity coupled with a ductile damage model with properties shown in Table 3 . In the following subsections, the constitutive models for the matrix and for the fiber-matrix interface are discussed in detail.
Drucker-Prager plasticity model for matrix
In this study, we used the Abaqus built-in hyperbolic Drucker-Prager plasticity model to consider pressure-dependent plasticity of the matrix. It was shown that this model is capable of describing different yield strength of PP under different pressure stress conditions (i.e. tension, shear, or compression) [15] .
Say J 2 is the second invariant of the deviatoric stress tensor (σ ij = σ ij − 1 3
σ kk δ ij ) and I 1 is the first invariant of the stress tensor (σ ij ). We then define q (q = √ 3J 2 ) as the von Mises
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where
is the hardening parameter, σ t is the uniaxial tension yield stress, d| 0 is the initial value of d, p t | 0 is the location of the apex of the yield surface in the q − p plane, and β is material parameters that control the dependency of the yield strength with respect to pressure.
In the literature, a linear version of Drucker-Prager has been used in micromechanical modeling of composites under an explicit finite element scheme [4, 32] . In implicit finite element scheme, linear Drucker-Prager plasticity usually encounters a convergence problem
in determining the unique plastic flow direction at the apex of the conical yield surface.
Unlike in the linear version, the hyperbolic Drucker-Prager model does not suffer from such problem because the apex has been regularized by smooth and continuous hyperbolic function. It is also worth mentioning that several types of pressure-dependent yield functions have also been used in micromechanics of thermoset-based composites [6, 33, 34, 35, 36] .
To calculate plastic flow, the plastic pseudo-potential g is introduced as follows:
where = (d| 0 − p t | 0 tan β)/(tan β) is a parameter, referred to as the eccentricity and ψ is the dilation angle at high pressure p. Then, the plastic strain increment can be calculated from a flow rule as follows:ε p ij =λ ∂g ∂σ ij (10) whereλ is the scalar plastic multiplier that is obtained from consistency conditions, and ∂g/∂σ ij is the direction of the plastic flow. In this study, the associative flow rule was used (i.e. g = f ) by setting ψ = β for simplicity due to the lack of experimental data. Note that this may give inaccuracy on the plastic Poisson ratio [37] . However, our simulation results have shown that this assumption works very well in predicting the global stressstrain response, as will be explained in detail in the following section.
Rate-dependency of the matrix
We propose a simplified approach to take into account rate-dependency of the matrix without introducing a viscoplasticity model. This pragmatic approach was carried out as an alternative since the viscoplasticity algorithm in Abaqus failed to converge when coupled with pressure-dependent plasticity model. This similar problem, which usually occurs in elements with high triaxiality stress state, has also been encountered by Zgoul and Crocombe [38] . Therefore, instead of making user-defined material subroutine (UMAT), we implemented a rate-independent plasticity model. To take the rate dependency of the matrix, however, instead of providing the stress-strain data curve of the prescribed macroscopic loading rate (e.g. 0.001/s), we input stress-strain curve which was linearly interpolated at
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the average strain rate of the matrix. This makes sense because the local strain rate of the matrix should be higher than the applied macroscopic strain rate since most deformation occurs in the matrix rather than in the fiber. To obtain the average strain rate in the matrix, we performed single simulation on the RVE subjected to macroscopic transverse tensile loading at a macroscopic strain rate of 0.001/s. Here, the fibers and the matrix are assumed to be linearly elastic solids. Then we evaluated the local total strain rate of the matrix and made an average distribution. From this simulation, the relationship between probability density function and the normalized strain rate can be seen in Fig. 7a , in which the average of local strain-rate (value at 50%) of the matrix was 48.9% higher than the macroscopic strain-rate imposed on the RVE. Next, we linearly interpolated the stress-strain curve from the original data sets (0.001/s, 0.01/s, 0.1/s) at the average strain rate obtained previously.
The interpolated stress-strain curve is shown as red curve in Fig. 7b and it will be used for subsequent micromechanics RVE analyses. This approach is deemed to be simple and reasonable in order to take into account for rate-dependency of the matrix. 
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(b) Figure 7 : (a) Distribution of local strain-rate in the matrix; normalized strain-rate is the ratio between local strain-rate and macroscopic strain-rate; (b) true stress -true strain curves of neat PP for various strain rates
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Ductile damage model for matrix damage
Matrix degradation was captured by a scalar ductile damage model provided in Abaqus.
The word "ductile" was used because the damage initiation criterion in this model is defined in terms of the effective plastic strainε p . The damage starts to propagate when the scalar quantity ω reaches 1, where ω is defined as:
where η = −p/q is triaxiality, p and q are pressure and the von Mises equivalent stress, respectively, as defined in the previous section. The damage initiation criterionε cr p can be input as a function of triaxiality and strain-rate to take into account the triaxiality-and rate-dependent damage often found in thermoplastic matrices. The triaxiality-dependent damage of PP was taken into account by setting different damage initiation values for each loading condition. In this study, damage initiation for shear and uniaxial compression was assumed to be three and ten times larger, respectively, than the damage initiation value in the uniaxial tensile case. These assumptions were based on the proprietary experimental data performed by SABIC and these values were in a good approximation of the results of the experimental data shown in Ref. [15] . For reference, the discrete data that were used as input to define the damage initiation criterionε cr p are defined in the Appendix. We then assume an isotropic damage:
where D = 0 refers to undamaged state and D = 1 to the final fracture (see Fig. 8a ). In this study, we assumed that no damage occurred before the end of the stress-strain curves, as shown in Fig. 7b . In other words, the damage initiation value equals to the plastic strain at the end point of the stress-strain curve.
It is widely known that when damage starts, the conventional continuum damage mechanics framework suffers from localization problem. This means the energy required to make additional damage is proportional to the size of the element and as the size approaches zero, the dissipated energy due to damage approaches zero. However, these phenomena are unphysical and must be avoided. To overcome spurious mesh dependency and ensure objective simulations, the characteristic length of the element L was introduced to the fracture energy expression:
For this, instead of working with the stress-strain relationship, the stress-relative displacement concept is used. Therefore, the evolution of the damage variable D as a function of effective plastic displacement was used for simulation input, as shown in Fig. 8b . Since the experimental data [22] of PP shows an abrupt drop of the stress-strain curve after the peak stress (brittle damage/fracture), a value of effective plastic displacement at failure, (i.e. 0.1315 µm), was arbitrarily selected to be small enough to represent the brittle behavior, yet large enough to prevent the convergence problem.
Cohesive element model for fiber-matrix debonding
The interface between fiber and matrix is represented by the Abaqus standard formulation of 8-node 3D cohesive element (COH3D8). The behavior of this cohesive element is governed by the bilinear traction separation law, as shown in Fig. 9 , where the loading part 
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is linear elastic such that:
A C C E P T E D M A N U S C R I P T homogenization process is performed for each time increment and is expressed as follows
where Σ ij represents the homogenized stress component and σ n ij and V n are the stress component at the integration point n and its integration point volume, respectively. Then, the homogenized stress will be plotted with respect to prescribed macro-strain and compared to the stress-strain curves obtained from experiments. results which drop to a zero-stress level instantaneously (i.e. brittle fracture), the model prediction shows a progressive degradation beyond the maximum stress point. This is due to a limitation of elastic energy stored in the system because the RVE is assumed to be periodic and to have a small finite size. One must be careful when using periodical boundary condition in RVE analysis because the result is no longer valid after the strong localization occurs, such as the presence of a transverse crack. In this regime (strong localization), the problem will become ill-posed and the RVE size dependent [5] . 
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At this stage, the nature of the damage is diffusive and can be in the form of matrix yielding, matrix damage, or fiber/matrix debonding spreading over the RVE. As the load increases, the composite reaches its maximum load carrying capacity followed by a sudden drop in the stress-strain curve, as shown at strain 0.68% for this particular RVE realization as shown in Fig. 10 . This sudden load drop corresponds to abrupt progression of the transverse crack, as shown in Fig. 11c . Furthermore, Fig. 11c and Fig. 11d show that the transverse crack has to "cut" through a large resin-rich region from both the bottom and the top. This creates additional resistance for the crack to propagate, resulting in relatively plateau shape from strain 0.685% to 0.71% in the model prediction, as shown in Fig. 10 . Although the different stored elastic energy of the RVE and the experimental sample after the strong localization prevents this phenomenon in the real experiment, we noted that the presence of a region with a sparse distribution of the fibers provides additional crack resistance to the composite system. In addition, when the UD laminate is subjected to transverse tension, the damage behavior localized along the crack front. Meanwhile, the regions of the matrix with a low density of fibers have a relatively having low stresses, indicating that they are not fully utilized up to their maximum performance (yield strength). Therefore, inter-fiber distance is a very important factor in determining the failure behavior of UD laminate under transverse tension. Thus, a manufacturing strategy to generate good spreading of fibers is inevitably required to improve the performance of the thermoplastic composite.
Understanding the effect of matrix properties
Effect of damage initiation criteria on matrix damage
In this section, we will explore the effect of matrix ductility. To start, matrix ductility was increased by setting the damage initiation criteria,ε cr p , of the matrix two times higher than its original value (i.e.ε cr[new] p = 2 × 0.0164) (see Table 3 ). While we set the interface properties to t max = 20 MPa and G c = 3.7 J/m 2 and all other parameters were kept the same. Fig. 12 shows the effect of matrix ductility on the homogenized stress-strain curve. Note that improving matrix ductility up to 100 % did not significantly improve the composite ductility.
In majority, the stress-strain curves prior to maximum loading are superimposed. This is 
T r u e s t r e s s [ M P a ] T r u e s t r a i n [ % ]
T r a n s v e r s e t e n s i o n S t r a i n r a t e 0 . 0 0 1 / s Figure 12 : Effect of matrix ductility on the homogenized stress-strain curve of the RVE.
due to the nature of the damage developed on UD laminates under transverse tension which is local and propagating rapidly over a narrow band. Hence, the effect of matrix ductility is negligible in terms of the homogenized stress-strain curve. Therefore, making a more ductile matrix is not the best strategy for improving the ductility of UD laminates under transverse tension.
Effect of matrix formulations
Here we replace the original composite matrix with the new PP matrix formulation. This new matrix has 58% higher yield strength and a more extensive plastic strain capability of up to 23% total strain (700% more ductile than the original matrix), as shown in Fig. 13a . 
T r u e s t r e s s [ M P a ] T r u e s t r a i n [ % ]
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T r a n s v e r s e t e n s i o n s t r a i n r a t e 0 . 0 0 1 / s R V E w i t h o r i g i n a l m a t r i x R V E w i t h n e w m a t r i x (b) the failure strain increases from 0.53% to 0.84% (58% improvement). However, compared to the difference of both polymer matrix performances, the composite response did not show a proportional improvement, particularly its ductility. This result supports our earlier conclusion that increasing polymer ductility is not the best strategy for improving the performance of the composite, especially under transverse tensile loading. This is due to the fact that the nature of damage under transverse tension loading is in the form of transverse cracks that are local and propagate quickly within a narrow region. Therefore, once a micro-crack initiates at a critical area (usually an area with a small inter-fiber distance), the transverse crack propagates from the site throughout the entire thickness of the elementary ply. However, it is conceivable that multiply layups will show crack initiations at different locations in each ply, so mitigating the localization effect, so globally the real improvement may be larger than suggested here. to purely extract the interface bonding, not the surrounding matrix strength [40, 39] . In this study, three values of interface strength were selected: t max = 10, 20 GPa, and perfect interface bonding case. Fig. 14a shows the results of a UD laminate under transverse tension with different interfacial strengths. To fully understand the effect of interfacial strength, we held the interfacial fracture energy constant at G c = 3.7 J/m 2 . From Fig. 14a , we see that as the interface strength increases, the composite becomes stiffer. However, this will also result in a drawback since the composite will be more brittle as the interface gets stronger. The direct consequence of increased interface strength is that more elastic energy can be stored in the material before failure initiation. Therefore, subsequent failure will tend to be unstable.
Effect of interfacial fracture energy
Effect of the interfacial fracture energy will be explored in this section. When glass fibers are sized to improve the interfacial strength, the critical interfacial fracture energy increase at the same time (see experimental results of Ref. [39] ). However, to isolate the effect of the where the surface of sized glass fibers was modified with water or toluene. final failure point will be delayed). In fact, when the fracture energy was increased from 3.7 to 10 J/m 2 (almost by 300 %), the failure point was only delayed with 40%. Also, note that when both systems have the same interfacial strength at 20 MPa, the composite with higher interfacial fracture energies shows higher maximum stress. This is because a higher fracture energy stabilizes damage degradation and provides a greater probability that the matrix will plastically deform up to its maximum performance.
Understanding the effect of the microstructures
In this subsection, we investigate the effect of microstructures i.e. fiber spatial distribution. The responses of composites obtained using statistical RVE will be compared with results of using the simple periodical networks shown in Fig. 15 . Three different simple periodical networks will be analyzed: hexagonal, diamond and rectangle. Each of them will be modeled in both single-cell and multi-cell forms. In this case, the fiber diameter will be A C C E P T E D M A N U S C R I P T 15 shows the effect of inter-fiber distance on the global response of the UD laminate under transverse tension. Generally, for a simple unit cell model, the maximum stress attainable is higher than the prediction with statistical RVEs. In addition, the failure strain predicted by a simple unit cell model shows alarger failure point. This is due to the fact that in the case of a simple periodical network, the distribution is homogeneous and the stress concentration effect is minimized.
It can also be seen clearly that the results obtained from the simple unit cell model do not agree well with the experimental data. In addition, the responses of the simple unit cell models depend on the microstructures used inside the cell itself (i.e. hexagonal, diamond or rectangular). This proves that the use of a systematic strategy to determine the RVE is mandatory because micromechanical predictions using a simple periodical unit cell model will lead to inaccurate failure prediction. It should also be emphasized that several authors still use this simple unit RVE to predict damage behavior of composites (see [41, 24] ).
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Conclusion
We performed micromechanical damage modeling of glass fiber-reinforced thermoplastic composite under transverse tension to study the microscopic failure mechanisms and their effect on the mesoscale response. First, we systematically determined the RVE for such microstructures using two-point probability function analysis and Hill-Mandel kinematic homogenization. We found that the two-point probability function requires a larger RVE 2. Fiber-matrix interfacial strength affects the stiffness and the strength of the composite significantly. The higher the interface strength, the stiffer and stronger the composite will be.
3. Fiber-matrix interfacial fracture energy controls the ductility of the composite. The higher the interface energy, the more ductile the composite will be.
4. Inter-fiber distance plays a significant role in determining the damage initiation and progression.
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Appendix: Input material parameters for the simulation
Material property Value
Density (kg/m 3 ) 2580
Average fiber diameters (µm) 16.4
Fiber volume fraction (%) 46.5 ± 2%
Young's modulus (GPa) 72
Poisson's ratio 0.22 Table 2 : Material properties of E-glass fiber.
Density (kg/m 3 ) 946
Young's modulus E (GPa) 1.7
Poisson's ratio ν 0.4
Pressure dependent yield parameters β ( • ) 31.5
Pressure dependent plastic flow parameters ψ ( • ) set to β Hyperbolic regularization parameters (% of
Plastic hardening data σy(εp) see Fig. 7b Damage initiationεp| D=0 (tension) See Table 4 Damage variable D w.r.t.ūp (µm) See Table 4 : Triaxiality-dependent damage initiation values. Please note that the model is rate independent and therefore equivalent plastic strain-rates,ε p , are set to zero.
Interface stiffness (GPa/m 3 ) 10 7
Interface maximum strength (isotropic) (MPa) 20
Interface critical energy release rate (isotropic) (Jm −2 ) 10 
