We present a generalization of the Steiner problem in a directed graph. Given nonnegative weights on the arcs, the problem is to find a minimum weight subset F of the arc set such that the subgraph induced by F contains a given number of arc-disjoint directed paths from a certain root node to each given terminal node. Some applications of the problem are discussed and properties of associated polyhedra are studied. Results from a cutting plane algorithm are reported.
Introduction
The Steiner problem in a directed graph is widely studied, see e.g. [2, 16, 18, 29] .
In this paper we study a generalization of this problem. Let D be a directed graph D = ( V, E), where V is the set of nodes and E is the set of arcs. We let r be a fixed node in V, called the root node. Furthermore, there is given a nonnegative weight function w defined on the set of arcs, and for each e E E, w, = w(e) denotes the weight of e.
We consider the following combinatorial optimization problem. Associated with each node t' E V\{ rj is a connectivity parameter k,. We wish to find a subset F of E of minimum total weight w(F) = CetF w, such that the subgraph (V, F) contains, for each v E V\{ r}, at least k, arc-disjoint directed paths from r to v. We call this problem the directed Steiner problem with connectivity constraints (DSCC).
a survey of different problems of analysis and synthesis of communication networks, see [3] .
A general model for designing minimum cost survivable network in undirected graphs was presented in [13] (see also [19, 20] ). The model was related to graph theory and polyhedral combinatorics.
This model is further investigated in [14, 15] , where also promising computational results from a cutting plane algorithm applied to real world fiber optic planning problems are reported.
Note the following two "extreme" special cases of DSCC. First let k,, = 0 for all except one node t. Then the problem consists in finding k, arc-disjoint (r, t)-paths of minimum total weight. This problem can be formulated as a pure network flow problem, and can therefore be solved by e.g. the network simplex algorithm. Also a fast, combinatorial algorithm based on shortest path calculations has been constructed, see [27, 28] . It follows that this special case is polynomially solvable. Another interesting special case is obtained by choosing k, = k for all v E I/l{r} (where k is some positive integer). We shall call this problem the (k,r)-arborescence problem, since DSCC then consists in finding k arc-disjoint r-arborescences (i.e., rooted at r) of minimum total weight. This problem generalizes the minimum weight arborescence problem (see [8, 12] ). It turns out that also the (k, r)-arborescence problem can be solved in polynomial time (see Section 5). In Section 2 we give some applications of DSCC. Two integer linear programming formulations for the problem are presented in Section 3, and in addition some basic polyhedral properties of an associated polytope are discussed. Further polyhedral properties (valid inequalities and facets) are given in Section 4, while Section 5 is devoted to the (k,r)-arborescence problem. A cutting plane algorithm for solving DSCC instances along with some computational results are presented in Section 6. The notation and terminology used here is as follows. We let C be the class of subsets F of E satisfying the following constraints, called the k-connectivity constraints: for each v E V\{r> the subgraph (V,F) contains at least k, arc-disjoint directed paths from r to v. Each such subset F is called a k-Steiner solution. Each node v with k, > 0 is called a terminal node, and R denotes the set of terminal nodes. We let 26 denote the arc-connectivity from r to t in D, i.e., the maximum number of arc-disjoint directed paths from r to t in D (we write 2" if the underlying graph is clear from the context). The subgraph induced by a subset V' of Vis denoted by D[ V'] and its arc set is denoted by E[ V']. If F E E, we write D\F for the subgraph (P',E\F). Whenever U1, U, are disjoint subsets of V, we let (U,,U,) = {(u~,u~)E
E(ul E U,,u2 E U,}.
We also define, when U c V, 6-(U) = (U',U) and 6+(U) = (U, UC) (we let UC = V\U). We call S-(U) the cut induced by U; if furthermore v$ U and u E U this cut is called a (v, u)-cut. A valid cut is a cut induced by a set U that contains some terminal node and r&U. We let 52 denote the class of subsets U of V which induces a valid cut. Menger's theorem (see e.g. [12] ) then states that A*' equals the minimum cardinality of an (r, t)-cut. The outdegree (indegree) of a node v is denoted
d+(v) (d-(v)), and T-(v) = (u E Vl(u,v) E E}, r'(u) = {v E VI (u,v) E E). Whenever F E E, xF denotes the incidence vector (or characteristic vector ) of F in E.
A halfspace in IRE (E is here any finite set) is a set {x E IRE 1 ax I ct}, for some a E IRE\(O), CI E lR. A polyhedron in IRE is the intersection between a finite number of halfspaces. A polytope is the convex hull of a finite set of points, or equivalently a bounded polyhedron.
The dimension of a polyhedron P, denoted dim(P), is the cardinality of the largest affinely independent subset of P minus 1. A polyhedron P G IRE is fill-dimensional if dim(P) = 1 El. We say that the inequality ax I c1 (where a # 0) is valid for the polyhedron P if P G (x E IICE 1 ax I CC}. A valid inequality ax I z for P is called supporting in P if the set (face) F0 = {x E P 1 ax = z} is nonempty, and the inequality is calledfacet-defining in P if F0 contains dim(P) affinely independent points. For thorough treatments of polyhedral theory (and polyhedral combinatorics) see [12, 21, 23, 26] . Let I and J be finite sets, and let A be a 1 I I x 1 J l-dimensional O/l-matrix and c E lRJ. Then min{cx I Ax 2 1, x E (0, l}E) IS called a set covering problem (SC), see [l, 4,241. Here (as later) 1 (and 0) is a properly dimensioned vector of l's (O's). Alternatively SC can be stated with reference to the bipartite undirected graph B = (I, J, K), where I and J are the colour classes, and [i,f (where i E I, j E J) belongs to the edge set K iff Uij = 1 (so A is the incidence matrix of B). A subset Jo of J is called a cover of B if each node in I is incident to some node in Jo (meaning that the incidence vector of a cover is feasible in the matrix formulation of SC). The covering number of B, denoted cc (B) . is defined as the minimum cardinality of a cover of B. The critical graph of B (see [4, 24] ) is the graph B* = (J, K*), where [j,j'] E K* iff the covering number decreases if the common neighbours i E I of node j and node j' are removed from B. The covering polytope is defined as the convex hull of the set of incidence vectors of covers of B, and it is denoted P(B).
Some applications
In this section we discuss two applications of DSCC. The first is concerned with a practical telecommunications network design problem, while the second is a generalization of the uncapacitated facility location problem. In telecommunications the design of subscriber network extensions (SNE) in the telephone network is an important planning problem where large investments are involved. Basically the problem can be described as follows (see [17] ). We have given certain subscribers, each to be connected to some supply point (several alternatives are available). The final network is hierarchical. Each subscriber shall be connected either to a distributor or directly to a cross connector. The distributors are connected to the cross connectors, which again are connected to subscriber switches (or a remote switching unit (MU)). The supply points are either a cable from a subscriber switch or an RSU. All connections are made by cables (selected among different types). A cable contains a certain number of copper wire pairs. Each subscriber demands a certain amount of such pairs, and these pairs are dedicated to the use of this subscriber in the final network.
Furthermore
all cables are placed in trenches. There are costs and capacities associated with cables, distributors, cross connectors, and finally one has costs of digging trenches. The SNE problem consists in designing a network to minimum cost that satisfies the requirements described above.
The planning tool ABONETT has been developed by Norwegian Telecom,
Norway for solving the SNE problem (see [17] ). It is currently used by regional planners, with average economic savings (compared to manual plans developed by experienced planners) of l&15%.
The core of ABONETT is an integer linear programming model for SNE, involving both a "trench problem" and a "cabling problem". The trench problem (where to dig the trenches) is essentially solved separately as an undirected Steiner problem. The cabling problem is modelled as a directed Steiner problem with side constraints in a logical layered directed graph. Arc variables describe whether a cable of a certain capacity is to be installed from node i to node j. Thus the cost of terminal equipment (cross connector, distributor) can be included in the cost of each of the ingoing arcs to the node. (This is valid since the final solution will contain at most one ingoing arc of each node.) The side constraints reflect the capacity requirements. This problem is solved in ABONETT by relaxing the capacity requirements in a Lagrangian fashion, and the Lagrangian subproblems are directed Steiner problems which are solved by Wong's heuristic (see [29] ) augmented with the Pacheco-Maculan heuristic (see [22] ). The Lagrangian dual problem is solved by a subgradient algorithm. Currently there is an increasing interest in the possibility of offering the customers better service quality in the sense of a certain survivability against cable cuts etc. This can be accomplished by e.g. "dual homing" which means that a subscriber is connected to the supply point via two (arc-) disjoint paths. In this setting DSCC would be an appropriate model, since the connectivity requirements can reflect the desired service quality one wants to offer/obtain.
Note that similar problems to the subscriber network extensions problem occur in the planning of local area cable television networks. The latter problems, however, are more complicated since one also has to consider signal loss calculations/requirements.
The next application of DSCC we discuss concerns a classical problem in operations research, the uncapacitated facility locution problem (UFL). This problem consists in deciding locations of facilities (each with "unbounded" capacity) that shall serve certain customers (clients). Let I = { 1,2, . . , n} be a set of possible facility locations, and let J = { 1,2,. , m} be a set of customers. The fixed cost of locating a facility at location i is ci, and the cost of satisfying the demand of customer j from facility i is dij. The problem is to decide which facilities to open and which facilities shall satisfy the demand of each customer such that the total costs are minimized. This problem is a special case of the directed Steiner problem, as seen from the graph D as shown in Fig. 1 . We introduce a node i E I for each location (facility), a node j E J for each customer, and finally an artificial node r. There is an arc from r to each location node. Furthermore there is an arc from each location node to each customer node. Consider r as root node and J as the set of terminal nodes. It is easy to see that this is a valid model for UFL (when we restrict ourselves to integral optimal solutions, which is legitimate since among the optimal UFL solutions there must be an integral one). Now consider the following generalization of UFL. Associated with each client j is a connectivity parameter kj, and we require that this client shall be connected to kj diferent facilities (in order to make the deliveries more survivable to communication line failure, facility shut-downs, etc). The uncapacitated facility location problem with connectivity constraints (UFLCC) consists in deciding which facilities to open, and to which facilities the clients should be connected subject to these connectivity constraints, so as to minimize the total cost (i.e., the sum of opening and connection costs).
It is clear that UFLCC is a special case of DSCC and can therefore be solved by e.g. the cutting plane algorithm presented in Section 6. Alternative models for this problem are discussed in [7] .
Formulations and basic properties
In this section we give two integer linear programming formulations for DSCC and introduce and discuss some properties of related polyhedra.
First note that a DSCC instance is feasible iff i*$ 2 k,, for each t E V\{r}. Equivalently (by Menger's theorem) the cardinality of each (r, t)-cut must be at least k,. The directed Steiner problem can be formulated as a network design problem with nonsimultaneous flow requirements, see [16, 18, 29] .
Similarly we can obtain a flow formulation for DSCC if we also include the proper upper bounds to ensure the required connectivity. In fact, let A denote the node-arc incidence matrix of the directed graph D and let y' denote a flow vector for t E R. Let the vector x E IRE consist of the "building variables" (x, is either 1 or 0 according to whether the arc e is a part of the k-Steiner solution or not) and consider the model (ILP,) stated next: min wx,
OlX,ll for all eE E, (3.4) x is integral, (3.5)
ILP, is then a valid integer linear programming formulation for DSCC. This result follows from the nonnegativity of w and the integrality constraints on the building variables x. Note that integrality of the flow variables y' is implicit when x is integral, since network matrices are totally unimodular (see e.g. [21, 26] ). We let the polytope Pf be defined by Pf = conv{(x,y)( y = (y'; t E R), (3.1)-(3.5) hold} so Ps is the convex hull of all the feasible (integral) solutions in ILPs.
We also introduce a polytope associated with the linear relaxation of the flow
It can be shown that the projection of Pf into the space of the x-variables is precisely the convex hull of the incidence vectors of the k-Steiner solutions. We note that ILPr is a compactformulation (see [16, 23] ), i.e., both the number of variables and the number of constraints increase polynomially as a function of the input size (the size of the graph and its weight data).
We see that the flow variables in the previous model do not occur in the objective function, suggesting another model in terms of the building variables only. In fact one can project away all the flow variables by applying a projection theorem for polyhedra (see [23] ) (effectively this is Benders' decomposition).
For the directed Steiner problem this was done in [16, IS] , and the technique was observed to generalize to a more general model including DSCC as a special case in [5] . One then obtains the cut model (ILP,) stated next:
2 k, for all U E 52 and for all t E U, (3.6)
O<x,Il for all e E E, (3.7)
x is integral. (3.8)
The inequalities (3.6) are called the cut inequalities. Define kU = max,,crk,. Then we can replace (3.6) by the following x(X(U)) 2 kU for all U E 52 (3.9) and the new model is still valid. We let the polytope P,, called the cut polytope, be defined by P, = conv{ x /(3.6)-(3.8) hold}. By Menger's theorem P, is then the convex hull of the incidence vectors of the k-Steiner solutions. Let LP, = conv {x j(3.6) and (3.7) hold}, i.e., this polytope is the feasible set in the linear programming relaxation, called the cut relaxation, of ILP,. The projection results mentioned above can now be stated as follows:
where Proj, denotes the projection operator into the space of the x-variables.
By the definition of the cut polytope (using convexity and the fact that the objective function is linear), ILP, is equivalent to the LP problem min{wxlxE PC}.
However, the polytope P, is given by an "internal description"
(the convex hull of certain points), while we need an "external description" in terms of a linear system in order to apply linear programming techniques to solve the problem. Such a linear system does in fact exist by the FarkassMinkowski-Weyl theorem (see e.g. [21, 23, 26] ) although $finding a complete description is very difficult. We now discuss some basic properties of the cut polytope P,. This is done by following the same pattern as used in [ 131 for general connectivity design problems in undirected graphs.
Let e E E. We say that e is k-essential ( Proof. Exactly as the proof of the similar fact in [13] . 0
Consider a valid inequality of the form x(S) 2 a, where S G E and r is some positive integer. Whenever c( = minFEZl F n SI (the "best possible" Z) the inequality x(S) 2 SI is called a rank inequality. We see that this class contains the supporting cut inequalities. We now study the cut inequalities in some detail. It would be convenient to have a facet characterization for these which is expressed in terms of connectivity properties of the graph D and certain subgraphs. This seems difficult to find in the general case (see [7] for a discussion of cut facets). However, some simplifications can be made in the "low-connectivity" case where the connectivity parameters k, are not greater than 2. First we consider the Steiner problem, i.e., k, = 1 for all t E R. Then a k-Steiner solution is simply an arc set containing a Steiner tree (w.r.
t. R).
When H is a subgraph of D, and u is a node we let N,(H) be the set of nodes that can be reached by a directed path from u in the subgraph H. Whenever W c V, we let Wf (the "outgoing boundary nodes" of W) denote the set of nodes in W being the initial node of some arc in 6+(W). Similarly W-(the "ingoing boundary nodes" of U) consists of the nodes in W being the terminal node of some arc in 6-(W).
Consider a cut 6 -(U) = ( W, U), where W = UC. We can, without loss of generality, assume that R n W E N,(D [ W]), because otherwise we could enlarge the set U without altering the cut itself (at least one terminal node is "moved" to U). This proves the necessity of (i), and necessity of (ii) follows similarly.
Proof. Assume that w E W+ \ N,(D [ W]
Next, assume that (iii) does not hold. Then there is an e E D[ WI such that every F E E satisfying x(S) 2 1 with equality, contains e. Thus the face of P, induced by x(S) 2 1 has dimension at most [El -2, which contradicts the full-dimensionality of P,. The necessity of (iv) is proved in the same way.
To prove sufficiency, assume that (i)-(iv) hold. Let Fs = {x E P, ( x(S) = 1) and assume Fs c Fb = {x E P, 1 bx = fl}, where Fb is a facet of P,. Let e E E\ S. Since we have R n W G Nr(D[ WI), the conditions (i))(iv) assure that F = (E\(S u {e})) u {e') is a k-Steiner solution for some e' E S (note: whenever e E (U, W), any arc e' E S will do). Clearly F u {e} is also a k-Steiner solution, and since both F and F u {e} belong to F,, we obtain bXF = bXF""'. It follows that b, = 0, which then holds for all e E E\S. Next, let e = (w, u) E S. Since 
0
We observe from the proof above that if one of the conditions (i) or (ii) does not hold, we can "adjust" the cut in such a way that at least one cut arc is removed. Thus 
Proof. Follows easily from Proposition 3.2. 0
Consider a valid inequality x(S) 2 2, where S G E, for the cut polytope associated with some DSCC instance (not necessarily the Steiner problem), and assume that P, is full-dimensional.
We define the 2-cover graph of S as the undirected graph Hi = (S, I?), where [e, e'] E l? (whenever e, e' E S) iff (E\S) u { e,e'} is a k-Steiner solution (i.e., a k-Steiner solution containing only the arcs e and e' in the set S exists). It can be shown (see [6, 7] ) that the inequality x(S) 2 2 defines a facet of P, if and only if the following two conditions hold:
(i) every component in Hi contains an odd cycle,
(ii) for each e E E\S, there is a k-Steiner solution F with e$F and (3.10) containing exactly two arcs in S.
Bipartition facets of the cut polytope
In this section we describe a large class of valid rank inequalities for the cut polytope, and relate this class to the set covering problem. We also give facet characterizations for these inequalities. Consider a feasible DSCC instance in the digraph D. Let H = {ul,. . , v,} c V, suchthatHnR=Q),anddehneU=HvRandR={t 1, . . . , t"}. Consider the following conditions: . , m and let do be the maximum of these numbers.
Proposition 4.1. Let (F, H, R) be a bipartition in D, and dejine k(R) = xtcR k,. Then the
is valid for PC.
Proof. For each t E R let H, = r-(t). Then H, G H and the cut inequality x(X(H, u it})) 2 k, is valid for PC. By summing these inequalities for t E R, we obtain zFR x(6-V& u It>)) 2 k(R). (4.2) Since (F, H, R) is a bipartition, 6-(H, u {t}) G F and tz"("i-(H~U {t>)) = f dR+(ui)Xci 2 2 dox,, = d,x(F). i=l i=l
The validity of (4.1) follows by dividing by do and performing integer round-up (which can be done since the polytope PC by definition is integral). 0
We call (4.1) a bipartition inequality.
Next we address the strength of the bipartition inequalities by using a relation to the set covering problem. An alternative and more direct approach (for so-called generalized set covering problems) is described in [7] .
Let (F, H: R) be a bipartition in D.
In order to avoid some technicalities, we assume that V\ U = {r} and thus V = {r} u H u R. Then r must be the initial node of each arc in F. The more general situation can be obtained from this one by lifting (e.g. sequentially, see [7] ). This assumption means that we consider the problem UFLCC, see Section 2.
We define a bipartite undirected graph B = (H, R, E) as follows. The two colour classes are H and l? and l? is the set of edges. For each t E R, we let H,(t), . . . , H,Ctj(t) denote all the subsets of cardinality d-(t) -k, + 1 of the set H, = r-(t) (and thus n(t) = &PJz, + 1 )). The node set i? contains one node for each set Hi(t) (where i= l,... , n(t), and f E R). Whenever tis the node in Rcorresponding to a subset Hi(t), where i = 1, . ,
n(t), and t E R, we let [c,v] E B, for all u E Hi(t).
We now consider the set covering problem associated with the bipartite graph B.
The following observation is fundamental in the results below.
Observation: H,, E H is a cover in B if and only if 6 (H,) u (H,, R) is a k-Steiner solution in D.
Therefore the maximum number a such that x(F) 2 CI is a valid inequality for P, equals the covering number of the set covering problem defined by the bipartite graph B. We let P(B) be the covering polytope associated with B.
Proposition 4.2. Consider a bipartition (F, H, R) in D. Assume that P, is full-dimensional.
Let a be the covering number of B. Then we have (i) x(F) 2 do is a valid inequality for P,;
(ii) Proof. Note that we have E = F u (H, R) (since v\ U = {r} and we can assume that the root node has no ingoing arc). Consider the projections of these vectors into the subspace defined by x, = 0 for e E (H, R) (this gives the incidence vectors of the sets Fi n F in F). It is easy to see (since P, is full-dimensional) that these vectors must contain 1 FI affinely independent vectors, and clearly each of these satisfies x(F) 2 GI with equality. By the observation it follows that x(H) 2 CI defines a facet of P(B). We also see that P(B) is full-dimensional (similar arguments).
Conversely, assume that (iii) Assume that the critical graph is connected. Then, by [24, Lemma 3.11, x(H) 2 c( defines a facet of P(B), and by (ii) in this proposition x(F) 2 CI defines a facet of P,. q
Next we give an example of a class of facet-defining inequalities that belong to the uniform bipartition inequalities. Next we comment on some simple bipartition inequalities that turned out to be useful in the computations reported in Section 6. Consider a bipartition D where k, = k for all t E R. Let KHR = {(h, t) 1 h E H, t E R} ("complete bipartite"), and define EHR -E n KHR and S = KHR\ EHR. Clearly the cut inequality x(F) 2 k is valid for P,.
Furthermore we see that this inequality is supporting for P, iff 9 2 k, where 0 is the number of nodes h E H that are adjacent in D to each t E R. It follows that if 0 I k -1 the inequality
is valid for PL, the cut polytope associated with the "enlarged digraph"
U=(V,FuKHR). For instance, let k = 1 (the Steiner problem) and assume that each node Di E H is the tail of exactly one arc si E S. Then x(F u S) 2 2 is a valid inequality for P:. The strength of this inequality can be checked as follows. Define I, = {i 1 (Vi, t) E S ). for t E R. The 2-cover graph Hsvs of F u S (see Section 3) has the following simple structure. Its node set is F u S and its edge set consists of the edges [ei, si], i = 1, . . . , n and [ei, ej] for i, j E { 1, . , n} such that i and j do not belong to the same I,, t E R. Thus condition (3.10)(i) reduces to checking whether every component in the subgraph induced by Fin H:us contains an odd cycle. Also note that one can easily verify that condition (3.1O)(ii) holds for each e E EHR.
The (k, v)-arborescence problem
In this section we study the (k,r)-arborescence problem (k-ARB), where k is a positive integer.
It is not easy to characterize the structure of k-Steiner solutions for general connectivity parameters. For k-ARB, however, such a description can be obtained.
Lemma 5.1. Let k be a positive integer. Then a subset F G E is a k-Steiner solution in k-ARB if and only if (V, F) contains k arc-disjoint r-arborescences.
Proof. Edmond's disjoint arborescence theorem [9, 12] says that a directed graph G contains k arc-disjoint r-arborescences if and only if 1 S,(U)/ 2 k for each U such that 8 # U G V\{r}. Th' is combined with Menger's theorem gives the desired characterization. 0
Let w be an integral, nonnegative weight function defined on E. Recall that Q is the class of subsets U such that 0 # U G V\(r}. Let the matrix C E {0, lJaxE have one row for each U E Q and this row equals x'-("), the incidence vector of the cut X(U). The cut model (see Section 3) is then a valid integer linear programming model for k-ARB: min{ wx IO I x I 1, Cx 2 kl, x integral}.
(5.1)
Consider the linear relaxation of (5.1) i.e., the cut relaxation, given by (P) min{wxlO I x I 1, Cx 2 kl).
Define the polytope LPp = {x E IRE 10 I x I 1, Cx 2 kl }, which then consists of the feasible solutions in P.
The LP dual of P is the LP problem (D) maxfykl-zlIy,zrO,yC-z~w}.
Let LP, = {(y,z) E lRnXE 1 y, z 2 0, yC -z I w}, so this polyhedron consists of all feasible solutions in D.
Note: as we have shown before the problem (5.1) is feasible if and only if IS-(U)l 2 k for all 8 # U E V\(r).
( 5.2)
It is clear that also P is feasible iff (5.2) holds. Proof. The proof of this result will follow the same pattern as the proof of Fulkerson's optimum arborescence theorem, as given in [26, Theorem 22 .31 First note that since P is assumed to be feasible, and the set of feasible solutions in P is bounded, it is clear that the optimum value v' in the LP duality relation (5.3) must be finite. In particular D is feasible.
We first prove (in three steps) that the maximum in (5.3) has an integral optimum solution.
Step I. We claim that there is an optimum solution z, y to D such that 52' = {U E Q I yLr > 0) is a laminar family (which means that if T, U E Q' then either T c U, U G T or Tn U = 0). In fact, let z,y be an optimum solution to D. Thus y must be an optimum solution to the LP problem Step II. Let C' be the submatrix of C consisting of the rows in C that correspond to some U E Sz'. Then C' is totally unimodular (again the proof can be found in [26] ). This implies that the matrix [ $1 is totally unimodular (this is easily shown by using e.g. Ghouila-Houri's criterion, see [26, Theorem 19 .31).
Step III. We have max{ y'kl -zl 1 y', z 2 0, y'C' -z 5 w} =max{ykl-zl(y,z>O, yC-ZIW}.
(5.5)
Here " 5 " is obvious, and equality then follows since the maximum on the right-hand side is obtained by a vector ( y, z) where y, = 0 for all U E sZ\ Q'. Since the matrix [ $1 is totally unimodular it follows from Hoffman and Kruskal's theorem (see [26, Corollary 19 .2b] that maxi y'kl -zl 1 y', z 2 0, y'C' -z I w)
has an integral optimum solution (y', z). Now define y by y, = y; for U E 52' and y, = 0 for U E Q\Q'. By (5.5) it is then clear that (y, z) is an integral optimum solution to D.
This means that the maximum in (5.3) has an integral optimum solution for each integral weight function w, and therefore the linear system Olxll, Cx2kl
is toMy dual integral. By [26, Corollary 22 .lb] it follows that min{wxIO<xl l,Cx>kl} has an integral optimum solution, which proves the desired result. 0
As pointed out by Grotschel the previous result can also be obtained as a consequence of a very general result (see [lo, 251) which says that the linear system x 2 0, x(6-(U)) >f(U) for each U E Q is box-TDI whenever the set function f is supermodular on intersecting pairs in Q. By lettingf -k, the desired integrality result follows (for details, see [7] ).
Corollary 5.3. The problem k-ARB can be solved polynomially.
Proof. It follows from Proposition 5.1 that the polytope LPp is integral, and thus LP, = P,. Since we can separate in polynomial time w.r.t. both the simple bounds (by simple checking) and the cut inequalities (by some polynomial max-flow algorithm), the separation problem for PC can be solved in polynomial time. By the equivalence between separation and optimization given by the ellipsoid method (see [12] ), the desired result follows. 0
Consider the problem k-ARB in the case of an acyclic graph D. Then the problem can be solved by inspection, by simply choosing for each node v E V\ { r} the k ingoing arcs of minimum weight.
Some experiences with a cutting plane algorithm for solving DSCC
We describe a simple cutting plane algorithm for solving DSCC instances and report some computational results. We have not emphasized speed; the intention was rather to see if the algorithmic approach seemed promising.
The code is written in C, and is run on a SUN SPARC SLC work station (12 MIPS, UNIX). For solving the LP problems we use the CPLEX linear optimizer.
The algorithm seeks to solve the integer linear programming model ILP,, see Section 3. Because of the huge number of cut inequalities, we cannot include all of them in one single LP problem. Instead we solve a sequence of LP problems, starting with only a few cut inequalities and adding more valid inequalities (both cut inequalities and others) when they are "needed" to ensure feasibility. We solve the LP duals of the LP problems mentioned.
This keeps the number of rows fixed (equal to the number of arcs) and cut additions are done by adding associated variables. This approach was significantly faster than solving the primal LP problems.
The separation problem for cut inequalities, i.e., checking whether a given x E IR" satisfies all the cut inequalities, consists in, for each terminal node t, to decide if the minimum cut capacity of an (r, [)-cut is no less than k,. For each t E R, this problem is ("essentially", see below) solved by calculating the max flow from r to t in the digraph D equipped with x as a capacity function (confer the max-flow min-cut theorem). We use an implementation of Goldberg and Tarjan's max-flow algorithm (see [l 11 ). This algorithm returns a set U of nodes such that K(U) is a minimum capacity (r, [)-cut and with U of minimal cardinality.
If x(8-(U)) < k,, we add the cut inequality x(6-(U)) 2 k, to the next LP problem to be solved.
The algorithm is as follows:
Step 0: Initialize. Set up initial LP.
Step 1: LP problem. Solve current LP problem, let X be the optimum solution.
Step 2: Separation.
(a) separate w.r.t. cut inequalities for X by for each t E R finding a minimum capacity (Y, t)-cut. (b) separate w.r.t. bipartition inequalities by inspection.
In both 2(a) and 2(b) the violated inequalities are added to the next LP problem. If no violated inequalities were found, go to Step 3. Otherwise, return to Step 1.
Step 3: Integrality check. If the solution is integral, terminate. Otherwise perform branch and bound.
The initial LP is the dual of the problem consisting of simple bounds and the "star inequalities" x(6-(t)) 2 k, for t E R and also x(6+(t)) 2 k, ,, (Ii. In the case of layered digraphs we also add "layer cuts" x(6 (i,_jf_ 1 Hi)) 2 kV II), for i = 2, . . , d -1 (notation as in Section 3).
In
Step 2(a) we first determine the "Z-support subgraph" S(X) defined as the subgraph induced by the arcs having strictly positive x-value (greater than some small positive number). Usually S(X) is extremely sparse compared to the original digraph D. The max-flow routine is then used to find, for each terminal node t, the maximum
If the max-flow value is lower than the required value k,, we determine a minimum (r,t)-capacity cut in D based on the set U of nodes "on the t-side" in D(X) and finally this cut is added to the next LP problem. We may also add, depending on whether terminal nodes can be reached in S(X), the cut x(&(U)) In
Step 2(b) we separate by inspection and can manually add violated inequalities. This was done in order to avoid some implementation work, and typically we try to detect violated bipartition inequalities (such as (4.3)). The branch and bound was also done manually, but usually there was no need for it (see below).
Some computational results from some low-connectivity test problems (k, I 2 for all u) in layer graphs with costs that are randomly generated are shown in Table 1 . Layer graph 1 (d = 4) has 1, 5, 5, 5 and 3 nodes at layers 0, 1, 2, 3, and 4 respectively.
The corresponding numbers for layer graph 2 (d = 6) are 1, 6, 7, 8, 9 , 10 and 11. For layer graph 1 (2) we solved 10 (5) problems with k, = 1, for all t E R, i.e., the Steiner problem (e.g. problem 1.4.1). Next the same problems were solved with k, = 2, for all t E R (e.g. problem 1.4.2).
For each of the Steiner problems reported in Table 1 all the inequalities added were facet defining. In fact each cut inequality x(6-(U)) 2 1 obtained from the max-flow separation satisfies condition (ii) of Corollary 3.3 since we use "backwards" breadthfirst-search from the given terminal node t to find U (so D [ U] contains a dipath from each node in U to t). Furthermore condition (iii) of Corollary 3.3 also holds since D contains no dipath from one terminal node to another, and thus U will contain exactly one terminal node. However, condition (i) of Corollary 3.3 may not hold for the set U returned by the max-flow routine, since for some fractional vertices D [ V\U] is disconnected.
This deficiency has been overcome by using breadth-first-search in D [ W] (refer the proof of Proposition 3.2) and efficiently produce a set w c W such that 6-(U) c K(U), where U = V\I?'and such that x(6-(U)) 2 1 defines a facet of PC. All the other inequalities added (only needed in a few of the problems) were obtained by lifting quite simple bipartition inequalities manually. For the very restricted class of bipartition inequalities we used (see (4.3)) a rather simple polynomial algorithm could have been implemented for doing the job automatically. In Table 2 we report a few test results for directed Steiner problems from ABONETT (see Section 2) , and the quality of the heuristic currently used in ABONETT is also shown. Some of the conclusions we have made from our computational work are as follows.
First of all the cut relaxation (i.e., the continuous relaxation of the cut model) is usually very strong. Problems are often solved by adding cut inequalities only. Also whenever other inequalities are needed, the bound obtained from the cut relaxation tends to be very good. In fact, each of the problems above with fractional solution of the cut relaxation, were easily solved by branch and bound with no more than four LP's solved. For problem 2.5.2 we could not find a violated inequality for the fractional solution obtained from the cut relaxation.
The bi-Steiner problems were generally more difficult to solve than the corresponding Steiner problems (both in terms of the number of cut inequalities added and the number of LP problems solved).
In all our test problems above the root node and the terminals are "as far apart as possible". Whenever one introduces terminals in between, the problems generally get easier to solve (as "more information" is included in the initial LP). Not surprisingly it turned out that one could reduce the number of required LP problems by adding more strong cutting planes in each separation phase. However the addition of "weak"
(but most violated) cutting planes often resulted in large increase of computational time.
Conclusions and further work
The directed Steiner problem with connectivity constraints DSCC is a generalization of the directed Steiner problem with interesting applications in e.g. telecommunications network design. We have given integer linear programming formulations for DSCC, and studied some properties of certain associated polyhedra.
Results from a simple cutting plane algorithm indicate that the linear programming relaxation of the cut model is very strong. For solving many real world problems the challenge lies in being able to find, using the cost data, "reasonable" strong, violated cut inequalities to add in the separation phase. For layer graphs one should study separation problem for (certain) bipartition in inequalities, and also study valid inequalities arising when more layers are involved. For a more detailed presentation of DSCC, UFLCC and also some work in the directions mentioned above, we refer to c71.
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