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1 Einleitung
Neben Wertpapieren sind heutzutage auch Optionen auf dem Finanzmarkt von ent-
scheidender Bedeutung. Für einen Agenten ist der Verkauf einer solchen Option mit
einem Risiko verbunden, durch dessen Eliminierung hohe Kosten entstehen können –
die Superreplikationskosten. Ziel der vorliegenden Arbeit ist es, möglichst geringe
Superreplikationskosten zu bestimmen. Dabei wird allerdings ein illiquider Finanz-
markt betrachtet. Wir werden einen Algorithmus entwickeln, mit dessen Hilfe die
Superreplikationskosten auch auf einem Markt mit vielen Zeitstufen ermittelt werden
können. Neben den in der Arbeit von Gökay und Soner [7] betrachteten Barriere- und
Europäischen Optionen werden wir zusätzlich Amerikanische Optionen behandeln.
Außerdem untersuchen wir die Auswirkungen von fixen Transaktionskosten auf das
Problem der Superreplikation.
Im folgenden Kapitel werden wir zunächst den von uns betrachteten Finanzmarkt
modellieren. Um dessen Eigenschaften aufzuzeigen, erinnern wir an wichtige Defini-
tionen und Sätze aus der Finanzmathematik. Anschließend stellen wir den zentralen
Gegenstand dieser Arbeit vor – die Bestimmung der Superreplikationskosten. Zudem
werden wir darlegen, wie sich ein illiquider Finanzmarkt mit fixen Transaktionskosten
von einem vollständigen Finanzmarkt unterscheidet.
In Kapitel drei diskutieren wir das Konzept der diskreten dynamischen Programmie-
rung. Im ersten Teil formulieren wir das stochastische, dynamische Optimierungs-
problem zunächst allgemein. Zur Lösung stellen wir den Dynamic-Programming
Algorithmus vor, der die Basis der späteren Betrachtungen darstellt. Im zweiten
Teil zeigen wir, dass das Konzept der diskreten dynamischen Programmierung auf
die Bestimmung der Superreplikationskosten übertragbar ist und entwickeln einen
Dynamic-Programming Algorithmus. Dabei stützen wir uns im Fall der Barriere-
und Europäischen Option stark auf Gökay und Soner [7]. Zusätzlich werden Ameri-
kanische Optionen betrachtet.
Das vierte Kapitel widmet sich der Implementierung des Algorithmus zur Bestimmung
der Superreplikationskosten. Wir diskutieren die Hauptprobleme bei der Implemen-
tierung. Anschließend präsentieren wir die erhaltenen Ergebnisse. Dazu betrachten
wir Barriere-, Europäische und Amerikanische Optionen auf einem Finanzmarkt mit
vielen Zeitschritten.
Fixe Transaktionskosten führen wir zusätzlich zur Marklilliquidität im fünften Kapitel
ein. Wir untersuchen die Auswirkungen auf die Bestimmung der Superreplikations-
kosten und welche Probleme zusätzlich zu bewältigen sind.
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2 Der Finanzmarkt
Dieses Kapitel soll dazu dienen, die grundlegenden Begriffe zu definieren und erste
wichtige Eigenschaften zu beweisen. Wir werden den Finanzmarkt als Handelsgrund-
lage modellieren und das Problem der Superreplikation von Optionen vorstellen.
2.1 Grundlagen
Es wird ein Finanzmarkt in diskreter Zeit mit endlicher Fälligkeit betrachtet. Das
bedeutet, es gibt eine endliche Anzahl von Handlungszeitpunkten, zu denen ein
Investor agieren kann. Der letztmögliche Handlungszeitpunkt sei T > 0. Der Ab-
stand zwischen den einzelnen Handlungszeitpunkten sei konstant; diese Schrittweite
wird mit h > 0 bezeichnet. Erlaubte Handlungszeitpunkte sind somit t = nh für
n ∈ {0, 1, . . . ,N} und N ∈ N. Es gelte Nh = T .
Gearbeitet wird unter dem Wahrscheinlichkeitsraum (Ω,F ,P), wobei
• Ω =
{
(ωh, ω2h, . . . , ωT ) : ωi ∈ {−1,+1} für alle i ∈ {h, 2h, . . . ,T}
}
• F = 2Ω
• P ein beliebiges Wahrscheinlichkeitsmaß mit P(ω) > 0 für alle ω ∈ Ω
Auf dem Finanzmarkt gebe es zwei Assets: das risikolose und das riskante Asset. Als
risikoloses Asset werde eine sichere Geldmarktanlage mit Zinssatz r = 0 betrachtet.
Um den Preis des riskanten Assets zu modellieren benötigen wir zunächst die folgende
Definition:
Definition 2.1 (stochastischer Prozess [2])
Ein stochastischer Prozess ist eine Funktion X : [0,∞)× Ω→ R, für die gilt
• für jedes t ≥ 0 ist die Funktion ω 7→ Xt(ω) eine Zufallsvariable;
• für jedes ω ∈ Ω heißt die Funktion t 7→ Xt(ω) Pfad von X.
Der auf dem Markt beobachtete Preis pro Anteil des riskanten Assets sei nun gegeben
durch (St)t∈{0,h,...,T}. Dabei sei (St)t∈{0,h,...,T} ein stochastischer Prozess. Dieser werde
durch ein Binomialmodell beschrieben, auf das im folgenden Abschnitt eingegangen
wird.
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2.2 Das Binomialmodell
Das Binomialmodell wie in [5] beschrieben ist ein einfaches Mehrperiodenmodell. Hier
soll dadurch der Preisprozess (St)t∈{0,h,...,T} charakterisiert werden. Der Preis zum
Anfangszeitpunkt t = 0 sei durch S0(ω) = s ∈ R+ \ {0} für alle ω ∈ Ω gegeben. Dem
Modell gemäß können nun von einem Zustand zum nächsten nur zwei Fälle auftreten,
die mit up und down bezeichnet werden. Wählen wir u, d ∈ R+ mit u > 1 > d > 0,
so bedeutet das, dass der Preis pro Anteil für das riskante Asset zum Zeitpunkt t + h
nur die Gestalt
St+h(ω) = St(ω)u oder St+h(ω) = St(ω)d
für t ∈ 0, h, . . . ,T − h und ω ∈ Ω haben kann. Die Wahrscheinlichkeit für eine
up-Bewegung betrage dabei p, die einer down-Bewegung 1− p mit einem beliebigen,
aber festen p ∈ [0, 1]. Die Entwicklung des auf dem Markt beobachteten Preises pro
Aktienanteil kann folgendermaßen durch einen binomialen Baum veranschaulicht
werden:
s
su
sd
su2
sud
sd2
t = 0 t = h t = 2h
Abbildung 1: Aktienpreisentwicklung im Binomialmodell
Ein Pfad des durch den binomialen Baum beschriebenen stochastischen Prozesses
wird auch Pfad des binomialen Baumes genannt.
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Mit pit notieren wir die Projektion auf die t-te Koordinate, d.h. es gilt
pit(ω) := ωt ∈ {−1,+1} für alle t ∈ {h, . . . ,T}.
Somit erhalten wir folgende Darstellung:
St+h(ω) = St(ω)
{
u
(
1 + pit+h(ω)
2
)
+ d
(
1− pit+h(ω)
2
)}
(2.1)
für alle t ∈ {0, . . . ,T − h} und ω ∈ Ω. Konkret impliziert pit+h(ω) = +1 eine up-
Bewegung und pit+h(ω) = −1 eine down-Bewegung des Aktienpreises.
Es gilt also für n ∈ {0, . . . ,N}:
Snh(ω) = sukdn−k für ein k ∈ {0, . . . , n}.
Da s, u, d > 0 gilt, folgt somit auch, dass St(ω) > 0 für alle t ∈ 0, h, . . . ,T gilt.
2.3 Das äquivalente Martingalmaß
Wir wollen nun das zu dem gegebenen Wahrscheinlichkeitsmaß P äquivalente Mar-
tingalmaß als wichtiges Instrument einführen. Dazu benötigen wir zunächst einige
weitere Begriffe und Resultate.
Definition 2.2 (Filtration [8])
F = (Ft)t∈{0,h,...,T} ist eine Filtration auf Ω, falls für jedes t ∈ {0, h, . . . ,T} die
Menge Ft eine σ-Algebra ist und Ft ⊆ Ft+h für jedes t < T gilt.
Wir betrachten im Folgenden stets die Filtration F = (Ft)t∈{0,h,...,T} mit
Ft = σ(S0, Sh, . . . , St) (2.2)
für alle t ∈ {0, h, . . . ,T}. Nun kann eine wichtige Eigenschaft dieser Filtration
bewiesen werden:
Lemma 2.3
Für die Filtration (2.2) gilt F0 = {∅,Ω} und Ft = σ(pih, . . . , pit) für t ∈ {h, . . . ,T},
wobei mit pit : Ω 7→ {−1,+1} die Projektion auf die t-te Koordinate beschrieben wird.
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Beweis: Es sei die Filtration F = (Ft)t∈{0,h,...,T} mit Ft = σ(S0,Sh, . . . ,St) für alle
t ∈ {0, h, . . . ,T} gegeben. Es gilt
F0 = σ(S0) = σ(s) = {∅,Ω},
da s ∈ R+ \ {0} eine Konstante ist. Es bleibt zu zeigen, dass Ft = σ(pih, . . . , pit) für
t ∈ {h, . . . ,T} gilt.
⊆ Sei t ∈ {h, . . . ,T}. Ft ist die kleinste σ-Algebra, sodass die Ft−Messbarkeit
von S0,Sh, . . . ,St gegeben ist. Zu zeigen ist also, dass S0,Sh, . . . ,St auch
σ(pih, . . . , pit)− messbar sind. Wir zeigen dies per Induktion.
Für den Induktionsanfang betrachten wir t = h: S0 = s ∈ R+ \ {0} ist als
Konstante σ(pih)−messbar. Nach (2.1) gilt außerdem
Sh(ω) = s
{
u
(
1 + pih(ω)
2
)
+ d
(
1− pih(ω)
2
)}
.
Somit ist Sh als Komposition σ(pih)−messbarer Funktionen selbst σ(pih)−messbar.
Es folgt
Fh = σ(S0, Sh) ⊆ σ(pih).
Für den Induktionsschluss nehmen wir an, dass die Behauptung für ein
r ∈ {0, h, . . . , t − h} erfüllt ist. Sei Sr also σ(pih, . . . , pit)−messbar. Dies gilt
definitionsgemäß auch für pir+h und wir erhalten mit (2.1):
Sr+h(ω) = Sr(ω)
{
u
(
1 + pir+h(ω)
2
)
+ d
(
1− pir+h(ω)
2
)}
für alle ω ∈ Ω. Somit ist Sr+h als Komposition σ(pih, . . . , pit)−messbarer Funk-
tionen σ(pih, . . . , pit)−messbar. Nach dem Beweisprinzip der vollständigen In-
duktion folgt, dass S0,Sh, . . . ,St somit σ(pih, . . . , pit)−messbar sind, und es
gilt
Ft = σ(S0, . . . , St) ⊆ σ(pih, . . . , pit)
für alle t ∈ {h, . . . ,T}
⊇ Sei wiederum t ∈ {h, . . . ,T}. Zu zeigen ist analog, dass pir+h für jedes
r ∈ {0, h, . . . , t − h} Ft−messbar ist, wobei Ft = σ(S0,Sh, . . . ,St) gilt. Da
Sr(ω) 6= 0 für alle ω ∈ Ω und u − d 6= 0 gilt, kann Gleichung (2.1) wie folgt
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umgeformt werden:
Sr+h =
Sr
2 {u + d + (u − d)pir+h}
⇔ pir+h =
2Sr+hSr − (u + d)
u − d
Da S0, . . . , St definitionsgemäß Ft−messbar sind, sind pih, . . . , pit als Komposi-
tion Ft−messbarer Funktionen ebenfalls Ft−messbar. Es gilt also
σ(pih, . . . , pit) ⊆ Ft = σ(S0, . . . , St).
Es folgt σ(pih, . . . , pit) = Ft = σ(S0, . . . , St) für alle t ∈ {h, . . . ,T}.
Das Tupel
M :=
(
(Ω,F ,P),F, (1, S)
)
(2.3)
wird auch als Marktmodell bezeichnet. Dabei ist (Ω,F ,P) der betrachtete Wahr-
scheinlichkeitsraum und F die Filtration (2.2). Durch (1, S) ist der Preisprozess der
hier auf dem Markt vorhandenen Assets gegeben.
Es wird vorausgesetzt, dass einem Investor zum Zeitpunkt t ∈ {0, h, . . . ,T} alle
Informationen der Vergangenheit und Gegenwart vorliegen. Durch die Filtration F
werden die unterschiedlichen Informationsstände modelliert – so spiegelt Ft die zum
Zeitpunkt t verfügbaren Informationen wider. Hier beinhalten die vorhandenen In-
formationen die bisherige Aktienpreisentwicklung. Das entspricht der Voraussetzung,
dass der Preisprozess F-adaptiert ist. Das führt uns zur nächsten Definition.
Definition 2.4 (adaptierter stochastischer Prozess [8])
Sei F = (Ft)t∈{0,h,...,T} eine Filtration. Ein stochastischer Prozess X = (Xt)t∈{0,h,...,T}
heißt F-adaptiert, falls Xt eine Ft-messbare Zufallsvariable für alle t ∈ {0, h, . . . ,T}
ist.
Der Preisprozess S = (St)t∈{0,h,...,T} ist somit nach Definition (2.2) der Filtration
F offenbar F-adaptiert. An dieser Stelle wollen wir an das Konzept der bedingten
Erwartung erinnern.
Definition 2.5 (bedingte Erwartung [8])
Betrachtet wird der gegebene Wahrscheinlichkeitsraum (Ω,F ,P). Sei G eine Teilalge-
bra von F und X eine F-messbare Zufallsvariable. Eine G-messbare Zufallsvariable
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X¯ heißt bedingte Erwartung von X bezüglich G, falls
IEP [X¯ · 1A] = IEP [X · 1A]
für alle A ∈ G gilt. Die bedingte Erwartung wird bezeichnet mit X¯ := IEP [X |G].
Die wichtigsten Eigenschaften der bedingten Erwartung sind die Folgenden:
1. Aus X ≥ 0 folgt IEP [X |G] ≥ 0.
2. Die bedingte Erwartung ist linear, d.h. für α, β ∈ R und F -messbare Zufallsva-
riablen X1,X2 gilt IEP [αX1 + βX2|G] = αIEP [X1|G] + βIEP [X2|G].
3. Für eine G-messbare Zufallsvariable X gilt IEP [X |G] = X .
4. Ist X1 eine G-messbare Zufallsvariable, so gilt IEP [X1X |G] = X1IEP [X |G].
5. Für Teilalgebren G1 ⊆ G2 ⊆ F gilt IEP
[
IEP [X |G2]
∣∣∣G1] = IEP [X |G1].
Für einen Beweis siehe beispielsweise Kremer [8]. Mit Hilfe des Konzepts der bedingten
Erwartung wollen wir nun die Martingale als besondere Klasse der adaptierten
stochastischen Prozesse herausheben.
Definition 2.6 (Martingal [8])
Sei (Ω,P) ein Wahrscheinlichkeitsraum. Gegeben sei eine Filtration F = (Ft)t∈{0,h,...,T}
auf Ω. Ein stochastischer Prozess X = (Xt)t∈{0,h,...,T} ist ein F-Martingal bezüglich
P, falls X F-adaptiert ist und falls
IEP [Xm|Fn] = Xn
für m ≥ n gilt.
Wir schreiben statt F-Martingal auch kurz Martingal, da hier Verwechslungen aus-
geschlossen sind. Mit Hilfe dieser Definitionen kann nun das zu P äquivalente
Martingalmaß eingeführt werden.
Definition 2.7 (äquivalentes Martingalmaß)
Gegeben sei das MarktmodellM aus (2.3). Ein Wahrscheinlichkeitsmaß Q auf (Ω,F)
heißt äquivalentes Martingalmaß auf dem MarktM, falls gilt:
1. Q ist äquivalent zu P, d.h. Q(A) = 0 genau dann, wenn P(A) = 0 für alle
A ∈ F , und
2. der Preisprozess aller gehandelten Wertpapiere ist ein F-Martingal bezüglich Q.
10
2.4 Das Portfolio
Auf dem von uns betrachteten Markt gibt es nur zwei Assets. Der Preis des risi-
kolosen Assets ist über die Zeit konstant. Daher ist sein Preisprozess offenbar ein
Martingal. Die Bedingung 2 an ein äquivalentes Martingalmaß Q bezüglich P ist
somit äquivalent dazu, dass der Preisprozess S des riskanten Assets ein Martingal
bezüglich Q ist.
Das äquivalente Martingalmaß soll also nicht nur zu dem gegebenen Maß P äqui-
valent sein, sondern auch den Informationsgehalt der Filtration (2.2) erhalten. Der
Preisprozess soll dabei also F-adaptiert und sogar ein Martingal bezüglich Q sein.
2.4 Das Portfolio
Es soll nun betrachtet werden, wie sich die Position eines Investors darstellen lässt.
Der Investor kann sein Geld risikofrei anlegen oder Anteile des riskanten Assets
kaufen. Wir führen drei stochastische Prozesse ein.
Definition 2.8 (Bankkonto, Portfolioprozess, Portfolio, Wertprozess [7])
• Das Bankkonto ist definiert als der stochastische Prozess B = (Bt)t∈{0,h,...,T},
wobei Bt für alle t ∈ {0, h, . . . ,T} beschreibt, wie viel Geld zum Zeitpunkt t in
das risikolose Asset investiert wird.
• Der Portfolioprozess ist ein F-adaptierter stochastischer Prozess
Z = (Zt)t∈{0,h,...,T}. Zt beschreibt die Anzahl der im Zeitpunkt t gehaltenen
Anteile des riskanten Assets.
• Das Porfolio setzt sich nun zusammen aus den zwei stochastischen Prozes-
sen (B,Z ). Der Wertprozess des Portfolios ist ein stochastischer Prozess
Y = (Yt)t∈{0,h,...,T} mit:
Yt := Bt + StZt .
Durch Yt wird der Wert des Portfolios zum jeweiligen Zeitpunkt t beschrieben. Dieser
setzt sich also zusammen aus Geld auf dem Bankkonto und dem auf dem Markt
beobachteten Preis für alle vom Agenten gehaltenen Anteile des riskanten Assets.
Für den Anfangswert des Portfolios gelte Y0 := y ∈ R. Wir wollen noch eine wichtige
Eigenschaft eines Portfolios einführen:
Definition 2.9 (Selbstfinanzierung [5])
Ein Portfolio (B,Z ) heißt selbstfinanzierend, falls gilt:
Yt+h = Bt+h + St+hZt+h = Bt + St+hZt
für alle t ∈ {0, h, . . . ,T − h}.
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Das obige Gleichungssystem ist äquivalent zu
Bt+h = Bt −∆Zt+hSt+h (2.4)
für alle t ∈ {0, h, . . . ,T − h}, wobei ∆Zt+h := Zt+h − Zt beschreibt, wie sich die
Anzahl der Aktienanteile im Portfolio von Zeitpunkt t zu t + h verändert. (2.4) heißt
Selbstfinanzierungsbedingung und besagt, dass sich das Geld auf dem Bankkonto
zum Zeitpunkt t + h ergibt aus dem Geld auf dem Bankkonto zum vorangegan-
genen Zeitpunkt t, korrigiert um das Geld aus dem zusätzlichen Verkauf/Kauf
von Anteilen des riskanten Assets zum Zeitpunkt t + h. Dem Portfolio darf also zu
keinem Zeitpunkt Geld von außen neu zugeführt beziehungsweise entnommen werden.
Es kann nun folgende Eigenschaft des Wertprozesses bewiesen werden:
Lemma 2.10
Der Wertprozess Y = (Yt)t∈{0,h,...,T} eines selbstfinanzierenden Portfolios ist bezüglich
des zu P äquivalenten Martingalmaßes Q auf dem MarktM ein Martingal.
Beweis: Aus der Selbstfinanzierungsbedingung (2.4) ergibt sich für den Wertprozess
Y und für alle t ∈ {0, h, . . . ,T − h}:
Yt+h = Yt+h + St+hZt+h
= Bt − Zt+hSt+h + ZtSt+h + St+hZt+h + ZtSt − ZtSt
= Yt + Zt(St+h − St) (2.5)
Da der Portfolioprozess Z definitionsgemäß F-adaptiert ist und ebenso der Preispro-
zess S, ist somit induktiv klar, dass das wegen (2.5) auch für Y gilt. Es folgt für alle
t ∈ {0, h, . . . ,T − h} aus den Eigenschaften der bedingten Erwartung:
IEQ[Yt+h|Ft ] = Yt + IEQ[Zt(St+h − St)|Ft ]
= Yt + Zt(IEQ[St+h|Ft ]︸ ︷︷ ︸
=St
− IEQ[St|Ft ]︸ ︷︷ ︸
=St
)
= Yt
Für die erste Gleichheit benutzen wir (2.5), sowie die Eigenschaft 2 (Linearität)
und wegen der Ft-Messbarkeit von Yt die Eigenschaft 3 der bedingten Erwartung.
Da der Portfolioprozess Z F-adaptiert ist, nutzen wir nun noch die Eigenschaft
4 und erhalten die zweite Gleichheit. Da der Preisprozess S nach Definition des
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zu P äquivalenten Martingalmaßes ein Martingal bezüglich Q ist, folgt dann das
gewünschte Resultat. Der Wertprozess Y ist folglich ein Q-Martingal.
2.5 Optionen
Nach dem risikofreien und dem riskanten Asset wollen wir nun Optionen als weiteren
Finanzierungstitel einführen. Eine Option ist das Recht, ein bestimmtes Gut zu
einem späteren Zeitpunkt zu einem festgelegten Preis zu kaufen oder zu verkaufen.
Hier ist das betrachtete Gut, auch Underlying genannt, ein Anteil des riskanten
Assets. Im Falle eines Kaufes spricht man von einer Call-Option, andernfalls von einer
Put-Option. Im Verlauf der Arbeit werden drei verschiedene Optionen betrachtet,
die wir nun vorstellen.
Definition 2.11 (Europäische Call-Option [5])
Eine Europäische Call-Option wird charakterisiert durch einen Basispreis K ∈ R+
und eine Abbildung f : [0,T ]× R+ → R, wobei
f (t, s) = 0 für t 6= T f (T , s) = (s −K )+ ≥ 0
gilt. Die Auszahlung der Option zum Zeitpunkt t ≥ 0 bei einem Aktienpreis St pro
Anteil ist gegeben durch f (t, St).
Die Europäische Option kann nur zum Zeitpunkt der Fälligkeit T eingelöst werden.
Liegt dann der Aktienpreis über dem Basispreis, macht der Käufer der Option Gewinn,
da er pro Aktienanteil einen niedrigeren als den auf dem Markt beobachteten Preis
bezahlen muss. Andernfalls lässt er die Option verfallen. Im Unterschied dazu ist die
Amerikanische Option zu einem beliebigen Zeitpunkt t ∈ {0, h, . . . ,T} einlösbar.
Definition 2.12 (Amerikanische Call-Option [5])
Eine Amerikanische Call-Option wird charakterisiert durch einen Basispreis K ∈ R+
und eine Abbildung H : [0,T ]× R+ → R, wobei
H(t, s) = (s −K )+ ≥ 0 für alle (s, t) ∈ [0,T ]× R+
gilt. Die Auszahlung der Option zum Zeitpunkt t ≥ 0 bei einem Aktienpreis St ist
gegeben durch H(t, St).
Bevor wir die dritte Optionsart einführen, die wir betrachten wollen, benötigen wir
den Begriff der Stoppzeit.
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Definition 2.13 (Stoppzeit [8])
Eine Zufallsvariable τ mit Werten in {0, h, . . . } heißt Stoppzeit bezüglich der Filtra-
tion F, falls für alle t ∈ {0, h, . . . ,T} gilt:
{τ ≤ t} := {ω ∈ Ω : τ(ω) ≤ t} ∈ Ft .
Beispiel 2.14
Sei O ⊂ R eine offene Menge. Dann ist
τ := inf{t ∈ [0,T ] : St /∈ O} ∧ T (2.6)
mit der Konvention inf(∅) =∞ eine Stoppzeit.
Beweis: Es gilt für alle t ∈ {0, h, . . . ,T}
{τ ≤ t} = {ω ∈ Ω : τ(ω) ≤ t}
= {ω ∈ Ω : Sr(ω) /∈ O für ein r ≤ t}
=
⋃
r≤t
{ω ∈ Ω : Sr(ω) /∈ O}
=
⋃
r≤t
(Ω\S−1r (O))
Nach Definition der Filtration F ist Sr eine Fr -messbare Zufallsvariable. Daher gilt
S−1r (O) ∈ Fr ⊆ Ft für r ≤ t. Nach den Regeln für σ-Algebren folgt
{τ ≤ t} = ⋃
r≤t
(Ω\S−1r (O)) ∈ Ft
Somit ist τ eine Stoppzeit.
Wir führen nun die Barriere-Option als dritte Optionsart ein.
Definition 2.15 (Barriere-Option [7])
Eine Barriere-Option wird charakterisiert durch eine Abbildung g : [0,T ]× R+ → R
und eine offene Menge O ⊂ R mit der Eigenschaft
g(t, s) ≥ 0 für alle (t, s) ∈ [0,T ]× O¯.
Zudem gilt g(t, s) = 0, wenn t ≥ τ , wobei τ durch die Stoppzeit (2.6) gegeben ist.
Die Auszahlung der Option zum Zeitpunkt t ≥ 0 bei einem Aktienpreis St ist gegeben
durch g(t, St).
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Hat der Aktienpreis mindestens einmal die Menge O verlassen, ist die Auszahlung
einer Barriere-Option in allen folgenden Zeitpunkten gleich null. Für O = R erhält
man eine Option ohne Barriere.
Beispiel 2.16
Ein up-and-out-Call mit Strikepreis K und Barriere B ist charakterisiert durch
O = (−∞,B) und g(t, s) = (s −K )+1{t=T ,s<B}
Der Inhaber der Option erhält zum Zeitpunkt T eine positive Auszahlung, falls der
Aktienkurs ST oberhalb des Strikepreises K liegt und zu allen Zeitpunkten unterhalb
der Barriere B geblieben ist. Die Barriere stellt somit eine Absicherung für den
Anbieter der Option dar, falls der Aktienkurs zu hoch steigt. Für B =∞ erhält man
eine herkömmliche europäische Call-Option.
Wir werden zunächst Barriere- und Europäische Call-Optionen betrachten. Wie
durch das Beispiel 2.16 gezeigt, kann die Europäische Call-Option als spezielle
Barriere-Option modelliert werden, deshalb genügt es, von einer Barriere-Option
auszugehen.
2.6 Superreplikation
Dieser Abschnitt soll dazu dienen, den Gegenstand dieser Arbeit zunächst allgemein
vorzustellen.
Definition 2.17 (Superreplikationsportfolio [5])
Es sei ω ∈ Ω beliebig und e(r ,Sr) ≥ 0 die Auszahlung einer beliebigen Option
zum Zeitpunkt des Einlösens r ∈ {0, h, . . . ,T}. Dann heißt ein Portfolio (B,Z )
Superreplikationsportfolio, falls
Yr(ω) ≥ e(r , Sr(ω)) fast sicher für alle ω ∈ Ω gilt.
Der Wert eines Superreplikationsportfolios zur Fälligkeit ist also mindestens genauso
groß wie die Auszahlung der Option. Der Verkäufer einer Option kann mit einem
Superreplikationsportfolio folglich das mit dem Verkauf verbundene Risiko vollständig
eliminieren. Die Absicherung einer Auszahlung durch ein Superreplikationsportfolio
bezeichnet man auch als Hedging. Allerdings können dafür sehr hohe Kosten anfallen.
Diese sind durch den Wert des Superreplikationsportfolios zum Ausgangszeitpunkt
Y0 = y ∈ R gegeben.
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Definition 2.18 (Superreplikationskosten [5])
Mit Superreplikationskosten bezeichnet man den Wert Y0 = y eines Superreplikati-
onsportfolios zum Ausgangszeitpunkt t = 0.
Unser Ziel ist es, möglichst geringe Superreplikationskosten zu bestimmen.
Betrachten wir zunächst eine Barriere-Option, charakterisiert durch Auszahlung g und
die offene Menge O. Wir definieren die Superreplikationskosten φ(0, s) der Barriere-
Option mit Auszahlung g zum Ausgangszeitpunkt t = 0 mit S0 = s ∈ R+ \ {0} durch
φ(0, s) := inf {y : Yτ ≥ g (τ, Sτ ) fast sicher für einF-adaptiertes Z} . (2.7)
Die Superreplikationskosten für die Barriere-Option beschreiben somit diejenige
Geldmenge, die mindestens investiert werden muss, um sicherzustellen, dass bei gege-
benem Aktienpreis zum Ausgangszeitpunkt, S0 = s, ein Portfolioprozess Z existiert,
sodass zur Stoppzeit τ = inf{t ∈ [0,T ] : St /∈ O} ∧ T die Auszahlung aus riskanter
und risikoloser Anlage fast sicher mindestens genauso hoch ist wie die Auszahlung
aus der Option.
Da Ω endlich und P(ω) für alle ω ∈ Ω positiv ist, gilt ein Sachverhalt fast sicher
genau dann, wenn er für alle ω ∈ Ω gilt. Auf das „fast sicher“ werden wir im weiteren
Verlauf daher verzichten.
2.7 Marktunvollkommenheiten
In vielen finanzmathematischen Modellen wird ein vollkommener Markt zugrunde
gelegt.
Definition 2.19 (vollkommener Markt [6])
Ein vollkommener Markt bezeichnet einen fiktiven Markt, der folgende Eigenschaften
aufweist:
• das Fehlen von räumlichen, zeitlichen sowie personellen Präferenzen
• Homogenität der gehandelten Güter
• vollständige Markttransparenz, das heißt, alle Marktteilnehmer besitzen voll-
ständige Information über alle gehandelten Güter
• unendlich hohe Reaktions- und Anpassungsgeschwindigkeit
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Eine Grundvoraussetzung für einen funktionierenden vollkommenen Markt ist zudem
Marktliquidität – die Eigenschaft, das auftretende Angebot vollständig abnehmen
beziehungsweise die auftretende Nachfrage vollständig befriedigen zu können.
In dieser Arbeit wollen wir uns an zwei Punkten ansehen, was passiert, wenn bestimm-
te Modellannahmen des vollkommenen Marktes aufgehoben werden: Wir betrachten
das Problem der Superreplikation zunächst auf einem illiquiden Markt und dann
zusätzlich bei Auftreten von fixen Transaktionskosten.
2.7.1 Marktilliquidität
Wir wollen die Annahme der Marktliquidität aufheben. Um geeignete Käufer be-
ziehungsweise Verkäufer für seine Order zu finden, fallen für den Agenten daher
sogenannte Liquiditätskosten an. Um Illiquidität zu modellieren, wird folgende An-
nahme getroffen: Zum Zeitpunkt t ≥ 0 zahlt der Agent pro Anteil des riskanten Assets
nicht den auf dem Markt beobachteten Preis St , sondern einen Preis S(t, St , υ). Hier
sind Liquiditätskosten enthalten. υ ∈ R bezeichnet dabei die Anzahl der insgesamt
von einem Agenten gehandelten Anteile. Für υ > 0 handelt es sich also um eine
Kauforder, für υ < 0 um eine Verkaufsorder.
S(t, St , υ) sollte folgende Eigenschaften widerspiegeln:
1. Wird nichts gehandelt, entstehen auch keine Liquiditätskosten, d.h. es gilt
S(t, St , 0) = St .
2. Da erwartungsgemäß der Preis pro Anteil höher ist, wenn eine größere Menge
gehandelt wird, wird angenommen, dass S(t, St , υ) monoton in υ ist.
3. Der Händler hat keinen Einfluss auf die Gestalt der Funktion S(t, St , υ), sie ist
exogen gegeben.
4. Die gehandelte Anzahl von Anteilen υ hat keinen Einfluss auf den Preis St .
5. Vorangegangene Käufe und Verkäufe beeinflussen S(t, St , υ) ebenfalls nicht.
Definition 2.20 (Verlustfunktion [7])
Die Verlustfunktion Θ ist für alle t ∈ {0, h, . . . ,T} und υ ∈ R definiert durch
Θ(t, υ) := [S(t, St , υ)− St ].
Hier beschreibt die Verlustfunktion die Liquiditätskosten pro gehandeltem Anteil
des riskanten Assets, wenn insgesamt vom Agenten υ Anteile gehandelt werden.
17
2.7 Marktunvollkommenheiten
υΘ(t, υ) beschreibt gerade die Liquiditätskosten, die für einen Handel mit υ Anteilen
entstehen. Es gilt offenbar υΘ(t, υ) ≥ 0, und für υ 6= 0 ist υΘ(t, υ) = 0 genau dann,
wenn S(t,St , υ) = St gilt, also auf einem Markt, der liquide ist. Zudem treffen wir
die Annahme, dass υ 7→ υΘ(t, υ) konvex ist.
Die Selbstfinanzierungsbedingung ist für t ∈ {0, h, . . . ,T − h} analog zu (2.4) in
diesem Szenario gegeben durch:
Bt+h = Bt −∆Zt+hS(t + h, St+h,∆Zt+h). (2.8)
Lemma 2.21
Das obige Gleichungssystem (2.8) impliziert
Yt+h = Yt + Zt(St+h − St)−∆Zt+hΘ(t + h,∆Zt+h) (2.9)
für alle t ∈ {0, h, . . . ,T − h}.
Beweis: Für den Wert des Portfolios zum Zeitpunkt t + h ∈ {h, . . . ,T} gilt:
Yt+h = Bt+h + Zt+hSt+h
(2.8)= Bt −∆Zt+hS(t + h, St+h,∆Zt+h) + Zt+hSt+h
= Bt + ZtSt︸ ︷︷ ︸
=Yt
−ZtSt + ZtSt+h︸ ︷︷ ︸
=Zt(St+h−St)
−ZtSt+h + Zt+hSt+h︸ ︷︷ ︸
=∆Zt+hSt+h
−∆Zt+hS(t + h, St+h,∆Zt+h)
= Yt + Zt(St+h − St)−∆Zt+h[S(t + h, St+h,∆Zt+h)− St+h]
= Yt + Zt(St+h − St)−∆Zt+hΘ(t + h,∆Zt+h)
Es folgt (2.9).
2.7.2 Fixe Transaktionskosten
Im Folgenden soll das vorliegende Modell um fixe Transaktionskosten erweitert
werden. Das heißt, der Agent hat pro Transaktion zusätzlich einen festgelegten
Kostensatz ϕ ≥ 0 zu zahlen. Behalten wir die vorangegangenen Notationen bei,
ergibt sich der Preis für einen Handel mit υ Anteilen durch
υSϕ(t, St , υ) :=
 υS(t, St , υ) + ϕ υ 6= 00 υ = 0 .
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Der Preis pro Aktienanteil, den der Händler zum Zeitpunkt t bei Aktienpreis St
beim Kauf beziehungsweise Verkauf von υ Anteilen auf einem illiquiden Markt unter
Berücksichtigung fixer Transaktionskosten zahlen muss beziehungsweise erhält, ist
also gegeben durch
Sϕ(t, St , υ) =
 S(t, St , υ) +
ϕ
υ
υ 6= 0
St υ = 0 .
Der Preis Sϕ(t, St , υ) beinhaltet nun sowohl fixe Transaktions- als auch Liquiditäts-
kosten. Weitere Eigenschaften der Preisfunktion Sϕ(t, St , υ) sind:
• Der Händler hat keinen Einfluss auf ϕ, also beeinflussen auch die Anzahl der
gehandelten Anteile υ und vorangegangene Käufe beziehungsweise Verkäufe
den Transaktionskostensatz nicht.
• Der Transaktionskostensatz ϕ beeinflusst den auf dem Markt beobachteten
Preis St und auch den Preis S(t, St , υ) auf einem illiquiden Markt nicht.
Die Verlustfunktion ist nun gegeben durch:
Θϕ(t, υ) := Sϕ(t, St , υ)− St
=
 Θ(t, υ) +
ϕ
υ
υ 6= 0
0 υ = 0 .
Die Verlustfunktion beschreibt die aggregierten Kosten, also Illiquiditäts- und fixe
Transaktionskosten. Für ϕ > 0 ist sie offenbar unstetig in 0.
Im Folgenden sei zunächst nur die Voraussetzung der Marktliquidität aufgehoben,
später sollen zusätzlich fixe Transaktionskosten eingeführt werden.
2.8 Dynamische Betrachtung
Bisher sind wir davon ausgegangen, dass t = 0 der Startzeitpunkt unserer Betrach-
tung ist. Im weiteren Verlauf ist es allerdings oft notwendig, das Geschehen ab einem
beliebigen, aber festen Zeitpunkt t ∈ {0, h, . . . ,T} zu betrachten. Die Realisierungen
der betrachteten stochastischen Prozesse in den Zeitpunkten r ∈ {0, h, . . . , t − h}
sind in diesem Fall uninteressant.
Betrachten wir zunächst den Preisprozess S : Wir fixieren für alle ω ∈ Ω den zum
Zeitpunkt t bekannten Preis St(ω) := s ∈ R+ \ {0} und betrachten fortan den
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gekürzten Prozess (S t,sr )r∈{t,t+h,...,T} mit
S t,sr (ω) := Sr(ω) für alle r ∈ {t, t + h, . . . ,T}.
Da der Agent erst zum Zeitpunkt t in Aktion tritt, beginnt jeder Portfolioprozess Z im
Zeitpunkt t und es muss keine neue Notation eingeführt werden. Der Portfolioprozess
Z beschreibt die Anzahl der Anteile des riskanten Assets im Portfolio des Agenten.
Der Wert dieses Portfolios wird ebenfalls ab dem Zeitpunkt t betrachtet. Durch den
gekürzten Preisprozess S t,s und den Portfolioprozess Z wird nun ein Wertprozess
(Y t,s,y,Zr )r∈{t,t+h,...,T} generiert, wobei mit y ∈ R der Startwert des Portfolios, also der
Wert zum Zeitpunkt t, bezeichnet wird. Konkret gilt also mit (2.9):
Y t,s,y,Zt := y
Y t,s,y,Zt+h := y + Zt(St+h − s)−∆Zt+hΘ(t + h,∆Zt+h)
. . .
Y t,s,y,Zr := y +
r−h∑
k=t
Zk(Sk+h − Sk)−
r∑
k=t+h
∆ZkΘ(k,∆Zk) für r > t.
Der Wertprozess hat somit eine additive Struktur.
Betrachten wir nun eine Barriere-Option, die charakterisiert ist durch eine Auszahlung
g und eine offene Menge O. Hat der Aktienpreis bereits vor dem Zeitpunkt t die
Menge O verlassen, ist die Auszahlung der Option gleich 0 und das Hedging-Problem
ist trivial. Wir betrachten daher nur die Fälle, in denen der Aktienpreis die Menge
O zu den Zeitpunkten 0, h, . . . , t − h noch nicht verlassen hat. Statt der Stoppzeit τ
(siehe (2.6)) betrachten wir
τt,s := inf{r ∈ [t,T ] : S t,sr /∈ O} ∧ T
erneut mit der Konvention inf(∅) =∞. Analog zu Beispiel 2.14 ist τt,s eine Stoppzeit.
Die Superreplikationskosten φ(t, s) der Barriere-Option zum Zeitpunkt t bei einem
Aktienpreis s definieren wir nun analog zu (2.7) durch
φ(t, s) := inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z
}
. (2.10)
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(2.10) kann als Lösung des folgenden Optimierungsproblems angesehen werden:
φ(t, s) = inf
Z adaptiert
y
Y t,s,y,Zτt,s(ω) ≥ g(τt,s(ω), S t,sτt,s(ω)(ω)) ∀ ω ∈ Ω
Dieser Ansatz hat den Nachteil, dass die Anzahl der Nebenbedingungen exponentiell
mit der Anzahl der Zeitschritte bis zur Fälligkeit wächst. Auf Märkten mit vielen Zeit-
schritten ist es daher aufwändig, die Superreplikationskosten für die Barriere-Option
auf diese Weise zu bestimmen. Die Realisierung des optimalen Portfolioprozesses Z
ist zudem abhängig vom Pfad ω. Das verdeutlicht die folgende Grafik:
z0
z2h
z42h
z32h
z1h
z22h
z12h
t = 0 t = h t = 2h
Abbildung 2: Entwicklung des Portfolioprozesses in Abhängigkeit des Aktienpreises
Von der Realisierung des Preisprozesses zum Zeitpunkt t ∈ {0, h, . . . ,T} lässt
sich folglich nicht auf die Realisierung des optimalen Portfolioprozesses zu diesem
Zeitpunkt Zt(ω) schließen. Dazu wird die gesamte vorangegangene Entwicklung
benötigt. Wir führen daher die Abhängigkeit der Superreplikationskosten von der
Portfolioposition zum Zeitpunkt t ein und folgen somit Gökay und Soner [7]. Zum
Zeitpunkt t ist die Portfolioposition des Agenten in t bekannt. Wir beschreiben sie mit
Zt(ω) =: z ∈ R für alle ω ∈ Ω. Betrachten wir eine Barriere-Option charakterisiert
durch die offene Menge O und die Auszahlung g. Die Superreplikationskosten v(t, s, z)
der Barriere-Option zum Zeitpunkt t, bei einem Aktienpreis s und der anfänglichen
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Portfolioposition z sind nun definiert durch:
v(t, s, z) := inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
.
(2.11)
Aus s /∈ O folgt τt,s = t. In diesem Fall gilt also
φ(t, s) = v(t, s, z) = g(t, s).
(2.11) hängt mit (2.10) offenbar in folgender Weise zusammen:
φ(t, s) = inf
z∈R
v(t, s, z). (2.12)
Ist v(t, s, z) für alle anfänglichen Portfoliopositionen z bekannt, kann darüber also
auch φ(t, s) bestimmt werden. Wir wollen einen effizienten Algorithmus herleiten,
um v(t, s, z) auch über mehrere Zeitschritte bestimmen zu können. Dazu werden wir
das Konzept der dynamischen Programmierung nutzen.
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Wir wollen einen effizienten Algorithmus diskutieren, mit dessen Hilfe die Superre-
plikationskosten für eine Option bestimmt werden können. Dazu stützen wir uns
auf das Konzept der dynamischen Optimierung. Es handelt sich dabei um eine
Methode zur Behandlung mehrstufiger Entscheidungsprozesse. Zunächst betrachten
wir die allgemeine Vorgehensweise, bevor wir die Resultate auf die Superreplikation
übertragen.
3.1 Min-Max-Kostenfunktionen
Wir wollen Optimierungsprobleme mit dynamischer Struktur behandeln. Dazu be-
trachten wir ein dynamisches System (vergleiche etwa Bertsekas [3]) im Zeitintervall
[t,T ] ⊆ R+, wobei 0 ≤ t < T gilt. Dabei bezeichnet t den Startzeitpunkt. Das
Zeitintervall ist in endlich viele Teilintervalle der Länge h > 0 unterteilt. Zu Beginn
jeder Zeitstufe ist es möglich, Einfluss auf das System zu nehmen. Wir erhalten somit
endlich viele Handlungszeitpunkte r ∈ {t, t + h, . . . ,T}. Vor dem nächsten Zeitpunkt
trete eine zufällige Störung auf. Das dynamische System kann nun beschrieben
werden durch
• den Zeitindex r ∈ {t, t + h, . . . ,T};
• den Zustand des Systems γr ∈ Γr , der alle für die Zukunft relevanten Informa-
tionen enthält;
• die Entscheidungsvariable ur ∈ Ur , die beschreibt, in welcher Weise Einfluss
auf das System genommen wird;
• die zufällige Störung wr ∈Wr(γr , ur) und
• die Übergangsfunktion ψ : Γr × Ur ×Wr → Γr+h mit
ψ(γr , ur ,wr) = γr+h für alle r ∈ {t, t + h, . . . ,T − h}.
Der Raum Γr wird auch als Zustandsraum, Ur auch als Entscheidungsraum be-
zeichnet. Alle Zustände γr ∈ Γr heißen zulässig. In der Menge Ur(γr) ⊆ Ur liegen
alle zulässigen Entscheidungen bezüglich des Zustandes γr . Die zufällige Störung
wr kann sowohl vom Zustand γr als auch von der vorgenommenen Beeinflussung
ur des Systems abhängen. Es wird jedoch vorausgesetzt, dass wr nicht von den
vorangegangenen Störungen abhängt.
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Zur Veranschaulichung stellt die folgende Abbildung das dynamische System im
Zeitintervall [r , r + h] ⊆ [t,T ] grafisch dar:
γr r
ur
wr
γr+h = ψ(γr , ur ,wr)
r + h
ur+h
wr
Abbildung 3: Schema des dynamischen Systems
Eine Folge {ur}r∈{t,t+h,...,T−h} von zulässigen Entscheidungen ut ∈ Ut(γt),
ut+h ∈ Ut+h(γt+h), . . . , uT−h ∈ UT−h(γT−h) wird nun durch eine Kostenfunktion
bewertet. Wird zum Zeitpunkt r ∈ {t, t + h, . . . ,T − h} im Zustand γr ∈ Γr die
Steuerung ur ∈ U (γr) gewählt und tritt die Störung wr ∈ Wr auf, so entstehen
für diese Zeitstufe die Kosten jr(γr , ur ,wr). Zum Zeitpunkt T im Zustand γT ∈ ΓT
können weiterhin finale Kosten jT (γT ) auftreten. Wir betrachten eine additive Kosten-
struktur für jede Realisierung von Störungen. Für die Bewertung der Gesamtkosten
betrachten wir zudem die bezüglich aller möglichen Störungen maximalen Kosten.
Wir erhalten somit ein diskretes Steuerungsproblem mit einer Kostenfunktion der
Gestalt
Jt(γt , ut , . . . uT−h) = maxwt∈Wt ,...,wT−h∈WT−h
[
jT (γT ) +
T−h∑
k=t
jk(γk , uk ,wk)
]
. (3.1)
Unser Ziel ist es, eine Folge zulässiger Entscheidungen zu finden, die die Kostenfunkti-
on (3.1) für einen gegebenen Anfangszustand γt ∈ Γt minimiert. Das Gesamtproblem
hat also die Form
Jt(γt , ut , . . . , uT−h) −→ minut ,...,uT−h zulässig! (3.2)
Wie das dynamische System beeinflusst wird, ist in der Regel vom Zustand des
Systems abhängig. Es ist daher nützlich, von einzelnen Entscheidungen zu Ent-
scheidungsfunktionen, die jedem Zustand eine Entscheidung zuweisen, überzugehen.
24
3.1 Min-Max-Kostenfunktionen
Definition 3.1 (zulässige Politik [9])
Zu jedem Handlungszeitpunkt r ∈ {t, t+h, . . . ,T−h} sei eine Entscheidungsfunktion
µr : Γr → Ur
mit µr(γr) = ur gegeben. Falls µr(γr) ∈ Ur(γr) für alle γr ∈ Γr gilt, so heißt diese
zulässig. Eine Folge
pir = (µr , µr+h, . . . , µT−h)
zulässiger Entscheidungsfunktionen heißt dann zulässige Politik der Stufe r. Die
Menge der zulässigen Politiken der Stufe r wird mit Πr notiert.
Zur Vereinfachung der Notation legen wir fest, dass alle betrachteten Zustände,
Entscheidungen, zufälligen Störungen, Entscheidungsfunktionen und Politiken jeweils
aus ihrem zulässigen Bereich stammen.
Eine zulässige Politik generiert eine Folge zulässiger Entscheidungen: Für eine zuläs-
sige Politik pit = (µt , µt+h, . . . , µT−h) und den Anfangszustand γt setzen wir
ur(γr) := µr(γr)
für r ∈ {t, t+h, . . . ,T−h}. Dabei gilt γr = ψ(γr−h, ur−h,wr−h) für r ∈ {t+h, . . . ,T}.
Nach der Definition einer zulässigen Strategie ist {ur}r∈{t,...,T−h} damit eine Folge
zulässiger Entscheidungen.
Wir erhalten nun ein dynamisches Optimierungsproblem mit einem Kostenfunktional
der Gestalt
Jt(γt , pit) = maxwt ,...,wT−h
[
jT (γT ) +
T−h∑
k=t
jk(γk , µk(γk),wk)
]
. (3.3)
Durch das Kostenfunktional Jt werden diejenigen Kosten beschrieben, die im
schlimmsten Fall bei Wahl der Politik pit und unter dem Anfangszustand γt eintreten
können. Das Gesamtproblem hat nun die Gestalt
Jt(γt , pit) −→ min
pit
! (3.4)
Es kann nun auch das Teilproblem der Stufe r betrachtet werden, dass zum Zeitpunkt
r ∈ {t, t+h, . . . ,T−h} im Zustand γr gestartet wird und diejenigen Kosten minimiert,
die vom Zeitpunkt r bis zum Zeitpunkt T entstehen. Das Teilproblem der Stufe r
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besteht folglich darin, das Kostenfunktional
Jr(γr , pir) = maxwr ,...,wT−h
[
jT (γT ) +
T−h∑
k=r
jk(γk , µk(γk),wk)
]
über alle zulässigen Politiken der Stufe r zu minimieren. Das Teilproblem hat die
Gestalt
Jr(γr , pir) −→ min
pir
! (3.5)
Für die Lösung des Gesamtproblems wie auch der Teilprobleme spielt die folgende
Eigenschaft eine wichtige Rolle.
Definition 3.2 (monotone Separabilität [4])
Für jedes r ∈ {t, t + h, . . . ,T − h} heißt das Zielfunktional Jr monoton separierbar,
falls es sich in Abhängigkeit der Kosten auf der Eingangsstufe r und der Restkosten
Jr+h darstellen lässt und zudem monoton wachsend in den Restkosten ist.
Insbesondere erfüllt das von uns betrachtete Kostenfunktional des Gesamtproblems
wie auch der Teilprobleme die Eigenschaft der monotonen Separabilität.
Lemma 3.3
Das Kostenfunktional Jr ist für alle r ∈ {t, t + h, . . . ,T − h} monoton separierbar.
Beweis: Für r ∈ {t, t + h, . . . ,T}, γr ∈ Γr und pir ∈ Πr gilt:
Jr(γr , pir) = maxwr ,...,wT−h
[
j(γT ) +
T−h∑
k=r
jk(γk , µk(γk),wk)
]
= max
wr
jr(γr , µr(γr),wr) + maxwr+h ,...,wT−h
j(γT ) + T−h∑
k=r+h
jk(γk , µk(γk),wk)

= max
wr
jr(γr , µr(γr),wr) + Jr+h(γr+h, pir+h).
Das Kostenfunktional Jr ist also monoton separierbar.
Wir wollen nun den Begriff der optimalen Politik einführen.
Definition 3.4 (optimale Politik [9])
Sei r ∈ {t, t + h, . . . ,T − h}. Eine zulässige Politik pi∗r = (µ∗r , µ∗r+h, . . . , µ∗T−h) heißt
optimal bezüglich γr ∈ Γr , falls sie das Kostenfunktional Jr(γr , pir) minimiert. Die
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optimalen Kosten sind dann gegeben durch
J ∗r (γr) := minpir Jr(γr , pir). (3.6)
Die Existenz einer optimalen Politik wird stets vorausgesetzt. Für
r ∈ {t, t + h, . . . ,T − h} heißen die J ∗r auch Bellmansche Funktionen.
Wir wollen nun das Gesamtproblem (3.4) algorithmisch lösen. Die Idee ist, zunächst
das Teilproblem für die letzte Zeitstufe zu lösen. Dabei erhält man die minimalen
Kosten für das betrachtete Teilproblem. Unter Verwendung der Eigenschaft der
monotonen Separabilität kann nun das nächste Teilproblem gelöst werden, das die
letzten zwei Zeitstufen umfasst. Es ergeben sich diejenigen Kosten, die minimal in
den letzten zwei Zeitstufen entstehen. So wird iterativ fortgefahren, bis sich die
minimalen Kosten für den Startzeitpunkt t ergeben. Diese Idee führt uns auf die
folgenden Gleichungen:
J∗T (γT ) = jT (γT ) (3.7)
J∗r(γr) = minur maxwr
[
jr(γr , ur ,wr) + J∗r+h(ψ(γr , ur ,wr))
]
. (3.8)
Die Gleichungen (3.7) und (3.8) heißen Bellmansche Gleichungen. Im Folgenden wer-
den wir zeigen, dass die Lösungen der Bellmanschen Gleichungen die Bellmanschen
Funktionen sind. Mit Hilfe von (3.7) und (3.8) können so die minimalen Kosten zum
Startzeitpunkt J ∗t sowie eine optimale Politik bestimmt werden. Der so erhaltene
Algorithmus heißt Dynamic-Programming Algorithmus. Er startet im Zeitpunkt T
und geht dann rückwärts in der Zeit.
Proposition 3.5
Falls J∗r für r ∈ {t, t + h, . . . ,T} Lösungen der Bellmanschen Gleichungen (3.7) und
(3.8) sind und für r < T die Entscheidungen u∗r = µ∗r(γr) für γr ∈ Γr die rechten
Seiten von (3.8) minimieren, dann gilt:
• die Lösungen J∗r sind Bellmansche Funktionen, d.h. J∗r = J ∗r ;
• pi∗r = (µ∗r , µ∗r+h, . . . , µ∗T−h) ist für alle r ∈ {t, t + h, . . . ,T − h} eine optimale
Politik der Stufe r.
Insbesondere gilt J∗t (γt) = J ∗t (γt) für alle γt ∈ Γt.
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Beweis: Sei r ∈ {t, t + h, . . . ,T}. Die optimalen Kosten für das Teilproblem der
Stufe r im Zeitpunkt r < T mit Zustand γr sind gegeben durch die Bellmanschen
Funktionen
J ∗r (γr) = minpir maxwr ,...,wT−h
[
jT (γT ) +
T−h∑
k=r
jk(γk , µk(γk),wk)
]
.
Für r = T definieren wir J ∗T (γT ) = jT (γT ). Wir werden induktiv beweisen, dass die
Lösungen der Bellmanschen Gleichungen J∗r gleich den Bellmanschen Funktionen J ∗r
sind.
Für r = T gilt per Definition J ∗T = jT = J∗T . Als Induktionsvoraussetzung nehmen
wir an, dass für ein r und alle γr+h ∈ Γr+h gilt J ∗r+h(γr+h) = J∗r+h(γr+h). Da
pir = (µr , pir+h) gilt, erhalten wir für alle γr
J ∗r (γr) = min(µr ,pir+h) maxwr ,...,wT−h
jr(γr , µr(γr),wr) + jT (γT ) + T−h∑
k=r+h
jk(γk , µk(γk),wk)
 .
Der erste Summand hängt nicht von den zufälligen Störungen wr+h, . . . ,wT−h ab,
daher kann das Maximum folgendermaßen aufgespalten werden:
J ∗r (γr) = min(µr ,pir+h) maxwr
jr(γr , µr(γr),wr)
+ max
wr+h ,...,wT−h
jT (γT ) + T−h∑
k=r+h
jk(γk , µk(γk),wk)

= min
(µr ,pir+h)
max
wr
(jr(γr , µr(γr),wr))
+ max
wr+h ,...,wT−h
jT (γT ) + T−h∑
k=r+h
jk(γk , µk(γk),wk)

Analog verfahren wir mit dem Minimum:
J ∗r (γr) = minµr
max
wr
(jr(γr , µr(γr),wr))
+ min
pir+h
max
wr+h ,...,wT−h
jT (γT ) + T−h∑
k=r+h
jk(γk , µk(γk),wk)

Der zweite Summand ist gerade J ∗r+h(γr+h). Benutzen wir nun noch die Gleichheit
γr+h = ψ(γr , ur ,wr), wobei ψ wie zuvor die Übergangsfunktion bezeichnet, und die
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Induktionsvoraussetzung, erhalten wir:
J ∗r (γr) = minµr
[
max
wr
(jr(γr , µr(γr),wr)) + J ∗r+h(γr+h)
]
= min
µr
max
wr
[
jr(γr , µr(γr),wr) + J ∗r+h(ψ(γr , µr(γr),wr))
]
= min
ur
max
wr
[
jr(γr , ur ,wr) + J ∗r+h(ψ(γr , ur ,wr))
]
(IV)= min
ur
max
wr
[
jr(γr , ur ,wr) + J∗r+h(ψ(γr , ur ,wr))
]
= J∗r(γr).
Damit ist der Induktionsschritt komplett. Für r = t folgt insbesondere
J ∗t (γt) = J∗t (γt). Sei nun pi∗t = (µ∗t , . . . , µ∗T−h) mit u∗t := µ∗t (γt), . . . , u∗T−h :=
µ∗T−h(γT−h) so, dass
J∗r(γr) = maxwr
[
jr(γr , u∗r ,wr) + J∗r+h(ψ(γr , u∗r ,wr))
]
für alle r ∈ {t, t + h, . . . ,T − h} gilt. Die Politik pi∗r der Stufe r ist nach Definition
optimal, wenn J ∗r (γr) = Jr(γr , pi∗r ) erfüllt ist. Für r = T − h gilt
J ∗T−h(γT−h) = J∗T−h(γT−h)
= max
wT−h
[
jT−h(γT−h, u∗T−h,wT−h) + J∗T (ψ(γT−h, u∗T−h,wT−h))
]
= max
wT−h
[
jT−h(γT−h, u∗T−h,wT−h) + jT (γT )
]
= JT−h(γT−h, pi∗T−h).
Also ist pi∗T−h = µ∗T−h eine optimale Politik der Stufe T − h. Damit ist der In-
duktionsanfang gezeigt. Als Induktionsvoraussetzung nehmen wir an, dass pi∗r+h für
t < r < T − h eine optimale Politik der Stufe r + h ist. Dann folgt aus dem ersten
Teil des Beweises
J ∗r (γr) = J∗r(γr)
= max
wr
[
jr(γr , u∗r ,wr) + J∗r+h(ψ(γr , u∗r ,wr))
]
= max
wr
[
jr(γr , u∗r ,wr) + J ∗r+h(ψ(γr , u∗r ,wr))
]
= max
wr
[
jr(γr , µ∗r(γr),wr) + J ∗r+h(γr+h)
]
.
Nun kann die Induktionsvoraussetzung angewendet werden:
J ∗r (γr) (IV)= maxwr
[
jr(γr , µ∗r(γr),wr) + Jr+h(γr+h, pi∗r+h)
]
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Aus der monotonen Separabilität des Funktionals Jr folgt
J ∗r (γr) = Jr(γr , pi∗r ).
Damit ist pi∗r eine optimale Politik der Stufe r . Nach dem Prinzip der vollständigen
Induktion folgt damit die Behauptung.
Der Beweis hat gezeigt, dass optimale Politiken, die durch den Dynamic-Programming
Algorithmus gefunden werden, das Bellmansche Optimalitätsprinzip erfüllen. Das
heißt, jede Einschränkung pi∗r einer optimalen Politik pi∗t ist ebenfalls optimal.
Wir wollen nun die Vorgehensweise des Dynamic-Programming Algorithmus auf das
Problem der Superreplikation einer Option übertragen.
3.2 Superreplikation für Barriere- und Europäische Optionen
Ziel dieses Abschnittes ist es zu zeigen, dass das Verfahren der dynamischen Pro-
grammierung auf das Problem der Superreplikation einer Barriere-Option oder
Europäischen Option übertragbar ist. Wir wollen einen Dynamic-Programming Al-
gorithmus herleiten, um die Superreplikationskosten auch über mehrere Zeitstufen
effizient berechnen zu können. Dabei halten wir uns an die Vorgehensweise von Gökay
und Soner [7].
3.2.1 Anwendbarkeit der dynamischen Programmierung
Im vorangegangenen Abschnitt haben wir gezeigt, wie man ein Kostenfunktional der
Form (3.3)
Jt(γt , pit) = maxwt ,...,wT−h
[
jT (γT ) +
T−h∑
k=t
jk(γk , µk(γk),wk)
]
minimieren kann, indem man rückwärts in der Zeit geht.
Wir betrachten erneut die Superreplikationskosten (2.10)
φ(t, s) = inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z
}
beziehungsweise (2.11)
v(t, s, z) = inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
.
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Ist v(t, s, z) bekannt, kann über (2.12) auch φ(t, s) bestimmt werden. Wir werden
zeigen, dass die Bestimmung von v(t, s, z) äquivalent ist zur Minimierung einer
Kostenfunktion Form (3.1). Zunächst ist es notwendig zu beweisen, dass ein Port-
folio für die Probleme (2.10) und (2.11) existiert. Dazu benötigen wir das folgende
Hilfsresultat:
Lemma 3.6
Der Raum aller Portfolioprozesse hat die Heine-Borel Eigenschaft.
Beweis: Wir setzen:
Z := {Z : {t, t + h, . . . ,T} × Ω→ R : Z Portfolioprozess }
Da {t, t + h, . . . ,T} × Ω offenbar endlich ist, hat Z endliche Dimension. Eine Teil-
menge von Z ist somit genau dann kompakt, wenn sie abgeschlossen und beschränkt
ist. Der Raum Z hat die Heine-Borel Eigenschaft.
Nun können wir das folgende Resultat beweisen:
Proposition 3.7
Es existiert ein optimaler Portfolioprozess Z für die Superreplikationskosten (2.10)
und (2.11).
Beweis: Wir zeigen zunächst, dass (2.10) gilt.
Wir setzen α := φ(t, s). Um zu zeigen, dass
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z
}
nichtleer ist, setzen wir y = max
{
g
(
τt,s, S t,sτt,s
)
(ω) : ω ∈ Ω
}
und Z ≡ 0. Man sieht
leicht, dass y in der betrachteten Menge liegt. Somit gilt α <∞.
Um die Notation abzukürzen, definieren wir
A(t, s, y) :=
{
Z F− adaptiert : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
) }
.
Wir zeigen, dass A(t, s, α) nichtleer ist, indem wir A(t, s, α) als Schnitt kompak-
ter nichtleerer Mengen darstellen. Dann folgt, dass für die Superreplikationskosten
α = φ(t, s) ein Portfolio existiert und die Behauptung ist bewiesen.
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Für y1< y2 folgt offenbar Y t,s,y1,Zτt,s ≤ Y t,s,y2,Zτt,s und somit die Monotonieeigenschaft
A(t, s, y1) ⊆ A(t, s, y2). Nach Definition ist A(t, s, y) nichtleer für alle y > α. Zu
zeigen ist, dass A(t, s, α) nichtleer ist.
Sei {λn}n∈N eine beliebige monoton fallende Folge mit λn ↓ α. Es gilt
A(t, s, α) = ⋂λn>αA(t, s, λn), denn:
⊆ Aus der Monotonie von A(t, s, •) folgt A(t, s, α) ⊆ A(t, s, λn) für alle λn > α und
somit A(t, s, α) ⊆ ⋂λn>αA(t, s, λn).
⊇ Falls Z ∈ A(t, s, λn) für alle λn > α gilt, folgt wegen der Stetigkeit von Y t,s,•,Z
und wegen λn ↓ α sofort Z ∈ A(t, s, α).
Es gilt
Y t,s,y,Zτt,s := y +
τt,s−h∑
k=t
Zk(Sk+h − Sk)−
τt,s∑
k=t+h
∆ZkΘ(k,∆Zk).
Folglich ist der Wert des Portfolios zur Stoppzeit Y t,s,y,zτt,s stetig in Z . Da g
(
τt,s, S t,sτt,s
)
nicht von Z abhängt, ist ∅ 6= A(t, s, λn) ⊆ Z ist eine abgeschlossene Menge. Im
Folgenden werden wir zeigen, dass A(t, s, λn) beschränkt und somit nach Lemma 3.6
kompakt ist.
Zunächst nehmen wir an, dass τt,s ≡ T gilt. Wir betrachten das bezüglich P äquivalen-
te Martingalmaß Q auf unserem MarktM (siehe (2.3)). Damit sind definitionsgemäß
S und nach Lemma 2.10 auch Y Martingale. Zuerst zeigen wir, dass Zt beschränkt
ist:
0 ≤ IEQ[g(T , ST )|Ft+h] ≤ IEQ
[
Y (t,s,y,Z)T |Ft+h
]
= Y t,s,y,Zt+h ≤ y + Zt(St+h − St)
Die letzte Ungleichung folgt, da υΘ(t, υ) ≥ 0 für alle υ ∈ R gilt. Zt muss also be-
schränkt sein, sonst entsteht ein Widerspruch zur Nichtnegativität von
y + Zt(St+h − St), da (St+h − St) negativ sein kann. Der Induktionsanfang ist somit
gezeigt und wir nehmen nun an, dass {Zr}r∈{t,...,ρ−h} beschränkt ist. Analog erhält
man:
0 ≤ IEQ
[
Y t,s,y,Zt+h |Fρ+h
]
≤ y +
ρ−h∑
k=t
Zk(Sk−h − Sk) + Zρ(Sρ+h − Sρ)
und es folgt die Beschränktheit von Zρ. Induktiv ist nun gezeigt, dass {Zr}r∈{t,...,T−h}
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beschränkt ist. Um die Beschränktheit von ZT zu zeigen, betrachtet man analog:
0 ≤ IEQ
[
Y t,s,y,ZT |FT
]
≤ y +
T−h∑
k=t
Zk(Sk+h − Sk)− (ZT − ZT−h) [S (T , ST ,∆ZT )− ST ]
Da S(t, s, υ) monoton in υ ist, muss ZT ebenfalls beschränkt sein. Um den Beweis
für den Fall τt,s 6≡ T anzupassen, wird der bedingte Erwartungswert unter Fτt,s∧u
statt Fu betrachtet.
Wegen der Monotonie von A(t, s, •) hat jede endliche Teilmenge von
{A(t, s, λn)}∞n=1 einen nichtleeren Schnitt. Da A(t, s, λn) kompakt ist für alle n ∈ N,
ist der Schnitt A(t, s, α) kompakt und nichtleer.
Es folgt die Behauptung für (2.10) und es bleibt die Behauptung für (2.11) zu zeigen.
Wir gehen analog vor.
Wir setzen α := v(t, s, z). Um zu zeigen, dass
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
nichtleer ist, setzen wir y = max
{
g
(
τt,s, S t,sτt,s
)
(ω) : ω ∈ Ω
}
+ zs und Z ≡ z . Man
sieht leicht, dass y in der betrachteten Menge liegt. Somit gilt α <∞.
Des weiteren definieren wir
A(t, s, y, z) :=
{
Z F− adaptiert : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
; Zt = z
}
.
Es gilt offenbar A(t, s, y, z) ⊆ A(t, s, y). Es ist wiederum zu zeigen, dass A(t, s, α, z)
nichtleer ist, dann folgt, dass ein Portfolio für (2.11) existiert. Das wollen wir errei-
chen, indem wir A(t, s, α, z) als Schnitt nichtleerer, kompakter Mengen darstellen.
Für y1 < y2 folgt erneut Y t,s,y1,Zτt,s ≤ Y t,s,y2,Zτt,s und somit die Monotonieeigenschaft
A(t, s, y1, z) ⊆ A(t, s, y2, z). Nach Definition ist A(t, s, y, z) nichtleer für alle y > α.
Wir wählen wieder eine beliebige monoton fallende Folge {λn}n∈N mit λn ↓ α. Analog
zum ersten Teil des Beweises folgt A(t, s, α, z) = ⋂λn>αA(t, s, λn, z). Aus
∅ 6= A(t, s, λn, z) ⊆ A(t, s, λn)
33
3.2 Superreplikation für Barriere- und Europäische Optionen
folgt, dass A(t, s, λn, z) als abgeschlossene Teilmenge einer kompakten Menge selbst
kompakt ist für alle n ∈ N. Also ist A(t, s, α, z) als Schnitt nichtleerer kompakter
Mengen ebenfalls kompakt und insbesondere nichtleer. Damit existiert ebenfalls ein
Portfolioprozess für (2.11).
Wir wollen nun zeigen, dass sich das Problem der Bestimmung der Kosten v(t, s, z)
mittels dynamischer Optimierung lösen lässt. Zunächst bemerken wir, dass ein dyna-
misches System gegeben ist. Der Zustand des Systems wird durch den Preisprozess S
beschrieben. Durch Zr(ω) wird die Entscheidungsvariable zum Zeitpunkt r modelliert,
wobei ein F-adaptierter, selbstfinanzierender Portfolioprozess Z eine zulässige Politik
darstellt. Schließlich sind die zufälligen Störungen gegeben durch ω ∈ Ω.
Wir betrachten nun die Superreplikationskosten(2.11)
v(t, s, z) = inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
fast sicher für ein
F-adaptiertes Z mit Zt = z
}
.
Diese können als Lösung des folgenden Optimierungsproblems dargestellt werden:
v(t, s, z) = min
Z adaptiert, Zt=z
y
Y t,s,y,Zτt,s(ω) (ω) ≥ g(τt,s(ω), S t,sτt,s(ω)(ω)) ∀ ω ∈ Ω
Die Nebenbedingungen lassen sich folgendermaßen umformen:
Y t,s,y,Zτt,s ≥ g(τt,s, S t,sτt,s)
⇔ y +
τt,s−h∑
k=t
Zk(Sk+h − Sk)−
τt,s∑
k=t+h
∆ZkΘ(k,∆Zk) ≥ g(τt,s, S t,sτt,s)
⇔ y ≥ g(τt,s, S t,sτt,s)−
τt,s−h∑
k=t
Zk(Sk+h − Sk) +
τt,s∑
k=t+h
∆ZkΘ(k,∆Zk).
Wir erhalten somit unser Kostenfunktion der Form (3.1):
Jt(s,Z ) = max
ω∈Ω
g(τt,s, S t,sτt,s)− τt,s−h∑
k=t
Zk(Sk+h − Sk) +
τt,s∑
k=t+h
∆ZkΘ(k,∆Zk)
 .
Es gilt J ∗t (s) := minZ adaptiert, Zt=z Jt(s,Z ) = v(t, s, z). Die Superreplikationskosten
v(t, s, z) lassen sich folglich mit dem Verfahren der dynamischen Programmierung
bestimmen.
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Wir wollen nun den Dynamic-Programming Algorithmus speziell für v(t, s, z) herlei-
ten. Dazu benötigen wir einige Eigenschaften der Superreplikationskosten, die im
Folgenden aufgezeigt werden.
3.2.2 Eigenschaften von v(t, s, z)
Wir wollen nun zeigen, dass die Superreplikationskosten v(t, s, z) konvex in der
Portfoliovariable z sind und eine alternative Darstellung dieser Kosten herleiten. Es
sei zuvor daran erinnert, dass die Konvexität der Funktion
R 3 υ 7→ υΘ(t, υ) ∈ R+
vorausgesetzt wurde. Die Notation aus dem vorangegangenen Kapitel wird beibehal-
ten. Mit υ wird also die Anzahl der vom Agenten gehandelten Anteile beschrieben.
Θ bezeichnet die Verlustfunktion.
Proposition 3.8
Für festes (t, s) ∈ [0,T )× R+ ist die Wertfunktion v(t, s, •) konvex in der Portfolio-
variable.
Beweis: Seien (t, s) ∈ [0,T )× R+, λ ∈ [0, 1] und z1, z2 ∈ R. Zu zeigen ist:
v(t, s, λz1 + (1− λ)z2) ≤ λv(t, s, z1) + (1− λ)v(t, s, z2).
Für i = 1, 2 setzen wir yi := v(t, s, zi). Nach Proposition 3.7 existiert ein F-adaptiertes
Z i mit Z it = zi und
Y t,s,yi ,Z iτt,s ≥ g(τt,s, S t,sτt,s)
für i = 1, 2. Wir definieren:
Zˆ := λZ 1 + (1− λ)Z 2.
Offenbar ist Zˆ ein F-adaptierter Prozess mit Zˆt = λz1 + (1− λ)z2. Außerdem gilt für
alle k > t:
∆Zˆk = Zˆk − Zˆk−h = λZ 1k + (1− λ)Z 2k − λZ 1k−h − (1− λ)Z 2k−h
= λ∆Z 1k + (1− λ)∆Z 2k
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Die Konvexität von υ 7→ υΘ(k, υ) impliziert daher:
∆ZˆkΘ(k,∆Zˆk) ≤ λ∆Z 1k Θ(k,∆Z 1k ) + (1− λ)∆Z 2k Θ(k,∆Z 2k ).
und es folgt:
Y t,s,λy1+(1−λ)y2,Zˆτt,s = λy
1 + (1− λ)y2 +
τt,s−h∑
k=t
(λZ 1k + (1− λ)Z 2k )(Sk+h − Sk)
−
τt,s∑
k=t+h
∆ZˆkΘ(k,∆Zˆk)
≥ λ(y1 +
τt,s−h∑
k=t
Z 1k (Sk+h − Sk)−
τt,s∑
k=t+h
∆Z 1k Θ(k,∆Z 1k ))
+(1− λ)(y2 +
τt,s−h∑
k=t
Z 2k (Sk+h − Sk)−
τt,s∑
k=t+h
∆Z 2k Θ(k,∆Z 2k ))
= λY t,s,y1,Z1τt,s + (1− λ)Y t,s,y
2,Z2
τt,s
≥ g(τt,s, S t,sτt,s).
Somit ist λy1 + (1− λ)y2 superreplizierend und es gilt
v(t, s, λz1 + (1− λ)z2) ≤ λy1 + (1− λ)y2
= λv(t, s, z1) + (1− λ)v(t, s, z2).
Es folgt, dass v(t, s, •) konvex in der Portfoliovariable ist.
Da die Portfoliovariable z beliebige Werte in R annehmen kann und konvexe Funk-
tionen stetig auf dem Inneren ihres Definitionsbereiches sind, ist v(t, s, •) stetig auf
R in der Portfoliovariable.
Mit Hilfe dieses Resultates können wir eine alternative Darstellung von v(t, s, z) in
Abhängigkeit einer beliebigen Stoppzeit η herleiten. Insbesondere für η = t + h kann
v(t, s, z) über einen Zeitschritt betrachtet werden.
Theorem 3.9
Für eine beliebige Stoppzeit η mit Werten in {t, t + h, . . . ,T} und s ∈ O erfüllen die
Superreplikationskosten
v(t, s, z) = inf
{
y : Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η} + v(η, S t,sη ,Z t,sη )1{τt,s>η}
für ein F-adaptiertes Z mit Zt = z
}
. (3.9)
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Beweis: Sei (t, s, z) ∈ [0,T )× R+ × R. Wir setzen
W (t, s, z) := inf
{
y : Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η} + v(η, S t,sη ,Z t,sη )1{τt,s>η}
für ein F-adaptiertes Z mit Zt = z
}
.
Zu zeigen ist demnach W (t, s, z) = v(t, s, z). Der Beweis verläuft in drei Schrit-
ten: zunächst ist es nötig zu zeigen, dass analog zu Proposition 3.7 ein Portfo-
lioprozess für W (t, s, z) existiert, danach beweisen wir W (t, s, z) ≥ v(t, s, z) und
W (t, s, z) ≤ v(t, s, z).
Um zu zeigen, dass das Infimum angenommen wird, können analoge Argumente wie
im Beweis von Proposition 3.7 verwendet werden. Wir setzten α := W (t, s, z). Man
sieht mit Hilfe von y = max
{
g
(
τt,s, S t,sτt,s
)
(ω) : ω ∈ Ω
}
+ zs und Zr ≡ z für alle
r ≥ t, dass α <∞ gilt.
Wir setzen nun
A(t, s, y, z) :=
{
Z F− adaptiert : Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η}
+v(η, S t,sη ,Z t,sη )1{τt,s>η}
}
Es ist zu zeigen, dass A(t, s, y, z) 6= ∅ gilt. Wir spalten A(t, s, y, z) auf, indem wir Ω
folgendermaßen zerlegen:
Ω1 = {ω ∈ Ω : τt,s(ω) ≤ η(ω)} Ω2 = {ω ∈ Ω : τt,s(ω) > η(ω)} .
Dann gilt A(t, s, y, z) = A1(t, s, y, z) ∪ A2(t, s, y, z) mit
A1(t, s, y, z) :=
{
Z F− adaptiert : Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η}
+v(η, S t,sη ,Z t,sη )1{τt,s>η} ∀ ω ∈ Ω1
}
und
A2(t, s, y, z) :=
{
Z F− adaptiert : Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η}
+v(η, S t,sη ,Z t,sη )1{τt,s>η} ∀ ω ∈ Ω2
}
.
Nach Proposition 3.7 ist klar, dass A1(t, s, y, z) nichtleer ist, sofern Ω1 6= ∅ gilt. Es
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bleibt zu zeigen, dass
A2(t, s, y, z) =
{
Z F− adaptiert : Y t,s,y,Zη∧τt,s ≥ v(η, S t,sη ,Z t,sη )︸ ︷︷ ︸
(?)
∀ ω ∈ Ω2
}
nichtleer ist, falls Ω2 6= ∅ gilt.
Dazu wollen wir erneut A2(t, s, y, z) als Schnitt kompakter nichtleerer Mengen dar-
stellen und betrachten eine monoton fallende Folge {λn}n∈N mit λn ↓ α. Es gilt
wiederum A2(t, s, α, z) = ⋂λn>αA2(t, s, λn, z). Die A2(t, s, λn, z) sind per Definition
nichtleer und zudem abgeschlossen, da v(t, s, •) nach Proposition 3.8 stetig ist. Die
Beschränktheit und somit nach Lemma 3.6 die Kompaktheit von A2(t, s, λn, z) ergibt
sich nun wie folgt:
Es sei Z ∈ A2(t, s, λn, z). Dann existiert nach (?) ein F-adaptierter Portfolioprozess
Z¯ mit
Y η,S
t,s
η ,Y t,s,y,zη ,Z¯
τ
η,St,sη
≥ g
(
τη,S t,sη , S
η,Sη
τ
η,St,sη
)
Die linke Seite lässt sich folgendermaßen darstellen:
Y η,S
t,s
η ,Y t,s,y,zη ,Z¯
τ
η,St,sη
= Y t,s,y,Zη +
τ
η,St,sη
−h∑
k=η
Z¯k(Sk+h − Sk)−
τ
η,St,sη∑
k=η+h
∆Z¯kΘ(k,∆Z¯k)
= y +
η−h∑
k=t
Zk(Sk+h − Sk)−
η∑
k=t+h
∆ZkΘ(k,∆Zk) +
τ
η,St,sη
−h∑
k=η
Z¯k(Sk+h − Sk)−
τ
η,St,sη∑
k=η+h
∆Z¯kΘ(k,∆Z¯k).
Im Beweis von Proposition 3.7 wurde bereits gezeigt, dass Z¯k für
k ∈ {η, η + h, . . . , τη,S t,sη } beschränkt sind. Induktiv folgt dann analog, dass Zk für
k ∈ {t, t + h, . . . , η} ebenfalls beschränkt sind.
Die Mengen A2(t, s, λn, z) sind somit kompakt und nichtleer; damit ist A2(t, s, α, z)
ist als Schnitt kompakter nichtleerer Mengen ebenfalls nichtleer, falls Ω2 6= ∅ gilt.
Da nun Ai(t, s, α, z) 6= ∅ für i = 1, 2 gilt, falls Ωi nichtleer ist, existiert ein optimaler
Portfolioprozess für W (t, s, z) und wir können mit dem nächsten Schritt des Beweises
fortfahren.
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Zuerst wird nun behauptet, dass v(t, s, z) ≤ W (t, s, z) gilt: Wir setzen
y := W (t, s, z). Dann existiert ein F-adaptiertes Z mit Zt = z und
Y t,s,y,Zη∧τt,s ≥ g
(
τt,s, S t,sτt,s
)
1{τt,s≤η} + v(η, S t,sη ,Z t,sη )1{τt,s>η}.
Sei ω ∈ Ω beliebig. Für η(ω) ≥ τt,s(ω) ergibt sich
Y t,s,y,Zτt,s (ω) ≥ g
(
τt,s, S t,sτt,s
)
(ω)
Umgekehrt impliziert η(ω) < τt,s(ω) : Y t,s,y,Zη (ω) ≥ v(η,S t,sη ,Z t,sη ). Dann existiert
ein F-adaptiertes Zˆ η(ω),Sη(ω) mit Zˆη(ω) = Z t,sη(ω) und
Y η(ω)Sη(ω),Y
t,s,y,Z
η (ω),Zˆ
τη(ω),Sη(ω)
≥ g
(
τη(ω),Sη(ω), Sτη(ω),Sη(ω)
)
.
Wir definieren:
Z¯s =
 Zs s ∈ [t, η]Zˆs s ∈ [η, τt,s].
Offenbar ist Z¯ ebenfalls F-adaptiert, es gilt Z¯t = z , und es folgt
Y t,s,y,Z¯τt,s ≥ g
(
τt,s, Sτt,s
)
.
Somit ist y superreplizierend und es gilt v(t, s, z) ≤ y = W (t, s, z).
Es bleibt zu zeigen, dass W (t, s, z) ≤ v(t, s, z) gilt. Wir setzen nun y := v(t, s, z).
Dann existiert ein F-adaptiertes Z mit Zt = z und Y t,s,y,Zτt,s ≥ g
(
τt,s, Sτt,s
)
.
Sei ω ∈ Ω beliebig. Für τt,s(ω) ≤ η(ω) folgt
Y t,s,y,Zτt,s∧η (ω) = Y
t,s,y,Z
τt,s (ω) ≥ g
(
τt,s, Sτt,s
)
(ω).
Andernfalls folgt für τt,s(ω) > η(ω)
Y
η(ω),Sη(ω),Y t,s,y,Zη(ω) ,Z
τη(ω),Sη(ω) = Y
t,s,y,z
τη(ω),Sη(ω)
≥ g
(
τη(ω),Sη(ω), Sτη(ω),Sη(ω)
)
und Y t,s,y,Zη(ω) ≥ v (η(ω), Sη(ω),Z t,s(ω)) also v(t, s, z) ≥W (t, s, z).
Es gilt also v(t, s, z) = W (t, s, z). Damit folgt die Darstellung (3.9) und die Behaup-
tung ist bewiesen.
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Wir haben nun eine Darstellung von (2.11) erhalten, die von einer beliebigen Stoppzeit
η abhängig ist. Insbesondere lassen sich damit die Superreplikationskosten über einen
Zeitschritt betrachten und wir können einen Dynamic-Programming Algorithmus
herleiten.
3.2.3 Superreplikationskosten
Betrachtet wird eine Europäische Option mit Auszahlung f ; es gilt also τt,s = T . Sei
t ∈ {0, h, . . . ,T −h}. Für η = t +h ergibt sich aus Theorem 3.9 folgende Darstellung:
v(t, s, z) = min y
y + zs(u − 1)− (zu − z)Θ(t + h, zu − z) ≥ v(t + h, su, zu)
y + zs(d − 1)− (zd − z)Θ(t + h, zd − z) ≥ v(t + h, sd, zd)
wobei zu bzw zd den Wert Zt+h abhängig davon beschreiben, ob der Aktienpreis sich
nach oben oder unten entwickelt. Wir führen die Notation zu = z + a, zd = z + b
ein, wobei a, b ∈ R gilt. Die obige Darstellung kann folgendermaßen umformuliert
werden:
v(t, s, z) = max
(
min
a
{v(t + h, su, z + a)− zs(u − 1) + aΘ(t + h, a)},
min
b
{v(t + h, sd, z + b)− zs(d − 1) + bΘ(t + h, b)}
)
(3.10)
für t < T , v(T , s, z) = f (T , s) für alle s ∈ (0,∞), z ∈ R.
Nun wird eine Barriere-Option betrachtet, die durch die offene Menge O und Aus-
zahlung g charakterisiert ist. Falls s /∈ O, folgt v(t, s, z) = g(t, s). Andernfalls gilt
τt,s > t. Betrachtet wird wieder der Fall η = t + h. Der Aktienpreis kann sich also
entweder nach oben entwickeln (St+h = su) oder nach unten (St+h = sd). O.B.d.A.
wird der erste Fall betrachtet:
Für su /∈ O folgt τt,s = t + h und v(t + h, su, z) = g(t + h, su) Um die Superreplikati-
onskosten v(t, s, z) zu bestimmen, suchen wir das kleinste y, sodass
Y t,s,y,zt+h = y + zs(u − 1)− (zu − z)Θ(t + h, zu − z) ≥ g(t + h, su) = v(t + h, su, zu)
gilt. Für su ∈ O folgt τt,s > t + h und wir erhalten als Nebenbedingung für die
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Superreplikationskosten nach Theorem 3.9 ebenfalls
y + zs(u − 1)− (zu − z)Θ(t + h, zu − z) ≥ v(t + h, su, z).
Analog kann im Fall einer Down-Bewegung des Aktienpreises vorgegangen werden.
Für Barriere-Optionen erhält man also genau wie für Europäische Optionen
v(t, s, z) = max
(
min
a
{v(t + h, su, z + a)− zs(u − 1) + aΘ(t + h, a)},
min
b
{v(t + h, sd, z + b)− zs(d − 1) + bΘ(t + h, b)}
)
.
Es gilt zudem
v(T , s, z) = g(T , s) für alle s ∈ O und z ∈ R.
3.3 Superreplikation für Amerikanische Optionen
Wir wollen nun einen Weg finden, die Superreplikationskosten für Amerikanische
Optionen zu bestimmen. Wir betrachten eine Amerikanische Option, die durch die
Abbildung
H : [0,T ]× R+ → R mit H(t, s) ≥ 0
charakterisiert wird. DurchH(t, St) wird die Auszahlung aus der Option im Zeitpunkt
t bei einem Aktienpreis St beschrieben. Offenbar gilt τt,s = T . Im Unterschied zur
Europäischen Option kann der Käufer der Option diese jederzeit einlösen. Das
bedeutet, dass das Superreplikationsportfolio nicht nur zur Endfälligkeit T , sondern
zu jedem Zeitpunkt zwischen t und T einen größeren Wert (oder den gleichen Wert)
haben muss wie die Option. Wir erhalten:
φA(t, s) = inf
{
y : Y t,s,y,Zr ≥ H (r , Sr) ∀ t ≤ r ≤ T für ein F-adaptiertes Z
}
(3.11)
vA(t, s, z) = inf
{
y : Y t,s,y,Zr ≥ H (r , Sr) ∀ t ≤ r ≤ T für ein F-adaptiertes Z
mit Zt = z
}
. (3.12)
Es gilt offenbar
φA(t, s) = infz vA(t, s, z).
Ist vA(t, s, z) für alle z bekannt, kann also auch φA(t, s) bestimmt werden. Wir wollen
im Folgenden die Resultate für Barriere- und Europäische Optionen anpassen, um
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einen Dynamic-Programming Algorithmus für Amerikanische Optionen zu erhalten.
Um zu zeigen, dass für beide Superreplikationsprobleme ein optimales Portfolio
existiert, kann der Beweis von Proposition 3.7 identisch übertragen werden.
Zudem ist erneut ein dynamisches System gegeben, wobei Zustand des Systems
und Entscheidungsvariable analog durch Preisprozess und Portfolioprozess gegeben
sind. Die Schwierigkeit einer Amerikanischen Option besteht darin, dass der Agent
nicht weiß, zu welchem Zeitpunkt die Option eingelöst werden wird. Es tritt folglich
neben ω ∈ Ω eine zusätzliche zufällige Störung auf. Diese soll durch die Variable
ξ = (ξ0, ξh, . . . , ξT ) ∈ {0, 1}N+1 modelliert werden. Es gelte dabei:
ξT = 1 und ξt = 1, falls ein 0 ≤ r ≤ t existiert mit ξr = 1.
Die Idee ist, dass ξt den Wert 0 annimmt, wenn die Option noch nicht eingelöst
wurde. Der Zeitpunkt des Einlösens wird demzufolge mit
min{t ∈ {0, h, . . . ,T} : ξt = 1}
beschrieben. Zu allen Folgezeitpunkten muss ξt dann ebenfalls den Wert 1 annehmen,
da die Option bereits eingelöst wurde. Die Menge aller solcher Variablen ξ wird mit
Ξ notiert. Die zufällige Störung nimmt nun die Gestalt (ω, ξ) ∈ Ω× Ξ an.
Die Superreplikationskosten (3.12) können nun als die Lösung des folgenden Opti-
mierungsproblems dargestellt werden:
vA(t, s, z) = minZ adaptiert ,Zt=z y
Y t,s,y,Zr (ω) ≥ H(r , S t,sr (ω)) ∀ ω ∈ Ω, r ∈ {t, t + h, . . . ,T}.
Wir formen die Nebenbedingungen wie folgt um:
Y t,s,y,Zr ≥ H(r , S t,sr ) ∀ r ∈ {t, t + h, . . . ,T}
⇔ y +
r−h∑
k=t
Zk(Sk+h − Sk)−
r∑
k=t+h
∆ZkΘ(k,∆Zk) ≥ H(r , S t,sr ) ∀ r ∈ {t, t + h, . . . ,T}
⇔ y ≥ H(r , S t,sr )−
r−h∑
k=t
Zk(Sk+h − Sk) +
r∑
k=t+h
∆ZkΘ(k,∆Zk) ∀ r ∈ {t, . . . ,T}
⇔ y ≥ H(ξ∗, S t,sr )−
ξ∗−h∑
k=t
Zk(Sk+h − Sk) +
ξ∗∑
k=t+h
∆ZkΘ(k,∆Zk) ∀ ξ ∈ Ξ,
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wobei ξ∗ durch
ξ∗ := min{r ∈ {t, t + h, . . . ,T} : ξr = 1}
gegeben sei. Wir erhalten somit die Kostenfunktion der Form (3.1)
AJt(s,Z ) = max
(ω,ξ)∈Ω×Ξ
H(ξ∗, S t,sr )− ξ
∗−h∑
k=t
Zk(Sk+h − Sk) +
ξ∗∑
k=t+h
∆ZkΘ(k,∆Zk)
 .
Das Verfahren der dynamischen Programmierung ist somit auch auf die Bestimmung
der Superreplikationskosten für Amerikanische Optionen anwendbar.
Setzen wir die Konvexität von υ 7→ υΘ(t, υ) weiterhin voraus, bleibt auch die
Konvexität von v(t, s, z) erhalten. Für den Beweis muss nur im Beweis von Proposition
3.8 die Stoppzeit τt,s durch einen beliebigen Zeitpunkt r ∈ {t, t + h, . . . ,T} ersetzt
werden.
Theorem 3.10
Für eine beliebige Stoppzeit η mit Werten in {t, t + h, . . . ,T} erfüllen die Superrepli-
kationskosten
vA(t, s, z) = inf
{
y : Y t,s,y,Zr ≥ vA
(
r , S t,sr ,Zr
)
∀ t < r ≤ η und y ≥ H(t, s)
für ein F-adaptiertes Z mit Zt = z
}
. (3.13)
Beweis: Sei (t, s, z) ∈ [0,T )× R+ × R. Wir setzen
W (t, s, z) := inf
{
y : Y t,s,y,Zr ≥ vA
(
r , S t,sr ,Zr
)
∀ t < r ≤ η und y ≥ H(t, s)
für ein F-adaptiertes Z mit Zt = z
}
.
Es ist zu zeigen, dass W (t, s, z) = vA(t, s, z) gilt. Um zu zeigen, dass das Infimum
angenommen wird, kann der Beweis von Proposition 3.9 übertragen werden, indem
statt der Stoppzeit τt,s ein beliebiger Zeitpunkt r ∈ {t, t + h, . . . ,T} betrachtet wird.
Zuerst zeigen wir, dass vA(t, s, z) ≤W (t, s, z) gilt: Dazu setzen wir y := W (t, s, z).
Dann existiert ein F-adaptierter Portfolioprozess Z mit Zt = z und
y ≥ H(t, s); Y t,s,y,Zr ≥ vA
(
r , S t,sr ,Zr
)
für alle t < r ≤ η.
Nach Definition von vA existiert somit auch ein F-adaptierter Portfolioprozess Zˆ mit
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Zˆr = Z t,sr und
Y r ,S
t,s
r ,Y t,s,y,Zr ,Zˆ
ρ ≥ H
(
ρ, S r ,S
t,s
r
ρ
)
für alle η ≥ ρ ≥ r > t.
Mit ρ = r gilt insbesondere Y t,s,y,Zˆr ≥ H(r ,S t,sr ) für alle η ≥ r > t. Damit ist y
superreplizierend mit dem F-adaptierten Portfolioprozess Z¯
Z¯r =
 Zr r = tZˆr r > t
und es folgt W (t, s, z) = y ≥ vA(t, s, z).
Es bleibt zu zeigen, dass W (t, s, z) ≤ vA(t, s, z) gilt. Wir setzen y := vA(t, s, z). Dann
existiert ein F-adaptierter Portfolioprozess Z t,s mit Zt = z und
Y t,s,y,Zr ≥ H
(
r , S t,sr
)
für alle t ≤ r ≤ T .
Insbesondere folgt für r = t, dass y ≥ g(t, s) gilt. Für T ≥ ρ ≥ r > t schließen wir
Y r ,S
t,s
r ,Y t,s,y,Zr ,Z
ρ = Y t,s,y,Zρ ≥ H
(
ρ, S t,sρ
)
= H
(
ρ, S r ,S
t,s
r
ρ
)
Somit gilt Y t,s,y,Zr ≥ vA (r , S t,sr ,Zr) für alle t < r ≤ η, also v(t, s, z) = y ≥W (t, s, z).
Wir erhalten vA(t, s, z) = W (t, s, z) und es folgt die Darstellung (3.13).
Die Resultate für Barriere- und Europäisch Optionen können also für Amerikanische
Optionen angepasst werden. Zu klären bleibt noch, welche Gestalt die Gleichungen
(3.7) und (3.8) des Dynamic-Programming Algorithmus hier annehmen.
Die Gleichung (3.7) erhalten wir mit
vA(T , ST ,ZT ) = H(T , ST ).
Sei nun t ∈ {0, h, . . . ,T − h}. Aus Theorem 3.10 erhalten wir für η = t + h:
vA(t, s, z) = min y
y ≥ H(t, s)
y + z(St+h − s)− (Zt+h − z)Θ(t + h,Zt+h − z) ≥ vA
(
t + h, S t,st+h,Zt+h
)
.
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Für (3.8) erhalten wir also bei Beibehaltung der Notation des vorherigen Abschnittes:
vA(t, s, z) = max
(
H(t, s), min
a
{
v(t + h, su, z + a)− zs(u − 1) + aΘ(t + h, a)
}
,
min
b
{
v(t + h, sd, z + b)− zs(d − 1) + bΘ(t + h, b)
})
.
(3.14)
Auf der Basis der Gleichungen (3.10) und (3.14) kann nun für die drei betrachteten
Optionsarten ein Algorithmus entwickelt werden, um die Superreplikationskosten zu
bestimmen. Diesem Gegenstand widmet sich das nächste Kapitel.
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4 Implementierung des Algorithmus und Beispiele
4.1 Der Algorithmus
Im Folgenden wollen wir auf der Basis der vorangegangenen Resultate einen Algorith-
mus entwickeln, um die Superreplikationskosten für die verschiedenen Optionsarten
zu bestimmen.
Wir betrachten zunächst eine Barriere-Option charakterisiert durch die offene Menge
O und die Auszahlung g. Die Europäische Option kann nach Beispiel 2.16 als spezielle
Barriere-Option dargestellt werden. Die Superreplikationskosten haben dann die
Gestalt (2.10)
φ(t, s) := inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z
}
.
Dabei bezeichnet t ∈ {0, h, . . . ,T} den Startzeitpunkt und s ∈ R+ \ {0} den auf dem
Markt beobachteten Preis pro Anteil des riskanten Assets zum Startzeitpunkt t. Die
Stoppzeit τt,s ist gegeben durch
τt,s := inf{r ∈ [t,T ] : S t,sr /∈ O} ∧ T
Wird zusätzlich die Abhängigkeit von der Portfolioposition z ∈ R zum Startzeitpunkt
t eingeführt, erhält man die Superreplikationskosten (2.11)
v(t, s, z) := inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
.
Es genügt, einen Algorithmus zur Bestimmung von (2.11) anzugeben, denn (2.10)
kann dann über (2.12)
φ(t, s) = inf
z∈R
v(t, s, z).
bestimmt werden. Wir halten uns dabei weiterhin an die Vorgehensweise von Gökay
und Soner [7].
Für das weitere Vorgehen ist es erforderlich die Verlustfunktion Θ zu kennen. Wir
betrachten eine Preisfunktion der Gestalt:
S(r , Sr , υ) = Sr + Λυ
für alle r ∈ {t, t + h, . . . ,T} mit Λ > 0. Dabei spiegelt S(r ,Sr , υ) denjenigen Preis
wider, den ein Agent auf dem Markt zum Zeitpunkt r für einen Aktienanteil bei
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insgesamt υ vom Agenten gehandelten Anteilen bezahlen muss beziehungsweise erhält.
Der Parameter Λ wird als Liquiditätsparameter bezeichnet. Die Verlustfunktion Θ
ist nach Definition 2.20 gegeben durch
Θ(r , υ) := S(r , Sr , υ)− Sr = Λυ
für alle r ∈ {t, t + h, . . . ,T}. Durch Λυ werden folglich die Liquiditätskosten pro
Aktienanteil bei υ gehandelten Anteilen beschrieben. Wir bemerken, dass dann die
gesamten Liquiditätskosten für den Handel mit υ Anteilen
υ 7→ υΘ(r , υ) = Λυ2
offenbar konvex sind.
Wir werden uns nun zunächst der allgemeinen Vorgehensweise des Algorithmus
widmen und danach auf die Hauptprobleme bei der Implementierung eingehen. Aus-
wertung des Algorithmus und Beispiele folgen in den kommenden Abschnitten.
Der Algorithmus verfährt rückwärts in der Zeit. Das heißt, zunächst werden die
Superreplikationskosten im Zeitpunkt T bestimmt, anschließend die Superreplika-
tionskosten im Zeitpunkt T − h, bis die Superreplikationskosten im Zeitpunkt t
bestimmt werden können. Der Algorithmus startet folglich im Zeitpunkt T . Wir
setzen
v(T , ST , z) = g(T , ST )
für alle Portfoliopositionen z und alle möglichen Aktienpreise ST . Des Preisprozess
S des auf dem Markt beobachteten Aktienpreises pro Anteil des riskanten Assets
wird durch ein Binomialmodell beschrieben. Es gilt T = Nh = t + nh für ein
n ∈ {1, . . . ,N}. Folglich ergeben sich die möglichen Aktienpreise ST zum Zeitpunkt
T nach (2.1) durch
ST (ω) = St+nh(ω) = sukdn−k für ein k ∈ {0, 1, . . . , n}.
Dabei bezeichnet s ∈ R+ \ {0} den Aktienpreis zum Startzeitpunkt der Betrachtung
t und 0 < d < 1 < u den down- beziehungsweise up-Faktor.
Betrachten wir nun den Rekursionsschritt: Sei r ein beliebiger Zeitpunkt aus
{t, t + h, . . . ,T − h}. Gegeben seien die Lösungen der Bellmanschen Gleichungen ab
Zeitpunkt r + h bis Zeitpunkt T . Es gilt r = t + nh für ein n ∈ {0, 1, . . . ,N − 1}.
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Für die möglichen Aktienpreise zum Zeitpunkt r gilt also
Sr(ω) = St+nh(ω) = sukdn−k für ein k ∈ {0, 1, . . . , n}.
Für alle möglichen Aktienpreise Sr und alle Portfoliopositionen z ∈ R werden im
Rekursionsschritt die Superreplikationskosten v(r ,Sr , z) bestimmt. Dabei wurden
die Superreplikationskosten v(r + h, Sr+h, z¯) im Folgezeitpunkt r + h für alle mögli-
chen Aktienpreise Sr+h und alle Portfoliopositionen z¯ durch den vorangegangenen
Rekursionsschritt bereits bestimmt. Wir verfahren nun folgendermaßen:
1. Fall: Sr /∈ O. Wir setzen v(r , Sr , z) = g(r , Sr) für alle Portfoliopositionen z .
2. Fall: Sr ∈ O. Durch Theorem 3.9 haben wir die Bestimmungsgleichung (3.10)
erhalten:
v(r , Sr , z) = max
(
min
a
{v(r + h, Sru, z + a)− zSr(u − 1) + aΘ(r + h, a)},
min
b
{v(r + h, Srd, z + b)− zSr(d − 1) + bΘ(r + h, b)}
)
.
Der von uns betrachtete Preis, den ein Agent bei einem Handel von υ ∈ R Anteilen
des riskanten Assets pro Anteil zum Zeitpunkt r bei auf dem Markt beobachteten
Aktienpreis Sr zu bezahlen hat, ist geben durch
S(r , Sr , υ) := Sr + Λυ
mit dem Liquiditätsparameter Λ > 0. Die daraus resultierende Verlustfunktion setzen
wir in die Bestimmungsgleichung (3.10) ein und erhalten
v(r , Sr , z) = max
(
min
a
{v(r + h, Sru, z + a)− zSr(u − 1) + a2Λ},
min
b
{v(r + h, Srd, z + b)− zSr(d − 1) + b2Λ}
)
. (4.1)
Zunächst werden die Minimierungsprobleme
v(r + h, Sru, z + a)− zSr(u − 1) + a2Λ −→ mina !
und
v(r + h, Srd, z + b)− zSr(d − 1) + b2Λ −→ minb !
gelöst. Der jeweils mittlere Summand der Zielfunktionen ist unabhängig von a
beziehungsweise b. Wir bestimmen zunächst die Optimalstelle, daher betrachten wir
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das Problem
v(r + h, Sr+h, ξ) + (ξ − z)2Λ −→ arg min
ξ
! (4.2)
für alle möglichen Aktienpreise Sr+h im Zeitpunkt r + h bei Aktienpreis Sr im
Zeitpunkt r . Dabei ist die Funktion v(r + h,Sr+h, ξ) aus dem vorangegangenen
Schritt bekannt. Die Optimalstelle von (4.2) bezeichnen wir mit z∗(r + h, Sr+h, z). Er
beschreibt die optimale Portfolioposition des Agenten zum Zeitpunkt r + h, wenn der
Aktienpreis Sr+h beträgt und im vorangegangenen Zeitpunkt r die Portfolioposition
des Agenten z betrug.
Nachdem die optimalen Portfoliopositionen z∗(r + h,Sr+h, z) im Zeitpunkt r + h
für den Aktienpreis Sr+h für alle anfänglichen Portfoliopositionen z auf diese Weise
bestimmt wurden, kann damit
min
ξ
{
v(r + h, Sr+h, ξ)− z(Sr+h − Sr) + (ξ − z)2Λ
}
ermittelt werden, da z∗(r + h, Sr+h, z) die Optimalstelle ist. Mit (4.1) ergeben sich
somit die Superreplikationskosten durch
v(r , Sr , z) =
max
(
v(r + h, Sru, z∗(r + h, Sru, z))− zSr(u − 1) + (z∗(r + h, Sru, z)− z)2Λ,
v(r + h, Srd, z∗(r + h, Srd, z))− zSr(d − 1) + (z∗(r + h, Srd, z)− z)2Λ
)
.
(4.3)
für alle Portfoliopositionen. Der Rekursionsschritt ist beendet.
Der Algorithmus endet, wenn der Startzeitpunkt der Betrachtung t erreicht ist, mit
der Ausgabe der Superreplikationskosten v(t, s, z).
Die bisherigen Betrachtungen lassen sich im folgenden Strukturdiagramm zusam-
menfassen.
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Start: v(T , ST , z) = g(T , ST ) ∀ ST , z
r = T − h, . . . , t % r = t + nh
m = 0, 1, . . . , n
Sr = sumdn−m
1. Fall: Sr /∈ O
v(r , Sr , z) = g(r , Sr) ∀z
2. Fall: Sr ∈ O
1.Schritt:
z∗(r + h, Sr+h, z) = arg minξ v(r + h, Sr+h, ξ) + (ξ − z)2Λ
2.Schritt:
v(r , Sr , z) = max
(
v(r + h, Sru, z∗(r + h, Sru, z))− zSr(u − 1)
+(z∗(r + h, Sru, z)− z)2Λ,
v(r + h, Srd, z∗(r + h, Srd, z))− zSr(d − 1)
+(z∗(r + h, Srd, z)− z)2Λ
)
Ausgabe: v(t, s, z)
Wir wollen uns nun den Eigenschaften der Implementierung des Algorithmus in
MATLAB zuwenden. Das Hauptproblem bei der Implementierung besteht in der
Modellierung der Portfoliovariable z ∈ R und der Bestimmung der optimalen Portfo-
lioposition z∗ ∈ R.
Für die Implementierung des Algorithmus geben wir uns ein diskretes Gitter vor, in
dem alle Portfoliopositionen z liegen können. Die Gittergröße betrage dabei ∆z > 0,
das heißt jede Portfolioposition liegt in der Menge
G = {a, a + ∆z , a + 2∆z , . . . , b} (4.4)
für ein a, b ∈ R mit a < b.
Sei nun r ∈ {t, t + h, . . . } derjenige Zeitpunkt, in dem sich der Algorithmus gerade
befindet. Wir bestimmen die optimale Portfolioposition z∗(r + h,Sr+h, z) im Zeit-
punkt r + h in Abhängigkeit der Portfolioposition im aktuellen Zeitpunkt r und des
Aktienpreises im Zeitpunkt r + h wie folgt:
Es gilt
z∗(r + h, Sr+h, z) = arg min
ξ
v(r + h, Sr+h, ξ) + Λ(ξ − z)2,
wobei z die Portfolioposition in r beschreibt. Die Superreplikationskosten
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v(r + h,Sr+h, ξ) im Zeitpunkt r + h wurden im vorangegangenen Schritt des Al-
gorithmus für alle Portfoliopositionen ξ ∈ R berechnet. Aus der Gestalt von (4.1)
folgt, dass v(r , s, z) in der Portfoliovariable z stückweise differenzierbar ist. Aus der
Bedingung erster Ordnung ergibt sich
z = G (r + h, Sr+h, z∗(r + h, Sr+h, z)) fürG(r , s, ξ) =
1
2Λvξ(r , s, ξ) + ξ
Die Konvexität von v(r , s, •) impliziert, dass
Gξ(r , s, ξ) =
1
2Λvξξ(r , s, ξ) + 1 > 0
gilt, also G(r , s, •) eine monoton wachsende Funktion ist.
Um die optimale Portfolioposition z∗(r + h, Sr+h, z) zu bestimmen, führen wir nun
eine Dummy-Variable ξ¯ ein und starten einen Suchalgorithmus: Da z∗(r + h, Sr+h, z)
gemäß Voraussetzung nur Werte im Gitter G annehmen kann, starten wir bei einem
Anfangswert ξ¯ und erhöhen diesen um ∆z , bis
G
(
r + h, Sr+h, ξ¯
)
≤ z < G
(
r + h, Sr+h, ξ¯ + ∆z
)
erfüllt ist.
Wegen der Monotonie von G in der Portfoliovariable folgt nun, dass die Suche nach
der optimalen Portfolioposition im Zeitpunkt r +h nicht immer bei dem Anfangswert
ξ¯ = a begonnen werden muss. Stattdessen wird die Suche nach z∗(r +h, Sr+h, z + ∆z)
bei ξ¯ = z∗(r + h, Sr+h, z) begonnen, wenn z∗(r + h, Sr+h, z) bekannt ist.
Haben wir nun die optimalen Portfoliopositionen z∗(r + h, Sr+h, z) erhalten, werden
die Superreplikationskosten über (4.3) bestimmt. Der Rekursionsschritt ist damit
beendet.
Der Algorithmus endet im Startzeitpunkt der Betrachtung t und gibt die Superrepli-
kationskosten v(t, s, z) zu diesem Zeitpunkt bei einem auf dem Markt beobachteten
Akteinpreis s pro Anteil und der anfänglichen Portfolioposition z aus.
Betrachten wir nun eine Amerikanische Option mit Auszahlung H. Um den Algo-
rithmus anzupassen, sind nur wenige Modifikationen nötig.
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Der Algorithmus verfährt ebenfalls rückwärts in der Zeit. Er startet im Zeitpunkt
T und endet im Startzeitpunkt der Betrachtung t. Um den Algorithmus zu starten,
setzen wir
vA(T , ST , z) = H(T , ST )
für alle möglichen Aktienpreise ST und alle Portfoliopositionen z .
Sei nun r ∈ {t, t + h, . . . ,T − h}. Ziel des Rekursionsschrittes ist es, die Superrepli-
kationskosten v(r , Sr , z) im Zeitpunkt r für alle möglichen Aktienpreise Sr und alle
Portfoliopositionen z zu bestimmen. Mit (3.14) erhalten wir die Bestimmungsglei-
chung
vA(r , Sr , z) = max
(
H(r , Sr), mina
{
v(r + h, Sru, z + a)− zSr(u − 1) + a2Λ
}
,
min
b
{
v(r + h, Srd, z + b)− zSr(d − 1) + b2Λ
})
.
Das weitere Vorgehen ergibt sich analog zu den Barriere- und Europäischen Optio-
nen. Zunächst wird, für den Fall das die Option nicht eingelöst wird, die optimale
Portfolioposition z∗(r +h, Sr+h, z) im Zeitpunkt r +h für alle möglichen Aktienpreise
Sr+h und alle Portfoliopositionen z im Zeitpunkt r mit Hilfe
z∗(r + h, Sr+h, z) = arg min
ξ
v(r + h, Sru, ξ) + (ξ − z)2Λ
ermittelt. Danach werden die Superreplikationskosten durch
vA(r , Sr , z) = max
(
H(r , Sr), v(r + h, Sru, z∗(r + h, Sru, z))− zSr(u − 1)
+ (z∗(r + h, Sru, z)− z)2Λ,
v(r + h, Srd, z∗(r + h, Srd, z))− zSr(d − 1)
+ (z∗(r + h, Srd, z)− z)2Λ
)
.
bestimmt.
Der Algorithmus endet im Zeitpunkt t mit der Ausgabe der Superreplikationskos-
ten v(t, s, z). Die Implementierung erfolgt analog zu Barriere- und Europäischen
Optionen. Auch hier lassen sich die Betrachtungen durch ein Strukturdiagramm
zusammenfassen:
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Start: vA(T , ST , z) = H(T , ST ) ∀ ST , z
r = T − h, . . . , t %r = t + nh
m = 0, 1, . . . , n
1.Schritt:
z∗(r + h, Sr+h, z) = arg minξ v(r + h, Sr+h, ξ) + (ξ − z)2Λ
2.Schritt:
vA(r , Sr , z) = max
(
H(r , Sr), v(r + h, Sru, z∗(r + h, Sru, z))
−zSr(u − 1) + (z∗(r + h, Sru, z)− z)2Λ,
v(r + h, Srd, z∗(r + h, Srd, z))
−zSr(d − 1) + (z∗(r + h, Srd, z)− z)2Λ
)
Ausgabe: vA(t, s, z)
Die Implementierung verläuft analog zu Barriere- und Europäischen Optionen.
4.2 Bemerkungen zur vorliegenden Implementierung
Es liegt eine Implementierung des Algorithmus in MATLAB vor. Hier wird ein Markt
mit jährlicher Fälligkeit T = 1 und Startzeitpunkt t = 0 betrachtet. Diese Daten
können jedoch leicht im Quellcode modifiziert werden. Die Anzahl der Handlungs-
zeitpunkte N , sowie der Liquiditätsparameter Λ kann frei gewählt werden, ebenso
der Aktienpreis zum Startzeitpunkt s. Die Gestalt des up- und down-Faktors ist in
der Implementierung wie folgt festgelegt:
Bei der Wahl muss u > 1 > d > 0 eingehalten werden. Wir halten uns an Gökay
und Soner und wählen analog:
u := exp
(
σ
√
h
)
und d := exp
(
−σ
√
h
)
.
Dabei ist h > 0 wie zuvor die Schrittweite. Durch σ werde die Volatilität der Aktie
beschrieben. Mit dieser Wahl des up- und down-Faktors gilt ud = 1. Der Wert der
Volatilität kann frei gewählt werden.
Des weiteren können die Superreplikationskosten für drei verschiedene Optionsarten
berechnet werden: Europäische Call-Optionen, Amerikanische Call-Optionen und
Barriere-Optionen. Als Barriere-Option wurde in der Implementation ein Up-and-out-
Call gewählt. Es ist der Strike und gegebenenfalls die Barriere der Option anzugeben.
Der Wert der anfänglichen Portfolioposition z im Startzeitpunkt t = 0 ist im Quell-
code auf z = 0 gesetzt. Auch das kann leicht modifiziert werden. Anzugeben ist
53
4.3 Beispiel für eine Europäische Option
zuletzt noch der Start- und Endwert des Gitters, in dem sich alle Portfoliopositionen
befinden, um eine möglichst schnelle Suche zu gewährleisten. Ist das Gitter zu klein
gewählt, wird eine Fehlermeldung ausgegeben. Die Gitterweite ist auf ∆z = 0.001
gesetzt.
Das Programm liefert die Superreplikationskosten zu den eingegebenen Daten, sowie
für einen zufälligen Pfad ω eine grafische Darstellung der Aktienpreisentwicklung
und der dazugehörigen Hedgingstrategie.
Wir wollen nun einige Beispiele vorstellen und die Ergebnisse präsentieren, die mit
Hilfe der vorliegenden Implementierung in MATLAB erzielt wurden. Für alle Beispiele
betrachten wir einen Markt mit jährlicher Fälligkeit T = 1. Der Startzeitpunkt sei
t = 0. Zu diesem Zeitpunkt betrage der auf dem Markt beobachtete Aktienpreis
s = 1 und die Volatilität der Aktie sei gegeben durch σ = 0.25. Wir starten mit
z = 0 Anteilen des riskanten Assets im Portfolio.
4.3 Beispiel für eine Europäische Option
Wir wollen nun den Algorithmus für eine Europäische Option ausführen. Wir be-
trachten dazu einen Markt mit N = 65 Zeitschritten. Der Liquiditätsparameter
betrage Λ = 0.03. Wir geben uns ein Beispielszenario durch einen Beispielpfad
ω vor. Durch das Binomialmodell ist dann die Entwicklung des auf dem Markt
beobachteten Preises pro Aktienanteil gegeben. Zunächst wollen wir den gleichen
Beispielpfad betrachten wie Gökay und Soner [7] für eine Europäische Option. Die
folgende Abbildung zeigt die Realisierung des Preisprozesses St für diesen Pfad ω:
Abbildung 4: Aktienpreisentwicklung Europäische Option I
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In diesem Beispiel wählen wir nun eine Europäische Call-Option mit Strike Preis
K = 0.85. Das Portfolio beinhalte zum Startzeitpunkt Z0 = 0 Aktienanteile. Wir
geben uns eine Gittergröße ∆z = 0.001 vor. Die diskretisierten Portfoliowerte z
liegen im Intervall [0, 1.5]. Der Algorithmus liefert nun die folgende Strategie zum
Absichern der Option:
Abbildung 5: Hedgingstrategie Europäische Option I
Die Abbildung zeigt, wie für den Pfad ω die Portfolioposition zu den verschiedenen
Zeitpunkten gemäß dem Algorithmus gewählt werden sollte. Die Ergebnisse stimmen
offenbar überein. Die Superreplikationskosten zum Startzeitpunkt t = 0 betragen
v(0, 1, 0) = 0.2354.
Es ist ebenso möglich die Option auf einem Markt mit mehr Zeitschritten zu be-
trachten. Wählen wir beispielsweise N = 100 und ändern die übrigen Daten nicht.
Wir betrachten für den Aktienpreis den folgenden Beispielpfad:
Abbildung 6: Aktienpreisentwicklung Europäische Option II
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Abbildung 7 zeigt die Absicherungsstrategie zum Pfad aus Abbildung 6.Wir erhalten
pfadunabhängig v(0, 1, 0) = 0.23 für die Superreplikationskosten.
Abbildung 7: Hedgingstrategie Europäische Option II
4.4 Beispiel für eine Barriere-Option
Widmen wir uns nun der Barriere-Option. Dazu betrachten wir einen Markt mit
N = 72 Zeitschritten. Der Liquiditätsparameter betrage Λ = 0.01. Zunächst wollen
wir wieder das Beispiel von Gökay und Soner [7] betrachten. Die folgende Abbildung
zeigt den dazu zu betrachtenden Pfad der Aktienpreisentwicklung:
Abbildung 8: Aktienpreisentwicklung Barriere-Option I
Die betrachtete Option ist ein up-and-out-Call und mit Strikepreis K = 0.9 und
Barriere B = 1.55. Für die Superreplikationskosten erhalten wir v(0, 1, 0) = 0.1534.
Für den Beispielpfad aus Abbildung 8 erhalten wir die folgende Hedging Strategie:
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Abbildung 9: Hedgingstrategie Barriere-Option I
Auch hier stimmen die Ergebnisse offenbar überein. Wir wollen nun die Situation
betrachten, dass die Barriere nahe dem Strike-Preis liegt. Steigt der Aktienpreis
nicht über die Barriere, ist diese Situation schwierig zu hedgen, wie wir im Folgenden
verdeutlichen wollen. Dazu betrachten wir weiterhin den Beispielpfad aus Abbildung
8. Jedoch setzen wir den Strike-Preis auf K = 1.3 und die Barriere auf B = 1.52.
Der Aktienpreis im betrachteten Szenario bewegt sich hauptsächlich zwischen diesen
Werten und immer unterhalb der Barriere. Die folgende Abbildung zeigt nun die
Hedgingstrategie:
Abbildung 10: Hedgingstrategie Barriere-Option II
4.5 Beispiel für eine Amerikanische Option
Betrachten wir nun eine Amerikanische Call-Option. Der Markt habe N = 52 Zeit-
schritte, der Liquiditätsparameter sei Λ = 0.01. Der Strike-Preis der Option sei
K = 0.9.
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Zu diesen Daten erhalten wir die Superreplikationskosten vA(0, 1, 0) = 0.1874.
Die zwei folgenden Abbildungen zeigen einen Beispielpfad für die Aktienpreisent-
wicklung und die dazugehörige Hedging Strategie.
Abbildung 11: Aktienpreisentwicklung Amerikanische Option
Abbildung 12: Hedgingstrategie Amerikanische Option
4.6 Beispiel für eine Capped-Option
Bisher haben wir ausschließlich Optionen mit konvexem Auszahlungsprofil betrachtet.
Daher wollen wir nun zusätzlich eine Capped-Option betrachten, die charakterisiert
ist durch die Auszahlung
g(t, s) = s ∧K
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für einen Strike K . Die Auszahlung der Option ist damit nach oben beschränkt. Wir
betrachten einen Markt mit N = 52 Zeitschritten und einem Liquiditätsparameter
Λ = 0.2. Wir wählen außerdem K = 1 und erhalten für die Superreplikationskosten
der Capped-Option v(0, 1, 0) = 0.9188. Wir betrachten den folgenden Beispielpfad:
Abbildung 13: Aktienpreisentwicklung Capped-Option
Dazu ergibt sich die folgende Hedgingstrategie:
Abbildung 14: Hedgingstrategie Capped-Option
Abbildung 15 zeigt zusätzlich die Hedgingstrategie auf dem zugehörigen liquiden
Markt, das heißt Λ = 0. Es ist deutlich zu sehen, dass die Strategie auf dem illiquiden
Markt weniger abrupte Veränderungen aufweist.
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Abbildung 15: Hedgingstrategie Capped-Option
4.7 Beispiel für einen Bull-Spread
Als letztes Beispiel wollen wir nun noch einen Bull-Spread betrachten. Dieser bein-
haltet den Kauf eines Europäischen Calls mit Strike K1 und den Verkauf eines
Europäischen Calls mit Strike K2 > K1. Die Auszahlung zum Zeitpunkt t ist gegeben
durch
g(t, s) = (s −K1)+ − (s −K2)+.
Wir wählen erneut N = 52. Der betrachtete Beispielpfad wird durch die folgende
Abbildung dargestellt:
Abbildung 16: Aktienpreisentwicklung Bull-Spread
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Wir wählen außerdem Λ = 0.01, K1 = 0.75 und K2 = 0.95. Dazu ergeben sich die
Superreplikationskosten v(0, 1, 0) = 0.1527 und die Hedgingstrategie:
Abbildung 17: Hedgingstrategie Bull Spread
4.8 Eigenschaften der Superreplikationskosten
Um einige Eigenschaften der Superreplikationskosten aufzuzeigen betrachten wir die
Europäische Call-Option aus Abschnitt 4.2. auf einem Markt mit N = 52 Zeitschritten
und Liquiditätsparameter Λ = 0.03. Der Wert einer Europäischen Call-Option ist
bekanntermaßen (siehe zum Beispiel [5]) umso größer
• je größer der aktuelle Aktienpreis ist
• je kleiner der Strike-Preis ist.
Das spiegelt sich ebenfalls in den Superreplikationskosten wider. Wir lassen zunächst
K = 0.85 fest und betrachten die Superreplikationskosten für verschiedene Aktien-
preise s zum Startzeitpunkt t = 0:
s 0.8 0.85 0.9 0.95 1.00 1.05
v(0, s, 0) 0.0879 0.1196 0.1560 0.1959 0.2387 0.2840
Je größer der aktuelle Aktienpreis s ist, desto höher sind auch die Superreplikations-
kosten. Setzen wir nun wieder s = 1 und variieren stattdessen den Strike-Preis K ,
erhalten wir:
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K 0.75 0.8 0.85 0.9 0.95 1.00
v(0, 1, 0) 0.3231 0.2794 0.2387 0.2015 0.1678 0.1379
Je höher der Strike-Preis K ist, desto geringer sind die Superreplikationskosten. Es
lässt sich nun noch betrachten, wie sich die Superreplikationskosten in Abhängigkeit
des Liquiditätsparameters Λ verhalten. Dazu setzen wir wieder s = 1 und K = 0.85.
Λ 0 0.03 0.6 0.9 0.12 0.15
v(0,1,0) 0.2153 0.2387 0.2551 0.2685 0.2799 0.2901
Wie nicht anders zu erwarten war, steigen die Superreplikationskosten mit wachsen-
dem Liquiditätsparameter. Wir erinnern daran, dass durch die Verlustfunktion
Θ(t, υ) = Λυ
für alle t ∈ {0, h, . . . ,T} gerade die Liquiditätskosten pro gehandeltem Anteil
des riskanten Assets (bei insgesamt υ ∈ R vom Agenten gehandelten Anteilen)
beschrieben werden. Mit steigendem Λ steigen somit die Liquiditätskosten, was sich
negativ auf die Superreplikationskosten auswirkt.
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5 Transaktionskosten
Bisher haben wir einen Markt betrachtet, auf dem Marktliquidität nicht gegeben ist.
Wir wollen nun eine weitere Anforderung an einen vollkommenen Markt aufheben.
Indem wir fixe Transaktionskosten einführen, ist auf dem von uns betrachteten Markt
die unendlich hohe Anpassungsgeschwindigkeit nicht mehr gegeben.
In Kapitel 2 haben wir bereits betrachtet, welche Auswirkungen fixe Transakti-
onskosten auf die Preisfunktion und die Verlustfunktion haben. Demnach hat die
Preisfunktion die Gestalt:
Sϕ(t, St , υ) =
 S(t, St , υ) +
ϕ
υ
υ 6= 0
St υ = 0 .
Durch Sϕ(t, s, υ) ist derjenige Preis gegeben, den ein Agent zum Zeitpunkt
t ∈ {0, h, . . . ,T} pro Anteil des riskanten Assets zahlen muss, wenn er insgesamt mit
υ ∈ R+ Anteilen handelt und der auf dem Markt beobachtete Preis s > 0 beträgt.
Durch ϕ ≥ 0 wird dabei der Transaktionskostensatz beschrieben. Die Verlustfunktion
beschreibt die aggregierten Kosten, also Illiquiditäts- und fixe Transaktionskosten,
und ist gegeben durch
Θϕ(t, υ) := Sϕ(t, St , υ)− St
=
 Θ(t, υ) +
ϕ
υ
υ 6= 0
0 υ = 0 .
(5.1)
Die Superreplikationskosten für eine Barriere-Option, die durch eine offene Menge O
und die Auszahlung g charakterisiert wird, sind nach wie vor gegeben durch (2.11):
v(t, s, z) = inf
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
.
Wir erinnern daran, dass der Wertprozess {Y t,s,y,Z} gegeben ist durch
Y t,s,y,Zt := y
Y t,s,y,Zt+h := y + Zt(St+h − s)−∆Zt+hΘϕ(t + h,∆Zt+h)
. . .
Y t,s,y,Zr := y +
r−h∑
k=t
Zk(Sk+h − Sk)−
r∑
k=t+h
∆ZkΘϕ(k,∆Zk) für r > t.
Unser Ziel ist es zu zeigen, dass auch auf einem Markt mit fixen Transaktionskosten
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das Minimum zu (2.11) existiert. Dieses Resultat liefert die folgende Proposition:
Proposition 5.1
Es existiert ein optimaler Portfolioprozess Z für die Superreplikationskosten (2.11)
auf einem Markt mit fixen Transaktionskosten.
Beweis: Wir gehen ähnlich wie im Beweis von Proposition 3.7 vor. Wir setzen
α := v(t, s, z).
Zunächst wollen wir zeigen, dass
{
y : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
)
für ein F-adaptiertes Z mit Zt = z
}
nichtleer ist. Mit y = max
{
g
(
τt,s, S t,sτt,s
)
(ω) : ω ∈ Ω
}
+ zs und Zr ≡ z für alle
r ∈ {t, t + h, . . . ,T} folgt, dass y in der betrachteten Menge liegt. Es folgt α <∞.
Um die Notation abzukürzen, definieren wir wiederum
A(t, s, y, z) :=
{
Z F− adaptiert : Y t,s,y,Zτt,s ≥ g
(
τt,s, S t,sτt,s
) }
.
Wir zeigen analog zum Beweis von Proposition 3.7, dass A(t, s, α, z) nichtleer ist,
indem wir A(t, s, α, z) als Schnitt kompakter nichtleerer Mengen darstellen. Dann
folgt, dass für die Superreplikationskosten α = v(t, s, z) ein Portfolioprozess existiert
und die Behauptung ist bewiesen.
Für y1 < y2 folgt offenbar Y t,s,y1,Zτt,s ≤ Y t,s,y2,Zτt,s und somit die Monotonieeigenschaft
A(t, s, y1, z) ⊆ A(t, s, y2, z). Nach Definition ist A(t, s, y, z) nichtleer für alle y > α.
Zu zeigen ist, dass A(t, s, α, z) nichtleer ist.
Sei {λn}n∈N eine beliebige monoton fallende Folge mit λn ↓ α. Es gilt
A(t, s, α, z) = ⋂λn>αA(t, s, λn, z). Der Beweis von Proposition 3.7 lässt sich hierbei
identisch übertragen.
Im Folgenden wollen wir zeigen, dass A(t, s, λn, z) abgeschlossen, beschränkt und
somit nach Lemma 3.6 kompakt ist. Wir zeigen zunächst, dass A(t, s, λn, z) ab-
geschlossen ist. Wir werden sehen, dass sich der Beweis hier von Proposition 3.7
unterscheidet, da die Verlustfunktion unstetig ist.
Sei nun {Z (n)}n∈N eine Folge aus A(t, s, y, z) mit y > α und Z (n) → Z für n →∞.
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Es gilt:
g
(
τt,s, S t,sτt,s
)
≤ Y t,s,y,Z (n)τt,s = y +
τt,s−h∑
k=t
Z (n)k (Sk+h − Sk)−
τt,s∑
k=t+h
∆Z (n)k Θϕ(k,∆Z
(n)
k ).
(5.2)
Wir betrachten diejenigen Folgen Z (n), für die ∆Z (n)r
n→∞−→ 0 für alle
r ∈ {t, t + h, . . . ,T} gilt, aber gleichzeitig ∆Z (n)r 6= 0 für alle bis auf endlich
viele n. Für alle anderen Folgen Z (n) ist klar, dass der Grenzwert Z in A(t, s, y, z)
liegt, da die Verlustfunktion Θφ nur in null unstetig ist. Für hinreichend große n ist
∆Z (n) 6= 0 und es gilt:
∆Z (n)r Θϕ(r ,∆Z (n)r ) = ∆Z (n)r Θ(r ,∆Z (n)r ) + ϕ
n→∞−→ ϕ ≥ 0 = ∆ZrΘϕ(r ,∆Zr),
da R 3 υ 7→ υΘ(r , υ) für alle r stetig ist. Damit folgt nach Definition des Wertpro-
zesses
lim
n→∞Y
t,s,y,Z (n)
τt,s = limn→∞ y +
τt,s−h∑
k=t
Z (n)k (Sk+h − Sk)−
τt,s∑
k=t+h
∆Z (n)k Θϕ(k,∆Z
(n)
k )
(5.2)
≤ y +
τt,s−h∑
k=t
Zk(Sk+h − Sk)−
τt,s∑
k=t+h
∆ZkΘϕ(k,∆Zk)
= Y t,s,y,Zτt,s . (5.3)
Mit (5.2) und (5.3) ergibt sich
g
(
τt,s, S t,sτt,s
) (5.2)
≤ Y t,s,y,Z (n)τt,s
(5.3)
≤ Y t,s,y,Zτt,s .
also liegt der Grenzwert Z ebenfalls in A(t, s, y, z). Damit ist A(t, s, y, z) abgeschlos-
sen.
Für alle n ∈ N ist A(t, s, λn, z) somit abgeschlossen, es bleibt die Beschränktheit
zu zeigen. Sei dazu Z ∈ A(t, s, λn, z). Induktiv folgt, dass die Portfoliopositionen
Zt ,Zt+h, . . . ,ZT−h beschränkt sind – der Beweis von Proposition 3.7 kann hier
identisch übertragen werden. Zu zeigen ist noch die Beschränktheit von ZT . Hier
weicht der Beweis wieder von Proposition 3.7 ab. Es gilt:
0 ≤ IEQ[g(T , ST )|FT ] ≤ IEQ[Y t,s,y,ZT |FT ]
≤ y +
T−h∑
k=t
Zk(Sk+h − Sk)− (ZT − ZT−h)Θϕ(T ,∆ZT ). (5.4)
65
Es sind die folgenden zwei Fälle zu unterscheiden:
1. Fall Es gilt ∆ZT = 0. Dann folgt ZT − ZT−h = 0 und ZT ist beschränkt, da ZT−h
beschränkt ist.
2. Fall Es gilt ∆ZT 6= 0. Aus (5.4) folgt
0 ≤ y +
T−h∑
k=t
Zk(Sk+h − Sk)− (ZT − ZT−h)Θϕ(T ,∆ZT )
y +
T−h∑
k=t
Zk(Sk+h − Sk)− (ZT − ZT−h)(S(T , ST ,∆ZT )− ST ) + ϕ
≤ y +
T−h∑
k=t
Zk(Sk+h − Sk) + ϕ︸ ︷︷ ︸
beschränkt
−(ZT − ZT−h︸ ︷︷ ︸
beschränkt
) (S(T , ST ,∆ZT )− ST )︸ ︷︷ ︸
beschränkt
Damit (5.4) erfüllt ist, muss ZT beschränkt sein. Es folgt die Beschränktheit
von Z .
Die Mengen A(t, s, λn, z) sind also für alle n ∈ N abgeschlossen, beschränkt und
somit nach Lemma 3.6 kompakt. Da außerdem A(t, s, λn, z) 6= ∅ für alle λn > α gilt,
folgt
A(t, s, α, z) = ⋂
λn>α
A(t, s, λn, z) 6= ∅.
Wir erhalten somit die Behauptung.
Es existiert also ein optimaler Portfolioprozess für (2.11) auch auf einem Markt mit
fixen Transaktionskosten.
Analog zum Vorgehen auf einem Markt ohne fixe Transaktionskosten können wir die
Superreplikationskosten v(t, s, z) als Lösung des folgenden Optimierungsproblems
auffassen:
v(t, s, z) = min
Z adaptiert, Zt=z
y
Y t,s,y,Zτt,s(ω) (ω) ≥ g(τt,s(ω), S t,sτt,s(ω)(ω)) ∀ ω ∈ Ω.
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Wir formen die Nebenbedingungen um und erhalten:
Y t,s,y,Zτt,s ≥ g(τt,s, S t,sτt,s)
⇔ y +
τt,s−h∑
k=t
Zk(Sk+h − Sk)−
τt,s∑
k=t+h
∆ZkΘϕ(k,∆Zk) ≥ g(τt,s, S t,sτt,s)
⇔ y ≥ g(τt,s, S t,sτt,s)−
τt,s−h∑
k=t
Zk(Sk+h − Sk) +
τt,s∑
k=t+h
∆ZkΘϕ(k,∆Zk).
Auch hier können wir somit eine Kostenfunktion der Gestalt (3.1) aufstellen:
Jt(s,Z ) = max
ω∈Ω
g(τt,s, S t,sτt,s)− τt,s−h∑
k=t
Zk(Sk+h − Sk) +
τt,s∑
k=t+h
∆ZkΘϕ(k,∆Zk)
 .
Dabei gilt J ∗t (s) := minZ adaptiert, Zt=z Jt(s,Z ) = v(t, s, z). Die Superreplikationskosten
v(t, s, z) lassen sich folglich mit dem Verfahren der dynamischen Programmierung
bestimmen.
Die Schwierigkeit besteht nun darin, einen Algorithmus zur Bestimmung der Super-
replikationskosten zu entwickeln. Das Theorem 3.9 lässt sich nicht übertragen, da
die Verlustfunktion Θϕ nicht stetig und nicht konvex ist. Das Hauptproblem besteht
darin, dass aufgrund dessen keine Aussagen über die Konvexität oder Stetigkeit der
Superreplikationskosten v(t, s, •) in der Portfoliovariable getroffen werden können.
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6 Zusammenfassung
Die vorliegende Arbeit stellt eine Erweiterung der Betrachtungen von Gökay und
Soner [7] dar. Ziel war das Finden einer Strategie zum Absichern des Verkaufes einer
Option auf einem illiquiden binomialen Markt und die Bestimmung der dadurch
entstehenden Superreplikationskosten. Neben Barriere- und Europäischen Optionen
wurden dabei zusätzlich Amerikanische Optionen betrachtet.
Es wurde gezeigt, dass das Verfahren der diskreten dynamischen Optimierung auf
das Problem der Bestimmung der Superreplikationskosten übertragbar ist. Auf dieser
Grundlage konnte ein Algorithmus entwickelt werden, mit dessen Hilfe sich die Super-
replikationskosten auch auf einem Markt mit mehreren Zeitschritten bestimmen
lassen.
Es liegt eine Implementierung des Algorithmus in MATLAB vor, sowie eine anschau-
liche Präsentation der Ergebnisse anhand von Beispielen.
Abschließend wurden zusätzlich fixe Transaktionskosten auf dem Markt eingeführt. Es
hat sich gezeigt, dass das Verfahren der diskreten dynamischen Programmierung auch
hier anwendbar ist. Weiterführende Betrachtungen könnten untersuchen, wie sich
auch hier ein Algorithmus zur Bestimmung der Superreplikationskosten entwickeln
lässt.
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