To improve the understanding of effects of environmental factors on spawner-to-recruit survival rates of pink salmon (Oncorhynchus gorbuscha), we developed several spatial hierarchical Bayesian models (HBMs). We applied these models to 43 pink salmon stocks in the Northeast Pacific. By using a distance-based, spatially correlated prior distribution for stock-specific parameters, these multistock models explicitly allowed for positive correlation among nearby salmon stocks in their productivities and coefficients of early summer coastal sea surface temperature (SST). To our knowledge, this is the first time that such distance-based, spatial prior probability distributions for parameters have been applied to fisheries problems. We found that the spatial HBMs produce more consistent and precise estimates of effects of SST on productivity than a single-stock approach that estimated parameters for each stock separately. Similar to earlier results using mixed-effects models for the same stocks, we found significant positive effects of SST on survival rates of northern pink salmon stocks, but weaker negative effects of SST on survival rates of southern pink salmon stocks. However, we show a smoother transition in magnitude of effects between these regions. Résumé : Afin de mieux comprendre les effets des facteurs du milieu sur les taux de survie reproducteurs-recrues du saumon rose (Oncorhynchus gorbuscha), nous avons mis au point plusieurs modèles spatiaux hiérarchiques bayésiens (HBMs). Nous avons appliqués ces modèles à 43 stocks de saumons roses du nord-ouest pacifique. En utilisant des distributions a priori basées sur la distance et corrélées spatialement pour les paramètres spécifiques aux stocks, ces modèles multi-stock permettent explicitement une corrélation positive entre les stocks voisins de saumons, en ce qui a trait à leurs productivités et les coefficients de température de surface de la mer (SST) sur la côte en début d'été. C'est à notre connaissance la première fois qu'une telle distribution de probabilité spatiale a priori basée sur les distances des paramètres est utilisée dans une étude sur les poissons. Les HBMs spatiaux produisent des estimations plus concordantes et plus précises des effets de SST sur la productivité qu'une méthodologie qui estime les paramètres séparément pour chaque stock. Comme dans nos résultats obtenus à l'aide de modèles d'effets mixtes sur les mêmes stocks, il y a des effets positifs significatifs de SST sur la survie des stocks plus nordiques de saumons roses et des effets négatifs plus faibles de SST sur la survie des stocks de saumons roses plus au sud. Cependant, nous montrons une transition plus graduelle de l'importance de ces effets ente les deux régions.
Introduction
Recruitment of Pacific salmon (Oncorhynchus spp.) is characterized by large interannual variation, which creates uncertainties and risks related to conservation and sustainable uses. To reduce these uncertainties and risks, we need to better understand sources of variation in recruitment. For Pacific salmon, stock-recruitment relationships that only use spawner abundance as the independent variable usually explain little of the variation. Therefore, much effort has been directed to taking into account effects of environmental processes on salmon survival rates (Ware and McFarlane 1989; Beamish 1995) .
Usually, environment-recruitment analyses have been conducted on single stocks by correlating recruitment with one or more environmental factors (Pearcy 1992; Beamish 1995) . However, results obtained from this single-stock approach may be unreliable. Few correlations identified in the past persist when new data are added, indicating that many of them are spurious (Myers 1998) . Stock-recruitment data sets are usually short, highly variable, and often temporally autocorrelated. Inferences obtained from such data are prone to estimation problems (Walters and Collie 1988) .
However, data for multiple nearby stocks are often available. In such cases, previous studies have found that spawner-to-recruit survival rates of nearby salmon stocks are usually positively correlated after within-stock, densitydependent effects have been removed by fitting stockrecruitment relations and calculating residuals (Myers et al. 1997; Peterman et al. 1998; Pyper et al. 2001) . Our purpose in this research project was to analyze data from multiple stocks, taking these spatial correlations into account, and to potentially obtain a better understanding of influences of environmental effects on salmon recruitment.
Hierarchical Bayesian modeling, a statistical tool for combining information for data sets with a hierarchical or nested structure, is ideal for this type of data analysis (Gill 2002) . Utilizing this approach, we can use data for numerous stocks to improve parameter estimates and their precision for each individual stock.
Hierarchical models are becoming increasingly popular for analyzing complex fisheries data. Hilborn and Liermann (1998) provide a review of hierarchical Bayesian metaanalyses. Myers (2001) gives a comprehensive review of applications of meta-analysis by variance component models and mixed-effects (ME) models for multistock stockrecruitment analyses. Su et al. (2001) and Adkison and Su (2001) apply hierarchical Bayesian models (HBMs) to improve annual escapement estimation from salmon historical spawning stream counts. Other applications of Bayesian or non-Bayesian hierarchical models include analyses of catchabilities for research trawl surveys (Harley and Myers 2001; Millar and Methot 2002) , mark-recapture data of Atlantic salmon (Salmo salar) (Rivot and Prevost 2002) , sizeat-age data (Schaalje et al. 2002) , a regional metamodel for salmon (Chen and Holtby 2002) , and harbor seal (Phoca vitulina richardsi) abundance (ver Hoef and Frost 2003) . More related to the present paper, Mueter et al. (2002a) used an ME model to better understand environmental effects on spawner-to-recruit survival rates of Pacific salmon.
Common to all these analyses is their use of a common population or prior distribution to model possible associations among a collection of parameters across multiple data sets. For example, the productivity parameters of multiple salmon stocks in a region might be similar and may be treated as a random sample drawn from a population of productivity parameters. These parameters are called exchangeable in the sense that their joint distributions are invariant to any possible permutation of their indexes (or locations) and can be treated as independent and identically distributed (iid) given further population parameters (e.g., regional mean value of the productivities of the salmon stocks) (Gelman et al. 2004) . Therefore, no temporal or spatial structure is considered by such exchangeable prior distributions.
In this paper, we extend these studies by explicitly incorporating spatial correlation structure in our models. Recent research in epidemiology and geography has demonstrated the importance of explicitly modeling such spatial structure in data (Moura and Migon 2002) . We model the spatial correlation by imposing complex dependence structures (i.e., spatially correlated prior distributions) on stock-specific parameters. Such prior distributions allow the models to utilize information from neighboring areas to smooth estimates of parameters for individual stocks (Banerjee et al. 2004) .
We first develop spatial HBMs that incorporate spatial autocorrelation in parameters of a generalized Ricker model to help explain variation over time in spawner-to-recruit survival rates. To do this, we adopt a distance-based, conditional autoregressive (CAR) spatial prior distribution for model parameters (Besag et al. 1991) . To our knowledge, this is the first time that such distance-based CAR prior probability distributions have been applied to fisheries problems (the only other close example is Hirst et al. (2004) , who analyzed cod catches using CAR priors that were not distance-based but instead referred to fixed fishing regions near Norway). We also develop alternative models and compare these with spatial HBMs using the deviance information criterion (DIC), which is analogous to the Akaike information criterion (AIC) but is applicable to hierarchical Bayesian models (Spiegelhalter et al. 2002) . We use Markov chain Monte Carlo (MCMC) techniques (Gilks et al. 1996) to carry out the associated computations. Finally, we apply the spatial HBMs to examine the influence of environmental factors (sea surface temperature (SST) here) on survival rates of pink salmon (Oncorhynchus gorbuscha) stocks distributed along the west coast of North America. The main difference between our work and that of Mueter et al. (2002a) is that we allow for spatial structure of different stocks' parameters to be based in part on the distance between ocean entry points of stocks. This relaxes the more restrictive assumption of Mueter et al. (2002a) that the parameters within a given region (e.g., Alaska) were all randomly drawn from a single distribution.
Methods
HBMs are usually specified in a nested manner. We first model the data (spawner-to-recruit survival rates) as a function of stock-specific parameters at stage one. Then we combine data for multiple stocks by modeling the collection of parameters across multiple stocks at stage two. Finally, we complete the Bayesian model by assigning prior distributions to parameters (hyperparameters) of the second-stage prior distributions.
Pink salmon data
The data we analyze are early summer SSTs and stockrecruitment data of 43 pink salmon stocks with ocean entry points distributed from Puget Sound (Washington, USA) and British Columbia (Canada) to as far north as Norton Sound (northwestern edge of Alaska, USA). The spawner-to-recruit survival rates (log e (R/S)) of these stocks are calculated from time series of spawner abundance (S) and recruits (R), ranging in duration from 17 to 47 years (brood years 1950-1996) , with an average duration of 29 years (Table 1) . For a detailed description of the salmon data and sample locations, see Pyper et al. (2001) .
As regional measures of ocean temperature, we use SST data collected along the west coast of North America that were compiled by Mueter et al. (2002b) (Mueter et al. 2002b ). We use the SST index defined above because Mueter et al. (2002b) found that it has a scale of positive covariation across space similar to that of salmon spawner-to-recruit survival rates. This suggests that summer SST may be an important index of processes driving variation in those survival rates. In a subsequent analysis, summer SST was identified as a significant environmental variable in models of survival rates of Pacific salmon (Mueter et al. 2002a ).
Modeling the data
Survival rates of M pink salmon stocks (M = 43 here) can be described by a standard Ricker model (StdRicker). = log ( / ) e , which denotes the logarithm of adult recruits produced per spawner (survival rate) for stock i (i = 1, …, M) for brood year t (year of spawning); S it is the spawner abundance; R it is the resulting recruitment; the model error term ε it is distributed as N i ( , ) 0 2 σ ; and σ i 2 is the variance of the error terms.
To examine effects of SST on salmon survival rates, we developed a generalized Ricker model (GRicker) (Quinn and Deriso 1999; Mueter et al. 2002a ) by including the SST index defined above states that conditional on a set of stock-specific parameters i , the y it are assumed to be independent and normally distributed.
However, salmon stock-recruitment data often show temporal autocorrelation (Adkison et al. 1996) , which should be taken into account. To allow for possible dependence among the error terms, we assume in some models that ε it values follow a first-order autoregressive process (AR(1)), ε ρε ξ
, where ξ it~N (0, σ i 2 ) and ρ i is the autoregressive coefficient for stock i. In this case
, -
for the brood years after the first year. For the first brood year only, we assume that y it was generated by eqs. 1 or 2 without the AR(1) process (Judge et al. 1988) . In other models, we also consider the simpler cases where each stock has the same ρ i value, ρ ρ i = , and the same σ i 2 value, σ σ i 2 2
= .
Modeling the parameters
In the next few sections, we develop several alternative hierarchical Bayesian models by specifying a variety of plausible hierarchical prior distributions for α i and γ i . Hierarchical priors are conditional probability distributions defined by further unknown parameters (hyperparameters) with their own prior distributions (hyperprior distributions) (Gelman et al. 2004) . Hierarchical priors are used to account for potential dependence among parameters across stocks.
We make these alternative prior assumptions based on initial single-stock analyses for which estimates of α i are similar across pink salmon stocks. Single-stock SST coefficients, however, show a general north-south gradient, with higher values in the north (Mueter et al. 2002a) . Therefore, in some models we assume a common normal distribution for α i but more complex priors for the SST coefficients.
We treat other stock-specific parameters (β i , ρ i , and σ i 2 ) as fixed effects in that their prior distributions are defined with known hyperparameter values. We assign default noninformative prior distributions for these parameters because the data usually contain enough information to estimate these data-level parameters well. We assume noninformative priors for each β i , β i Ñ ( , ) 0 10 3 (i.e., a normal distribution with relatively large variance) and each
IG , where c = d = 0.001 (a just proper inverse gamma distribution). IG denotes an inverse gamma distribution with shape c, Chib 1993 
Spatially correlated prior distribution
To account for the anticipated local similarity of stockspecific parameters, we specify below a spatially correlated prior distribution based on a Gaussian CAR structure (Besag et al. 1991; MacNab and Dean 2000; Banerjee et al. 2004) for γ i in eq. 2 and (or) α i in eqs. 1 and 2. The CAR structure specifies the conditional distribution of a parameter given the values of parameters at other locations. In the following, we describe the CAR model using γ i as an example (the derivation is similar for α i ). The CAR model for γ i given γ j , j i ≠ (Besag and Higdon 1999), is
where q ij denotes the influence of γ j values on the conditional expectation of γ i . Equation 5 has an attractive interpretation: the conditional prior expectation of γ i is the weighted average of the values of the neighboring γ j . The τ γ 2 is a variance parameter controlling the amount of smoothing in γ i induced by its neighboring values. The joint distribution of the vector ␥ = ( , , )
The specification of q ij in eq. 5 reflects prior beliefs about the spatial dependence structure among areas, often called neighborhood schemes in spatial statistics (Cressie 1993) . The q ij usually take fixed values, implying a fixed and predefined neighborhood scheme. The usual choice is that for areas sharing a common boundary, q ij = 1, and q ij = 0 otherwise. In that case (an adjacency-based scheme), only the information from a few nearest neighbors on an individual effect is pooled to stabilize its value.
The above scheme is applicable to a study area containing subdivisions with similar size and shape, which is not appropriate for our study, because spatial structure among salmon stocks is essentially represented by their ocean entry points. Thus, the neighborhood consists of pairwise distances between stocks that range continuously along a spectrum from 0 to~3000 km. Such a structure implies a model for q ij based on interstock distances, d ij , and we propose an exponential decay function
where q ij are set to zero for all i = j by convention. Here, d ij is the great circle distance between i and j. In this case, the neighborhood scheme varies among stocks and is determined by λ γ estimated from the data, not by a fixed input from the user. Similar approaches to define q ij by distance measures also exist (E.M. Conlon and L.A. Waller, unpublished data; Banerjee et al. 2004 ). The relative contribution of the estimated value of γ j to the conditional expectation of γ i is reflected by the neighboring weights defined by
As a result, the individual estimates of γ i would shrink more towards local levels than towards a global mean value. The parameter λ γ quantifies the extent of spatial autocorrelation or similarity in γ i among stocks . Moderately large values of λ γ put relatively more weight on nearby stocks and less weight on distant stocks, implying spatially structured dependence (clustering), whereas very small (or very large) values of λ γ imply that the correlation does not vary with distance (close to an exchangeable model).
Spatial hierarchical Bayesian models
We derived several models that made different combinations of assumptions about the similarity among stocks of productivity (α i ) and SST effects (γ i ) (Fig. 1 ). For these alternative models, we denote the distance-based, CAR prior distribution defined previously for ␥ = ( , , )
.
Full spatial HBM (CAR-CAR)
First, we develop a full spatial hierarchical Bayesian model in which both the α i and γ i parameters of eq. 2 are assumed to have a spatial structure such that parameters for nearby stocks will be more highly correlated than those of more distant stocks. Thus, we assume a CAR prior on both ␣ and ␥:
, respectively, denoted CAR-CAR here. Such CAR priors can accommodate various spatial patterns in the parameters. An example of the CAR structure for α i is illustrated in Fig. 1c .
The hyperparameters λ α , λ γ , τ α 2 , and τ γ 2 are assumed unknown, and prior distributions must be given for them. We assign λ α and λ γ uniform priors in a specified range:
U 0 2 and λ γ~( , ) U 0 2 . The interval (0, 2) was determined by numerical experiment so that it is wide enough to cover the possible values of λ α and λ γ .
In Bayesian hierarchical modeling, choosing prior distributions for the hypervariance parameters (e.g., τ α 2 and τ γ 2 ) is particularly difficult but critical. There is often limited information in the data for these parameters. Therefore, their prior distributions can be quite influential. Various noninformative prior distributions have been suggested, including the often-used inverse gamma distribution IG(c, d), with c and d set to 0.001 (Spiegelhalter et al. 1997) . Recent discussions in the statistical literature favor the use of a uniform distribution on the hierarchical standard deviation (e.g., τ α~( , ) U 0 +∞ and τ γ~( , )) U 0 +∞ as a baseline when there is reasonable information from the data (Gelman et al. 2004; Spiegelhalter et al. 2004) . But in any case, the default noninformative prior distribution for the data-level error variance p(σ σ 2 2 1 )~/ is inappropriate for hierarchical variance parameters because it leads to an improper posterior distribution (Gelman et al. 2004) .
For the CAR models, weakly informative IG distributions IG(0.01, 0.01) or IG(0.1, 0.1) are often used for the hypervariance parameters to maintain posterior propriety and also to facilitate better mixing of the MCMC chains Banerjee et al. 2004 ). Kelsall and Wakefield (1999) suggest an alternative IG(0.5, 0.0005) prior for these parameters. In this paper, we use priors τ α 2 0 01 0 01 ( . , . ) IG and τ γ 2 0 01 0 01 ( . , . ) IG . We also carry out sensitivity analyses to examine the influence of these various prior specifications of τ α 2 and τ γ 2 on resulting posterior distributions.
SST spatial only (EXCH-CAR)
Our second type of spatial HBM is identical to the first, except that we assume no spatial structure for α i in eq. 2 and instead use an exchangeable prior distribution (Fig. 1b) for α i (i.e., α µ τ
2 ), where µ α is the overall mean and τ α 2 is the variance. Such prior distributions have the effect of shrinking the distribution of values of individual parameters toward an overall mean value (µ α ). We still assume that ␥ follows the CAR structure: ␥~( , ) CAR λ τ γ γ 2 , hence this model is denoted EXCH-CAR.
For the two hyperparameters (µ α and τ α 2 ) defining the normal prior distribution of α i for this exchangeable case, we set a noninformative prior for µ α~( , ) N 0 10 3 , but specify a just proper IG prior for τ α 2 0 001 0 001 ( . , . ) IG to maintain posterior propriety of the model . The hyperprior distributions of λ γ and τ γ 2 are the same as that in the CAR-CAR model.
Other Bayesian models

Region-specific HBM (EXCH-Regional)
In another type of model, we also assign a normal prior for α i : α µ τ , where µ γ1 and µ γ 2 are the overall means and τ γ1 2 and τ γ 2 2 are variance terms for southern and northern regions, respectively. The structural scheme for the model of each region's γ i is analogous to that shown for α i in Fig. 1b . Hyperpriors are assigned to the related hyperparameters analogous to those assigned for µ α and τ α 2 in the EXCH-CAR model.
Single-stock Bayesian model
We also derive a single-stock, nonhierarchical model by assigning noninformative priors for all parameters (e.g.,
and by estimating parameters independently for each stock based only on data for that stock (Fig. 1a) . Thus, no borrowing of information occurs among In single-stock analyses, the α i parameter for a given stock is assumed to be independent of α j , j i ≠ , for other stocks; the same applies to β i . For each stock we assume an independent uniform prior probability distribution, U(-∞, +∞), for α i and another for β i . (b) In a hierarchical Bayesian model with an exchangeable prior distribution for α i , the α i parameters are assumed to follow a single common distribution; here a normal distribution with some unknown mean, µ α , and unknown variance, τ α 2 (i.e., N(µ α , τ α 2 )). The α i parameter is independent of α j , j i ≠ , for other stocks given the two hyperparameters µ α and τ α 2 (i.e., α i and α j are conditionally independent of each other given the hyperparameters). (c) In a spatial hierarchical Bayesian model with a conditional autoregressive (CAR) prior distribution for α i , the α i value for any one stock depends on the value for other stocks, in our case, as affected by the distance between stocks (i.e., α i and α j are dependent on each other conditionally or unconditionally). This spatial structure is represented by curving lines connecting circles. Assumptions for priors for β i in (b) and (c) were the same as in (a). In some of our 24 models, we used similar structures for assumptions about sea surface temperature (SST) effects, γ i .
stocks. This is the most commonly used approach in fisheries science.
We form a total of 24 different models for comparison by combining the different data-level model assumptions (i.e., StdRicker or GRicker, with or without AR(1) term, and ρ i and σ i 2 being the same (or not) across stocks; see Modeling the data) and the different assumptions for prior probability distributions defined in this section. For the most general, full spatial (CAR-CAR) GRicker HBM with an AR (1) 
Bayesian estimation and model comparison by MCMC methods
Based on the previous model specifications, the joint posterior probability distribution of all parameters for the full spatial model (CAR-CAR) is Posteriors for other models can be derived similarly. We estimate model parameters by simulating from the posterior distributions of the models via a hybrid Metropolis-Gibbs sampler (see Su et al. 2001) , which is an MCMC method (Gilks et al. 1996) . For this method, we require the full conditional posterior distribution of each parameter (or set of parameters), given the remaining parameters .
Full conditional distributions can be derived from the joint posterior distribution (e.g., eq. 8; Su et al. 2001) . For the CAR-CAR model, the conditional distributions of α i , β i , and γ i are normal distributions, that of ρ i is a truncated normal distribution, and those of σ i 2 , τ α 2 , and τ γ 2 are IG distributions. Therefore, we use Gibbs steps to update these parameters by generating samples from normal and IG distributions. However, the full conditionals of λ α and λ γ are not standard distributions because they appear nonlinearly in the precision matrix H α or H γ (Appendix A). We update these two parameters using univariate Metropolis steps .
We implemented all of the models in a Borland Delphi (Borland Software Corporation, Scotts Valley, California) program. We also used the WinBUGS software to perform the estimation (Spiegelhalter et al. 1997 ). The two programs yielded almost identical results, but our program runs faster. All of these Bayesian models were compared by the DIC proposed by Spiegelhalter et al. (2002) 
(Appendix B).
Convergence diagnostics
We adopted a multiple chain approach for posterior simulation (Gelman et al. 2004 ). In the following, we ran five chains with dispersed starting values of parameters for each proposed model. For the HBMs with one or two spatial components (␣ or ␥), we first ran the hybrid MetropolisGibbs sampler for an initial period of 3000 iterations for each chain. This procedure tuned the standard deviations of the normal proposal distributions used in the Metropolis steps for updating the values of λ α (for CAR-CAR) and λ γ (for both kinds of models) to obtain an acceptance rate between 20% and 40% ). These initial iterations were subsequently ignored. This tuning step was not needed for other models where all the full conditionals are standard distributions. After the tuning period, we ran the sampler for many additional iterations for each model to assess the convergence of the chains.
We conducted extensive diagnostic tests, including monitoring the values of Gelman-Rubin's scale reduction factor (Gelman et al. 2004) , examining autocorrelations of each parameter within a chain and cross correlations among parameters and other convergence diagnostics (Best et al. 1995) . These diagnostics indicated that the chains of hyperparameters, especially those in the CAR priors, usually showed slow mixing. For example, the effective sample size (Gelman et al. 2004 ) of τ γ 2 is only one quarter of that of stock-specific parameters in an EXCH-CAR model, reflecting high autocorrelation of this parameter. However, based on the scale reduction factor and other diagnostics, all models showed no evidence of not converging (Gill 2002 ) after a burn-in period of 2000 iterations. We ran the Gibbs sampler for each model for 50 000 iterations for each chain with a thinning interval of 10 iterations. We discarded the first 2000 iterations as burn-in and used the rest of the chains to calculate posterior means and 95% probability inter-vals for all parameters of the models. We also calculated the deviance D( [ ] k ) (Appendix B, eq. B1) during the sampling process.
Results
Comparison of models
We compared our models in terms of DIC and the effective number of parameters (p D ) (Tables 2 and 3; Fig. 2) . These values are subject to minor simulation error; we therefore calculated DIC for different starting values of the parameters and different random number seeds. This resulted in differences in DIC for each model of no more than ±1 DIC unit, so that differences in DIC of more than about 4 indicate that differences in model fit are not likely to be attributable to sampling error.
Many results emerged from comparing our 24 models. First, models that incorporated the effect of SST (GRicker models 9-24) gave a much better fit to the data (i.e., had lower DIC) for all pink salmon stocks than models that omitted the SST effect (StdRicker models 1-8) (Fig. 2) . For instance, the best StdRicker model (6) was a multistock HBM, with α i values assumed to be drawn independently from the same distribution (i.e., exchangeable, EXCH), no AR(1) term for the residual errors, and different σ 2 for these residuals for each stock ( Table 2 ). The DIC for that model (3491) was considerably lower than that of the other seven StdRicker models, but is much larger than DIC values for GRicker models that incorporated SST (Fig. 2 , compare models 1-8 with models 9-24).
Second, multistock HBMs performed better than their single-stock counterparts in all cases (Tables 2 and 3 ). For instance, in each pair of analogous models (1 and 5, 2 and 6, etc., in Table 2 , as well as 9 and 13, 9 and 17, 9 and 21, etc., in Table 3 ), the HBMs (the second model in each pair) had a lower DIC than the comparable single-stock model.
Third, models that assumed that each pink salmon stock can have a different σ 2 for their residual errors in eqs. 1 or 2 had better fits to the data than comparable models that assumed the same σ 2 across stocks (e.g., compare models 2 and 1, models 4 and 3, etc., in Table 2 and models 14 and 13, models 18 and 17, etc., in Table 3) . Fourth, among all types of models that assumed residual σ 2 to be stock-specific (denoted as Diff in Tables 2 and 3 ), models that omitted an AR(1) term (indicated by NA under ρ) fit better than models using a stock-specific ρ(Diff) in the AR (1) term (e.g., model 14 fit better than 16, 18 fit better than 20).
The best models were two spatial HBMs (14 and 18). These models did not have an AR(1) term but allowed for different σ 2 among stocks. Their DIC values are very close, and both are significantly smaller than those of other models (Table 3 ). The EXCH-CAR model 14 has a very similar model fit ( ) D and complexity, or effective number of parameters (p D ), as the full spatial (CAR-CAR) model 18, suggesting that the CAR prior for γ i , combined with stock-specific σ 2 and the lack of an AR(1) term, have brought improvement in model fit for these spatial models. The prior assumptions for α i had little effect on model fit (Table 3 and Fig. 2 ). The fit ( ) D of regional model 22 is worse than the two spatial models, but its p D is smaller (i.e., the model is less complex) than those of the other models, so it has a DIC very close to the two spatial models.
It is instructive to compare the actual number of parameters, Np, with the effective number of parameters, p D . The values of Np for single-stock, nonhierarchical models were either equal to or very close to p D , suggesting that no borrowing of information occurred for these models (Table 2 , models 1-4, and Table 3 , models 9-12). For instance, for single-stock model 9, there were three stock-specific parameters for each of the 43 stocks plus a single common σ 2 for residuals, so Np was 130; p D also turned out to be 130. In contrast, p D values for the HBMs were much less than the corresponding Np (Table 2, models 5-8, and Table 3 , models 13-24), especially for the GRicker model that included the effect of sea surface temperature. Apparently there was substantial borrowing of information for these HBMs.
In the following, we only discuss the GRicker models without an AR(1) term for residuals but with stock-specific σ i 2 (models 10, 14, 18, and 22). These models had better fits Note: ρ, autocorrelation in residuals; σ 2 , variance of residuals; NA, not applicable; Same, same value for all stocks; Diff, different values for each stock; No., the model number referred to in the text; Np, the nominal number of parameters in a model; p D , the effective number of parameters; D , the posterior average of deviance. Single-stock models 1-4 assume that α i and β i for all stocks are independent. Multistock hierarchical EXCH models 5-8 assume that α i values are drawn from a single, normal distribution (i.e., no spatial structure).
a The case with the best fit or lowest deviance information criterion (DIC) of the eight models. Table 2 . Model-checking quantities for alternative models with the standard Ricker formula (StdRicker, eq. 1) as the data-level structure.
than models with other assumptions for AR(1) and σ i 2 (Table 3).
HBMs versus single-stock approach
Posterior inference for the coefficients of SST, γ i Posterior probability distributions for the coefficients of SST, γ i , obtained from spatial HBM and single-stock approaches illustrate the advantages of multistock HBMs. The estimates of SST effects from the single-stock approach exhibit large uncertainty (Fig. 3) . For example, there are nine stocks with values of coefficients of variation (CV) exceeding 40%, and the average CV value for all stocks is 26%. The 95% probability intervals of about three-quarters of the stocks include the value of zero, meaning no significant effect of SST on survival rates for these stocks. Owing to these large variances in individual SST effects, spatial HBM 18, which allows for similarity among γ i for nearby stocks, brings substantial shrinkage of point estimates of SST effects toward their local means for most stocks (e.g., the av- Note: Models 9-12 are single-stock cases, whereas models 13-24 are multistock, hierarchical models. Symbols are as in Table 2 . Additionally, CAR indicates the conditional autoregressive prior distribution. CAR-CAR indicates that both α i and γ i have spatial structure described by CAR prior distributions. EXCH-CAR is similar to CAR-CAR, except that α i is assumed to have no spatial structure. EXCH-regional assumes that α i has no spatial structure but that γ i has a different prior distribution for northern and southern stocks.
a The cases with the best fit or lowest deviance information criterion (DIC) of the 16 models (9-24). Table 3 . Model-checking quantities for the models with sea surface temperature (SST) as an explanatory variable (Generalized Ricker model (GRicker), eq. 2). erage shrinkage is 51%) (Fig. 3) . Thus, the estimates of SST effects of nearby stocks are more similar and consistent and are less variable among stocks than those obtained from the single-stock approach. Furthermore, the average CV of estimates of γ i from the spatial HBM 18 is only 4.8%. The multistock approach also substantially reduced the uncertainty of SST effects compared with the single-stock approach (Fig. 3) . The average length of the 95% probability intervals obtained from multistock spatial HBM 18 is less than one-half (0.48) of that obtained from single-stock analyses, and about three-quarters of the stocks have SST effects significantly different from zero. Thus, the multistock approach more clearly shows the spatial pattern of SST effects across stocks than the single-stock approach. Specifically, SST has opposite signs of effects on survival rates (log e (R/S)) in northern and southern stocks.
Posterior inference for the productivities, α i
The best multistock spatial HBM 18 showed considerable variation among the 43 pink salmon stocks in their mean productivities α i (Table 4) . However, unlike the estimates of γ i for model 18, there is considerably less shrinkage in point estimates (e.g., the average percent shrinkage is 9%) and less reduction in 95% probability intervals for α i (Fig. 4) compared with estimates for the single-stock approach. The average length of the 95% probability intervals obtained from the multistock spatial HBM is 0.84 of that obtained from the single-stock analysis. Exceptions in which those intervals were considerably narrower were stocks 2, 8, 20, 26, 39, and 43 (Fig. 4) . Median estimates of α i of the multistock spatial HBMs for stocks 1, 6, 20, 21, 26, 27, 31, 40, 41 , and 43 also showed large shrinkage toward their overall mean value.
Spatial versus regional HBMs
To show the benefits of spatial HBMs as compared with regional HBMs, we superimposed the posterior median estimates of SST effects from the best full spatial HBM (model 18) on the median estimates from the regional HBM (model 22) (Fig. 5 ). The latter model can be thought of as a Bayesian version of the ME model of Mueter et al. (2002a) .
The influences of different assumptions of models and hierarchical prior distributions are apparent. The estimates of SST effects from the regional HBM are pulled toward their respective mean values in the southern and northern areas, whereas estimates of the spatial HBM model are more similar to those of their neighboring stocks. The difference in results between the two models is most apparent in southeastern Alaska (stocks 15-19, Fig. 5 ).
Sensitivity analyses of prior specifications
We observed considerable sensitivity to prior assumptions concerning τ γ 2 and λ γ under the CAR spatial models. For example, a prior of IG(0.5, 0.0005) on τ γ 2 , which has a mode of 0.0003 and favors variance values less than 0.015, yields a posterior median value of 0.0008 in models 14 and 18 (Table 5) . This median value is much smaller than 0.0124 and 0.0121 obtained from a prior of IG(0.01, 0.01) on τ γ 2 , which has a mode of 0.0099. As well, the medians of λ γ were about doubled under the prior of IG(0.5, 0.0005) for τ γ 2 compared with using IG(0.01, 0.01) ( Table 5 ). Much less sensitivity is observed for τ α 2 and λ α ( Table 5 ). The relatively high sensi- tivity of τ γ 2 and λ γ may be caused by confounding between these parameters ) and lack of information in the data about their values, as indicated by the large uncertainty in single-stock estimates of SST effects, γ i . On the other hand, estimates of µ α and τ α 2 for model 14 are very robust to different prior assumptions (Table 5) .
Nevertheless, stock-specific parameter estimates are much less affected by these prior assumptions. For example, coefficients of effects of SST, γ i , retain a similar spatial pattern across stocks under different priors of τ γ 2 ; that pattern also differs from the one obtained from the single-stock approach (Fig. 6 ).
Discussion
We developed hierarchical Bayesian models that explicitly incorporate spatial correlations among multiple salmon stocks in their productivities and effects of SST. We applied these distance-based spatial HBMs to analyze environmental and stock-recruitment data of pink salmon stocks. Our first major finding is that incorporating early summer coastal SST effects into models significantly improved their fit to the data. Also, spatial HBMs produced more consistent and precise estimates of SST effects than the single-stock approach. As in Mueter et al. (2002a) , we found significant positive effects of SST on spawner-to-recruit survival rates of northern pink salmon stocks (increased survival rates as SST increased) and weaker negative effects of SST on survival rates of southern pink salmon stocks.
The spatial HBM is a direct extension of and improvement upon Mueter et al.'s (2002a) ME model. They used "iid" normal population distributions to model association or similarity among stocks. However, the SST coefficients across stocks show a general north-south gradient, with higher values in the north, which cannot be modeled by a common population distribution. To use the normal population distribution for the random effects, Mueter et al. (2002a) assumed a different mean for the southern and northern regions and set a break point between them. They then fit the data for the two regions separately. Estimating two regional means precludes the possibility that there is a smooth transition in effects of SST between the two regions. By relaxing Mueter et al.'s (2002a) "iid" normal assumption that assumed a separate mean SST effect in the north and south, we obtain more sensible estimates (not a step function) of SST effects for this transition area (northern British Columbia and southeast Alaska) and avoid possible overshrinkage effects for the SST coefficients.
A general concern is sometimes raised about spawner and recruit data such as ours that cover stocks from various regions: a variety of ways of estimating spawner abundance in the regions may lead to different biases in those estimates. However, such concerns are not relevant to our interpretation above of the geographical changes in estimated effects of SST on log e (recruits per spawner). This becomes apparent by inspecting eq. 2 and recalling that y it = log e (R it /S it ). That equation shows that a consistent bias in estimates of S i will change the average level of y it independent of the level of SST. That bias will thus be attributed to the intercept α i rather than to the effect of SST, γ i . Care must therefore be taken when interpreting trends in estimates of α i across large geographical regions (in any case, no such trend appears in our results). Our findings suggest that early summer coastal SST might be a useful additional explanatory variable in models of survival rates (log e (R/S)) for most pink salmon stocks. Nevertheless, the linear predictor that includes SST only explains a small portion of the total variation in survival rates for individual stocks; therefore, improvement in recruitment forecasts by including SST might not be large. However, improvement in estimates for Ricker stock-specific parameters α i can be helpful for setting reference points for salmon management, with the above-noted caution.
Our results and conclusions about the benefits of spatial hierarchical Bayesian models concur with research in other fields. For example, CAR priors are used extensively in mapping applications of epidemiology (Besag et al. 1991; Waller et al. 1997) , where studies of geographical patterns of disease are very important for generating and refining hypotheses as well as for assessment of environmental justice (Waller et al. 1997) . Empirical or hierarchical Bayesian models have proven useful in smoothing crude maps of disease risk based on the usual Bayesian borrowing of strength property, eliminating the instability of separate maximum likelihood estimates for rare diseases and (or) for lowpopulation areas while maintaining geographic resolution.
The spatial hierarchical Bayesian models used in this paper contain many structural and functional assumptions at different levels of the hierarchy. We dealt with some of these a Values for each parameter are shown at the median and extremes of the 95% probability intervals. Table 5 . Summary of the posterior probability distributions of hyperparameters for spatial models 14 and 18 under different prior distributions for τ α 2 and τ γ 2 .
Fig. 6.
Posterior median values for sea surface temperature (SST) effects, γ i , obtained from the single-stock approach (model 10, open circles) and the comparable multistock spatial model 14, the latter using different prior probability distributions for τ α 2 (or τ α ) and τ γ assumptions, for example, the data-level error assumptions, by using different priors for stock-specific parameters. Even with this limited set of assumptions, we obtained 24 different model forms. We also conducted sensitivity analyses to examine the influence of prior specifications of τ γ 2 and τ α 2 on posterior inference (e.g., changing the values of c and d in  IG(c, d) ). Although hyperparameters, especially τ γ 2 and λ γ , are sensitive to the prior assumptions of τ γ 2 , the estimates of stock-specific parameters (α i , β i , and γ i ) were much less sensitive to changes in those prior specifications.
Although we modeled the spatial dependence (i.e., similarity of parameter values in nearby areas) of α i on α j , j ≠ i (or γ i on γ j , j ≠ i), by using Gaussian CAR specifications (Besag et al. 1991) , there are other methods. An alternative approach for modeling spatial autocorrelation is directly formulating the covariance matrix ⌺ of a multivariate normal distribution of the random effects (e.g., γ μ ( , )) MVN ⌺ (Banerjee et al. 2004) . But this latter approach is computationally intensive because of a matrix inversion step required for each iteration of the MCMC sampler. In contrast, our conditional approach is computationally very efficient because of the conditional structure of eq. 5 (Banerjee et al. 2004) . One disadvantage of the CAR model is that the precision matrix is often singular, making the covariance matrix undefined (Banerjee et al. 2004) .
For the distance-based CAR model, different weighting functions other than an exponential decay (eq. 6) are worth considering in the future. Other possible model extensions include using multivariate CAR priors to model potential cross-correlation between the α i and γ i parameters of each stock, for instance.
In conclusion, hierarchical Bayesian models that allow for spatial structure of parameter values among multiple salmon stocks may help to more precisely estimate parameters of stock-recruitment models. The resulting models should provide an improved basis for setting conservation and management goals and regulations. our model, an overall level is not specified for either α i or γ i (eq. 2) (i.e., we use option 3).
