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Abstract
Classical logic and more precisely classical sequent calculi are cur-
rently the subject of several studies that aim at providing them with an
algorithmic meaning. They are however ruled by an annoying syntactic
bureaucracy which is a cause of pathologic non-confluence. An interest-
ing patch consists in representing proofs using proofnets. This leads (at
least in the propositional case) to cut-elimination procedures that remain
confluent and strongly normalising without using any restricting reduc-
tion strategy. In this paper we describe a presentation of sequents in a
two-dimensional space as well as a presentation of proofnets and sequent
calculus derivations in a three-dimensional space. These renderings admit
interesting geometrical properties: sequent occurrences appear as paral-
lel segments in the case of three-dimensional sequent calculus derivations
and the De Morgan duality is expressed by the fact that negation stands
for a ninety degree rotation in the case of two-dimensional sequents and
three-dimensional proofnets.
1 Introduction
The witness property is an important advantage of intuitionistic logic over
classical logic. Indeed witnesses of existential statements can always be
obtained when the statement is proved in the former. Nevertheless and
from the programming point of view, constructivity is only required for
Σ01-statements for which Friedman demonstrated that classical and intu-
itionistic provability coincide [Fri78]. Initiated by Griffin in 1990, studies
on the algorithmic meaning of classical constructions is today an active
and successful field of research. Griffin first demonstrated that control op-
erators can be typed by Pierce’s law [Gri90]. This foundational work was
then followed by a range of studies about computational interpretations of
classical logic as well as sequent calculus. While beta-reduction is usually
considered as the cut-elimination procedure for natural deduction, a wide
range of cut-elimination procedures can be imagined for sequent calcu-
lus [Gen35, CH00, UB01, BL08]. Strong normalisation or confluence may
not hold for these reduction procedures. Yet they lead to extractions of
programs from classical proofs, as demonstrated for instance by [Miq09].
By several aspects, proofnets appear as a good solution to the prob-
lem of representing proofs in classical logic. Indeed they contain and
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organize all the necessary information that a proof must include with-
out getting tangled in the bureaucracy of syntax. Proofnets originate
from Girard’s Linear Logic [Gir87] and elegantly adapt to classical logic
[Mil87, Rob03, LS05]. In particular Lamarche and Straßburger demon-
strate that confluence and strong normalisation of the unrestricted cut-
elimination procedure can be recovered in the propositional case [LS05].
As usual with classical logic, problems arise when adding quantifiers, as
shown by the ongoing work of McKinley and Heijltjes [McK09, Hei09].
The various existing approaches to proofnets for classical logic sig-
nificantly differ by the criterion that they adopt to characterize correct
proofnets. For example Robinson [Rob03] uses switchings à la Danos-
Regnier whereas Lamarche and Straßburger use conjunctive resolutions
[LS05]. This latter criterion nicely relates to sequent calculus proofs in
the following way: when considering a proofnet associated with some
sequent S, conjunctive resolutions exactly correspond to the atomic se-
quents that one could obtain from S by decomposing all its connectives
using sequent calculus inferences. Therefore the criterion states that if
all these conjunctive resolutions are actually proved, then the proofnet is
correct. It corresponds for instance to the tableaux method criterion if
all branches of a tableau are closed, the formula represented by the tableau
is unsatisfiable. The advantage of this last criterion is that branches of
a tableau as well as branches of a sequent calculus derivation are easily
extractable. On the contrary, the extraction of subnets using conjunctive
resolutions is not trivial: a proofnet may have an exponantial number of
conjunctive resolutions whereas a derivation always have a linear number
of branches. These complexities reflect the fact that proofnets are com-
pressed derivations. In order to check their value as a certificate, their
information must be decoded through conjunctive resolutions.
In this paper, we propose a rendering of proofnets in a three dimen-
sional space. This rendering is meant to ease the extraction of subnets
using conjunctive resolutions. It is based on the De Morgan duality: the
(horizontal) axis which is usually employed in order to write sequents is
split into an axis for conjunctions and an axis for disjunctions. Sequents
and proofnets therefore become respectively two-dimensional and three-
dimensional objects. Conjunctive resolutions appear as paths and surfaces
which follow to the disjunction axis. Checking the validity of a proofnet
therefore becomes geometrical. As far as we know, our idea of using the
De Morgan duality to represent proofnets and sequent calculus derivations
in a three-dimensional space is completely novel. The only other instance
of a rendering of proofs in a three-dimensional space is Yves Guiraud’s
work which represents SKS derivations as three-dimensional penrose di-
agrams [Gui06]. This paper is organized as follows. In section 2, we
reformulate the definitions of classical proofnets and conjunctive resolu-
tions. Then in section 3, we present successively the rendering of sequents
as two-dimensional planar acyclic graphs and the rendering of proofnets
and sequent calculus derivations in a three-dimensional space. Finally we
present the ongoing implementation of a prototype in section 4.
2 Proofnets in Classical Logic
This section introduces proofnets for classical logic. Our presentation is
greatly inspired by the work of Lamarche and Straßburger [LS05]. The
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set of formulæ is defined by the grammar
ϕ,ψ ::= P | P̄ | > | ⊥| {z }
atoms
| ϕ ∧ ψ | ϕ ∨ ψ .
Formulæ are built from atomic predicates (P ), negated atomic predicates
(P̄ ), false (⊥), true (>), conjunctions (ϕ ∧ ψ) and disjunctions (ϕ ∨ ψ).
The negation ¬ϕ of a formula ϕ is defined inductively by
¬P = P̄ , ¬P̄ = P , ¬⊥ = > , ¬> = ⊥ ,
¬(ϕ ∧ ψ) = (¬ϕ) ∨ (¬ψ) , ¬(ϕ ∨ ψ) = (¬ϕ) ∧ (¬ψ) .
We suppose given an infinite countable set of names. Symbols x, y, z
will range over this set of names. A named formula is a pair containing
a name x and a formula ϕ and denoted x : ϕ. A sequent L is a set of
named formulæ such that to any name x corresponds at most one formula
ϕ such that x : ϕ ∈ L. Such a sequent is denoted ` x1 : ϕ1, . . . , xn : ϕn or
` ϕ1, . . . , ϕn when names are insignificant. A position is a finite binary
sequence. The empty position will be denoted ε. If ϕ is a formula and l
is a position, the subformula of ϕ occurring at position l, denoted ϕ|l, is
defined by
P|ε = P , P̄|ε = P̄ , ⊥|ε = ⊥ , >|ε = > ,
(ψ0 ∧ ψ1)|i·l = ψi|l , (ψ0 ∨ ψ1)|i·l = ψi|l ( i ∈ {0, 1} ) .
Remark that ϕ|l is not defined for all formulæ and all positions. If ϕ is
a formula, the set of positions of ϕ, denoted Pϕ is the set of positions l
such that ϕ|l is actually defined. Let us consider for example the formula
> ∨ (P ∧ >). It admits five positions, namely ε, 0, 1, 10 and 11. They
correspond respectively to the subformulæ >∨ (P ∧>), >, P ∧>, P and
>. A sequent position is a pair containing a name x and a position l and
denoted x ◦ l. In what follows, we will improperly say position instead of
sequent position. Let L be a sequent. The set of (sequent) positions of L
is the set
PL = { x ◦ l / x : ϕ ∈ L and l ∈Pϕ } .
Therefore if L = ` x1 : ϕ1, . . . , xn : ϕn is a sequent and xi ◦ l ∈PL, the
subformula of L occurring at position xi ◦ l, denoted L|xi◦l, is the formula
ϕi|l. We are now able to define proofnets.
Definition 1 (Proofnets). A proofnet is a pair (L,∼) where L is a sequent
and ∼ is symmetric relation on PL such that whenever l ∼ m, then either
L|l = ¬L|m or L|l = L|m = >.
Figure 1 depicts a proofnet whose sequent is ` x : > ∨ (P ∧ >), y :
(P ∨ (P̄ ∨ ⊥)) ∧ (> ∨ ⊥) and whose relation is the symmetric closure of
{(x ◦ 11, x ◦ 11), (x ◦ 1, y ◦ 01), (y ◦ 00, y ◦ 010)}. Proofnets are meant to
represent possibly unfinished derivations in the cut-free classical sequent
calculus. In a proofnet (L,∼), a link x◦l ∼ y◦m with ϕ = L|x◦l = ¬L|y◦m
represents the use of the rule axiom and a link l ∼ m with L|x◦l = L|y◦m =
> represents the use of the rule introducing >.
It is obviously important to characterize which proofnets represent
completed derivations. For that we reformulate the notion of conjunctive
resolution that is introduced by Lamarche and Straßburger [LS05]. The
conjunctive positions of a sequent L are the positions x ◦ l such that L|x◦l
is a conjunction. The set of conjunctive positions of a sequent L is denoted













Figure 1: A proofnet for ` x : > ∨ (P ∧ >), y : (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥).
If s is a conjunctive resolution for L, the set of positions of s, denoted PsL,
is the subset of positions (x ◦ l) ∈ PL such that for all (x ◦m) ∈ P∧L , if
m is a strict prefix of l, then the binary sequence m · s(m) is also a prefix
of l.
Definition 2 (Valid Proofnets). A proofnet (L,∼) is valid if for all con-
junctive resolution s of L, the restriction of ∼ to PsL (that is to say the
set ∼ ∩(PsL ×PsL)) is not empty.
Let us consider for example the proofnet depicted in figure 1. Its
conjunctive positions are x◦1 and y. Therefore the sequent corresponding
to this proofnet admits four conjunctive resolutions which are
x ◦ 1 7→ 0
y 7→ 0 ,

x ◦ 1 7→ 1
y 7→ 0 ,
x ◦ 1 7→ 0
y 7→ 1 and

x ◦ 1 7→ 1
y 7→ 1 .
These conjunctive resolutions correspond to the positions of the subtrees
depicted in figure 2. This figure also represents the restriction of the re-
lation associated with each conjunctive resolution. Notice that the third
conjunctive resolution returns an empty restriction of the proofnet rela-
tion. Consequently the proofnet of figure 1 is not a valid proofnet. This
can easily be corrected though, for example by linking the position x ◦ 0
to itself.
In order to represent proofnets with cuts, Lamarche and Straßburger
use a new binary connective [LS05]. This connective is in fact just a con-
junction (and is indeed treated as a conjunction), consequently replacing
the cut rule
Cut
` Γ, ϕ,∆ ` Γ,¬ϕ,∆
` Γ,∆ by the rule
Cut’
` Γ, ϕ ∧ (¬ϕ),∆
` Γ,∆ .
Therefore cut-formulæ are special conjunctions that are denoted ϕ u ψ
instead of ϕ ∧ ψ. They cannot occur inside another (cut)-formula: in a
sequent L = ` x1 : ϕ1, . . . , xn : ϕn, the only positions corresponding to
cut-formulæ are of the form xi ◦ ε. In addition, if (L,∼) is a proofnet and
xi ◦ ε is a position corresponding to a cut-formula, then for all l ∈ PL,
(xi ◦ ε) 6∼ l. Cut-formulæ are handled in the same way as conjunctions














































Figure 2: Conjunctive resolutions for the proofnet in figure 1
cut-formula and L′ is a sequent only containing cut-formulæ, then any
proofnet (L∪L′,∼) will be said to be a proofnet for L with cuts L′. If L′
is empty, the proofnet is cut-free.
Valid proofnets are sound and complete with respect to the classi-
cal cut-free sequent calculus and valid proofnets with cuts are sound and
complete with respect to the classical sequent calculus with cuts as demon-
strated by the following theorem.
Theorem 1. For some sequent L, there exists a valid proofnet for L if
and only if there exists a derivation of L in the cut-free classical sequent
calculus. For some sequent L, there exists a sequent L′ as well as a valid
proofnet for the sequent L with cuts L′ if and only if there exists a deriva-
tion of L in the classical sequent calculus with cuts.
Proof. Adaptation of the proof available in [LS05].
We will not formally introduce a cut-elimination procedure for classical
proofnets in this paper. One is described by Lamarche and Straßburger in
[LS05] for their presentation of proofnets. Let us remark that their B-nets
are a subclass of our valid proofnets: they just restrict the use of links
l ∼ m to positions l andm corresponding to atoms. In addition, their cut-
elimination procedure does not use any restricting strategy and remains
confluent and strongly normalising on B-nets. Therefore we believe that it
could be extended to an unrestricted confluent and strongly normalising
cut-elimination procedure for our presentation of proofnets. However we
leave the formalisation of such a procedure for a subsequent paper.
3 Third Dimension
Before representing proofnets in a three-dimensional space, we represent
sequents in a two-dimensional space. This is done using planar acyclic
directed graphs having exactly one source and one sink. We first define







Figure 3: 〈` > ∨ (P ∧ >), (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)〉
directed graphs, the graph A|B is the acyclic directed graph obtained by
linking the sink of A with the source of B; the graph A
B
is the graph
obtained by adding a fresh source linked to the sources of A and B and
a fresh sink to whom the sinks of A and B are linked. These operations
preserve both properties of being acyclic and planar.
Now let us consider the list of atoms that occur in a sequent. Such a
list is obviously a one-dimensional object that does not render the logi-
cal structure of the sequent. This logical structure is inherited from the
connectives of the sequent and is translated into conjunctive resolutions
that select sublists of the initial list of atoms. Then in order to prove the
sequent, a link must be found for each sublist. We propose to replace the
one-dimensional list of atoms by a two-dimensional object representing
the whole sequent and therefore containing the logical structure which
corresponds to the conjunctive resolutions: the rendering of a formula ϕ,
denoted 〈ϕ〉, is the acyclic directed planar graph with exactly one source
and one sink defined as
• a graph with a single node labelled by ϕ if ϕ is an atom ;
• 〈ψ1〉|〈ψ2〉 if ϕ = ψ1 ∨ ψ2 ;
• 〈ψ1〉〈ψ2〉 if ϕ = ψ1 ∧ ψ2 .
The graph 〈` ϕ1, . . . , ϕn〉 associated with a sequent ` ϕ1, . . . , ϕn is the
graph 〈ϕ1〉| . . . |〈ϕn〉. For example, the graph 〈` > ∨ (P ∧ >), (P ∨ (P̄ ∨
⊥)) ∧ (> ∨ ⊥)〉 is represented in figure 3. Now let L be some sequent.
Each directed path from the source of 〈L〉 to its sink corresponds to a
sequent ` a1, . . . , an where the ai are the labels of the nodes of the path.
These are exactly the sequents that one would obtain by decomposing all
the connectives of L using sequent calculus rules. These also are precisely
the sequents that appear in the subnets corresponding to each conjunctive
resolution of L. In particular it holds for the graph in figure 3 and the
conjunctive resolutions in figure 2: in this case, the sequents are
` >, P, P, P̄ ,⊥ , ` >,>, P, P̄ ,⊥ ,
` >, P,>,⊥ and ` >,>,>,⊥ .
For any sequent L, the graph 〈L〉 is meant to be rendered on the plane.
If we choose the horizontal axis to represent disjunctions (following the
tradition of writing sequent ` ϕ1, . . . , ϕn horizontally) and the vertical
axis to represent conjunctions. A graph 〈ϕ∨ψ〉 = 〈ϕ〉|〈ψ〉 is then rendered
as the horizontal sequence 〈ϕ〉 → 〈ψ〉 and a graph 〈ϕ∧ψ〉 = 〈ϕ〉〈ψ〉 is rendered
as the vertical fork ·↗
〈ϕ〉↘
↘〈ψ〉↗
· . This rendering behaves quite well with
respect to negation which then stands for an exchange of the disjunction
axis and the conjunction axis (for example a ninety degree rotation): the









Figure 4: Negation of the graph in figure 3
⊥)) ∧ (> ∨ ⊥) is rendered in figure 4, on top of a dashed rotated version
of the graph of figure 3.
We are now able to render sequents in a two-dimensional space. This
rendering is a recursive decomposition of the connectives in the sequent.
We can render this iteration with respect to a third axis called decomposi-
tion axis which is added to the conjunction axis and the disjunction axis.





ϕ ∧ ψconjunction axis
disjunction axis
decomposition axis
The rendering of a formula consists in the recursive rendering of its con-
nectives, therefore obtaining a three-dimensional tree. The rendering of
a whole sequent consists in the rendering of each of its formulæ side by
side along the disjunction axis. Each step of such a rendering corresponds
to a partially computed graph. Each decomposition of a connective cor-
responds to a computation further towards the final graph corresponding
to the initial sequent. The final three-dimensional forest displays on top
of it the completed graph corresponding to the initial sequent. For exam-
ple, figure 5 displays the three-dimensional proofnet associated with the
sequent ` > ∨ (P ∧ >), (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨ ⊥). It also displays several
graphs corresponding to partial decompositions of its connectives, that is
to say from bottom to top the graphs for
[> ∨ (P ∧ >)] | [(P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)] , [>] | [(P ∧ >)] | [P∨(P̄∨⊥)]
[>∨⊥] ,
[>] | [P ]
[>] |
[P ] | [P̄∨⊥]
[>] | [⊥] and [>] |
[P ]
[>] |
[P ] | [P̄ ] | [⊥]
[>] | [⊥] .
Note that we could also have represented oblique graphs such as the one




We have not dealt yet with the rendering of the relation ∼ of a proofnet
(L,∼). If l and m are positions of L such that l ∼ m, both positions l
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Figure 5: A three-dimensional proofnet
and m appear as vertices and the link l ∼ m is rendered as a curve
between these vertices corresponding to l and m. Therefore the relation
∼ is rendered as a set of curves between vertices of the three-dimensional
proofnet. Conjunctive resolutions correspond to maximal paths in the
graph 〈L〉. Similarly they correspond to the selection of certain polygons
and vertices of the rendered proofnet. If each selection contains a pair of
linked vertices, then we are looking at a valid proofnet.
We have seen that in terms of two-dimensional graphs, negation stands
for the exchange of the disjunction axis and the conjunction axis. It
also remarkably holds for three-dimensional proofnets: the vertices corre-
sponding to formulæ as well as the triangles corresponding to decompo-
sitions of connectives are unchanged. However all the parts of the three-
dimensional proofnet only corresponding to the directed graphs have to
be switched as done in figure 4.
If L is a sequent, each directed path from the source of 〈L〉 to its sink
correspond to an atomic sequent. The list of such paths (or equivalently
such sequents) is an expanded version of the graph 〈L〉. Let us remark that
the size of the list of paths can be exponantial with respect to the size of
the initial graph (think of a sequent ` ϕ1∧ψ1, ϕ2∧ψ2, . . . , ϕn∧ψn). This
expansion corresponds to the expansion that one must perform to trans-
form a proofnet into a sequent calculus derivation. Each two-dimensional
graph can be expanded into a two-dimensional list of sequents and each
three-dimensional proofnet can be expanded into a three-dimensional se-
quent calculus derivation. This expansion is also known as sequentializa-
tion. The difference between proofnets and sequent calculus is that in
the latter only one connective is decomposed at a time. The contexts
(that is to say the other formulæ of the sequent) are just copied in the
conclusion and in the premisses of the inference. Sequentialization there-
fore stands for transforming one big step containing several simultaneous
decompositions into several steps each containing a decomposition and
several duplications. These smaller steps correspond either to a sequent
calculus introduction of the ∧ connective or to a sequent calculus intro-
duction of the ∨ connective. The following picture displays on its left a
three-dimensional sequent calculus introduction of a conjunction and on
its right a three-dimensional sequent calculus introduction of a disjunc-
tion.
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In such three-dimensional inferences, a sequent is represented by a segment
parallel to the disjunction axis. From the bottom-up point of view, on
the left the decomposition of a segment . . . ϕ1, ψ1 ∧ ψ2, ϕ2, ϕ3 . . . creates
two new segments . . . ϕ1, ψ1, ϕ2, ϕ3 . . . and . . . ϕ1, ψ2, ϕ2, ϕ3 . . . ; on the
right the decomposition of a segment . . . ϕ1, ψ1 ∨ ψ2, ϕ2, ϕ3 . . . creates
one new segment . . . ϕ1, ψ1, ψ2, ϕ2, ϕ3 . . . . The duplication of contexts is
represented by the dashed lines. Using these three-dimensional inferences,
we can build three-dimensional sequent calculus derivations. For example
the three-dimensional derivation corresponding to
` >, P, P, P̄ ,⊥
` >, P, P, (P̄ ∨ ⊥)
` >, P, (P ∨ (P̄ ∨ ⊥))
` >, P,>,⊥
` >, P, (> ∨⊥)
` >, P, (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)
` >,>, P, P̄ ,⊥
` >,>, P, (P̄ ∨ ⊥)
` >,>, (P ∨ (P̄ ∨ ⊥))
` >,>,>,⊥
` >,>, (> ∨⊥)
` >,>, (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)
` >, P ∧ >, (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)
` > ∨ (P ∧ >), (P ∨ (P̄ ∨ ⊥)) ∧ (> ∨⊥)
is displayed in figure 6. Let us remark that between the sequent calcu-
lus derivation and its three-dimensional rendering, there is a one-to-one
correspondence between vertices and formulæ occurrences as well as se-
quents occurrences and segments parallel to the disjunction axis. The
same three-dimensional derivation can be obtained by sequentializing the
three-dimensional proofnet of figure 5. Sequentialization mainly consists
in the choice of an order for the decompositions of the connectives of the
initial sequent. For example if a sequent contains both formulæ ϕ1 ∧ ϕ2
and ψ1 ∨ ψ2, one can either choose to decompose the conjunction or the
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Figure 7: Sequentialization steps
conjunction first. It respectively leads to the sequent calculus derivations
` ϕ1, ψ1, ψ2 ` ϕ2, ψ1, ψ2
` ϕ1 ∧ ϕ2, ψ1, ψ2
` ϕ1 ∧ ϕ2, ψ1 ∨ ψ2 and
` ϕ1, ψ1, ψ2
` ϕ1, ψ1 ∨ ψ2
` ϕ2, ψ1, ψ2
` ϕ2, ψ1 ∨ ψ2
` ϕ1 ∧ ϕ2, ψ1 ∨ ψ2 .
The sequentialization of a three-dimensional proofnet is therefore not
unique: the precise critical pair underlined by these two sequent cal-
culus derivations is translated into sequentialization steps from three-
dimensional proofnets to three-dimensional sequents in figure 7. Note that
the sequents that appear on top of each sequent derivations are exactly
those on top of each three-dimensional derivation and are also precisely
the paths of the directed graph on top of the three-dimensional proofnet.
This illustrates perfectly Kleene’s well-known result [Kle52] which states
that the order for decomposing propositional connectives is irrelevant in
sequent calculus.
4 Prototype
We are currently developping a prototype for rendering derivations and
proofnets using 3D computer graphics. It will include several features
enhanced by a point-and-click interface based on the three-dimensional
rendering. In particular we will implement methods for checking deriva-
tions and proofnets as well as procedures for automatic and interactive
proof construction. Sequentialization will also be implemented. For this
prototype, we have chosen the tom language1 [BBK+07] which provides
powerful associative rewriting capabilities and strategic programmation
on top of java. It is especially designed to manipulate tree structures with
the following advantages. First of all, the expressiveness of the language
allows for clean and short code. This is particularly important because we
wish to implement a proofchecking kernel. The smaller the proofchecker
is, the easier it is to convince everyone that it is actually sound. An-
other interesting feature of tom is the expression of tacticals by strategies.
1tom.loria.fr
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Figure 8: A 3d proofnet rendered by an early version of our prototype
The tom strategy language is directly inspired from early research on
elan [VB98] and ρ-calculus and allows to compose basic strategies to ex-
press complex programs using strategy combinators. We therefore believe
that tom is greatly adapted to the implementation of automatic and in-
teractive proof-search strategies. Finally since tom works on top of java,
implementing our prototype in tom allows us to access any java library
designed to render three-dimensional objects such as OpenGL implemen-
tations. A picture produced by an early version of our prototyped are
displayed in figure 8.
5 Conclusion
We have presented a two-dimensional rendering of formulæ and sequents
through planar acyclic directed graphs. Such a graph contains the whole
logical structure of the corresponding sequent: conjunctive resolutions
exactly match the maximal paths of the graph (also known as the paths
from the source to the sink). Then we have presented a three-dimensional
rendering of proofnets which depicts the iterative construction of a graph
from a given sequent. The two-dimensional graphs as well as the three-
dimensional proofnets are constructed on top of the De Morgan duality
between conjunctions and disjunctions. Indeed the two-dimensional space
that is used to render formulæ and sequents is defined by a conjunction
axis and a disjunction axis respectively designed to represent conjunctions
and disjunctions. Interestingly negation then stands for an exchange of
these two axis and does not modify further the placement of the nodes
in a graph neither the structure of a proofnet. We also have presented
a three-dimensional rendering of sequent calculus derivations. It is based
on the same duality between the conjunction axis and the disjunction axis
and sequents are displayed as segments along this latter axis. This ren-
dering of derivations does not behave so well with respect to negation.
However its main advantage is the one of sequent calculus derivations
over proofnets: the former stand for a fully expanded certificate. Indeed
proofnets can be unfolded into sequent calculus derivations through a se-
quentialization process. We have shown how this process can be rendered
into a three-dimensional sequentialization transforming three-dimensional
proofnets into three-dimensional derivations. Finally we have presented
the current state of the implementation of our prototype for a prover
based on this three-dimensional rendering of proofnets and sequent calcu-
lus derivations. We also have explained our choice of tom on top of java
for an implementation language.
This work opens several perspectives. First of all and without thinking
about three-dimensional rendering, the proofnet approach remains fairly
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unexplored, especially with respect to full predicate logic with quantifiers.
In particular the question of the existence of a confluent and strongly nor-
malising cut-elimination procedure for proofnets with quantifiers remains
unanswered (as far as we know). Let us also remark that we leave the
treatment of cut-elimination for a subsequent paper. These developments
will then lead to developments with respect to our three-dimensional ren-
dering. Indeed rendering proofnets with quantifiers as well as rendering
cut-elimination are the next extensions that we wish to study. These
extensions should also be implemented along all the implementation ob-
jectives listed in section 4.
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