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Abstract
This paper presents a novel method for visual-inertial
odometry. The method is based on an information fu-
sion framework employing low-cost IMU sensors and the
monocular camera in a standard smartphone. We formulate
a sequential inference scheme, where the IMU drives the dy-
namical model and the camera frames are used in coupling
trailing sequences of augmented poses. The novelty in the
model is in taking into account all the cross-terms in the
updates, thus propagating the inter-connected uncertainties
throughout the model. Stronger coupling between the iner-
tial and visual data sources leads to robustness against oc-
clusion and feature-poor environments. We demonstrate re-
sults on data collected with an iPhone and provide compar-
isons against the Tango device and using the EuRoC data
set.
1. Introduction
Accurate tracking of the orientation and location of mo-
bile devices is important for many applications. Exam-
ples include robot navigation, pedestrian navigation and
wayfinding, augmented reality, games, safety and rescue
(e.g. for firefighters). Motivated by the practical relevance
of the problem, there is plenty of recent research on de-
vice tracking based on various kinds of sensors. Perhaps
one of the most promising approaches for precise real-time
tracking is visual-inertial odometry, which is based on fus-
ing measurements from inertial sensors (i.e. an accelerome-
ter and gyroscope) with visual feature tracking from video.
This kind of approach is practical since both video cameras
and MEMS-based inertial measurement units are nowadays
low-cost commodity hardware which are embedded in most
smartphones and tablet devices. Further, the two sensor
modalities complement each other; visual odometry can
provide good precision in visually distinguishable environ-
ments whereas inertial navigation is robust to occlusion and
able to provide absolute metric scale for the motion.
Visual-inertial odometry methods have already been
demonstrated in many research papers and in some com-
mercial devices, such as the Tango device by Google. How-
ever, most published methods are heavily camera-based in
the sense that they need unobstructed visibility and plenty
of visual features in the scene all the time. For example,
the tracking of the Tango device fails if the camera lens
is fully occluded. Further, since pure inertial navigation
has been considered challenging or impossible with low-
cost consumer grade inertial sensors [28], so far there are
no occlusion-robust visual-inertial odometry demonstrated
using conventional smartphone hardware.
In this paper, we propose a probabilistic inertial-visual
odometry technique which allows occlusion-robust naviga-
tion on standard smartphone hardware. Our approach is
able to utilize consumer-grade MEMS-based inertial sen-
sors in a more robust manner than previous approaches and
we therefore call our approach inertial-visual odometry in-
stead of the commonly used term ‘visual-inertial’ odome-
try. By taking the full advantage of the inertial sensors we
are able to demonstrate precise odometry with a standard
iPhone in use cases where the camera is temporarily fully
occluded (e.g. in a bag or by people in a crowd) for ex-
tended periods of time. A visual example of such a path is
shown in Figure 1.
We aim at maximizing the information throughput from
both the visual and inertial modality. This means both accu-
rate tracking and insensitivity to partial and complete occlu-
sion for extended periods of time. More exactly, this goal
is covered by the following three contributions of this pa-
per novel to visual-inertial schemes: (i) An efficient IMU
propagation model in discrete-time, which keeps the er-
ror sources limited to the linearization error; (ii) A trailing
pose augmentation through a series of linear Kalman up-
dates which preserve the cross-covariance between current
and past poses; (iii) A visual update step where the esti-
mated feature point coordinate is integrated out, and thus
the only approximation error comes from the linearization
in the EKF. For all of the methodology a core design crite-
rion is formulating the methods in sequential manner suit-
able for real-time running on current mobile hardware and
building upon noisy sensor sources available in standard
smartphones.
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Figure 1: PIVO tracking on a smartphone (iPhone 6) starting from an office building (1–2), through city streets (3–5), a
shopping mall (6), and underground transportation hub (7–8).
2. Related work
Methods for tracking the pose of a mobile device with
six degrees of freedom can be categorized based on (i) the
input sensor data, or (ii) the type of the approach. Re-
garding the latter aspect the main categories are simultane-
ous localization and mapping (SLAM) approaches, which
aim to build a global map of the environment and utilize
it for loop-closures and relocalization, and pure odometry
approaches, which aim at precise sequential tracking with-
out building a map or storing it in memory. SLAM is par-
ticularly beneficial in cases where the device moves in a
relatively small environment and revisits the mapped areas
multiple times, since the map can be used for removing
the inevitable drift of tracking. However, accurate low-drift
odometry is needed in cases where the device moves long
distances without revisiting mapped areas.
Regarding the types of input data there is plenty of lit-
erature using various combinations of sensors. Monocular
visual SLAM and odometry techniques, which use a sin-
gle video camera, are widely studied [5, 8, 18] but they
have certain inherent limitations which hamper their prac-
tical use. That is, one can not recover the absolute metric
scale of the scene with a monocular camera and the tracking
breaks if the camera is occluded or there are not enough vi-
sual features visible all the time. For example, homogenous
textureless surfaces are quite common in indoor environ-
ments but lack visual features. Moreover, even if the met-
ric scale of the device trajectory would not be necessary in
all applications, monocular visual odometry can not keep a
consistent scale if the camera is not constantly translating—
that is, pure rotations cause problems [12]. Scale drift may
cause artifacts even without pure rotational motion if loop-
closures can not be frequently utilized [33].
Methods that use stereo cameras are able to recover the
metric scale of the motion, and consistent tracking is pos-
sible even if the camera rotates without translating [6, 25].
Still, the lack of visually distinguishable texture and tem-
porary occlusions (e.g. in a crowd) are problem for all ap-
proaches that utilize only cameras. Recently, due to the in-
creasing popularity of depth sensing RGB-D devices (either
utilizing structured light or time-of-flight), also SLAM and
odometry approaches have emerged for them [14, 17, 27].
These devices provide robustness to lack of texture but they
also require unobstructed line of sight, and hence occlusions
may still be a problem. In addition, many of the cameras
have a limited range for depth sensing and do not work out-
doors because they utilize infrared projectors.
Thus, in order to make tracking more robust and prac-
tical for consumer applications on mobile devices both
indoors and outdoors, it has become common to com-
bine video cameras with inertial measurement units (IMUs)
[2, 7, 13, 24, 26, 35]. Examples of hardware platforms that
provide built-in visual-inertial odometry are Google Tango
and Microsoft Hololens devices. However, both of these
devices contain custom hardware components (e.g. a fish-
eye lens camera), which are not common in conventional
smartphones. In addition, there are several research pa-
pers which utilize IMUs with custom stereo camera setups
[9, 11, 20, 37].
In this paper we present a probabilistic approach for fus-
ing information from consumer grade inertial sensors (i.e.
3-axis accelerometer and gyroscope) and a monocular video
camera for accurate low-drift odometry. This is practically
the most interesting hardware setup as most modern smart-
phones contain a monocular video camera and an IMU. De-
spite the wide application potential of such hardware plat-
form, there are not many previous works which demon-
strate visual-inertial odometry using standard smartphone
sensors. This is most likely due to the relatively low qual-
ity of low-cost IMUs which makes inertial navigation chal-
lenging. The most notable papers covering the smartphone
use case are [18, 21, 34]. However, all these previous ap-
proaches are either visual-only or visual-heavy in the sense
that tracking breaks if there is complete occlusion of cam-
era for short periods of time. This is the case also with the
visual-inertial odometry of the Google Tango device.
3. Inertial-visual information fusion
Consider a device with a monocular camera, an IMU
with 3-axis gyroscope/accelerometer, and known camera-
to-IMU translational and rotational offsets—a characteriza-
tion that matches modern day smartphones. In the follow-
ing, we formulate the PIVO approach for fusing information
from these data sources such that we maintain all dependen-
cies between uncertain information sources—up to the lin-
earization error from the non-linear filtering approach. The
outline of the PIVO method is summarized in Algorithm 1.
3.1. Non-linear filtering for information fusion
In the following, we set the notation for the non-linear
filtering approach (see [29] for an overview) for information
fusion in the paper. We are concerned with non-linear state-
space equation models of form
xk = fk(xk−1, εk), (1)
yk = hk(xk) + γk, (2)
where xk ∈ Rn is the state at time step tk, k = 1, 2, . . .,
yk ∈ Rm is a measurement, εk ∼ N(0,Qk) is the Gaus-
sian process noise, and γk ∼ N(0,Rk) is the Gaussian
measurement noise. The dynamics and measurements are
specified in terms of the dynamical model function fk(·, ·)
and the measurement model function hk(·), both of which
can depend on the time step k. The extended Kalman fil-
ter (EKF, [1, 15, 29]) provides a means of approximat-
ing the state distributions p(xk | y1:k) with Gaussians:
p(xk | y1:k) ' N(xk |mk|k,Pk|k).
The linearizations inside the extended Kalman filter
cause some errors in the estimation. Most notably the esti-
mation scheme does not preserve the norm of the orientation
quaternions. Therefore after each update an extra quater-
nion normalization step is added to the estimation scheme.
Algorithm 1: Outline of the PIVO method.
Initialize the state mean and covariance
foreach IMU sample pair (ak,ωk) do
Propagate the model with the IMU sample see Sec. 3.2
Perform the EKF prediction step
if new frame is available then
track visual features
foreach feature track do
Jointly triangulate feature using poses in state and
calculate the visual update proposal see Sec. 3.4
if proposal passes check then
Perform the EKF visual update
Update the trail of augmented poses see Sec. 3.3
In case either the dynamical (1) or measurement
model (2) is linear (i.e. fk(x, ε) = Ak x + ε or hk(x) =
Hk x, respectively), the prediction/update steps reduce to
the closed-form solutions given by the conventional Kalman
filter.
3.2. IMU propagation model
The state variables of the system hold the information of
the current system state and a fixed-length window of past
poses in the IMU coordinate frame:
xk = (pk,qk,vk,b
a
k,b
ω
k ,T
a
k,pi
(1),pi(2), . . . ,pi(na)),
(3)
where pk ∈ R3 is the device position, vk ∈ R3 the velocity,
and qk ∈ R4 the orientation quaternion at time step tk.
Additive accelerometer and gyroscope biases are denoted
by bak ∈ R3 and bωk ∈ R3, respectively. Tak ∈ R3×3 holds
the multiplicative accelerometer bias. The past device poses
are kept track of by augmenting a fixed-length trail of poses,
{pi(i)}nai=1, where pi(i) = (pi,qi), in the state.
Contrary to many previous visual-inertial methods, we
seek to define the propagation method directly in discrete-
time following Solin et al. [32]. The benefits are that the
derivatives required for the EKF prediction are available in
closed-form, no separate ODE solver iteration is required,
and possible pitfalls (see, e.g., [30]) related to the traditional
continuous-discrete formulation [15] can be avoided.
The IMU propagation model is given by the mechaniza-
tion equationspkvk
qk
 =
 pk−1 + vk−1∆tkvk−1 + [qk(a˜k + εak)q?k − g]∆tk
Ω[(ω˜k + ε
ω
k )∆tk]qk−1
 , (4)
where the time step length is given by ∆tk = tk− tk−1, the
acceleration input is a˜k ∈ R3 and the gyroscope input by
ω˜k ∈ R3. Gravity g is a constant. The quaternion rotation
is denoted by qk[·]q?k, and the quaternion update is given
by Ω : R3 → R4×4 (see, e.g., [36]). The process noises
associated with the IMU data are treated as i.i.d. Gaussian
noise εak ∼ N(0,Σa∆tk) and εωk ∼ N(0,Σω∆tk).
Low-cost IMU sensors suffer from misalignment and
scale errors in addition to white measurement noise. These
are accounted for in the dynamic model by including es-
timation for multiplicative and additive scale bias for the
accelerometer, a˜k = Tak ak − bak, and an additive bias for
the gyroscope, ω˜k = ωk − bωk , where ak and ωk are the
accelerometer and gyroscope sensor readings at tk, and bak
and bωk are the additive biases. Miscalibrations in the ac-
celerometer scale are handled by the diagonal scale error
matrix Tak.
In this work, we ignore the slow random walk of the sen-
sor biases, and thus the biases and scale error terms are con-
sidered fixed and estimated as a part of the state. Similarly,
the augmented poses pi(i) also have no temporal dynamics.
The complete dynamical model must be differentiated both
in terms of the state variables and process noise terms for
the EKF estimation scheme. The derivatives are available
in closed-form, which helps preserving the numerical sta-
bility of the system. As a part of the estimation setup we
deal with zero-velocity and velocity pseudo-measurement
updates similarly as in [32].
3.3. Camera pose augmentation
Once a new camera frame is acquired at time t? (the t? is
matched against the IMU clock such that t? is assigned the
most recent tk), the current camera pose given by the state
variables pi? = (p?,q?) is augmented into the state by a
linear Kalman update.
The camera pose augmentation is a two-step process.
First, the pose trail propagation step takes care of moving
the past poses forward, discarding the oldest pose, and ini-
tiating a prior for the current pose. As the state distributions
are all Gaussians, in probabilistic sense this corresponds to
the following linear Kalman prediction step with the follow-
ing dynamic model
A? =
I19 0 00 0 0
0 I7(na−1) 0
 (5)
and Q? = blkdiag(019, σ2p I3, σ
2
q I4,07(na−1)), where the
prior variances for the new pose position and orientation,
σ2p and σ
2
q, are set large to keep the prior uninformative. Id
and 0d denote identity and zero matrices with dimension d,
respectively.
The second step of the pose augmentation takes care of
including the current system pose frontmost in the pose his-
tory trail in the state. As the state distribution is Gaussian,
the state update corresponds to a linear Kalman update step
with the following measurement model matrix
H? =
(
I7 07×19 −I7 07×7(na−1)
)
(6)
and a measurement noise covariance R = σ2? I very close to
zero and representing the small residual error related to the
misalignment of the sensor and frame timestamps. Setting
y? = 0, defines a Kalman update that enforces the current
pose to match the first augmented state slot pi(1).
The length of the augmented pose trail na is a selectable
parameter, it can be tuned according to the available com-
puting resources or the accuracy requirements. In theory
the length of the filter state as well as the frame rate of the
camera could also be adaptively controlled during the esti-
mation.
Even though the state only holds a fixed number of poses
and the oldest pose is discarded, formally the poses are not
removed from the model. Our formulation means that the
result is the same as it would have been if every pose would
remain in the state, even though the information is used only
in the trailing window. This would of course be computa-
tionally infeasible and totally unnecessary as the informa-
tion is not used later on. However, it means that the state
variables are altered only in a fashion that preserves the
cross-covariances between future and past states.
3.4. Visual update model
The visual measurement model formulation bears resem-
blance to the model used in MSCKF [24], but the lineariza-
tion for the EKF update is handled differently. The moti-
vation is that tracking a visual feature over several camera
frames imposes a long time-range constraint on the device
movement together with the camera intrinsics. What we un-
derline is that not only the feature points, but also all inter-
connected uncertainties between all state variables need to
be bundled in the update. See Figure 2a for an outline of the
elements involved in the visual update model. This makes
the derivation of the visual update step slightly more com-
plicated than that in [24].
For feature tracking, we use the Shi–Tomasi Good fea-
tures to track approach [31] to determine strong corners in
the image. These features are tracked across frames by a
pyramidal Lucas–Kanade tracker [3, 22]. Lost features are
replaced by new features and with preference of having the
features evenly scattered over the field of view.
In this work the visual update is performed per tracked
feature, which keeps the computational complexity constant
per feature. The feature update for a given track j of feature
point pixel coordinates y(j) = (u1, v1, u2, v2, . . . , um, vm)
seen in m past frames with augmented poses pi(i) =
(p(i),q(i)) still in the state (m ≤ na).
We construct a ‘full’ measurement model representing
any projection of an arbitrary feature point coordinate to the
observed image pixel coordinates:
y
(j)
k = h
(j)
k (x) + γk, γk ∼ N(0, σ2uv I2m), (7)
where σuv is the measurement noise standard deviation in
pixel units. In the following we drop the time index sub-
script k and will write out the function h per frame i (i.e.
for pixel pairs yi = (ui, vi) in y). In our formulation the
feature global coordinate p(j)∗ ∈ R3 will be integrated out
in the final model, which differs from previous approaches.
We, however, write out the derivation of the model by in-
cluding the estimation of p(j)∗ .
h(j,i)(x) = g
(
R(Cq(i)) (p
(j)
∗ − Cp(i))
)
, (8)
where the rotation and translation in the global frame corre-
sponds to the camera extrinsics calculated from the device
pose and known rotational and translational offsets between
IMU and camera coordinate frames (denoted by the super-
script ‘C’ in Eq. 8). The camera projection is modeled by
a standard perspective model g : R3 → R2 with radial and
tangential distortion [10] and calibrated off-line.
To estimate the position p(j)∗ of a tracked feature
we employ a similar approach as in [24], where the
following minimization problem is set up: θ∗ =
arg minθ
∑m
i=1 ‖ϕi(θ)‖, where we use the inverse depth
parametrization, θ = 1/pz(px, py, 1), to avoid local min-
ima and improve numerical stability [23]. The target func-
tionϕi : R3 → R2 can be defined as follows on a per frame
basis:
ϕi(θ) = y˜i − h−1i,3
(
hi,1 hi,2
)T
, (9)
hi = Ci
(
θ1 θ2 1
)T
+ θ3 ti, (10)
Ci = R(
Cq(i)) RT(Cq(1)), (11)
ti = R(
Cq(i))
(
p(1) − p(i)), (12)
where feature pixel coordinates y˜i are undistorted from
yi. For solving the minimization problem a Gauss–Newton
minimization scheme is employed:
θ(s+1) = θ(s) − (JTϕ Jϕ)T JTϕϕ(θ(s)), (13)
where Jϕ is the Jacobian of ϕ. The iteration is initialized
by an intersection estimate θ(0) calculated just from the first
and last pose.
The beef of this section is that in order to do a precise
EKF update with measurement model (7) the entire proce-
dure described after Equation (7) needs to be differentiated
in order to derive the closed-form Jacobian Hx : Rn →
R2m×n. This includes differentiating the entire Gauss–
Newton scheme iterations with respect to all state variables.
The effect of taking into account all the cross-derivatives
is illustrated in Figure 2b. The figure illustrates how the vi-
sual update for a three frame long feature track shows in the
extended Kalman filter, where the estimated feature loca-
tion must be summarized into a multivariate Gaussian dis-
tribution. The black dots depict the true distribution calcu-
lated by a Monte Carlo scheme, the red patch show the 95%
confidence ellipses for the MSCKF visual update, and the
blue patch the 95% confidence ellipses for the PIVO visual
(a) Poses and feature estimates
220 240 260
3
6
0
3
8
0
4
0
0
Frame #1
u (px)
v
(p
x)
220 240 260
3
0
0
3
2
0
Frame #2
u (px)
220 240 260
2
4
0
2
6
0
Frame #3
u (px)
220 240 260
1
6
0
1
8
0
2
0
0
Frame #4
u (px)
v
(p
x)
220 240 260
1
0
0
1
2
0
Frame #5
u (px)
220 240 260
0
2
0
4
0
Frame #6
u (px)
MSCKF PIVO
(b) Comparison between PIVO and MSCKF visual update model
Figure 2: (a) A visual feature observed by a trail of camera
poses with associated uncertainties. In (b) the black dots are
the ‘true’ distributions for the visual update model. The red
patch shows shape of the Gaussian approximation used by
the MSCKF visual update, and blue shows the shape of the
approximation used by PIVO.
update. The MSCKF approximation is coarse, but the ap-
proximate density covers the true one with high certainty.
Taking all cross-correlation into account and successfully
accounting for the sensitivity of the estimated feature lo-
cation, makes the PIVO update model more accurate. The
directions of the correlations (tilt of the distributions) are
interpreted right. The nature of the local linearization can
still keep the mean off.
When proposing a visual update, for robustness against
outlier tracks, we use the standard chi-squared innovation
test approach (see, e.g., [1]), which takes into account both
the predicted visual track and the estimate uncertainty.
4. Results
In the following we present a number of experiments
which aim to demonstrate the proposed method to be com-
Table 1: Comparison results on the EuRoC MAV dataset in absolute trajectory error RMSE (median) in meters. The other
tabulated results for other methods are collected from Krombach et al. [19]† and Mur-Artal and Tardo´s [25]‡, [26]*.
Dataset PIVO (ours) HYBRID† LIBVISO2† LSD-SLAM† ORB-SLAM† S-PTAM† ORB-SLAM2‡ VI-SLAM*
V1 01 (easy) 0.82 (0.31) 0.25 (0.18) 0.31 (0.31) 0.19 (0.10) 0.79 (0.62) 0.28 (0.19) 0.035 0.027
V1 02 (medium) — 0.24 (0.16) 0.29 (0.27) 0.98 (0.92) 0.98 (0.87) 0.50 (0.35) 0.020 0.028
V1 03 (difficult) 0.72 (0.48) 0.81 (0.76) 0.87 (0.64) — 2.12 (1.38) 1.36 (1.09) 0.048 —
V2 01 (easy) 0.11 (0.07) 0.22 (0.13) 0.40 (0.31) 0.45 (0.41) 0.50 (0.42) 2.38 (1.78) 0.037 0.032
V2 02 (medium) 0.24 (0.15) 0.31 (0.25) 1.29 (1.08) 0.51 (0.48) 1.76 (1.39) 4.58 (4.18) 0.035 0.041
V2 03 (difficult) 0.51 (0.23) 1.13 (0.97) 1.99 (1.66) — — — — 0.074
Mean 0.48 (0.25) 0.49 (0.41) 0.85 (0.71) 0.53 (0.48) 1.23 (0.94) 1.82 (1.52) 0.035 0.040
parable with the current state-of-the-art, to provide added
value in comparison to the Google Tango device, and to pro-
vide useful results in challenging real-world environments
with smartphone hardware.
4.1. EuRoC MAV data
We compare the proposed PIVO method to other re-
cent methods by using the publicly available EuRoC MAV
dataset [4]. This dataset contains sequences of data
recorded from an IMU and two synchronized video cam-
eras on board a micro-aerial vehicle. We consider a subset
of the data which contains ground-truth trajectories from a
VICON system, and we only use camera ‘0’.
The EuRoC MAV sequences contain typically several
passes through the same scene and thus are best suited for
SLAM approaches where a map is built on the fly, or meth-
ods employing automatic loop-closures. The inertial in-
formation contains very pronounced high-frequency noise
from the rotors and relatively soft movement slowing down
sensor bias estimation. We present our results on the dataset
to show that our system performs on par with recently pub-
lished methods despite this use not being its core purpose.
Our results are shown in Table 1. The values for other
methods are obtained from [19, 25, 26]. All other meth-
ods in Table 1, except ours and VI-SLAM [26], are vi-
sual SLAM methods for monocular or stereo cameras. The
results for LIBVISO2, LSD-SLAM, S-PTAM, and ORB-
SLAM have been computed by Krombach et al. using open-
source software from original authors with default parame-
ters [19]. Our results are comparable with [19] but worse
than in [25, 26]. While both [26] and our method use iner-
tial sensors, ours is not a SLAM approach, that is we do not
utilize loop-closures or re-localization like [25, 26].
It is important to note that map reuse is highly beneficial
in the case of EuRoC MAV datasets since the camera moves
in a small environment only some meters in size. However,
the situation would be different in use cases where the de-
vice moves long distances without re-visiting previous ar-
eas. In fact, instead of SLAM methods, our results should
be compared to other visual-inertial odometry approaches,
such as [37]. Unfortunately, [37] does not report the global
(a) Experiment setup
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Figure 3: Comparison study between PIVO (iPhone 6) and
a Tango device. The Tango is sensitive to occlusions and
failed to return to the starting point at the end.
RMS error on EuRoC data and detailed comparison is there-
fore not possible.
4.2. Demonstration of robustness to occlusion
In the following experiments, we use an off-the-shelf
Apple iPhone 6. The data acquisition was implemented in
Objective-C, while the reconstruction was done off-line in
Mathworks Matlab with performance critical components
written in C++. The IMU data is sampled at 100 Hz. The
experiments use the rear-facing camera at 10 fps, with a res-
olution of 480×640 (portrait orientation), grayscale images,
shutter speed 1/60, an ISO value of 200, and locked focus.
The IMU and camera data were acquired time-synced on the
device. The camera distortion parameters were estimated
off-line prior to the data acquisition.
There are not many publicly available visual-inertial
odometry methods, and none of them is shown to be ro-
bust to occlusion and to work with standard MEMS-based
inertial sensors and rolling shutter cameras of current smart-
phones (namely those of iPhone 6) in challenging con-
ditions (e.g. with rapid motions and moving obstacles).
Therefore, the proprietary visual-inertial odometry tech-
nology of the Google Tango device was the only baseline
which we could use for comparisons. We attached the
iPhone and the Tango device together, and captured simi-
lar motion trajectories with both devices. We observed that
both approaches, PIVO and Tango, produced comparable
and accurate trajectories in normal capture conditions with-
out occlusions, but only PIVO was robust to occlusion.
During data acquisition the iPhone was firmly attached to
the Tango in order to keep the tracks aligned (see Fig. 3a).
We ran the built-in visual-inertial odometry method on the
Tango. Figure 3b shows an example of estimated tracks
both for PIVO and the Tango device using data acquired in
a shopping mall. After walking for some 110 m, the cam-
era was completely occluded for the dashed part of the path.
While the Tango track exhibits a discontinuity at the occlu-
sion, PIVO is able to track movement even though being
completely occluded. At the end of the path PIVO is hori-
zontally off from the starting point 29 cm (0.23% rel. error
to traveled distance).
In the second occlusion experiment, which is also illus-
trated in Figure 4 above. In this experiment, the Tango de-
vice was again rigidly attached to the iPhone 6, and a walk
was performed between seven known points in a building.
The points were close to supporting pillars of the build-
ing and their location was precisely determined from the
architectural floor plan. The camera lenses of both Tango
and iPhone were occluded by hand simultaneously between
points 3 and 5. The original iPhone video and the PIVO re-
sult are shown in the supplementary video. At each known
point the devices were firmly placed to the ground truth lo-
cation so that the corresponding time was easy to recognise
from the stationary part in sensor recordings. The estimated
PIVO trajectory was aligned onto the floorplan image by
fitting a least-squares 2D rotation and translation that maps
the seven points of the trajectory to the floor plan. The resid-
ual RMS distance to the known points was 0.74 meters after
fitting and the result is illustrated in Figure 4. Due to the oc-
clusion the tracking of the Tango device failed completely
between points 4 and 5 as illustrated in Figure 4. Thus, the
Tango trajectory was aligned onto the floorplan image using
1
2/6
3
4
5
7
Figure 4: Occlusion experiment: A motion sequence
through seven known points ( ) was recorded with an
iPhone 6 and Tango device so that the cameras were oc-
cluded between points 3 and 5 (dashed lines). The trajec-
tories estimated by the Tango device ( ) and our PIVO
method ( ) from iPhone data are shown. Tracking on
the Tango device fails due to occlusion but the PIVO path
is still accurate (RMS error 0.74 meters, also confirmed by
visual inspection).
just the first four points before divergence.
Without occlusions, Tango and PIVO performances are
close to each other. In general, the fisheye lens in the Tango
gives it an upper hand, but with enough movement for excit-
ing the sensors with the narrow field of view in the iPhone,
PIVO keeps up. We performed an experiment where a set
of seven ground-truth points were visited along a 68 meter
path. The Tango trajectory gave an RMSE of 0.26 m, while
PIVO gave 0.59 m. This suggests that comparable results to
the Tango can be gained without its specialized hardware.
4.3. Tracking a smartphone through city center
Figure 1 shows a large-scale odometry example on an
iPhone, where the path is started by descending from the
fourth floor of an office building, then walking through city
streets to a shopping mall, descending to a metro station,
and finally re-surfacing. Ill-lit indoor spaces, direct sun-
light, occluding crowds, passing cars, and feature-poor en-
vironments make the visual environment challenging. To
better balance the camera settings between indoor and out-
door, we used a shutter speed of 1/1000, ISO value 400, and
na = 40. The reconstructed path, about 600 m in length, is
overlaid on a city map. A video demonstrating the recon-
struction is included in the supplementary material1.
1Also available at http://arno.solin.fi.
The supplementary video shows the original iPhone
video and PIVO result for the experiment illustrated in Fig-
ure 1. The captured image data contains many challenges
that usually hamper tracking, such as low-light illumination
conditions, over-exposure due to direct sunlight, and mov-
ing people in front of the camera, which cause that several
times during the course of the trajectory there are effectively
no visual feature tracks or most of them are not compatible
with the device motion.
For example, these kind of situations happen in the be-
ginning (at 01:14 from the start of the video) and in the end
of the video (at 05:35 from the start). Further, the frame rate
is relatively low (10 frames per second) and there are rapid
motions causing motion blur and possibly also rolling shut-
ter effects. Despite the aforementioned challenges PIVO
performs accurately and robustly during the whole path of
several hundreds of meters. The visual inspection, per-
formed after aligning the trajectory onto the map image by
rigid transformation (Fig. 1), shows that the estimated tra-
jectory matches the street map very accurately (including
scale).
It should be noted that most of the solely camera-based
odometry methods will not work in cases like the one illus-
trated in the attached video. In fact, we tried the publicly
available open-source implementation of ORB-SLAM2 for
several of our iPhone videos and could not get it working
in such challenging cases as those shown in our attached
videos. However, ORB-SLAM2 worked fine when the cam-
era motion was less rapid and when the camera was observ-
ing mostly the same small scene during the entire trajectory
(i.e. not moving constantly and rapidly forward to new pre-
viously unseen areas).
5. Discussion and conclusion
In this paper we have derived a method for fusing inertial
odometry with visual data. These two modalities are com-
plementary in the sense that the inertial data provides fast-
sampled high-accuracy estimates in short time-windows,
while the visual data provide relative info of movement be-
tween consecutive frames. Therefore the visual data is ideal
for correcting long-term drifting and bias effects introduced
by low-cost IMU sensors. On the other hand, the IMU data
is completely occlusion and use-case invariant, while the
visual data is sensitive to occlusions and feature-poor envi-
ronments.
Our PIVO method is able produce impressive results
in challenging visual environments with few or no fea-
tures (occlusion), rapid motion, changing lighting condi-
tions, rolling shutter, and small field-of-view. We are not
aware of previous work able to do this on a standard smart-
phone.
There are three key factors in the presented PIVO
method. First, we formulate the IMU propagation model
directly in discrete-time, which gains us some efficiency.
Second, the trailing pose augmentation is accomplished
through a series of linear Kalman update tricks which pre-
serve the cross-covariance between past and future poses.
Third, the visual update resembles that of MSCKF [24], but
as they mention at the end of their appendix: “. . . the cam-
era pose estimates are treated as known constants, and their
covariance matrix is ignored. As a result, the minimization
can be carried out very efficiently, at the expense of the op-
timality of the feature position estimates”. We on the other
hand take all the cross-terms into account, and our scheme
is optimal in the first-order EKF linearization sense. There-
fore we call our method ‘probabilistic’.
The sequential formulation of PIVO makes the computa-
tional complexity scale linearly with respect to time. Com-
putationally the IMU propagation and pose augmentation
updates are extremely fast on an iPhone and negligible with
respect to the total computation time. Most of the com-
putation time is spent in feature tracking (OpenCV) and
the visual update. The slowest separate part is calculating
the visual update (including derivatives of Gauss-Newton).
Benchmarks (on a MacBook laptop) of our implementation
show that calculating the visual update takes on average
0.079 s (for a visual track of 40 frames) or 0.0052 s (for
a track of 20 frames). The algorithm is capable of running
on, for example, any recent iPhone.
A computational detail of the PIVO method is that in
terms of the last augmented pose in the state, our model
gives the same result as a fixed-lag extended RTS smoother
would give: the pose estimate conditioned on all the data
seen up to the most recent augmented pose (see, e.g., [16]
for smoothing methods for visual odometry).
In the scope of this paper, we only consider sequen-
tial odometry, and the methodology could be extended with
loop-closures which would bring it closer to recently pub-
lished SLAM methods, and help with slow crawling. On the
other hand, SLAM methods are only beneficial if the same
location is re-visited several times, and in cases such as Fig-
ure 1 SLAM would not bring any added value. The current
sequential formulation of PIVO also means that computa-
tional complexity does not grow over time. Furthermore,
visual-heavy methods perform poorly on narrow field-of-
view cameras such as the one in iPhones. Also the PIVO
method could be extended to perform even better on low-
cost camera hardware—e.g. by taking rolling-shutter effects
into account. Other future directions include delayed pose
disposal for loop-closures and fusing additional data (baro-
metric height, GPS locations) with the model.
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