Recent works in the area of academic recommender systems have demonstrated the effectiveness of co-citation and citation closeness in related-document recommendations. However, documents recommended from such systems may drift away from the main theme of the query document. In this work, we investigate whether incorporating the textual information in close proximity to a citation as well as the citation position could reduce such drifting and further increase the performance of the recommender system. To investigate this, we run experiments with several recommendation methods on a newly created and now publicly available dataset containing 53 million unique citation-based records. We then conduct a user-based evaluation with domain-knowledgeable participants. Our results show that a new method based on the combination of Citation Proximity Analysis (CPA), topic modelling and word embeddings achieves more than 20% improvement in Normalised Discounted Cumulative Gain (nDCG) compared to CPA.
INTRODUCTION
Discovering relevant research publications from a huge corpora of digital libraries is a challenging problem. A recommender system is a valuable tool that can sift through the corpus and suggest the most relevant articles. Over the years, metadata information of documents such as title [28] , abstract [25] , citation-counts [4] have been used extensively as features for recommending research publications. However, metadata information only may not be sufficient to provide accurate recommendations. Titles and abstracts are sometimes written in a style intended to draw attention rather than to comprehensively describe a piece of work [3] . In comparison, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. full-text has not been as widely used as metadata. A major reason behind this may be the limited availability of the full-text documents. However, thanks to the open access movement, more full-texts have now become publicly available. Consequently, several recent studies examined full-text features to improve the quality of recommendations. For example, [20] used citation-position, which is the offset of the citation mention as used in the body of the document and [15] used citation-context, which is the text around the citation mention.
Recommendations based purely on citation-based methods may suffer from topic drifting [15] . Topic drifting can be defined as moving away from the main theme of the work. For instance, citations in the Introduction section are likely to introduce the domain and focus of the work. For example, a given paper may introduce 'Machine Learning' as domain and 'Image Classification' as focus, whereas citations in the Related work section are more focus on criticising or comparing one's work with others'. In our previous example, this may include different methods to classify images and may include citations for any underlying mathematics. If recommendations are based on citations only, and all citations are treated as equal then slightly off-topic papers can be recommended. For instance, papers focused on mathematical methods may be recommended when searching for image classification papers. We propose to combine citation-position and citation-context features to generate research paper recommendations using topic modelling [5] and word embeddings [29] . We believe that by knowing the context behind citing a particular reference, the performance of citation-proximity based recommender systems can be improved.
While previous work has discussed the idea of exploring citationcontext for academic paper recommendations [2] , to the best of our knowledge, this is the first work that provides a full implementation and evaluation of the idea of combining citation context and position using 53 million unique citation based records. The main contributions of this paper are as follows:
• A novel academic paper recommendation method combining citation position with textual information • A publicly available citation-context based dataset containing 53 million unique records [18] .
• A qualitative evaluation using domain-knowledgeable participants for a specific domain i.e. Computer Science. The rest of the paper is organised as follows. We review related works in the next section. Then we present our dataset in Section 3. Section 4 describes the proposed method and Section 5 reports the qualitative results obtained from the user-study. Finally, Section 6 concludes the paper with ideas for future works.
RELATED WORK
In this section, we provide an overview of those works that have applied or discussed citation-context and/or citation-position for recommendation tasks. [15] used citation-context to find topic sensitive related papers using a Vector Space Model (VSM) model focusing on exact terms matching on the content, which has the disadvantage that it may discard recommendations which are similar and related. In addition, their dataset contains only 1,273 papers which is significantly smaller than our dataset. Similarly, [6] used citation-context to index cited documents using a fixed length of 100 words with 50 words on either side of the citation mention. They used exact terms mentioned in the citation-context as a reference to index and find similar documents, assuming authors use meaningful terms to describe cited documents. [9] used a similar concept to [6] , expanding their methods to search for similar terms.
Since its conceptualisation, Citation Proximity Analysis (CPA) [11] has successfully been used to compute the similarity of documents [7, 22] , web pages [12] and authors [19] . More recently, CPA has been used to enhance the recommendation of academic papers by using co-citation information such as distance [20] . A similar idea was explored in [31] to provide linked-based recommendations in Wikipedia. Both citation-position and citation-context have been researched but separately, either for reducing topic-drift or increasing the performance of systems and mostly done in comparatively smaller dataset to our dataset. We propose to combine both features to get the benefits and perform experiment on a citation-based dataset containing 53 million records.
CITATION-CONTEXT DATASET (C2D)
Datasets containing full-text research publications are limited in the literature and their size is small, typically in the thousands. We present a dataset called Citation-Context Dataset (C2D) containing 53 million unique citation-based records. This dataset is created from two million full-text research publications provided by CORE [1] . First, we parsed the Portable Document Format (PDF) documents using the GROBID parser [24] and extracted 1, 715, 459 documents in the Text Encoding Initiatives (TEI) format. We then extracted title, abstract, authors, published date and citation-context from each document. For the citation-context, we extracted the position of citation mentions and the text around the cited documents. For our purpose, we created citation-context using three sentences; the sentence where the reference has been cited, the preceding, and the following sentence [16] . If the citation is located at the start or end of a paragraph, the preceding or following sentence is not extracted respectively. Researchers [6, 13] used a slightly different approach to create citation-context: they adopted a fixed window size of 100 words. However, we believe a fixed window may not always provide a meaningful explanation. For example, a sentence may be cut-short at a random point, and so can add noise to the dataset.
Several works have investigated the use of citation-context. These works either make use of relatively small datasets [6, 9, 16, 30] , or the citation-context feature they used are not publicly available. [9] claimed to work on the CiteSeerX dataset 1 
, where f 1 = Title, f 2 = Author name, f 3 = Citation-Context and so on.
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Add ì x to X 6 end 7 end the citation-context feature is no longer an active service from CiteSeerX 2 . Therefore, to the best of our knowledge, C2D is the first of its kind and provides the largest dataset to date. This dataset is available for academic purposes [18] . Each record in the dataset consists of a ReferenceID, SourceID, ChapterNumber, ParagraphNumber, SentenceNumber, Title, PublishedDate, Authors, TextBeforeRefMention, TextWhereRefMention and TextAfterRefMention where ReferenceID is the unique identifier of the paper being cited, sourceID is the identifier of a citing document. ChapterNumber, ParagraphNumber and SentenceNumber are the chapter, paragraph and sentence numbers respectively of the citing document where the ReferenceID is cited. Similarly, Title, PublicationDate and Authors are the title, published date and authors of the cited document. Finally TextWhereRefMention, TextBeforeRefMention and TextAfterRefMention indicate the sentences where the reference has been cited, the preceding and the following sentences respectively, further details on the dataset can be found in [18] . Once these features are extracted, we pre-process the data using Natural Language Processing (NLP) techniques such as tokenisation and stop-word removal. We describe the feature extraction and dataset creation processes in Algorithm 1.
CITATION PROXIMITY-CONTEXT BASED METHOD
The proposed method delivers recommendations for a query document in a two-stage process: first, we employed CPA to generate a set of documents which are cited in close proximities and ranked on the basis of higher weighted average values of Citation Proximity Index (CPI). In the second stage, we infer topics from each recommendation generated in the first stage and compare it to that of the query document. For this, each topic is projected into multidimensional continuous-valued vectors to generate semantically similar topics. The pseudocode of the process is presented in Algorithm 2 and explained in Sections 4.1 to 4.4.
Citation Proximity Analysis (CPA)
We used CPA [11] to produce an initial set of relevant articles (R). In this method, co-cited documents are strongly or weakly related to each other based on their locations. For example, if two citations appear in the same sentence, this method assumes a stronger relation between them than a pair of citations appearing in different sentences or paragraphs. The strength of relationships between Algorithm 2: Pseudocode for generating recommendations.
Input: D, X and query document ì q Output: n recommendations 1 Run LDA on D to generate model L and topic set T 2 Create R ⊆ X using CPA 3 for each ì x ∈ R do 4 Assign topic t to ì x using L.
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Find {sw } semantically similar top word from the topic t using Glove's Wikipedia corpus. 
Topic inference from citation-context
Topic models are widely used statistical models to infer latent topics from a corpus of documents. According to [5] , each document is considered as a collection of words and is represented as a random mixtures over latent topics and each topic is characterised by a distribution over all words. We followed the generative process provided by [5] to discover latent topics from the documents in the corpus D. The idea behind applying topic modelling on citationcontext is to cluster the documents which are focused on the same concept but portrayed in different ways by different authors. We believe by inferring latent topics from documents and clustering them according to similar themes will help reduce topic drifting.
Inferring latent topics from short texts is a tricky task due to the lack of word co-occurrences which can also result in an incoherent analysis of results. Therefore, we took inspiration from [14] to alleviate the short texts issue. [14] performed an empirical study on topic generations using a Twitter dataset, by aggregating tweets from a user and creating a long text as a document. We used corpus D for inferring topics and assigned those topics to relevant citationcontext. We believe researchers tend to cite documents for a specific reason. So, we consider only one topic for each citation-context and each topic is described by a number of words.
Topic to word embeddings
The concept of word embedding in a vector space has widely been used in the NLP domain. However, to the best of our knowledge, the use of word embeddings in the research publication recommendation domain is still in its infancy. The reason for this may be the restriction on the public availability of full-text content. We assume that the distributed representation of words with semantic mappings can broaden the coverage of relevant and recommendable documents, whereas the systems which use the exact content matching or pure citation-based methods can have comparably limited recommendable items. Additionally, word embeddings can capture the subtle semantic relationships between terms in the corpus. For example, Capital and France are related to Paris (i.e. ì France + ì Capital ≈ ì Paris) [27] . Taking this idea as an inspiration, the penultimate stage of our model projects words to a vector space. Each topic T i of i t h citation-context is a set of words {w 1 , w 2 , ..., w m } where m is the number of words assigned for each topic discussed in Section 4.2.
Then, we used a statistical model 'Glove' introduced by [29] which focuses on global vectors, where prediction is done using a statistical method rather than a probabilistic method. Glove has been shown to perform better than the state-of-the-art word embeddings model (i.e. Word2Vec [27] ) [29] . We used the pre-trained publicly available vector representation of the Wikipedia corpus 3 provided by [29] . The immense and diverse range of enriched topics embedded in Wikipedia motivated us to choose it. We considered topic T i has 5 words i.e.(w 1 , ..., w 5 ) and used them as positive input to the model where we computed a mean of the projection weight vectors of the given words. We then obtained a single vector representation v i for topic T i .
Final recommendations
We use a cosine similarity metric between the vector representations to measure the similarity between query documents and the initial list of recommendations (R).
where v q and v x are the vector representations of the query and document recommended respectively. Finally, the recommended documents are ranked based on decreasing cosine similarity value between q and x; where x ∈ R.
EXPERIMENTAL EVALUATION
We conducted an intrinsic evaluation of the C2D by creating a userbased survey where 14 domain-knowledge-able participants took part to evaluate our proposed method and the baseline systems listed in Table 1 . We chose the domain of Computer Science, specifically Machine learning and Data Mining, and selected five query documents randomly. We then generated five recommendations for each query document based on five different methods, including our proposed method (see Table 1 ). The users were asked to rate each recommendation on a Likert scale [21] . The scale has four options to chose from, namely, Extremely Relevant, Very Relevant, Somewhat Relevant and Not Relevant.
Results And Discussion
According to Information Retrieval (IR), top-ranked items are the most important and relevant to the query. Typically users are most likely to scan the top few recommendations. So, as an evaluation metric, we used Normalised Discounted Cumulative Gain (nDCG). This metric is well suited to evaluate recommendations on a nonbinary judgement of relevance and rewards recommended items at the top of the list more than the lower rank [26] .
Method Name Formula Description
Co − Citation [32] cocit ab = |Doc | a ∈Doc∧b ∈Doc where references a and b are co-cited documents in a citing document Doc. CPA [11] cpa ab = n i=1 (w ab i ) n where w i is the i t h value of CPI (weighted) between the cocited documents a and b; n is the number of cpi values of a and b CPA MeanP r ox [20] T F − I DF [17] W
where W t,d is the weight for a term t in a document d, t f t,d is number of occurrences of t in d and d f t is number of documents containing t. N is the total number of documents Table 2 : nDCG results at 3 r d and 5 t h positions of recommendations for proposed and baseline methods including p-value from t-test
As explained earlier, users may be interested in the top−N ranked recommendations so we chose nDCG@N , where N (= 3, 5) is the number of papers recommended by baselines and our proposed method. Due to space limitations, we have only illustrated a graph of nDCG@5 in Figure 1 . However, Table 2 shows nDCG results at both 3 r d and 5 th positions. The results show that our proposed algorithm CPA Cont ex t Embed performed better than the baseline algorithms. However, results from both proximity-based citation analysis (CPA and CPA MeanP r ox ) are surprising; these performed worst, with nDCG@5 values of 0.688 and 0.782 respectively in comparison to other methods. According to [11, 20, 31] , the performance of CPA is higher in comparison to co-citation. An investigation of the produced recommendations and evaluation data suggests that length of the documents has a higher impact on the proximitybased approach. This would suggest that looking into ways of normalising for document length might be a plausible avenue for future research. We also compared nDCG@3 and nDCG@5 for CPA Cont ex t Embed with other baseline methods using t − test [10] . We achieved over 95% confidence of significant positive differences with p − value << 0.01. And, to check the homogeneity in the ratings of participants, we performed an inter-rater reliability check using Cronbanch's alpha [8] and obtained the value of 0.904, which signifies participants are in agreement.
CONCLUSION AND FUTURE WORK
In this work, we explored a novel method using citation information to improve the performance of research paper recommendations. In particular, we used citation-context by combining it with citationproximity features to alleviate topic drift by using techniques like topic modelling with word embeddings to find semantically similar topics. Our results show that by incorporating two features, the performance of recommendations increased by 20% in comparison to the original CPA based method. As our evaluators were knowledgeable in the domain, the credential of the judgement is qualitatively valuable. Additionally, we believe that the dataset generated as part of this work will fuel other citation-context based research.
In the future, we intend to build and incorporate user profiles with papers' external characteristics such as the number of citations, type of publication, and the prestige of the publication venue into the recommendation process. We believe it will boost the performance of systems for finding relevant papers based on users' interests. Therefore, we aim to explore the impact of these characteristics including recency. The reason behind including recency is that according to most of our participants, although the recommendations were topically relevant, some recommendations were outdated. Additionally, we intend to evaluate our algorithms further by collecting users' activities such as Click-Through Rate (CTR), download and co-downloads including the purpose of selecting particular recommendations. We will compare our methods with other additional baseline approaches such as [13, 23] . Finally, as discussed in Section 5.1, our foremost priority will be investigating the impact of the length of documents.
