Modelos de Algoritmos Genéticos y Redes Neuronales en la Predicción de Índices Bursátiles Asiáticos by Antonino Parisini et al.
CUADERNOS DE ECONOMÍA, VOL. 43 (NOVIEMBRE), PP. 251-284, 2006
MODELOS DE ALGORITMOS GEN￿TICOS Y








This study analyzes the capacity of multivariated models constructed from gene-
tic algorithms and artificial neural networks to predict the sign of the weekly
variations of the Asian stock-market indexes Nikkei225, Hang Seng, Shanghai
Composite, Seoul Composite and Taiwan Weighted. The results were compared
with those of an ingenuous model or AR(1) and a strategy of buy and hold. The
multivariable model from genetic algorithms obtained the best performance in
terms of yield corrected by risk, measured by the indexes of Sharpe and Treynor.
Although the Ward network obtained a better predictive capacity, this was not
reflected in a greater yield corrected by risk. The results were confirmed in the
series generated through a bootstrap process. Thus, this study presents evidence
that for the Asian market, the genetic models and Ward recursive networks can
predict the directional change of the index, along with to generate greater retur-
ns than an ingenuous model and a strategy buy and hold. This supports the con-
clusions of the study of Leung, Daouk and Chen (2000), according to which the
prediction of the direction of movement can give greater gains of capital than
the forecasts of close values.
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1. INTRODUCCI￿N
La aplicaci￿n de tØcnicas de predicci￿n del cambio de signo de los retornos
de mercado es un tema de creciente interØs por parte de la comunidad financiera,
existiendo numerosas evidencias de las bondades de la predicci￿n del signo, en
contraste al enfoque tradicional de predicci￿n puntual del nivel de precios. Si-
guiendo dicha l￿nea de investigaci￿n, este estudio presenta una evaluaci￿n emp￿ri-
ca de tres mØtodos de proyecci￿n para el cambio de signo en ￿ndices bursÆtiles, y
se realiza una comparaci￿n de las rentabilidades promedio que se obtendr￿an con
una estrategia de inversi￿n activa versus una estrategia pasiva o buy and hold.
Espec￿ficamente, en este estudio se analiza la capacidad de los modelos
multivariados dinÆmicos construidos a partir de algoritmos genØticos y de los mo-
delos de redes neuronales para predecir el signo de las variaciones semanales de
los ￿ndices bursÆtiles asiÆticos: Nikkei225 (N225) de Jap￿n, Hang Seng (HSI) de
Hong Kong, Shanghai Composite (SSEC) de China, Seoul Composite (KS11) de
Corea del Sur y Taiwan Weighted (TWII) de TaiwÆn, entre el 4 de agosto de 1997
y el 9 de diciembre de 2002, entendiendo que la predicci￿n de la direcci￿n del
movimiento del ￿ndice del mercado accionario es relevante para desarrollar estra-
tegias de transacci￿n efectivas, las cuales pueden arrojar mejores resultados que
aquØllas basadas en la proyecci￿n puntual del nivel de precios (Leung et al., 2000).
La hip￿tesis de trabajo plantea que predecir el signo de los retornos de los
mercados podr￿a generar mejores resultados que los obtenidos por un inversio-
nista pasivo1 debido a dos razones: primero, a que la mayor capacidad predictiva
derivada de las tØcnicas en estudio permitirÆ que el inversionista tome posicio-
nes en activos mÆs volÆtiles, de manera de aprovechar la mayor amplitud del
ciclo bÆsico de evoluci￿n del precio, comprÆndolos cuando se encuentren en la
parte inferior del ciclo y vendiØndolos en la parte superior, obteniendo as￿ una
mayor rentabilidad; y segundo, a que posiciones mÆs volÆtiles no implican nece-
sariamente mayores riesgos, ya que un inversionista que lleve a cabo una estrate-
gia de inversi￿n activa puede liquidar su posici￿n cuando su predicci￿n apunta a
una ca￿da futura en los mercados, tomando solamente una parte del riesgo del
mismo. En este sentido, la estrategia activa tendr￿a mejores ￿ndices riesgo-retor-
no, como de Treynor o Sharpe, que un inversionista pasivo2 (Brown et al., 1998).
1Esta estrategia pasiva consiste en comprar el activo al inicio del per￿odo en cuesti￿n y mantenerlo
hasta el final del mismo per￿odo. En la literatura esta estrategia se conoce como buy and hold.
2Por ejemplo, si midiØramos de manera hipotØtica el riesgo marginal asumido por un inversionista
completamente diversificado al comprar un ￿ndice de mercado, Øste depender￿a del tipo de estrate-
gia que siga el inversionista: si el inversionista realiza una estrategia pasiva, sin capacidad predictiva
alguna, el riesgo marginal asumido corresponder￿a a Beta = 1,0, debido a que durante el horizonte
de inversi￿n deberÆ mantener en su cartera el activo en cuesti￿n, independiente de si el activo
aumenta de valor o si lo pierde, asumiendo, por tanto, la totalidad de la volatilidad del mismo; en
cambio, un inversionista que realiza estrategia activa, con 100% de capacidad predictiva de la di-
recci￿n del ￿ndice, asumir￿a un riesgo marginal menor, por ejemplo, correspondiente a Beta = 0,5,
debido a que podrÆ reaccionar vendiendo su posici￿n con anticipaci￿n si conoce que el ￿ndice irÆ a
la baja y recomprÆndola cuando sepa que irÆ al alza. De esta forma, en la estrategia activa el inver-
sionista s￿lo asumir￿a la volatilidad del activo cuando su predicci￿n le indique que Øste se moverÆ al
alza obteniendo un timming o capacidad de reacci￿n perfecta.MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 253
Para el Øxito de la estrategia planteada es necesario que se cumplan
condiciones adicionales. A saber, no s￿lo basta contar con capacidad predictiva
de activos mÆs volÆtiles, sino que es necesario que los mercados en que Østos se
transan sean l￿quidos, profundos y con costos de transacci￿n moderados. De
acuerdo a lo anterior, buscamos utilizar las tØcnicas mencionadas en mercados
que tengan una alta capitalizaci￿n, volatilidad y liquidez, de manera de aislar el
efecto de la capacidad predictiva en la rentabilidad del inversionista.
La mayor￿a de los estudios basados en algoritmos genØticos y redes neu-
ronales se han situado en mercados desarrollados como EE.UU. (Bosarge, 1993;
Tsibouris y Zeidenberg, 1995; White, 1993), Gran Bretaæa (Tsibouris y Zeiden-
berg, 1995) y Jap￿n (Yoda, 1994). Dichos modelos han sido utilizados para pre-
decir el nivel o el signo de los retornos de ￿ndices bursÆtiles mÆs grandes y esta-
bles (Hawley et al., 1990; Refenes, 1995), dejando abierta la posibilidad de que
dichos resultados no sean replicables en mercados mÆs volÆtiles, tales como los
de Asia. La creciente importancia de los mercados asiÆticos se ve reflejada en
cuanto a su capitalizaci￿n y volatilidad3, como consecuencia del interØs cada vez
mayor de los inversionistas individuales e institucionales que invierten sus fon-
dos en ellos. De acuerdo a las caracter￿sticas expuestas en los GrÆficos 1 al 3,
creemos que los mercados y el horizonte de tiempo seleccionado permitirÆn contar
con un marco emp￿rico adecuado para conocer el desempeæo de las tØcnicas y
estrategias estudiadas, dado que Østos cumplen con las condiciones planteadas
en el pÆrrafo anterior: mercados volÆtiles, l￿quidos y profundos.
Una parte importante del anÆlisis consistirÆ en determinar la significancia
estad￿stica y econ￿mica de la capacidad predictiva de las tØcnicas de algoritmos
genØticos y redes neuronales, destacando el potencial beneficio de usar tØcnicas
de bootstrapping en la modelaci￿n. De los resultados encontrados, destaca la
capacidad de los modelos para lograr rentabilidades mayores a las alcanzadas
por la estrategia pasiva, lo cual se traduce en la relevancia de difundir el uso de
dichas herramientas predictivas. Los resultados indican robustamente la conve-
niencia de usar modelos de algoritmos genØticos y redes neuronales a la hora de
tomar decisiones de inversi￿n en ￿ndices bursÆtiles asiÆticos, dado que ellos per-
mitir￿an lograr mejores ￿ndices de rentabilidad corregida por riesgo que un mo-
delo ingenuo o una estrategia pasiva.
El documento se divide en cinco secciones: la secci￿n dos presenta una
revisi￿n de la literatura relacionada; la secci￿n tres explica la metodolog￿a em-
pleada en la investigaci￿n; la secci￿n cuatro muestra el anÆlisis de los resultados
y, finalmente, la secci￿n cinco presenta las conclusiones.
Los autores han preferido colocar los grÆficos y cuadros citados en el
texto antes de los anexos que van al final.
3Para entender la magnitud de las altas volatilidades, basta observar el GrÆfico 1. Aqu￿ vemos que
las bolsas obtienen grandes aumentos en su nivel de capitalizaci￿n durante los aæos 1999 y 2003,
mientras que durante el aæo 2000 y el 2002 este mismo nivel decae fuertemente.254 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
2. MARCO TE￿RICO
La hip￿tesis de mercados eficientes (Fama, 1970) plantea que el mercado
refleja completa y correctamente toda la informaci￿n relevante para la determi-
naci￿n de los precios de los activos. Dado que el surgimiento de nueva informa-
ci￿n es de carÆcter aleatorio, los cambios registrados por los precios accionarios
tambiØn lo ser￿an. Esto ha llevado a muchos analistas financieros y acadØmicos a
seæalar que las fluctuaciones de los precios accionarios siguen un camino aleato-
rio (random walk), donde el concepto de aleatoriedad se refiere a que las varia-
ciones de precios son generadas a partir de un cierto tipo de proceso estocÆstico.
Varios estudios han concluido que existe evidencia significativa de que
los precios accionarios no siguen un camino aleatorio y muestran que los retor-
nos accionarios son predecibles en algœn grado. Por ejemplo, Lo y MacKinlay
(1988), empleando datos de EE.UU., Europa Occidental y Jap￿n, para el per￿odo
comprendido entre 1962 y 1985, registraron una correlaci￿n serial positiva entre
los retornos semanales para una variedad de ￿ndices y portafolios de tamaæo
medio. Conrad y Kaul (1988) tambiØn encontraron evidencia de predictibilidad
de los retornos en el corto plazo usando datos semanales y para el mismo per￿o-
do utilizado por Lo y MacKinlay (1988); la metodolog￿a usada fue un proceso
autorregresivo de primer orden, que permiti￿ las conclusiones ya mencionadas.
De Bondt y Thaler (1985), Fama y French (1988), Poterba y Summers (1988) y
Chopra et al. (1992) hallaron una correlaci￿n serial negativa en los retornos de
los activos individuales y varios portfolios sobre intervalos de tres a diez aæos4.
Por su parte, Jegadeesh (1990), ocupando datos de EE.UU., examin￿ la predicti-
bilidad de los retornos mensuales sobre activos individuales para los aæos 1934-
1987, y encontr￿ una correlaci￿n serial negativa de primer orden altamente sig-
nificativa para rezagos de dos meses, y una correlaci￿n serial positiva para rezagos
mayores. Blume et al. (1994) presentaron un modelo te￿rico que sugiere que
existe una relaci￿n significativa entre los rezagos del volumen transado y los
retornos actuales de los activos individuales.
Para explicar la predictibilidad de las variaciones de los retornos acciona-
rios se postulan dos argumentos alternativos: (a) los mercados son ineficientes y
los precios de los activos se mueven alrededor de su valor fundamental, y (b) los
mercados son eficientes y la predictibilidad de las variaciones puede ser explica-
da por un equilibrio en los retornos time-varying. Ferson y Harvey (1991) mos-
traron que la predictibilidad de los retornos accionarios no se debe necesaria-
4De Bondt y Thaler (1985) ocuparon retornos mensuales de las acciones comunes del NYSE y
calcularon el Retorno Anormal Acumulado (CAR, por sus siglas en inglØs) como medida de
sobrerreacci￿n del mercado, para el per￿odo comprendido entre enero de 1926 y diciembre de 1982.
Fama y French (1988) ampliaron la muestra usada por los autores anteriores hasta el aæo 1985, en
busca de los principales componentes de los precios accionarios. Por su parte, Poterba y Summers
(1988) usaron datos de EE.UU. (1871-1986) y otros 17 pa￿ses (1957-1985) para testear la raz￿n
entre una varianza mensual y la anual, en busca de autocorrelaci￿n. Por œltimo, Chopra et al. (1992)
ocuparon datos mensuales del NYSE (1926-1986) y la metodolog￿a RATS de Ibbotson (1975).MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 255
mente a ineficiencias del mercado o a una sobrerreacci￿n de los inversionistas
irracionales, sino que a la predictibilidad que presentan algunas variables agre-
gadas que son parte del set de informaci￿n que explica la rentabilidad de los
activos. Para esto ocuparon un modelo multi-beta tipo APT, para analizar diez
portfolios de inversi￿n rankeados por tamaæo y otros grupos de activos como
bonos gubernamentales de largo plazo. Segœn Leung et al. (2000), la predicci￿n
de los retornos accionarios, dadas las variables agregadas en el set de informa-
ci￿n de los inversores, es un hecho que es aceptado en la reciente literatura de las
finanzas emp￿ricas, y las preguntas apuntan hacia c￿mo usar la informaci￿n de
una manera ￿ptima para predecir y transar en los mercados.
Sin embargo, Hodgson y Nicholls (1991) sugieren evaluar la significan-
cia econ￿mica de predecir la direcci￿n de los cambios en los precios de los acti-
vos y no su nivel5. En esta materia, Leung et al. (2000) compararon la capacidad
predictiva de los modelos de clasificaci￿n6 con los de estimaci￿n de nivel7 y
concluyeron que los primeros se desempeæan mejor que los segundos en tØrmi-
nos de su tasa de acierto (medida por el nœmero de veces en que la direcci￿n
pronosticada es correcta) y, ademÆs, son capaces de generar beneficios econ￿mi-
cos mÆs altos. Wu y Zhang (1997) han sugerido que las estrategias de transac-
ci￿n basadas en la estimaci￿n de la direcci￿n del cambio en el nivel de precios
son mÆs efectivas y pueden generar beneficios mÆs altos que aquellas basadas en
una predicci￿n puntual del nivel de precios de los instrumentos financieros. Los
mismos autores investigaron la predictibilidad de la direcci￿n del movimiento
en el tipo de cambio spot futuro. O￿Connor et al. (1997) apoyan la conveniencia
de proyectar la direcci￿n del cambio en el nivel de precios mÆs que el nivel de
precios en s￿. Esto œltimo resulta relevante para los analistas de mercado y para
los traders, ya que apunta a que deben centrar sus esfuerzos en predecir con
precisi￿n la direcci￿n de los movimientos en vez de minimizar la desviaci￿n de
las estimaciones de los valores observados. Este trabajo se sitœa en la literatura
financiera en el contexto de la predicci￿n de la direcci￿n de los movimientos de
los ￿ndices estudiados, escogiØndose, como Parisi et al. (2004), el conteo de
aciertos como la forma de evaluar la capacidad predictiva. Para ello se utilizan
algoritmos genØticos y redes neuronales, siendo el aporte principal la utilizaci￿n
de la tØcnica de bootstrapping para la construcci￿n de intervalos de confianza de
las proyecciones de signo, y para analizar la robustez de los modelos analizados.
Los algoritmos genØticos son utilizados para encontrar la combinaci￿n
￿ptima de variables explicativas para un modelo multivariado tradicional que
permita proyectar semanalmente el signo (direcci￿n) de las variaciones experi-
mentadas por los ￿ndices en estudio, es decir, que permita predecir si el ￿ndice se
moverÆ al alza o a la baja durante la semana siguiente. En tØrminos formales, se
5Los autores ocuparon datos diarios del mercado accionario australiano.
6AnÆlisis discriminante lineal, modelo logit, modelo probit y red neuronal probabil￿stica.
7Suavizamiento exponencial adaptativo, vector autorregresivo con filtro de Kalman, funci￿n de
transferencia multivariada y red neuronal multicapas de retroalimentaci￿n hacia atrÆs.256 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
utiliza una predicci￿n de signo estÆtica con horizonte de una semana (one step
ahead). Por otra parte, las redes neuronales fueron escogidas por su alta capaci-
dad predictiva y de adaptaci￿n a los problemas presentados, buscando predecir
el signo de la direcci￿n del cambio de los ￿ndices analizados en el mismo hori-
zonte de tiempo. El Anexo 1 presenta una descripci￿n detallada de la teor￿a sub-
yacente a los modelos.
3. METODOLOG˝A Y DATOS
Se utilizaron 280 valores de cierre semanales de las variables incluidas en
los modelos8, correspondientes al per￿odo entre el 4 de agosto de 1997 y el 9 de
diciembre de 2002. El Anexo 2 presenta las estad￿sticas de las series estudiadas.
A. Algoritmo GenØtico
El objetivo del algoritmo genØtico es encontrar un modelo multivariado
dinÆmico que maximice el porcentaje de predicci￿n de signo (PPS) de las varia-
ciones semanales de los ￿ndices bursÆtiles asiÆticos en estudio. Los modelos
multivariados dinÆmicos utilizados son modelos de series de tiempo que expre-
san el comportamiento de una variable en funci￿n de sus valores rezagados, de
rezagos de variables ex￿genas y de rezagos de los residuos del modelo. Los
modelos se basan en un algoritmo genØtico simple que trabaja con cadenas bina-
rias de largo fijo en representaci￿n de las posibles soluciones al problema.
Los modelos multivariados dinÆmicos usados para predecir el signo de
las fluctuaciones semanales de los ￿ndices bursÆtiles N225, HSI, SSEC, KS11 y
TWII se presentan a continuaci￿n:
8Dado que se emplearon cuatro rezagos de las variables explicativas en primera diferencia, el tama-
æo del conjunto final fue de 275 semanas.
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Donde εt  corresponde al tØrmino de error del modelo, ΔDJI corresponde
a la diferencia del Dow Jones Industry y los sub￿ndices AR, MA y X representan
el mÆximo orden de rezagos de las variables independientes. El mÆximo nœmero
de rezagos para los tØrminos AR, MA y X fue 4, por lo que el mÆximo nœmero de
variables para el modelo fue 12. AdemÆs, cada variable fue representada con un
bit y, por lo tanto, el largo de la cadena binaria result￿ ser igual al mÆximo nœme-MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 257
ro de variables del modelo9. De acuerdo a las matemÆticas binarias, una cadena
de largo ￿L￿ permite representar ￿2L￿ soluciones posibles. En consecuencia,
contamos con un total de 4.096 modelos para predecir la direcci￿n de las fluc-
tuaciones de los ￿ndices bursÆtiles N225, HSI, SSEC, KS11 y TWII, entre los
cuales el algoritmo genØtico realizarÆ la bœsqueda de la mejor soluci￿n.
Para iniciar el proceso de optimizaci￿n genØtica (ver Cuadro 2) el algorit-
mo gener￿ 100 modelos aleatorios de 12 bits de largo. De acuerdo a Bauer (1994),
es importante que la poblaci￿n estØ compuesta por un nœmero no tan pequeæo de
potenciales soluciones, normalmente entre 100 y 200 individuos, de manera de
garantizar que sea seleccionado un grupo amplio de individuos representativos
de las mejores soluciones. A continuaci￿n, el algoritmo procedi￿ a estimar cada
uno de los 100 modelos pertenecientes a la primera generaci￿n, utilizando para
ello un proceso recursivo. El proceso recursivo10 es un proceso iterativo que
permite reflejar el hecho de que los agentes irÆn actualizando el set de informa-
ci￿n utilizado para realizar proyecciones, ampliÆndolo a medida que se cuenta
con nueva informaci￿n. En este trabajo el proceso recursivo comienza tomando
las primeras 50 semanas de observaciones hist￿ricas, y realiza una proyecci￿n
para la semana 51. En la iteraci￿n siguiente, reflejando el hecho de que ha trans-
currido una nueva semana y se cuenta con informaci￿n adicional, se utilizan 51
semanas como datos intramuestrales y se proyecta la variaci￿n del ￿ndice para la
semana 52. El proceso se repite 225 veces, hasta que el conjunto intramuestral
corresponde a la totalidad de la muestra en estudio. As￿ se contarÆ con 225 pro-
yecciones extramuestrales hechas por cada uno de los 100 modelos, los cuales
son evaluados en funci￿n del PPS alcanzado. Luego los modelos se ordenan de
manera descendente, por PPS. A continuaci￿n se seleccionan los 30 primeros
modelos, correspondientes a los 30 PPS mÆs altos, a los cuales se les llama pa-
dres. De estos 30 padres, el 10% superior pasa directamente a la siguiente gene-
raci￿n, de manera de asegurar que las mejores soluciones alcanzadas hasta ese
momento sobrevivan a travØs de las generaciones. La combinaci￿n de los cro-
mosomas de los 27 padres restantes generan 97 hijos por el mØtodo de cruce
doble (ver Cuadro 1), con lo cual queda conformada la siguiente generaci￿n de
100 modelos (97 hijos mÆs los 3 padres pasados directamente). Se permiti￿ una
mutaci￿n con una probabilidad de 8,33%, es decir, de manera aleatoria, algunos
genes correspondientes a los 100 hijos cambian su posici￿n binaria de 1 a 0 o
viceversa. Con esto se permite que el proceso de optimizaci￿n tenga acceso a
9El primer bit de la cadena representarÆ al ￿ndice, en primera diferencia y rezagado un per￿odo; el
bit 2 representarÆ al rezago 2; el bit 5 representarÆ al residuo del modelo rezagado un periodo; el bit
8 representarÆ al cuarto rezago del residuo; el siguiente bit representarÆ el primer rezago del Dow
Jones Industry (DJI) en primera diferencia; y, finalmente, el œltimo bit representarÆ al cuarto reza-
go. Cada bit puede tomar el valor de 0 o 1: cuando tome el valor de 0, la variable que representa no
serÆ incluida en el modelo, mientras que cuando tome el valor de 1, la variable representada s￿
formarÆ parte del modelo. Una vez realizada la codificaci￿n de los modelos, se comenz￿ a trabajar
con el algoritmo genØtico. La primera generaci￿n de modelos (o poblaci￿n inicial), de un tamaæo
de 100, se obtuvo aleatoriamente desde el rango de interØs.
10El Anexo 3 presenta una descripci￿n formal y grÆfica del proceso de estimaci￿n recursivo.258 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
potenciales soluciones no cubiertas en la combinaci￿n de los padres, pero se
hace de manera que su incidencia no sea un factor preponderante, ya que de
hacerlo originar￿a un proceso de evoluci￿n aleatorio. Por otra parte, la clonaci￿n
estÆ impl￿cita en el proceso ya que no se restringi￿ el cruce entre dos modelos
iguales. Una vez terminada la nueva generaci￿n de modelos, se calculan nueva-
mente los PPS, continuando con el proceso de selecci￿n y generando nuevas
descendencias hasta concluir con la generaci￿n nœmero 15.
Con respecto a la probabilidad de mutaci￿n y al nœmero de generaciones,
debemos precisar que en tØrminos generales existe una relaci￿n inversa entre
estas dos variables, es decir, a medida que aumentamos la probabilidad de muta-
ci￿n disminuye la cantidad de generaciones necesarias para alcanzar el ￿ptimo.
Esto porque el aumentar la probabilidad de mutaci￿n repercute directamente en
la muestra de posibles soluciones a ser probadas por el algoritmo, aumentando
tambiØn la probabilidad de encontrar el ￿ptimo en menos generaciones. En caso
de ocupar una tasa de mutaci￿n inferior, ser￿a de esperar que la convergencia al
mejor modelo fuera mÆs lenta, por lo que ser￿an necesarias mÆs generaciones.
Sin embargo, como se mencion￿ anteriormente, tasas muy altas de mutaci￿n
podr￿an provocar que el proceso de selecci￿n se volviera aleatorio, por lo que la
tasa usada debe garantizar un proceso evolutivo que mejore las especies a travØs
de las generaciones. Creemos que los parÆmetros escogidos11 cumplen con lo
anterior, dejando abierto el debate con respecto a la combinaci￿n ￿ptima de nœ-
mero de generaciones y probabilidad de mutaci￿n, as￿ como tambiØn el anÆlisis
en profundidad de la sensibilidad de la optimizaci￿n a dichos parÆmetros. El
GrÆfico 4 muestra que, por lo general, el algoritmo convergi￿ al modelo ￿ptimo
antes de la generaci￿n 15 (se encontr￿ siempre antes de la generaci￿n 7). Al
mismo tiempo, dada la enorme combinatoria y capacidad de cÆlculo requerida
para analizarla, se ha mantenido constante el tamaæo inicial del proceso recursi-
vo en 50 datos, centrando la bœsqueda s￿lo en la combinatoria de variables expli-
cativas. Un enfoque mÆs amplio de optimizaci￿n genØtica deber￿a tratar de opti-
mizar la bœsqueda de variables explicativas y, al mismo tiempo, el tamaæo de
observaciones ￿ptimas necesarias para un proceso recursivo o rolling, siendo
este œltimo un desaf￿o propuesto para nuevas investigaciones.
B. Red Neuronal
En cuanto al modelo de red neuronal, la variable de salida estÆ dada por la
variaci￿n (o primera diferencia) del ￿ndice respectivo en el per￿odo ￿t￿, mientras
que las variables de entrada se refieren a las variaciones rezagadas de los ￿ndices
bursÆtiles en estudio y del Dow Jones Industry. La forma funcional de los mode-
los, para los ￿ndices bursÆtiles N225, HSI, SSEC, KS11 y TWII, se expresa en
las siguientes ecuaciones:
11Poblaci￿n inicial de 100 modelos, 15 generaciones, y tasa de mutaci￿n de 8,33%.MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 259
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La construcci￿n de la red neuronal requiere que la base de datos se divida
en dos conjuntos diferentes: (a) conjunto de entrenamiento, porcentaje de datos
empleados para que la red aprenda el problema, y (b) conjunto de producci￿n o
extramuestral, datos que no han sido incorporados anteriormente, que serÆn uti-
lizados para probar el rendimiento o la capacidad de predicci￿n de la red ante
datos que nunca ha visto. Al igual que en el algoritmo genØtico, la red fue entre-
nada a travØs de un proceso recursivo, el cual comienza con las primeras 50
semanas y realiza una proyecci￿n para la semana 51. As￿, los primeros 50 datos
o semanas corresponder￿an al conjunto de entrenamiento, mientras que la ob-
servaci￿n relativa a la semana 51 corresponderÆ al conjunto de producci￿n o
extramuestral. En la iteraci￿n siguiente, se utilizan 51 semanas como conjunto
de entrenamiento, y se proyecta extramuestralmente la semana 52. El proceso se
repite 225 veces aæadiendo siempre un dato al conjunto de producci￿n, hasta que
su tamaæo corresponde a la totalidad de la muestra en estudio. As￿, se contarÆn
225 proyecciones extramuestrales con una semana de anticipaci￿n.
Para predecir el signo de las variaciones semanales de los ￿ndices asiÆti-
cos se utiliz￿ la red ward de tres capas, modelo de red neuronal que usa el algo-
ritmo de aprendizaje supervisado de propagaci￿n hacia atrÆs. El modo de apren-
dizaje supervisado indica que la variaci￿n observada del ￿ndice bursÆtil es usada
para supervisar el proceso de entrenamiento12. La utilizaci￿n de la red ward se
12En una red neural hay pares de inputs y outputs que son usados para entrenar la red. Puede haber
mœltiples inputs (variables explicativas) y mœltiples outputs (proyecciones de diferentes variables).
Entre los inputs y los outputs hay una capa (o mœltiples capas) de procesamiento que imitan el
trabajo del cerebro humano. Luego, dado un nuevo conjunto de inputs, la red puede producir un
nuevo output (proyecci￿n) sobre la base de lo que aprendi￿ de los pares de inputs y outputs que le
fueron provistos. El analista puede controlar algunos aspectos del proceso, tales como la tasa de
aprendizaje y la precisi￿n deseada del output (Wilson y Keating, 1998). De este modo, la Red
aprende un conjunto predefinido de pares de entradas y salidas dadas como ejemplos, empleando
un ciclo propagaci￿n-adaptaci￿n de dos fases: una vez que se han aplicado los datos de entrada a la
primera capa de unidades de la Red, Østa se va propagando a travØs de todas las capas superiores
hasta generar una salida, la cual se compara con la salida deseada para estimar el error asociado a la
predicci￿n. El error se transmite hacia atrÆs, desde la capa de salida hacia todas las capas interme-
dias que contribuyan directamente a ella. Sin embargo, las unidades de la capa intermedia s￿lo
reciben una fracci￿n del error total, basÆndose en la contribuci￿n relativa de la unidad a la salida
original. Este proceso se repite, capa por capa. Luego, basÆndose en el error, se actualizan los pesos
de conexi￿n de cada unidad con el objeto de ajustar el modelo y disminuir el error final. As￿, a
medida que se entrena la Red, las neuronas de las capas intermedias se organizan a s￿ mismas de tal
modo que ellas aprenden a reconocer distintas caracter￿sticas del conjunto de entrenamiento, aproxi-
mÆndose de esta manera al pensamiento y al comportamiento de los agentes, en nuestro caso, del
mercado bursÆtil.
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basa en su buen desempeæo con las series de tiempo, como ha sido evidenciado
por Parisi (2002). Este tipo de red se caracteriza porque pueden aplicarse dife-
rentes funciones de activaci￿n a los grupos de neuronas (slabs) de la capa ocul-
ta, para detectar caracter￿sticas distintas en los patrones procesados a travØs de la
red. De esta manera, la capa de salida tendrÆ diferentes puntos de vista de los
datos, lo cual puede conducir a una mejor predicci￿n. El GrÆfico 5 resume las
caracter￿sticas de la arquitectura de la red utilizada.
C. Evaluaci￿n de la Capacidad Predictiva y Significancia Estad￿stica de los
Modelos
Tanto los modelos generados por algoritmos genØticos como el modelo
de redes neuronales fueron estimados a partir de los datos del conjunto intra-
muestral. Este proceso fue seguido por una evaluaci￿n emp￿rica sobre la base de
los datos del conjunto extramuestral, el cual se compone de 225 observaciones
semanales. Como se mencion￿ anteriormente, el desempeæo relativo de los mo-
delos fue medido por el nœmero de predicciones correctas del signo de la varia-
ci￿n del ￿ndice. Para ello se compar￿ el signo de la proyecci￿n con el signo de la
variaci￿n observada en cada i-Øsima semana, donde i = 1, 2, ￿, s, siendo s el
nœmero de observaciones del conjunto extramuestral. Si los signos entre la pro-
yecci￿n y el observado coinciden, entonces se anota un acierto, aumentando la
efectividad del modelo analizado, en caso contrario, el modelo disminuye su
capacidad predictiva. Luego, al igual que Kanas (2001), se aplic￿ el test de acierto
direccional de Pesaran y Timmermann (1992), a fin de medir la significancia
estad￿stica de la capacidad predictiva de los modelos. No obstante, la sola apli-
caci￿n del test no permite conocer las caracter￿sticas de los momentos de la dis-
tribuci￿n que sigue dicho estad￿stico, por lo que podemos estar en presencia de
conclusiones sesgadas a las caracter￿sticas de la muestra en estudio. Por esta
raz￿n, y con el objetivo de evitar el problema anterior13, y de despejar las dudas
respecto de si la capacidad predictiva se debe a la bondad del modelo, a las
caracter￿sticas de la muestra de observaciones sobre la que ha sido aplicado, o
simplemente al factor suerte, se utiliz￿ un proceso bootstrap. El bootstrap es un
proceso de generaci￿n de observaciones ficticias a partir de datos hist￿ricos, a
fin de contar con suficiente informaci￿n para elaborar diferentes conjuntos ex-
tramuestrales sobre los cuales probar la validez de los modelos y, de esta mane-
ra, obtener conclusiones robustas. Espec￿ficamente, se realiz￿ un proceso boots-
trapping o remuestreo, con el cual se generaron 500 series, de 100 semanas cada
una, a partir de la serie hist￿rica original. El bootstrap utilizado fue del tipo por
bloques (block-bootstrap), ya que las 500 series fueron construidas a partir de
secciones de 4 semanas, escogidas aleatoriamente y con igual probabilidad de
selecci￿n desde la serie original. Se utiliz￿ el proceso por bloques debido a que
estamos trabajando con series de tiempo, en las cuales es necesario mantener
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aun de manera dØbil el orden de las series, ya que de lo contrario el proceso de
remuestreo formar￿a series inconexas temporalmente, lo que no tiene sentido en
el presente anÆlisis. A continuaci￿n se procedi￿ a estimar el PPS del mejor modelo
multivariado obtenido desde el proceso de optimizaci￿n genØtica, as￿ como de la
red neuronal, en cada una de las 500 series bootstrap.
Adicionalmente, los resultados del mejor modelo multivariado dinÆmico
y de la red neuronal de cada uno de los ￿ndices bursÆtiles analizados fueron
comparados con los de un modelo ingenuo o AR(1), cuya estructura se presenta
en la siguiente ecuaci￿n:
(3) ΔΔ ˝ndice ˝ndice it it t =+⋅ + − αα ε 01 1
donde Δ indica primera diferencia, εt representa el tØrmino de error en el mo-
mento ￿t￿, y α0 y α1 son los coeficientes del modelo. Esta comparaci￿n adicio-
nal se realiz￿ para probar emp￿ricamente la hip￿tesis planteada en la introduc-
ci￿n, permitiØndonos medir la eficacia de una estrategia activa, la cual es
representada por las tØcnicas de algoritmo genØtico y redes neuronales, y la efi-
cacia de una estrategia pasiva, representada por el modelo ingenuo y la estrate-
gia de buy and hold. Sin embargo, y de acuerdo a Sharda (1994), es necesario ser
cuidadosos al realizar tal comparaci￿n ya que, por definici￿n, un modelo inge-
nuo no utiliza ningœn tipo de recomposici￿n de la muestra utilizada en las esti-
maciones, al contrario del proceso recursivo planteado aqu￿ o a la divisi￿n de la
muestra en subconjuntos, como lo requieren las redes neuronales. As￿, dicha
comparaci￿n estÆ sujeta a una muestra sesgada, ya que el modelo ingenuo utili-
zarÆ la totalidad de la muestra de tamaæo ￿n￿ para medir su capacidad predicti-
va, mientras que el proceso recursivo utilizarÆ ￿s￿ observaciones para hacerlo,
donde ￿s￿ es igual a ￿n￿k￿ donde ￿k￿ es el nœmero de observaciones pertene-
ciente al subconjunto intramuestral o de entrenamiento14. Para solucionar dicho
problema el modelo ingenuo utilizarÆ las primeras 50 observaciones para esti-
mar los parÆmetros, y las restantes 50 (de las 100 observaciones de cada serie
bootstrap) para medir su capacidad predictiva, garantizado que el tamaæo extra-
muestral sea igual al del algoritmo genØtico y la red neuronal.
TambiØn se calcul￿ la rentabilidad de seguir las recomendaciones de com-
pra (cuando el valor proyectado para el futuro cercano indicaba un alza en el
precio) y venta (en el caso contrario) de los modelos analizados. El cÆlculo de
las rentabilidades de las tØcnicas consider￿ un monto de inversi￿n inicial de
US$￿10.000,  valorÆndose la estrategia como el valor total de la cartera, es decir,
la suma de la posici￿n en el ￿ndice, mÆs el dinero en efectivo con el que se
contaba. Las seæales de compra fueron ejecutadas en la medida que la cartera
contaba con dinero en efectivo al momento de la seæal, y las recomendaciones de
venta fueron ejecutadas en la medida que se contaba con unidades del ￿ndice
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respectivo. No se consideraron ventas cortas, costos de transacci￿n ni de alma-
cenaje.
Finalmente, contando con la rentabilidad promedio anual de cada tØcnica
y con la desviaci￿n estÆndar de Østa, fue posible estimar los ￿ndices de Sharpe y
Treynor, los cuales permitirÆn comparar el desempeæo de los modelos en el con-
texto de la teor￿a moderna de portfolios, ajustando las rentabilidades logradas
por los niveles de riesgo asociados a cada tØcnica.
4. RESULTADOS
Los mejores modelos multivariables dinÆmicos, obtenidos a travØs del
algoritmo genØtico (AG) para cada uno de los ￿ndices en estudio, presentan la
siguiente forma funcional:
El Cuadro 3 muestra que los mejores modelos producidos por el algorit-
mo genØtico arrojaron un PPS de 60,0%, 60,4%, 57,8%, 59,6%, y 62.6%, para
los ￿ndices Nikkei225, HSI, SSEC, TWII y KS11, respectivamente. Esta capaci-
dad predictiva, estimada sobre un conjunto extramuestral de 225 datos semana-
les, result￿ significativa al 5% en cada uno de los ￿ndices, de acuerdo al test de
acierto direccional. Comparativamente, la capacidad predictiva de la red ward de
tres capas result￿ ser significativa s￿lo en dos de los cinco ￿ndices analizados:
SSEC y KS11. Por su parte, los modelos ingenuos AR(1), cuyas tablas de resul-
tados son entregadas en el Anexo 4, no resultaron ser significativos.
A continuaci￿n se calcul￿ la rentabilidad promedio anual (RPA) que hu-
biera logrado un inversionista de haber seguido las recomendaciones de compra/
venta de estos modelos, asumiendo una inversi￿n inicial de US$ 10.000. Los
resultados muestran que la mayor capacidad predictiva del modelo de algorit-
mos genØticos se materializa en una RPA, para cada ￿ndice, de: (￿8,39%) N225,
(6,42%) HSI, (￿4,58%) SSEC, (0,04%) TWII y (26,35%) KS11. Por su parte, la
red ward registr￿ una RPA mayor en cada uno de los ￿ndices y super￿ amplia-
mente al modelo AR(1). As￿, los resultados destacan a la red ward como el mejor
modelo, seguido por los algoritmos genØticos, el modelo ingenuo AR(1) y la
estrategia buy and hold.
Luego se analiz￿ la robustez de los resultados a travØs de un procedi-
miento de bootstrapping. DespuØs de aplicar estos modelos en las 500 series
bootstrap, se obtuvieron PPS promedio similares a los de la etapa anterior (ver
Cuadro 4), excepto en el ￿ndice TWII, en el cual el modelo de algoritmos genØti-
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cos super￿ a las otras tØcnicas. Con respecto a la significancia estad￿stica de los
PPS, el modelo de algoritmos genØticos (en todos los ￿ndices) resulta tener el
mayor nœmero de per￿odos significativos (considerando las 500 series analiza-
das), seguido por la red ward y el modelo ingenuo. El Anexo 5 contiene las
estad￿sticas descriptivas del PPS alcanzado con la tØcnica de algoritmo genØtico
en el proceso de bootstrapping en los cinco ￿ndices analizados. En Øl se puede
apreciar que las distribuciones poseen caracter￿sticas de asimetr￿a hacia la dere-
cha, concentrÆndose una gran cantidad de escenarios en el rango en que el PPS
es de 55% o mÆs. Esto refleja que aun frente a escenarios distintos, generados
aleatoriamente, los modelos multivariados construidos a travØs del algoritmo
genØtico son capaces de obtener capacidades predictivas relativamente altas. Si
bien existe una evidente diferencia en tØrminos de la media del PPS alcanzado
durante el bootstrap versus los resultados para el per￿odo en estudio, Østa es
producto del proceso de remuestreo por bloques elegidos, ya que arbitrariamen-
te se tomaron bloques de cuatro semanas.
En cuanto a la RPA, en cuatro de los cinco ￿ndices el algoritmo genØtico
super￿ el desempeæo de las redes neuronales, en contraste con lo expuesto en la
primera parte de esta secci￿n. Al ajustar la RPA por el nivel de riesgo asociado a
cada tØcnica, el algoritmo genØtico supera ampliamente el desempeæo de las
demÆs tØcnicas, obteniendo los mejores indicadores de Sharpe y Treynor en cada
uno de los ￿ndices. Las estrategias pasivas e ingenuas, respectivamente, fueron
las que obtuvieron los peores desempeæos, siendo superadas por los algoritmos
genØticos y la red neuronal, tanto en PPS, como en RPA e ￿ndices de riesgo-
retorno15.
Los resultados apuntan a que los modelos multivariados obtenidos con
los algoritmos genØticos son mÆs robustos y permitir￿an obtener mejores ￿ndices
de rentabilidades corregidas por riesgo que las redes neuronales. El cambio en el
orden de preferencias se deber￿a a que los resultados iniciales (expuestos en la
primera parte de esta secci￿n) estar￿an siendo afectados por las caracter￿sticas
temporales de la muestra en estudio, estando posiblemente frente a un problema
de sobreajuste de los datos16, el que pudo ser aislado a travØs de un proceso
bootstrap.
5. CONCLUSIONES
Los resultados muestran que el modelo de algoritmos genØticos obtuvo el
mejor desempeæo en tØrminos de ￿ndices de riesgo-retorno, y la mayor RPA en
15Si bien se escogi￿ el conteo de aciertos o PPS como la manera de seleccionar los mejores mode-
los, tambiØn se calcularon para cada una de las tØcnicas los siguientes estad￿sticos: R-cuadrado,
R-cuadrado Ajustado, Funci￿n de Verosimilitud, Akaike Info Criteria y Schwarz Info Criteria y
Estad￿stico F de significancia conjunta, los que se encuentran disponibles por medio de solicitarlos
a los autores. Los resultados arrojados por dichos estad￿sticos son concordantes con los resultados
presentados.
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cuatro de los cinco ￿ndices analizados. No obstante, dicho modelo fue superado
por la red neuronal en tØrminos de capacidad de predicci￿n del signo de las
variaciones de los ￿ndices.
Los resultados apuntan a la conveniencia de realizar estrategias activas de
transacci￿n en los ￿ndices estudiados que modelen el cambio de signo esperado
de los activos, ya sea con tØcnicas como algoritmos genØticos o redes neurona-
les, ya que las estrategias alternativas de inversi￿n, como la modelaci￿n ingenua
o la estrategia pasiva, no fueron capaces de generar buenos resultados, tanto en
tØrminos estad￿sticos como econ￿micos. Al mismo tiempo, los resultados confir-
man la importancia de medir no s￿lo la capacidad predictiva y la rentabilidad
acumulada para los activos en el per￿odo estudiado, sino que tambiØn la posibili-
dad de equivocarse al determinar las preferencias entre una y otra tØcnica, dadas
las caracter￿sticas puntuales de los datos, siendo de gran importancia desarrollar
procesos para medir la robustez de los resultados como el bootstrapping.
Finalmente, se pudo mostrar que la mayor capacidad predictiva permiti￿
mayores retornos ajustados por riesgo, incluso en los ￿ndices mÆs volÆtiles, mos-
trÆndose que el empleo de algoritmos genØticos podr￿a orientar la conformaci￿n
de portfolios de inversi￿n y la forma en que Østos podr￿an ser estructurados, a fin
de aprovechar las alzas pronosticadas para el mercado y cubrirse ante las bajas
de Øste, dadas las expectativas de eventos futuros y la relaci￿n riesgo-retorno que
se espera obtener.
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17Versus un 11,1% de las restantes cinco bolsas.
18 Para las bolsas asiÆticas el promedio es de 4,9%, mientras que para el resto es de ￿1,5% (1997-
2003).
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En el GrÆfico 1 se aprecia que para el per￿odo 1997-2002 las cinco bolsas
estudiadas tuvieron un crecimiento promedio superior a las demÆs bolsas (pro-
medio de crecimiento del 16.5% anual)17, sobresaliendo el de Corea, Hong Kong,
Tokio y TaiwÆn durante el aæo 1999.
GRAFICO 1
CAMBIO EN CAPITALIZACION (%)
Otro punto sensible para el anÆlisis, dado que nos permite apreciar la
profundidad del mercado, es el nœmero de compaæ￿as listadas. En los GrÆficos 2
y 3 se puede observar que las bolsas asiÆticas analizadas obtienen un crecimien-
to promedio anual del nœmero de compaæ￿as listadas mayor que el resto de las
bolsas no asiÆticas18. Aqu￿ es incluso mÆs marcada la superioridad de los merca-
dos analizados por sobre el resto, destacÆndose las bolsas de Hong Kong y TaiwÆn.
Fuente: Elaboraci￿n propia en base a datos de la ￿World Federation of Exchanges￿. En este grÆfico
se puede observar el importante crecimiento de la bolsa coreana durante los aæos 1998 y 1999,
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Fuente: Elaboraci￿n propia en base a datos de la ￿World Federation of Exchanges￿. En este grÆfico
se observa la clara tendencia a la baja en el nœmero de empresas listadas en el Nasdaq versus el
comportamiento bÆsicamente similar del resto de las bolsas. Se recomienda observar conjuntamen-
te el GrÆfico 3.
Fuente: Elaboraci￿n propia en base a datos de la ￿World Federation of Exchanges￿. En este grÆfico
es posible apreciar que para el per￿odo en cuesti￿n las bolsas de TaiwÆn y Hong Kong han vivido
importantes aumentos en el nœmero de compaæ￿as listadas. AdemÆs se observa un importante creci-




Fuente: Elaboraci￿n propia. Arquitectura de la Red Ward utilizada. La capa de entrada, como es
usual, contiene un nœmero de neuronas igual al nœmero de variables explicativas, dado que en dicha
capa se lleva a cabo el preprocesamiento o escalamiento de la red, en este caso con una funci￿n
lineal con dominio [￿1,1] de manera de conservar el signo de las variaciones como entrada para la
red. Las capas ocultas 1, 2, y 3 procesan los datos con diferentes funciones no lineales, las que
ponen Ønfasis en las caracter￿sticas de las medias, de las colas, y de los signos, respectivamente. El
nœmero de neuronas utilizado en dichas capas es el m￿nimo posible para garantizar una convergen-
cia rÆpida del algoritmo de retropropagaci￿n hacia atrÆs. La capa de salida posee una neurona,
debido que buscamos proyectar s￿lo una variable dependiente. La funci￿n de activaci￿n de dicha
capa permite desescalar los impulsos de la red, de manera que la salida estØ en un dominio similar
a la variable original.
Fuente: Elaboraci￿n propia. En este grÆfico podemos apreciar que, en tØrminos
generales, el algoritmo converge a una soluci￿n ￿ptima con anterioridad a la
generaci￿n 7.
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CUADRO 1
ESQUEMA DEL OPERADOR DE CRUCE
CUADRO 2
ESQUEMA DEL ALGORITMO GENETICO DE SELECCION DE MODELOS
Fuente: Elaboraci￿n propia. En este cuadro se pueden apreciar las diferentes etapas del proceso
realizado por el algoritmo genØtico.
Se produce la mutación de los hijos
con un 8,33% de probabilidad.
Estos 100 hijos corresponden
a la nueva generación.
Se eligen los 30 mejores
modelos (padres) y de estos,
el 10% pasa directo a
la proxima generación.
Los restantes 27 padres
generan 97 hijos por el método
de cruce doble.



















Cromosoma A 0 0 0 0 1 1 1 1 1 1 1 1
Puntos de Cruce
Cromosoma B 1 1 1 1 0 0 0 0  0 0 0 0
Hijos
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
Mutación
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
Nueva Generación
0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
Fuente: Elaboraci￿n propia. En este cuadro el Cromosoma A representa a un padre, individuo o
modelo, cuyas variables explicativas corresponden a 4 rezagos del error y a 4 rezagos de DJI. El
Cromosoma B representa un modelo cuyas variables explicativas corresponden a 4 rezagos de la
variable independiente. Cada hijo toma una porci￿n de los genes de sus padres, de acuerdo al ope-
rador de cruce doble. Con una probabilidad del 8,33% algunos genes de los hijos mutarÆn para dar
paso a potenciales soluciones no cubiertas en la selecci￿n aleatoria de la primera generaci￿n y sus
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CUADRO 3
TABLA DE RESULTADOS INDICES ASIATICOS
￿￿￿Modelo PPS DA￿ P-value RPA
Nikkei 225 (N225) de Jap￿n
￿￿￿Multi variable AG 60,00% 3,05(*) 0,26% ￿8,39%
￿￿￿Red  Ward 52,61% 1,22 22,20% 1,22%
￿￿￿Ing enuo AR(1) 55,22% 2,54(*) 1,18% ￿3,35%
￿￿￿Buy and hold ￿ ￿ ￿ ￿12,45%
Hang Seng (HSI) de Hong Kong
￿￿￿Multi variable AG 60,43% 3,13(*) 0,20% 6,42%
￿￿￿Red  Ward 54,55% 1,54 12,46% 5,53%
￿￿￿Ing enuo AR(1) 52,17% 0,64 52,05% 2,10%
￿￿￿Buy and hold ￿ ￿ ￿ ￿9,22%
Shanghai Composite (SSEC) de China
￿￿￿Multi variable AG 57,83% 2,30(*) 2,25% ￿4,58%
￿￿￿Red  Ward 56,74% 3,70(*) 0,03% 15,94%
￿￿￿Ing enuo AR(1) 50,00% ￿0,32 74,92% 0,27%
￿￿￿Buy and hold ￿ ￿ ￿ 3,65%
Taiwan Weighted (TWII) de TaiwÆn
￿￿￿Multi variable AG 59,57% 2,83(*) 0,50% 0,04%
￿￿￿Red  Ward 54,67% 1,54 12,60% 1,16%
￿￿￿Ing enuo AR(1) 53,04% 1,49 13,85% ￿1,22%
￿￿￿Buy and hold ￿ ￿ ￿ ￿11,78%
Seoul Composite (KS11) de Corea del Sur
￿￿￿Multi variable AG 62,61% 3,80(*) 0,02% 26,35%
￿￿￿Red  Ward 61,40% 3,46(*) 0,06% 106,38%
￿￿￿Ing enuo AR(1) 49,57% ￿0,05 96,30% 19,23%
￿￿￿Buy and hold ￿ ￿ ￿ ￿1,49%
￿ En el test DA el valor de Z cr￿tico es de 1,96, para un nivel de significancia del 5%.
(*): Significativo al 5%.
Fuente: Elaboraci￿n propia. De izquierda a derecha se entregan los siguientes estad￿sticos: PPS,
Porcentaje de Predicci￿n de Signos del Modelo; DA, Directional Accuracy Test o test de Precisi￿n
Direccional, el cual indica si la capacidad de predicci￿n de signos PPS es estad￿sticamente signifi-
cativa; P-Value, estad￿stico correspondiente a la probabilidad de equivocarse al rechazar la hip￿te-
sis nula del test DA. H0: La serie proyectada es independiente de la serie original. Si H0 es rechaza-
da, se cuenta con capacidad predictiva; RPA, Rentabilidad Promedio Anual, corresponde a la
rentabilidad anualizada de la tØcnica para el per￿odo estudiado.272 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
CUADRO 4
TABLA DE RESULTADOS BOOTSTRAP 500 SERIES
￿￿￿Modelo PPS Std. Dev. DA￿ RPA Std, Dev, Sharpe￿￿ Treynor￿￿
Nikkei225 (N225) de Jap￿n
￿￿￿Multi variable AG 54,38% 6,59% 44 29,39% 75,31% 0,32 0,24
￿￿￿Red  Ward 55,07% 3,77% 0 ￿17,86% 24,62% ￿0,93 ￿0,23
￿￿￿Ing enuo AR(1) 49,24% 5,40% 2 ￿4,76% 16,43% ￿0,59 ￿0,10
￿￿￿Buy and hold ￿ ￿ ￿ 5,33% 31,91% 0,01 0,00
Hang Seng (HSI) de Hong Kong
￿￿￿Multi variable AG 53,74% 7,43% 48 24,92% 83,05% 0,24 0,20
￿￿￿Red  Ward 57,49% 4,31% 9 1,92% 43,79% ￿0,07 ￿0,03
￿￿￿Ing enuo AR(1) 48,99% 2,93% 0 5,23% 28,24% 0,01 0,00
￿￿￿Buy and hold ￿ ￿ ￿ 5,43% 32,47 0,00 0,00
Shanghai Composite (SSEC) de China
￿￿￿Multi variable AG 55,69% 6,17% 54 9,64% 60,82% 0,08 0,05
￿￿￿Red  Ward 59,28% 4,09% 11 14,66% 38,33% 0,25 0,10
￿￿￿Ing enuo AR(1) 48,47% 5,36% 5 6,12% 14,56% 0,08 0,01
￿￿￿Buy and hold ￿ ￿ ￿ 5,30% 30,12% 0,01 0,00
Taiwan Weighted (TWII) de TaiwÆn
￿￿￿Multi variable AG 54,92% 7,20% 61 44,08% 7,39% 5,29 0,39
￿￿￿Red  Ward 52,71% 5,09% 3 ￿15,48% 32,60% ￿0,63 ￿0,20
￿￿￿Ing enuo AR(1) 47,33% 6,20% 0 ￿16,35% 20,46% ￿1,04 ￿0,21
￿￿￿Buy and hold ￿ ￿ ￿ 7,39% 37,58 0,00 0,02
Seoul Composite (KS11) de Corea del Sur
￿￿￿Multi variable AG 54,56% 6,82% 52 57,13% 11,24% 4,64 0,52
￿￿￿Red  Ward 57,34% 5,03% 23 42,43% 46,39% 0,81 0,37
￿￿￿Ing enuo AR(1) 48,99% 2,93% 0 5,03% 27,15% 0,00 0,00
￿￿￿Buy and hold ￿ ￿ ￿ 11,24% 50,36 0,00 0,06
￿ Nœmero de per￿odos de las 500 series Bootstrap cuyo resultado fue significativo para un nivel de
significancia del 5%.
￿￿ Los Indices de Sharpe y Treynor corresponden a razones de rendimiento o rentabilidad ajustados
por el nivel de riesgo asumido en cada estrategia. El primero utiliza la rentabilidad y desviaci￿n
estÆndar obtenida ex post, suponiendo que el inversionista no estÆ diversificado. El segundo utiliza
el Beta de la cartera como medida de riesgo, y supone que estÆ completamente diversificado al
invertir en dichos ￿ndices. Para calcular ambos ￿ndices se supuso que el inversionista pudo invertir
de manera alternativa en un instrumento libre de riesgo Rf, que le hubiese rentado un 5% anual.
Dado que los activos analizados corresponden a ￿ndices de mercado, al calcular el ￿ndice de Treynor
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19Al momento de aplicar un modelo de algoritmos genØticos, se debe identificar correctamente el
problema de maximizaci￿n o minimizaci￿n a tratar. Si el problema en cuesti￿n no es de ese tipo, se
deberÆ buscar otro mØtodo para abordarlo.
ANEXO 1
A. Algoritmos GenØticos
Los algoritmos genØticos consisten en una funci￿n matemÆtica o una ru-
tina que simula el proceso evolutivo de las especies, teniendo como objetivo
encontrar soluciones a problemas espec￿ficos de maximizaci￿n o minimizaci￿n19.
Otra definici￿n es la entregada por Goldberg (1989), ￿algoritmo de bœsqueda
basado en la mecÆnica de la selecci￿n natural y de la genØtica natural. Combina
la supervivencia del mÆs apto entre estructuras de secuencia con un intercambio
de informaci￿n estructurado, aunque aleatorizado, para construir as￿ un algorit-
mo de bœsqueda que tenga algo de las genialidades de las bœsquedas humanas￿.
As￿, un algoritmo genØtico recibe como entrada una generaci￿n de posibles solu-
ciones para el problema en cuesti￿n, y arroja como salida los espec￿menes mÆs
aptos por generaci￿n (es decir, las mejores soluciones), para que estos se repro-
duzcan y generen mejores descendientes, los que a su vez deber￿an tener carac-
ter￿sticas superiores que las generaciones pasadas.
Los algoritmos genØticos trabajan con c￿digos que representan las posi-
bles soluciones al problema. Por ello, es necesario establecer una codificaci￿n
para todo el rango de posibles soluciones antes de comenzar a trabajar con el
algoritmo. Al respecto, Davis (1994) seæala que la codificaci￿n mÆs utilizada es
la representaci￿n de las soluciones por medio de cadenas binarias (conjuntos de
ceros y unos).
Segœn Bauer (1994), este mØtodo puede ser utilizado fÆcilmente en apli-
caciones financieras. Davis (1994) muestra una aplicaci￿n de algoritmos genØti-
cos en la calificaci￿n de crØditos bancarios, resultando mejor que otros mØtodos
como las redes neuronales, debido a la transparencia de los resultados obtenidos.
Bauer (1994) utiliz￿ algoritmos genØticos para desarrollar tØcnicas de transac-
ci￿n que indicaran la asignaci￿n mensual de montos de inversi￿n en d￿lares y
marcos; Pereira (1996) los utiliz￿ para encontrar los valores ￿ptimos de los parÆ-
metros usados por tres reglas de transacci￿n distintas para el tipo de cambio
d￿lar americano/d￿lar australiano: los parÆmetros obtenidos mostraron resulta-
dos intramuestrales positivos, los cuales disminuyeron al aplicar las reglas fuera
de la muestra, aun cuando siguieron siendo rentables. Allen y Karjalainen (1999)
usaron algoritmos genØticos para aprender reglas de transacci￿n para el ￿ndice
SyP 500 y emplearlas como un criterio de anÆlisis tØcnico y, una vez cubiertos
los costos de transacci￿n, encontraron que el exceso de retorno calculado sobre
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consistente. No obstante, y a diferencia de Allen y Karjalainen, en este estudio se
analiza la capacidad de los modelos construidos por medio de algoritmos genØ-
ticos para proyectar el signo de las variaciones semanales de los ￿ndices bursÆti-
les asiÆticos N225, HSI, SSEC, KS11 y TWII; luego, en funci￿n de estas proyec-
ciones, desarrollar estrategias de transacci￿n. Kim y Han (2000), mostraron que
los algoritmos genØticos pueden ser usados para reducir la complejidad y elimi-
nar factores irrelevantes, lo que result￿ mejor que los mØtodos convencionales
para predecir un ￿ndice de precios.
Por otra parte, Feldman y Treleaven (1994) seæalaron que la mayor des-
ventaja de los algoritmos genØticos es la dificultad que presentan para escoger
una tØcnica de codificaci￿n manejable, y para determinar el tipo de selecci￿n y
las probabilidades de los operadores genØticos, ya que no hay reglas fijas en esta
materia.
B. Redes Neuronales
De acuerdo a Mart￿n del Br￿o y Sanz (1997), las redes neuronales artifi-
ciales (R.N.A.) ￿son sistemas de procesamiento que copian esquemÆticamente
la estructura neuronal del cerebro para tratar de reproducir sus capacidades￿. En
consecuencia, son una clase de modelos no lineales flexibles que se caracterizan
por ser sistemas paralelos20, distribuidos21 y adaptativos22, todo lo cual se tradu-
ce en un mejor rendimiento y en una mayor velocidad de procesamiento.
Las neuronas de la red o procesadores elementales (PEs) son dispositivos
simples de cÆlculo que, a partir de un vector de entrada procedente del exterior o
de otras neuronas, proporciona una œnica respuesta o salida, la que se puede
conectar a otros PEs de la red. Los PEs se agrupan formando capas, las que, a su
vez, conforman las llamadas redes neuronales (Freeman y Skapura, 1993). Los
componentes de una red neuronal son: (a) unidades de entrada, las cuales reci-
ben informaci￿n proveniente de otras neuronas o desde el exterior, para luego
traspasarla a la capa siguiente sin realizar procesamiento alguno; (b) unidades de
salida, las cuales corresponden al resultado de la red neuronal; y (c) unidades
ocultas, que son aquellas en donde se lleva a cabo el procesamiento de los datos.
Luego, el problema se centra en determinar los parÆmetros adecuados de las
redes neuronales que contengan la combinaci￿n correcta de elementos de proce-
samiento, tasas de aprendizaje, arquitectura y nœmero de capas con tiempos de
entrenamientos aceptables y que posean un buen rendimiento.
20Cuentan con una gran cantidad de neuronas o procesadores elementales (PEs), cada uno de los
cuales trabaja paralelamente con una pequeæa parte de un problema mayor.
21Cuentan con muchas neuronas a travØs de las cuales distribuyen su memoria
22Tienen la capacidad de adaptarse al entorno modificando sus pesos y sinapsis de manera de en-
contrar una soluci￿n aceptable al problema.MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 275
Las redes neuronales pueden entenderse como modelos multiecuaciona-
les o multietapas, en que el output de unas constituye el input de otras. En el caso
de las redes multicapas, existen etapas en las cuales las ecuaciones operan en
forma paralela. Los modelos de redes neuronales, al igual que, por ejemplo, los
modelos de suavizamiento exponencial y de anÆlisis de regresi￿n, utilizan inputs
para generar un output en la forma de una proyecci￿n. La diferencia radica en
que las redes neuronales incorporan inteligencia artificial en el proceso que co-
necta los inputs con los outputs (Kuo y Reitsch, invierno 1995-96).
Por su parte, Herbrich et al. (2000) seæalan que la caracter￿stica mÆs im-
portante de las redes neuronales es su capacidad para aprender dependencias
basadas en un nœmero finito de observaciones, donde el tØrmino aprendizaje
significa que el conocimiento adquirido a partir de las muestras puede ser em-
pleado para proporcionar una respuesta correcta ante datos no utilizados en el
entrenamiento de la red. La literatura sugiere que las redes neuronales poseen
varias ventajas potenciales sobre los mØtodos estad￿sticos tradicionales, desta-
cÆndose el que Østas pueden ser aproximadoras de funciones universales aœn
para funciones no lineales (Hornik et al., 1989), lo que significa que ellas pue-
den aproximar automÆticamente cualquier forma funcional (lineal o no lineal),
que mejor caracterice los datos, permitiØndole a la red extraer mÆs seæales a
partir de formas funcionales subyacentes complejas (Hill et al., 1994). Cabe se-
æalar que algunos investigadores han encontrado que, en general, los mercados
financieros se comportan de una forma no lineal (Bosarge, 1993), cuesti￿n que
ha favorecido el empleo de modelos de redes neuronales.
Cabe destacar que el prop￿sito de un modelo de predicci￿n es capturar
patrones de comportamiento en datos multivariados que distingan varios resulta-
dos, cosa que es bien realizada por los modelos no paramØtricos de redes neuro-
nales (Gorr, 1994), los cuales han sido desarrollados para predecir valores de
￿ndices bursÆtiles y de activos individuales, situÆndose la mayor￿a de las prime-
ras investigaciones y aplicaciones en mercados establecidos en EE.UU. (Bosar-
ge, 1993; Tsibouris y Zeidenberg, 1995; White, 1993), Gran Bretaæa (Tsibouris
y Zeidenberg, 1995) y Jap￿n (Yoda, 1994). Dichos modelos han sido empleados
para predecir el nivel o el signo de los retornos de ￿ndices bursÆtiles, entre otras
aplicaciones relacionadas a la toma de decisiones en las Æreas de finanzas e in-
versi￿n (Hawley et al., 1995; Refenes, 1995).276 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
ANEXO 2
CARACTERISTICAS DE LAS SERIES

























Mean       –38.70781
Median   –70.99000
Maximum   1639.000
Minimum –2182.000
Std. Dev.    466.1216
Skewness   –0.119939

















































































































































































































































–1200 –800 –400 0 400
Mean        1.946380
Median    19.49000
Maximum   666.4100
Minimum –1370.040
Std. Dev.    267.5963
Skewness  –0.646288
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CARACTERISTICAS DE LAS SERIES








–120 –80 –40 0 40 80
Mean       –0.177670
Median    0.000000
Maximum   94.51000
Minimum –115.8600
Std. Dev.    36.54711
Skewness   –0.117836
Kurtosis    3.366209
Jarque-Bera  2.204689
Probability  0.332092























–1200–800 –400 0 400 800
Mean       –18.52627
Median   –11.33000
Maximum   892.8100
Minimum –1138.690
Std. Dev.    287.9853
Skewness    0.007581
Kurtosis    3.761281
Jarque-Bera  6.739919
Probability  0.034391
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CARACTERISTICAS DE LAS SERIES




































































































































































































































































–120–80–40 0 40 80 120160
Mean        0.698280
Median    0.010000
Maximum   170.0400
Minimum –120.1500
Std. Dev.    45.30105
Skewness    0.281191









































































































































































































































Mean       –24.33516
Median   –19.82000
Maximum   1561.400
Minimum –2456.700
Std. Dev.    540.6520
Skewness   –0.419782
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ANEXO 3
FUNCIONAMIENTO ROLLING Y RECURSIVO EN
MODELOS DE PREDICCION
3.1. Funcionamiento Recursivo
Esta metodolog￿a ha sido empleada anteriormente para medir el desem-
peæo de modelos de redes neuronales que buscan predecir per￿odos de recesi￿n
en los Estados Unidos (Qi, 2001; Estrella y Mishkin, 1998) y para proyectar el
signo de la variaci￿n de ￿ndices bursÆtiles internacionales (Parisi et al., 2003). El
funcionamiento recursivo consiste en agregar, mediante un algoritmo iterativo,
nueva informaci￿n a la ya estudiada por el modelo de predicci￿n. Desde el punto
de vista financiero, esto nos permite reflejar que es necesario que los agentes
ajusten sus expectativas frente a la nueva informaci￿n obtenida, pero sin dejar de
considerar la totalidad de la informaci￿n pasada, pues si razonan utilizando toda
la informaci￿n disponible sus predicciones serÆn mÆs completas y, por lo tanto,
probablemente mÆs acertadas. De esta forma, si consideramos que inicialmente
el conjunto extramuestral tiene ￿m￿n￿ datos, al evaluar el funcionamiento del
modelo de predicci￿n se consider￿ s￿lo la proyecci￿n del valor inmediatamente
cercano al œltimo dato intramuestral. Posteriormente, el dato analizado sale del
conjunto extramuestral (quedando Øste con ￿m￿n￿1￿ datos) y pasa a formar par-
te del conjunto intramuestral, por lo que la muestra de ￿n￿ datos que contiene los
valores de entrada se incrementa a ￿n+1￿. Luego se realiz￿ una nueva iteraci￿n,
lo que implic￿ reestimar los pesos del modelo para cada una de las ￿m￿n￿ pro-
yecciones. Este proceso se repiti￿ hasta que en el conjunto extramuestral qued￿
s￿lo un dato, es decir, hasta el momento en que la œltima observaci￿n (corres-
pondiente al per￿odo ￿m￿1￿) es utilizada para proyectar el valor que la variable
de salida podr￿a alcanzar en el momento ￿m￿, el cual representa el futuro inme-
diato. En la pÆgina siguiente se presenta un esquema del proceso recursivo.
3.2. Funcionamiento Rolling
El funcionamiento rolling pretende capturar el proceso de adaptaci￿n de
expectativas, de manera tal que se le otorgue una mayor importancia a aquella
informaci￿n recientemente agregada y descartando la mÆs antigua, simulando el
hecho de que los agentes ajustan sus expectativas dando una mayor ponderaci￿n
a la informaci￿n mÆs reciente. Espec￿ficamente, Øste mantiene constante el ta-
maæo del conjunto intramuestral ￿p￿, pero var￿a desde el punto de vista de su
composici￿n, pues para cada iteraci￿n Øste se va desplazando a travØs del con-
junto total de datos, de manera que incluye la pr￿xima observaci￿n pero a la vez
elimina la mÆs antigua (￿1+p+1=p). Como en el caso recursivo, el proceso se
repite ￿m￿n￿ veces, permitiØndole al modelo de estimaci￿n incorporar la nueva
informaci￿n a medida que se encuentra disponible. MÆs adelante se presenta un
esquema del proceso rolling.280 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
ESQUEMA DEL PROCESO RECURSIVO
Fuente: Elaboraci￿n propia. En el proceso recursivo el conjunto intramuestral aumenta su tamaæo a
travØs de las iteraciones, de manera de reflejar que los agentes van incorporando la nueva informa-
ci￿n a medida que esta estÆ disponible en el mercado.MODELOS DE ALGORITMOS GEN￿TICOS Y REDES NEURONALES 281
ESQUEMA DEL PROCESO ROLLING
Fuente: Elaboraci￿n propia. En el proceso rolling el conjunto intramuestral mantiene su tamaæo
constante a travØs de las iteraciones, de manera de reflejar que los agentes incorporan nueva infor-
maci￿n, pero no son capaces de manejar toda la informaci￿n existente desechando la mÆs antigua,
ya que Østa va perdiendo validez a travØs del tiempo.282 CUADERNOS DE ECONOM˝A Vol. 43 (Noviembre) 2006
ANEXO 4
SALIDAS CORRESPONDIENTES A LOS MODELOS INGENUOS,




Date: 02/13/06 Time: 00:22
Sample(adjusted): 3 280
Included observations: 278 after adjusting endpoints
Convergence achieved after 3 iterations
Variable Coefficient Std. Error t-Statistic Prob.
C ￿37.89932 26.11939 ￿1.451003 0.1479
AR(1) ￿0.070971 0.060013 ￿1.182609 0.2380
R-squared 0.005042 Mean dependent var ￿37.84705
Adjusted R-squared 0.001437 S.D. dependent var 466.7400
S.E. of regression 466.4046 Akaike info criterion 15.13515
Sum squared resid 60039167 Schwarz criterion 15.16125
Log likelihood ￿2101.786 F-statistic 1.398565
Durbin-Watson stat 1.992667 Prob(F-statistic) 0.237982




Date: 02/13/06 Time: 00:28
Sample(adjusted): 3 280
Included observations: 278 after adjusting endpoints
Convergence achieved after 3 iterations
Variable Coefficient Std. Error t-Statistic Prob.
C ￿22.41001 33.14814 ￿0.676056 0.4996
AR(1) 0.020118 0.060081 0.334849 0.7380
R-squared 0.000406 Mean dependent var ￿22.44212
Adjusted R-squared ￿0.003216 S.D. dependent var 540.6999
S.E. of regression 541.5685 Akaike info criterion 15.43398
Sum squared resid 80949831 Schwarz criterion 15.46008
Log likelihood ￿2143.324 F-statistic 0.112124
Durbin-Watson stat 2.006595 Prob(F-statistic) 0.737994




Date: 02/13/06 Time: 00:33
Sample(adjusted): 3 280
Included observations: 278 after adjusting endpoints
Convergence achieved after 3 iterations
Variable Coefficient Std. Error t-Statistic Prob.
C 0.939244 2.866653 0.327645 0.7434
AR(1) 0.053543 0.059893 0.893983 0.3721
R-squared 0.002887 Mean dependent var 0.927374
Adjusted R-squared ￿0.000725 S.D. dependent var 45.22055
S.E. of regression 45.23695 Akaike info criterion 10.46887
Sum squared resid 564801.2 Schwarz criterion 10.49497
Log likelihood ￿1453.173 F-statistic 0.799205
Durbin-Watson stat 1.991259 Prob(F-statistic) 0.372110




Date: 02/13/06 Time: 00:35
Sample(adjusted): 3 280
Included observations: 278 after adjusting endpoints
Convergence achieved after 3 iterations
Variable Coefficient Std. Error t-Statistic Prob.
C ￿18.05813 16.87399 ￿1.070176 0.2855
AR(1) ￿0.026537 0.060150 ￿0.441187 0.6594
R-squared 0.000705 Mean dependent var ￿18.04241
Adjusted R-squared ￿0.002916 S.D. dependent var 288.3910
S.E. of regression 288.8111 Akaike info criterion 14.17659
Sum squared resid 23021679 Schwarz criterion 14.20269
Log likelihood ￿1968.546 F-statistic 0.194646
Durbin-Watson stat 1.993478 Prob(F-statistic) 0.659423
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ANEXO 5
DISTRIBUCION Y ESTADISTICAS DESCRIPTIVAS DE LOS PPS









35 40 45 50 55 60 65 70
Mean       54.38000
Median   54.00000
Maximum 70.00000
Minimum 34.00000
Std. Dev.    6.598716
Skewness   –0.111384














40 45 50 55 60 65 70 75
Mean       54.84800
Median   54.00000
Maximum 74.00000
Minimum 38.00000
Std. Dev.    6.980139
Skewness   0.166316













40 50 60 70 80
PPS
Mean       53.74800
Median   54.00000
Maximum 78.00000
Minimum 34.00000
Std. Dev.    7.431214
Skewness   –0.057582

















45 50 55 60 65 70 75
Mean       55.69200
Median   56.00000
Maximum 74.00000
Minimum 42.00000
Std. Dev.    6.176523
Skewness   0.394718















40 45 50 55 60 65 70
Mean       54.56000
Median   54.00000
Maximum 72.00000
Minimum 36.00000
Std. Dev.    6.824922
Skewness   –0.107831










Date: 02/13/06 Time: 00:37
Sample(adjusted): 3 280
Included observations: 278 after adjusting endpoints
Convergence achieved after 3 iterations
Variable Coefficient Std. Error t-Statistic Prob.
C ￿0.185962 2.005169 ￿0.092741 0.9262
AR(1) ￿0.092392 0.059954 ￿1.541057 0.1244
R-squared 0.008531 Mean dependent var ￿0.191871
Adjusted R-squared 0.004939 S.D. dependent var 36.61225
S.E. of regression 36.52173 Akaike info criterion 10.04086
Sum squared resid 368138.9 Schwarz criterion 10.06696
Log likelihood ￿1393.680 F-statistic 2.374858
Durbin-Watson stat 1.993549 Prob(F-statistic) 0.124449
Inverted AR Roots ￿.09