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Abstract: We consider a free massless scalar field coupled to an infinite tower of back-
ground higher-spin gauge fields via minimal coupling to the traceless conserved currents.
The set of Abelian gauge transformations is deformed to the non-Abelian group of unitary
operators acting on the scalar field. The gauge invariant effective action is computed per-
turbatively in the external fields. The structure of the various (divergent or finite) terms
is determined. In particular, the quadratic part of the logarithmically divergent (or of
the finite) term is expressed in terms of curvatures and related to conformal higher-spin
gravity. The generalized higher-spin Weyl anomalies are also determined. The relation
with the theory of interacting higher-spin gauge fields on anti de Sitter spacetime via the
holographic correspondence is discussed.
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1 Introduction
Gauge fields with spins greater than two are not needed for the description of the present
day experiments and observations. Moreover several no-go theorems suggest that, beyond
the free level, consistent higher-spin gauge theories are unusual (see e.g. [1] for an intro-
ductory review). On the other hand, the understanding of the theory of higher-spin gauge
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fields is expected to give valuable insights into the symmetries of string theory. Indeed,
string theory contains an infinite number of massive higher-spin modes and their presence is
responsible to a large extent for the nice ultraviolet properties of string amplitudes. Hence,
the tensionless limit may reveal the most symmetric phase of string theory (see e.g. the
early work [2] pushing forward this idea). In this limit, an infinite number of higher-spin
gauge fields appear and the understanding of consistent higher-spin gauge theories may be
very helpful to describe this phase (see e.g. [3] and refs therein for some recent works).
A classically consistent theory of interacting higher-spin gauge fields in (anti) de Sitter
spacetime ((A)dS) is known (see e.g. [4] for some reviews). A very simple description of
this theory was proposed by Klebanov and Polyakov via the AdS/CFT correspondence [5]
pursuing earlier insights [6–8] in this direction. This holographic description involves N
free massless scalar fields on the boundary and the infinite set of O(N)-singlet Noether
currents corresponding to the infinite tower of gauge fields in the bulk. A more precise
statement of this correspondence is that the effective action of massless scalar fields in the
presence of external higher-spin fields, coupled minimally via the bilinear currents, is given,
in the semi-classical regime, by the on-shell action of interacting higher-spin gauge fields
expressed in terms of the boundary data. In the present case, the one-loop effective action
is actually exact since the path integral is Gaussian (the scalar fields are free and their
currents are bilinear).1 This boundary effective action is the subject of this paper.
From the point of view of the conformal field theory (CFT), the effective action is
usually interpreted as the generating functional of the connected correlation functions of
the Noether currents, in which case the gauge fields are mere auxiliary sources. From
another point of view (advocated in [10]), the ultraviolet divergent (perturbatively local)
part of the effective action may also be interpreted as an induced conformal gravity action
for the gauge fields. Higher-spin conformal gravity theories have been introduced at the
quadratic level in the metric-like formulation by Fradkin and Tseytlin [11] in dimension four
and generalized for any dimension by Segal [12]. Their relation with the bulk/boundary
correspondence has been investigated by Metsaev (see [13] and refs therein). Higher-spin
conformal (super)gravity theories have been further studied at the cubic level by Fradkin
and Linetsky in the frame-like formulation [14] and a complete interacting theory has
been proposed by Segal in [12]. These theories may be thought of as the higher-spin
generalization of Weyl gravity. They are defined around flat spacetime and contain higher
derivatives, hence they are non-unitary (but this is not an issue here since the gauge fields
are not dynamical). From the point of view of the holographic correspondence, the effective
action should be equal to the on-shell action for the higher-spin gauge theory around the
AdS spacetime. Cubic vertices have been constructed by Fradkin and Vasiliev [15] (see also
the more recent works [16]) and full consistent equations of motion have been written by
Vasiliev [17, 18]. These theories may be thought as higher-spin generalizations of ordinary
gravity. The existence of a conventional variational principle for Vasiliev equations remains
1Through the holographic dictionary, the translation of this property (somewhat unremarkable for a free
theory) becomes rather striking: the dual interacting higher-spin theory should not receive any quantum
correction! For unbroken higher-spin gauge symmetries, this is plausible since the group of symmetries may
be big enough to eliminate any non-trivial counter-term (as advocated a while ago by Fradkin [9]).
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a major open question. It is intriguing that all known tests of the Klebanov-Polyakov
conjecture circumvented successfully the lack of a variational principle [19–22]. Notice
that the case of AdS3/CFT2 is special in this respect [23]. In brief, a detailed analysis of
the regularized effective action for free conformal scalars in a higher-spin background is
motivated both by the induced gravity program and by the AdS/CFT correspondence. We
shall come back to this issue in the conclusion but let us first summarize our results.
Consider a free complex massless scalar field, φ , in flat spacetime, described by the
action
S [0][φ] = −
∫
ddxφ∗ ∂2φ = 〈φ | Pˆ 2 |φ 〉 . (1.1)
It has an infinite number of conserved currents given, for instance, via the generating
function
J(x, q) = φ∗(x+ q/2)φ(x− q/2), (1.2)
where we introduced an auxiliary vector variable q and the currents are the Taylor coeffi-
cients of
J(x, q) =
∞∑
s=0
1
s!
J (s)µ1... µs(x) q
µ1 · · · qµs . (1.3)
These currents J (s)µ1... µs were first introduced in [24]. They are conserved for massive scalar
fields as well, but the massless case is special because these currents can be projected onto
an infinite number of traceless conserved currents, as explicitly performed below. Various
explicit sets of such conformal currents on Minkowski spacetime were provided in [25].
The scalar field can couple to external higher-spin gauge fields, via the Noether cou-
pling :
S(s)int
[
J (s), h(s)
]
=
∫
ddx
(i ℓ)s−2
s!
J (s)µ1... µs(x)h
(s) µ1... µs(x) , (1.4)
where ℓ is a coupling constant with the dimension of a length and the powers of i are such
that their product with the currents (imaginary for s odd) is real. The external higher-spin
field:
h(s)(x, u) =
1
s!
h(s)µ1...µs(x)u
µ1 . . . uµs , (1.5)
is characterized by a Fronsdal (like) gauge symmetry [29]:
δ[0]h(s)(x, u) = (u · ∂x) ǫ(s−1)(x, u) , (1.6)
where we introduced again an auxiliary variable u . Under this variation supplemented by
a suitable linear transformation δφ of the scalar field, the action S [0] + S(s)int is invariant up
to terms of order h .
We showed in [30] that the sum S [0] +∑∞s=0 S(s)int has an exact symmetry group which
reduces to (1.6) at lowest order. This symmetry group is rendered manifest by first rewriting
this sum as
S [0][φ] +
∞∑
s=0
S(s)int[J (s), h(s)] = 〈φ | Pˆ 2 − ℓ−2 Hˆ |φ 〉 , (1.7)
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where the Hermitian operator Hˆ is given in terms of h(x, u) :=
∑∞
s=0 h
(s)(x, u) by
Hˆ :=
∫
ddx ddp
(2π)d
h(x, ℓ p) δ(x − Xˆ, p− Pˆ ) , (1.8)
with
δ(Xˆ, Pˆ ) :=
∫
ddy ddk
(2π)d
ei (k·Xˆ−y·Pˆ ) . (1.9)
In other words, the generating function h(x, ℓ p) is the Weyl symbol of the operator Hˆ.
The classical action is now manifestly invariant under
δ |φ〉 = i
2
Eˆ |φ 〉 , δ Hˆ = i
2
[
ℓ2 Pˆ 2 − Hˆ , Eˆ ]
−
, (1.10)
where Eˆ is an arbitrary infinitesimal Hermitian operator and [ , ]− stands for the commu-
tator. In terms of the Weyl symbols h(x, ℓ p) and ǫ(x, ℓ p) of, respectively, Hˆ and ℓ Eˆ, the
invariance reads
δǫ h(x, u) = (u · ∂x) ǫ(x, u)− i
2 ℓ
[
ǫ(x, ℓ p) ⋆ h(x, ℓ p) − h(x, ℓ p) ⋆ ǫ(x, ℓ p)
]
p=u
ℓ
, (1.11)
where ⋆ is the Moyal product (recalled in Appendix A.3). This exact symmetry is thus a
deformation of the free gauge transformations to which it reduces at the lowest order in h.
It is also an extension of the diffeomorphism and Maxwell gauge symmetries.
Actually, the massless classical action has a larger symmetry group since the transfor-
mations
δ |φ 〉 = 1
2
Aˆ |φ 〉 , δ Hˆ = 1
2
[
ℓ2 Pˆ 2 − Hˆ , Aˆ ]
+
, (1.12)
where Aˆ is an infinitesimal Hermitian operator and [ , ]+ stands for the anticommutator,
leave the action invariant as well. In terms of symbols it reads
δα h(x, u) = (u
2 − ℓ24 ∂2x)α(x, u)−
1
2
[
α(x, ℓ p) ⋆ h(x, ℓ p) + h(x, ℓ p) ⋆ α(x, ℓ p)
]
p=u
ℓ
, (1.13)
and so it represents a deformation of a (generalized) Weyl transformation [12].2 In partic-
ular, its linearization is a deformation of the Weyl (like) gauge symmetries:
δ[0] h(s)(x, u) = u2 α(s−2)(x, u) , (1.14)
mentioned in [11]. Consequently, the set of free gauge symmetries (Fronsdal and Weyl like)
is deformed to the non-Abelian algebra of differential operators acting on the scalar field,
where the Hermitian operators are associated with the deformation of the Fronsdal-like
transformations (1.6) while the anti-Hermitian operators are related to the deformation
of the Weyl-like transformations (1.14). However, in general only the former classical
symmetries are preserved at the quantum level while the latter ones are anomalous (see [12]
for an earlier discussion of these symmetries, though from a slightly different perspective).
2Such a deformation was analysed in AdS [31] but only at lowest order and for external gauge fields of
even spin.
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Via exponentiation, one may identify the symmetry group of a collection of free massless
complex scalar fields in a higher-spin background as being: at classical level, the group
of invertible (pseudo)differential operators and, at quantum level, the group of unitary
operators (or symmetric operators if the scalar field is real).
The aim of this article is to calculate perturbatively the quantum effective action of
the scalar field in the higher-spin background given by the Hermitian operator Hˆ. We
introduce an ultraviolet (UV) cutoff Λ to make the effective action WΛ[h] UV-finite. A
convenient regularization is the Schwinger proper time regularization where WΛ is given
by the heat kernel expansion:
WΛ[h] = −
∫ ∞
1
Λ2
dt
t
Tr
[
e−t(Pˆ
2−Hˆ)
]
. (1.15)
We shall use perturbation theory in the external fields (encoded in the generating function
h) in order to calculate WΛ[h], and get the result in the form:
WΛ[h] =Wfin[h] + log Λ Wlog[h] +
∞∑
n>−d/2
Λ2n+d Wn[h] + O(Λ−2) . (1.16)
Each term in the above sum is invariant under the full gauge transformations (1.11). The
series is to be interpreted as an asymptotic series, the first terms giving an approximate
expression for small fields. The first term, Wfin, is a finite, cut-off independent, non-local
gauge-invariant expression. The second term, Wlog[h], is the coefficient of the logarithmi-
cally divergent piece which only appears when the spacetime dimension d is even, and it
corresponds to the higher-spin conformal gravity action proposed in [12]. The remaining
terms, Wn, are the coefficients of the UV divergent pieces, and they are sums of local
expressions which one can characterize as follows: each term in Wn involves a certain total
number p of derivatives and a product of m fields h(si) such that
2n = −p+
m∑
i=1
(si − 2) . (1.17)
In particular, a term linear (m = 1) in the field of spin s1 appears inWn for s1 = 2(n+1) >
0.3 Such linear terms are invariant under the linearized symmetries (1.6) but not under
the full ones (1.11). Consequently, inside such a Wn the quadratic (m = 2) terms in the
fields with two derivatives (p = 2) are not invariant by themselves under the Fronsdal-like
gauge transformation (1.6). For these reasons, the quadratic Fronsdal actions [29] are not
recovered for higher spins s > 3 inside the local UV divergent terms (while the Maxwell
and Pauli-Fierz can be recovered via a suitable definition of the scalar h(0)).
The finite term Wfin, the logarithmically divergent term Wlog, as well as the divergent
termsWn for n < −1 start with quadratic terms in the fields. This implies their invariance
3Notice that imposing the conditionW−1 = 0 would determine, in a gauge invariant manner, the external
scalar h(0) without derivative (p = 0) in terms of the other fields h(s>0). This is the case for free scalars
fields in the presence of lower spins (1 6 s 6 2).
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under the linearized gauge transformations. We express these quadratic terms in a man-
ifestly invariant way by means of higher-spin curvatures. It turns out that the deformed
Weyl-like transformations (1.13) do not leave the whole effective action invariant but, when
d is odd, the finite effective action is invariant and, when d is even, the logarithmic term is
invariant. The quadratic actions of [11, 12] are reproduced as the quadratic parts of Wfin
andWlog in the corresponding dimensions. As stressed by Segal, the logarithmic termWlog
reproduces his non-linear action [12] of conformal higher-spin gravity in even dimensions.
Interestingly, the finite term Wfin may be interpreted as providing a non-local action for
conformal higher-spin gravity in odd dimensions.
The plan of this paper is as follows. In Section 2 we show that starting from the
generating function (1.3) of currents, it is possible to construct another one giving rise
to on-shell traceless currents. The advantage of working with such currents is that the
linearized Weyl-like gauge transformation is given exactly by the first term in the right-
hand-side of (1.14) without corrections of order ℓ2. The above-mentioned symmetries of
the classical action are examined in further details. In Section 3 the regularized one-
loop effective action is introduced by making use of the heat kernel where its symmetries
are discussed. More precisely, we show that the effective action is not invariant under the
transformations (1.13) and we identify the generalized Weyl anomalies. Section 4 is devoted
to a thorough analysis of the regularized effective action through a double expansion: first,
the heat kernel is expanded as a power series of the external fields, second the trace of
the heat kernel is developed as a power series in the UV cutoff. The explicit expressions
of all linear and quadratic terms are obtained in terms of special functions. In Section 5,
the examples of the effective action for free scalar fields in the ordinary lower spin fields
background are revisited in the light of the previous analysis. Section 6 is the conclusion
where we discuss potential domain of applications of our results. In Appendix A, we
introduce our notations by reviewing several ingredients used in the text such as higher-
spin curvatures, Weyl-Wigner quantization and various special functions. Some technical
details of our computations have been placed in Appendix B.
2 Classical action and symmetries
Consider N free massless complex scalar fields φa with a = 1, . . . , N , on the conformal
boundary of Euclidean AdSd+1 identified with the compactification of R
d . The free action
of the vector multiplet φ = (φa) is the quadratic functional:
S[φ] =
∫
ddx ∂µφ
∗(x) · ∂µφ(x) , (2.1)
where
φ1 · φ2 :=
N∑
a=1
φa1 φ
a
2 . (2.2)
This action is invariant under U(N) (or O(N) if the vector multiplet is real) global trans-
formations of the vector multiplet and under the conformal transformations, for example
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under dilatation φ transforms as
φ(λx) = λ∆φ φ(x) , ∆φ =
2− d
2
. (2.3)
The Euler-Lagrange equation is φ(x) ≈ 0. Equalities that are valid only on the mass
shell will be denoted by a weak equality symbol ≈ .
2.1 Traceless conserved currents
Since the theory is free, one can find infinitely many conserved currents:
J (s)µ1···µs(x) =
(1
2
)s s∑
n=0
(−1)n
(
s
n
)
∂(µ1 . . . ∂µnφ(x) · ∂µn+1 . . . ∂µs)φ
∗(x) . (2.4)
From a simple generating function (see Appendix A.1 for conventions):
J(x, q) = φ∗(x+ q/2) · φ(x− q/2) . (2.5)
The equations of motion of φ and φ∗ give the conservation condition, (∂x · ∂q)J(x, q) ≈ 0 ,
as well as another on-shell condition:(
∂2q +
1
4
∂2x
)
J(x, q) ≈ 0 . (2.6)
The symmetric conserved current (2.4) of rank s is bilinear in the scalar field and contains
exactly s derivatives. The currents of odd rank are purely imaginary, thus if the scalar
field is real then they are absent. They were first considered in [24] and obtained from the
generating function in [30].
Since the scalar fields are massless, this free theory admits in addition the confor-
mal symmetries. Therefore, one may expect to get infinitely many traceless conserved
currents, while the currents (2.4) generated from (A.1) are not traceless, even on-shell:
∂2q J(x, q) 6≈ 0 . Nevertheless, thanks to the second on-shell condition (2.6), one can con-
struct a generating function J¯(x, q) of conserved currents that are conserved and traceless
on-shell:
∂2q J¯(x, q) ≈ 0 , (∂x · ∂q) J¯(x, q) ≈ 0 , (2.7)
by acting with a differential operator Πd(q, ∂x) on the generating function of currents :
J¯(x, q) = Πd(q, ∂x)J(x, q) . The conservation of both J¯ and J requires that Πd commutes
with ∂x · ∂q on-shell. If we construct Πd as a power series in the operator P (q, ∂x) :=
[(q · ∂x)2 − q2 ∂2x]/4 , then the conservation condition is satisfied since ∂x · ∂q P = P ∂x · ∂q .
The traceless condition, ∂2q Πd(q, ∂x)J(x, q) ≈ 0 , remains to be solved and one needs to
know how the trace acts on powers of P :
∂2q P
n =
[
Pn − 4n
(
n− q · ∂q − d+ 1
2
)
Pn−1
]
∂2q +
+4n
(
n− q · ∂q − d+ 1
2
)
Pn−1
(
∂2q +
1
4
∂2x
)
+ nPn−1 (q · ∂x)(∂x · ∂q) . (2.8)
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By noting that the second line of the above equation vanishes on-shell (when acting on J),
one can construct an operator Πd as a power series in P with coefficients depending on
the operator q · ∂q (counting the rank of the tensor fields it acts on) such that all terms of
∂2q Πd cancel each other on-shell. The operator Πd is determined by these conditions (up
to a constant factor):
Πd(q, ∂x) :=
∞∑
n=0
1
n! (−q · ∂q − d−52 )n
(
1
4
P (q, ∂x)
)n
, (2.9)
where (a)n = Γ(a+ n)/Γ(a) is the Pochhammer symbol. More precisely, the operator Πd
obeys the identities:
(∂x · ∂q)Πd = Πd+2 (∂x · ∂q) ,
∂2q Πd = Πd+4
(
∂2q +
1
4 ∂
2
x
)− 12(d−1)+4 q·∂q Πd+2 (q · ∂x)(∂x · ∂q) , (2.10)
so that it indeed fulfills the required properties. It will be useful, for later use, to compute
the inverse of the operator Πd, i.e. the operator Π
−1
d such that Π
−1
d Πd = ΠdΠ
−1
d = 1. In
Appendix B.1 we show that
Π−1d (q, ∂x) =
∞∑
n=0
(
1
4
P (q, ∂x)
)n 1
n! (q · ∂q + d−12 )n
. (2.11)
Finally, the explicit form of the generating function J¯(x, q) = Πd(q, ∂x)J(x, q) of trace-
less conserved currents is given by
J¯(x, q) =
∞∑
n=0
1
n! (−q · ∂q − d−52 )n
(
(q · ∂x)2 − q2 ∂2x
16
)n
φ∗(x+ q/2) · φ(x− q/2) , (2.12)
and by expanding in the variable qµ , one can find the explicit form of the traceless currents.
For instance, the spin 2 traceless current reads
J¯ (2)µν =
1
4(d − 1)
[
(d− 2) (∂µ∂νφ∗ · φ+ φ∗ · ∂µ∂νφ)
− d (∂µφ∗ · ∂νφ+ ∂νφ∗ · ∂µφ) + ηµν ∂2(φ∗ · φ)
]
. (2.13)
Various explicit sets of conformal conserved currents on maximally symmetric spacetimes
were also provided in [20, 25–28, 31–33].
2.2 Scalar field action in a higher-spin background and its symmetries
Now we couple each traceless currents J¯ (s) to a higher-spin gauge field h¯(s) and get the
boundary action W[h¯] as
e−W [h¯] =
∫
Dφ exp(−S[φ]− Sint[J¯ , h¯] ) , (2.14)
where Sint is the collection of the Noether interactions (1.4):
Sint[J¯ , h¯] :=
∞∑
s=0
S(s)int[J¯ (s), h¯(s)] . (2.15)
Since J¯(x, q) is conserved and traceless, the action S[φ; h¯] := S[φ] + Sint[J¯ , h¯] is invariant,
when the equation of motion of φ is implemented, under the gauge transformations:
δǫ¯ h¯(x, u) = (u · ∂x) ǫ¯(x, u) , δα¯ h¯(x, u) = u2 α¯(x, u) , (2.16)
with arbitrary generating functions ǫ¯ and α¯. In fact, these on-shell symmetries can be
deformed to off-shell symmetries when accompanied by a suitable linear transformation
of the scalar multiplet φ together with a higher order completion of (2.16). An easy way
to see this is to consider a new set of fields h(x, u) := Πd(i ℓ ∂u, ∂x) h¯(x, u) . The relations
between h and h¯ can be expressed explicitly in terms of the different components as4
h(s)(x, u) =
∞∑
n=0
1
n! (s + d−32 + n)n
(
ℓ2
(∂u · ∂x)2 − ∂2u ∂2x
16
)n
h¯(s+2n)(x, u) , (2.17)
h¯(s)(x, u) =
∞∑
n=0
(−1)n
n! (s+ d−12 )n
(
ℓ2
(∂u · ∂x)2 − ∂2u ∂2x
16
)n
h(s+2n)(x, u) . (2.18)
In terms of h, the coupling Sint[J¯ , h¯] becomes Sint[J, h] , and the latter can be represented
in a suggestive way using the Weyl formalism (see Appendix A.3 for a brief introduction).
First, notice that the Weyl symbol of |φ 〉·〈φ | is given by
ρ(x, p) :=
∫
ddqφ∗(x+ q/2) · φ(x− q/2) ei q·p =
∫
ddq J(x, q) ei q·p . (2.19)
Second, write the interaction with the external higher-spin gauge fields as
ℓ−2
∫
ddx ddp
(2π)d
ρ(x, p)h(x, ℓ p) . (2.20)
Finally, apply (A.14) to express the above expression as
ℓ−2Tr
[
|φ 〉·〈φ | Hˆ
]
= 〈φ | ℓ−2 Hˆ |φ 〉 , (2.21)
where Hˆ is the Hermitian operator whose Weyl symbol is h(x, ℓ p) and the summation on
the vector multiplet indices is understood. Now the classical action S[φ; h¯] reads
S[φ; h¯] = 〈φ | Pˆ 2 − ℓ−2 Hˆ |φ 〉 . (2.22)
Defining Gˆ := Pˆ 2 − ℓ−2 Hˆ , the classical action (2.22) is manifestly invariant under
|φ 〉 → Oˆ−1 |φ 〉 , Gˆ → Oˆ† Gˆ Oˆ . (2.23)
These symmetries are generated by two Hermitian operators Aˆ and Eˆ :
Oˆ = e−
1
2
(Aˆ+i Eˆ) , (2.24)
4Note that (2.18) is similar to the dressing map of [12] and (2.17) is another expression of the recon-
struction map of the same article.
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under which Hˆ transforms infinitesimally as
δEˆ Hˆ =
i
2
[
Gˆ , Eˆ
]
−
, δAˆ Hˆ =
1
2
[
Gˆ , Aˆ
]
+
, (2.25)
where [ Aˆ , Bˆ ]± := Aˆ Bˆ ± Bˆ Aˆ denotes the (anti)commutator, and we hereafter set ℓ = 1 .
The latter equations respectively read, in terms of Weyl symbols,
δǫ h(x, u) = (u · ∂x) ǫ(x, u) − i
2
[
h(x, u) ⋆, ǫ(x, u)
]
−
, (2.26)
δα h(x, u) =
(
u2 − 1
4
∂2x
)
α(x, u) − 1
2
[
h(x, u) ⋆, α(x, u)
]
+
, (2.27)
where ǫ(x, p) and α(x, p) are the respective Weyl symbols of Eˆ and Aˆ , and
[
f(x, u) ⋆, g(x, u)
]
±
:= f(x, u) ⋆ g(x, u) ± g(x, u) ⋆ f(x, u) (2.28)
denotes the Moyal (anti)commutator. Notice that, in general, even if we start with a
single h(s), the non-linear ǫ(s−1)-transformations will generate h(2s−2), h(2s−4), . . . , h(0) . This
higher-spin field generation also can be seen from the non-Abelian structure of gauge
transformations:
δǫ3,α3 :=
[
δǫ1,α1 , δǫ2,α2
]
−
, (2.29)
with
ǫ3(x, u) =
i
2
[
ǫ1(x, u) ⋆, ǫ2(x, u)
]
−
− i
2
[
α1(x, u) ⋆, α2(x, u)
]
−
,
α3(x, u) =
i
2
[
ǫ1(x, u) ⋆, α2(x, u)
]
−
− i
2
[
ǫ2(x, u) ⋆, α1(x, u)
]
−
. (2.30)
Even though we start with single spin gauge parameters ǫ(r) and α(q), they will automat-
ically generate ǫ(2p−1), ǫ(2p−3), . . . and α(2p−1), α(2p−3), . . . where p = min(r, q) . Thus there
are only three consistent spectra of external gauge fields that contain a finite number of
them: {h(1), h(0)}, {h(2), h(0)} and {h(2), h(1), h(0)}, and two theories with an infinite num-
ber of fields: one with all even spin fields {h(2n) |n ∈ N} and the other with all fields
{h(s) | s ∈ N}. In fact, the three cases with a finite number of fields can be viewed as
complex scalar fields in the background of electromagnetic and gravitational fields, when
proper redefinition of fields are carried out (in particular the external scalar field h(0) is de-
termined in terms of the other fields). Then the corresponding effective action gives gauge
invariants for each order of cut-off, among which one can find in particular the Maxwell
action and the Einstein-Hilbert action. We will come back in Section 5 to this point and
review some aspects of the ordinary lower spin cases.
The gauge parameters (ǫ, α) are given in terms of (ǫ¯, α¯) using (2.16), the h-independent
part of (2.26−2.27) and (2.10) as
ǫ(x, u) = Πd+2(i ∂u, ∂x) ǫ¯(x, u) + (∂x · ∂u) Πd+2(i ∂u, ∂x) 1
2(d− 1) + 4u · ∂u α¯(x, u) ,
α(x, u) = Πd+4(i ∂u, ∂x) α¯(x, u) . (2.31)
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Thus, (2.26), (2.27) and (2.31) define the completion of the free gauge transformation (2.16)
of h¯ with gauge parameters ǫ¯ and α¯ . Notice also that the gauge parameters which do not
generate any free gauge transformation:
(u · ∂x) ǫ¯(x, u) + u2 α¯(x, u) = 0 , (2.32)
define the conformal Killing tensors (see e.g. [34] and refs therein). One can check that for
d > 2 the lower spin solutions (ǫ¯(1) and α¯(0)) are related to the generators of the conformal
algebra so(d, 2) (for d = 2, one gets two copies of the Witt algebra, i.e. the Virasoro algebra
with vanishing central charge). For the higher-spin case, the space of non-trivial solutions
of (2.32) for d > 2 corresponds to the enveloping algebra of so(d, 2) , that is the higher-
spin algebra identified by Eastwood and Vasiliev [18, 34] (for d = 2, one gets two copies
of the W∞ algebra with zero central charge [35]). The relation between the Eastwood-
Vasiliev algebra and the gauge transformations (2.26)-(2.27) should be the higher-spin
generalization of the relation between the conformal algebra and the diffeomorphisms and
Weyl transformations of the metric.
The ǫ¯-transformations are different from the Fronsdal’s gauge symmetries in that the
gauge parameters are not constrained to be traceless. The α¯-transformation is a higher-
spin generalization of the Weyl transformation. In the next section, we will investigate
whether these symmetries extend their validity to the quantum level.
3 Regularized effective action and its symmetries
The path integral representation (2.14) of the effective action can be written formally as
W[h¯] = N Tr
[
log Gˆ
]
, Gˆ := Pˆ 2 − Hˆ , (3.1)
and the trace, Tr[·] = ∫ 〈 p | · | p 〉 ddp/(2π)d , leads to a divergent integral. Thus, one should
properly regularize the effective action (3.1). It is crucial that the regularization should
preserve the classical gauge symmetries (2.26). In the following, we use the gauge-invariant
Schwinger proper time regularization. It consists in replacing in the effective action log z
by a regularized integral − ∫∞1/Λ2(dt/t) e−t z :
Wreg[h¯|Λ] := −N Tr
[∫ ∞
1
Λ2
dt
t
e−t Gˆ
]
, (3.2)
where Λ is a regularization parameter of mass dimension. For the study of gauge symmetries
of Wreg[h¯|Λ], it will be useful to define the (Aˆ-inserted) trace of the heat kernel (or simply
heat trace):
K[g, α|t] := Tr
[
e−t Gˆ Aˆ
]
[Re(t) > 0] , (3.3)
where the generating functions g(x, u) and α(x, u) are again the Weyl symbols of Gˆ and
Aˆ, in particular g(x, p) = p2 − h(x, p). Then, the regularized effective action is given as an
integral of the heat trace:
Wreg[h¯|Λ] := −N
∫ ∞
1
Λ2
dt
t
K[g|t] , (3.4)
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where K[g|t] := K[g, 1|t] = Tr
[
e−t Gˆ
]
. In fact the Aˆ-inserted heat trace can be obtained
from the variation of the usual heat trace under δ Gˆ = Aˆ since
δTr
[
e−t Gˆ
]
= −Tr
[∫ t
0
dτ e−τ Gˆ Aˆ e−(t−τ) Gˆ
]
= −tK[g, α|t] . (3.5)
The functional derivative with respect to h is now conveniently defined as
δK[g|t] = 〈〈α | δδh 〉〉K[g|t] , (3.6)
where the double bracket 〈〈 f | g 〉〉 means the integral of the contraction between two gener-
ating functions f and g (see Appendix A.1 for the precise definition). Finally the relation
between K[g, α|t] and K[g|t] can be written as
K[g, α|t] = −1
t
〈〈α | δδh 〉〉K[g|t] . (3.7)
The heat trace K[g, α|t] can be expanded asymptotically (see Section 4.2) as
K[g, α|t] = t− d2
+∞∑
n=−∞
tn an[g, α] , (3.8)
where the an[g, α] are (Aˆ-inserted) heat kernel expansion (HKE) coefficients, and we will see
in the following that the dimensional dependency t−d/2 of the above expansion is essential
in the analysis of the gauge symmetries. We can again get the Aˆ-inserted HKE coefficients
from the usual HKE coefficients an[g] := an[g, 1] as
an[g, α] = −〈〈α | δδh 〉〉 an+1[g] . (3.9)
Notice that the above equation relates two different kind HKE coefficients, one with Aˆ
insertion and the other without, but more importantly it relates also different n’s. In fact
if we consider the HKE coefficient densities bn[g](x) :
an[g] =:
∫
ddx bn[g](x) , (3.10)
then by replacing α by a delta distribution in (3.9), we get
bn[g](x) = −δ an+1[g]
δ h(0)(x)
. (3.11)
As far as we know, this relation between two neighboring HKE coefficients was not known
before, and we can understand why it was difficult to notice in the studies of the lower
spin background fields. That is because in those cases h(0) is usually given by a nonlinear
function of other external fields. Even in that case, we may keep h(0) as independent, and
at the end of computation replace it in terms of other fields.
The regularized effective action itself can be expressed using the HKE coefficients as
in the expansion (1.16):
Wreg[h¯|Λ] =Wfin[h¯|µ]− 2N ln(Λ/µ) a d
2
[g] −N Λd
+∞∑
n 6= d
2
, n=−∞
Λ−2n
1
d
2 − n
an[g] , (3.12)
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where µ is a constant of mass dimension, and the coefficient ad/2[g] is non-vanishing only
for even d . The finite part of the effective action Wfin[h¯|µ] is not given directly by a HKE
coefficient but requires the evaluation of the integral (3.4) and receives contributions from
all the coefficients an[g] with n > d/2 .
Now we can examine the gauge symmetries of the regularized effective action via
K[g|t] . The ǫ-transformation (2.26) corresponds to the adjoint action δEˆ Gˆ = − i2 [ Gˆ , Eˆ ]−
and manifestly leaves the trace K[g|t] invariant for all t , so the HKE coefficients an[g]
as well as the finite part of the effective action Wfin[h¯|µ] are invariant under this gauge
transformation as they should. On the other hand, the variation of K[g|t] under the α-
transformation (2.27) does not vanish but gives
δαK[g|t] = Tr
[(
− t e−t Gˆ
)(
− 1
2
[
Gˆ , Aˆ
]
+
)]
= −t d
dt
K[g, α|t] , (3.13)
or equivalently
δα an[g] =
(
d
2
− n
)
an[g, α] . (3.14)
One can see that there is no α-invariant HKE coefficient for odd d , while for even d the only
invariant is ad/2[g] which gives a logarithmically divergent term in Wreg[h¯|Λ] . Plugging
(3.13) directly to (3.4), we get the gauge variation of the regularized effective action:
δαWreg[h¯|Λ] = −N K[g, α|Λ−2] , (3.15)
which can be expanded using the HKE coefficients. Comparing the expansion of this gauge
variation (3.15) with the gauge variation of the expansion (3.12), we get finally
δαWfin[h¯|µ] =: 〈〈α |A [h¯] 〉〉 = −N a d
2
[g, α] . (3.16)
Thus, for odd d the finite part of the effective action is invariant under the α-transformation,
but for even d the symmetry is anomalous. When the gauge parameter α is a scalar, that
is α = α(0)(x) with no u dependence, the variation of the finite part of the effective action,
that is the Weyl anomaly, is given by the Weyl invariant HKE coefficient density:
A
(0)[h¯](x) = N
δ a d
2
+1[g]
δ h(0)(x)
= −N b d
2
[g](x) , (3.17)
which also corresponds to the logarithmically divergent part of the effective action. If the
gauge parameter is generic, say α = α(r) then it is not given by one of HKE coefficient
densities but by the generalized Weyl anomaly:
A
(r)[h¯](x, u) = N
(
δ
δh(r)
a d
2
+1[g]
)
(x, u) . (3.18)
4 Perturbative calculation of the effective action
Up to now, we have considered the free scalar theory on the boundary as the conjectured
dual of an interacting higher-spin gauge theory in AdS, and analyzed the gauge symmetries
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of the effective action W[h¯] from the scalar theory with a proper regularization. The finite
part of the effective action Wfin[h¯|µ], according to the AdS/CFT correspondence should
correspond in the semiclassical regime to the on-shell evaluation of the action of the higher-
spin gauge theory in AdS.
In this section, we compute the regularized effective action Wreg[h¯] via the calculation
of the trace of the heat kernel K[g|t]. In Section 4.1 we will reduce the expression for the
trace of the heat kernel down to a Gaussian integral, and in Section 4.2, by evaluating this
integral, we obtain the HKE coefficients as well-defined multiple integrals. In Section 4.3
we obtain explicit formulae for the linear and quadratic parts of the HKE coefficients. In
Section 4.4, by integrating the heat trace, we get the finite part of the effective action, up to
quadratic order in fields, composed of a non-local part and, if the dimension is even, also a
local part. For d > 2, the non-local part can be rewritten as the generating functional of the
connected correlation functions while the local part is not invariant under the generalized
Weyl transformation. Finally in Section 4.5 we present an alternative way to compute all
the correlation functions .
4.1 Trace of the heat kernel
The trace of the heat kernel K[g|t] can be computed as a perturbation series in h by
expanding the heat kernel as
e−t Pˆ
2+t Hˆ = e−t Pˆ
2
∞∑
n=0
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn Hˆ(τ1) · · · Hˆ(τn) , (4.1)
with Hˆ(t) := et Pˆ
2
Hˆ e−t Pˆ
2
. Replacing the trace by multiple integrals over p in the cyclicly
symmetric way and replacing the matrix elements of Hˆ by integrals over x :
〈 p | Hˆ | q 〉 =
∫
ddx h(x, ∂u) e
1
2
u·(p+q)−i (p−q)·x
∣∣
u=0
, (4.2)
we can express the heat trace as
K[g|t] =
∞∑
n=0
〈〈K(n)(t) |h⊗n 〉〉 , (4.3)
where K(n)(t) is given by
K(n)(x1, u1; · · · ;xn, un|t) =
=
[
n∏
m=1
∫
ddpm
(2π)d
ei pm·[xm−1−xm−i (um−1+um)/2]
]
K˜(n)(p1, · · · , pn|t) , (4.4)
with x0 = xn , u0 = un , and K˜
(0)(t) = K(0)(t) = 1 and for n > 1
K˜(n)(p1, · · · , pn|t) =
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn
1
n
n∑
ℓ=1
× (4.5)
× exp
[
(τ1 − t) p2ℓ + · · ·+ (τn−ℓ+1 − τn−ℓ) p2n +
+ (τn−ℓ+2 − τn−ℓ+1) p21 + · · · + (τn − τn−1) p2ℓ−1 − τn p2ℓ)
]
.
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The computation of the heat trace is reduced to that of K˜(n)(t) where, after changing
variables to σm = τm−1 − τm with τ0 = t , the time-ordered integral becomes∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn =
∫ ∞
0
dσ1 · · ·
∫ ∞
0
dσn Θ(t− σ1 − · · · − σn)
=
∫ ∞
0
dσ0
∫ ∞
0
dσ1 · · ·
∫ ∞
0
dσn δ(σ0 + σ1 + · · ·+ σn − t)
=
∫ ∞
−∞
dω
2π
ei ω t
∫ ∞
0
dσ0 e
−i ω σ0 · · ·
∫ ∞
0
dσne
−i ω σn , (4.6)
then we calculate the integrals over σ :
∫∞
0 dσ e
−σ(p2+iω) = 1
p2+i ω
, we get
K˜(n)(p1, · · · , pn|t) =
∫ ∞
−∞
dω
2π
ei ω t
1
n
(
n∑
ℓ=1
1
p2ℓ + i ω
)
1
(p21 + i ω) · · · (p2n + i ω)
=
t
n
∫ ∞
−∞
dω
2π
ei ω t
1
(p21 + i ω) · · · (p2n + i ω)
=
t
n
n∑
m=1
e−t p
2
m∏n
ℓ=1,ℓ 6=m(p
2
ℓ − p2m)
, (4.7)
where we used an integration by part and the residue theorem for the evaluation of the
integral over ω . As a function of a p2ℓ , (4.7) is a sum of n − 1 rational functions with a
single pole and an exponential divided by a polynomial with n− 1 zeros. Because of these
polynomials, it seems to have many poles arising when other momenta approach to pℓ, but
in fact there are no such poles since they are all compensated by the poles of the rational
functions. Therefore, (4.7) is a sum of Gaussian functions of pℓ multiplied by a series with
only non-negative powers of pℓ.
By using (4.4) and (4.7), one can eventually compute K(n)(t), that is the non-local
representation of the heat trace. In the following we will concentrate on the local repre-
sentation.
Local functional representation In (4.3), the heat trace is given with K(n)(t)’s which
are functions of differences between position variables, xm−1 − xm . If we integrate out all
these variables, the heat trace can be represented as a local functional. To do so, let us
first focus on the n-th order term:
〈〈K(n)(t) |h⊗n 〉〉 =
∫
ddx1 · · · ddxn d
dp1
(2π)d
· · · d
dpn
(2π)d
K˜(n)(p1, · · · , pn|t)×
×
〈
exp
(
i
n∑
ℓ=1
pℓ ·
[
xℓ−1 − xℓ − i
2
(uℓ−1 + uℓ)
])∣∣∣∣h(x1, u1) · · · h(xn, un)
〉
. (4.8)
By defining new variables
x =
1
n
(x1 + · · ·+ xn) , yℓ = xℓ − xℓ−1 , (4.9)
we can Taylor expand h around the center position x, with yℓ+n = yℓ, as
h
(
xℓ(x, {yk}), uℓ
)
= exp
[
1
n
n∑
m=0
(
m− n+ 1
2
)
ym+ℓ · ∂xℓ
]
h(xℓ, uℓ)
∣∣∣
xℓ=x
, (4.10)
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and replace the integration measure as
ddx1 · · · ddxn = ddx ddy1 · · · ddyn
∫
ddq
(2π)d
ei q·(y1+ ···+ yn) . (4.11)
Then we can perform the integral over yℓ and get a delta function which removes the
integral over pℓ with pℓ(q) = q − i ∂yℓ where
∂yℓ =
1
n
n∑
m=1
(
m− n+ 1
2
)
∂xℓ−m [xℓ+n = xℓ] . (4.12)
Finally we get a local functional representation:
〈〈K(n)(t) |h⊗n 〉〉 =
∫
ddx V (n)(∂x1 , ∂u1 ; · · · ; ∂xn , ∂un |t)h(x1, u1) · · · h(xn, un)
∣∣∣xℓ=x
uℓ=0
, (4.13)
with
V (n)(∂x1 , ∂u1 ; · · · ; ∂xn , ∂un |t) =
∫
ddq
(2π)d
K˜(n)(p1(q), · · · , pn(q)|t) ×
× exp
(pn(q) + p1(q)
2
· ∂u1 + · · ·+
pn−1(q) + pn(q)
2
· ∂un
)
. (4.14)
The n = 0, 1 cases can be immediately computed as
V (0)(t) = (4π t)−
d
2 , V (1)(∂x, ∂u|t) = (4π t)−
d
2 t e
1
4t
∂2u . (4.15)
From the discussion made below (4.7), one can see that V (n>2) has a form of a Gaussian
integral multiplied by a q-series with only non-negative powers, which can be evaluated
order by order in q. Notice also that the order of q in the q-series is equal to the sum of the
number of derivatives and the number of total spin. Therefore if we want to compute the
heat trace up to a fixed number of derivatives or total spin, then it is sufficient to consider
the q-series to that order, and to evaluate the Gaussian integrals. In the next section,
we will rather consider the expansion in t than in q, which gives the HKE coefficients as
integrals.
4.2 Heat kernel expansion
In the preceding section, we obtained the trace of heat kernel as a Gaussian integral mul-
tiplied by a function which can be expanded as a q-series. In the present section, we will
evaluate the Gaussian integral, without expanding in q , by noticing that K˜(n)(t) (4.7) can
be written as an n-ple integral:
K˜(n)(p1, · · · , pn|t) = t
n
n
∫ 1
0
dρ1 · · · dρn δ(ρ1 + · · · + ρn − 1) e−t(ρ1 p21+···+ρn p2n). (4.16)
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By plugging this expression into (4.14) and by changing the order of integrals, one can
evaluate the Gaussian integral and get for n > 2
V (n)(∂x1 , ∂u1 ; · · · ; ∂xn , ∂un |t) =
tn
n
(4π t)−
d
2
∫ 1
0
dρ1 · · · dρn δ(ρ1 + · · ·+ ρn − 1) ×
× exp
[
t
( (
ρ1 ∂
2
y1 + · · ·+ ρn ∂2yn
)− (ρ1 ∂y1 + · · ·+ ρn ∂yn)2)+ 14 t ∂2u1∼n + (4.17)
+ i (ρ1 ∂y1 + · · ·+ ρn ∂yn) · ∂u1∼n − i
(
∂y1 ·
∂u1 + ∂u2
2
+ · · ·+ ∂yn ·
∂un + ∂u1
2
)]
,
where we used the notation (4.12) and ∂u1∼n := ∂u1 + · · ·+ ∂un . The second line of (4.17)
has the form of the generating function (A.17) of modified Bessel function Im(z), so by
expanding in t, we get V (n) for n > 2 as an infinite series:
V (n)(∂x1 , ∂u1 ; · · · ; ∂xn , ∂un |t) =
=
tn
n
(4π t)−
d
2
∞∑
m=−∞
tm V (n)m
(
∂y1 ,
∂u1 + ∂u2
2
; · · · ; ∂yn ,
∂un + ∂u1
2
)
, (4.18)
with
V (n)m (∂y1 , ∂u1 ; · · · ; ∂yn , ∂un) = e−i(∂y1·∂u1+ ···+ ∂yn·∂un) ×
×
∫ 1
0
dρ1 · · · dρn δ(ρ1 + · · · + ρn − 1) ei(ρ1 ∂y1+ ···+ρn ∂yn)·∂u1∼n × (4.19)
×
[
2 fn(ρ1, · · · , ρn; ∂y1 , · · · , ∂yn)
]m
Um
(
− 4 fn(ρ1, · · · , ρn; ∂y1 , · · · , ∂yn) ∂2u1∼n
)
,
where we used the definition:
Uν(z) := (
√
z/2)−νJν(
√
z/2) =
∞∑
n=0
1
n! Γ(ν + n+ 1) 2ν
(
− z
16
)n
, (4.20)
and
fn(ρ1, · · · , ρn; ∂y1 , · · · , ∂yn) := ρ1 ∂2y1 + · · · + ρn ∂2yn − (ρ1 ∂y1 + · · ·+ ρn ∂yn)2 . (4.21)
Since zm Um(z), when expanded in series, has only non-negative powers of z, the integrand
is finite and the integral gives a well-defined operator in ∂xℓ and ∂uℓ . One may similarly
expand V (0)(t) and V (1)(t) (4.15) in powers of t, and define the coefficients V (n)m for n = 0, 1
as
V (0)m = δm,0 , V
(1)
m (∂u) = δm60
(
1
4
∂2u
)−m
. (4.22)
Comparing this expansion with (3.8), one can finally obtain the HKE coefficients in terms
of V (n)m as
am[g] =
∫
ddx
(4π)
d
2
∞∑
n=0
1
n
V (n)m−n
(
∂y1 ,
∂u1 + ∂u2
2
; · · · ; ∂yn ,
∂un + ∂u1
2
)
×
×h(x1, u1) · · · h(xn, un)
∣∣∣x1=···=xn=x
u1=···=un=0
. (4.23)
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4.3 Linear and quadratic part of the heat kernel expansion coefficients
Now we concentrate on the part of K[g|t] containing at most quadratic orders in h:˙
K[g|t] =
∫
ddx V (0)(t) + V (1)(∂x, ∂u|t)h(x, u)
∣∣∣
u=0
+
+
1
2
V (2)(∂x1 , ∂u1 ; ∂x2 , ∂u2 |t)h(x1, u1)h(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
+O(h3) . (4.24)
The constant and linear parts V (0), V (1) are given in (4.15), and the quadratic part V (2) is
obtained from (4.18) as a series:
V (2)(∂x1 , ∂u1 ; ∂x2 , ∂u2 |t) = (4π t)−
d
2 t2
∞∑
m=−∞
tm V (2)m
(
∂x12
2
,
∂u12
2
;−∂x12
2
,
∂u12
2
)
, (4.25)
where ∂x12 := (∂x1 − ∂x2)/2 and ∂u12 := ∂u1 + ∂u2 , and V (2)m is given from (4.19 - 4.21) by
V (2)m (∂x, ∂u) := V
(2)
m
(
∂x
2
,
∂u
2
;−∂x
2
,
∂u
2
)
=
(
∂2x
∂2u
)m
2
∫ 1
−1
dρ
2
(1− ρ2)m2 Im
(
1
2
√
(1− ρ2) ∂2x ∂2u
)
ei
ρ
2
∂x·∂u . (4.26)
Even though the entire integrand is finite, (1−ρ2)m/2 superficially diverges for negative m,
so the integral should be treated separately for negative m. From (4.23) we see that V (2)m
gives the quadratic part of the HKE coefficient am+2. Notice that the case of negative m
corresponds to the HKE coefficients an61 where the linear terms (4.22) appear. Therefore,
we will treat the coefficients an>2 and an61 separately.
A. an>2 : HKE coefficients without linear term
The integral (4.26) for m > 0 can be directly evaluated by using an integration formula of
Bessel functions recalled in (A.18) as
V (2)m (∂x, ∂u) =
√
π
2
(
1
2
∂2x
)m
Um+ 1
2
(
(∂x · ∂u)2 − ∂2x ∂2u
)
[m > 0] , (4.27)
where Uν is defined in (4.20). By using this formula we can obtain the explicit form of the
HKE coefficients an>2 up to quadratic term in h as
am+2[g] =
√
π
8
∫
ddx
(4π)
d
2
(
1
2
∂2x12
)m
Um+ 1
2
(
(∂x12 · ∂u12)2 − ∂2x12 ∂2u12
)×
× h(x1, u1)h(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
+O(h3) [m > 0] .(4.28)
Note that, as expected, they are free from constant or linear terms in h. In other words,
these are the lowest h-order part of the HKE coefficients, and as a consequence they should
be invariant under the lowest h-order part of ǫ-symmetry (2.26): δ[0]ǫ h(x, u) = (u·∂x) ǫ(x, u).
This gauge invariance can be checked from the identity:
f
(
(∂x · ∂u)2 − ∂2x ∂2u
)
u · ∂x = u · ∂x f
(
(∂x · ∂u)2 − ∂2x ∂2u
)
, (4.29)
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satisfied by any function f : the gradient u1·∂x1 pass though Um+ 1
2
(
(∂x12 · ∂u12)2 − ∂2x12 ∂2u12
)
,
and the gauge variation vanishes when imposing u1 = u2 = 0.
Since the quadratic part of the HKE coefficients an>2 is invariant under gauge transfor-
mations, it should be possible to express it in terms of the higher-spin curvatures (A.7). In
the rest of this subsection we show that this is indeed possible and we give the expression.
First, let us introduce a notation which will be very convenient: when v and w are two
vectors we denote by [vw] the antisymmetric matrix with elements [vw]µν = vµ wν−wµ vν ,
and 〈A 〉 will be used for the trace of the matrix A. Using this notation we have
(v · ∂x) (w · ∂u)− (w · ∂x) (v · ∂u) = 1
2
〈 [vw] [∂u∂x] 〉 , (∂x · ∂u)2 − ∂2x ∂2u =
1
2
〈
[∂u∂x]
2
〉
.
(4.30)
Now we make an ansatz for the quadratic part (4.28) of am+2:√
π
8
∫
ddx
(4π)
d
2
gm([∂v∂w])R(x, v, w)
(
1
2
∂2x
)m
R(x,−v,w)
∣∣∣
v=w=0
=
√
π
8
∫
ddx
(4π)
d
2
(
1
2
∂2x12
)m
gˇm([∂u12∂x12 ])h(x1, u1)h(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
, (4.31)
where R(x, v, w) is the generating function of higher-spin curvatures, gm a function which
maps an antisymmetric matrix to a real number, and the transformation (ˇ·) is defined by
fˇ([xy]) := f([∂v∂w]) e
1
2
〈 [vw] [xy] 〉
∣∣∣
v=w=0
=
∫ ∞
0
dt t e−t f(−t [xy]) . (4.32)
The derivation of the second equality of the above equation is presented in Appendix B.2.
By comparing (4.31) to (4.28), we get gˇm([xy]) = Um+ 1
2
(
1
2
〈
[xy]2
〉)
and finally
gm([xy]) =
∞∑
n=0
(−1)n 2−(m+n+ 12 )
n! (2n+ 1)! Γ(m + n+ 32)
(〈
[xy]2
〉
16
)n
. (4.33)
Thus, the quadratic part of the coefficient an>2 is expressed in terms of the generating
function of higher-spin curvatures.
Using this expression for the HKE coefficients, we now explicitly obtain, up to the
linear order in h, the Weyl anomaly (3.17) as
A
(0)[h¯](x) = − N
2 (16π)
d−1
2
∞∑
n=0
1
n! Γ(d+12 + n) 2
4n

d
2
−1
x R
(2n)(x) +O(h2) , (4.34)
where R(2n)(x) is the linearized higher-spin scalar curvature, that is the maximal trace of
R(2n)(x, v, w) :
R(2n)(x) :=
[
∂2x ∂
2
u − (∂x · ∂u)2
]n
h(2n)(x, u) . (4.35)
Notice that only even higher-spin fields contribute to the result and that the n = 1 term
reproduces the linearized Weyl anomaly of gravity. Indeed, the latter is given in d = 2 by
the Ricci scalar R , while for d > 4 it is given by d/2−1x R plus other terms which are at
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least quadratic in the fields (see (4.59) for the d = 4 case). We also express the generalized
Weyl anomaly (3.18) in terms of higher-spin curvatures as
A
(r)[h¯](x, u) = − N
2 (16π)
d−1
2
×
×
∞∑
n> r
2
(−1)n 〈 [∂v∂w]2 〉n 〈 [vw] [u∂x] 〉r
r!n! (2n + 1)! Γ(d+12 + n) 2
r+5n

d
2
−1
x R
(2n−r)(x, v, w) +O(h2) , (4.36)
and we notice the appearance once again of 
d
2
−1
x , but now it acts on the traces of the
linearized higher-spin curvatures which have r free indices. The linearized trace anomaly
obtained from the quadratic part of the effective action of a conformally coupled scalar
field on AdS4 in the presence of a single external higher-spin gauge field was considered in
[36].
Now we come back to the expression (4.31) and notice that when decomposed in spin
components we get couplings between curvatures of different spins. Indeed, the curvatures
that we have introduced are associated to h(x, u) and one may wonder whether the HKE
coefficients get diagonalized in terms of h¯. In order to see that, it will be useful to first
express Um+ 1
2
(
1
2
〈
[∂u12∂x12 ]
2
〉)
, by making use of the addition theorem of Bessel functions,
as
Um+ 1
2
(
1
2
〈
[∂u12∂x12 ]
2
〉)
= 2m+
1
2 Γ
(
m+
1
2
)
×
×
∞∑
s=0
(
s+m+
1
2
)(√
〈 [∂u1∂x12 ]2〉〈 [∂u2∂x12 ]2〉
)s
C
m+ 1
2
s
(
〈 [∂u1∂x12 ][∂u2∂x12 ] 〉√
〈 [∂u1∂x12 ]2〉〈 [∂u2∂x12 ]2〉
)
×
×Us+m+ 1
2
(
1
2
〈
[∂u1∂x12 ]
2
〉)
Us+m+ 1
2
(
1
2
〈
[∂u2∂x12 ]
2
〉)
, (4.37)
where Cλs (z) is the Gegenbauer polynomial. Since ω
sCλs (z/ω) is a polynomial of order s
in z and ω, when contracting the above with h and integrating by part, we will pick the
homogeneous term of order s in Us+m+ 1
2
(
1
2
〈
[∂u∂x]
2
〉)
h(x, u) in the summation:
(
Us+m+ 1
2
(
1
2
〈
[∂u∂x]
2
〉)
h
)(s)
(x, u) =
2−(s+m+
1
2
)
Γ(s+m+ 32)
(
Π−12m+4(i ∂u, ∂x)h
)
(s)(x, u) , (4.38)
where we have used (2.11). Finally the quadratic part of am+2 can be written as√
π
8
∫
ddx
(4π)
d
2
(
1
2
∂2x12
)m
Gm
(
〈 [∂u1∂x1 ][∂u2∂x2 ] 〉 ,
〈
[∂u1∂x1 ]
2
〉〈
[∂u2∂x2 ]
2
〉 ) ×
×Π−12m+4(i ∂u1 , ∂x1)Πd(i ∂u1 , ∂x1) h¯(x1, u1) Π−12m+4(i ∂u2 , ∂x2)Πd(i ∂u2 , ∂x2) h¯(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
,
with
Gm(z, ω) =
∞∑
s=0
2−(2s+m+
1
2
) Γ(m+ 12)
Γ(s+m+ 12) Γ(s+m+
3
2 )
ω
s
2 C
m+ 1
2
s
(
z√
ω
)
. (4.39)
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Here one can see that when m = (d− 4)/2, the HKE coefficient is diagonalized in terms of
h¯, but in general it is not the case. One might consider new current generator Jm(x, q) :=
Π2m+4(q, ∂x)J(x, q) and couple them to new external higher-spin fields hm(x, u), then the
quadratic part of HKE coefficient am+2 will be diagonal in hm(x, u) and is given by√
π
8
∫
ddx
(4π)
d
2
(
1
2
∂2x12
)m
Fm
(
〈 [∂v1∂w1 ][∂v2∂w2 ] 〉 ,
〈
[∂v1∂w1 ]
2
〉〈
[∂v2∂w2 ]
2
〉 ) ×
×Rm(x1, v1, w1) Rm(x2, v2, w2)
∣∣∣ x1=x2=x
v1=v2=w1=w2=0
, (4.40)
where Rm is the higher-spin curvature associated to hm, and Fm can be obtained again by
using (4.32) as
Fm(z, ω) =
∞∑
s=0
2−(2s+m+
1
2
) Γ(m+ 12)
Γ2(s+ 2)Γ(s +m+ 12) Γ(s+m+
3
2 )
ω
s
2 C
m+ 1
2
s
(
z√
ω
)
, (4.41)
but all the other HKE coefficients will remain un-diagonalized.
B. ad/2 : Weyl invariant HKE coefficient
Among all the HKE coefficients, of particular interest is ad/2 which exists only for even
dimension and admits the higher-spin Weyl symmetry (2.27) . For d > 4, the quadratic
part of ad/2 is given by
a d
2
[h¯] =
√
π
8
∫
ddx
(4π)
d
2
Gd−4
2
(
〈 [∂u1∂x1 ][∂u2∂x2 ] 〉 ,
〈
[∂u1∂x1 ]
2
〉〈
[∂u2∂x2 ]
2
〉 ) ×
×
(
1
2
∂2x12
)d−4
2
h¯(x1, u1) h¯(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
+O(h¯3) , (4.42)
and it coincides with the result found in [12]. Its expression in terms of curvatures of h¯ is
obtained from (4.40) by replacing Rm with R¯ and m with (d− 4)/2.
The quadratic part of ad/2 is invariant under the Abelian part of the generalized Weyl
transformation: δ[0]α¯ h¯(x, u) = u
2 α¯(x, u). This can be checked by computing
Gm
(
〈 [∂u1∂x1 ][∂u2∂x2 ] 〉 ,
〈
[∂u1∂x1 ]
2
〉〈
[∂u2∂x2 ]
2
〉 )
u21 α¯(x1, u1)
∣∣∣
u1=0
, (4.43)
which is simplified for m = (d − 4)/2 thanks to the differential equation (A.22) of the
Gegenbauer polynomial. The latter allows to factor out in the above expression the operator
〈 [∂u2∂x2 ] [∂x2∂x1 ] [∂x1∂u2 ] 〉 , (4.44)
which gives a total derivative term. In fact, the generalized Weyl invariance can be more
easily checked with the undiagonalized formula (4.28). By using
Um+ 1
2
(
(∂x · ∂u)2 − ∂2x ∂2u
)(
u2 − 1
4
∂2x
)
= u2 Um+ 1
2
(
(∂x · ∂u)2 − ∂2x ∂2u
)
+
+
1
2
(
u · ∂u + d− 4
2
−m− (u · ∂x) (∂x · ∂u)
∂2x
)
Um+ 3
2
(
(∂x · ∂u)2 − ∂2x ∂2u
)
, (4.45)
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with m = (d−4)/2, the invariance of (4.28) under δ[0]α h(x, u) = (u2−∂2x/4)α(x, u) is easily
shown.
The higher-spin Weyl invariance of the above quadratic term together with the number
of derivatives involved implies that it can be simply expressed in terms of the higher-spin
Weyl tensor. The latter is the traceless part of the curvature tensor and belongs to the
same Young tableau representation. Since the unique Fronsdal and Weyl (like) invariant
expression with 2s derivatives is the square of the higher-spin Weyl tensor, we conclude
that the HKE coefficient density bd/2 is proportional to the sum over all spins of the squares
of the corresponding higher-spin Weyl tensors, up to a total derivative term. This is the
free action considered by Fradkin, Tseytlin and Segal [11, 12].
C. an61 : HKE coefficients with linear terms
Finally we compute the HKE coefficients an61 up to quadratic order in the fields and get
a1−m[g] =
∫
ddx
(4π)
d
2
δm,1 +
(
1
4
∂2u
)m
h(x, u)
∣∣∣
u=0
+
+
1
2
V (2)−(m+1)(∂x12 , ∂u12)h(x1, u1)h(x2, u2)
∣∣∣x1=x2=x
u1=u2=0
+O(h3) [m > 0] , (4.46)
where the integral (4.26) for V (2)−(m+1) can be evaluated by expanding the Bessel function
and we get
V (2)−(m+1)(∂x, ∂u) =
√
π
2
(
1
4
∂2u
)m+1 ∞∑
k=0
(
1
8 ∂
2
x ∂
2
u
)k
Γ(k +m+ 2)
(
∂x · ∂u
2
)−k− 1
2
Jk+ 1
2
(
∂x · ∂u
2
)
.
(4.47)
Since z−ν Jν(z) has an expansion with only non-negative integer powers of z
2, V (2)−(m+1)
is a well defined operator containing at least the (m + 1)-th power of ∂2u. Due to these
traces, V (2)−(m+1) does not commute with u · ∂x and the coefficient is not invariant under
the free gauge transformation. This is expected from the presence of the linear term: the
linear variation of the quadratic part must be cancelled by the quadratic variation of linear
part. One may wonder whether there exists a natural decomposition of V (2)−(m+1) into a
gauge invariant part and a gauge non-invariant part which compensates the variation of
the linear part. In order to do so we use the Lommel expansion (A.19) to evaluate the
infinite series sum by adding m+ 1 terms as
V (2)−(m+1)(∂x, ∂u) =
√
π
2
(
1
2
∂2x
)−m−1
×
×
[
U−m− 1
2
(
(∂x · ∂u)2 − ∂2x ∂2u
)− m∑
k=0
(
1
8 ∂
2
x ∂
2
u
)k
k!
(
∂x · ∂u
2
)−(k−m− 1
2
)
Jk−m− 1
2
(
∂x · ∂u
2
)]
.
(4.48)
Notice that the first part of second line coincides with the expression (4.27) for V (2)n>0 with
n = −m − 1 and thus is gauge invariant, while the second part, that is the finite series
with m+ 1 terms, is not gauge invariant. The price to pay for separating V (2)−(m+1) in this
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way is the locality: the initial expression (4.47) is local but if we rewrite it as (4.48) then
each gauge invariant or gauge non-invariant part becomes non-local, or in other words the
non-local terms of each part cancel out.
4.4 Quadratic part of the renormalized effective action
The regularized effective action Wreg[h¯|Λ] has an expansion (3.12) in Λ. All the terms
except the finite part Wfin[h¯|µ] are directly given by the HKE coefficients. In this section
we will compute the remaining term Wfin[h¯] up to the quadratic order in h. It can be
obtained as
Wfin[h¯] = lim
Λ→∞
(
Wreg[h¯|Λ]−Wdiv[h¯|Λ]
)
, (4.49)
where Wdiv[h¯|Λ] is the divergent part of the effective action. From equations (3.4) and
(3.12) we see that the finite part of the effective action receives contributions only from
non-negative powers of t in K[g|t] :
t−
d
2
∞∑
n> d
2
tn an[g] , (4.50)
that is, from the HKE coefficients an[g] with n > d/2 .
In fact, for d > 2, it is more convenient to first replace K[g|t] in (3.4) by
K>2[g|t] = t2−
d
2
∞∑
m=0
tm am+2[g] , (4.51)
because, as we will see below, the above expression can be exactly resummed at the
quadratic order in h. Next we calculate the integral over t and then subtract the divergent
terms. Indeed, using the expression of the quadratic part of an[g] (4.28) we get
K>2[g|t] =
∫
ddp
(2π)d
V (2)>2 (p, ∂u12 |t) h˜(−p, u1) h˜(p, u2)
∣∣∣
u1=u2=0
+O(h3) , (4.52)
with ∂u12 := ∂u1 + ∂u2 and
V (2)>2 (p, ∂u|t) := (4π t)−
d
2
∞∑
m=0
√
π
8
(
− p
2
2
t
)m
Um+ 1
2
(
p2 ∂2u − (p · ∂u)2
)
. (4.53)
The expansion in powers of t is not convenient because positive powers of t are not inte-
grable separately. As we mentioned before we can resum (4.53) in t by using the series
representation of Bessel functions to get
V (2)>2 (p, ∂u|t) = (4π t)−
d
2 t2
∞∑
m=0
[
(p · ∂u)2 − p2 ∂2u
]m
(2m+ 1)! 22m
1F1
(
1;m+
3
2
;− p
2
4
t
)
. (4.54)
We then integrate the hypergeometric function and subtract the divergent parts as ex-
plained in Appendix B.3, and finally we obtain the finite part of the effective action. For
odd d , it is given by
Wfin[h¯] = N (−1)
d−1
2 π
(2π)−
d−1
2
8
∫
ddp
(2π)d
(
p2
4
) d−4
2
×
×U d−3
2
(
p2 (∂u1 + ∂u2)
2 − [p · (∂u1 + ∂u2)]2
)
h˜(−p, u1) h˜(p, u2)
∣∣∣
uℓ=0
+O(h3) , (4.55)
and for even d > 2, by
Wfin[h¯|µ] = N (−1)
d
2
(2π)−
d−1
2
8
∫
ddp
(2π)d
(
p2
4
)d−4
2
×
×
[
ln
(
p2
µ2
)
U d−3
2
(
p2 (∂u1 + ∂u2)
2 − [p · (∂u1 + ∂u2)]2
)
+
+ U˙ d−3
2
(
p2 (∂u1 + ∂u2)
2 − [p · (∂u1 + ∂u2)]2
) ]
h˜(−p, u1) h˜(p, u2)
∣∣∣∣
uℓ=0
+O(h3) , (4.56)
where U˙ν(z) := (∂/∂ν)Uν(z) and we introduced a mass scale µ in order to make the
argument of ln dimensionless.
The d = 2 case requires two additional considerations. First one should take a1 into
account, and second the integral over t (3.4) should also be regularized in the infrared. A
convenient regulator is provided by inserting (ν2 t)−ξ with 0 < ξ ≪ 1 into the integration
(3.4) over t. A constant ν with mass dimension is introduced in order to make the regu-
lator dimensionless. The contribution of the an>2 terms can be calculated as before and
results in an expression which is given by the right hand side of of (4.56) with d = 2 and
where the ultraviolet regularization ambiguity µ is replaced by the infrared regularization
ambiguity ν . This expression will be denoted W>2[h¯|ν]. The a1 contribution is both UV
and IR divergent, and its regularization yields 2N ln(ν/µ) a1 . Finally the finite part of
the effective action for d = 2 is given by
Wfin[h¯|µ, ν] =W>2[h¯|ν] + 2N ln(ν/µ) a1[g] +O(h3) . (4.57)
Several remarks are in order.
• As is shown in (4.45), the terms expressed in terms of U(d−3)/2 are invariant under
the linearized higher-spin Weyl transformation. For odd d we can see that the finite
part (which is nonlocal due to the half integer power of p2) of the regularized effective
action is not anomalous, while for even d the variation of Wfin[h¯|µ] does not vanish
due to the terms expressed in terms of the function U˙(d−3)/2.
• The anomaly-free term expressed in terms of U(d−3)/2 is diagonalized when expressed
in terms of h¯ while the anomalous term with U˙(d−3)/2 cannot be diagonalized and so
results in couplings of different spin fields at the quadratic level.
• The quadratic anomalous term with U˙(d−3)/2 in even d can be expressed, by applying
(4.31), in terms of the linearized higher-spin curvatures as
WAfin[h¯] = N
∫
ddx f
(〈
[∂v∂w]
2
〉)
R(x, v,−w)
d−4
2
x R(x, v, w)
∣∣∣
v=w=0
+O(h3) ,
(4.58)
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where the function f is given by the transformation (4.32) of U˙(d−3)/2. While the
part of the renormalized effective action which is invariant under higher-spin Weyl
transformations always contains a non-local term, the quadratic anomalous term in
even d is local, except for d = 2 where the power of x becomes negative. In d > 2,
the anomalous term may be compensated by a local counter-term (as all divergent
parts of the effective action). The exceptional d = 2 anomaly source term cannot be
compensated by a local counter-term.
• Let us compare our results on higher-spins with standard gravity, i.e. a complex
scalar field in a curved spacetime background. The Weyl anomaly is not present for
odd d. For d equal to 2 or 4, it is given by [37]
A
(0)[gµν ] ∝
{
R [d = 2]
xR+R2µν − 13 R2 + C2µνρσ [d = 4]
, (4.59)
where Rµν , R and Cµνρσ are respectively the Ricci tensor, the Ricci scalar and the
Weyl tensor. The d = 2 Weyl anomaly is reproduced by varying [38]
WAfin[gµν ] ∝
∫
d2x
√
gR−1x R [d = 2] , (4.60)
which is analogous to our finite part of the effective action (4.58) with d = 2. The
xR contribution to the four dimensional anomaly can be compensated by the local
counter-term :
WA&localfin [gµν ] ∝
∫
ddx
√
gR2 [d = 4] , (4.61)
which is also present in (4.58) with d = 4. The quadratic terms in the anomaly can
be obtained by varying terms of order h3 in the effective action which we have not
explicitly calculated.
• Finally, the terms inside the kinetic operators of (4.55) and (4.56) expressed via
U(d−3)/2 are accompanied with either a half-integer power of p
2 (for odd d) or the
log of p2 (for even d) which are non-local operators. For d > 2, both of them are the
Fourier transform of the Hadamard finite part of 1/(x2)d−2 given by
−
π
d
2
(
p2
4
) d−4
2
Γ(d− 2) Γ(d−22 )


(−1) d−12 π [ d ∈ 2N + 1 ]
(−1) d2 ln
(
p2
µ2
)
[ d ∈ 2N + 2 ]
. (4.62)
In the next section, we will see that this corresponds in fact to the two-point corre-
lation function of the conserved current generator J(x, q).
4.5 Correlation functions
The correlation functions of the currents can be obtained from the effective action by
calculating the functional derivatives with respect to the external higher-spin fields. A
simpler method is to consider the correlation function of the generating function:
Cn(x1, q1; · · · ;xn, qn) = 〈J(x1, q1) · · · J(xn, qn) 〉connected , (4.63)
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and calculate it using the two-point function:
∆(x1 − x2) = 〈φ(x1)∗φ(x2) 〉 =
∫
ddp
(2π)d
ei p·[x1−x2]
p2
=
2−2 π−
d
2 Γ(d−22 )
[(x1 − x2)2]
d−2
2
[d > 2] . (4.64)
Wick’s theorem and an expansion in the auxiliary variables allow to get the correlation
functions of the currents. The n-point function of the generating function is thus given by
Cn(x1, q1; · · · ;xn, qn) := 〈J(x1, q1) · · · J(xn, qn) 〉connected = (4.65)
=
N
nn!
∑
σ∈Sn
∆
(
xσ1 − xσ2 + qσ1+qσ22
)
∆
(
xσ2 − xσ3 + qσ2+qσ32
)
· · · ∆
(
xσn − xσ1 + qσn+qσ12
)
,
where Sn is the symmetric group of order n. Let us illustrate this with the simplest
example of the two-point functions:
C2(x1, q1;x2, q2) = 〈J(x1, q1)J(x2, q2) 〉connected =
= N
2−5 π−d
[
Γ(d−22 )
]2
[{
(x1 − x2)2 + ( q1+q22 )2
}2 − {(x1 − x2) · (q1 + q2)}2] d−22
. (4.66)
When expanded in q, C2 reproduces the non-local part of (4.55) and (4.56) thanks to the
following identity:
1
[(x2 + q2)2 − 4 (x · q)2] d−22
= U d−3
2
(−(q · ∂x)2 + q2 ∂2x) 2
d−3
2 Γ
(
d−1
2
)
(x2)d−2
, (4.67)
whose derivation is presented in Appendix B.4.
5 Free scalar fields in the ordinary lower spin fields background
In the previous sections, we have considered the effective action of scalar fields coupled
to higher-spin fields contained in the generating function h(x, u), where the couplings are
always linear in the external fields. In fact, more generally, h(x, u) can also be considered as
composites of some other external fields ϕ(x, u). Such an example was briefly mentioned
in the introduction, it consists in replacing the scalar field in h(x, u) by the solution to
W−1[h] = 0 (or a1[g] = 0). So the most general quadratic action of a (complex) scalar field
χ in the background of external fields ϕ can be written as
S [χ;ϕ] := 〈φχ,ϕ | Pˆ 2 − Hˆϕ +m2 |φχ,ϕ 〉 , (5.1)
with some proper redefinitions of fields φχ,ϕ(x) = f [ϕ](x)χ(x) and hϕ(x, u) = hϕ[ϕ](x, u).
Since the above has essentially the same form as (2.22), its effective action can be also
regularized and computed in the same way as
W [ϕ|Λ] := −
∫ ∞
1
Λ2
dt
t
e−tm
2 K[ p2 − hϕ(x, p) | t ] , (5.2)
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where K[ p2 − hϕ(x, p) | t ] is the trace of the heat kernel which was defined in (3.3).
In the present section, we consider the ordinary lower spin fields interactions, that
is, the electromagnetic and the gravitational interactions, and compute the corresponding
HKE coefficients with which the effective action can be obtained. It is well-known that
their effective actions provide infinitely many gauge invariant actions at each order of the
cut-off scale. Among them, one can find in particular the Maxwell action and the Hilbert-
Einstein action. In other words, the heat kernel of the Laplace equation properly dressed
in Aµ or gµν give, as its expansion coefficients, infinitely many gauge invariants of these
fields. In the followings, we show how to obtain the gauge invariants of Aµ and gµν by
applying the results of this letter.
5.1 Electromagnetic interaction
The free complex scalar field action in the electromagnetic background:∫
ddx (∂µ + iAµ)χ∗ (∂µ − iAµ)χ+m2 χ∗ χ , (5.3)
can be written as (5.1) with φχ,Aµ = χ and
HˆAµ = −Aµ(Xˆ)Aµ(Xˆ)−
(
Aµ(Xˆ) Pˆµ + PˆµA
µ(Xˆ)
)
. (5.4)
By using the Wigner map, we identify the components of hAµ(x, u) as
h(0)Aµ(x) = −Aµ(x)Aµ(x) , h
(1)
Aµ
(x, u) = −2uµAµ(x) , h(n>2)Aµ (x, u) = 0 . (5.5)
Notice that the non-linear gauge symmetry (2.26) of hAµ defines the usual linear gauge
symmetry of the Maxwell fields. Notice also that h(0)Aµ and h
(1)
Aµ
are of different orders in
Aµ.
The HKE coefficients an>2 can be obtained up to the quadratic order in Aµ from (4.28)
as
am+2[Aµ] = −1
2
∫
ddx
(4π)
d
2
Fµν
(
1
2 ∂
2
x
)m
(2m+ 3)!!
Fµν +O(A3) [m > 0] , (5.6)
where gauge invariance is manifest. The other coefficients an61 can be also obtained from
(4.46), but they are all vanishing except a0 which gives a constant. In particular one can see
for a1 a cancellation between the linear part h
(0)
Aµ
and the quadratic part (h(1)Aµ)
ν
(h(1)Aµ)ν
/4 .
5.2 Gravitational interaction
We consider the action of a scalar field χ in a curved space gµν with a scalar curvature
coupling:
1
2
∫
ddx
√
g
(
gµν∂µχ∂νχ+ ξRχ2 +m2 χ2
)
. (5.7)
In order to rewrite the above as (5.1), we should first redefine the scalar field as φχ,gµν =
g
1
4 χ/2 with (φχ,gµν )
∗ = φχ,gµν , then the action can be written with
Hˆgµν = −
(
Pˆµ − i ∂µg(Xˆ)
4 g(Xˆ)
)
gµν(Xˆ)
(
Pˆν + i
∂νg(Xˆ)
4 g(Xˆ)
)
− ξR(Xˆ) . (5.8)
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Again from the Wigner map, we identify the components of hgµν (x, u). First the spin 2
part is given by the perturbation of the inverse metric tensor κµν :
h(2)gµν (x, u) = u
2 − uµ uν gµν =: uµ uν κµν(x) , (5.9)
and the components h(1)gµν and h
(n>3)
gµν vanish while the scalar part h
(0)
gµν is given by
h(0)gµν (x) = −ξR(x)−
gµν(x) ∂µg(x) ∂νg(x)
16 g2(x)
− 1
4
∂µ∂νg
µν(x)− ∂µ
(
gµν(x) ∂νg(x)
4 g(x)
)
= −ξR(x) + 1
4
(
∂µ∂νκ
µν − ∂2κ′)− 1
16
∂µκ
′∂µκ′
+
1
4
∂µ
[
(κµν + ηµνκ′)∂νκ
′
]− 1
2
∂2
[
κµνκµν + (κ′)2
]
+O(κ3) . (5.10)
The non-linear ǫ-transformation (2.26) defines the general coordinate transformation, and
the non-linear α-transformation (2.27) for massless (m = 0) and conformally coupled (ξ =
ξconf) case gives a Weyl transformation.
The HKE coefficients an>2 can be obtained up to the quadratic order in κµν from
(4.28) as
am+2[gµν ] =
1
8
∫
ddx
(4π)
d
2
Rµνρσ
(12∂
2
x)
m
(2m+ 5)!!
Rµνρσ+
c(m, ξ)
2
R
(12∂
2
x)
m
(2m+ 5)!!
R+O(κ3) , (5.11)
where c(m, ξ) is a constant depending on the HKE coefficient index and the parameter ξ :
c(m, ξ) = (2m+ 3)(2m+ 5)(4ξ − 1)2 + 2(2m + 5)(4ξ − 1) + 1 , (5.12)
and Rµνρσ is the linearized Riemann tensor:
Rµνρσ =
1
2
(∂µ∂σκρν + ∂ρ∂νκµσ − ∂µ∂ρκνσ − ∂ν∂σκµρ) , (5.13)
and Rµν := η
ρσ Rµρνσ and R := η
µν Rµν are respectively the linearized Ricci tensor and the
linearized Ricci scalar. The expression (5.11) was chosen by using the following (Gauss-
Bonet like) identity:
Rµνρσ 
mRµνρσ − 4Rµν mRµν +RmR = (total derivative) , (5.14)
in such a way that the linearized Ricci tensor does not appear.
Notice that when ξ = ξconf , the anomaly term ad/2 is given by the square of the
Weyl tensor. From (4.46), one can check that an with negative n again vanish, and the
non-vanishing coefficients a1 and a0 are given up to quadratic order in κµν by
a1[gµν ] =
∫
ddx
(4π)
d
2
[
− ξ
(
1 +
1
2
κ′
)
R+
+
1
6
(
1
4
(∂uκ
′)2 − 1
4
(∂ρκµν)
2 +
1
2
(∂νκµν)
2 − 1
2
∂µκ
′ ∂νκ
µν
)
+O(κ3)
]
,
a0[gµν ] =
∫
ddx
(4π)
d
2
[
1 +
1
2
κ′ +
1
8
κ′ κ′ +
1
4
κµν κ
µν +O(κ3)
]
. (5.15)
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From the linearized expressions of the Hilbert-Einstein action and Cosmological constant:
√
gR = 1
4
(∂uκ
′)2 − 1
4
(∂ρκµν)
2 +
1
2
(∂νκµν)
2 + (total derivative) +O(κ3) ,
√
g = 1 +
1
2
κ′ +
1
8
κ′ κ′ +
1
4
κµν κ
µν +O(κ3) , (5.16)
we can see that a1 and a0 coincide with
a1[gµν ] =
∫
ddx
(4π)
d
2
(
1
6
− ξ
)√
gR , a0[gµν ] =
∫
ddx
(4π)
d
2
√
g , (5.17)
computed using different methods.
6 Conclusion
In this work, we considered the most general quadratic action for a scalar field. We argued
that it describes the interaction of the scalar field with a background of symmetric tensor
fields of arbitrary rank. We gave the perturbative expansion of the quantum effective action
in powers of the ultraviolet cut-off and of the external fields.
Following the induced gravity idea of Sakharov (see e.g. [39, 40] for a review), one may
consider the cut-off dependent local terms as providing the dynamics of the tensor fields.
This interpretation, if consistent, would result in an interacting higher-spin gravity the-
ory. To prove the consistency one has to overcome several obstacles. The first one is that
Fronsdal’s free action is not recovered. As noted in the introduction, this can be traced
to the presence of linear terms in the effective action and to their mixing with quadratic
terms in the fields and their derivatives. This raises the questions of the existence of a
stable vacuum and of the spectrum of the theory around flat spacetime. In fact, here the
gauge fields and parameters are not subject to any trace constraint and thus do not fit into
Fronsdal’s formulation [29] so the naive counting of modes can be misleading. Moreover,
imposing from the beginning trace constraints on the higher-spin fields would break the
non-Abelian symmetry group of unitary operators. The unconstrained formulation [41]
and the triplets [42] both rely on unconstrained higher-spin tensors but the local actions
involve additional fields as well; the elimination of the latter typically leads to non-local
actions. Once the issue of the spectrum is understood, another problem is the infinite
number of divergent terms which appear in the effective action in contrast to the gravita-
tional case where only a finite number of terms is present. A resummation of these terms
may be necessary. We hope to come back to this tantalizing induced higher-spin gravity
interpretation of the effective action in the near future.
Another important target of applications from our results is the AdS/CFT correspon-
dence. The operator Hˆ represents the boundary data for the higher-spin gauge fields on
AdSd+1. The matching of the physical degrees of freedom obtained from the rank-s exter-
nal field h¯(s) with local symmetries (2.16) with an on-shell spin-s gauge field in AdSd+1 can
be seen as follows.5 A Fronsdal spin-s gauge field on AdSd+1 is described by an O(d, 2)-
5In the literature, this matching is usually performed for the boundary currents and the gauge-fixed bulk
fields, see e.g. [7].
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covariant rank-s tensor which is doubly-traceless [43], thus it can be decomposed under
the boundary O(d, 1) into four symmetric tensors of rank s, s − 1, s − 2 and s − 3. In the
same way, the corresponding Fronsdal gauge parameter is an O(d, 2)-covariant rank-(s−1)
tensor which can be decomposed into two boundary symmetric tensors of rank s − 1 and
s−2. Let dr denote6 the number of components of a boundary symmetric tensor of rank r.
The number of physical degrees of freedom of the spin-s on-shell bulk gauge field is equal
to
(ds + ds−1 + ds−2 + ds−3)− 2 (ds−1 + ds−2) , (6.1)
where we removed twice the number of components of the gauge parameters since the field
is on-shell. This matches the number of physical degrees of freedom of a spin-s off-shell
boundary field h¯(s) with gauge symmetries (2.16) :
ds − (ds−1 + ds−2 − ds−3) , (6.2)
where ds−3 corresponds to the number of overlapping degrees of freedom between ǫ¯
(s−1)
and α¯(s−2). The number of independent gauge parameters were removed just once since we
are considering an off-shell counting.
This simple counting argument should be extended to a non-trivial match between the
Lorentz-covariant quadratic terms in the effective action computed here and the on-shell
bulk Fronsdal actions with appropriate boundary counter-terms. This computation would
be also of interest in order to compare directly the gauge symmetries on the bulk/boundary
sides, as well the anomalies arising from the IR/UV regularizations. Indeed, the full sym-
metry group of the boundary data at quantum level has been identified with the group
of unitary operators. Comparison with the Vasiliev gauge group is not straightforward
because our gauge fields are metric-like and not frame-like. We leave all these issues for a
future work.
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A Notations and useful formulas
A.1 Generating functions
Symmetric tensors f (s)µ1···µs of different rank s are contracted with auxiliary variable u
µ to
form a generating function f(x, u) of these tensors:
f(x, u) :=
∞∑
s=0
f (s)(x, u) , f (s)(x, u) :=
1
s!
f (s)µ1···µs(x)u
µ1 · · · uµs , (A.1)
where the s-th order term u is written with the superscript (s). The contraction 〈 f(x) | g(x) 〉
of two generating functions f and g is defined by the sum of the contractions of all of their
tensors:
〈 f(x) | g(x) 〉 :=
∞∑
s=0
1
s!
f (s)µ1···µs(x) g
(s)µ1···µs(x) , (A.2)
and we define in addition a scalar product by
〈〈 f | g 〉〉 :=
∫
ddx 〈 f(x) | g(x) 〉 . (A.3)
A.2 Higher-spin curvatures
The spin-s curvature of Weinberg [44] is a mixed-symmetry tensor in the antisymmetric
convention (generalizing thereby the linearized Riemann tensor of s = 2) and is defined
with the aid of the curl operator πµν :
πµν =
∂
∂xµ
∂
∂uν
− ∂
∂xν
∂
∂uµ
, (A.4)
as
R(s)µ1ν1···µsνs(x) := πµ1ν1 · · · πµsνs h(s)(x, u) = ∂[µs · · · ∂[µ1 h
(s)
ν1]···νs]
(x) , (A.5)
such that R(s) is invariant under the gauge transformation, δ hµ1···µs = ∂(µsεµ1···µs−1). In
the text, we have used the spin-s curvature of deWit and Freedman [45] which is a mixed-
symmetry tensor in the symmetric convention (generalizing thereby the linearized Jacobi
tensor of s = 2) defined via two auxiliary variables as
R(s)(x, v, w) :=
1
s!
R(s)µ1ν1···µsνs(x) v
µ1 · · · vµs wν1 · · ·wνs
=
1
s!
(
v · ∂xw · ∂u − w · ∂x v · ∂u
)s
h(s)(x, u) , (A.6)
R(x, v, w) :=
∞∑
s=0
R(s)(x, v, w) = ev·∂x w·∂u−w·∂x v·∂u h(x, u)
∣∣∣
u=0
. (A.7)
It enjoys the following properties:
R(s)(x,w, v) = (−1)sR(s)(x, v, w) ,
w · ∂v R(x, v, w) = v · ∂w R(x, v, w) = 0 . (A.8)
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A.3 Weyl/Wigner quantization
TheWeyl/Wigner quantization [46] is a method for systematically associating a (pseudo)differential
operator with a distribution in phase space. It offers a classical-like formulation of quantum
mechanics using real functions on phase space as observables and the Wigner function as
an analogue of the Liouville density function.
The Weyl map associates to a distribution f a Weyl(i.e. symmetric)-ordered operator
Fˆ defined by
Fˆ =
∫
ddk ddy
(2π)d
F(k, y) ei (k·Xˆ−y·Pˆ ) , (A.9)
where F is the Fourier transform of f over the whole phase space:
F(k, y) =
∫
ddx ddp
(2π)d
f(x, p) e−i (k·x−y· p) , (A.10)
and the function f(x, p) is called the Weyl symbol of the operator Fˆ . The inverse of the
Weyl map is called the Wigner map:
f(x, p) =
∫
ddy 〈x− y/2 | Fˆ | x+ y/2 〉 ei y·p . (A.11)
A nice property of the these maps is that it relates the complex conjugation ∗ of symbols
to the Hermitian conjugation † of operators. Consequently, the image of a real function is
a Hermitian operator.
The Moyal product ⋆ is the pull-back of the composition product in the algebra of
quantum observables with respect to the Weyl map, such that the latter becomes an
isomorphism of associative algebras. The Wigner map (A.11) allows to check that the
following explicit expression of the Moyal product:
f(x, p) ⋆ g(x, p) = e
i
2
(∂x1· ∂p2−∂x2· ∂p1 ) f(x1, p1) g(x2, p2)
∣∣∣x1=x2=x
p1=p2=p
. (A.12)
The trace of an operator is given by integral of its Weyl symbol over phase space:
Tr[ Fˆ ] =
∫
ddx ddp
(2π)d
f(x, p) , (A.13)
and the trace formula for a product of operators leads to
Tr[ Fˆ Gˆ ] =
∫
ddx ddp
(2π)d
f(x, p) ⋆ g(x, p) =
∫
ddx ddp
(2π)d
f(x, p) g(x, p) . (A.14)
A.4 Special functions
Several useful definitions and formulas for Bessel function are collected here in order to be
self-contained.
The Bessel function of first kind can be defined as a series by
Jν(z) :=
∞∑
m=0
(−1)m
m! Γ(ν +m+ 1)
(z
2
)2m+ν
, (A.15)
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and is related to the modified Bessel function Iν by
Iν(z) := i
−ν Jν(i z) . (A.16)
For integer order ν = n, Jn and In can be generated as
e
z
2
(t− 1
t
) =
∞∑
n=−∞
Jn(z) t
n , e
z
2
(t+ 1
t
) =
∞∑
n=−∞
In(z) t
n . (A.17)
The Bessel function Jν admits also the following integration identity:∫ π
2
0
dθ sinµ+1 θ Jµ(z1 sin θ) cos(z2 cos θ) =
=
√
π
2
zµ1
(√
z21 + z
2
2
)−(µ+ 1
2
)
Jµ+ 1
2
(√
z21 + z
2
2
)
[Re(µ) > −1] . (A.18)
The Lommel’s expansion of the Bessel function is given by
(z + ω)−
ν
2 Jν(
√
z + ω) =
∑
k=0
(−12 ω)k
k!
z−
µ+k
2 Jν+k(
√
z) , (A.19)
and the addition theorem gives
Z−ν Jν(Z) = 2
ν Γ(ν)
∞∑
m=0
(ν +m) z−ν1 Jν+m(z1) z
−ν
2 Jν+m(z2)C
ν
m(cos θ) , (A.20)
where Z2 = z21 + z
2
2 + 2 z1 z2 cos θ and C
ν
m is the Gegenbauer polynomial defined by
Cνm(z) =
[m
2
]∑
k=0
(−1)k (ν)m−k
m! (m− 2k)! (2 z)
m−2k [ν > − 1
2
, ν 6= 0] . (A.21)
The Gegenbauer polynomial satisfies the following differential equation:[(
1− z2) d2
dz2
− (2 ν + 1) z d
dz
+m(m+ 2 ν)
]
Cνm(z) = 0 . (A.22)
B Computational appendices
B.1 Inverse map of the projection-like operator
To check whether Π−1d (q, ∂x) (2.11) is really the inverse of Πd(q, ∂x) (2.9), we compute
directly Π−1d (q, ∂x)Πd(q, ∂x) :
Π−1d (q, ∂x)Πd(q, ∂x) =
∞∑
m,n=0
1
(q · ∂q + d−12 − 2m)m (−q · ∂q − d−52 + 2m)n
(
1
4 P (q, ∂x)
)m+n
m!n!
=
∞∑
N=0
cN (q · ∂q + d−32 )
N !
(
1
4
P (q, ∂x)
)N
, (B.1)
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and Πd(q, ∂x)Π
−1
d (q, ∂x) :
Πd(q, ∂x)Π
−1
d (q, ∂x) =
∞∑
m,n=0
1
(−q · ∂q − d−52 )m (q · ∂q + d−12 − 2N)n
(
1
4 P (q, ∂x)
)m+n
m!n!
=
∞∑
N=0
dN (q · ∂q + d−32 )
N !
(
1
4
P (q, ∂x)
)N
, (B.2)
where we collected terms of the same order in P with coefficients cN (x) and dN (x) as series:
cN (x) =
N∑
n=0
(
N
n
)
1
(x− 2n+ 1)n (−x+ 2n+ 1)N−n ,
dN (x) =
N∑
n=0
(
N
n
)
1
(x+ 1)n (−x+ 2N + 1)N−n . (B.3)
Finally one can show with a help of Mathematica that
cN (x) = dN (x) = δN,0 . (B.4)
B.2 Expression by higher-spin curvature tensors
Here we prove the equation
f([∂v∂w]) e
1
2
〈 [vw] [xy] 〉
∣∣∣
v=w=0
=
∫ ∞
0
dt t e−t f(−t [xy]) , (B.5)
which was used in equation (4.32). First write f([∂v∂w]) as
f([∂v∂w]) =
∫
dµ(A) f˜(A) e
i
2
〈A [∂v∂w ] 〉. (B.6)
Then use the notation V := v ⊕ w and define the two 2d× 2d matrices:
B = i
(
0 A
−A 0
)
, S =
(
0 [xy]
−[xy] 0
)
, (B.7)
so that
i 〈A [∂v∂w] 〉 = ∂V tB ∂V , 〈 [vw] [xy] 〉 = V t S V . (B.8)
Next, we express the above expression using a Gaussian integral as
e
i
2
〈A [∂v∂w] 〉 e
1
2
〈 [vw] [xy] 〉
∣∣∣
v=w=0
= e
1
2
∂V
tB ∂V e
1
2
V t S V
∣∣∣
V=0
= (detB)−
1
2
∫
d2dX
πd
e−
1
2
Xt B−1X+X·∂V (detS)−
1
2
∫
d2dY
πd
e−
1
2
Y t S−1 Y+Y ·V
= det(1− S B)− 12 = det(1 + i [xy]A)−1 = e−〈 ln(1+i A [xy] )〉 . (B.9)
By making use of
〈 (A [xy] )n 〉 = 2
[
1
2
〈A [xy] 〉
]n
, (B.10)
we get
e
i
2
〈A [∂v∂w] 〉 e
1
2
〈 [vw] [xy] 〉
∣∣∣
v=w=0
=
1(
1 + i2 〈A [xy] 〉
)2 =
∫ ∞
0
dt t e−t(1+
i
2
〈A [xy] 〉) , (B.11)
and finally we obtain the the desired relation (B.5).
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B.3 Finite part of the effective action
To compute the effective action, we now need to evaluate the following definite integral of
hypergeometric function: ∫ ∞
ε2
dt t−
d−4
2
−1
1F1
(
1;m+
3
2
;− p
2
4
t
)
. (B.12)
To do so, let us first consider the indefinite integral:
∫
dt t−ν−1 1F1
(
1;m+
3
2
;− p
2
4
t
)
=
∞∑
n=0
(−p24 )n
(m+ 32)n
t−ν+n
−ν + n
= − t
−ν
ν
2F2
(
1,−ν;m+ 3
2
, 1− ν;− p
2
4
t
)
[ ν /∈ N ] , (B.13)
where we evaluated the integral by using the series representation of hypergeometric func-
tion 1F1 and re-expressed the result by another hypergeometric function 2F2. To compute
the definite integral (B.12), we need to determine the integration constant which is given
by
lim
t→∞
− t
−ν
ν
2F2
(
1,−ν;m+ 3
2
, 1− ν;− p
2
4
t
)
=
= − π
sin(π ν)
Γ(m+ 32)
Γ(m+ 32 + ν)
(
p2
4
)ν
[ p2 > 0, ν > −1, ν /∈ N ] . (B.14)
For odd d, we obtain (B.12) as
π i
(
− p24
) d−4
2
(m+ 32) d−4
2
+ ε−d+4
∞∑
n=0
(
− p24 ε2
)n
(m+ 32)n (
d−4
2 − n)
. (B.15)
For even d, we consider ν = (d − 4)/2 + ξ and take ξ → 0 limit. The pole ξ−1 from the
indefinite integral (B.13) cancels out the pole from the integration constant (B.14), and we
can take the limit smoothly and obtain (B.12) as
−
(
− p24
) d−4
2
(m+ 32) d−4
2
[
ψ
(
m+
d− 1
2
)
+ ln
(
p2
4
ε2
)]
+ ε−d+4
∞∑
n 6= d−4
2
,n=0
(
− p24 ε2
)n
(m+ 32)n (
d−4
2 − n)
.
(B.16)
B.4 Two-point correlation function
The generating function of two-point function can be expanded by using successively the
Newton’s binomial series as
1
[(x2 + q2)2 − 4 (x · q)2] d−22
=
1
(x2 + q2)d−2
∞∑
m=0
(
m+ d−42
m
)(
4
(x · q)2
(x2 + q2)2
)m
=
1
(x2)d−2
∞∑
m=0
(
−(x · q)
2
x2 q2
)m ∞∑
n=m
(
− q
2
x2
)n
bm,n , (B.17)
– 35 –
with
bm,n = 4
m
(
m+ d−42
m
)(
n+m+ d− 3
n−m
)
. (B.18)
On the other hand, one can show, by induction, how P (q, ∂x) := [(q · ∂x)2 − q2 ∂2x]/4 acts
on (x2)−d+2:
Pn(q, ∂x)
1
(x2)d−2
=
n∑
m=0
(
n
m
)
(d− 2)n+m
(
d− 1
2
+m
)
n−m
(x · q)2m (−q2)n−m
(x2)d−2+n+m
. (B.19)
Then an arbitrary series of P (q, ∂x) acts on (x
2)−d+2 as(
∞∑
n=0
an P
n(q, ∂x)
)
1
(x2)d−2
=
1
(x2)d−2
∞∑
m=0
(
−(x · q)
2
x2 q2
)m ∞∑
n=m
(
− q
2
x2
)n
×
× an
(
n
m
)
(d− 2)n+m
(
d− 1
2
+m
)
n−m
, (B.20)
and this series coincides to (B.17) with the choice of an as
an =
1
n! (d−12 )n
. (B.21)
In fact, this coefficient an gives the Bessel function and we obtain (4.67).
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