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1 Introduction
Let A denote the mod 2 Steenrod algebra. Let X be a stable complex in the sta-
ble category ([1]). Let H∗(X) andH
∗(X) denote respectively the mod 2 reduced
homology and cohomology of X . The Ext groups Ext∗,∗A (H
∗(X),Z/2), which
will be simply denoted by Ext∗,∗A (X), form the E2 term of the mod 2 Adams spec-
tral sequence (to be abbreviated as ASS) for computing the 2-primary stable ho-
motopy groups piS∗ (X) of X ([1,2]). In the case X = S
0, the sphere spectrum in
stable dimension zero, the Ext groups Ext∗,∗A (H
∗(S0),Z/2) = Ext∗,∗A (Z/2,Z/2)
will be simply denoted by Ext∗,∗A , and the 2-primary stable homotopy groups
piS∗ (S
0) by piS∗ .
For each i ≥ 0, let hi ∈ Ext
1,2i
A = Ext
1,2i
A (Z/2,Z/2) be the class correspond-
ing to the generator Sq2
i
∈ A. It is also known that h2i 6= 0, h
3
i 6= 0 for all
i ≥ 0 ([1]). The classes h0, h1, h2, and h3 are known to detect homotopy ele-
ments 2ι ∈ piS0 , η ∈ pi
S
1 , ν ∈ pi
S
3 , and σ ∈ pi
S
7 , where η, ν, and σ are the three
Hopf classes. So h20, h
2
1, h
2
2, and h
2
3 detect respectively the homotopy elements
4ι = (2ι)2, η2, ν2, and σ2, and h30, h
3
1, h
3
2, and h
3
3 detect respectively the homo-
topy elements 8ι = (2ι)3, η3, ν3, and σ3. (All of these homotopy elements are
non-zero in piS∗ ([21, 22])) J. F. Adams also proves in [1] that for each i > 3, hi
does not detect homotopy elements in piS∗ by showing that
d2(hi) = h
2
i−1h0 6= 0 for i ≥ 4 in the ASS for pi
S
∗ .(1.1)
So it is not immediate whether h2i detect homotopy elements for i ≥ 4. Any
homotopy element in piS2i+1−2 for i ≥ 1 which is detected by h
2
i is denoted by
θi. θi, if exists, is known as a Kervaire invariant element [7, 14]. Thus, η
2 = θ1,
ν2 = θ2, and σ
2 = θ3. Mahowald and Tangora prove in [19] that h
2
4 does detect
homotopy elements in piS30. That is, there exists a θ4. In fact they have shown
that piS30 = Z/2(θ4). So 2θ4 = 0. Barratt, Jones, and Mahowald prove in [4]
that h25 also detects homotopy elements in pi
S
62. Kochman and Mahowald have
shown in [15] that there actually exists a θ5 with 2θ5 = 0. Recently, M. Hill,
M. Hopkins, and D. Ravenel have shown that h2i does not detect homotopy
elements for i ≥ 7. The status of h26 is still open.
For the family {h3i }i≥0, h
3
0, h
3
1, h
3
2, and h
3
3 are known to detect homotopy
elements as already mentioned above. Barratt, Mahowald, and Tangora have
shown in [4] that h34 detects homotopy elements in pi
S
45. W. H. Lin have shown
in [17] that h37 does not detect homotopy elements. More precisely, Lin proves
that d4(h
3
7) is essentially h
3
0g5 6= 0 in the ASS for spheres. We refer to [17]
for the details of this “essentiality.” Here we recall [17] that for each i ≥ 1,
there is a non-zero class gi ∈ Ext
4,2i+3+2i+2
A , and Ext
4,2i+3+2i+2
A = Z/2(gi). It
is known ([24]) that h20g1 6= 0, h
2
0g2 6= 0, and h
3
0g1 = 0, h
3
0g2 = 0. Lin has
shown in [17] that h30g5 6= 0 as has just been mentioned above. If one can show
h30gi−2 6= 0 for i ≥ 8, then Lin’s method in [17] actually also proves that d4(h
3
i )
is essentially h30gi−2 for all i ≥ 8. He also remarks in [17] that his method does
not include the cases i = 5 and 6. In [13] Kan has shown that h30g3 6= 0 and
that d4(h
3
5) = h
3
0g3 6= 0 in the ASS for spheres.
It is the purpose of this paper to show the following.
Theorem 1.2. In the mod 2 Adams spectral sequence for spheres, d4(h
3
6) = h
3
0g4 6= 0
in Ext7,195A .
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This together with [4, 13, 17, 21, 22] mentioned above completely settle the dif-
ferentials of the h3i family.
The plan for this paper goes as follows. We will prove the following Ext
group result in section 3.
(1.3) h30g4 6= 0 in Ext
7,195
A .
Granting this, in section 2 we will outline the proof of the following result.
Theorem 1.4. h30g4 is a boundary in the ASS for spheres.
In section 3 we will also prove the following Ext group results.
Proposition 1.5. (1) Exts,s+189A = 0 for 0 ≤ s ≤ 2.
(2) Exts,s+189A = Z/2(h
s−3
0 h
3
6) for 3 ≤ s ≤ 4.
(3) Ext5,194A = Z/2(h
2
0h
3
6)⊕ Z/2(h1g4).
In section 4 we will compute the stable homotopy groups piS62(P
62
46 ) and pi
S
62(P
62
47 )
(P lk are the stunted projective spaces) which we need to complete the proof of
Theorem 1.4. In section 5 we will complete the proof of Theorem 1.4, and also
prove the following results in the ASS for spheres.
Proposition 1.6. In the ASS for spheres, dr(h
3
6) = 0 ∈ Ext
3+r,191+r
A for 2 ≤
r ≤ 3.
Proposition 1.7. In the ASS for spheres, d2(h1g4) 6= h
3
0g4.
Proof of Theorem 1.2. By Theorem 1.4 dr(α) = h
3
0g4 for some α ∈ Ext
7−r,196−r
A ,
2 ≤ r ≤ 7. From 1.6, 1.7, and from the fact that h0 is an infinite cycle in the ASS
for spheres, it is easy to see that d2(h
2
0h
3
6) = 0, d2(h1g4) 6= h
3
0g4, d3(h0h
3
6) = 0.
So by Proposition 1.5, the only possibility is d4(h
3
6) = h
3
0g4. This completes the
proof of Theorem 1.2.
2
2 Outline of the proof of Theorem 1.4
We recall again that in the stable homotopy groups piS∗ = pi
S
∗ (S
0), there exist
homotopy elements θ4 ∈ pi
S
30 = Z/2 and θ5 ∈ pi
S
62 detected respectively by h
2
4
and h25 in the ASS for pi
S
∗ , with 2θ4 = 0, 2θ5 = 0 ([4, 15, 19]). Throughout this
paper we fix a θ5 with 2θ5 = 0. We also assume that there exists a θ6 ∈ pi
S
126.
(Recall that it is still not known whether θ6 exists or not.) Our proof of the
main theorem is more conveniently presented when θ6 is assumed to be existent.
The method of our proof can be modified to work without the knowledge of θ6,
and this will be given in section 6 of the paper. Again, in what follows, we fix
a θ6.
A key step in Kan’s proof of the result d4(h
3
5) = h
3
0g3 in his thesis [13] is to
show that θ4θ5 ∈ pi
S
92 is non-zero and is detected by h
2
0g3 ∈ Ext
6,98
A . Our proof of
Theorem 1.4 is based on a similar result which is Theorem 2.2 below. To state it,
we recall ([16]) that for each i ≥ 0, there is a non-zero classD3(i) ∈ Ext
4,2i+6+2i
A .
Consider the classes h20g4 and h
2
5D3(1) in Ext
6,194
A . In section 3 we will show
the following Ext group result.
(2.1) h20g4 6= 0, h
2
5D3(1) 6= 0, and they are linearly independent in Ext
6,194
A .
The main work of this section is to prove the following theorem.
Theorem 2.2. θ5θ6 in pi
S
188 is detected by h
2
0g4 + εh
2
5D3(1) 6= 0 in Ext
6,194
A ,
where ε = 0 or 1.
From this we will deduce Theorem 1.4 at the end of this section.
Remark 2.3. From Proposition 1.5 and Proposition 1.6, we see h20g4+εh
2
5D3(1)
is not a boundary in the ASS for piS∗ .
Theorem 2.2 is a consequence of Theorem 2.17 later, which is a result about
the stable homotopy group piS188(P ) parallel to the result about pi
S
188 in Theorem 2.2
above. Here P is the suspension spectrum of the infinite real projective space
P∞. We need to recall the Kahn-Priddy theorem ([12]) in order to state
Theorem 2.17, and also to see what the “parallel” is. In the next few para-
graphs we do this recalling.
For any integer n ≥ 0, the real projective space Pn is the space of all lines
in Rn+1 through the origin. There is an inclusion Pn ⊂ Pn+1 induced by the
natural inclusion Rn+1 ⊂ Rn+2. Regard Pn as a subspace of Pn+1 with this
inclusion for each n ≥ 0, and let P∞ = ∪∞n=0P
n. The suspension spectrum of
the space Pn is also denoted by Pn, and the suspension spectrum of the space
P∞ is denoted by P as mentioned above.
For any integer n ≥ 0 there is a space map Σn+1Pn
tn−→ Sn+1 which is called
the nth transfer map. These transfer maps are compatible with respect to n,
inducing a stable map P
t
−→ S0, called the transfer map, from the spectrum P
to the sphere spectrum S0. These are described in (2.5) through Definition 2.9
below.
Given a point L ∈ Pn, which is a line through the origin of Rn+1, let L⊥ be
the n-dimensional hyperplane through the origin of Rn+1 that is perpendicular
to L, and let Rn+1
rL−→ Rn+1 be the map which is the reflection with respect to
L⊥. Then rL is an element of O(n+1), the group of orthogonal transformations
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from Rn+1 to itself. Clearly the map Pn
rn−→ O(n+1) defined by rn(L) = rL is
continuous for each n. Note that
rn(L) ∈ O(n+ 1)− SO(n+ 1) ∀L ∈ P
n,(2.4)
where SO(n + 1) ⊂ O(n + 1) is the subgroup of orthogonal transformations
of determinant 1. These maps are compatible with respect to n in the sense
that the following diagram, where the vertical maps are obvious inclusions, is
commutative:
Pn
rn //

O(n+ 1)

Pn+1
rn+1 // O(n+ 2)
(2.5)
Sn+1 can be regarded as Rn+1 ∪ {∞}, the one-point compatification of Rn+1.
Then each element in O(n + 1) can be thought as a continuous function from
Sn+1 = Rn+1 ∪ {∞} to itself, sending ∞ to ∞. The (n + 1)-fold loop space
Ωn+1Sn+1 is the function space of all the maps from Sn+1 to itself preserving
the base point∞. Thus we get a natural map O(n+1)
in−→ Ωn+1Sn+1 for each n,
and these maps are compatible with respect to n in the sense that the following
diagram, where the vertical maps are obvious inclusions, is commutative:
O(n)
in−1 //

ΩnSn

O(n+ 1)
in // Ωn+1Sn+1
(2.6)
Note that
(2.7) Pn
inrn−−−→ Ωn+1Sn+1 maps Pn to the “−1” component of Ωn+1Sn+1 by
(2.4), since each element of O(n + 1) − S(n + 1) when considered as a
self-map of Sn+1 is a degree −1 map.
From (2.5) and (2.6) we have the following commutative diagram.
Pn
rn //

O(n+ 1)
in //

Ωn+1Sn+1

Pn+1
rn+1 // O(n+ 2)
in+1 // Ωn+2Sn+2
Definition 2.8. The nth transfer map Σn+1Pn
tn−→ Sn+1 is the (n + 1)-fold
adjoint map to Pn
inrn−−−→ Ωn+1Sn+1.
It is clear that tn is also compatible with respect to n in the sense that the
following diagram, where the left vertical map is the obvious inclusion, is com-
mutative:
Σn+2Pn
Σtn //

ΣSn+1
Σn+2Pn+1
tn+1 // Sn+2
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Definition 2.9. The family of nth transfer maps {tn} induces a stable map
P
t
−→ S0 from the suspension spectrum P to the sphere spectrum S0. This map
t is called the transfer map.
Consider the induced map piS∗ (P )
t#
−→ piS∗ of P
t
−→ S0. Kahn-Priddy theorem
([12]) says that t# is onto in the 2-primary components for ∗ > 0. This (Kahn-
Priddy theorem) is seen as follows. Take the (n+ 1) loop map
Ωn+1Σn+1Pn
Ωn+1tn−−−−−→ Ωn+1Sn+1(2.10)
of the nth transfer map Σn+1Pn
tn−→ Sn+1. Let (Ωn+1Sn+1)−1 be the “−1”
component of Ωn+1Sn+1 as mentioned in (2.7). Let Ω∞P = limnΩ
n+1Σn+1Pn,
Ω∞S0 = limnΩ
n+1Sn+1 and (Ω∞S0)−1 = limn(Ω
n+1Sn+1)−1. Letting n −→
∞ we get a space map
Ω∞P
Ω∞t
−−−→ Ω∞S0.(2.11)
The stable homotopy groups piS∗ (P ) (resp. pi
S
∗ ) is one-to-one correspondent to the
unstable homotopy groups pi∗(Ω
∞P ) (resp. pi∗(Ω
∞S0)), and the group homo-
morphism piS∗ (P )
t#
−→ piS∗ corresponds to the induced homomorphism pi∗(Ω
∞P )
(Ω∞t)#
−−−−−→
pi∗(Ω
∞S0). Note that
(2.12) pi∗(Ω
∞S0) is equal to pi∗((Ω
∞S0)−1) for all ∗ > 0.
By Sullivan’s theory of localization ([23]) there is a space 2(Ω
∞S0)−1 whose
homotopy groups are 2-primary, and also a map (Ω∞S0)−1
L
−→ 2(Ω
∞S0)−1 such
that pi∗((Ω
∞S0)−1)
L#
−−→ pi∗(2(Ω
∞S0)−1) is a 2-primary isomorphism for all
∗. Let Ω∞S0
p
−→ (Ω∞S0)−1 be the projection to the “−1” component. Then
Kahn-Priddy theorem says the following composite
Ω∞P
Ω∞t
−−−→ Ω∞S0
p
−→ (Ω∞S0)−1
L
−→ 2(Ω
∞S0)−1
is a retraction map. That is, there is a map 2(Ω
∞S0)−1
i
−→ Ω∞P such that the
composite 2(Ω
∞S0)−1
i
−→ Ω∞P
LpΩ∞t
−−−−→ (Ω∞S0)−1 is homotopic to the identity
map. Therefore Ω∞P
Ω∞t
−−−→ Ω∞S0 induces a homomorphism piS∗ (P )
t#
−→ piS∗ that
is surjective on the 2-primary homotopy groups for ∗ > 0. Summarizing, we
have the following result.
(2.13) Given a 2-primary homotopy element α ∈ piS∗ with order k ≥ 1 for ∗ > 0.
Then there exists an element β ∈ piS∗ (P ) also with order k, such that
t#(β) = α.
The transfer map P
t
−→ S0 also induces an Ext group map
Exts,tA (P )
t∗−→ Exts+1,t+1A .(2.14)
This Ext group map (2.14) is a realization of the map piS∗ (P )
t#
−→ piS∗ . The
algebraic Kahn-Priddy theorem by Lin [18] says that t∗ is also onto for t−s > 0.
In particular we have the following.
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(2.15) For n ≥ 1 there exists a class ĥn ∈ Ext
0,2n−1
A (P ) such that t∗(ĥn) = hn.
So t∗(ĥnhn) = h
2
n. In fact it is easy to see that Ext
0,2n−1
A (P ) = Z/2(ĥn),
and Ext1,2
n+1−1
A (P ) = Z/2(ĥnhn), for n ≥ 1.
There is a result in piS∗ (P ) that is parallel to Theorem 2.2 by Kahn-Priddy
theorem. To describe the result in piS∗ (P ) which is Theorem 2.17 below, first we
note the following observation.
(2.16) Suppose there is an element θn ∈ pi
S
2n+1−2 detected by h
2
n in the ASS
for piS∗ with 2θn = 0. Then by (2.13) and (2.15) there exists an element
θ̂n ∈ pi
S
2n+1−2(P ) detected by ĥnhn such that t#(θn) = θ̂n and 2θ̂n =
0. By dimensional reason, θ̂n ∈ pi
S
2n+1−2(P ) can be pulled back to an
element in piS2n+1−2(P
2n+1−2), which will also be denoted by θ̂n.
We already know there exist θ4 ∈ pi
S
30 and θ5 ∈ pi
S
62 with 2θ4 = 0, 2θ5 = 0,
so by (2.16) there exist θ̂4 ∈ pi
S
30(P ) and θ̂5 ∈ pi
S
62(P ) with 2θ̂4 = 0, 2θ̂5 = 0.
Also, these latter θ̂4 and θ̂5 have pullbacks θ̂4 ∈ pi
S
30(P
30) and θ̂5 ∈ pi
S
62(P
62)
respectively. We will see in a moment ((2.18) below) that these pullbacks θ̂4,
θ̂5 do not have 2θ̂4 = 0, 2θ̂5 = 0. Throughout this paper we fix a θ4 ∈ pi
S
30, a
θ5 ∈ pi
S
62 with 2θ4 = 0, 2θ5 = 0, and a θ̂4 ∈ pi
S
30(P ), a θ̂5 ∈ pi
S
62(P ) with 2θ̂4 = 0,
2θ̂5 = 0. We also fix a pullback θ̂4 ∈ pi
S
30(P
30), and a pullback θ̂5 ∈ pi
S
62(P
62).
In [16] it is shown that for each i ≥ 1 there is a non-zero class ĝi ∈
Ext3,2
i+3+2i+2−1
A (P ) with t∗(ĝi) = gi ∈ Ext
4,2i+3+2i+2
A where t∗ is as in (2.14). In
section 3 we will show that ĝ4 ∈ Ext
3,191
A (P ) pulls back to a class in Ext
3,191
A (P
62),
which is also denoted by ĝ4. There is a class ĥ5 ∈ Ext
1,32
A (P ) by (2.15). It is clear
that ĥ5 ∈ Ext
1,32
A (P ) pulls back uniquely to a class in Ext
1,32
A (P
62), which is also
denoted by ĥ5. We will see in a moment that ĝ4h
2
0, ĥ5h5D3(1) ∈ Ext
5,193
A (P
62)
are linearly independent. The following is the result in piS∗ (P ) parallel to
Theorem 2.2.
Theorem 2.17. Let θ̂5 ∈ pi
S
62(P
62) be as in (2.16). In piS188(P
62), θ̂5θ6 6= 0 and
is detected in the ASS for piS∗ by a class
τ = ĝ4h
2
0,+εĥ5h5D3(1) + τ 6= 0 in Ext
5,193
A (P
62)
where ε = 0 or 1. Here τ ∈ Ext5,193A (P
62) is a class such that t∗(τ ) = 0 in
Ext6,194A . Moreover, t∗(ĝ4h
2
0) = h
2
0g4, and t∗(ĥ5h5D3(1)) = h
2
5D3(1).
We remark that t∗ in Theorem 2.17 is the restriction to P
62 of the t∗ in (2.14).
And also note that from (2.1) and Theorem 2.17 we see that the classes ĝ4h
2
0,
ĥ5h5D3(1), and τ are linearly independent in Ext
5,193
A (P
62) (if τ 6= 0), because
t∗(ĝ4h
2
0) = h
2
0g4, t∗(ĥ5h5D3(1)) = h
2
5D3(1), and t∗(τ ) = 0. It is easy to see then
that Theorem 2.2 is a direct consequence of Theorem 2.17 and Remark 2.3.
To prove Theorem 2.17 we will need to recall a well-known result on the
stable liftings of the stable map S62
2θ̂5−−→ P 62, and to make an analysis on
the “Adams’ filtration” of the homotopy element θ̂5θ6 ∈ pi
S
188(P
62) which is
represented by the composite S188
θ6−→ S62
θ̂5−→ P 62. These are recalled in the
next few paragraphs.
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First note that the stable map S62
2θ̂5−−→ P 62 is non-zero, because ĥ5h0h5 ∈
Ext2,64A (P
62) is a non-zero infinite cycle detecting 2θ̂5 in the ASS for pi
S
∗ (P
62).
In general, we have the following.
(2.18) If S2
i+1−2 θ̂i−→ P 2
i+1−2 is a lifting of a Kervaire invariant element S2
i+1−2 θi−→
S0 with 2θi = 0 (i ≥ 4), then the stable map S
2i+1−2 2θ̂i−−→ P 2
i+1−2 is non-
zero as 2θ̂i ∈ pi
S
2i+1−2(P
2i+1−2) is detected in the ASS for piS∗ (P
2i+1−2)
by ĥih0hi.
For 0 ≤ l ≤ m, we say a stable map Sm
ϕ
−→ Pm can be lifted to P l if there is a
stable map Sm
ψ
−→ P l such that the composite Sm
ψ
−→ P l
i
−→ Pm is ϕ as shown
in the following diagram (2.19), where P l
i
−→ Pm is the inclusion map. ψ is said
to be a lifting of ϕ to P l.
P l
i

Sm
ϕ //
ψ
<<③③③③③③③③
Pm
(2.19)
The result we are going to use is the following.
Proposition 2.20. The stable map S62
2θ̂5−−→ P 62 can be lifted to P 51 and no
further.
The proof of Proposition 2.20 is based on the theory of vector fields on spheres.
We recall this theory as follows.
For each n ≥ 1, a non-zero vector field on Sn−1 is a continuous map Sn−1
σ
−→
Sn−1 such that σ(v) ⊥ v for all v ∈ Sn−1. A set of non-zero vector fields
{σ1, · · · , σr} on S
n−1 is said to be linearly independent if the set of vectors
{σ1(v), · · · , σr(v)} is linearly independent for all v ∈ S
n−1. In the case where
there is a linearly independent set {σ1, · · · , σr} of vector fields on S
n−1, we say
Sn−1 admits an r-field.
(2.21) Given an integer n ≥ 2, write n = 2b(2a+ 1), and let b = c+ 4d, where
0 ≤ c ≤ 3. Let ρ(n) = 2c + 8d. It is classical that for each n ≥ 2, Sn−1
admits a (ρ(n)− 1)-field. ([10])
J. F. Adams proves the following result in [3].
Theorem 2.22. Let ρ(n) be as defined in (2.21). Sn−1 does not admit a ρ(n)-
field.
For n ≥ 1, the Whitehead square [ιn, ιn] = ωn ∈ pi2n−1(S
n) is the homotopy
element of the following composite of maps,
S2n−1
σ
−→Sn ∨ Sn
F
−→ Sn,
where σ is the attaching map of the top cell of Sn × Sn = (Sn ∨ Sn) ∪σ e
2n,
and F is the folding map. We say ωn can be desuspened r times or ωn is an
r-fold suspension (for r ≥ 0), if there is a map S2n−1−r
ω̂n−−→ Sn−r such that
[Σrω̂n] = ωn. The problem of how far can ωn be desuspended is connected to
the vector field problem on the spheres in the following content as shown in [11].
7
Theorem 2.23. Given an integer r ≥ 0 with r ≤ n. If Sn admits an r-field
then ωn is an r-fold suspension. Conversely if ωn is an r-fold suspension, and
if n > 2r, then Sn admits an r-field.
For n ≥ 1 with n ≤ 5, let m = 2n+1 − 2, consider a space map Σm+1Sm
2θ̂n−−→
Σm+1Pm (which is within the stable range) that represents 2θ̂n ∈ pi
S
m(P
m). We
refer to [5] for the following.
(2.24) For r < m+22 , ωm+1 can be desuspended r times if and only if there
is a lifting Σm+1Sm
ψ
−→ Σm+1Pm−r of the stable map Σm+1Sm
2θ̂n−−→
Σm+1Pm.
Combining the results in Theorem 2.22, Theorem 2.23, and (2.24), we have the
following
Corollary 2.25. There is a (stable) lifting S2
n+1−2 ψ−→ P 2
n+1−2−k of S2
n+1−2 2θ̂n−−→
P 2
n+1−2 if and only if k ≤ ρ(2n+1)− 1.
When n = 5, ρ(64) = 12, so Proposition 2.20 is a special case of Corollary 2.25.
Next we define “Adams’ filtration” AF (α) of a homotopy element α ∈ piS∗ (X)
as follows.
Let K be the Eilenberg-MacLane spectrum K(Z/2), that is, piS0 (K) = Z/2
and piS∗ (K) = 0 for ∗ 6= 0. Given a stable complex X , recall that the mod
2 Adams resolution of X consists of the followings: for each s ≥ 0 there is
a spectrum Xs, a map Xs+1
ps+1
−−−→ Xs, a set of integers Is ⊂ N, a spectrum
Ks = ∨q∈IsΣ
qK, and a map Xs
fs
−→ Ks, such that X0 = X , and for each s ≥ 0,
the map Xs
fs
−→ Ks induces epimorphism on the mod 2 cohomology, and there
is a cofibration sequence
Xs+1
ps+1
−−−→ Xs
fs
−→ Ks
Given a map Y
ϕ
−→ X , we say AF (ϕ), the Adams’ filtration of ϕ, is l if l ≥ 0
and l is the largest integer such that there is a lifting Y
ϕl
−→ Xl of ϕ to Xl in
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the following tower (l may be ∞):
...

Σ−1Kl
jl+1 // Xl+1
pl+1

fl+1 // Kl+1
Σ−1Kl−1
jl // Xl
pl

fl // Kl
Xl−1
pl−1
fl−1 // Kl−1
...

Σ−1K1
j2 // X2
p2

f2 // K2
Σ−1K0
j1 // X1
p1

f1 // K1
Y
ϕ //
ϕl
<<
X0
f0 // K0
Let Z
ψ
−→ Y be another map, then it is not difficult to show that AF (ϕψ) ≥
AF (ϕ).
In order to prove Theorem 2.17, we have to prove several propositions first.
For any 0 ≤ k ≤ n let Pnk = P
n/P k−1. Let P 62
qk
−→ P 62k be the collapsing map
and P k
ik−→ P 62 be the inclusion map.
Proposition 2.26. For any integer k ≥ 1, the composite of stable maps S62
2ι
−→
S62
θ̂5−→ P 62
qk
−→ P 62k is essential if and only if k ≤ 51.
Proof. The composite S62
2ι
−→ S62
θ̂5−→ P 62
qk
−→ P 62k is zero if and only of
there is a lifting of S62
2θ̂5−−→ P 62 to P k−1 because P 62k = P
62/P k−1. By
Proposition 2.20 such a lifting exists if and only if k − 1 ≥ 51. So the com-
posite S62
2ι
−→ S62
θ̂5−→ P 62
qk
−→ P 62k is zero if and only if k ≥ 52, or equivalently,
the composite S62
2ι
−→ S62
θ̂5−→ P 62
qk
−→ P 62k is essential if and only if k ≤ 51.
This proves Proposition 2.26.
Corollary 2.27. The composite of the stable maps S62
θ̂5−→ P 62
q47
−−→ P 6247 is
essential.
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Proof. By Proposition 2.26, S62
q47(2θ̂5)
−−−−−→ P 6247 is essential, so S
62 q47 θ̂5−−−→ P 6247
must also be essential.
The homotopy element q47θ̂5 ∈ pi
S
62(P
62
47 ) will be described more clearly in
Theorem 2.39 through Proposition 2.41 when we give a concrete result on the
group piS62(P
62
47 ). For this purpose we are going to obtain a partial result on the
Adams filtration AF (q47θ̂5) in Proposition 2.32. To this end we need to consider
a (stable) complex P˜ 62 and also a map P 62
q˜
−→ P˜ 62. These are described in the
next paragraph.
Recall the stable homotopy element θ̂4 ∈ pi
S
30(P ) with 2θ̂4 = 0 in (2.16).
Consider a pullback θ̂4 ∈ pi
S
30(P
31) of θ̂4 ∈ pi
S
30(P ). From the cofibration se-
quence
· · · → Σ−1P32 → P
31 → P → P32 → · · · ,
we have piS30(P
31) ∼= piS30(P ) since pi
S
30(P32) = 0 and pi
S
31(P32) = 0. So 2θ̂4 = 0 ∈
piS30(P
31) also. Now consider the pullback of θ̂4 ∈ pi
S
30(P ) to pi
S
30(P
30) as defined
in (2.16) which has 2θ̂4 6= 0 ∈ pi
S
30(P
30) by (2.18). The composite
S30
2ι
−→ S30
θ̂4−→ P 30
is non-zero. Let P 30
i30−−→ P 31 be the inclusion map, then the composite
S30
2ι
−→ S30
θ̂4−→ P 30
i30−−→ P 31
is zero as already shown above. So S30
i30 θ̂4−−−→ P 31 has an extension h
′
5:
S30 ∪2ι e
31 h
′
5−→ P 31.
Let P 31
i31−−→ P 62 be the inclusion map, and let h5 be the composite
h5 : S
30 ∪2ι e
31 h
′
5−→ P 31
i31−−→ P 62.(2.28)
Definition 2.29. Define P˜ 62 to be the mapping cone Ch5 = P
62 ∪h5 C(S
30 ∪2ι
e31), and define P 62
q˜
−→ P˜ 62 = Ch5 to be the inclusion map.
There are two properties of this complex P˜ 62, which are (2.30) and (2.31) below,
that will be important to our proof later.
(2.30) h5 induces an isomorphism on the mod 2 homology groups H31(S
30 ∪2ι
e31)
(h5)∗
−−−→
∼=
H31(P
62).
Recall from (2.15) that Ext0,31A (P
62) ∼= Ext
0,31
A (P ) = Z/2(ĥ5). Then (2.30)
implies
(2.31) Ext0,31A (P
62)
q˜∗
−→ Ext0,31A (P˜
62) has q˜∗(ĥ5) = 0.
(2.30) is shown as follows. We have the following diagram, where S30
σ
−→
Σ−1P 31 is the attaching map of the top cell of Σ−1P 32, and all other horizontal
maps are cofibrations.
S30
2ι //
nι

mι
xx
S30 //
θ̂4

S30 ∪2ι e
31 //
h
′
5

S31
nι

S30
σ //
2ι
55Σ
−1P 31
Σ−1q // S30
σ // P 30
i30 // P 31
q //
i31

S31
P 62
S30
i30 θ̂4(2ι)
−−−−−→ P 31 is zero implies that there is a pullback S30
nι
−→ S30 of S30
2θ̂4−−→
P 30 for some n ∈ Z, and nι 6= 0 because S30
2θ̂4−−→ P 30 is non-zero. This pullback
nι is subjected to an indeterminancy S30 → Σ−1P 31
Σ−1q
−−−→ S30. Note that the
composite S30
σ
−→ Σ−1P 31
Σ−1q
−−−→ S30 is 2ι. So S30
Σ−1qσ(mι)=2mι
−−−−−−−−−−−→ S30 is an
indeterminancy for any m ∈ Z. Thus we can choose a pullback S30
nι
−→ S30 of
S30
2θ̂4−−→ P 30 with n = 1. By this choice, H31(S
30 ∪2ι e
31;Z)
(h5)∗
−−−→ H31(P
62;Z)
is an isomorphism. This proves (2.30).
We can now prove a partial result on the Adams filtration of S62
q47θ5
−−−→ P 6247 .
Proposition 2.32. AF (q47θ̂5) ≥ 3 for the composite S
62 θ5−→ P 62
q47
−−→ P 6247 .
To prove Proposition 2.32 we will use the following results (2.33) and (2.34). Let
P˜ 46 be the 46-skeleton of P˜ 62. From (2.28) we see that P˜ 62/P˜ 46 = P 6247 . Let
P˜ 62
q′47−−→ P˜ 62/P˜ 46 = P 6247 be the collapsing map. We have the following diagram
consisting of a commutative square together with the map S62
θ̂5−→ P 62:
S62
θ̂5 // P 62
q47 //
q˜

P 6247
P˜ 62
q′47 // P˜ 62/P˜ 46
(2.33)
In section 3 we will prove the following result
(2.34) Ext2,64A (P˜
62) = Z/2(e˜31h5h0) ⊕ Z/2(e47h0h4), and (q
′
47)∗(e˜31h5h5) =
(q′47)∗(e47h0h4) = 0 in Ext
2,64
A (P
62
47 ).
Proof of Proposition 2.32. From (2.33) we see that q47θ̂5 = q
′
47q˜θ̂5. θ̂5 is de-
tected by ĥ5h5 in the ASS for pi
S
∗ (P
62). By (2.31), q˜∗(ĥ5) = 0. This im-
plies AF (q˜θ̂5) ≥ 2. If AF (q˜θ̂5) = 2, then q˜θ̂5 is detected by some class
τ1 ∈ Ext
2,64
A (P˜
62). By (2.34), (q′47)∗(τ1) = 0; soAF (q
′
47q˜θ̂5) ≥ 3. If AF (q˜θ̂5) ≥ 3
then clearly AF (q′47q˜θ̂5) ≥ 3. In both cases we have AF (q47θ̂5) = AF (q
′
47q˜θ̂5) ≥
3. This proves Proposition 2.32.
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We have to describe the map S62
q47 θ̂5
−−−→ P 6247 more precisely than the result in
(2.32) in order to prove Theorem 2.17. First we describe some specific homotopy
elements y, x, w ∈ piS62(P
62
46 ), and v ∈ pi
S
62(P
62
47 ) in (2.35) through (2.38) below.
In (2.35), (2.36), and (2.38) the horizontal sequences are the obvious cofibration
sequences.
(2.35) Define y ∈ piS62(P
62
46 ) as follows. Recall the Hopf classes S
1 η−→ S0 and
S7
σ
−→ S0. Since 2σ2 = 0 and ησ2 = 0, and since P 4846 = (S
46∨S47)∪η∨2ι
e48, there is a coextension σ˜2:
· · · // S46 ∨ S47
i // P 4846
q // S48
η∨2ι // S47 ∨ S48 // · · · .
S62
σ2
OO
σ˜2
aa❈❈❈❈❈❈❈❈
Let y be the composite S62
σ˜2
−→ P 4846
i48−−→ P 6246 , where i48 is the inclusion
map. Then y ∈ piS62(P
62
46 ).
(2.36) Define w ∈ piS62(P
62
46 ) as follows. Consider the subcomplex S
47 ∪σ e
55 ⊂
P 6246 . Since σ(2σ) = 0 there is a non-zero coextension 2σ:
· · · // S47
i′ // S47 ∪σ e55
q′ // S55
σ // S48 // · · · .
S62
2σ
OO
2σ
ee❏❏❏❏❏❏❏❏❏❏
Let w be the composite S62
2σ
−→ S47 ∪σ e
55 j−→ P 6246 , where j is the
inclusion map. Then w ∈ piS62(P
62
46 ).
(2.37) Define x = w + y ∈ piS62(P
62
46 ).
(2.38) Define v ∈ piS62(P
62
47 ) as follows. The cells in dimensions 47, 51, and 53 in
P 6247 form a subcomplex which is S
47 ∪ν e
51 ∪η e
53 ⊂ P 6247 . Recall ([25])
there is a stable map S8
ε
−→ S0 which has the properties ηε 6= 0 and
η2ε = 0. It is not difficult to see that the Toda bracket 〈ν, η, ηε〉 is zero.
So there is a non-zero coextension η˜ε of ηε:
· · · // S47 ∪ν e51
i′′ // S47 ∪ν e51 ∪η e53
q′′ // S53 // S48 ∪ν e52 // · · ·
S62
ηε
OO
η˜ε
ff◆◆◆◆◆◆◆◆◆◆◆
Let v be the composite S62
η˜ε
−→ S47 ∪ν e
51∪η e
53 j
′
−→ P 6247 , where j
′ is the
inclusion map. Then v is an element in piS62(P
62
47 ).
We will show in section 4 that the elements y, x, w ∈ piS62(P
62
46 ) and v ∈ pi
S
62(P
62
47 )
are non-zero. In fact, in section 4 we will the following Theorem 2.39 and
Theorem 2.40.
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Theorem 2.39. piS62(P
62
46 ) = Z/4(y)⊕Z/8(x). Moreover AF (y) = 1, AF (w) =
1, AF (2y) = 2, and AF (x = y + w) = 2.
Let P 6246
q1
−→ P 6247 be the collapsing map, and consider the induced homomorphism
piS62(P
62
46 )
(q1)#
−−−→ piS62(P
62
47 ). Let y˜ = (q1)#(y), w˜ = (q1)#(w), and x˜ = (q1)#(x =
y + w) = y˜ + w˜ in piS62(P
62
47 ).
Theorem 2.40. piS62(P
62
47 ) = Z/2(y˜)⊕Z/8(x˜)⊕Z/2(v−2x˜). Moreover AF (y˜) =
1, AF (x˜) = 2, and AF (v) = 4.
Now we can describe precisely the map q47θ̂5 considered in Corollary 2.27.
Proposition 2.41. q47θ̂5 = 2x˜ ∈ pi
S
62(P
62
47 ) = Z/2(y˜)⊕ Z/8(x˜)⊕ Z/2(v − 2x˜).
Proof. Let P 62
q46
−−→ P 6246 be the collapsing map. It is clear that (q46)∗(ĥ5) =
0, and since θ̂5 is detected by ĥ5h5, it follows that AF (q46θ̂5) ≥ 2. From
Theorem 2.39 we thus see that q46θ̂5 = ay+ bx where a = 0 or 2 and 0 ≤ b ≤ 7
(if a = 1 or 3 then AF (q46θ̂5) = 1). Since 2y˜ = 0 in pi
S
62(P
62
47 ), we have
q47θ̂5 = q1q46θ̂5 = q1(ay + bx) = ay˜ + bx˜ = bx˜ ∈ pi
S
62(P
62
47 )
If b is odd then AF (q47θ̂5) = 2 by Theorem 2.40. But Proposition 2.32 says
AF (q47θ̂5) ≥ 3 so this is a contradiction. Therefore b = 0, 2, or 4. By
Corollary 2.27, q47θ̂5 is essential so b 6= 0. If b = 4 then 2(q47θ̂5) = 2bx˜ = 8x˜ = 0
in piS62(P
62
47 ), because the order of x˜ is 8. By Proposition 2.26 this is impossible.
Therefore b = 2, and q47θ̂5 = 2x˜. This proves Proposition 2.41.
We are almost ready to prove the main result of this section which is Theorem 2.17.
In section 4 we will prove the following.
(2.42) 2x˜ ∈ piS62(P
62
47 ) is detected by a non-zero class e48h0h
2
3 ∈ Ext
3,65
A (P
62
47 ).
Note that e48h0h23h
2
6 ∈ Ext
5,193
A (P
62
47 ). In section 3 we will obtain the following
Ext groups results (2.43) through (2.44).
(2.43) (1) Ext5,193A (P
62) = Z/2(ĥ5h5D3(1)) ⊕ Z/2(ĥ4h
2
0c4) ⊕ Z/2(ĥ4h1f3) ⊕
Z/2(γ61h7)⊕ Z/2(ĝ4h
2
0).
(2) Exts,189+sA (P
62
47 ) = 0 for 0 ≤ s ≤ 2.
(3) Ext3,192A (P
62
47 ) = Z/2(e62h1h
2
6).
(4) Ext3,192A (P
62)
t∗−→ Ext4,193A is given by t∗(e62h1h
2
6) = h0h
3
6 6= 0.
(2.44) The map Ext5,193A (P
62)
t∗−→ Ext6,194A as defined in (2.14) is given by the
following. t∗(ĝ4h
2
0) = h
2
0g4 6= 0, and t∗(ĥ5h5D3(1)) = h
2
5D3(1) 6= 0, and
t∗(ĥ4h
2
0c4) = t∗(ĥ4h1f3) = t∗(γ61h7) = 0 in Ext
6,194
A .
(2.45) The map Ext5,193A (P
62)
(q47)∗
−−−−→ Ext5,193A (P
62
47 ) is given by the following.
(q47)∗(ĥ5h5D3(1)) = (q47)∗(ĥ4h
2
0c4) = (q47)∗(ĥ4h1f3) = (q47)∗(γ61h7) =
0 and (q47)∗(ĝ4h
2
0) = e48h0h
2
3h
2
6 6= 0 in Ext
5,193
A (P
62
47 ).
Finally, in section 5 we will prove the following result from the Ext group infor-
mation in section 3.
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Proposition 2.46. For the composite S188
θ6−→ S62
θ̂5−→ P 62, AF (θ̂5θ6) ≥ 5.
Now we prove Theorem 2.17 which is restated below.
Theorem 2.17. Let θ̂5 ∈ pi
S
62(P ) be as in (2.16). In pi
S
188(P
62), θ̂5θ6 6= 0 and
is detected in the ASS for piS∗ by a class
τ = ĝ4h
2
0,+εĥ5h5D3(1) + τ 6= 0 in Ext
5,193
A (P
62)
where ε = 0 or 1. Here τ ∈ Ext5,193A (P
62) is a class such that t∗(τ ) = 0 in
Ext6,194A . Moreover, t∗(ĝ4h
2
0) = h
2
0g4, and t∗(ĥ5h5D3(1)) = h
2
5D3(1).
Proof. By (2.41) and (2.42), q47θ̂5 ∈ pi
S
62(P
62
47 ) is detected by e48h0h
2
3 in the
ASS for piS∗ (P
62
47 ). By (2.45), e48h0h
2
3h
2
6 = (q47)∗(ĝ4h
2
0) 6= 0 in Ext
5,193
A (P
62
47 ).
(q47)∗(ĝ4h
2
0) is not a boundary in the ASS for pi
S
∗ (P
62
47 ) by (2.43) (2), (3), (4),
by t∗(ĝ4h
2
0) = h
2
0g4 6= 0 in (2.44), and by the differential d2(h0h
3
6) = h
2
0h
2
5h
2
6 = 0
in the ASS for piS∗ . Therefore q47θ̂5θ6 ∈ pi
S
188(P
62
47 ) is non-zero and is detected
by (q47)∗(ĝ4h
2
0). It follows that θ̂5θ6 6= 0 and AF (θ̂5θ6) ≤ AF (q47θ̂5θ6) = 5. By
(2.46), AF (θ̂5θ6) ≥ 5. So AF (θ̂5θ6) = 5. From this and (2.43) (1) we infer that
θ̂5θ6 is detected by
τ = ε1ĝ4h
2
0,+ε2ĥ5h5D3(1) + ε3ĥ4h
2
0c4 + ε4ĥ4h1f3 + ε5γ61h7
for some εi where εi = 0 or 1 for 1 ≤ i ≤ 5 and (ε1, ε2, ε3, ε4, ε5) 6= (0, 0, 0, 0, 0).
From (2.42) and (2.45) we see ε1 = 1. So let τ = ε3ĥ4h
2
0c4+ε4ĥ4h1f3+ε5γ61h7,
and
τ = ĝ4h
2
0,+ε2ĥ5h5D3(1) + τ ∈ Ext
5,193
A (P
62).
By (2.44), we see t∗(ĝ4h
2
0) = h
2
0g4, t∗(ĥ5h5D3(1)) = h
2
5D3(1), and t∗(τ ) = 0 in
Ext6,194A . This proves Theorem 2.17.
From Remark 2.3 we see Theorem 2.17 implies the following theorem.
Theorem 2.2. θ5θ6 in pi
S
188 is detected by h
2
0g4 + εh
2
5D3(1) 6= 0 in Ext
6,194
A ,
where ε = 0 or 1.
Finally we prove Theorem 1.4, which is restated below.
Theorem 1.4. h30g4 is a boundary in the ASS for spheres.
Proof. Recall [16] that there is a relation h0D3(1) = 0 in Ext
5,131
A . Let h
2
0g4 +
εh25D3(1) ∈ Ext
6,194
A be the class that detects θ5θ6 ∈ pi
S
188 in Theorem 2.2, and
we have
h30g4 = h0(h
2
0g4 + εh
2
5D3(1)),
where h30g4 6= 0 in Ext
7,195
A by (1.3). Since h0 detects 2ι, and since h
2
0g4 +
εh25D3(1) detects θ5θ6 by Theorem 2.2, h
3
0g4 = h0(h
2
0g4 + εh
2
5D3(1)) must be a
boundary because 2θ5θ6 = 0. This proves Theorem 1.4.
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3 Calculations of some Ext groups
In this section we will describe and compute the Ext group results that we
already have used in section 1, section 2, and will also be needed in section 5.
There are many results, and we organize them as follows. In (3.1) and (3.2) we
list respectively all the results about Ext∗,∗A and Ext
∗,∗
A (P ) that we need, and in
(3.3) are the results about Ext∗,∗A (P
62). In (3.4) are the results about Ext∗,∗A (P
l
k)
for some stunted projective spaces P lk = P
l/P k−1. Recall the complex P˜ 62 =
P 62∪h5C(S
30∪2ιe
31) in (2.29). The subcomplex P 16 ⊂ P 62 is also a subcomplex
of P˜ 62. Let P˜ 6217 = P˜
62/P 16. In (3.5) and (3.6) are the results about Ext∗,∗A (P˜
62)
and Ext∗,∗A (P˜
62
17 ) respectively. These are all the Ext group results that we will
compute in this section.
The cohomology classes that appear in (3.1) and (3.2), except β187 ∈ Ext
5,192
A (P )
in (3.2) (8), are as defined in [8, 16], and these will be recalled in a moment:
the classes hi, ci, fi, gi+1, D3(i), Vi for i ≥ 0 in (3.1) and (3.2) will be recalled
in (3.13), and the classes ĥi, ĝi+1, γ61(i), D̂3(i) for i ≥ 0 in (3.2) will be recalled
in (3.21). The class β187 will be defined in (3.23). We will simply write D3 for
D3(0), γ61 for γ61(0), and D̂3 for D̂3(0).
(3.1) (1) Ext4,192A = Z/2(g4).
(2) Ext5,193A = Z/2(h0g4).
(3) Exts,s+189A = 0 for 0 ≤ s ≤ 2.
(4) Exts,s+189A = Z/2(h
s−3
0 h
3
6), 3 ≤ s ≤ 4.
(5) Ext5,194A = Z/2(h
2
0h
3
6)⊕ Z/2(h1g4).
(6) Exts,s+190A = 0 for 0 ≤ s ≤ 2.
(7) Ext6,193A = Z/2(h5V0).
(8) Ext6,194A = Z/2(h
2
0g4)⊕ Z/2(h
2
5D3(1)).
(9) h30g4, h1h5V0 are linearly independent in Ext
7,195
A .
Recall the map P
t
−→ S0 and the induced homomorphism Exts,tA (P )
t∗−→ Exts+1,t+1A
mentioned in (2.14). (3.2) (j) (a) for 1 ≤ j ≤ 9 below describe Exts,tA (P ) for
some particular (s, t). (3.2) (j) (b) for j = 1, 5, 8, 9, (3.2) (j) (c) for 2 ≤ j ≤ 9
and (3.2) (8) (d) describe t∗(x) ∈ Ext
s+1,t+1
A for the classes x in (3.2) (j) (a)
for 1 ≤ j ≤ 9.
(3.2) (1) (a) Ext2,48A (P ) = Z/2(ĥ4h0h5),
(b) t∗(ĥ4h0h5) = 0 in Ext
3,49
A .
(2) (a) Ext3,64A (P ) = Z/2(D̂3),
(c) t∗(D̂3) = D3 6= 0 in Ext
4,65
A .
(3) (a) Ext2,64A (P ) = Z/2(ĥ5h0h5),
(c) t∗(ĥ5h0h5) = h0h
2
5 6= 0 in Ext
3,65
A .
(4) (a) Ext3,191A (P ) = Z/2(ĝ4),
(c) t∗(ĝ4) = g4 6= 0 in Ext
4,192
A .
(5) (a) Ext4,192A (P ) = Z/2(ĥ4h0c4)⊕Z/2(D̂3h7)⊕Z/2(ĝ4h0)⊕Z/2(ĥ7D3),
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(b) t∗(ĥ4h0c4) = 0 in Ext
5,193
A ,
(c) t∗(D̂3h7) = t∗(ĥ7D3) = D3h7, t∗(ĝ4h0) = h0g4, and D3h7, h0g4
are linearly independent in Ext5,193A .
(6) (a) Ext2,191A (P ) = Z/2(ĥ5h5h7),
(c) t∗(ĥ5h5h7) = h
2
5h7 = h
3
6 6= 0 in Ext
3,192
A .
(7) (a) Ext3,192A (P ) = Z/2(ĥ5h0h5h7)⊕ Z/2(ĥ6h0h
2
6),
(c) t∗(ĥ5h0h5h7) = t∗(ĥ6h0h
2
6) = h0h
3
6 6= 0 in Ext
4,193
A .
(8) (a) Ext5,192A (P ) = Z/2(β187)⊕ Z/2(ĥ4h0f3)⊕ Z/2(ĥ5V0),
(b) t∗(ĥ4h0f3) = 0 in Ext
6,193
A ,
(c) t∗(ĥ5V0) = h5V0 6= 0 in Ext
6,193
A ,
(d) t∗(β187) = h5V0 6= 0 in Ext
6,193
A .
(9) (a) Ext5,193A (P ) = Z/2(ĥ5h5D3(1))⊕ Z/2(ĥ4h
2
0c4)⊕ Z/2(ĥ4h1f3)⊕
Z/2(γ61h7)⊕ Z/2(ĝ4h
2
0),
(b) t∗(ĥ4h
2
0c4) = t∗(ĥ4h1f3) = t∗(γ61h7) = 0 in Ext
6,194
A ,
(c) t∗(ĥ5h5D3(1)) = h
2
5D3(1), t∗(ĝ4h
2
0) = h
2
0g4, and h
2
5D3(1), h
2
0g4
are linearly independent in Ext6,194A .
Let P 62
i62−−→ P be the inclusion map, and Exts,tA (P
62)
(i62)∗
−−−−→ Exts,tA (P ), s, t ≥ 0,
be the induced homomorphisms. (3.3) (i) (j) for 1 ≤ j ≤ 9 below describe
the groups Exts,tA (P
62) for some s, t ≥ 0. Each of the classes in Exts,tA (P
62)
in (3.3) (i) (j) is a pullback through (i62)∗ of the class of the same name in
Exts,tA (P ) given in (3.2) (j) (a) for 1 ≤ j ≤ 9, except the following two classes:
e62h1h
2
6 ∈ Ext
3,192
A (P
62) in (3.3) (i) (7) is a pullback of ĥ6h0h
2
6 ∈ Ext
3,192
A (P )
in (3.2) (7), and e62D3(1) ∈ Ext
4,192
A (P
62) in (3.3) (i) (5) is a pullback of
ĥ7D3 ∈ Ext
4,192
A (P ) in (3.2) (5). How to take these pullbacks will be explained
in (3.46).
(3.3) (i) (1) Ext2,48A (P
62) = Z/2(ĥ4h0h5),
(2) Ext3,64A (P
62) = Z/2(D̂3),
(3) Ext2,64A (P
62) = Z/2(ĥ5h0h5),
(4) Ext3,191A (P
62) = Z/2(ĝ4),
(5) Ext4,192A (P
62) = Z/2(ĥ4h0c4)⊕Z/2(D̂3h7)⊕Z/2(ĝ4h0)⊕Z/2(e62D3(1)),
(6) Ext2,191A (P
62) = Z/2(ĥ5h5h7),
(7) Ext3,192A (P
62) = Z/2(ĥ5h0h5h7)⊕ Z/2(e62h1h
2
6),
(8) Ext5,192A (P
62) = Z/2(β187)⊕ Z/2(ĥ4h0f3)⊕ Z/2(ĥ5V0),
(9) Ext5,193A (P
62) = Z/2(ĥ5h5D3(1))⊕Z/2(ĥ4h
2
0c4)⊕Z/2(ĥ4h1f3)⊕
Z/2(γ61h7)⊕ Z/2(ĝ4h
2
0).
(ii) Exts,tA (P
62)
(i62)∗
−−−−→
∼=
Exts,tA (P ) for all the (s, t) in (3.3) (i).
(iii) Exts,tA
t∗−→ Exts+1,t+1A for all (s, t) in (3.3) (i) are given by (3.2) (j) (b)
for j = 1, 5, 8, 9 and (3.2) (j) (c) for 2 ≤ j ≤ 9, except t∗(e62D3(1)) =
D3h7 6= 0 and t∗(e62h1h
2
6) = h0h
3
6 6= 0.
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The cohomology classes in the following (3.4) will be denoted by their E2 rep-
resentatives in a spectral sequence {E
i,s,t
r }r≥1, whose group of infinite cycles is
Exts,t+sA (P
l
k = P
l/P k−1). This spectral sequence {E
i,s,t
r }r≥1 will be introduced
in (3.45). The E2 term of {E
i,s,t
r }r≥1 is generated over Z/2 by elements of the
form eiα, α ∈ Ext
s,t+s
A (α could be 1 ∈ Ext
0,0
A = Z/2) and ei is a Z/2-basis
element in H∗(P
l
k). A permanent cycle represented by eiα is denoted by eiα,
and is a non-zero class in Exts,t+s+iA (P
l
k). The cohomology classes in (3.4) will
be defined in (3.48).
(3.4) (1) Ext1,63A (P
62
17 ) = Z/2(e31h5).
(2) Ext2,32A (P
62
17 ) = Z/2(e23h0h3).
(3) Ext3,64A (P
62
17 ) = Z/2(e23h0h3h5),
Ext3,64A (P
62)
(q17)∗
−−−−→ Ext3,64A (P
62
17 ) is given by (q17)∗(D̂3) = e23h0h3h5.
(4) Ext0,47A (P
62
33 ) = Z/2(e47).
(5) Ext2,48A (P
62
33 ) = Z/2(e39h0h3).
(6) Ext1,31A (P
16) = Z/2(e15h4).
(7) Ext2,16A (P
16) = Z/2(e7h0h3).
(8) Ext3,32A (P
16) = Z/2(e15h0h
2
3).
(9) Ext0,31A (P
32) = Z/2(e31).
(10) Ext1,47A (P
32) = Z/2(e31h4).
(11) Ext2,32A (P
32) = Z/2(e15h0h4).
(12) Ext3,48A (P
32) = Z/2(e31h0h
2
3)⊕ Z/2(e15h0h
2
4).
(13) Exts,189+sA (P
62
47 ) = 0 for 0 ≤ s ≤ 2.
(14) Ext2,64A (P
62
47 ) = Z/2(e54h1h3).
(15) Ext3,65A (P
62
47 ) = Z/2(e48h0h
2
3).
(16) Ext3,192A (P
62
47 ) = Z/2(e62h1h
2
6),
Ext3,192A (P
62)
(q17)∗
−−−−→ Ext3,192A (P
62
47 ) is given by (q17)∗(e62h1h
2
6) =
e62h1h
2
6.
(17) Ext5,193A (P
62
47 ) = Z/2(e48h0h
2
3h
2
6),
Ext5,193A (P
62)
(q47)∗
−−−−→ Ext5,193A (P
62
47 ) is given by (q47)∗(ĥ5h5D3(1)) =
(q47)∗(ĥ4h
2
0c4) = (q47)∗(ĥ4h1f3) = (q47)∗(γ61h7) = 0, and (q47)∗(ĝ4h
2
0) =
e48h0h23h
2
6 6= 0.
Recall the complex P˜ 62, the map P 62
q˜
−→ P˜ 62, and the induced homomorphism
Ext∗,∗A (P
62)
q˜∗
−→ Ext∗,∗A (P˜
62) in (2.29). In (3.5) below the cohomology classes are
all in the image of Ext∗,∗A (P
62)
q˜∗
−→ Ext∗,∗A (P˜
62) except those generated (using
the obvious Ext∗,∗A -action) by the following four classes: e˜31h5 ∈ Ext
1,63
A (P˜
62),
e47 ∈ Ext
0,47
A (P˜
62), and e39h3 ∈ Ext
1,47
A (P˜
62), and e˜31h24 ∈ Ext
2,63
A (P˜
62). These
four new classes will be defined in (3.52) later.
(3.5) (1) Ext0,47A (P˜
62) = Z/2(e47).
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(2) Ext2,48A (P˜
62) = Z/2(e39h3h0)⊕ Z/2(q˜∗(ĥ4h0h5)).
(3) Ext3,64A (P˜
62) = Z/2(e˜31h24h0)⊕ Z/2(q˜∗(D̂3)),
e39h3h0h4 = e˜31h24h0 + q˜∗(D̂3) in Ext
3,64
A (P˜
62).
(4) Ext1,63A (P˜
62) = Z/2(e˜31h5)⊕ Z/2(e47h4).
(5) Ext2,64A (P˜
62) = Z/2(e˜31h5h0)⊕ Z/2(e47h0h4).
(6) Ext4,192A (P˜
62) = Z/2(q˜∗(ĥ4h0c4))⊕Z/2(q˜∗(D̂3h7))⊕Z/2(q˜∗(ĝ4h0))⊕
Z/2(q˜∗(e62D3(1)))⊕ Z/2(e˜31h24h0h7).
(7) We have the following results on Ext5,193A (P˜
62) (see (3.3) (i) (9)):
(a) q˜∗(ĥ5h5D3(1)) = 0 in Ext
5,193
A (P˜
62),
(b) q˜∗(ĥ4h
2
0c4), q˜∗(ĥ4h1f3), q˜∗(γ61h7), q˜∗(ĝ4h
2
0), e˜31h
2
4h
2
0h7 are linearly
independent in Ext5,193A (P˜
62).
(8) Ext0,189A (P˜
62) = 0.
(9) Ext1,190A (P˜
62) = 0.
(10) Ext2,191A (P˜
62) = Z/2(e˜31h5h7)⊕ Z/2(e47h4h7).
(11) Ext3,192A (P˜
62) = Z/2(e˜31h5h0h7)⊕Z/2(e47h4h7h0)⊕Z/2(q˜∗(e62h1h
2
6)).
For each k with 1 ≤ k ≤ 62 let P˜ k be the k-skeleton of P˜ 62, and let P˜ 62k =
P˜ 62/P˜ k−1. Then P˜ k = P k and P˜ 62k = P˜
62/P k for 1 ≤ k ≤ 29, and P˜ 62k = P
62
k
for 33 ≤ k ≤ 62. Let P˜ 62
q′k−→ P˜ 62k be the pinching map. Then P
62 q˜−→ P˜ 62
induces a map P 62k
q˜k
−→ P˜ 62k with the following commutative diagram.
P 62
q˜ //
qk

P˜ 62
q′k

P 62k
q˜k // P˜ 62k
In (3.6) (1), (2), (3) below we describe Exts,tA (P˜
62
17 ) for (s, t) = (1, 63), (2, 32), (3, 64)
respectively. For the classes in the image of Ext∗,∗A (P
62
17 )
(q˜17)∗
−−−−→ Ext∗,∗A (P˜
62
17 ) we
denote them as such in (3.6) (1) through (3.6) (3). The classes generated by
e˜31 ∈ Ext
0,31
A (P˜
62
17 ) in (3.6) (1) and (3.6) (3), and by e47 ∈ Ext
0,47
A (P˜
62
17 ) in
(3.6) (1), are not in the image of (q˜17)∗. These classes will be defined in (3.60)
later. We also describe the map Ext∗,∗A (P˜
62)
(q′17)∗−−−−→ Ext∗,∗A (P˜
62
17 ) at the dimen-
sions specified in (3.6) (1) through (3.6) (3). For k ≥ 33, P˜ 62k = P
62
k . In (3.6) (4),
(5), (6) below we describe the map Ext∗,∗A (P˜
62)
(q′k)∗−−−→ Ext∗,∗A (P˜
62
k = P
62
k ) for
(s, t, k) = (2, 48, 33), (0, 47, 33), (2, 64, 47) respectively. We refer to (3.4) and
(3.5) for the classes in these descriptions.
(3.6) (1) Ext1,63A (P˜
62
17 ) = Z/2(e˜31h5)⊕ Z/2(e47h4),
Ext1,63A (P˜
62)
(q′17)∗−−−−→ Ext1,63A (P˜
62
17 ) is given by (q
′
17)∗(e˜31h5) = e˜31h5
and (q′17)∗(e47h4) = e47h4.
(2) Ext2,32A (P˜
62
17 ) = Z/2((q˜17)∗(e23h0h3)).
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(3) Ext3,64A (P˜
62
17 ) = Z/2(e˜31h0h
2
4)⊕ Z/2((q˜17)∗(e23h0h3h5)),
Ext3,64A (P˜
62)
(q′17)∗−−−−→ Ext3,64A (P˜
62
17 ) is given by (q
′
17)∗(e˜31h
2
4h0) = e˜31h0h
2
4,
and
(q′17)∗(q˜∗(D̂3)) = (q˜17)∗(e23h0h3h5).
(4) Ext2,48A (P˜
62)
(q′33)∗−−−−→ Ext2,48A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e39h3h0) =
e39h3h0, and (q
′
33)∗(q˜∗(ĥ4h0h5)) = 0.
(5) Ext0,47A (P˜
62)
(q′33)∗−−−−→ Ext0,47A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e47) =
e47.
(6) Ext2,64A (P˜
62)
(q′47)∗−−−−→ Ext2,64A (P˜
62
47 = P
62
47 ) is given by (q
′
47)∗(e˜31h5h5) =
(q′47)∗(e47h0h4) = 0.
This completes the statements of all the Ext groups results in this section.
Remark 3.7. As will be seen later, the results in (3.2) (8) (c), (3.2) (9) (c) on
Ext∗,∗A (P ) imply the results in (3.1) (7), (8) respectively.
In the first half of this section we will describe and prove (3.1) and (3.2), and
in the second half we will describe and prove (3.3) through (3.6).
(3.1) (1) through (3.1) (6) follow from some well-known results on Ext∗,∗A ob-
tained in [2,8,16]. These known results are summarized in Theorem 3.14 below.
In order to describe the cohomology classes in (3.1) and to state Theorem 3.14,
we need to recall our main tool for calculating the Ext groups in (3.1), which
is the mod 2 lambda algebra Λ ([6]). Recall that Λ is the bigraded differential
algebra generated by λi ∈ Λ
1,i for i ≥ 0 with relation
λiλ2i+1+m = Σν≥0
(
m− 1− ν
ν
)
λm+i−νλ2i+1+ν for m ≥ 0.(3.8)
The differential Λ
δ
−→ Λ is given by
δ(λi) = Σν≥0
(
i− 1− ν
ν + 1
)
λi−1−νλν on the generators λi.(3.9)
Then
(3.10) Hs,t(Λ) = Hs,t(Λ, δ) = Exts,t+sA .
A monomial λi1 · · ·λis ∈ Λ will simply be denoted by λI where I = (i1, · · · , is)
is a sequence of non-negative integers.
(3.11) From (3.8) we see that the set of monomials λI = λi1 · · ·λis with 2ij ≥
ij+1, 1 ≤ j ≤ s− 1, s ≥ 0 (λI = 1 if s = 0), is a basis for Λ. This basis
is called the admissible basis and the monomials in this basis are said
to be admissible monomials.
There is an operation Λ
Sq0
−−→ Λ given by
Sq0(λj1 · · ·λjs) = λ2j1+1 · · ·λ2js+1,(3.12)
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where λj1 · · ·λjs is not necessarily admissible. This operation is compatible with
the relations (3.8) and commutes with the differential (3.9), so it induces an Ext
groups map
Hs,t(Λ) = Exts,t+sA
Sq0
−−→ Hs,2t+s(Λ) = Exts,2t+2sA .
Let Ext∗,∗A
(Sq0)i
−−−−→ Ext∗,∗A denote the composite Sq
0 · · ·Sq0︸ ︷︷ ︸
i
for i ≥ 1, and let
Ext∗,∗A
(Sq0)0
−−−−→ Ext∗,∗A be the identity map.
For the following cohomology classes we refer to [8, 16].
(3.13) (1) hi = {λ2i−1 = (Sq
0)i(λ0)} ∈ Ext
1,2i
A , i ≥ 0.
(2) ci = {(Sq
0)i(c∗0 = λ2λ
2
3)} ∈ Ext
3,2i+3+2i+1+2i
A , i ≥ 0.
(3) di = {(Sq
0)i(d∗0 = λ6λ2λ
2
3 + λ
2
4λ
2
3 + λ2λ4λ5λ3)} ∈ Ext
4,2i+4+2i+1
A ,
i ≥ 0.
(4) ei = {(Sq
0)i(λ8λ
3
3+λ4(λ
2
5λ3+λ7λ
2
3)+λ2(λ9λ
2
3+λ
2
3λ9))} ∈ Ext
4,2i+4+2i+2+2i
A ,
i ≥ 0.
(5) fi = {(Sq
0)i(λ4λ0λ
2
7+λ3(λ9λ
2
3+λ3λ5λ7)+λ2λ4λ5λ7)} ∈ Ext
4,2i+4+2i+2+2i+1
A ,
i ≥ 0.
(6) gi+1 = {(Sq
0)i(λ6λ0λ
2
7+λ5(λ9λ
2
3+λ
2
3λ9)+λ3(λ11λ
2
3+λ5λ9λ3))} ∈
Ext4,2
i+4+2i+3
A , i ≥ 0.
(7) pi = {(Sq
0)i(λ0(λ19λ
2
7 + λ
2
7λ19))} ∈ Ext
4,2i+5+2i+2+2i
A , i ≥ 0.
(8) D3(i) = {(Sq
0)i(λ0λ23λ7λ31)} ∈ Ext
4,2i+6+2i
A , i ≥ 0.
(9) p′i = {(Sq
0)i(λ0(λ39λ
2
15 + λ
2
15λ39))} ∈ Ext
4,2i+6+2i+3+2i
A , i ≥ 0.
(10) P 1h1 = {λ2λ
3
0λ7 + λ1(λ2λ4λ
2
1 + λ1λ2λ4λ1 + λ2λ
2
1λ4)} ∈ Ext
5,14
A .
(11) P 1h2 = {λ4λ
3
0λ7 + λ3(λ5λ
3
1 + λ2λ4λ
2
1 + λ1λ2λ4λ1 + λ2λ
2
1λ4) +
λ22λ
2
0λ7 + λ
2
1λ2λ0λ7} ∈ Ext
5,16
A .
(12) ni = {(Sq
0)i(λ9λ3λ5λ
2
7+λ6λ0λ3λ15λ7+λ3λ5λ1λ15λ7)} ∈ Ext
5,2i+5+2i+2
A ,
i ≥ 0.
(13) xi = {(Sq
0)i(λ14λ2λ
2
3λ15+λ12λ4λ
3
7+λ
2
8λ
3
7+λ6λ2λ
2
3λ23+λ
2
4λ
2
3λ23+
λ2λ4λ1λ
2
15)} ∈ Ext
5,2i+5+2i+3+2i+1
A , i ≥ 0.
(14) D1(i) = {(Sq
0)i(λ4λ7λ11λ
2
15)} ∈ Ext
5,2i+5+2i+4+2i+3+2i
A , i ≥ 0.
(15) H1(i) = {(Sq
0)i(λ14λ7λ11λ
2
15+λ10λ
2
11λ
2
15+λ8λ1λ7λ31λ15+λ6λ7λ3λ31λ15+
λ4λ5λ7λ31λ15)} ∈ Ext
5,2i+6+2i+1+2i
A , i ≥ 0.
(16) Q3(i) = {(Sq
0)i((λ6λ0λ
2
7+λ5(λ9λ
2
3+λ
2
3λ9)+λ3λ5λ9λ3+λ3λ11λ
2
3)λ47+
λ5(λ21λ11λ
2
15 + λ9λ15λ7λ31) + λ3λ23λ11λ
2
15)} ∈ Ext
5,2i+6+2i+3
A , i ≥
0.
(17) Ki = {(Sq
0)i(λ20λ47λ15λ63 + (λ9λ
2
3 + λ
2
3λ9)λ47λ63 + λ21λ11λ
3
31)} ∈
Ext5,2
i+7+2i+1
A , i ≥ 0.
(18) Ji = {(Sq
0)i(λ0(λ19λ
2
7+λ
2
7λ19)λ95+λ0λ43λ23λ
2
31+λ0λ19λ31λ15λ63)} ∈
Ext5,2
i+7+2i+2+2i
A , i ≥ 0.
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(19) Ti = {(Sq
0)i(λ20(λ79λ
2
31+λ
2
31λ79)+(λ9λ
2
3+λ
2
3λ9)λ
2
63)} ∈ Ext
5,2i+7+2i+4+2i+1
A ,
i ≥ 0.
(20) Vi = {(Sq
0)i(λ0λ31λ47λ15λ63)} ∈ Ext
5,2i+7+2i+5+2i
A , i ≥ 0.
(21) V ′i = {(Sq
0)i(λ0λ23λ7λ31λ191 + λ0λ47λ15λ127λ63)} ∈ Ext
5,2i+8+2i
A ,
i ≥ 0.
(22) Ui = {(Sq
0)i(λ0(λ39λ
2
15+λ
2
15λ39)λ191+λ0λ87λ47λ
2
63+λ0λ39λ63λ31λ127)} ∈
Ext5,2
i+8+2i+3+2i
A , i ≥ 0.
Theorem 3.14 ([2, 8, 16]). (i) The algebra Exts,∗A for s ≤ 3 is generated by
hi 6= 0 and ci 6= 0 for i ≥ 0, and subject only to the relations hihi+1 = 0,
hih
2
i+2 = 0, and h
3
i+1 = h
2
ihi+2 for i ≥ 0.
(ii) The subalgebra E′ of the algebra Exts,∗A for s ≤ 4 generated by hi and ci
for i ≥ 0 is subject only to the relations in (i) together with the relations
h2ih
2
i+3 = 0, and hjci = 0 for j = i− 1, i, i+ 2 and i+ 3.
(iii) The set of classes di, ei, fi, gi+1, pi, D3(i) and p
′
i for i ≥ 0 is a Z/2-basis
for the indecomposable elements in Ext4,∗A .
(iv) The subalgebra E′′ of the algebra Exts,∗A for s ≤ 5 generated by h1, ci, di, ei, fi, gi+1, pi, D3(i)
and p′i for i ≥ 0 is subject only to the relations in (i) and (iii) together
with the following relations (1) through (28), where j ≥ 0.
(1) h2i cj = 0 for i = j + 1, j + 4,
(2) hjhj+3cj+2 = 0,
(3) hjdj+1 = 0,
(4) hidj = 0 for i = j + 3, j + 4,
(5) hjej+1 = 0,
(6) hj+4ej = 0,
(7) hifj = 0 for i = j+1, j+3, j+4,
(8) hj+3gj+1 = 0,
(9) hjpj+1 = 0,
(10) hipj = 0 for i = j+1, j+2, j+
4, j + 5,
(11) hjD3(j + 1) = 0,
(12) hiD3(j) = 0 for i = j, j+5, j+
6,
(13) hjp
′
j+1 = 0,
(14) hip
′
j = 0 for i = j+2, j+3, j+
6,
(15) hj+1hj+4cj = hj+3ej,
(16) hjhj+4cj+3 = hj+5p
′
j,
(17) h2j+5cj = hj+1p
′
j,
(18) hjdj+2 = hj+3D3(j),
(19) hj+2dj+1 = hj+4gj+1,
(20) hj+1dj+1 = hjpj,
(21) hj+2dj = hjej,
(22) hj+1ej = hjfj,
(23) hj+2ej+1 = hj+1fj+1 =
h2jcj+2,
(24) hj+2ej = hjgj+1,
(25) hjfj+2 = hj+4p
′
j,
(26) hjfj+1 = hj+3pj,
(27) hj+2fj = hj+1gj+1,
(28) hj+3gj+2 = hj+5gj+1.
(v) The set of classes P 1h1, P
1h2, ni, xi, D1(i), H1(i), Q3(i),Ki, Ji, Ti, Vi, V
′
i
and Ui for i ≥ 0 is a Z/2-basis for the indecomposable elements in Ext
5,∗
A .
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It is not difficult to see that Theorem 3.14 covers (3.1) (1) through (3.1) (6).
(3.2) (1) through (3.2) (7) also follow from some “already known” results on
Exts,∗A (P ) for s ≤ 4 in [8,16]. These results will be summarized in Theorem 3.24
in a moment. To state these results, recall ([9]) that the lambda algebra Λ can
also be used to calculate the Ext groups Ext∗,∗A (X) for any stable complex X ,
in particular for X = P . This is described as follows.
Given a stable complex X , the mod 2 Steenrod algebra A acts on the mod
2 reduced homology group H∗(X) from the right. Consider the bigraded differ-
ential module H∗(X)⊗Λ with bigrading (H∗(X)⊗ Λ)
s,t = ΣkHk(X)⊗ Λ
s,t−k.
For α ∈ Hk(X), we write αλI to denote α ⊗ λI ∈ H∗(X) ⊗ Λ, and write α to
denote α1 = α⊗ 1 ∈ H∗(X)⊗ Λ. Then we have the following.
(3.15) (1) H∗(X)⊗Λ is a differential Λ-module with differential H∗(X)⊗Λ
δ
−→
H∗(X)⊗ Λ given by
δ(αλI) = αδ(λI ) + Σj≥0αSq
j+1λjλI .
(2) Hs,t(H∗(X)⊗Λ) = H
s,t(H∗(X)⊗Λ, δ) = Ext
s,t+s
A (X) = Ext
s,t+s
A (H∗(X),Z/2).
Note that since H∗(X) ⊗ Λ is a differential Λ-module, Ext
∗,∗
A (X) is an Ext
∗,∗
A -
module in the obvious way.
To calculate Ext∗,∗A (P ), whenX = P , let ek denote the generator ofHk(P )
∼=
Z/2 for k ≥ 1. The mod 2 Steenrod algebra A acts on ek ∈ Hk(P ) from the
right by
ekSq
ν+1 =
(
k − ν − 1
ν + 1
)
ek−ν−1.(3.16)
From (3.15) (1) and (3.16) we thus see that the differential H∗(P ) ⊗ Λ
δ
−→
H∗(P )⊗ Λ of the differential Λ-module H∗(P )⊗ Λ = ⊕k≥1ekΛ is given by
δ(ekλI) = ekδ(λI) + Σν≥0
(
k − 1− ν
ν + 1
)
ek−ν−1λνλI .(3.17)
And Hs,t(H∗(P )⊗ Λ, δ) = Ext
s,t+s
A (P ).
Analogous to the operation Λ
Sq0
−−→ Λ in (3.12), there is also an operation
H∗(P )⊗ Λ
Sq0
−−→ H∗(P )⊗ Λ given by
Sq0(ekλj1 · · ·λjs) = e2k+1λ2j1+1 · · ·λ2js+1.(3.18)
This operation is compatible with the relations (3.8) and commutes with the
differential (3.17), so it induces a map
Hs,t(H∗(P )⊗ Λ) = Ext
s,t+s
A (P )
Sq0
−−→ Hs,2t+s+1(H∗(P )⊗ Λ) = Ext
s,2t+2s+1
A (P ).
We also let Ext∗,∗A (P )
(Sq0)i
−−−−→ Ext∗,∗A (P ) denote the composite Sq
0 · · ·Sq0︸ ︷︷ ︸
i
for
i ≥ 1, and let Ext∗,∗A (P )
(Sq0)0
−−−−→ Ext∗,∗A (P ) be the identity map.
Recall the transfer map P
t
−→ S0 in (2.9). It is not difficult to show the
following.
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(3.19) P
t
−→ S0 induces a differential Λ-map H∗(P )⊗Λ
t
−→ Λ given by t(ekλI) =
λkλI for any I = (i1, · · · , is). It gives rise to an Ext groups map
Exts,tA (P )
t∗−→ Exts+1,t+1A , for all s ≥ 0, t ≥ 0.
From (3.12), (3.18) and (3.19) one easily sees the following.
(3.20) There is a commutative diagram
Exts,tA (P )
t∗ //
(Sq0)i

Exts+1,t+1A
(Sq0)i

Exts,2
it+2i−1
A (P )
t∗ // Exts+1,2
i(t+1)
A
for all i ≥ 1.
A class α ∈ Exts,tA (P ) is a decomposable element in the Ext
∗,∗
A -module
Ext∗,∗A (P ) if α = Σiaiαi for some ai ∈ Ext
si,ti
A with si > 0 and αi ∈ Ext
s′i,t
′
i
A (P ).
Otherwise α is an indecomposable element. In (3.22) below we recall from
[8, 16] all the indecomposable elements in Exts,∗A (P ) for s ≤ 4. Only the classes
ĥi, ĝi+1, D̂3(i), γ61(i) in (3.22) (i) (1), (3.22) (ii) (4), (3.22) (ii) (6), (3.22) (iii)
(11) for i ≥ 0 will be explicitly described in terms of cycle representations in
H∗(P ) ⊗ Λ as in (3.21) below. The cycle representations of other classes will
not be recorded here because they will not be used in this paper.
(3.21) (1) ĥi = (Sq
0)i−1(ĥ1) = {e2i−1 = (Sq
0)i−1(e1)} ∈ Ext
0,2i−1
A (P ), i ≥ 1.
(2) ĝi+1 = (Sq
0)i(ĝ1) = {(Sq
0)i(e6λ0λ
2
7+ e5(λ9λ
2
3+λ
2
3λ9) + e3λ11λ
2
3+
e3λ5λ9λ3)} ∈ Ext
3,2i+4+2i+3−1
A (P ), i ≥ 0.
(3) D̂3(i) = (Sq
0)i(D̂3) = {(Sq
0)i(e22λ1λ7λ31+e16λ
3
15+e14λ9λ7λ31)} ∈
Ext3,2
i+6+2i−1
A (P ), i ≥ 0.
(4) γ61(i) = (Sq
0)i(γ61 = {γ
∗
61}) ∈ Ext
4,2i+6+2i+1−1
A (P ), i ≥ 0, where
γ∗61 = e29(λ13λ5λ
2
7+λ
2
9λ
2
7+λ
2
5λ15λ7)+ e28λ0(λ19λ
2
7+λ
2
7λ19)+ e27λ9λ3λ15λ7+
e26λ2(λ19λ
2
7 + λ
2
7λ19) + e26λ4λ1λ
2
15 + e25λ5λ1λ
2
15 + e23λ
3
0λ15λ23 +
e23λ17λ
3
7 + e23λ9λ15λ
2
7 + e23λ7λ9λ15λ7 + e23λ3λ5λ
2
15 + e22λ6(λ19λ
2
7 +
λ27λ19) + e22λ8λ1λ
2
15+ e22λ2λ
2
3λ31+ e21λ7(λ19λ
2
7 +λ
2
7λ19) + e21(λ19λ
2
7+
λ27λ19)λ7 + e20λ0λ11λ
2
15 + e19λ
2
0λ11λ31 + e19λ5λ
2
15λ7 + e19λ7λ5λ
2
15 +
e19λ9λ7λ11λ15 + e18λ2λ11λ
2
15 + e15λ1λ15λ23λ7 + e15λ8λ0λ15λ23 +
e15λ0λ8λ15λ23 + e15λ9λ
2
15λ7 + e15λ11λ17λ3λ15 + e15λ11λ13λ15λ7 +
e15λ11λ9λ11λ15 + e14λ10λ
2
3λ31 + e14λ8λ1λ7λ31 + e14λ5λ0λ11λ31 +
e14λ4λ5λ7λ31 + e14λ3λ2λ11λ31 + e14λ6λ11λ
2
15 + e14λ14(λ19λ
2
7 + λ
2
7λ19) +
e14λ16λ1λ
2
15 + e14λ2λ
3
15 + e13λ15(λ19λ
2
7 + λ
2
7λ19) + e13λ3λ27λ3λ15 +
e13λ
2
3λ35λ7 + e13λ15λ11λ15λ7 + e13λ0λ6λ11λ31 + e12λ8λ11λ
2
15 +
e11λ8λ0λ11λ31+e11λ0λ8λ11λ31+e11λ
3
1λ47+e11λ13λ
2
15λ7+e11λ15λ5λ
2
15+
e11λ17(λ19λ
2
7 + λ
2
7λ19) + e11λ
2
0λ19λ31 + e10λ10λ11λ
2
15 + e7λ
2
6λ11λ31 +
e7λ4λ0λ19λ31 + e7λ0λ4λ19λ31 + e7λ4λ8λ11λ31 + e7λ11λ5λ7λ31 +
e7λ7λ9λ7λ31+e7λ17λ
2
3λ31+e7λ9λ11λ3λ31+e7λ5λ
2
1λ47+e7λ13λ15λ11λ15+
e7λ11λ13λ
2
15+e7λ17λ3λ19λ15+e7λ9λ11λ19λ15+e6λ2λ
2
3λ47+e5λ
2
1λ23λ31+
e3λ
2
0λ11λ47.
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(3.22) (i) (1) ĥi = (Sq
0)i−1(ĥ1) ∈ Ext
0,2i−1
A (P ), i ≥ 1.
(2) ĉi = (Sq
0)i(ĉ0) ∈ Ext
2,2i+3+2i+1+2i−1
A (P ), i ≥ 0.
(ii) (1) d̂i = (Sq
0)i(d̂0) ∈ Ext
3,2i+4+2i+1−1
A (P ), i ≥ 0.
(2) êi = (Sq
0)i(ê0) ∈ Ext
3,2i+4+2i+2+2i−1
A (P ), i ≥ 0.
(3) f̂i = (Sq
0)i(f̂0) ∈ Ext
3,2i+4+2i+2+2i+1−1
A (P ), i ≥ 0.
(4) ĝi+1 = (Sq
0)i(ĝ1) ∈ Ext
3,2i+4+2i+3−1
A (P ), i ≥ 0.
(5) p̂i = (Sq
0)i(p̂0) ∈ Ext
3,2i+5+2i+2+2i−1
A (P ), i ≥ 0.
(6) D̂3(i) = (Sq
0)i(D̂3) ∈ Ext
3,2i+6+2i−1
A (P ), i ≥ 0.
(7) p̂′i = (Sq
0)i(p̂′0) ∈ Ext
3,2i+6+2i+3+2i−1
A (P ), i ≥ 0.
(8) α16(i) = (Sq
0)i(α16) ∈ Ext
3,2i+4+2i+2−1
A (P ), i ≥ 0.
(9) α21(i) = (Sq
0)i(α21) ∈ Ext
3,2i+4+2i+3+2i−1
A (P ), i ≥ 0.
(10) ξ31(i) = (Sq
0)i(ξ31) ∈ Ext
3,2i+5+2i+1+2i−1
A (P ), i ≥ 0.
(iii) (1) P̂ 1h1 ∈ Ext
4,13
A (P ).
(2) P̂ 1h2 ∈ Ext
4,15
A (P ).
(3) δ30(i) = (Sq
0)i(δ30) ∈ Ext
4,2i+5+2i+1+2i−1
A (P ), i ≥ 0.
(4) n̂i = (Sq
0)i(n̂0) ∈ Ext
4,2i+5+2i+2−1
A (P ), i ≥ 0.
(5) γ37(i) = (Sq
0)i(γ37) ∈ Ext
4,2i+5+2i+3+2i+1−1
A (P ), i ≥ 0.
(6) x̂i = (Sq
0)i(x̂0) ∈ Ext
4,2i+5+2i+3+2i+1−1
A (P ), i ≥ 0.
(7) α40(i) = (Sq
0)i(α40) ∈ Ext
4,2i+5+2i+3+2i+2+2i−1
A (P ), i ≥ 0.
(8) φ45(i) = (Sq
0)i(φ45) ∈ Ext
4,2i+5+2i+4+2i+1−1
A (P ), i ≥ 0.
(9) γ50(i) = (Sq
0)i(γ50) ∈ Ext
4,2i+5+2i+4+2i+2+2i+1+2i−1
A (P ), i ≥
0.
(10) D̂1(i) = (Sq
0)i(D̂1) ∈ Ext
4,2i+5+2i+4+2i+3+2i−1
A (P ), i ≥ 0.
(11) γ61(i) = (Sq
0)i(γ61) ∈ Ext
4,2i+6+2i+1−1
A (P ), i ≥ 0.
(12) Ĥ1(i) = (Sq
0)i(Ĥ1) ∈ Ext
4,2i+6+2i+1+2i−1
A (P ), i ≥ 0.
(13) γ63(i) = (Sq
0)i(γ63) ∈ Ext
4,2i+6+2i+1+2i−1
A (P ), i ≥ 0.
(14) φ65(i) = (Sq
0)i(φ65) ∈ Ext
4,2i+6+2i+2+2i+1−1
A (P ), i ≥ 0.
(15) δ67(i) = (Sq
0)i(δ67) ∈ Ext
4,2i+6+2i+3−1
A (P ), i ≥ 0.
(16) Q̂3(i) = (Sq
0)i(Q̂3) ∈ Ext
4,2i+6+2i+3−1
A (P ), i ≥ 0.
(17) ρ80(i) = (Sq
0)i(ρ80) ∈ Ext
4,2i+6+2i+4+2i+2+2i−1
A (P ), i ≥ 0.
(18) K̂i = (Sq
0)i(K̂0) ∈ Ext
4,2i+7+2i+1−1
A (P ), i ≥ 0.
(19) γ128(i) = (Sq
0)i(γ128) ∈ Ext
4,2i+7+2i+2+2i−1
A (P ), i ≥ 0.
(20) δ128(i) = (Sq
0)i(δ128) ∈ Ext
4,2i+7+2i+2+2i−1
A (P ), i ≥ 0.
(21) Ĵi = (Sq
0)i(Ĵ0) ∈ Ext
4,2i+7+2i+2+2i−1
A (P ), i ≥ 0.
(22) γ132(i) = (Sq
0)i(γ132) ∈ Ext
4,2i+7+2i+3+2i−1
A (P ), i ≥ 0.
(23) γ140(i) = (Sq
0)i(γ140) ∈ Ext
4,2i+7+2i+4+2i−1
A (P ), i ≥ 0.
24
(24) T̂i = (Sq
0)i(T̂0) ∈ Ext
4,2i+7+2i+4+2i+1−1
A (P ), i ≥ 0.
(25) δ144(i) = (Sq
0)i(δ144) ∈ Ext
4,2i+7+2i+4+2i+2+2i−1
A (P ), i ≥ 0.
(26) γ148(i) = (Sq
0)i(γ148) ∈ Ext
4,2i+7+2i+4+2i+3+2i−1
A (P ), i ≥ 0.
(27) δ156(i) = (Sq
0)i(δ156) ∈ Ext
4,2i+7+2i+5+2i−1
A (P ), i ≥ 0.
(28) V̂i = (Sq
0)i(V̂0) ∈ Ext
4,2i+7+2i+5+2i−1
A (P ), i ≥ 0.
(29) γ164(i) = (Sq
0)i(γ164) ∈ Ext
4,2i+7+2i+5+2i+3+2i−1
A (P ), i ≥ 0.
(30) V̂ ′i = (Sq
0)i(V̂ ′0) ∈ Ext
4,2i+8+2i−1
A (P ), i ≥ 0.
(31) Ûi = (Sq
0)i(Û0) ∈ Ext
4,2i+8+2i+3+2i−1
A (P ), i ≥ 0.
We also describe the class β187 ∈ Ext
5,192
A (P ) in (3.2) (8) as follows. β187 is an
indecomposable element too.
(3.23) β187 = {e8λ
2
3λ47λ
2
63} ∈ Ext
5,192
A (P ).
Thus all the classes in (3.2) can be read from (3.13), (3.21) and (3.23), noting
that Ext∗,∗A (P ) is an Ext
∗,∗
A -module.
Now we state the “already known” results on Exts,∗A for s ≤ 4 from [8,16] as
follows.
Theorem 3.24 ([8, 16]). (i) Modulo indecomposable elements in Ext3,∗A (P ),
Exts,∗A (P ) for s ≤ 3 is generated by ĥi, ĉi, hi, ci subject to the relations in
Theorem 3.14 (i), and the following relations.
(1) ĥihi−1 = 0,
(2) ĥi+2h
2
i = ĥi+1h
2
i+1,
(3) ĥi+2hi+2hi = 0,
(4) ĥi+3hi+3h
2
i = 0,
(5) ĥi+2h
2
i+3hi = 0,
(6) ĥicj = 0 for j = i− 2, i− 3,
(7) ĉihj = 0 for j = i−1, i, i+2, i+
3,
(8) ĉihi+1 = ĥi+1ci 6= 0.
(ii) The elements in (3.22) (ii) is a Z/2-base for the submodule of indecom-
posable elements in the Z/2-module Ext3,∗A (P ).
(iii) The decomposable elements in Ext4,∗A (P ) is the Z/2-submodule generated
by the following elements.
(1) ĥ4+nh
4
0, n ≥ 0,
(2) ĥlh
3
jhk, 1 ≤ l ≤ j − 1 < k − 3,
(3) ĥnh
3
j−1hk, 3 ≤ j + 2 ≤ n ≤ k,
j < k − 2,
(4) ĥk+nh
3
j−1hk−1, n ≥ 1, 1 ≤ j <
k − 2,
(5) êj−2hk, 2 ≤ j < k − 2,
(6) ĉj−3hj+1hk, 3 ≤ j < k − 2,
(7) ĥlh
2
jh
2
k, 1 ≤ l ≤ j < k − 3,
(8) ĥnh
2
j−1h
2
k, 3 ≤ j + 2 ≤ n ≤ k,
j < k − 3,
(9) ĉk−2h
2
j−1, 1 ≤ j < k − 3,
(10) ĥk+1+nh
2
j−1h
2
k−1, n ≥ 1, 1 ≤
j < k − 3,
(11) ĉj−2h
2
k, 2 ≤ j < k − 3,
(12) ĥlh
2
jhkhi, 1 ≤ l ≤ j < k − 2 <
i− 3,
(13) ĥnh
2
j−1hkhi, 3 ≤ j + 2 ≤ n ≤
k, j < k − 2 < i− 3,
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(14) ĥnh
2
j−1hk−1hi, k + 1 ≤ n ≤ i,
1 ≤ j < k − 2 < i− 3,
(15) ĥi+n+1h
2
j−1hk−1hi−1, n ≥ 0,
1 ≤ j < k − 2 < i− 3,
(16) ĉj−2hkhi, 2 ≤ j < k−2 < i−3,
(17) ĥlhjh
2
khi, 1 ≤ l ≤ j < k − 2 <
i− 4,
(18) f̂jhi, 0 ≤ j < i− 5,
(19) α16(j)hi, 0 ≤ j < i− 5,
(20) ĝj+1hi, 0 ≤ j < i− 5,
(21) ĥnhj−1h
2
khi, 2 ≤ j + 1 ≤ n ≤
k, j < k − 2 < i− 4,
(22) ĉk−2hj−1hi, 1 ≤ j < k − 3 <
i− 5,
(23) p̂′j−1hi, 1 ≤ j < i− 5,
(24) ĥnhj−1h
2
k−1hi, k + 2 ≤ n ≤ i,
1 ≤ j < k − 2 < i− 4,
(25) ĥi+1+nhj−1h
2
k−1hi−1, n ≥ 0,
1 ≤ j < k − 2 < i− 4,
(26) ĥlhjhkh
2
i , 1 ≤ l ≤ j < k − 1 <
i− 3,
(27) ĥnhj−1hkh
2
i , 2 ≤ j + 1 ≤ n ≤
k, j < k − 1 < i− 3,
(28) f̂khj−1, 1 ≤ j < k − 1,
(29) α16(k)hj−1, 1 ≤ j < k − 1,
(30) ĝk+1hj−1, 1 ≤ j < k − 1,
(31) ĥnhj−1hk−1h
2
i , k + 1 ≤ n ≤ i,
1 ≤ j < k − 1 < i− 3,
(32) ĉi−2hj−1hk−1, 1 ≤ j < k−1 <
i− 3,
(33) p̂′k−1hj−1, 1 ≤ j < k − 1,
(34) ĥi+1+nhj−1hk−1h
2
i−1, n ≥ 1,
1 ≤ j < k − 1 < i− 3,
(35) ĥlhjh
3
k, 1 ≤ l ≤ j < k − 3,
(36) f̂jhj+5, j ≥ 0,
(37) α16(j)hj+5, j ≥ 0,
(38) ĝj+1hj+5, j ≥ 0,
(39) ĥnhj−1h
3
k, 2 ≤ j + 1 ≤ n ≤
k − 1, j < k − 3,
(40) ĉk−3hj−1hk+1, 1 ≤ j < k − 3,
(41) êk−2hj−1, 1 ≤ j < k − 3,
(42) ĥk+2+nhj−1h
3
k−1, n ≥ 0, 1 ≤
j < k − 3,
(43) ĥlhjhkhihp, 1 ≤ l ≤ j < k −
1 < i− 2 < p− 3,
(44) ĥnhj−1hkhihp, 2 ≤ j + 1 ≤
n ≤ k, j < k−1 < i−2 < p−3,
(45) ĥnhj−1hk−1hihp, k + 1 ≤ n ≤
i, 1 ≤ j < k− 1 < i− 2 < p− 3,
(46) ĥnhj−1hk−1hi−1hp, i + 1 ≤
n ≤ p, 1 ≤ j < k − 1 < i− 2 <
p− 3,
(47) ĥp+nhj−1hk−1hi−1hp−1, n ≥
1, 1 ≤ j < k−1 < i−2 < p−3,
(48) D̂3(k − 1)hj−1, 1 ≤ j < k − 1,
(49) D̂3(j − 1)hp, 1 ≤ j < p− 5,
(50) d̂jhj, j ≥ 0,
(51) ĥlcjhj+1, 1 ≤ l ≤ j,
(52) ξ31(j − 1)hj, j ≥ 1,
(53) ĥj+3+nhjcj−1, n ≥ 0, j ≥ 1,
(54) ĥlhjck, 1 ≤ l ≤ j < k − 1,
(55) ĥnhj−1ck, 2 ≤ j + 1 ≤ n ≤
k + 1, j < k − 1,
(56) ĥk+3+nhj−1ck−1, n ≥ 0, 1 ≤
j < k − 1,
(57) ξ31(k − 1)hj−1, 1 ≤ j < k − 1,
(58) α21(k− 1)hj−1, 1 ≤ j < k− 1,
(59) p̂k−1hj−1, 1 ≤ j < k − 1,
(60) d̂khj−1, 1 ≤ j < k − 1,
(61) ĥlcjhk, 1 ≤ l ≤ j + 1 < k − 2,
(62) d̂jhk, 0 ≤ j < k − 4,
(63) α21(j − 1)hk, 1 ≤ j < k − 3,
(64) p̂j−1hk, 1 ≤ j < k − 4,
(65) êj+1hj−1, j ≥ 1,
(66) ĥncj−1hk, 4 ≤ j + 3 ≤ n ≤ k,
j < k − 3,
(67) ĥk+1+ncj−1hk−1, n ≥ 0, 1 ≤
j < k − 4,
(68) ξ31(j − 1)hk, 1 ≤ j < k − 3,
(69) ĥldj, 1 ≤ l ≤ j + 2,
(70) ĥj+4+ndj−1, n ≥ 0, j ≥ 1,
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(71) ξ31(j − 1)hj+1, j ≥ 1,
(72) ξ31(j − 1)hj+2, j ≥ 1,
(73) ĥlej, 1 ≤ l ≤ j + 2,
(74) ĥj+4+nej−1, n ≥ 0, j ≥ 1,
(75) ĥlfj, 1 ≤ l ≤ j + 2,
(76) ĥj+4+nfj−1, n ≥ 0, j ≥ 1,
(77) p̂′j−1hj−1, j ≥ 1,
(78) ĥlgj+1, 1 ≤ l ≤ j + 2,
(79) ĥj+4+ngj, n ≥ 1, j ≥ 1,
(80) ĥlpj, 1 ≤ l ≤ j and l = j + 3,
(81) ĝj+2hj, j ≥ 0,
(82) ĥj+1p
′
j−1, j ≥ 1,
(83) ĥj+5+npj−1, n ≥ 0, j ≥ 1,
(84) ĥj+3D3(j − 1), j ≥ 1,
(85) ĥlD3(j), 1 ≤ l ≤ j + 3,
(86) ĥj+6+nD3(j−1), n ≥ 0, j ≥ 1,
(87) ĥlp
′
j, 1 ≤ l ≤ j+1 and j+3 ≤
l ≤ j + 4,
(88) ĝj+3hj, j ≥ 0,
(89) ĥj+6+np
′
j−1, n ≥ 0, j ≥ 1.
(iv) The elements in (3.22) (iii) is a Z/2-base for the submodule of indecom-
posable elements in the Z/2-module Ext4,∗A (P ).
It is not difficult to see that Theorem 3.24 covers (3.2) (j) (a) for 1 ≤ j ≤ 7.
Let Exts,tA (P )
t∗−→ Exts+1,t+1A be as in (3.19). From (3.13), (3.19), (3.20) and
(3.21) it is easy to see the following (3.25) (1) through (3.25) (3). (3.25) (4) is
proved in [8, 16].
(3.25) Exts,tA (P )
t∗−→ Exts+1,t+1A has the following properties:
(1) t∗(ĥi) = hi, i ≥ 0.
(2) t∗(ĝi+1) = gi+1, i ≥ 0.
(3) t∗(D̂3(i)) = D3(i), i ≥ 0.
(4) t∗(γ61(i)) = 0, i ≥ 0.
It is easy to see that the results in (3.2) (j) (b) for j = 1, 5, (3.2) (j) (c) for
2 ≤ j ≤ 7, (3.2) (8) (b) and (3.2) (9) (b) follow from (3.14) and (3.25). The
equations in (3.2) (8) (c) and (3.2) (9) (c) also follow straightforwardly from
(3.25). The equation t∗(β187) = h5V0 in (3.2) (8) (d) is proved as follows. By
(3.13), V0 = {λ0λ31λ47λ15λ63}. So h5V0 = V0h5 = {λ0λ31λ47λ15λ63λ31}. By
(3.8), (3.19) and (3.23) we have t∗(β187) = {λ8λ
2
3λ47λ
2
63 = λ0λ15λ
2
7λ63λ95}.
Straightforward calculations show that δ(λ0λ23λ7λ63λ95) = λ0λ15λ
2
7λ63λ95 +
λ0λ31λ47λ15λ63λ31. So t∗(β187) = h5V0. Nontriviality and linear independence
as claimed in (3.2) (8) (c), (3.2) (8) (d), and (3.2) (9) (c) will be proved later.
We recall the algebraic Kahn-Priddy theorem of Lin mentioned in section 2
as follows.
Theorem 3.26 (algebraic Kahn-Priddy theorem). Exts,tA (P )
t∗−→ Exts+1,t+1A
is onto for all t, s with t− s > 0.
From Theorem 3.26, it is easy to see that the Ext group results in (3.1) (7), (8)
follow from (3.2) (8) and (3.2) (9) (cf. Remark 3.7). Thus to complete the proof
of (3.1) and (3.2) it suffices to prove (3.1) (9), (3.2) (8) (a) and (3.2) (9) (a)
(which we will simply say “the remaining (3.2) (a)”), and (3.2) (8) (c) and
(3.2) (9) (c) (which we will simply say “the remaining (3.2) (c)”).
For this purpose we need to recall how Theorem 3.26 is proved. First of all
define Λ(n) ⊂ Λ as follows.
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(3.27) For each n ≥ 0, let Λ(n) be the Z/2-submodule of Λ generated by the
admissible monomials λi1 · · ·λis with i1 ≤ n.
It is not difficult to see that each Λ(n) is a subcomplex of Λ. So we have an
increasing filtration 1 = Λ(0) ⊂ Λ(1) ⊂ Λ(2) ⊂ · · · ⊂ Λ(n) ⊂ Λ(n + 1) ⊂ · · · of
subcomplexes of Λ. The differential Λ-module H∗(P )⊗Λ also has an increasing
filtration of subcomplexes F (0) = 0 ⊂ F (1) ⊂ F (2) ⊂ · · · ⊂ F (n) ⊂ F (n+ 1) ⊂
· · · defined as follows.
(3.28) F (n) = Σ1≤k≤nHk(P )⊗ Λ, for n ≥ 1.
It is easy to see the following.
(3.29) F (i)/F (i− 1) ∼= ΣiΛ.
In [18] Lin has shown the following.
(3.30) There is a chain map Λ
φ
−→ H∗(P ) ⊗ Λ that goes from Λ
s+1,t−s to
(H∗(P ) ⊗ Λ)
s,t−s, and so induces an Ext group map Exts+1,t+1A
φ∗
−→
Exts,tA (P ) for t− s ≥ 0. The chain map φ has the following properties.
(1) φ(Λ(i)) ⊂ F (i) for all i ≥ 0.
(2) φ(λi1λi2 · · ·λis) ≡ ei1λi2 · · ·λis mod F (i1 − 1) for any admissible
monomial λi1 · · ·λis with i1 ≥ 1.
(3) Let ψ be the composite Λ
φ
−→ H∗(P ) ⊗ Λ
t
−→ Λ where t is as in
(3.19). Then for each admissible monomial λi1λi2 · · ·λis ∈ Λ with
i1 ≥ 1 there is the relation
ψ(λi1λi2 · · ·λis) ≡ λi1λi2 · · ·λis mod Λ(i1 − 1).
It is easy to see that Theorem 3.26 follows from (3.20) and (3.30) (3). To com-
plete our proofs for (3.1) and (3.2), we are going to use a spectral sequence
{Ei,s,tr }r≥1 for computing Ext
∗,∗
A (P ) described in (3.32) below to prove the re-
maining (3.2) (a). Then we will use these results, and the map φ∗ in (3.30) to
deduce (3.1) (9) and the remaining (3.2) (c).
The spectral sequence for computing Exts,t+sA (P ) = H
s,t(H∗(P )⊗ Λ) is the
one defined by the filtration {F (i)}i≥0 for H∗(P )⊗Λ in (3.28). From (3.29) we
see that
Hs,t(F (i)/F (i− 1)) ∼= Hs,t(ΣiΛ) ∼= ΣiExt
s,t+s−i
A .(3.31)
So we have the following.
(3.32) The filtration {F (i)}i≥0 gives rise to a spectral sequence {E
i,s,t
r }r≥1 with
Ei,s,t1 = H
s,t(F (i)/F (i − 1)) ∼= ΣiExt
s,t+s−i
A , i ≥ 1, and ⊕i≥1E
i,s,t
∞
∼=
Exts,t+sA (P ) as Z/2-modules. The differential dr of this spectral sequence
goes from Ei,s,tr to E
i−r,s+1,t−1
r .
We will simply write E∗,s,∗r
dr−→ E∗,s+1,∗r to indicate that we are considering
the differentials for a fixed s and for all i, t, r. From (3.32) we see that for a
given s > 1, if one knows completely the Ext groups Exts,∗A and has computed
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all the differentials E∗,s−1,∗r
dr−→ E∗,s,∗r and E
∗,s,∗
r
dr−→ E∗,s+1,∗r , then one can
determine the Ext groups Exts,∗A (P ). This is done in [9], [16] and [8], where
the differentials E∗,s,∗r
dr−→ E∗,s+1,∗r with 0 ≤ s ≤ 2, with s = 3 and with
s = 4 are computed respectively. To deduce the remaining (3.2) (a) we have
to compute the differentials Ei,s,tr
dr−→ Ei−r,s+1,t−1r for (s, t) = (4, 188), (4, 189)
and for (s, t) = (5, 187), (5, 188), all i, r. These will be described in (3.36) and
(3.37) below. As will be seen later in (3.44), to deduce (3.1) (9) we also need
to compute the above differential for (s, t) = (4, 190) and for (s, t) = (5, 189).
This will be described in (3.38) below.
To state (3.36), (3.37) and (3.38) we use the following conventions. By (3.32),
if α is a basis element in Exts,∗A then eiα = ei ⊗ α is a basis element in E
i,s,∗
1 .
We will write eiα→ ei−rβ, where ei−rβ is some basis element in E
i−r,s+1,∗
1 , to
indicate that both eiα and ei−rβ survive to E
∗,∗,∗
r and dr(eiα) = ei−rβ in the
spectral sequence. In (3.36), (3.37) and (3.38) below there are two families of
non-trivial differentials: the differentials in (j) (a) for j = 3.36, 3.37, 3.38 (which
will be refered to as the “(a)-differentials”) that go from E∗,4,∗r to E
∗,5,∗
r , and
the differentials in (j) (b) for j = 3.36, 3.37, 3.38 (which will be refered to as the
“(b)-differentials”) that go from E∗,5,∗r to E
∗,6,∗
r . Any basis element eiα in E
∗,5,∗
1
that is not in the targets of the (a)-differentials nor in the sources of the (b)-
differentials is a cycle that survives to E∗,5,∗∞ . These permanent cycles are listed
in (j) (c) for j = 3.36, 3.37, 3.38 (which will be refered to as the “(c)-cycles”).
For each (c)-cycle eiα, we will write eiα ←→ β to mean that β ∈ Ext
∗,∗
A (P ) is
the cohomology class represented by this cycle.
All of the (a)-differentials are covered by [8] ((4.1.1) through (4.1.289) in
[8]). In (3.36), (3.37) and (3.38) below we simply list these differentials and
omit the calculations. Computing the (b)-differentials is the main work of this
section from which we are going to deduce the remaining (3.2) (a) and (3.2) (c).
These calculations are lengthy and will not be given in this paper. Also, the
targets of the (b)-differentials are of the form eiβ where β ∈ Ext
6,∗
A . So to
state the (b)-differentials we need to describe some indecomposable elements in
Ext6,∗A (elements which are not sums of products of elements in (3.13)). These
elements are listed in (3.33) below.
(3.33) (1) λ19D1 = {λ19D1
∗
= λ19D
∗
1+λ15λ1λ2λ
2
3λ47+(λ14λ9λ7+λ11λ12λ7+
λ7λ16λ7 + λ7λ7λ16)λ11λ
2
15}.
(2) λ39D1(1) = Sq
0(λ19D1).
(3) λ40D1(1) = {λ2λ
2
3(λ79λ
2
31 + λ
2
31λ79)}.
(4) A = {λ9(λ4λ7λ11λ
2
15) + λ5λ1λ2λ
2
3λ47 + λ3λ
3
0λ11λ47}.
(5) A′ = {λ20λ
2
0c
∗
2+λ18λ2λ0c
∗
2+λ17λ1λ2c
∗
2+λ15λ4λ7λ5λ
2
15+λ14λ6λ0c
∗
2+
λ13(λ5λ2+λ3λ4)c
∗
2+λ12(λ8λ0+λ0λ8)c
∗
2+λ11(λ8λ9(λ19λ
2
7+λ
2
7λ19)+
λ3λ6c
∗
2+λ0λ7λ13λ
2
15)+λ12f
∗
0λ31+λ10(λ2λ4λ
3
15+λ10λ0c
∗
2+λ2λ8c
∗
2)+
λ9(λ9λ2c
∗
2+λ1λ10c
∗
2)+λ7(λ4λ7λ13λ
2
15+λ7λ6c
∗
2+λ5λ8c
∗
2)+λ6(λ6λ8c
∗
2+
λ10λ0λ
3
15+λ
2
9λ
2
3+λ9λ
2
3λ9+λ7λ11λ
2
3λ31+λ6λ4λ
3
15+λ7λ5λ9λ3λ31)}.
(6) D2 = {λ
4
0λ11λ47}.
(7) t0 = {λ5(λ9λ3λ5λ
2
7+λ6λ0λ3λ15λ7+λ3λ5λ1λ15λ7)+λ3(λ11λ3λ5λ
2
7+
λ5λ1λ13λ
2
7 + λ3λ5λ
2
1λ23)}.
(8) q0 = {λ2λ
3
0λ
2
15 + λ1((λ5λ
3
1 + λ2λ4λ
2
1 + λ1λ2λ4λ1 + λ2λ
2
1λ4)λ23 +
λ6λ0λ3λ15λ7 + λ2λ10λ5λ
2
7 + λ2λ4λ7λ3λ15 + λ9λ3λ5λ
2
7)}.
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We also need to show the following.
(3.34) Let S be the set of all the classes β such that eiβ appears in the targets of
a (b)-differential in (3.36) through (3.38). Then S is linearly independent
in Ext6,∗A .
(3.34) will be proved in (3.43) later.
Finally we make some remarks on the (c)-cycles. From (3.32), a permanent
cycle in the spectral sequence represents a class in Ext∗,∗A (P ). One needs some
further calculations to describe the class represented by a permanent cycle in
terms of the cohomology classes in (3.13) and (3.21). These calculations will not
be given in this paper. Instead, we illustrate our calculations for two examples
of these. The first example is e14h1f3 in (3.36) (c) (2) which represents the
cohomology class ĥ4h0f3 ∈ Ext
5,192
A (P ). From (3.13), f3 = {f
∗
3 } ∈ Ext
4,176
A
where
f∗3 = (Sq
0)3(f∗0 ) = λ39λ7λ
2
63 + λ31(λ79λ31 + λ31λ47λ63) + λ23λ39λ47λ63.
From (3.21) we have ĥ4 = {e15}, so ĥ4h0 = {e15λ0} = {e14λ1 + e12λ3 + e8λ7},
and ĥ4h0f3 = {(e14λ1 + e12λ3 + e8λ7)f
∗
3 }. It follows that the permanent cycle
e14h1f3 represents the class ĥ4h0f3.
The other example is the following.
(3.35) The cycle e47T0 represents the cohomology class ĝ4h
2
0 ∈ Ext
5,193
A (P ) in
the the spectral sequence of Ext∗,∗A (P ).
The result (3.35) will be used to prove (3.4) (17). It is explained as follows.
From (3.21) we have ĝ4 = {ĝ
∗
4} ∈ Ext
3,191
A (P ) where
ĝ∗4 = (Sq
0)3(ĝ∗1) = e55λ7λ
2
63 + e47(λ79λ
2
31 + λ
2
31λ79) + e31λ47λ79λ31,
so ĝ4h
2
0 = {ĝ
∗
4λ
2
0}. From (3.13) we have T0 = {T
∗
0 } ∈ Ext
5,146
A where
T ∗0 = λ
2
0(λ79λ
2
31 + λ
2
31λ79) + (λ9λ
2
3 + λ
2
3λ9)λ
2
63.
The infinite cycle e47T0 represents ĝ4h0 ∈ Ext
5,193
A (P ) because δ(B0) ≡ ĝ
∗
4λ
2
0 +
e47T
∗
0 mod F (46) where
B0 = e55λ7λ63λ64λ0 + e55λ7λ63λ0λ64 + e55λ7λ64λ0λ63 + e55λ7λ0λ64λ63 + e55λ8λ0λ
2
63 +
e55λ0λ8λ
2
63 + e56λ0λ7λ
2
63 + e54λ2λ7λ
2
63 + e57λ
2
3λ
2
63 + e52λ4λ7λ
2
63 + e51λ5λ7λ
2
63 +
e47(λ79λ31λ32λ0+λ79λ31λ0λ32+λ79λ32λ0λ31+λ79λ0λ32λ31+λ80λ0λ
2
31+λ63λ16λ32λ31+
λ64λ16λ
2
31 + λ0λ80λ
2
31 + λ31λ47λ64λ0 + λ31λ47λ0λ64 + λ31λ48λ0λ63 + λ31λ0λ48λ63 +
λ0λ32λ47λ63+λ32λ0λ47λ63+λ9λ7λ
2
63+λ
2
7λ
2
64+λ7λ8λ64λ63+λ7λ8λ63λ64+λ8λ7λ64λ63+
λ28λ
2
63+λ8λ7λ63λ64+λ47λ31λ
2
32+λ48λ31λ32λ31+λ48λ
2
31λ
2
32+λ47λ
2
32λ31+λ47λ32λ31λ32+
λ231λ16λ64 + λ31λ32λ15λ64 + λ32λ31λ15λ64 + λ32λ31λ16λ63 + λ
2
32λ15λ63).
It follows that the infinite cycle e47T0 represents ĝ4h
2
0.
Now we describe the differentials Ei,4,188r
dr−→ Ei−r,5,187r
dr−→ Ei−2r,6,186r ,
Ei,4,189r
dr−→ Ei−r,5,188r
dr−→ Ei−2r,6,187r , and E
i,4,190
r
dr−→ Ei−r,5,189r
dr−→ Ei−2r,6,188r
in (3.36), (3.37), (3.38) below respectively (in the spectral sequence (3.32) for
Ext∗,∗A (P )).
(3.36) (a)
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(1) e12h2c4 → e11h0h2c4
(2) e16f3 → e15h0f3
(3) e16h
3
4h7 → e15h0h
3
4h7
(4) e20c2h7 → e19h0c2h7
(5) e24h
2
2h5h7 → e20h
3
2h5h7
(6) e24e3 → e23h0e3
(7) e28h
2
1h5h7 → e26h
3
1h5h7
(8) e30h
2
0h5h7 → e29h
3
0h5h7
(9) e46p
′
1 → e31V0
(10) e42c1h7 → e38h2c1h7
(11) e54h1h3h
2
6 → e40h
3
3h7
(12) e44h
2
1h4h7 → e42h
3
1h4h7
(13) e44p2 → e43h0p2
(14) e46h
2
0h4h7 → e45h
3
0h4h7
(15) e48d3 → e47h0d3
(16) e53c0h7 → e51h1c0h7
(17) e56h
2
2h
2
6 → e52h
3
2h
2
6
(18) e54h
2
0h3h7 → e53h
3
0h3h7
(19) e60h
2
1h
2
6 → e58h
3
1h
2
6
(20) e62h
2
0h
2
6 → e61h
3
0h
2
6
(21) e102h1c3 → e78D1(1)
(22) e84c2h6 → e83h0c2h6
(23) e88h4c3 → e87h0h4c3
(24) e119p
′
0 → e94h1g3
(25) e96g3 → e95h0g3
(26) e106c1h6 → e102h2c1h6
(27) e104f2 → e103h0f2
(28) e108h
2
1h4h6 → e106h
3
1h2h4h6
(29) e108e2 → e107h0e2
(30) e110h
2
0h4h6 → e109h
3
0h4h6
(31) e118p1 → e111h4D3
(32) e117c0h6 → e115h1c0h6
(33) e118h
2
0h3h6 → e117h
3
0h3h6
(34) e120d2 → e119h0d2
(35) e124h
2
1h5 → e122h
3
1h
2
5
(36) e126h
2
0h
2
5 → e125h
3
0h
2
5
(37) e138c1h5 → e134h2c1h5
(38) e140h3c2 → e135D1
(39) e155p0 → e142h1g2
(40) e144h0g2 → e143h0g2
(41) e150e1 → e146h2e1
(42) e148f1 → e147h0f1
(43) e149c0h5 → e147h1c0h5
(44) e150h
2
0h3h5 → e149h
3
0h3h5
(45) e156d1 → e154h1d1
(46) e158h
2
0h
2
4 → e157h
3
0h
2
4
(47) e165c0h4 → e163h1c0h4
(48) e171e0 → e166h1g1
(49) e168g1 → e167h0g1
(50) e170f0 → e169h0f0
(51) e174d0 → e173h0d0
(52) e188h
4
0 → e187h
5
0
(b) (1) e10c1h5h7 → e6h2c1h5h7
(2) e12h
2
1c4 → e10h
3
1c4
(3) e12h5p2 → e11h0h5p2
(4) e12h3c2h7 → e7D1h7
(5) e14h
2
0c4 → e13h
3
0c4
(6) e16h5d3 → e15h0h5d3
(7) e16g2h7 → e15h0g2h7
(8) e20f1h7 → e19h0f1h7
(9) e21c0h5h7 → e19h1c0h5h7
(10) e22h1e3 → e8h
2
3e3
(11) e22e1h7 → e18h2e1h7
(12) e22h
2
0h3h5h7 → e21h
3
0h3h5h7
(13) e24x2 → e23h0x2
(14) e27p0h7 → e14h1g2h7
(15) e28d1h7 → e26h1d1h7
(16) e30h
2
0h
2
4h7 → e29h
3
0h
2
4h7
(17) e32h4d3 → e31h0h4d3
(18) e37c0h4h7 → e35h1c0h4h7
(19) e40h3d3 → e20h2x2
(20) e40g1h7 → e39h0g1h7
(21) e42f0h7 → e41h0f0h7
(22) e42c1h
2
6 → e38h2c1h
2
6
(23) e43e0h7 → e38h2f0h7
(24) e44p
′
1h1 → e42h
2
0p2
(25) e46h1d3 → e30h1h4d3
(26) e46d0h7 → e45h0d0h7
(27) e46T0 → e45h0T0
(28) e48Q3(1)→ e47h0Q3(1)
(29) e48n2 → e47h0n2
(30) e53c0h
2
6 → e51h1c0h
2
6
(31) e54h
2
0h3h
2
6 → e53h
3
0h3h
2
6
(32) e54h3D3(1)→ e46h
2
3D3(1)
31
(33) e58H1(1)→ e54h2H1(1)
(34) e58h2D3(1)→ e51h3J0
(35) e59J0 → e46h1Q3(1)
(36) e60h
4
0h7 → e59h
5
0h7
(37) e62K0 → e61h0K0
(38) e80g2h6 → e79h0g2h6
(39) e84f1h6 → e83h0f1h6
(40) e86e1h6 → e82h2e1h6
(41) e88h4f2 → e87h0h4f2
(42) e91p0h6 → e78h1g2h6
(43) e92d1h6 → e90h1d1h6
(44) e92h2g3 → e91h0h2g3
(45) e94h
2
0h
3
5 → e93h
3
0h
3
5
(46) e100h2f2 → e95h
2
4D3
(47) e101c0h4h6 → e99h1c0h4h6
(48) e102h
2
0c3 → e101h
3
0c3
(49) e102h1f2 → e86h
2
0h4c3
(50) e104h2e2 → e100h
2
2e2
(51) e104g1h6 → e103h0g1h6
(52) e106f0h6 → e105h0f0h6
(53) e107e0h6 → e102h1g1h6
(54) e108x1 → e107h0x1
(55) e110d0h6 → e109h0d0h6
(56) e112h3d2 → e111h0h3d2
(57) e116h1p1 → e106h1x1
(58) e117c0h
2
5 → e115h1c0h
2
5
(59) e118h0p
′
0 → e117h
2
0p
′
0
(60) e120n1 → e119h0n1
(61) e120Q3 → e119h0Q3
(62) e123h2D3 → e115λ19D1
(63) e124h
4
0h6 → e123h
5
0h6
(64) e125h1D3 → e118h1Q3
(65) e125H1 → e123h1H1
(66) e136g1h5 → e135h0g1h5
(67) e138f0h5 → e137h0f0h5
(68) e139e0h5 → e134h1g1h5
(69) e140h2g2 → e139h0h2g2
(70) e142d0h5 → e141h0d0h5
(71) e148h1e1 → e146h
2
1e1
(72) e150x0 → e149h0x0
(73) e152h2d1 → e148h
2
2d1
(74) e156n0 → e150t0
(75) e156h
4
0h5 → e155h
5
0h5
(76) e164h2g1 → e163h0h2g1
(77) e170h0e0 → e169h
2
0e0
(78) e172h
4
0h4 → e171h
5
0h4
(79) e172h1d0 → e170h
2
1d0
(80) e176P
1h2 → e175h0P
1h2
(81) e178P
1h1 → e172h
2
0d0
(c) (1) e8h
2
2c4 ←→ β187
(2) e14h1f3 ←→ ĥ4h0f3
(3) e30D3(1)h5 ←→ ĥ5V0
(3.37) (a) (1) e21c2h7 → e13h3c2h7
(2) e16h0c4 → e15h
2
0c4
(3) e17f3 → e15h1f3
(4) e25h
2
2h5h7 → e21h
3
2h5h7
(5) e24h0h3h5h7 → e23h
2
0h3h5h7
(6) e25e3 → e23h1e3
(7) e28h0h2h5h7 → e27h
3
1h5h7
(8) e32h0h
2
4h7 → e31h
2
0h
2
4h7
(9) e45p2 → e31D3(1)h5
(10) e48h0h
2
3h7 → e38c0h4h7
(11) e44h0h2h4h7 → e43h
3
1h4h7
(12) e49d3 → e47h1d3
(13) e54c0h7 → e47d0h7
(14) e57h
2
2h
2
6 → e53h
3
2h
2
6
(15) e56h0h3h
2
6 → e55h
2
0h3h
2
6
(16) e60h0h2h
2
6 → e59h
3
1h
2
6
(17) e62h
3
0h7 → e61h
4
0h7
(18) e85c2h6 → e77h3c2h6
(19) e89h4c3 → e79D1(1)
(20) e109h
2
1h4h6 → e63K0
(21) e96h0h
3
5 → e95h
2
0h
3
5
(22) e97g3 → e95h1g3
(23) e104h0c3 → e103h
2
0c3
(24) e105f2 → e103h1f2
(25) e107c1h6 → e103h2c1h6
(26) e108h0h2h4h6 →
e107h
2
0h2h4h6
32
(27) e109e2 → e101h3e2
(28) e109h
2
1h4h6 → e63K0
(29) e118c0h6 → e111d0h6
(30) e119p1 → e93h2g3
(31) e120p
′
0 → e119h0p
′
0
(32) e121d2 → e117h2d2
(33) e124h0h2h
2
5 → e123h
2
0h2h
2
5
(34) e126h
3
0h6 → e125h
4
0h6
(35) e128D3 → e126h1D3
(36) e139c1h5 → e135h2c1h5
(37) e145g2 → e143h1g2
(38) e148h0c2 → e147h
2
0c2
(39) e149f1 → e141h3f1
(40) e150c0h5 → e143d0h5
(41) e151e1 → e139f0h5
(42) e156p0 → e155h0p0
(43) e157d1 → e126H1
(44) e158h
3
0h5 → e157h
4
0h5
(45) e169g1 → e167h1g1
(46) e171f0 → e165h2g1
(47) e172e0 → e171h0e0
(48) e174h
3
0h4 → e173h
4
0h4
(49) e180h1c0 → e177P
1h2
(50) e182h
3
0h3 → e179P
1h1
(b) (1) e11c1h5h7 → e7h2c1h5h7
(2) e12h0h2c4 → e11h
3
1c4
(3) e16h0f3 → e15h
2
0f3
(4) e17h3e3 → e9h
2
3e3
(5) e17g2h7 → e15h1g2h7
(6) e20h0c2h7 → e19h
2
0c2h7
(7) e21f1h7 → e13h3f1h7
(8) e22c0h5h7 → e15d0h5h7
(9) e23e1h7 → e11f0h5h7
(10) e24h0e3 → e23h
2
0e3
(11) e25x2 → e23h1x2
(12) e28p0h7 → e27h0p0h7
(13) e30h
3
0h5h7 → e29h
4
0h5h7
(14) e32V0 → e31h0V0
(15) e33g3h6 → e31h1g3h6
(16) e41h3d3 → e21h2x2
(17) e41g1h7 → e39h1g1h7
(18) e43f0h7 → e37h2g1h7
(19) e44h0p2 → e43h
2
0p2
(20) e44e0h7 → e43h0e0h7
(21) e45h1p
′
1 → e30h1V0
(22) e46h
3
0h4h7 → e45h
4
0h4h7
(23) e48h0d3 → e47h
2
0d3
(24) e49Q3(1)→ e47h1Q3(1)
(25) e49n2 → e47h1n2
(26) e52h1c0h7 → e49P
1h2h7
(27) e54h
3
0h3h7 → e51P
1h1h7
(28) e54c0h
2
6 → e47d0h
2
6
(29) e55h3D3(1)→ e39λ39D1(1)
(30) e59H1(1)→ e55h2H1(1)
(31) e59h2D3(1)→ e45h2Q3(1)
(32) e60J0 → e59h0J0
(33) e62h
3
0h
2
6 → e61h
4
0h
2
6
(34) e81g2h6 → e79h1g2h6
(35) e84h0c2h6 → e83h
2
0c2h6
(36) e85f1h6 → e77h3f1h6
(37) e88h0h4c3 → e87h
2
0h4c3
(38) e92p0h6 → e91h0p0h6
(39) e93d1h6 → e62H1h6
(40) e96h0g3 → e95h
2
0g3
(41) e104h0f2 → e103h
2
0f2
(42) e105h2e2 → e101h
2
2e2
(43) e105g1h6 → e103h1g1h6
(44) e107f0h6 → e101h2g1h6
(45) e108e0h6 → e107h0e0h6
(46) e108h0e2 → e107h
2
0e2
(47) e109x1 → e93h
2
1g3
(48) e110h
3
0h4h6 → e109h
4
0h4h6
(49) e112h4D3 → e110h1h4D3
(50) e113h3d2 → e105d1h
2
4
(51) e116c0h1h6 → e113P
1h2h6
(52) e118h
3
0h3h6 → e115P
1h1h6
(53) e121Q3 → e119h1Q3
(54) e121n1 → e109t1
(55) e124h2D3 → e117h2Q3
(56) e126h
3
0h
2
5 → e125h
4
0h
2
5
(57) e136D1 → e129D2
(58) e137g1h5 → e135h1g1h5
(59) e140e0h5 → e139h0e0h5
(60) e144h0g2 → e143h
2
0g2
(61) e148h0f1 → e147h
2
0f1
(62) e148h1c0h5 → e145P
1h2h5
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(63) e149h3d1 → e140h0h2g2
(64) e150h
3
0h3h5 → e147P
1h1h5
(65) e151x0 → e138h1e0h5
(66) e153h2d1 > e149h
2
2d1
(67) e158h
3
0h
2
4 → e155q0
(68) e164h1c0h4 → e161h
2
2g1
(69) e168h0g1 → e167h
2
0g1
(70) e170h1e0 → e164h
2
2e0
(71) e173h1d0 → e171h
2
1d0
(72) e174h0d0 → e173h
2
0d0
(73) e188h
5
0 → e187h
6
0
(c) (1) e9h
2
2c4 ←→ ĥ5h5D3(1)
(2) e13h
2
1c4 ←→ ĥ4h
2
0c4
(3) e13h2f3 ←→ ĥ4h1f3
(4) e29d1h7 ←→ γ61h7
(5) e47T0 ←→ ĝ4h
2
0
(3.38) (a) (1) e2g4 → e1h0g4
(2) e14h2c4 → e13h0h2c4
(3) e16h1c4 → e14h
2
1c4
(4) e18f3 → e17h0f3
(5) e18h
3
4h7 → e17h0h
3
4h7
(6) e22c2h7 → e21h0c2h7
(7) e24h1h3h5h7 → e22h
3
2h5h7
(8) e26h
2
2h5h7 → e23c0h5h7
(9) e26e3 → e25h0e3
(10) e32h1h
2
4h7 → e29p0h7
(11) e32h
2
0h5h7 → e31h
3
0h5h7
(12) e44c1h7 → e30d1h7
(13) e46p2 → e45h0p2
(14) e48h
2
0h4h7 → e47h
3
0h4h7
(15) e48p
′
1 → e46h1p
′
1
(16) e50d3 → e49h0d3
(17) e56h
2
0h3h7 → e55h
3
0h3h7
(18) e56h1h3h
2
6 → e54h
2
1h3h
2
6
(19) e58h
2
2h
2
6 → e55c0h
2
6
(20) e64h
2
0h
2
6 → e63h
3
0h
2
6
(21) e64D3(1)→ e61J0
(22) e86c2h6 → e85h0c2h6
(23) e90h4c3 → e89h0h4c3
(24) e96h1h
3
5 → e93p0h6
(25) e98g3 → e97h0g3
(26) e104h1c3 → e102h
2
1c3
(27) e106h
3
3h6 → e103c0h4h6
(28) e106f2 → e105h0f2
(29) e108c1h6 → e94d1h6
(30) e110e2 → e109h0e2
(31) e112h
2
0h4h6 → e111h
3
0h4h6
(32) e120h
2
0h3h6 → e119h
3
0h3h6
(33) e120p1 → e118h1p1
(34) e121p
′
0 → e119p
′
0h1
(35) e122d2 → e121h0d2
(36) e128h
2
0h
2
5 → e127h
3
0h
2
5
(37) e129D3 → e127h1D3
(38) e140c1h5 → e125h2D3
(39) e142h3c2 → e127H1
(40) e146g2 → e145h0g2
(41) e150f1 → e149h0f1
(42) e152e1 → e150h1e1
(43) e152h
2
0h3h5 → e151h
3
0h3h5
(44) e156h
2
0h2h5 → e124h
3
1h
2
5
(45) e160h
2
0h
2
4 → e159h
3
0h
2
4
(46) e168h2c1 → e158n0
(47) e170g1 → e169h0g1
(48) e172h
2
1h4 → e141e0h5
(49) e172f0 → e171h0f0
(50) e173e0 → e165h3e0
(51) e176d0 → e175h0d0
(52) e181h1c0 → e174h1d0
(53) e190h
4
0 → e189h
5
0
(b) (1) e10h2c4 → e7c0c4
(2) e14h5p2 → e13h0h5p2
(3) e16h
2
0c4 → e15h
3
0c4
(4) e16h1f3 → e14h
2
1f3
(5) e18g2h7 → e17h0g2h7
(6) e22f1h7 → e21h0f1h7
34
(7) e24e1h7 → e22h1e1h7
(8) e24h
2
0h3h5h7 → e23h
3
0h3h5h7
(9) e24h1e3 → e22h
2
1e3
(10) e32h5D3(1)→ e29h5J0
(11) e32h
2
0h
2
4h7 → e31h
3
0h
2
4h7
(12) e33V0 → e31h1V0
(13) e34g3h6 → e33h0g3h6
(14) e40h2c1h7 → e30n0h7
(15) e42h2p2 → e39λ40D1(1)
(16) e42g1h7 → e41h0g1h7
(17) e44f0h7 → e43h0f0h7
(18) e44h
3
1h4h7 → e31e0h5h7
(19) e45e0h7 → e38h3e0h7
(20) e48h1d3 → e45h4J0
(21) e48d0h7 → e47h0d0h7
(22) e48T0 → e47h0T0
(23) e50Q3(1)→ e49h0Q3(1)
(24) e50n2 → e49h0n2
(25) e53h1c0h7 → e46h1d0h7
(26) e56h
2
0h3h
2
6 → e55h
3
0h3h
2
6
(27) e56h3D3(1)→ e53h3J0
(28) e62h
4
0h7 → e61h
5
0h7
(29) e64K0 → e63h0K0
(30) e78c2h3h6 → e63H1h6
(31) e82g2h6 → e81h0g2h6
(32) e86f1h6 → e85h0f1h6
(33) e88e1h6 → e86h1e1h6
(34) e90h4f2 → e89h0h4f2
(35) e94h2g3 → e93h0h2g3
(36) e96h1g3 → e94h
2
1g3
(37) e96h
2
0h
3
5 → e95h
3
0h
3
5
(38) e104h
2
0c3 → e103h
3
0c3
(39) e104h2c1h6 → e94h6n0
(40) e104h1f2 → e102h
2
1f2
(41) e106h2e2 → e102h
2
2e2
(42) e106g1h6 → e105h0g1h6
(43) e108f0h6 → e107h0f0h6
(44) e109e0h6 → e101h3e0h6
(45) e110x1 → e109h0x1
(46) e112d0h6 → e111h0d0h6
(47) e113h4D3 → e111h1h4D3
(48) e114h3d2 → e113h0h3d2
(49) e117h1c0h6 → e110h1d0h6
(50) e120h0p
′
0 → e119h
2
0p
′
0
(51) e122n1 → e121h0n1
(52) e122Q3 → e121h0Q3
(53) e126h
4
0h6 → e125h
5
0h6
(54) e136h2c1h5 → e126h5n0
(55) e137D1 → e127A
(56) e138g1h5 → e137h0g1h5
(57) e140f0h5 → e139h0f0h5
(58) e142h2g2 → e141h0h2g2
(59) e144h1g2 → e136h1g1h5
(60) e144d0h5 → e143h0d0h5
(61) e148h
2
0c2 → e127A
′
(62) e149h1c0h5 → e142h1d0h5
(63) e152x0 → e151h0x0
(64) e154h2d1 → e150h
2
2d1
(65) e156h1d1 → e125h1H1
(66) e158h
4
0h5 → e157h
5
0h5
(67) e166h2g1 → e165h0h2g1
(68) e168h1g1 → e162h
2
2g1
(69) e172h0e0 → e171h
2
0e0
(70) e174h
4
0h4 → e173h
5
0h4
(71) e178P
1h2 → e177h0P
1h2
(72) e180P
1h1 → e178h1P
1h1
(c) (1) e1D3h7 ←→ ĥ1D3h7
(2) e12c1h5h7 ←→ ξ31h5h7
(3) e14h3c2h7 ←→ Ĥ1h7
(4) e28h
3
1h5h7 ←→ ĥ5h
3
0h5h7
(5) e60H1(1)←→ ĥ7H1
(6) e60h2D3(1)←→ ĥ7h1D3
(7) e60h
3
1h
2
6 ←→ ĥ6h
3
0h
2
6
The remaining (3.2) (a) ((3.2) (8) (a), (3.2) (9) (a)) follow from the results in
(3.36) (c) and (3.37) (c) above. This proves the remaining (3.2) (a).
To prove the remaining (3.2) (c) ((3.2) (8) (c), (3.2) (9) (c)), (3.34), and
(3.1) (9) we recall in (3.39) and (3.40) below from [8, 16] an important notion
about the spectral sequence {Ei,s,tr } in (3.32).
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(3.39) Given a (possibly zero) class α ∈ Exts,tA with t− s > 0 and s ≥ 1. Let x
be a cycle in Λs,t−s representing the class α with x 6= 0. Since t− s > 0
we have x ≡ λjλI mod Λ(j− 1) for some j ≥ 1, where λI ∈ Λ
s−1,t−s−j
is a nonzero chain such that for any admissible monomial λj1 · · ·λjs−1
appearing in the admissible expansion of λI , λjλj1 · · ·λjs−1 is admissible.
Since x is a cycle and Λ(j − 1) is a subcomplex of Λ, λI in (3.39) is actually a
cycle. Recall the map Exts+1,t+1A
φ∗
−→ Exts,tA (P ) in (3.30). It is easy to see from
(3.30) (2) that
φ(x) ≡ ejλI mod F (j − 1).
Since λI is a cycle, ej{λI} is an element in E
∗,s−1,∗
1 in the spectral sequence
considered in (3.32). And since φ(x) is a cycle, ej{λI} is an infinite cycle in the
spectral sequence which may not be a nontrivial one. To show that α 6= 0 it
suffices to show that φ∗(α) 6= 0. It is not difficult to see that there are two cases
for showing this.
(3.40) (1) If ej{λI} is non-zero in the spectral sequence, then α is a non-zero
class. In this case we will use φ(α) to denote ej{λI}, and use the
correspondence
α = {x} = {λjλI} → ej{λI} = φ(α),
to indicate that the class φ∗(α) is represented by the infinite cycle
ej{λI} = φ(α) (in the spectral sequence in (3.32) for Ext
∗,∗
A (P )).
(2) If ej{λI} is a boundary in the spectral sequence, but φ(x) is ho-
mologous to a cycle z such that z ≡ ekλJ mod F (k − 1) for some
k with 1 ≤ k < j and some λJ ∈ Λ
s−1,∗, and such that ek{λJ} is
non-zero in the spectral sequence, then α is also a non-zero class.
In this case we will use φ˜(α) to denote ek{λJ}, and use the corre-
spondence
α = {x} = {λjλI} → ek{λJ} = φ˜(α).
to indicate that the class φ∗(α) is represented by the infinite cycle
ek{λJ} = φ˜(α).
(3.41) and (3.42) below give the correspondences (defined in (3.40))for the
elements in the remaining (3.2) (c).
(3.41) (1) h5V0 → e30D3(1)h5 = φ(h5V0)
(3.42) (1) h20g4 → e47T0 = φ(h
2
0g4)
(2) h25D3(1)→ e9h
2
2c4 = φ˜(h
2
5D3(1))
(3.41) shows that φ∗(h5V0) 6= 0, and (3.42) shows that φ∗(h
2
0g4), φ∗(h
2
5D3(1))
are linearly independent. This proves the remaining (3.2) (c).
To prove (3.34), we list in (3.43) below each β ∈ Ext6,∗A such that eiβ appears
in the targets of the (b)-differentials in (3.36) and (3.37). The calculations for
these correspondences are lengthy and will not be given in this paper.
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(3.43) (1) A→ e9D1 = φ(A)
(2) A′ → e20h
2
0c2 = φ(A
′)
(3) λ19D1 → e19D1 = φ(λ19D1)
(4) λ39D1(1)→ e39D1(1) = φ(λ39D1(1))
(5) λ40D1(1)→ e40D1(1) = φ(λ40D1(1))
(6) D2 → e28h
3
0h
2
4 = φ(D2)
(7) q0 → e2h
2
0h
2
4 = φ˜(q)
(8) t0 → e5n0 = φ˜(t0)
(9) h30h3h5h7 → e84h
3
1h4h6 = φ(h
3
0h3h5h7)
(10) h30h3h
2
6 → e53h
3
1h4h6 = φ(h
3
0h3h
2
6)
(11) h30h
3
5 → e28h
3
1h
2
5 = φ(h
3
0h
2
4h6)
(12) h30h
2
4h7 → e92h
3
1h
2
5 = φ(h
3
0h
2
4h7)
(13) h40h4h6 → e40h
3
0h3h5 = φ˜(h
4
0h4h6)
(14) h40h4h7 → e104h
3
0h3h5 = φ˜(h
4
0h4h7)
(15) h40h
2
5 → e24h
3
0h3h5 = φ˜(h
4
0h
2
5)
(16) h40h5h7 → e88h
3
0h3h6 = φ˜(h
4
0h5h7)
(17) h40h
2
6 → e56h
3
0h3h6 = φ˜(h
4
0h
2
6)
(18) h50h4 → e6P
1h1 = φ˜(h
5
0h4)
(19) h50h5 → e22P
1h1 = φ˜(h
5
0h5)
(20) h50h6 → e54P
1h1 = φ˜(h
5
0h6)
(21) h50h7 → e118P
1h1 = φ˜(h
5
0h7)
(22) h20c2h6 → e17h
2
1c3 = φ(h
2
0c2h6)
(23) h20c2h7 → e81h
2
1c3 = φ(h
2
0c2h7)
(24) h20h4c3 → e13h
2
1c3 = φ(h
2
0h4c3)
(25) h30c3 → e20h
3
1h
2
5 = φ(h
3
0c3)
(26) h30c4 → e44h
3
1h
2
6 = φ(h
3
0c4)
(27) h31c4 → e41h
3
2h
2
6 = φ(h
3
1c4)
(28) h1c0h
2
5 → e18h2c1h5 = φ(h1c0h
2
5)
(29) h1c0h
2
6 → e50h2c1h6 = φ(h1c0h
2
6)
(30) h2c1h
2
6 → e37h3c2h6 = φ(h2c1h
2
6)
(31) h1c0h4h6 → e34h2c1h5 = φ(h1c0h4h6)
(32) h1c0h4h7 → e98h2c1h5 = φ(h1c0h4h7)
(33) h1c0h5h7 → e82h2c1h6 = φ(h1c0h5h7)
(34) h2c1h5h7 → e69h3c2h6 = φ(h2c1h5h7)
(35) c0c4 → e36c1h
2
6 = φ(c0c4)
(36) h20d3 = h4K0 +D1(1)h5 → e15K0 = φ˜(e15K0)
(37) h20d0 = h2P
1h2 → e3P
1h2 = φ(h2P
1h2)
37
(38) h21d0 → e1h1d0 = φ˜(h
2
1d0)
(39) h22d1 → e3h2d1 = φ˜(h
2
2d1)
(40) d0h
2
6 → e45d1h6 = φ(d0h
2
6)
(41) h0d0h5 → e12h1d1 = φ(h0d0h5)
(42) h0d0h6 → e44h1d1 = φ(h0d0h6)
(43) h0d0h7 → e108h1d1 = φ(h0d0h7)
(44) h1d1h6 = h0p0h6 → e25h2d2 = φ(h1d1h6)
(45) h1d1h7 = h0p0h7 → e89h2d2 = φ(h1d1h7)
(46) h1d0h5 → e11h2d1 = φ(h1d0h5)
(47) h1d0h6 → e43h2d1 = φ(h1d0h6)
(48) h1d0h7 → e107h2d1 = φ(h1d0h7)
(49) d0h5h7 → e77d1h6 = φ(d0h5h7)
(50) h0h3d2 → e4h2d2 = φ˜(h0h3d2)
(51) h1h4d3 → e9h3d3 = φ˜(h1h4d3)
(52) h0h4d3 → e14h1d3 = φ˜(h0h4d3)
(53) h0h5d3 → e30h1d3 = φ(h0h5d3)
(54) h20e0 = h0h2d0 → e2h1d0 = φ(h0h2d0)
(55) h21e1 = h1h3d1 = h
2
0f1 = h0h3p0 → e3x0 = φ˜(h1h3d1)
(56) h22e2 = h2h4d2 = h
2
1f2 = h1h4p1 → e7x1 = φ˜(h2h4d2)
(57) h23e3 = h3h5d3 = h
2
2f3 = h2h5p2 → e15x2 = φ˜(h3h5d3)
(58) h0h3g1 = h
2
2e0 → e2h1g1 = φ(h
2
2e0)
(59) h20e2 = h1x1 → e27h2c1h5 = φ(h
2
0e2)
(60) h20e3 → e61f1h6 = φ˜(h
2
0e3)
(61) h21e3 = h2x2 → e55h3c2h6 = φ(h
2
1e3)
(62) h0e0h5 = h2d0h5 → e9h3d1 = φ(h0e0h5)
(63) h0e0h6 = h2d0h6 → e41h3d1 = φ(h0e0h6)
(64) h0e0h7 = h2d0h7 → e105h3d1 = φ(h0e0h7)
(65) h1e1h6 = h3d1h6 → e19h4d2 = φ(h1e1h6)
(66) h1e1h7 = h3d1h7 → e85h4d2 = φ(h1e1h7)
(67) h2e1h6 = h1f1h6 → e17h3e2 = φ(h2e1h6)
(68) h2e1h7 = h1f1h7 → e81h3e2 = φ(h2e1h7)
(69) h3e0h6 → e34c1h2h5 = φ(h3e0h6)
(70) h3e0h7 → e98c1h2h5 = φ(h3e0h7)
(71) e0h5h7 → e74e1h6 = φ(e0h5h7)
(72) h20f2 = h0h4p
′
0 → e14h1p
′
0 = φ(h
2
0f2)
(73) h20f3 = h5T0 → e31T0 = φ(h5T0)
(74) h21f3 = h1h5p
′
1 → e29h2p
′
1 = φ(h
2
1f3)
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(75) h0f0h5 = h1e0h5 → e8h2e1 = φ(h0f0h5)
(76) h0f0h6 = h1e0h6 → e40h2e1 = φ(h0f0h6)
(77) h0f0h7 = h1e0h7 → e104h2e1 = φ(h0f0h7)
(78) h0h4f2 → e14h1f2 = φ(h0h4f2)
(79) h1h4f2 → e13h2f2 = φ(h1h4f2)
(80) h0f1h6 = h3p0h6 → e18p1h4 = φ(h0f1h6)
(81) h0f1h7 = h3p0h7 → e82p1h4 = φ(h0f1h7)
(82) f0h5h7 → e73f1h6 = φ(f0h5h7)
(83) h2f0h7 = h1g1h7 → e101h3f1 = φ(h2f0h7)
(84) h3f1h6 = h2g2h6 = h2g3h4 = e1h
2
3 → e11h4f2 = φ(h3f1h6)
(85) h3f1h7 = Sq
0(h2f0h6)→ e75h4f2 = φ(h3f1h7)
(86) h20g1 = h
2
2d0 = h0h2e0 → e2h1e0 = φ˜(h
2
2d0)
(87) h20g2 = h3x0 → e7x0 = φ(h3x0)
(88) h20g3 → e22h1p
′
0 = φ˜(h
2
0g3)
(89) h21g3 = Sq
0(h20g2)→ e15x1 = φ(h4x1)
(90) h4P
1h2 = h
2
2g1 → e3h2g1 = φ(h
2
2g1)
(91) h0g1h5 → e6h1g2 = φ(h0g1h5)
(92) h1h4g3 = h1g2h6 = e1h3h6 → e13h2g3 = φ(h1h4g3)
(93) h1g2h7 = h3e1h7 → e77h4e2 = φ(h1g2h7)
(94) h0g1h6 = h2e0h6 → e38e1h3 = φ(h0g1h6)
(95) h0g1h7 = h2e0h7 → e102e1h3 = φ(h0g1h7)
(96) h0g2h6 → e14h1g3 = φ(h0g2h6)
(97) h0g2h7 → e78h1g3 = φ(h0g2h7)
(98) h1g3h6 = h1h4d3 → e9h3d3 = φ˜(h1h4d3)
(99) h0g3h6 = h0h4d3 → e14h1d3 = φ˜(h0h4d3)
(100) h0h2g2 = h0h3f1 → e6h1f1 = φ˜(h0h2g2)
(101) h1g1h5 → e5h2g2 = φ(h1g1h5)
(102) h1g1h6 = h2f0h6 → e37h3f1 = φ(h1g1h6)
(103) h1g1h7 = h2f0h7 → e101h3f1 = φ(h1g1h7)
(104) h2g1h6 → e35h3g2 = φ(h2g1h6)
(105) h2g1h7 → e99h3g2 = φ(h2g1h7)
(106) h0h2g1 → e2h1g2 = φ(h0h2g1)
(107) h0h2g3 = h0h4e2 → e12h2e2 = φ(h0h2g3)
(108) h20p2 → e49h4e2 = φ˜(h
2
0p2)
(109) h0h5p2 → e28h2p2 = φ˜(h0h5p2)
(110) h24D3 → e4h
2
1c3 = φ˜(h
2
4D3)
(111) h23D3(1)→ e7h3D3(1) = φ˜(h
2
3D3(1))
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(112) h1h4D3 → e1h4D3 = φ˜(h1h4D3)
(113) h20p
′
0 → e24h3e1 = φ˜(h
2
0p
′
0)
(114) h0J0 → e57h1p1 = φ(h0J0)
(115) h3J0 → e50h4p0 = φ(h3J0)
(116) h4J0 → e15J0 = φ˜(h4J0)
(117) h5J0 → e30H1(1) = φ˜(h5J0)
(118) h0T0 → e76h
3
1h
2
5 = φ(h0T0)
(119) h0K0 → e44h
2
0h2h4h6 = φ(h0K0)
(120) h0n1 = h4D1 = h
2
2D3 → e3h3D3 = φ˜(h4D1)
(121) h0n2 → e30D1(1) = φ˜(h0n2)
(122) h1n2 = h5D1(1) = h
2
3D3(1)→ e7h4D3(1) = φ˜(h5D1(1))
(123) h0Q3 → e22h1g2 = φ(h0Q3)
(124) h0Q3(1)→ e46h1g3 = φ(h0Q3(1))
(125) h1Q3 → e21h2g2 = φ(h1Q3)
(126) h1Q3(1)→ e45h2g2 = φ(h1Q3(1))
(127) h2Q3(1)→ e43h3g3 = φ(h2Q3(1))
(128) h0x0 → e13h1c0h4 = φ(h0x0)
(129) h1x1 → e27h2c1h5 = φ(h1x1)
(130) h2x2 → e55h3c2h6 = φ(h2x2)
(131) h0x1 = h2h4D3 → e3h4D3 = φ˜(h2h4D3)
(132) h1x2 = h3h5D3(1)→ e7h5D3(1) = φ˜(h3h5D3(1))
(133) h1V0 → e28h2D3(1) = φ(h1V0)
(134) h0V0 = h5K0 → e15T0 = φ˜(h5K0)
(135) h1H1 → e11D1 = φ˜(h1H1)
(136) h2H1(1)→ e23D1(1) = φ˜(h2H1(1))
It is not difficult to see that (3.43) implies (3.34).
To prove (3.1) (9), we give in (3.44) below the correspondences (defined in
(3.40)) for h30g4, h1h5V0 ∈ Ext
7,195
A .
(3.44) (1) h30g4 → e45e0h
2
6 = φ˜(h
3
0g4)
(2) h1h5V0 → e29h2V0 = φ(h1h5V0)
A check againt the differentials in (3.38) (b) shows that e45e0h
2
6, e29h2V0 are not
boundaries in the spectral sequence. It follows that e45e0h
2
6, e29h2V0 are infinite
cycles which represent non-trivial classes in Ext6,194A (P ), and these classes are
linearly independent. This proves (3.1) (9).
This completes the proofs of (3.1) and (3.2).
The remainder of this section is devoted to proving (3.3), (3.4), (3.5), and
(3.6) (simply “(3.3) through (3.6)”).
First we prove (3.3). For 0 ≤ l ≤ m we can calculate Exts,tA (P
m
l ) using
the spectral sequence in (3.32) with the following modifications. The mod 2
reduced homology group H∗(P
m
l ) has the same right A-module structure as
that of H∗(P ) given in (3.16) except that ek = 0 for k < l and for k > m.
Therefore we have the following.
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(3.45) Let F (0) = 0 ⊂ F (l) ⊂ F (l+1) · · · ⊂ F (m) = H∗(P
m
l ) be the increasing
filtration of subcomplexes given by F (n) = Σl≤k≤nHk(P
m
l ) ⊗ Λ, l ≤
n ≤ m, then {F (i)}l≤i≤m defines a spectral sequence {E
i,s,t
r }r≥1 with
E
i,s,t
1
∼= ΣiExt
s,t+s−i
A and ⊕i≥1E
i,s,t
∞
∼= Ext
s,t+s
A (P
m
l ), which is identical
to the one in (3.32) except that E
i,s,t
r = 0 for i < l and for i > m.
Computing the spectral sequence {E
i,s,t
r }r≥1 is equivalent to computing {E
i,s,t
r }r≥1
(put ek = 0 for k < l and for k > m for E
i,s,t
r .) Thus the results (3.3) (i) (8),
(9) follow from the spectral sequence calculations in (3.36) and (3.37). It is also
easy to see the following.
(3.46) Let Pm
im−−→ P be the inclusion map and Exts,tA (P
m)
(im)∗
−−−→ Exts,tA (P ) be
the induced homomorphism. If α ∈ Exts,tA (P ) is a non-zero class repre-
sented in the spectral sequence {Ei,s,tr }r≥0 by an infinite cycle ekβ with
k ≤ m, then α can be pulled back to a non-zero class α ∈ Exts,t,A (P
m)
represented in the spectral sequence {E
i,s,t
r }r≥0 also by the infinite cycle
ekβ.
From (3.21) and (3.46), it is not difficult to see that each class in (3.2), ex-
cept ĥ6h0h
2
6 ∈ Ext
3,192
A (P ) and ĥ7D3 ∈ Ext
4,192
A (P ), can be pulled back to
Ext∗,∗A (P
62). The classes ĥ6h0h
2
6, ĥ7D3 can also be pulled back to Ext
∗,∗
A (P
62)
because of the following cycle representations for these classes.
(3.47) (1) e62h1h
2
6 ←→ ĥ6h0h
2
6
(2) e62D3(1)←→ ĥ7D3
Thus all the classes in (3.2) for Ext∗,∗A (P ) can be pulled back to Ext
∗,∗
A (P
62) via
Exts,tA (P
62)
(i62)∗
−−−−→ Exts,tA (P ). And the pullbacks of ĥ6h0h
2
6 ∈ Ext
3,192
A (P ) and
ĥ7D3 ∈ Ext
4,192
A (P ) are denoted by e62h1h
2
6 ∈ Ext
3,192
A (P
62) and e62D3(1) ∈
Ext3,192A (P
62) respectively.
To prove (3.3) (i) (j) for 1 ≤ j ≤ 9 (simply (3.3) (i)) and (3.3) (ii), consider
the cofibration sequence Σ(Pm+1 = P/P
m)→ Pm
im−−→ P and the induced long
exact sequence of Ext groups.
· · · → Exts−1,tA (Pm+1)
δ
−→ Exts,tA (P
m)
(im)∗
−−−→ Exts,tA (P ) −→ Ext
s,t
A (Pm+1)→ · · · .
Since each of the classes in Exts,tA (P
62) in (3.3) is a pullback from Exts,tA (P ) via
(im)∗, we need to show that for m = 62 and for each of the (s, t) in (3.3) (i) (1)
through (9), the map Exts−1,tA (P63)
δ
−→ Exts,tA (P
62) is zero. This is equivalent
to saying that in the spectral sequence {Ei,s,t−sr }r≥1 for Ext
s,t
A (P ), each of the
differentials Ei,s−1,t−sr
dr−→ Ei−r,s,t−sr that starts with the basis element eiα with
i > 62 must either be a zero differential or hit a target ei−rβ with i− r > 62. A
check against the list of differentials in [16] shows that this is indeed the case,
This proves (3.3) (i) and (3.3) (ii). (3.3) (iii) follows easily from (3.3) (i) and
(3.3) (ii). This proves (3.3).
The result (3.4) (1) through (16) also follows from the list of the differentials
in [16] once we describe cycle representations for the classes in (3.4) as follows.
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(3.48) (1) e23 = {e23} ∈ Ext
0,23
A (P
62
17 ).
(2) e31 = {e31} ∈ Ext
0,31
A (P
62
17 ) = Ext
0,31
A (P
32).
(3) e39 = {e39} ∈ Ext
0,39
A (P
62
33 ).
(4) e47 = {e47} ∈ Ext
0,47
A (P
62
33 ).
(5) e15 = {e15} ∈ Ext
0,15
A (P
16) = Ext0,15A (P
32).
(6) e7 = {e7} ∈ Ext
0,7
A (P
16).
(7) e62h1 = {e62λ1 + e60λ3 + e56λ7 + e48λ15 + e32λ31} ∈ Ext
1,64
A (P
62
47 ).
(8) e48h0h23 = {e48λ0λ
2
7 + e47(λ9λ
2
3 + λ
2
3λ9)} ∈ Ext
3,65
A (P
62
47 ).
(9) e54h1h3 = {e54λ1λ7 + e48λ
2
7} ∈ Ext
2,64
A (P
62
47 ).
To prove
(3.4) (17) (q47)∗(ĝ4h
2
0) = e48h0h
2
3h
2
6 6= 0 in Ext
5,193
A (P
62
47 ),
we recall from (3.35) that ĝ4h
2
0 ∈ Ext
5,193
A (P ) is represented by e47T0 in the
spectral sequence for Ext∗,∗A (P ). Also recall from (3.13) (19) that
T0 = {T
∗
0 = λ
2
0(λ79λ
2
31 + λ
2
31λ79) + (λ9λ
2
3 + λ
2
3λ9)λ
2
63} ∈ Ext
5,146
A .
It follows that (q47)∗(ĝ4h
2
0) = {e47T
∗
0 } ∈ Ext
5,193
A . By (3.48) (11), e48h0h
2
3 =
{e48λ0λ
2
7+e47(λ9λ
2
3+λ
2
3λ9)}. So e48h0h
2
3h
2
6 = (q47)∗(ĝ4h
2
0) because δ(e48λ0(λ79λ
2
31+
λ231λ79)) = e48λ0λ
2
7λ
2
63 + e47(λ9λ
2
3 + λ
2
3λ9)λ
2
63 + e47T
∗
0 in H∗(P
62
47 )⊗ Λ.
This completes the proof of (3.4).
Next we prove (3.5). To describe cohomology classes in Exts,tA (X) for X =
P˜ 62 we need to study H∗(X = P˜
62). Recall from (2.29) that P˜ 62 is the mapping
cone Ch5 of a map S
30 ∪2ι e
31 h5−→ P 62 which is an extension of the map S30
θ̂4−→
P 62, and that P 62
q˜
−→ P˜ 62 = P 62∪h5C(S
30∪2ιe
31) is the inclusion map. Consider
the following long exact sequence.
· · · → H31(S
30 ∪2ι e
31)
(h5)∗
−−−→ H31(P
62)
q˜∗
−→ H31(P˜
62)
∆
−→ H30(S
30 ∪2ι e
31)
(h5)∗
−−−→ H30(P
62)
q˜∗
−→ H30(P˜
62)→ · · ·
By (2.30), H31(S
30 ∪2ι e
31)
(h5)∗
−−−→ H31(P
62) is an isomorphism. H30(S
30 ∪2ι
e31)
(h5)∗
−−−→ H30(P
62) is zero because S30
θ̂4−→ P is detected by ĥ4h4 in the ASS
of piS∗ (P ). So from the above long exact sequence we see the following.
(3.49) (1) Z/2 ∼= Hk(P
62)
q˜∗
−→
∼=
Hk(P˜
62) ∼= Z/2 for k 6= 31.
(2) Z/2 ∼= H31(P
62)
q˜∗=0
−−−→ H31(P˜
62) ∼= Z/2.
To describe the rightA-moduleH∗(P˜
62), denote by e˜31 the generator ofH31(P˜
62) ∼=
Z/2, and denote by ek the generator of Hk(P˜
62) ∼= Z/2 for 1 ≤ k ≤ 62 with
k 6= 31. Thus
Hk(P˜
62) =


Z/2(ek) for 1 ≤ k ≤ 62 and k 6= 31.
Z/2(e˜31) for k = 31
0 otherwise
(3.50)
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The mod 2 Steenrod algebra A acts on ek with 1 ≤ k ≤ 62 and k 6= 31 the same
way as given in (3.16) but with e31 = 0, and the definition of S
30∪2ι e
31 h5−→ P 62
in (2.28) shows that A acts on e˜31 ∈ H31(P˜
62) from the right by
e˜31Sq
16 = e15.
So for an element of the form ekλI ∈ H∗(P˜
62)⊗Λ with 1 ≤ k ≤ 62 and k 6= 31,
the differential δ(ekλI) is as given by formula (3.17) but with e31 = 0. And for
an element of the form e˜31λI ∈ H31(P˜
62)⊗ Λ, δ(e˜31λI) is given by
δ(e˜31λI) = e˜31δ(λI) + e15λ15λI .(3.51)
And Hs,t(H∗(P˜
62)⊗ Λ, δ) = Exts,t+sA (P˜
62).
In (3.52) below we define the cohomology classes that appears in (3.5). By
(3.9), (3.15), and (3.51), each chain ΣjekjλIj of {ΣjekjλIj} in the following list
is easily seen to be a cycle.
(3.52) (1) e˜31h5 = {e˜31λ31} ∈ Ext
1,63
A (P˜
62).
(2) e47 = {e47} ∈ Ext
0,47
A (P˜
62).
(3) e39h3 = {e39λ7 + e23λ23 + e˜31λ15} ∈ Ext
1,47
A (P˜
62).
(4) e˜31h24 = {e˜31λ
2
15 + e23λ7λ31} ∈ Ext
2,63
A (P˜
62).
To prove (3.5) we use the induced homomorphism H∗(P
62)
q˜∗
−→ H∗(P˜
62).
From (3.49) we see ker(q˜∗) = Z/2(e31) and coker(q˜∗) = Z/2(e˜31), so there is the
following exact sequence
0→ Z/2(e31) = ker(q˜∗)
i1−→ H∗(P
62)
q˜∗
−→ H∗(P˜
62)
q2
−→ Z/2(e˜31) = coker(q˜∗)→ 0,
(3.53)
where Z/2(e31)
i1−→ H∗(P
62) is given by i1(e31) = e31, and H∗(P˜
62)
q2
−→ Z/2(e˜31)
is by q2(e˜31) = e˜31. Let M =
H∗(P
62)
Z/2(e31)
. Let H∗(P
62)
q1
−→ M = H∗(P
62)
Z/2(e31)
be the
quotient map, and M
i2−→ H∗(P˜
62) be the inclusion map, then we have the
following horizontal and oblique short exact sequences.
0
  
  
  
  
0 // Z/2(e31)
i1 // H∗(P 62)
q1 //
q˜∗

M //
i2{{①①
①①
①①
①①
①
0
H∗(P˜
62)
q2
yysss
ss
ss
ss
s
Z/2(e˜31)
{{✇✇
✇✇
✇✇
✇✇
✇
0
(3.54)
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All the maps in (3.54), except H∗(P
62)
q˜∗
−→ H∗(P˜
62), are algebraic homomor-
phisms, meaning that they are not induced by topological maps. It follows that
(3.54) induces the following long exact sequences of Ext groups (we denote by
Exts,tA (M) the Ext group Ext
s,t
A (M,Z/2)):
Exts−1,t−31A
∆2
xxqqq
qq
qq
qq
qq
· · · // Exts,t−31A
(i1)∗ // Exts,tA (P
62)
(q1)∗ //
q˜∗

Exts,tA (M)
∆1 //
(i2)∗xxqqq
qq
qq
qq
q
Exts+1,t−31A
// · · ·
Exts,tA (P˜
62)
(q2)∗xxqqq
qq
qq
qq
q
Exts,t−31A
(3.55)
And from this we see:
(3.56) To calculate Exts,tA (P˜
62) from the exact sequences in (3.55) we need the
following information: (i) Exts,t−31A , (ii) Ext
s,t
A (P
62), (iii) Exts+1,t−31A ,
and (iv) Exts−1,t−31A . We also need to know the maps Ext
s,t
A (M)
∆1−−→
Exts+1,t−31A and Ext
s−1,t−31
A
∆2−−→ Exts,tA (M).
Now we prove the Ext group results in (3.5). The equation e39h3h0h4 =
e˜31h4h0 + q˜∗(D˜3) in (3.5) (3) will be proved later. To see
(3.5) (8) Ext0,189A (P˜
62) = 0,
(3.5) (9) Ext1,190A (P˜
62) = 0,
we note from Theorem 3.14 and Theorem 3.24 that the Ext groups in (3.56) (i)
through (iv) are all zero for (s, t) = (0, 189), (1, 190). Therefore Ext0,189A (P˜
62) =
0 and Ext1,190A (P˜
62) = 0. This proves (3.5) (8) and (3.5) (9). It is not difficult
to see
(3.5) (1) Ext0,47A (P˜
62) = Z/2(e47),
(3.5) (4) Ext1,63A (P˜
62) = Z/2(e˜31h5)⊕ Z/2(e47h4),
from the differential H∗(P˜
62) ⊗ Λ
δ
−→ H∗(P˜
62) ⊗ Λ as given by (3.51). To see
(3.5) (2),(3),(5),(6),(10),(11), we will use the knowledge of (3.56) (i), (iii), and
(iv) as given by (3.13), and that of (3.56) (ii) as given by (3.3). In (3.57)
below we collect this information in (3.57) (j) (i), (ii), (iii), (iv) for each j =
2, 3, 5, 6, 10, 11. These will imply (3.57) (j) (v) and (3.57) (j) (vi), and note that
(3.57) (j) (vi) is precisely (3.5) (j), j = 2, 3, 5, 6, 10, 11.
(3.57) (2) (i) Ext2,17A = Z/2(h0h4),
(ii) Ext2,48A (P
62) = Z/2(ĥ4h0h5),
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(iii) Ext3,17A = Z/2(h0h
2
3),
(iv) Ext1,17A = 0,
(v) Ext2,48A (M) = Z/2((q1)∗(ĥ4h0h5)),
(vi) Ext2,48A (P˜
62) = Z/2(e39h3h0)⊕ Z/2(q∗(ĥ4h0h5)).
(3) (i) Ext3,33A = Z/2(h0h
2
4),
(ii) Ext3,64A (P
62) = Z/2(D̂3),
(iii) Ext4,33A = 0,
(iv) Ext2,33A = Z/2(h0h5),
(v) Ext3,64A (M) = Z/2((q1)∗(D̂3)),
(vi) Ext3,64A (P˜
62) = Z/2(e˜31h24h0)⊕ Z/2(q˜∗(D̂3)).
(5) (i) Ext2,33A = Z/2(h0h5),
(ii) Ext2,64A (P
62) = Z/2(ĥ5h0h5),
(iii) Ext3,33A = Z/2(h0h
2
4),
(iv) Ext1,33A = 0,
(v) Ext2,64A (M) = Z/2(e47h0h4),
(vi) Ext2,64A (P˜
62) = Z/2(e˜31h5h0)⊕ Z/2(e47h0h4).
(6) (i) Ext4,161A = Z/2(h0h
2
4h7),
(ii) Ext4,192A (P
62) = Z/2(ĥ4h0c4)⊕Z/2(D̂3h7)⊕Z/2(ĝ4h0)⊕Z/2(e62D3(1)),
(iii) Ext5,161A = Z/2(V0),
(iv) Ext3,161A = h0h5h7,
(v) Ext4,192A (M) = Z/2((q1)∗(ĥ4h0c4))⊕Z/2((q1)∗(D̂3h7))⊕Z/2((q1)∗(ĝ4h0))⊕
Z/2((q1)∗(e62D3(1))),
(vi) Ext4,192A (P˜
62) = Z/2(q˜∗(ĥ4h0c4))⊕Z/2(q˜∗(D̂3h7))⊕Z/2(q˜∗(ĝ4h0))⊕
Z/2(q˜∗(e62D3(1)))⊕ Z/2(e˜31h24h0h7).
(10) (i) Ext2,160A = Z/2(h5h7),
(ii) Ext2,191A (P
62) = Z/2(ĥ5h5h7),
(iii) Ext3,160A = Z/2(h
2
4h7),
(iv) Ext1,160A = 0,
(v) Ext2,191A (M) = Z/2(e47h4h7),
(vi) Ext2,191A (P˜
62) = Z/2(e˜31h5h7)⊕ Z/2(e47h4h7).
(11) (i) Ext3,161A = Z/2(h0h5h7),
(ii) Ext3,192A (P
62) = Z/2(ĥ5h0h5h7)⊕ Z/2(e62h1h
2
6),
(iii) Ext4,161A = Z/2(h0h
2
4h7),
(iv) Ext2,161A = 0,
(v) Ext3,192A (M) = Z/2((q1)∗(e62h1h
2
6))⊕ Z/2(e47h4h0h7),
(vi) Ext3,192A (P˜
62) = Z/2(e˜31h5h0h7)⊕Z/2(e47h4h7h0)⊕Z/2(q˜∗(e62h1h
2
6)).
We explain how we obtain (3.57) (2) (v) and (3.57) (2) (vi) from (3.57) (2) (i),
(ii), (iii), (iv) as an illustration of such deductions. From the definition of
Z/2(e31)
i1−→ H∗(P
62) we have (i1)∗(h0h4) = ĥ5h0h4 = 0 in Ext
2,48
A (P
62) and
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(i1)∗(h0h
2
3) = ĥ5h0h
2
3 = ĥ4h
2
4h0 6= 0 in Ext
3,48
A (P
62). From this we deduce
(3.57) (2) (v). Since ∆2(h0h4) = ĥ4h
2
4h0 = ĥ5h
2
3h0 = 0 in Ext
3,48
A (M), h0h4 ∈
Ext2,17A is pulled back to a class in Ext
2,48
A (P˜
62) via (q2)∗. From (3.52) we see
this class is e39h3h0. Thus Ext
2,48
A (P˜
62) = Z/2(e39h3h0) ⊕ Z/2(q∗(ĥ4h0h5)) as
claimed in (3.57) (2) (vi). (3.57) (j) (vi) for j = 3, 5, 6, 10, 11 are similarly
deduced. This proves (3.5) (2), (3), (5), (6), (10), (11). To see
(3.5) (7) (a) q˜∗(ĥ5h5D3(1)) = 0 in Ext
5,193
A (P˜
62),
(3.5) (7) (b) q˜∗(ĥ4h
2
0c4), q˜∗(ĥ4h1f3), q˜∗(γ61h7), q˜∗(ĝ4h
2
0), e˜31h
2
4h
2
0h7 are linearly
independent in Ext5,193A (P˜
62),
we also use the diagram (3.55) with following the knowledge of (3.56) (i) and (iv)
for (s, t) = (5, 193) as given by (3.13), and that of (3.56) (iv) for (s, t) = (5, 193)
as given by (3.3) (i) (9).
(3.58) (i) Ext5,162A = Z/2(h
2
0h
2
4h7)⊕ Z/2(h5D3(1)).
(ii) Ext5,193A (P
62) = Z/2(ĥ5h5D3(1)) ⊕ Z/2(ĥ4h
2
0c4) ⊕ Z/2(ĥ4h1f3) ⊕
Z/2(γ61h7)⊕ Z/2(ĝ4h
2
0).
(iv) Ext4,162A = Z/2(h1h
2
4h7)⊕ Z/2(h
2
0h5h7).
The map Ext5,162A
(i1)∗
−−−→ Ext5,193A (P
62) is given by (i1)∗(h5D3(1)) = ĥ5h5D3(1) ∈
Ext5,193A (P
62), and (i1)∗(h
2
0h
2
4h7) = ĥ5h
2
0h
2
4h7 = 0 in Ext
5,193
A (P
62). So we see
(q1)∗(ĥ5h5D3(1)) = 0 and therefore q˜∗(ĥ5h5D3(1)) = (i2)∗(q1)∗(ĥ5h5D3(1)) =
0. This proves (3.5) (7) (a). We also see that (q1)∗(ĥ4h
2
0c4), (q1)∗(ĥ4h1f3), (q1)∗(γ61h7), (q1)∗(ĝ4h
2
0)
are linearly independent in Ext5,193A (M). The map Ext
4,162
A
∆2−−→ Ext5,193A (M)
is given by ∆2(h1h
2
4h7) = ĥ4h4h1h
2
4h7 = ĥ4h1h
2
3h5h7 = 0 and ∆2(h
2
0h5h7) =
ĥ4h4h
2
0h5h7 = 0 in Ext
5,193
A (M), so the map Ext
5,193
A (M)
(i2)∗
−−−→ Ext5,193A (P˜
62)
is a monomorphism. From (3.58) (i) we also have h20h
2
4h7 ∈ Ext
5,162
A with
∆2(h
2
0h
2
4h7) = ĥ4h4h
2
0h
2
4h7 = ĥ4h
2
0h
2
3h5h7 = 0 in Ext
6,193
A (M), so h
2
0h
2
4h7 ∈
Ext5,162A has a pullback e˜31h
2
4h
2
0h7 ∈ Ext
5,193
A (P˜
62). From these it is not difficult
to see that q˜∗(ĥ4h
2
0c4), q˜∗(ĥ4h1f3), q˜∗(γ61h7), q˜∗(ĝ4h
2
0), e˜31h
2
4h
2
0h7 are linearly
independent in Ext5,193A (P˜
62). This proves (3.5) (7) (b).
The equation
(3.5) (3) e39h3h0h4 = e˜31h24h0 + q˜∗(D̂3) in Ext
3,64
A (P˜
62).
is proved by the following (3.59).
(3.59) (1) From (3.21) (3), D̂3 = {e22λ1λ7λ31 + e16λ
3
15 + e14λ9λ7λ31} ∈
Ext3,64A (P ), and {e22λ1λ7λ31+e16λ
3
15+e14λ9λ7λ31} = {e23λ7λ31λ0+
e15(λ
2
15λ16 + λ15λ16λ15 + λ16λ
2
15) + e16λ
3
15}. So
q˜∗(D̂3) = {e23λ7λ31λ0+e15(λ
2
15λ16+λ15λ16λ15+λ16λ
2
15)+e16λ
3
15}.
(2) It is not difficult to see that e˜31h24h0 = {e˜31λ
2
15λ0 + e15(λ
2
15λ16 +
λ15λ16λ15 + λ16λ
2
15) + e16λ
3
15}.
(3) It is not difficult to see that e39h3 = {e39λ7 + e23λ23 + e˜31λ15}. So
e39h3h0h4 = e39h3h4h0 = {(e39λ7 + e23λ23 + e˜31λ15)λ15λ0} =
{e23λ7λ31λ0 + e˜31λ
2
15λ0}.
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(4) Then from (1), (2), and (3) we have q˜∗(D̂3)+e˜31h24h0 = {e23λ7λ31λ0+
e˜31λ
2
15λ0} = e39h3h0h4.
This completes the proof of (3.5).
We proceed to prove (3.6) (1), (2), (3). In (3.60) below we define some
cohomology classes in Ext∗,∗A (P˜
62
17 ).
(3.60) (1) e˜31 = {e˜31} ∈ Ext
0,31
A (P˜
62
17 ).
(2) e47 = {e47} ∈ Ext
0,47
A (P˜
62
17 ).
P 6217 = P
62/P 16
q˜17
−−→ P˜ 6217 = P˜
62/P 16 is induced by P 62
q˜
−→ P˜ 62, so we can
modify diagram (3.55) for P 62 to P 6217 as follows,
Exts−1,t−31A
∆′2
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
· · · // Exts,t−31A
(i1)∗ // Exts,tA (P
62
17 )
(q1)∗ //
(q˜17)∗

Exts,tA (M17)
∆′1 //
(i2)∗ww♣♣♣
♣♣
♣♣
♣♣
♣♣
Exts+1,t−31A
// · · ·
Exts,tA (P˜
62
17 )
(q2)∗xxqqq
qq
qq
qq
q
Exts,t−31A
(3.61)
where M17 =
H∗(P
62
17 )
Z/2(e31)
. To calcluate (3.6) (1), (2), (3) we use the same method
as in the proof of (3.5). The information in (3.62) (j) (i), (ii), (iii), (iv) for
1 ≤ j ≤ 3 below are collected from (3.14) and (3.4) (1), (2), (3). From these
we derive (3.62) (j) (v) and (3.62) (j) (vi), and note that (3.62) (j) (vi) are
precisely (3.6) (j) for 1 ≤ j ≤ 3.
(3.62) (1) (i) Ext1,32A = Z/2(h5),
(ii) Ext1,63A (P
62
17 ) = Z/2(e31h5),
(iii) Ext2,32A = Z/2(h
2
4),
(iv) Ext0,32A = 0,
(v) Ext1,63A (M17) = Z/2(e47h4),
(vi) Ext1,63A (P˜
62
17 ) = Z/2(e˜31h5)⊕ Z/2(e47h4).
(2) (i) Ext2,1A = 0,
(ii) Ext2,32A (P
62
17 ) = Z/2(e23h0h3),
(iii) Ext3,1A = 0,
(iv) Ext1,1A = Z/2(h0),
(v) Ext2,32A (M17) = Z/2((q1)∗(e23h0h3)),
(vi) Ext2,32A (P˜
62
17 ) = Z/2((q˜17)∗(e23h0h3)).
(3) (i) Ext3,33A = Z/2(h0h
2
4),
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(ii) Ext3,64A (P
62
17 ) = Z/2(e23h0h3h5),
(iii) Ext4,33A = 0,
(iv) Ext2,33A = Z/2(h0h5),
(v) Ext3,64A (M17) = Z/2((q1)∗(e23h0h3h5)),
(vi) Ext3,64A (P˜
62
17 ) = Z/2(e˜31h0h
2
4)⊕ Z/2((q˜17)∗(e23h0h3h5)).
This proves the Ext group results in (3.6) (1), (2), (3). It is not difficult to
see that the map Ext1,63A (P˜
62)
(q′17)∗−−−−→ Ext1,63A (P˜
62
17 ) is as given in (3.6) (1), and
the map Ext3,64A (P˜
62)
(q′17)∗−−−−→ Ext3,64A (P˜
62
17 ) is as given in (3.6) (3). Note that
e˜31h4 = {e˜31λ15} ∈ Ext
1,63
A (P˜
62
17 ) is a decomposable element because there is a
class e˜31 = {e˜31} ∈ Ext
0,31
A (P˜
62
17 ) (but e˜31 is not a cycle in H∗(P˜
62) ⊗ Λ). This
proves (3.6) (1), (2), (3). Finally, it is not difficult to see
(3.6) (4) Ext2,48A (P˜
62)
(q′33)∗−−−−→ Ext2,48A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e39h3h0) =
e39h3h0, (q
′
33)∗(q˜∗(ĥ4h0h5)) = 0,
(3.6) (5) Ext0,47A (P˜
62)
(q′33)∗−−−−→ Ext0,47A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e47) =
e47,
(3.6) (6) Ext2,64A (P˜
62)
(q′47)∗−−−−→ Ext2,64A (P˜
62
47 = P
62
47 ) is given by (q
′
47)∗(e˜31h5h5) =
(q′47)∗(e47h0h4) = 0,
from the cycle representations of these classes.
This completes the proof of (3.6).
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4 Proofs of Theorem 2.39 and Theorem 2.40
In this section we prove Theorem 2.39 and Theorem 2.40 which are about the
stable homotopy groups piS62(P
62
46 ) and pi
S
62(P
62
47 ). The precise statements of these
theorems will be recalled later separately when we come to the prove them. Our
tool for proving Theorem 2.39 and Theorem 2.40 is the Adams spectral sequence
for piS∗ (P
m
l ) with 1 ≤ l < m. In the first half of this section we will compute
(4.1) The Ext groups Exts,tA (P
62
46 ) and Ext
s,t
A (P
62
47 ) for s ≥ 0, 61 ≤ t− s ≤ 63.
In the second half we will then prove Theorem 2.39 and Theorem 2.40.
To compute (4.1) we will use a long exact sequence in Ext groups as in (4.2)
below. Let Y
f
−→ X
g
−→ Z be a cofibration sequence, and suppose 0→ H∗(Y )
f∗
−→
H∗(X)
g∗
−→ H∗(Z)→ 0 is an exact sequence in mod 2 homology. Then we have
a long exact sequence of Ext groups for all s, t.
· · · → Exts−1,tA (Z)
δ
−→ Exts,tA (Y )
f∗
−→ Exts,tA (X)
g∗
−→ Exts,tA (Z)
δ
−→ Exts+1,tA (Y )→ · · ·
(4.2)
Then to compute Exts,tA (X) for certain s, t it suffices to know ker(Ext
s,t
A (Z)
δ
−→ Exts+1,tA (Y ))
and coker(Exts−1,tA (Z)
δ
−→ Exts,tA (Y )).
The computations of (4.1) will be accomplished in the following steps.
(4.3) (1) Compute Exts,tA (M2 = S
0 ∪2ι e
1) for s ≥ 0, 0 ≤ t − s ≤ 2 and 13 ≤
t−s ≤ 17 with the cofibration sequence S0 →M2 = S
0∪2ι e
1 → S1.
(2) Compute Exts,tA (P15) for s ≥ 0, 15 ≤ t − s ≤ 17 with Ext
s,t
A (M2 =
S0 ∪2ι e
1) for s ≥ 0, 0 ≤ t− s ≤ 2 in (1).
(3) Compute Exts,tA (P
14) for s ≥ 0, 13 ≤ t− s ≤ 16 with the cofibration
sequence P 14 → P → P15.
(4) Compute Exts,tA (P
62
47 ) for s ≥ 0, 61 ≤ t− s ≤ 63 with the cofibration
sequence P 4847 ≃ Σ
47M2 → P
62
47 → P
62
49 .
(5) Compute Exts,tA (P
48
46 ) for s ≥ 0, 60 ≤ t− s ≤ 63 with the cofibration
sequence S46 → P 4846 → P
48
47 ≃ Σ
47M2.
(6) Compute Exts,tA (P
62
46 ) for s ≥ 0, 61 ≤ t− s ≤ 63 with the cofibration
sequence P 4846 → P
62
46 → P
62
49 .
We begin with (4.3) (1). Since Exts,tA (S
l) ∼= Ext
s,t−l
A for all s, t, l, from (4.2)
we have the following long exact sequence.
· · · → Exts−1,t−1A
(2ι)∗
−−−→ Exts,tA → Ext
s,t
A (M2 = S
0 ∪2ι e
1)
→ Exts,t−1A
(2ι)∗
−−−→ Exts+1,tA → · · · .
(4.4)
Here the group homomorphisms Exts−1,t−1A
(2ι)∗
−−−→ Exts,tA and Ext
s,t−1
A
(2ι)∗
−−−→
Exts+1,tA are described as follows.
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◦
◦
◦
◦
◦◦c0
◦
◦
P 1h1
◦
◦
◦
◦
P 1h2
◦
h23
◦
◦
d0
◦
◦
◦
◦
◦
◦
◦
◦e0
◦
h4
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
P 1c0
◦
◦
P 2h1
Figure 1: Exts,tA , s ≥ 0, 13 ≤ t− s ≤ 17
(4.5) Since h0 ∈ Ext
1,1
A corresponds to Sq
1 ∈ A and Sq1 detects the stable
map S0
2ι
−→ S0, it follows that the induced homomorphism Exts,tA
(2ι)∗
−−−→
Exts+1,t+1A is given by
(2ι)∗(x) = h0x, for all x ∈ Ext
s,t
A and for all s, t.
We recall from [24] the Ext groups Exts,tA for s ≥ 0, 0 ≤ t−s ≤ 17 as in Figure 1.
Here, and in all figures of this section, the horizontal axis will be the (t−s)-axis
and the vertical axis will be the s-axis. From (4.4), (4.5) and Figure 1 it is
not difficult to deduce the structure of Exts,tA (M2) for s ≥ 0, 0 ≤ t − s ≤ 17.
The results are given in Figure 2. We need to explain the notation for the
classes in Figure 2, and also the hi-extensions, i = 0, 1 among some of these
classes. We recall from (3.45) that there is a spectral sequence {E
i,s,t
r }r≥1 with
E
i,s,t
1
∼= ΣiExt
s,t+s−i
A for all i, s, t and ⊕i≥1E
i,s,t
∞
∼= Ext
s,t+s
A (P
m
l ) for all s, t. A
cohomology class represented by eiα ∈ E
i,s,t
1 for l ≤ i ≤ m and α ∈ Ext
s,t+s−i
A
in this spectral sequence will be denoted by eiα ∈ Ext
s,t+s
A (P
m
l ). In particular,
since M2 = S
0 ∪2ι e
1 ≃ Σ−l(P l+1l = S
l ∪2ι e
l+1) (or equivalently, P l+1l = Σ
lM2)
for l = 2k+1 > 0, in Figure 2 we display Exts,tA (P
l+1
l ) for s ≥ 0, l ≤ t−s ≤ l+5
and l+13 ≤ t−s ≤ l+17 for all l = 2k+1, from which one can read Exts,tA (M2)
via Exts,tA (M2)
∼= Ext
s,t+l
A (P
l+1
l ). And the cohomology classes in Figure 2 are
denoted by the same notations of the classes in Exts,tA (P
m
l ) just mentioned. The
cases that we will use are Exts,tA (P
16
15 ) (for l = 15) and Ext
s,t
A (P
48
47 ) (for l = 47).
We also note some of the group extensions in Ext∗,∗A (P
l+1
l ). In Figure 2 there
are the following relations, which are denoted by dashed lines.
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l l+ 2 l+ 13 l+ 15 l+ 17
0
4
8
◦
◦
elh1
◦
◦
el+1h1
◦
elh4
◦
◦
◦
el+1h1h4
◦
elh
2
3
◦
el+1h0h23
◦
eld0
◦
◦
◦
el+1h1d0
◦◦el+1h20d0
◦elP
1c0
◦
◦
◦el+1h70h4
◦elP
2h1
Figure 2: Exts,tA (P
l+1
l ), l = 2k+1, s ≥ 0, l ≤ t−s ≤ l+5 and l+13 ≤ t−s ≤ l+17
(4.6) (1) el+1h1h0 = elh
2
1 in Ext
2,l+4
A (P
l+1
l ).
(2) el+1h20d0h1 = elP
1c0 in Ext
7,l+23
A (P
l+1
l ).
(3) el+1h70h4h1 = elP
2h1 in Ext
9,l+26
A (P
l+1
l ).
(4) el+1P 1c0h0 = elh1P
1c0 in Ext
8,l+25
A (P
l+1
l ).
Note that the relations el+1h1h0h4 = elh
2
1h4 in Ext
3,l+20
A (P
l+1
l ), and el+1h1h0d0 =
elh
2
1d0 in Ext
6,l+22
A (P
l+1
l ) in Figure 2 also follow from (4.6) (1). We will only
prove the relation (4.6) (1) below because the other two relations in (4.6) will
not be used in this paper. For l = 2k + 1 > 0 it is not difficult to see the chain
representations of the following classes in Ext∗,∗A (P
l+1
l ).
(4.7) (1) el = {el} ∈ Ext
0,l
A (P
l+1
l ).
(2) el+1h1 = {el+1λ1} ∈ Ext
1,l+3
A (P
l+1
l ).
The relation (4.6) (1) follows from (4.7) (1), (2), and from δ(el+1λ2) = el+1λ1λ0+
elλ
2
1 in H∗(P
l+1
l )⊗ Λ.
This completes the computations for (4.3) (1).
To compute Exts,tA (P15) for s ≥ 0, 15 ≤ t − s ≤ 17 in (4.3) (2), note that
by dimensional reasons, Exts,tA (P15)
∼= Ext
s,t
A (P
18
15 ) for s ≥ 0, 15 ≤ t − s ≤ 17.
Since P 1815 = (S
15 ∪2ι e
16) ∪η C(S
16 ∪2ι e
17), where S16 ∪2ι e
17 η−→ S15 is an
extension of the map S16
η
−→ S15, there is a the cofibration sequence Σ15M2 ∼=
S15 ∪2ι e
16 → P 1815 → Σ
17M2 ∼= S
17 ∪2ι e
18 such that 0 → H∗(Σ
15M2) →
H∗(P
18
15 )→ H∗(Σ
17M2)→ 0 is exact. Thus by (4.2) we have the following long
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exact sequence.
· · · → Exts−1,t−17A (M2)
δ
−→Exts,t−15A (M2)→ Ext
s,t
A (P
18
15 )
→ Exts,t−17A (M2)
δ
−→ Exts+1,t−15A (M2)→ · · · .
(4.8)
From (4.8), Figure 2 (put l = 15 and l = 17) and the differentials δ(e17) = e15h1,
δ(e18h1) = 0 in the spectral sequence for Ext
∗,∗
A (P
18
15 ), we deduce the structure
of Exts,tA (P
18
15 ) for s ≥ 0, 15 ≤ t − s ≤ 17. The results are given in Figure 3.
This completes the computations for (4.3) (2).
We proceed to compute Exts,tA (P
14) for s ≥ 0, 13 ≤ t− s ≤ 16 in (4.3) (3).
From the cofibration sequence P 14
i14−−→ P
q15
−−→ P15, and from (4.2) we have the
following long exact sequence.
· · · → Exts−1,tA (P )
(q15)∗
−−−−→Exts−1,tA (P15)
δ
−→ Exts,tA (P
14)
→ Exts,tA (P )
(q15)∗
−−−−→ Exts,tA (P15)→ · · · .
(4.9)
We recall from [26] the Ext groups Exts,tA (P ) for s ≥ 0, 13 ≤ t − s ≤ 16 as
in Figure 4. From (4.9), Figure 3 and Figure 4 it is not difficult to deduce
Exts,tA (P
14) for s ≥ 0, 13 ≤ t − s ≤ 16, noting that the map Exts,tA (P )
(q15)∗
−−−−→
Exts,tA (P15) is given by (q15)∗(ĥ4) = e15 ∈ Ext
0,15
A (P15), and e16h1 ∈ Ext
1,18
A (P15)
is not in the image of (q15)∗. These results are given in Figure 5. This completes
the computations of (4.3) (3).
To compute Exts,tA (P
62
47 ) for s ≥ 0, 61 ≤ t− s ≤ 63 for (4.3) (4), we use the
the cofibration sequence P 4847 → P
62
47 → P
62
49 . Since H
∗(P 6249 )
∼= Σ48H∗(P 14) as
left A-modules, Exts,tA (P
62
49 )
∼= Ext
s,t−48
A (P
14) for all s, t. So by (4.2) we have
the following long exact sequence.
· · · → Exts−1,t−48A (P
14)
δ
−→Exts,tA (P
48
47 )→ Ext
s,t
A (P
62
47 )
→ Exts,t−48A (P
14)
δ
−→ Exts+1,tA (P
48
47 )→ · · ·
(4.10)
From (4.10), Figure 2 (put l = 47) and Figure 5, it is not difficult to deduce
Exts,tA (P
62
47 ) for s ≥ 0, 61 ≤ t − s ≤ 63. The results are given in Figure 6. The
group extensions in Figure 6 are given in the following (4.11).
(4.11) (1) e55h0h3h0 = e48h0h23 by the following (a), (b), and (c).
(a) e55h0h3 = {e55h0h3
∗
} where e55h0h3
∗
≡ e55λ0λ7+e48λ
2
7 mod F (47),
(b) e48h0h23 = {e48h0h
2
3
∗
} where e48h0h23
∗
≡ e48λ
2
7λ0 mod F (47),
(c) e55h0h3
∗
λ0 + e48h0h23
∗
≡ δ(e55λ0λ8 + e56λ0λ7 + e54λ2λ7 +
e57λ
2
3 + e52λ4λ7 + e51λ5λ7) mod F (47).
(2) The extension from e48h0h23 to e51P
1h2 in Figure 6 is nontrivial
and will be explained in the proof of Theorem 2.39 later.
(3) e53h1c0h0 = e51P 1h2 by the following.
(a) P 1h2 = 〈h1, h1c0, h0〉 ∈ Ext
5,16
A .
(4) e51P 1h2h0 = e48h20d0 because the following (a), (b), (c), and (d).
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15 ≤ t− s ≤ 17
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Figure 4: Exts,tA (P ), s ≥ 0, 13 ≤
t− s ≤ 16
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Figure 5: Exts,tA (P
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Figure 6: Exts,tA (P
62
47 ), s ≥ 0,
61 ≤ t− s ≤ 63
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(a) Recall the following
(3.13) (3) d0 = {d
∗
0 = λ6λ2λ
2
3+λ
2
4λ
2
3+λ2λ4λ5λ3)} ∈ Ext
4,18
A
(b) e51P 1h2 = {e51P 1h2
∗
} where e51P 1h2
∗
≡ e51λ
4
0λ11 + e48λ0d
∗
0
mod F (47),
(c) e48h20d0 = {e48h
2
0d0
∗
}where e48h20d0
∗
≡ e48λ0d
∗
0λ0 mod F (47),
(d) e51P 1h2
∗
λ0+ e48h20d0
∗
≡ δ(e51λ
4
0λ12+ e52λ
4
0λ11+ e51λ
2
0λ6λ
2
3+
e50(λ2λ
3
0λ11+λ4λ1λ2λ
2
3)+e49(λ1λ2λ
2
0λ11+λ2λ4λ2λ
2
3+λ5λ1λ2λ
2
3))
mod F (47).
To compute Exts,tA (P
48
46 ) for s ≥ 0, 60 ≤ t − s ≤ 63 for (4.3) (5), consider
the cofibration sequence S46 → P 4846 = S
46 ∪η˜ C(S
46)∪2ι e
47)→ S47 ∪2ι e
48. By
(4.2) this induces the following long exact sequence of Ext groups.
· · · →Exts−1,tA (S
47 ∪2ι e
48)
δ
−→ Exts,tA (S
46)→ Exts,tA (P
48
46 )
→ Exts,tA (S
47 ∪2ι e
48)
δ
−→ Exts+1,tA (S
46)→ · · · .
(4.12)
From (4.12), Figure 1 and Figure 2 (put l = 47) it is not difficult to deduce the
structure of Exts,tA (P
48
46 ) for s ≥ 0, 61 ≤ t − s ≤ 63. These results are given in
Figure 7. The only group extension in Figure 7 that will be used in this paper
is explained in the following.
(4.13) e47h4h0 = e47h0h4 = e46h1h4 = e46h4h1 because e47λ0 + e46λ1 ≡ δ(e48)
mod F (45).
This completes the computation for (4.3) (5).
From Figure 5 (put l = 47) and Figure 7 it is not difficult to deduce Exts,t−sA (P
62
46 )
for s ≥ 0, 61 ≤ t − s ≤ 63. These results are given in Figure 8. The group ex-
tensions given in Figure 8 are obtained by the same computations in (4.11) (1)
through (4), except the followings.
(4.14) (1) e47h4h0 = e46h4h1 follows from (4.13).
(2) e48h20d0h0 = e46P
1c0 because the following.
(a) P 1c0 =
〈
h1, h
2
0d0, h0
〉
.
This completes the computations for (4.3) (6).
In order to prove Theorem 2.39 and 2.40, we first prove two differentials
and also show an infinite cycle in the ASS for piS∗ (P
62
46 ) and also in the ASS for
piS∗ (P
62
47 ). The ranges of these two spectral sequences of our discussion are shown
in Figure 6 and Figure 8. The two differentials are stated in Proposition 4.16.
The infinite cycle is given in Proposition 4.17. We also need the following Ext
group information: Exts,tA (P46) for s ≥ 0 and 61 ≤ t− s ≤ 63, and Ext
s,t
A (P
49
46 )
for 0 ≤ s ≤ 4 and 62 ≤ t − s ≤ 64. These results are given in Figure 9 and
Figure 10. The computations of these groups follow the same procedure as the
computation of, for example, Exts,tA (M2) in Figure 2, and will not be repeated
here.
To prove Proposition 4.16 we need Lemma 4.15. We recall the stable map
S62
θ̂5−→ P 62 in (2.16). For 1 ≤ k ≤ 62 let P 62
qk
−→ P 62k be the collapsing map
and let P k
ik−→ P 62 be the inclusion map. Let P 6246
q′
−→ P 6247 and P
62
46
q′′
−→ P 6249 also
be the collapsing maps. Recall the following (2.26) and (2.32) in section 2.
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Figure 8: Exts,tA (P
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61 ≤ t− s ≤ 63
56
61 62 63
0
4
8
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
∗
e46P
1c0
◦
e47h4
◦
e48h0h23
◦
e48h20d0
e55h0h3
e51P 1h2
e49h23
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Figure 10: Exts,tA (P
49
46 ), 0 ≤ s ≤
4, 62 ≤ t− s ≤ 64
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Proposition 2.26. The composite S62
2ι
−→ S62
θ̂5−→ P 62
qk
−→ P 62k is essential if
and only if 1 ≤ k ≤ 51.
Proposition 2.32. AF (q47θ̂5) ≥ 3 for the composite S
62 θ5−→ P 62
q47
−−→ P 6247 .
Lemma 4.15. The stable homotopy element 2q46θ̂5 ∈ pi
S
62(P
62
46 ) is detected by
e51P 1h2 ∈ Ext
5,67
A (P
62
46 ) in the ASS for pi
S
∗ (P
62
46 ).
Proof. Refer to Figure 8 for the ASS for piS∗ (P
62
46 ) in the range of our discussion.
θ̂5 ∈ pi
S
62(P
62) is detected by ĥ5h5 ∈ Ext
1,63
A (P
62), so AF (θ̂5) = 1 in the ASS
for piS∗ (P
62). It is clear that (q46)∗(ĥ5) = 0. So AF (q46θ̂5) ≥ 2, and this
implies that AF (2q46θ̂5) ≥ 3 for the ASS for pi
S
∗ (P
62
46 ). From Figure 8 we see
that 2q46θ̂5 must be detected by one of the following four Ext group classes:
e48h0h23 ∈ Ext
3,65
A (P
62
46 ), e51P
1h2 ∈ Ext
5,67
A (P
62
46 ), e48h
2
0d0 ∈ Ext
6,68
A (P
62
46 ), or
e46P 1c0 ∈ Ext
7,69
A (P
62
46 ). If AF (2q46θ̂5) ≥ 6, that is, if 2q46θ̂5 is detected by
e48h20d0 or e46P
1c0, then
AF (2q49θ̂5 = q
′′(2q46θ̂5)) ≥ 6 in the ASS for pi
S
∗ (P
62
49 ).(*)
Since Exts,62+sA (P
62
49 )
∼= Ext
s,14+s
A (P
14), from Figure 5 we see that Exts,62+sA (P
62
49 ) =
0 for s ≥ 6. This together with (*) imply 2q49θ̂5 = 0 in pi
S
62(P
62
49 ). But
this contradicts Proposition 2.26 (for k = 49). Therefore AF (2q46θ̂5) ≤ 5 in
the ASS for piS∗ (P
62
46 ). It follows that S
62 2q46 θ̂5−−−−→ P 6246 , which is non-zero by
Proposition 2.20, must be detected by α = e48h0h23 or e51P
1h2 in Figure 8.
From Figure 6 we see that (q′)∗(α) 6= 0 in Ext
∗,∗
A (P
62
47 ), which is also denoted
by e48h0h23 and e51P
1h2 respectively, where P
62
46
q′
−→ P 6247 is the collapsing map.
Comparing Figure 8 and Figure 6 we see that Exts,63+sA (P
62
46 )
∼= Ext
s,63+s
A (P
62
47 )
for 0 ≤ s ≤ 3, so if α is not a boundary in the ASS for piS∗ (P
62
46 ), then (q
′)∗(α)
is not a boundary in the ASS for piS∗ (P
62
47 ) either. Therefore 2q47θ̂5 = q
′(2q46θ̂5)
is detected by (q′)∗(α) (= e48h0h23 or e51P
1h2) in the ASS for pi
S
∗ (P
62
47 ). By
Proposition 2.32, AF (q47θ̂5) ≥ 3. So AF (2q47θ̂5) ≥ 4. Therefore 2q47θ̂5 must
be detected by e51P 1h2 ∈ Ext
5,67
A (P
62
47 ). So 2q46θ̂5 has to be detected by
e51P 1h2 ∈ Ext
5,67
A (P
62
46 ). This completes the proof of Lemma 4.15.
Proposition 4.16. d5(e63h0) = e48h20d0 and d5(e63h
2
0) = e46P
1c0 in the ASS
for piS∗ (P
62
46 ) and the ASS for pi
S
∗ (P
62
47 ).
Proof. By Lemma 4.15, 2q46θ̂5 = q46(2θ̂5) is detected by e51P 1h2 in the ASS
for piS∗ (P
62
46 ). Consider the inclusion map P
62
46
i62−−→ P46. Recall that 2θ̂5 = 0 in
piS∗ (P ), so that i62q46(2θ̂5) = 0 in pi
S
∗ (P46). From Figure 9 we see (i62)∗(e51P
1h2) 6=
0 in Ext5,67A (P46), which is also denoted by e51P
1h2. So e51P 1h2 must be a
boundary in the ASS for piS∗ (P46). Comparing Figure 8 and Figure 9, we see
Exts,63+sA (P46)
∼= Ext
s,63+s
A (P
62
46 ) for 1 ≤ s ≤ 3 and Ext
0,63
A (P46) = Z/2(e63).
Thus d5(e63) = e51P 1h2 in the ASS for pi
S
∗ (P46). From Figure 8, e51P
1h2h0 =
e48h20d0 and e51P
1h2h
2
0 = e48h
2
0d0h0 = e46P
1c0, so it follows that d5(e63h0) =
e48h20d0 and d5(e63h
2
0) = e46P
1c0 in the ASS for pi
S
∗ (P46). Comparing Figure 6,
Figure 8, and Figure 9 we see that these two differentials also hold in the ASS
for piS∗ (P
62
46 ) and the ASS for pi
S
∗ (P
62
47 ). This proves Proposition 4.16.
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We proceed to show an infinite cycle in the ASS for piS∗ (P
62
46 ) and the ASS
for piS∗ (P
62
47 ).
Proposition 4.17. e49h23 is an infinite cycle in the ASS for pi
S
∗ (P
62
46 ) and the
ASS for piS∗ (P
62
47 ).
Proof. Consider the complex P 4946 = (S
46 ∨ S47) ∪(η,2ι) e
48 ∪η e
49. We have the
following cofibration sequence.
· · · // P 4946 = (S
46 ∨ S47) ∪(η,2ι) e
48 ∪η e
49 // S49 // (S47 ∨ S48) ∪(η,2ι) e
49 // · · ·
S63
σ2
OO
σ˜2
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
Since ησ2 = 0 there is a coextension S63
σ˜2
−→ P 4946 to S
63 σ
2
−→ S49. Since
AF (σ2) = 2 in the ASS for piS∗ , we have AF (σ˜
2) ≤ 2 in the ASS for piS∗ (P
49
46 ).
From Figure 10 we see S63
σ˜2
−→ P 4946 is detected by e49h
2
3 in the ASS for pi
S
∗ (P
49
46 ).
So e49h23 ∈ Ext
2,65
A (P
49
46 ) is an infinite cycle and in the ASS for pi
S
∗ (P
49
46 ). It
follows that e49h23 is also an infinite cycle in the ASS for pi
S
∗ (P
62
46 ) and also in
the ASS for piS∗ (P
62
47 ). This completes the proof of Proposition 4.17.
We proceed to prove Theorem 2.39 and Theorem 2.40.
To describe the stable homotopy groups piS62(P
62
46 ) and pi
S
62(P
62
47 ) in Theorem 2.39
and Theorem 2.40, we need to recall the stable homotopy elements y, w, x ∈
piS62(P
62
46 ) and v ∈ pi
S
62(P
62
47 ) defined in (2.35), (2.36), (2.37), and (2.38) respec-
tively. In Propositions 4.18, 4.19, 4.20, and 4.21 below we recall their defi-
nitions and show that they are essential. Recall the Hopf classes S1
η
−→ S0,
S3
ν
−→ S0 and S7
σ
−→ S0. To show that the stable homotopy elements y, w, x and
v are essential we need the information of the following Ext group structures:
Exts,tA (S
47 ∪σ e
55) for s ≥ 0 and 61 ≤ t − s ≤ 63, Exts,tA (S
47 ∪ν e
55 ∪η e
53) for
s ≥ 0 and 61 ≤ t−s ≤ 63, and Exts,tA (S
47∪2ι e
48∪ν e
51∪η e
53) for 0 ≤ s ≤ 4 and
61 ≤ t − s ≤ 63. These are given Figure 11 and Figure 12. The computations
of these groups are analogous to that of Exts,tA (M2) in Figure 2, and will not be
repeated here.
Proposition 4.18. Let P 4846
i48−−→ P 6246 be the inclusion map. Let S
62 σ˜
2
−→ P 4846 be
some coextension of S62
σ2
−→ S48 as shown in the following diagram.
· · · // P 4846
q48 // S48
η∨2ι // S47 ∨ S48 // · · · .
S62
σ2
OO
σ˜2
aa❈❈❈❈❈❈❈❈
Let y be the composite S62
σ˜2
−→ P 4846
i48−−→ P 6246 . Then y is detected by e47h4 ∈
Ext1,63A (P
62
46 ) in the ASS for pi
S
∗ (P
62
46 ).
Proof. S62
σ2
−→ S48 is detected by h23 ∈ Ext
2,16
A in the ASS for pi
S
∗ , so AF (σ
2) =
2. Thus AF (σ˜2) ≤ 2 in the ASS for piS∗ (P
48
46 ). From Figure 7, the nonzero stable
59
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Figure 12: Exts,tA (W1 = S
47 ∪ν
e51 ∪η e
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homotopy class σ˜2 must be detected by e47h4 ∈ Ext
1,63
A (P
48
46 ) or e47h0h4 ∈
Ext2,64A (P
48
46 ). Suppose σ˜
2 is detected by e47h0h4 in the ASS for pi
S
∗ (P
48
46 ), then
AF (σ˜2) = 2. It is not difficult to see that (q48)∗(e47h0h4) = 0 in Ext
2,64
A , so it
follows that AF (σ2 = q48(σ˜2)) ≥ 3 in the ASS for pi
S
∗ , but we have seen that
AF (σ2) = 2 so this is a contradiction. Therefore σ˜2 is detected by e47h4 in the
ASS for piS∗ (P
48
46 ). From Figure 8, e47h4 6= 0 in Ext
1,63
A (P
62
46 ) is not a boundary
in the ASS for piS∗ (P
62
46 ), so y = iσ˜
2 ∈ piS62(P
62
46 ) is essential and is detected by
e47h4 ∈ Ext
1,63
A (P
62
46 ) in the ASS for pi
S
∗ (P
62
46 ). This proves Proposition 4.18.
Proposition 4.19. Let S47 ∪σ e
55 j−→ P 6246 be the inclusion map. Let S
62 2σ−→
S47∪σe
55 be some coextension of S62
2σ
−→ S55 as shown in the following diagram.
· · · // S47 ∪σ e55
q55 // S55
σ // S48 // · · ·
S62
2σ
OO
2σ
ee❏❏❏❏❏❏❏❏❏❏
Let w be the composite S62
2σ
−→ S47 ∪σ e
55 j−→ P 6246 . Then w is detected by
e47h4 ∈ Ext
1,63
A (P
62
46 ) in the ASS for pi
S
∗ (P
62
46 ).
Proof. S62
2σ
−→ S55 is detected by h0h3 in the ASS for pi
S
∗ , so AF (2σ) = 2.
Thus AF (2σ) ≤ 2 in the ASS for piS∗ (S
47 ∪σ e
55). From Figure 11, the nonzero
stable homotopy class 2σ must be detected by e47h4 ∈ Ext
1,63
A (S
47 ∪σ e
55) or
e47h0h4 ∈ Ext
2,64
A (S
47∪σ e
55). Suppose 2σ is detected by e47h0h4 in the ASS for
piS∗ (S
47∪σe
55), then AF (2σ) = 2. It is not difficult to see that (q55)∗(e47h0h4) =
0 in Ext2,64A , so it follows that AF (2σ = q552σ) ≥ 3, but we already have shown
that AF (2σ) = 2 so this is a contradiction. Therefore 2σ is detected by e47h4
in the ASS for piS∗ (S
47 ∪σ e
55). From Figure 8, e47h4 6= 0 in Ext
1,63
A (P
62
46 ) is
not a boundary in the ASS for piS∗ (P
62
46 ), so w = j2σ ∈ pi
S
62(P
62
46 ) is essential
and is detected by e47h4 ∈ Ext
1,63
A (P
62
46 ) in the ASS for pi
S
∗ (P
62
46 ). This proves
Proposition 4.19.
Proposition 4.20. x = y + w ∈ piS62(P
62
46 ) is detected by e55h0h3 + εe47h0h4 ∈
Ext2,64A (P
62
46 ), ε = 0 or 1.
Proof. Let P 6246
q49
−−→ P 6249 be the quotient map and consider the composite
S62
x=y+w
−−−−−→ P 6246
q49
−−→ P 6249 . From the definition of y it is not difficult to
see that q49y = 0 in pi
S
62(P
62
49 ), as q49 pinches P
48
46 . It is also not difficult
to see that S55 is a subcomplex of P 6249 . Let S
55 i55−−→ P 6249 be the inclusion
map. Then from the definition of x and w, q49x = q49(y + w) = q49w is
the composite S62
2σ
−→ S55
i55−−→ P 6249 . S
62 2σ−→ S55 is detected by h0h3 in
the ASS for piS∗ . Recall that, since H∗(P
62
49 )
∼= H∗−48(P
14) as left-A mod-
ules, Exts,tA (P
62
49 )
∼= Ext
s,t−48
A (P
14). e55h0h3 ∈ Ext
2,64
A (P
62
49 ) corresponds to
ĥ3h0h3 ∈ Ext
2,16
A (P
14) under this isomorphism. So from Figure 5, we deduce
that e55h0h3 ∈ Ext
2,64
A (P
62
49 ) is not a boundary in the ASS for pi
S
∗ (P
62
49 ) and
Ext2,64A (P
62
49 ) = Z/2(e55h0h3). So q49x = i55(2σ) ∈ pi
S
62(P
62
49 ) is detected by
e55h0h3 ∈ Ext
2,64
A (P
62
49 ), and AF (q49x = i55(2σ)) = 2 in the ASS for pi
S
∗ (P
62
49 ). It
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follows that AF (x) ≤ 2 in the ASS for piS∗ (P
62
46 ). Since both y and w are detected
by e47h4 in the ASS for pi
S
∗ (P
62
46 ), AF (x = y + w) ≥ 2. Therefore AF (x) = 2.
From Figure 8 x must be detected by ε1e55h0h3 + ε2e47h0h4 ∈ Ext
2,64
A (P
62
46 )
for εi = 0 or 1, i = 1, 2. Because q49x is detected by e55h0h3, x must be de-
tected by e55h0h3 + ε2e47h0h4 where ε2 = 0 or 1 (that is, ε1 = 1). This proves
Proposition 4.20.
We are now ready to prove Theorem 2.39, which is restated as follows, where
y, w and x are as in Propositions 4.18, 4.19 and 4.20 respectively.
Theorem 2.39. piS62(P
62
46 ) = Z/4(y)⊕Z/8(x). Moreover AF (y) = 1, AF (w) =
1, AF (2y) = 2, and AF (x = y + w) = 2.
Proof of Theorem 2.39. We refer to Figure 8 for our discussions on the Adams
spectral sequence for piS∗ (P
62
46 ) from which we want to show pi
S
62(P
62
46 ) = Z/2(y)⊕
Z/2(x).
(1) We have shown in Propositions 4.18, 4.19 and 4.20 that y and w are
detected by e47h4 and x is detected by e55h0h3 + εe47h0h4, so AF (y) =
AF (w) = 1 and AF (x) = 2. Note that this implies that e47h0h4 is an
infinite cycle in the ASS for piS∗ (P
62
46 ). From Figure 8, we see e47h0h4 is
not a boundary. Since y is detected by e47h4 it follows that 2y is detected
by e47h0h4. Therefore AF (2y) = 2.
(2) To show 4y = 0 in piS62(P
62
46 ), consider the following diagram, where the
composite S62
y
−→ P 4846
q48
−−→ S48 is σ2, and S46
σ46−−→ S46
i46−−→ P 4746
q47
−−→ S47,
S47
σ47−−→ S47
i47−−→ P 4847
q48
−−→ S48 are cofibration sequences.
S46
σ46 // S46
i46

S47
σ47 // P 4746
i47

q47 // S47
S62
2ι // S62
2ι //
2y
66
2˜y
66
S62
y // P 4846
q48 // S48
Since S62
2ι
−→ S62
y
−→ P 4846
q48
−−→ S48 is 2σ2 = 0, the composite S62
2ι
−→
S62
y
−→ P 4846 can be lifted to S
62 2y−→ P 4746 . Since S
62 2y−→ P 4746
q47
−−→ S47 is the
Toda bracket
〈
2ι, σ2, 2ι
〉
= ησ2 = 0, the map S62
2y
−→ P 4746 can be lifted to
S62
2˜y
−→ S46, and the composite S62
2ι
−→ S62
2˜y
−→ S46 is contained in the
Toda bracket
2
〈
η, σ2, 2ι
〉
=
〈
2ι, η, σ2
〉
2ι.
We have
〈
2ι, η, σ2
〉
= 0 and this is proved as follows.
〈
2ι, η, σ2
〉
⊂ piS16 =
Z/2({h1h4})⊕Z/2({P
1c0}), where {h1h4}, {P
1c0} denotes the stable ho-
motopy elements detected by these classes in the ASS for spheres. Since
AF (
〈
2ι, η, σ2
〉
) ≥ 3, and since η
〈
2ι, η, σ2
〉
= 〈η, 2ι, η〉σ2 = {2ν, 0}σ2 =
{0} but η{P 1c0} 6= 0, we see that
〈
2ι, η, σ2
〉
= 0. This proves that 4y = 0,
and therefore the order of y is 4.
62
(3) In the ASS for piS∗ (P
62
46 ), d5(e63h0) = e48h
2
0d0, and d5(e63h0h0) = e46P
1c0
by Proposition 4.16, so the classes e48h20d0, e46P
1c0 do not represent ho-
motopy classes. It follows that the order of x is at most 8.
(4) To show that 2x 6= 0 in piS∗ (P
62
46 ), recall from (4.11) (1) that there is an
extension e55h0h3h0 = e48h0h23 and that e47h
2
0h4 = 0 in Ext
3,65
A (P
62
46 ).
Since x is detected by e55h0h3 + εe47h0h4, (e55h0h3 + εe47h0h4)h0 =
e55h0h3h0 = e48h0h23 is an infinite cycle in the ASS for pi
S
∗ (P
62
46 ), and
from Figure 8 and (3) we see e48h0h23 is not a boundary. So 2x is detected
by e48h0h23 = e55h0h3h0 in the ASS for pi
S
∗ (P
62
46 ).
(5) To show that 4x 6= 0, note that 4y = 0 by (2), so 4x = 4(w + y) =
4w. Consider the following diagram, where S62
2σ
−→ S47 ∪σ e
55 is the
coextension as in Proposition 4.19, the map S47 ∪σ e
55 i
′
−→ P 5546 is the
inclusion of the subcomplex S47 ∪σ e
55, and for each 51 ≤ l ≤ 55, Sl
fl
−→
P l46
il−→ P l+146
ql+1
−−−→ Sl+1 is a cofibration sequence.
S51
σ51 // P 5146
i51
q51 // S51
...

S54
σ54 // P 5446
i54

q54 // S54
S55
σ55 // P 5546
i55

q55 // S55
S56
σ56 // P 5646
i56
q56 // S56
...

S62
2ι //
4˜w
??
S62
2ι // S62
w //
σ
<<
w=(i′(2σ))
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w′′
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P 6246
S62
w=i′(2σ)
−−−−−−→ P 5546 is a lifting of S
62 w−→ P 6246 . Note that from the cell struc-
ture of P 5646 , q55σ55 = 2ι. So by choosing another lifting S
62 w
′=w+σ55σ−−−−−−−−→
P 5546 of S
62 w−→ P 6246 , we have q55w
′ = 0, and S62
w′
−→ P 5546 can be lifted to
S62
w′′
−−→ P 5446 with q54w
′′ = ησ. From this and following similar arguments
as in (1), it is not difficult to see that S62
4ι
−→ S62
w
−→ P 6246 has a lifting
S62
4˜w
−−→ P 5146 with q51(4˜w) =
〈
η, η2σ, 2ι
〉
. The Toda bracket
〈
η, η2σ, 2ι
〉
is
63
detected by P 1h2 ∈ Ext
5,16
A in the ASS for pi
S
∗ . By Proposition 4.17 and
(3), e51P 1h2 ∈ Ext
5,67
A (P
62
46 ) is not a boundary in the ASS for pi
S
∗ (P
62
46 ).
It follows that 4x is detected by e51P 1h2 in the ASS for pi
S
∗ (P
62
46 ). This
together with (3) proves that the order of x is 8.
This completes the proof of Theorem 2.39.
In order to prove Theorem 2.40 we need to recall the stable homotopy ele-
ment v ∈ piS62(P
62
47 ) in (2.38). In Proposition 4.21 below we recall its definition
and show that it is essential.
Proposition 4.21. W1 = S
47 ∪ν e
51 ∪η e
53 is a subcomplex of P 6247 . Let W1
j′
−→
P 6247 be the inclusion map. Let S
62 η˜ε−→ W1 be some coextension of S
62 ηε−→ S53
as in the following diagram.
· · · // W1 = S47 ∪ν e51 ∪η e53
q4 // S53 // S48 ∪ν e52 // · · ·
S62
ηε
OO
η˜ε
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
Let v be the composite S62
η˜ε
−→ W1
j′
−→ P 6247 . Then v is detected by e53h1c0 ∈
Ext4,66A (P
62
47 ) in the ASS for pi
S
∗ (P
62
47 ).
Proof. S62
ηε
−→ S53 is detected by h1c0 ∈ Ext
4,13
A in the ASS for pi
S
∗ , so AF (η˜ε) ≤
4 in the ASS for piS∗ (W1). From Figure 12 we see that Ext
1,63
A (W1) = 0,
Ext2,64A (W1) = Z/2(e47h4), and Ext
3,65
A (W1) = Z/2(e47h0h4). It is well-known
that in the ASS for piS∗ , d2(h4) = h0h
2
3 and d3(h0h4) = h0d0, so in the ASS for
piS∗ (S
47 ∪ν e
51 ∪η e
53), d2(e47h4) = e47h0h
2
3 6= 0 and d3(e47h0h4) = e47h0d0 6= 0.
It follows that AF (η˜ε) ≥ 3.
Consider the subcomplex W2 = S
47 ∪2ι e
48 ∪ν e
51 ∪η e
53 ⊂ P 6247 . Let W1
i5−→
W2
j1
−→ P 6247 be inclusion maps and let W2
q5
−→ S53 be the collapsing map. Then
since AF (η˜ε) ≥ 3 in the ASS for piS∗ (W1) and since AF (q5(i5η˜ε)) = ηε) = 4, we
see 3 ≤ AF (i5η˜ε) ≤ 4 in the ASS for pi
S
∗ (W2). If AF (i5η˜ε) = 3 in the ASS for
piS∗ (W2) then from Figure 13 we see that i5η˜ε must be detected by e53h
2
1h3 ∈
Ext3,65A (W2). But it is not difficult to see that (q5)∗(e53h
2
1h3) = h
2
1h3 6= 0
in Ext3,12A , so it follows that AF (q5(i5η˜ε) = q4η˜ε = ηε) = 3, and this is a
contradiction because AF (ηε) = 4. Therefore AF (i5η˜ε) = 4. From Figure 13
we see that i5η˜ε must be detected by e53h1c0 ∈ Ext
3,65
A (W2). From Figure 6,
Proposition 4.16, and Proposition 4.17, e53h1c0 6= 0 is not a boundary in the
ASS for piS∗ (P
62
47 ), so v = j1(i5η˜ε) is detected by e53h1c0 ∈ Ext
4,66
A (P
62
47 ). This
proves Proposition 4.21.
Now we prove Theorem 2.40, which is restated as follows.
Theorem 2.40. Let S62
y˜
−→ P 6247 be the composite S
62 y−→ P 6246
q1
−→ P 6247 , S
62 w˜−→
P 6247 be the composite S
62 w−→ P 6246
q1
−→ P 6247 , and S
62 x˜=y˜+w˜−−−−−→ P 6247 . Then
piS62(P
62
47 ) = Z/2(y˜)⊕ Z/8(x˜)⊕ Z/2(v − 2x˜).
And AF (y˜) = 1, AF (x˜) = 2, and AF (v) = 4.
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Proof of Theorem 2.40. (1) By Proposition 4.21, AF (v) = 4 in the ASS for
piS∗ (P
62
47 ). From Proposition 4.18 we see that e47h4 ∈ Ext
1,63
A (P
62
46 ) detects
the stable homotopy class y ∈ piS62(P
62
46 ). From Figure 6, e47h4 is not a
boundary in the ASS for piS∗ (P
62
47 ), so e47h4 detects y˜ = q1y, and AF (y˜) =
1.
(2) 2y˜ = 0 because we have shown in the proof of Theorem 2.39 that S62
2ι
−→
S62
y
−→ P 6248 can be lifted to S
46 ⊂ P 4846 .
(3) We already have shown in the proof of Theorem 2.39 that e55h0h3 ∈
Ext2,64A (P
62
46 ), e48h0h
2
3 ∈ Ext
3,65
A (P
62
46 ), e51P
1h2 ∈ Ext
5,67
A (P
62
46 ) detect the
stable homotopy classes x, 2x, 4x ∈ piS62(P
62
46 ) respectively. From Figure 6,
Proposition 4.16, and Proposition 4.17, the classes e55h0h3, e48h0h23, e51P
1h2
are not boundaries in the ASS for piS∗ (P
62
47 ), so e55h0h3 detects x˜ = q1x
and AF (x˜) = 2, e48h0h23 detects 2x˜ = q1(2x), and e51P
1h2 detects
4x˜ = q1(4x).
(4) We have shown in Proposition 4.21 that e53h1c0 ∈ Ext
4,66
A (P
62
47 ) detects
v ∈ piS62(P
62
47 ). In (4.11) (3) we have seen e53h1c0h0 = e51P
1h2. We have
seen that e51P 1h2 is not a boundary in the ASS for pi
S
∗ (P
62
47 ). Therefore
2v is detected by e55P 1h2 ∈ Ext
5,67
A (P
62
47 ).
(5) We have d5(e63h0) = e48h20d0 by Proposition 4.16. So from Figure 6,
2v = 4x˜ and 4v = 8x˜ = 0.
From (3), (4), and (5) it follows that AF (v − 2x˜) = 3, and that 2(v − 2x˜) =
2v−4x˜ = 0. So the order of v−2x˜ is 2. From AF (y˜) = 1, AF (x˜) = 2, AF (2x˜) =
3, AF (4x˜) = 5, and AF (v − 2x˜) = 3, it is not difficult to see that y˜, x˜, v − 2x˜
are linearly independent. This completes the proof of Theorem 2.40.
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5 Proof of Proposition 1.6, Proposition 1.7, and
Proposition 2.46
In this section we prove the technical results Proposition 1.6, Proposition 1.7,
and Proposition 2.46. These are the remaining theorems in section 1 and section 2
that need to be proved to complete the proof of Theorem 1.2.
Proposition 1.6. In the ASS for spheres, dr(h
3
6) = 0 ∈ Ext
3+r,191+r
A for 2 ≤
r ≤ 3.
Proposition 1.7. In the ASS for spheres, d2(h1g4) 6= h
3
0g4.
Proposition 2.46. The composite S188
θ6−→ S62
θ̂5−→ P has AF = 5 in the
Adams spectral sequence for P = P∞ (AF = Adams filtration).
The order of our proving these propositions is 2.46, 1.6, and 1.7. Before we start
proving Proposition 2.46, we first recall the following differential in the ASS for
piS∗ mentioned in (1.1).
d2(hi) = h
2
i−1h0 6= 0 in the ASS for pi
S
∗ .(5.1)
We remark that it is not difficult to see the following differential (5.2) in the ASS
for piS∗ (P ) from (5.1), (3.19), (3.25), and the structure of Ext
s,t
A (P ) for 0 ≤ s ≤ 3
as given in Theorem 3.24.
d2(ĥi) = ĥi−1h0hi−1 6= 0 in the ASS for pi
S
∗ (P ).(5.2)
To prove Proposition 2.46 we begin by proving the following result in Lemma 5.3.
Recall the complex P˜ 62 and the map P 62
q˜
−→ P˜ 62 in (2.29) which has the prop-
erty that q˜∗(ĥ5 = e31) = 0 for ĥ5 ∈ Ext
0,31
A (P
62) = Z/2.
Lemma 5.3. The composite S188
θ6−→ S62
θ̂5−→ P 62
q˜
−→ P˜ 62 has AF ≥ 5 in the
ASS for piS∗ (P˜
62).
Proof. Recall (2.16) that θ̂5 is detected by ĥ5h5, so AF (θ̂5) = 1. Since q˜∗(ĥ5) =
0, AF (q˜θ̂5) ≥ 2. Consider the following two cases.
(1) If AF (q˜θ̂5) = 2, then q˜θ̂5 ∈ pi
S
62(P˜
62) is detected by a non-zero class
α ∈ Ext2,64A (P˜
62) = Z/2(e˜31h3h0)⊕ Z/2(e47h0h4) ((3.5) (2)). So
α = ε1e˜31h5h0 + ε2e47h0h4, ε1, ε2 = 0 or 1 and (ε1, ε2) 6= (0, 0).
It is not difficult to see that e˜31h5 = {e˜31λ31} ∈ Ext
1,63
A (P˜
62) and e47 =
{e47} ∈ Ext
0,47
A (P˜
62). Thus
(e˜31h5h0)h
2
6 = e˜31h5h
2
6h0 = {e˜31λ31λ
2
63λ0} = 0,
(e47h0h4)h
2
6 = e47h0h4h
2
6 = 0 (since h4h
2
6 = 0).
So αh26 = 0. Since θ6 is detected by h
2
6 in the ASS for pi
S
∗ , we see
AF (q˜θ̂5θ6) ≥ 5.
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(2) If AF (q˜θ̂5) ≥ 3 then clearly AF (q˜θ̂5θ6) ≥ 3 + 2 = 5.
This proves the Lemma 5.3.
The scheme to prove Proposition 2.46 is as follows. Since θ̂5, θ6 are detected
by ĥ5h5 ∈ Ext
1,63
A (P
62) and h26 ∈ Ext
2,128
A in the ASS for pi
S
∗ (P
62) and for
piS∗ respectively, and since h5h6 = 0 in Ext
∗,∗
A , it follows that AF (θ̂5θ6) ≥ 4. If
AF (θ̂5θ6) = 4 then θ̂5θ6 must be detected by a non-zero class τ ∈ Ext
4,192
A (P
62).
Consider the induced homomorphism Ext∗,∗A (P
62)
q˜∗
−→ Ext∗,∗A (P˜
62). By Lemma 5.3,
AF (q˜θ̂5θ6) = 5. Thus either q∗(τ) = 0 in Ext
4,192
A (P˜
62) or q∗(τ) is a boundary
in the ASS for piS∗ (P˜
62). To show that neither of these two cases is possible we
need the following Lemma 5.4. To state it, we recall the following.
(3.5) (4) Ext2,191A (P˜
62) = Z/2(e˜31h5h7)⊕ Z/2(e47h4h7).
(3.5) (6) Ext4,192A (P˜
62) = Z/2(q˜∗(ĥ4h0c4))⊕Z/2(q˜∗(D̂3h7))⊕Z/2(q˜∗(ĝ4h0))⊕
Z/2(q˜∗(e62D3(1)))⊕ Z/2(e˜31h24h0h7).
Lemma 5.4. In the ASS for piS∗ (P˜
62),
(1) d2(e˜31h5h7) = q˜∗(D̂3h7) + e˜31h0h24h7,
(2) d2(e47h4h7) = q˜∗(D̂3h7) + e˜31h0h24h7.
The proof of this Lemma 5.4 is rather lengthy. We will postpond this proof to
the end of this section. Now we prove Proposition 2.46.
Proof of Proposition 2.46. We want to show the composite S188
θ6−→ S62
θ̂5−→ P 62
has AF ≥ 5. We already know that AF (θ̂5θ6) ≥ 4 (since ĥ5h5h
2
6 = 0). Recall
(3.3) (i) (5) Ext4,192A (P
62) = Z/2(ĥ4h0c4)⊕Z/2(D̂3h7)⊕Z/2(ĝ4h0)⊕Z/2(e62D3(1)).
Suppose AF (θ̂5θ6) = 4. Then
(5.5) θ̂5θ6 is detected by τ = ε1ĥ4h0c4 + ε2D̂3h7 + ε3ĝ4h0 + ε4ĥ7D3, where
εi = 0 or 1 for 1 ≤ i ≤ 4, and (ε1, ε2, ε3, ε4) 6= (0, 0, 0, 0).
We are going to show that this would lead to a contradiction. Recall
(3.5) (6) Ext4,192A (P˜
62) = Z/2(q˜∗(ĥ4h0c4))⊕Z/2(q˜∗(D̂3h7))⊕Z/2(q˜∗(ĝ4h0))⊕
Z/2(q˜∗(ĥ7D3))⊕ Z/2(e˜31h24h0h7)
Let P 62
q˜
−→ P˜ 62 be as in Lemma 5.3. Then from (5.5) we have:
(5.6) q˜∗(τ) = ε1q˜∗(ĥ4h0c4)+ε2q˜∗(D̂3h7)+ε3q˜∗(ĝ4h0)+ε4q˜∗(ĥ7D3), where εi = 0
or 1 for 1 ≤ i ≤ 4, and (ε1, ε2, ε3, ε4) 6= (0, 0, 0, 0). q˜∗(τ) is non-zero in
Ext4,192A (P˜
62) by (3.5) (6) and the fact that (ε1, ε2, ε3, ε4) 6= (0, 0, 0, 0).
By Lemma 5.3, q˜∗(τ) has to be a boundary (if q˜∗(τ) is not a boundary then
AF (q˜θ̂5θ6) = 4). So dr(β) = q˜∗(τ) for some β ∈ Ext
r−4,185+r
A (P˜
62) with 2 ≤
r ≤ 4. Recall
(3.5) (8) Ext0,189A (P˜
62) = 0.
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(3.5) (9) Ext1,190A (P˜
62) = 0.
(3.5) (10) Ext2,191A (P˜
62) = Z/2(e˜31h5h7)⊕ Z/2(e47h4h7).
Thus the only possibility is d2(δ1e˜31h5h7 + δ2e47h4h7) = q˜∗(τ) where (δ1, δ2) 6=
(0, 0). By Lemma 5.4,
d2(δ1e˜31h5h7 + δ2e47h4h7) = δ1(q˜∗(D̂3h7) + e˜31h0h24h7) + δ2(q˜∗(D̂3h7) + e˜31h0h
2
4h7)
= 0 or q˜∗(D̂3h7) + e˜31h0h24h7.
By (3.5) (6) and (5.6) above, we see q˜∗(τ) = ε1q˜∗(ĥ4h0c4) + ε2q˜∗(D̂3h7) +
ε3q˜∗(ĝ4h0) + ε4q˜∗(ĥ7D3) 6= q˜∗(D̂3h7) + e˜31h0h24h7. This contradiction proves
that AF (θ̂5θ6) ≥ 5. This concludes the proof of Proposition 2.46.
We proceed to prove Proposition 1.6. We want to prove for this proposition
that in the ASS for spheres, dr(h
3
6) = 0 for r = 2 and 3. That d2(h
3
6) = 0 is
quite easy as d2(h
3
6 = h6h
2
6) = h0h
2
5h
2
6 = 0. We have d3(h
3
6) ∈ E
6,194
3 which is a
subquotient of E6,1942 = Ext
6,194
A . Recall
(3.1) (8) Ext6,194A = Z/2(h
2
0g4)⊕ Z/2(h
2
5D3(1)).
So d3(h
3
6) = ε1h
2
0g4 + ε2h
2
5D3(1) with εi = 0 or 1, 1 ≤ i ≤ 2. We have to show
ε1 = ε2 = 0. For this purpose we first prove the following case that says that
ε1 = 0 and ε2 = 1 can not happen.
Lemma 5.7. In the ASS for piS∗ , d3(h
3
6) 6= h
2
5D3(1).
Proof. Recall that the composite of stable maps S63
θ5−→ S1
2ι
−→ S1 is zero. So
for the following cofibration
S0
i1−→ S0 ∪2ι e
1 q1−→ S1,(5.8)
there is a coextension
S63
θ5−→ S0 ∪2ι S
1.(5.9)
We have h36 ∈ Ext
3,192
A , and (i1)∗(h
3
6) ∈ Ext
3,192
A (S
0∪2ιe
1) for the S0
i1−→ S0∪2ιe
1
in (5.8). We claim the following.
(5.10) (1) (i1)∗(h
3
6) 6= 0 in Ext
3,192
A (S
0 ∪2ι e
1).
(2) The composite S189
θ6−→ S63
θ5−→ S0 ∪2ι e
1 is detected by (i1)∗(h
3
6)
in the ASS for piS∗ (S
0 ∪2ι e
1).
(3) Ext4,193A (S
0 ∪2ι e
1) = 0.
Assuming (5.10), we show d3(h
3
6) 6= h
2
5D3(1) in the ASS for pi
S
∗ as follows. If
d3(h
3
6) = h
2
5D3(1) in the ASS for pi
S
∗ , then since (i1)∗(h
3
6) 6= 0 is an infinite cycle
in the ASS for piS∗ (S
0 ∪2ι e
1) (by (5.10)), we must have either of the following
two cases.
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(5.11) (1) (i1)∗(h
2
5D3(1)) = 0 in Ext
6,194
A (S
0 ∪2ι e
1), or
(2) (i1)∗(h
2
5D3(1)) 6= 0 in Ext
6,194
A (S
0∪2ιe
1) and d2(α) = (i1)∗(h
2
5D3(1))
for some α ∈ Ext4,193A (S
0 ∪2ι e
1) in the ASS for piS∗ (S
0 ∪2ι e
1).
By (5.10) (3), (5.11) (2) is impossible. To show that (5.11) (1) is impossible, re-
call from (4.4) that since (5.8) induces a short exact sequence 0→ H∗(S
0)
(i1)∗
−−−→
H∗(S
0 ∪2ι e
1)
(q1)∗
−−−→ H∗(S
1)→ 0, there is a long exact sequence
· · · → Exts−1,t−1A
(2ι)∗
−−−→ Exts,tA
(i1)∗
−−−→ Exts,tA (S
0 ∪2ι e
1)
(q1)∗
−−−→ Exts,t−1A
(2ι)∗
−−−→ Exts+1,tA → · · ·
(5.12)
So (i1)∗(h
2
5D3(1)) = 0 in Ext
6,194
A (S
0 ∪2ι e
1) for (s, t) = (6, 194) implies that
there is β ∈ Ext5,193A such that (2ι)∗(β) = h0β = h
2
5D3(1) in Ext
6,194
A . From
(3.1) (2) and (8), there is no such β ∈ Ext5,193A . So (5.11) (1) is impossible. This
shows that d3(h
3
6) 6= h
2
5D3(1).
To complete the proof of Lemma 5.7 it remains to show (5.10). (5.10)
(1), (3) can also be proved by using the long exact sequence in (5.12). To
show (i1)∗(h
3
6) 6= 0 as claimed in (5.10) (1), note that h
3
6 ∈ Ext
3,192
A for
(s, t) = (3, 192), and by (3.1) (3), Ext2,191A = 0. So, by (5.12), (i1)∗(h
3
6) 6= 0 in
Ext3,192A (S
0 ∪2ι e
1). This proves (5.10) (1). To show Ext4,193A (S
0 ∪2ι e
1) = 0 for
(s, t) = (4, 193) as claimed in (5.10) (3), recall the following.
(3.1) (1) Ext4,192A = Z/2(g4).
(3.1) (2) Ext5,193A = Z/2(h0g4).
(3.1) (4) Exts,s+189A = Z/2(h
s−3
0 h
3
6), 3 ≤ s ≤ 4.
So Ext4,192A = Z/2(g4) with (2ι)∗(g4) = h0g4 6= 0 in Ext
5,193
A , and Ext
4,193
A =
Z/2(h0h
3
6) with (2ι)∗(h
3
6) = h0h
3
6. From (5.12) we thus see Ext
4,193
A (S
0∪2ι e
1) =
0. This proves (5.10) (3). Finally we show that S188
θ6−→ S62
θ5−→ S0 ∪2ι e
1 is
detected by (i1)∗(h
3
6) as claimed in (5.10) (2). S
62 θ5−→ S0 ∪2ι e
1 is detected by
(i1)∗(h6) by [1]. Then since (i1)∗(h6)h
2
6 = (i1)∗(h
3
6) 6= 0 as in (5.10) and since
Exts,190+sA = 0 for 0 ≤ s ≤ 1 ((3.1) (6)) we see that (i1)∗(h
3
6) is not a boundary
in the spectral sequence and that θ5θ6 is detected by (i1)∗(h
3
6) in the ASS for
pi∗(S
0 ∪2ι e
1). This proves Lemma 5.7.
Now we can prove Proposition 1.6.
Proof of Proposition 1.6. Recall the transfer map P
t
−→ S0 and the induced
homomorphism Exts,tA (P )
t∗−→ Exts+1,t+1A in (2.14). There is a class ĥ5h5h7 ∈
Ext2,191A (P
62) such that t∗(ĥ5h5h7) = h
2
5h7 = h
3
6. Since d2(h
3
6) = 0 in the ASS
for piS∗ , and d2(ĥ5h5h7) = ĥ5h
2
4h0h7 = 0 in the ASS for pi
S
∗ (P ), we can consider
the following diagram.
Ext2,191A (P
62)
t∗ //
d3

Ext3,192A
d3

Ext5,193A (P
62)
t∗ // Ext6,194A
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Suppose d3(h
3
6) = α 6= 0 in Ext
6,194
A in the ASS for pi
S
∗ . We show this would lead
to a contradiction. d3(h
3
6) = α in the ASS for pi
S
∗ implies d3(ĥ5h5h7) = α
′ 6= 0 in
Ext5,193A (P
62) with t∗(α
′) = α in the ASS for piS∗ (P
62). We recall the following.
(3.3) (i) (9) Ext5,193A (P
62) = Z/2(ĥ5h5D3(1))⊕Z/2(ĥ4h
2
0c4)⊕Z/2(ĥ4h1f3)⊕
Z/2(γ61h7)⊕ Z/2(ĝ4h
2
0).
Therefore
d3(ĥ5h5h7) = α
′ = ε1ĥ5h5D3(1) + ε2ĥ4h
2
0c4 + ε3ĥ4h1f3 + ε4γ61h7 + ε5ĝ4h
2
0, εi = 0 or 1, 1 ≤ i ≤ 5,
(5.13)
with (ε1, ε2, ε3, ε4, ε5) 6= (0, 0, 0, 0, 0).
Recall the complex P˜ 62 and the map P 62
q˜
−→ P˜ 62. Consider the following dia-
gram.
Ext2,191A (P
62)
q˜∗ //
d3

Ext2,191A (P˜
62)
d3

Ext5,193A (P
62)
q˜∗ // Ext5,193A (P˜
62)
We recall the following.
(3.5) (7) (a) q˜∗(ĥ5h5D3(1)) = 0 in Ext
5,193
A (P˜
62).
(3.5) (7) (b) q˜∗(ĥ4h
2
0c4), q˜∗(ĥ4h1f3), q˜∗(γ61h7), q˜∗(ĝ4h
2
0), e˜31h
2
4h
2
0h7 are linearly
independent in Ext5,193A (P˜
62).
Since q˜∗(ĥ5h5h7) = 0, we have q˜∗(α
′) = q˜∗(d3(ĥ5h5h7)) = d3(q˜∗(ĥ5h5h7)) = 0
in the ASS for piS∗ (P˜
62). There are two cases for this to be possible.
(1) If q˜∗(α
′) = 0 in Ext5,193A (P˜
62), from (3.3) (i) (9), (5.13) and (3.5) (7) (a),
(b) we see that α′ = ĥ5h5D3(1), that is, ε1 = 1, εi = 0 for 2 ≤ i ≤ 5.
Then d3(h
3
6) = t∗(α
′ = ĥ5h5D3(1)) = h
2
5D3(1) in the ASS for pi
S
∗ . By
Lemma 5.7 this is impossible.
(2) If q˜∗(α
′) 6= 0 in Ext5,193A (P˜
62), then q˜∗(α
′) must be a boundary in the
ASS for piS∗ (P˜
62). Let α′′ = q˜∗(α
′), then there is β ∈ Ext3,192A (P˜
62) with
d2(β) = α
′′. By
(3.5) (11) Ext3,192A (P˜
62) = Z/2(e˜31h5h0h7)⊕Z/2(e47h4h7h0)⊕Z/2(q˜∗(e62h1h
2
6))
we have d2(q˜∗(e62h1h
2
6)) = 0 (e62h1h
2
6 ∈ Ext
3,192
A (P
62) is a pullback of
ĥ6h0h
2
6 ∈ Ext
3,192
A (P ), and d2(ĥ6) = ĥ5h0h5 and h5h6 = 0 in the ASS for
piS∗ (P )). And by Lemma 5.4,
d2(e˜31h5h7) = q˜∗(D̂3h7) + e˜31h0h24h7,
d2(e47h4h7) = q˜∗(D̂3h7) + e˜31h0h24h7.
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Therefore
d2(e˜31h5h7h0) = q˜∗(D̂3h7)h0 + e˜31h0h24h0h7 = e˜31h0h
2
4h0h7,
d2(e47h4h7h0) = q˜∗(D̂3h7)h0 + e˜31h0h24h0h7 = e˜31h0h
2
4h0h7.
It follows that the only non-trivial boundary in the ASS for piS∗ (P˜
62) in
Ext5,193A (P˜
62) is e˜31h0h24h0h7. Since q˜∗(α
′) = ε2q˜∗(ĥ4h
2
0c4)+ε3q˜∗(ĥ4h1f3)+
ε4q˜∗(γ61h7) + ε5q˜∗(ĝ4h
2
0) 6= e˜31h0h
2
4h0h7 for any α
′ ∈ Ext5,193A (P
62) (by
(3.5) (7) (b)), it follows that q˜∗(α
′) is not a boundary in the ASS for
piS∗ (P˜
62).
This completes the proof of Proposition 1.6.
Finally we prove Proposition 1.7.
Proof of Proposition 1.7. In the ASS for piS∗ we have d2(h1) = 0, so d2(h1g4) =
h1d2(g4) ∈ Ext
7,195
A . There are two cases to consider.
(1) If d2(g4) = 0 in Ext
6,193
A then d2(h1g4) = 0 and the proof is done.
(2) If d2(g4) 6= 0 in Ext
6,193
A , then since Ext
6,193
A = Z/2(h5V0) (by (3.1) (7))
we see d2(g4) = h5V0. And from (3.1) (9), h1h5V0 6= h
3
0g4. So d2(h1g4) =
h1d2(g4) = h1h5V0 6= h
3
0g4 in Ext
7,195
A .
This proves Proposition 1.7.
The remainder of this section is devoted to proving Lemma 5.4. First we
prove
(5.4) (1) In the ASS for piS∗ (P˜
62), d2(e˜31h5h7) = q˜∗(D̂3h7) + e˜31h0h24h7.
Since d2(h7) = h0h
2
6 in the ASS for pi
S
∗ (by (5.1)), we have the following differ-
ential in the ASS for piS∗ (P˜
62).
d2(e˜31h5h7) = d2(e˜31h5)h7 + e˜31h5d2(h7)(5.14)
= d2(e˜31h5)h7 + e˜31h5h0h
2
6
= d2(e˜31h5)h7.
Here e˜31h5h0h
2
6 = 0 in Ext
4,192
A (P˜
62) because, from (3.52) (1) we have e˜31h5 =
{e˜31λ31} ∈ Ext
1,63
A (P˜
62), and we see that e˜31h5h0h
2
6 = e˜31h5h6h0h6 = {e˜31λ31λ63λ0λ63} =
0. Thus to compute d2(e˜31h5h7) we need to compute d2(e˜31h5) in the ASS for
piS∗ (P˜
62). Consider the following cofibration.
P˜ 62
q′17−−→ P˜ 6217
∆
−→ ΣP 16.(5.15)
Recall
(3.5) (4) Ext1,63A (P˜
62) = Z/2(e˜31h5)⊕ Z/2(e47h4).
(3.6) (1) Ext1,63A (P˜
62
17 ) = Z/2(e˜31h5)⊕ Z/2(e47h4).
Ext1,63A (P˜
62)
(q′17)∗−−−−→ Ext1,63A (P˜
62
17 ) is given by (q
′
17)∗(e31h5) = e31h5 and
(q′17)∗(e47h4) = e47h4.
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(3.5) (3) Ext3,64A (P˜
62) = Z/2(e˜31h24h0)⊕ Z/2(q˜∗(D̂3))
(3.6) (3) Ext3,64A (P˜
62
17 ) = Z/2(e˜31h0h
2
4)⊕ Z/2((q˜17)∗(e23h0h3h5)).
Ext3,64A (P˜
62)
(q′17)∗−−−−→ Ext3,64A (P˜
62
17 ) is given by (q
′
17)∗(e˜31h
2
4h0) = e˜31h0h
2
4,
and (q′17)∗(q˜∗(D̂3)) = (q˜17)∗(e23h0h3h5).
Note that Ext1,63A (P˜
62)
(q′17)∗−−−−→ Ext1,63A (P˜
62
17 ) and Ext
3,64
A (P˜
62)
(q′17)∗−−−−→ Ext3,64A (P˜
62
17 )
are both isomorphisms. By naturality of the differentials in the Adams spectral
sequence, we have the following equation in the ASS for piS∗ (P˜
62
17 ).
(q′17)∗(d2(e˜31h5)) = d2((q
′
17)∗(e˜31h5))(5.16)
= d2(e˜31h5) (by (3.6) (1))
= d2(e˜31)h5 + e˜31d2(h5)
= d2(e˜31)h5 + e˜31h0h
2
4 (by (3.6) (3))
Thus to compute (q′17)∗(d2(e˜31h5)) we need to compute d2(e˜31) in the ASS for
piS∗ (P˜
62
17 ). Recall
(3.6) (2) Ext2,32A (P˜
62
17 ) = Z/2((q˜17)∗(e23h0h3)).
We claim
(5.17) d2(e˜31) 6= 0 in the ASS for pi
S
∗ (P˜
62
17 ).
Assuming (5.17), from (3.6) (2) we must have d2(e˜31) = (q˜17)∗(e23h0h3). Then
we have
(q′17)∗(d2(e˜31h5)) = d2(e˜31)h5 + e˜31h0h
2
4 (by (5.16))
(5.18)
= (q˜17)∗(e23h0h3)h5 + e˜31h0h
2
4 (by d2(e˜31) = (q˜17)∗(e23h0h3))
= (q˜17)∗(e23h0h3h5) + e˜31h0h
2
4
= (q′17)∗(q˜∗(D̂3) + e˜31h
2
4h0) (by (3.6) (3))
And since Ext3,64A (P˜
62)
(q′17)∗−−−−→ Ext3,64A (P˜
62
17 ) is an isomorphism, we have
d2(e˜31h5) = q˜∗(D̂3) + e˜31h24h0.(5.19)
We then have the following (5.20).
d2(e˜31h5h7) = d2(e˜31h5)h7 (by (5.14))(5.20)
= (q˜∗(D̂3) + e˜31h24h0)h7 (by (5.19))
= q˜∗(D̂3h7) + e˜31h24h0h7.
This proves (5.4) (1) modulo (5.17). The proof of (5.17) is given as follows.
We use the P˜ 6217
∆
−→ ΣP 16 map in (5.15). Recall from (3.51) that in the
bigraded differential module H∗(P˜
62) ⊗ Λ we have the differential δ(e˜31) =
e15λ15 ∈ H∗(P˜
62) ⊗ Λ (put λI = 1 in (3.51)). We have Ext
1,32
A (ΣP
16) ∼=
Ext1,31A (P
16), and recall
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(3.4) (6) Ext1,31A (P
16) = Z/2(e15h4).
So we have
∆∗(e˜31 = {e˜31}) = {δ(e˜31)} = {e15λ15} = e15h4 ∈ Ext
1,31
A (P
16) ∼= Ext
1,32
A (ΣP
16).
(5.21)
Recall
(3.4) (7) Ext2,16A (P
16) = Z/2(e7h0h3).
(3.4) (8) Ext3,32A (P
16) = Z/2(e15h0h
2
3).
Since e15 ∈ Ext
0,15
A (P
16) and e7 ∈ Ext
0,7
A (P
16) are pullbacks of ĥ4 ∈ Ext
0,15
A (P )
and ĥ3 ∈ Ext
0,7
A (P ), by naturality of the differentials in the Adams spectral
sequence, we have the following equation in the ASS for piS∗ (P
16).
∆∗(d2(e˜31)) = d2(∆∗(e˜31))(5.22)
= d2(e15h4) (by (5.21))
= d2(e15)h4 + e15d2(h4)
= e7h0h3h4 + e15h0h
2
3 (by (3.4) (7) and (5.1))
= e15h0h
2
3 6= 0 (by (3.4) (8)).
It follows that we must have d2(e˜31) 6= 0 in the ASS for pi
S
∗ (P˜
62
17 ). This proves
(5.17).
This completes the proof of Lemma 5.4 (1).
Next we prove
(5.4) (2) In the ASS for piS∗ (P˜
62), d2(e47h4h7) = q˜∗(D̂3h7) + e˜31h0h24h7.
Since d2(h4) = h0h
2
3 and d2(h7) = h0h
2
6 (by (5.1)), we have the following differ-
ential in the ASS for piS∗ (P˜
62).
d2(e47h4h7) = d2(e47)h4h7 + e47d2(h4)h7 + e47h4d2(h7)(5.23)
= d2(e47)h4h7 + e47h0h
2
3h7 + e47h4h0h
2
6
= d2(e47)h4h7.
Here e47h4h0h
2
6 = e47h0h4h
2
6 = 0 in Ext
4,192
A (P˜
62) because h4h
2
6 = 0, and
e47h0h
2
3h7 = 0 in Ext
4,192
A (P˜
62) because e47h0h
2
3h7 = e47h
2
3h0h7 = {e47λ
2
7λ0λ127}
and δ(e55λ7λ0λ127) = e47λ
2
7λ0λ127 in H∗(P˜
62)⊗ Λ. So to compute d2(e47h4h7)
we need to compute d2(e47) in the ASS for pi
S
∗ (P˜
62). Consider the following
diagram where the horizontal maps are cofibrations.
P 32
i //

P 62
q33 //
q˜

P 6233
∆ // ΣP 32
P˜ 32
i˜ // P˜ 62
q′33 // P 6233
(5.24)
We also recall the following.
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(3.4) (4) Ext0,47A (P
62
33 ) = Z/2(e47).
(3.4) (5) Ext2,48A (P
62
33 ) = Z/2(e39h0h3).
(3.5) (1) Ext0,47A (P˜
62) = Z/2(e47).
(3.5) (2) Ext2,48A (P˜
62) = Z/2(e39h3h0)⊕ Z/2(q˜∗(ĥ4h0h5)).
(3.5) (3) e39h3h0h4 = q˜∗(D̂3) + e˜31h0h24 in Ext
3,64
A (P˜
62).
(3.6) (4) Ext2,48A (P˜
62)
(q′33)∗−−−−→ Ext2,48A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e39h3h0) =
e39h3h0, (q
′
33)∗(q˜∗(ĥ4h0h5)) = 0.
(3.6) (5) Ext0,47A (P˜
62)
(q′33)∗−−−−→ Ext0,47A (P˜
62
33 = P
62
33 ) is given by (q
′
33)∗(e47) =
e47.
By naturality of the differentials in the Adams spectral sequence, we have the
following equations in the ASS for piS∗ (P
62
33 ).
(q′33)∗(d2(e47)) = d2((q
′
33)∗(e47))(5.25)
= d2(e47) (by (3.6) (5))
We claim
(5.26) In the ASS for piS∗ (P
62
33 ), d2(e47) 6= 0.
Assuming (5.26), by (3.4) (5) we must have d2(e47) = e39h0h3 in the ASS for
piS∗ (P
62
33 ). From this and (5.25) we have (q
′
33)∗(d2(e47)) = e39h0h3, and together
with (3.6) (4) we see d2(e47) = e39h3h0 + εq˜∗(ĥ4h0h5) in the ASS for pi
S
∗ (P˜
62),
with ε = 0 or 1. So we have the following equation in the ASS for piS∗ (P˜
62).
d2(e47h4h7) = d2(e47)h4h7 (by (5.23))
(5.27)
= (e39h3h0 + εq˜∗(ĥ4h0h5))h4h7 (by d2(e47) = e39h3h0 + εq˜∗(ĥ4h0h5))
= e39h3h0h4h7
= (q˜∗(D̂3) + e˜31h0h24)h7 (by (3.5) (3))
= q˜∗(D̂3h7) + e˜31h0h24h7
This proves (5.4) (2) modulo (5.26). The proof of (5.26) is given as follows.
We use the map P 6233
∆
−→ ΣP 32 in (5.24). Recall from (3.17) that δ(e47) =
e31λ15 in H∗(P )⊗ Λ. We have Ext
1,46
A (ΣP
32) ∼= Ext
1,47
A (P
32). Recall
(3.4) (10) Ext1,47A (P
32) = Z/2(e31h4)
So we have
∆∗(e47 = {e47}) = {δ(e47)} = {e31λ15} = e31h4 ∈ Ext
1,47
A (P
32) ∼= Ext
1,46
A (ΣP
32).
(5.28)
Recall
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(3.4) (11) Ext2,32A (P
32) = Z/2(e15h0h4).
(3.4) (12) Ext3,48A (P
32) = Z/2(e31h0h
2
3)⊕ Z/2(e15h0h
2
4).
Since e31 ∈ Ext
0,31
A (P
32) is a pullback of ĥ5 ∈ Ext
0,31
A (P ), by naturality of the
differentials in the Adams spectral sequence, we have the following equations in
the ASS for piS∗ (P
32).
∆∗(d2(e47)) = d2(∆∗(e47))(5.29)
= d2(e31h4)
= d2(e31)h4 + e31d2(h4)
= e15h0h
2
4 + e31h0h
2
3 (by (3.4) (11) and (5.1))
6= 0 (by (3.4) (12))
It follows that d2(e47) 6= 0 in the ASS for pi
S
∗ (P
62
33 ). This proves (5.26).
This completes the proof of Lemma 5.4 (2).
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6 Modification of the proof without θ6
In this section we discuss how to modify our proof of Theorem 1.2 without
using the knowledge of θ6. Recall that the Kervaire invariant element θ6 ∈ pi
S
126
is a stable homotopy element detected by h26 ∈ Ext
2,128
A in the ASS for pi
S
∗ . In
section 1 through section 4 we have assumed the existence of a θ6 ∈ pi
S
126 when
proving the following theorems.
(6.1) Theorem 1.4, Theorem 2.2, Theorem 2.17, Proposition 2.46, Lemma 5.3,
and Lemma 5.7.
Let X = S124∪η e
126. We will show later in Proposition 6.8 that there is a stable
map X
θ6−→ S0 that is detected by h26 on the top cell e
126. Then we will show
that the methods that we proved the results in (6.1) assuming the existence of
a θ6 still works when S
126 θ6−→ S0 is replaced by X
θ6−→ S0.
To define the stable map X
θ6−→ S0 we need to use the quadratic construction
D2(Y ) of a stable complex Y with base point ([5, 20]). These are recalled as
follows. Given a stable complex with base point (Y, ∗), for each n ≥ 0 denote
the points in Sn × (Y ∧ Y ) by (λ, x ∧ y), for λ ∈ Sn and x, y ∈ Y . Define an
involution Sn × (Y ∧ Y )
T
−→ Sn × (Y ∧ Y ) by
T (λ, x ∧ y) = (−λ, y ∧ x), where −λ ∈ Sn is the antipodal point of λ.
Then the group {1, T } defines a Z2-action on S
n × (Y ∧ Y ). Let Dn2 (Y ) =
Sn×Z2 (Y ∧Y ) = S
n× (Y ∧Y )/{1, T }. Let Dn2 (Y ) =
Dn2 (Y )
Sn×Z2{∗}
with base point
∗ = Sn ×Z2 {∗}. Denote the points in D
n
2 (Y ) by [λ, x ∧ y], where λ ∈ S
n and
x, y ∈ Y . It is not difficult to see that Dn2 (Y ) ⊂ D
n+1
2 (Y ) for each n ≥ 0.
(6.2) The quadratic construction of Y is the complex D2(Y ) = ∪n≥0D
n
2 (Y ).
(6.3) Given a based stable map Y
f
−→ X where Y,X are stable complexes with
base points,D2(Y )
D2(f)
−−−−→ D2(X) is the base point preserving map defined
by
D2(f)([λ, x ∧ y]) = [λ, f(x) ∧ f(y)], where λ ∈ S
n, x, y ∈ Y .
Given a stable map Y
f
−→ S0, consider the induced map D2(Y )
D2(f)
−−−−→ D2(S
0).
It is not difficult to see that D2(S
0) = P ∪ {∗} where P is the infinite real
projective space. Let P ∪ {∗}
g
−→ S0 = {∗, 1} be the map defined by g(∗) = ∗,
g(P ) = 1.
(6.4) Let D2(Y )
γ(f)
−−−→ S0 be the following composite.
γ(f) : D2(Y )
D2(f)
−−−−→ D2(S
0)
g
−→ S0.
To describe the stable map X
θ6−→ S0, we need to recall from [5] the following
Theorem 6.6 and Corollary 6.7. To state these results, suppose there is a Ker-
vaire invariant element θk ∈ pi
S
n with 2θk = 0, where k ≥ 1 and n = 2
k+1−2. Let
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Y ′ = Sn∪2ι e
n+1, and let Y ′ = Sn∪2ι e
n+1 f−→ S0 be an extension of Sn
θk−→ S0.
From [5], D2(Y
′) has a cell structure as shown in the following diagram.
D2(Y
′) :
2n 2n+ 1 2n+ 2 2n+ 3
◦ ◦
2ι
oo ◦
η
uu ◦
2ιoo
◦ ◦
2ιoo ◦
η
ii
(6.5) LetX ′ = S2n∪ηe
2n+2∪2ιe
2n+3 ⊂ D2(Y
′) and consider the mapX ′
h=γ(f)|X′−−−−−−−→
S0, whereD2(Y
′)
γ(f)
−−−→ S0 is as in (6.4). From the definition ofD2(Y
′)
D2(f)
−−−−→
D2(S
0) and (6.4) we see that the restriction of X ′
h
−→ S0 to S2n is
S2n
θ2k−→ S0.
Consider the mapping cone Ch. In [5] it is shown that
Theorem 6.6. H0(Ch)
Sq2n+4
−−−−−→ H2n+4(Ch) is non-zero.
Here n = 2k+1 − 2 so Sq2n+4 = Sq2
k+2
, k ≥ 1. By Adams’s decomposition of
Sq2
l
([1]) we see the following.
Corollary 6.7. H0(Ch)
Φk+1,k+1
−−−−−−→ H2n+3(Ch) is non-zero.
To describe the stable map X
θ6−→ S0 we will only use Corollary 6.7 for
k = 5, n = 62. (Recall that there is a θ5 ∈ pi
S
62 with 2θ5 = 0.) So X
′ =
S124 ∪η e
126 ∪2ι e
127. X
θ6−→ S0 is defined in the following proposition.
Proposition 6.8. Let X = S124 ∪η e
126 ⊂ X ′, and let X
θ6=h|X
−−−−−→ S0. Then
X
θ6−→ S0 has the following properties.
(1) X
θ6−→ S0 is detected on the top cell by h26.
(2) Let S126
2ι
−→ X = S124 ∪η e
126 be a coextension of S126
2ι
−→ S126. Then the
composite S126
2ι
−→ X
θ6−→ S0 is zero.
It is not difficult to see that (6.8) (1) follows from Corollary 6.7. It is also easy
to see that we have (6.8) (2) because X ′
h
−→ S0 is an extension of X
θ6−→ S0.
We proceed to describe the modifications for the theorems in (6.1), starting
from the following Theorem 2.2, Theorem 2.17, Proposition 2.46, and Lemma 5.3.
Theorem 2.2. θ5θ6 in pi
S
188 is detected by h
2
0g4 + εh
2
5D3(1) 6= 0 in Ext
6,194
A ,
where ε = 0 or 1.
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Theorem 2.17. Let θ̂5 ∈ pi
S
62(P
62) be as in (2.16). In piS188(P
62), θ̂5θ6 6= 0 and
is detected in the ASS for piS∗ by a class
τ = ĝ4h
2
0,+εĥ5h5D3(1) + τ 6= 0 in Ext
5,193
A (P
62)
where ε = 0 or 1. Here τ ∈ Ext5,193A (P
62) is a class such that t∗(τ ) = 0 in
Ext6,194A . Moreover, t∗(ĝ4h
2
0) = h
2
0g4, and t∗(ĥ5h5D3(1)) = h
2
5D3(1).
Proposition 2.46. For the composite S188
θ6−→ S62
θ̂5−→ P 62, AF (θ̂5θ6) ≥ 5.
Lemma 5.3. The composite S188
θ6−→ S62
θ̂5−→ P 62
q˜
−→ P˜ 62 has AF ≥ 5 in the
ASS for piS∗ (P˜
62).
Denote Σ62(X = S124 ∪η e
126) ∼= S186 ∪η e
188 still by X , and X = S186 ∪η
e188
Σ62θ6−−−−→ S62 still by θ6. In each of Theorem 2.2, Theorem 2.17, Proposition 2.46,
and Lemma 5.3, replace S188 with X , and S188
θ6−→ S62 with X
θ6−→ S62. To see
that the arguments in the original proofs still work after this modification, con-
sider the cofibration S186
i1−→ X
q1
−→ S188. From (6.5) we see that the composite
S186
i1−→ X
θ6−→ S62 is S186
θ25−→ S62. Since θ5 is detected by h
2
5 in the ASS for
piS∗ and since h
4
5 = 0 in Ext
∗,∗
A , we see AF (θ
2
5 = θ6i1) ≥ 5. If AF (θ
2
5) = 5 then
θ25 is detected by a cohomology class α ∈ Ext
5,129
A . From (3.13) we deduce
(6.9) Ext5,129A = 0.
Therefore we have
(6.10) AF (θ25 = θ6i1) ≥ 6.
It follows that the composite S186
i1−→ X
θ6−→ S62
θ̂5−→ P 62 has AF ≥ 7.
Then it is not difficult to see that all the arguments for proving Theorem 2.2,
Theorem 2.17, Proposition 2.46, and Lemma 5.3 carry through if we replace
S188
θ6−→ S62 by X
θ6−→ S62.
We proceed to describe the modification for the following
Lemma 5.7. In the ASS for piS∗ , d3(h
3
6) 6= h
2
5D3(1).
In the proof of Lemma 5.7 we have assumed a Kervaire invariant element S189
θ6−→
S63 in the following content.
(5.10) (2) The composite S189
θ6−→ S63
θ5−→ S0 ∪2ι e
1 is detected by (i1)∗(h
3
6) in
the ASS for piS∗ (S
0 ∪2ι e
1).
We replace S189 and S189
θ6−→ S63 by ΣX = S187 ∪η e
189 and ΣX
Σθ6−−→ S63
respectively in the proof of (5.10) (2). From (6.10) it is not difficult to see that
the modified proof of (5.10) carries through. This completes the modification
for Lemma 5.7.
Finally we describe the modification for Theorem 1.4.
Theorem 1.4. h30g4 is a boundary in the ASS for spheres.
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We have assumed a Kervaire invariant element θ6 in the proof of Theorem 1.4
when using Theorem 2.2 and the property 2θ5θ6 = 0. We replace Theorem 2.2
with the modified version, and replace each S188
θ6−→ S62 by X
θ6−→ S62. We
also have 2θ5θ6 = 0 because 2θ5 = 0. Then the modified proof for Theorem 1.4
carries through.
The completes the modifications to the proof of Theorem 1.2 with S126
θ6−→
S0 replaced by X
θ6−→ S0.
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