MicroRNAs (miRs) are known to interfere with mRNA expression, and much work has been put into predicting and inferring miR-mRNA interactions. Both sequence-based interaction predictions as well as interaction inference based on expression data have been proven somewhat successful; furthermore, models that combine the two methods have had even more success. In this paper, I further refine and enrich the methods of miRmRNA interaction discovery by integrating a Bayesian clustering algorithm into a model of prediction-enhanced miR-mRNA target inference, creating an algorithm called PEA-COAT, which is written in the R language. I show that PEACOAT improves the inference of miR-mRNA target interactions using both simulated data and a data set of microarrays from samples of multiple myeloma patients. In simulated networks of 25 miRs and mRNAs, our methods using clustering can improve inference in roughly two-thirds of cases, and in the multiple myeloma data set, KEGG pathway enrichment was found to be more significant with clustering than without. Our findings are consistent with previous work in clustering of non-miR genetic networks and indicate that there could be a significant advantage to clustering of miR and mRNA expression data as a part of interaction inference.
Introduction
It is known that microRNAs (miRs) can interfere with mRNA expression, potentially regulating a large number of critical biological processes; for comprehensive information and specific examples of ways that miRs affect biological processes, visit mirbase.org [1, 2, 3] . Though many miR-mRNA interactions have been investigated and validated, the vast majority of such interactions is yet undiscovered [4] . Therefore, considering the potential importance and lack of knowledge about miR interference, much effort has been put into both predicting interactions based on the short (≈22nt) sequence length of miRs as well as inferring interactions from expression data; an overview can be found in [5] . Though the former approach addresses issues particular to short sequences, the latter approach is closely related to other interaction models, particularly genetic interaction models, for which there exists even more research and literature than for miR-mRNA interaction models. A recent review enumerates many state-of-the-art methods for genetic interaction modeling: [6] . The primary difference between miR-mRNA interaction models and the canonical genetic interaction models is that, in genetic models, the set of potential regulators and the set of potential regulatees are one and the same, whereas in miR-mRNA models it is assumed that some miRs regulate some mRNAs, and no other interactions exist. Despite this notable difference, when designing models of miR-mRNA interactions, there is a lot to be learned from genetic interaction models of varying types.
Two prominent miR-mRNA interaction models, TaLasso [7] and GenMir [8] , utilize Lasso regression and Bayesian networks, respectively, both of which are also used in genetic interaction models [9, 10, 11, 12] . One popular method of inferring genetic interactions, the Dynamic Bayesian Network (DBN), applies only to time-series expression data, but has proven to be quite useful in inferring interactions [9, 10] . It has been shown in [13] that aspects of a DBN can be applied to miR-mRNA interaction models if paired expression data (i.e. miR and mRNA expression data from the same biological samples or groups) are available, given a partial ordering of samples or groups. The requirement of a partial ordering is much more flexible than in a traditional DBN, which requires a total ordering, and in addition often requires the size of each step (i.e. time elapsed) between stages to be equal. The model from [13] requires neither total ordering nor equal step size, a flexibility which is enabled by the mutual exclusivity of the regulator set from the regulatee set.
Another notable notion from genetic interaction models that has yet to be fully utilized in miRmRNA interaction models is the idea of a regulatory cluster, and likewise a regulated cluster. Though miR clusters and clusters of miR-regulated mRNAs have indeed been investigated [14, 15] , the idea has not been incorporated into probabilistic models using paired expression data.
I have recently shown that, in genetic DBN models, clustering of genes by their expression profiles improves interaction inference by reducing the interaction parameter space as well as the uncertainty arising from highly correlated potential regulators [16] . To summarize, it is difficult to determine the true regulator if two (or more) potential regulators are highly correlated, and this high inferential uncertainty can cause both potential regulators (together with their common regulatee) to fall far down the list of top-ranked inferred interactions; thus, it is better to group highly correlated regulators together and allow all members of the group to maintain a top ranking than to allow competition to diminish the inferred contribution of all members. In this paper, I expand upon this idea and adapt it for miR-mRNA interaction models. More specifically, clustering components are included in a new, updated version of the sequential miR-mRNA interaction model presented in [13] . The resulting model and algorithm are called PEACOAT: a Prediction-Enhanced Algorithm for Clustered, Ordered Assessment of Targeting in miR-mRNA interactions. PEACOAT not only offers the ability to infer miRmRNA interactions as well as cluster miRs and/or mRNAs, but can also incorporate arbitrarily many miR-mRNA target predictions and prediction scores, and it allows the user to place an arbitrarily high or low amount of weight on such prediction information.
PEACOAT is tested on simulated networks of different sizes, and both with and without the use of prediction information. It is shown that clustering is frequently advantageous in the inference of true miR-mRNA interactions, and that the inclusion of helpful prediction information is likewise advantageous. The paper analyzes when and how to use clustering and predictions, and then applies what is learned to a data set of miR and mRNA expression from multiple myeloma patients, comparing the results to those of the sequential model from [13] and TaLasso.
Methods
This paper describes a new Bayesian model of miR-mRNA interaction that adds substantial capabilities to a simpler model presented in [13] . That model was specifically designed to infer miR-mRNA interactions in partially ordered expression data, while making use of target prediction databases/algorithms. Here, an improved version of this model is presented and, in addition, it is combined it with a Bayesian clustering model, allowing us to reduce the dimension of the interaction space without reducing the data set in a manner that has been shown in genetic interaction models to infer interactions more reliably when correlation between interacting elements might be high [16] .
Therefore, while this model requires paired miR-mRNA expression data and a partial ordering of samples or groups of samples, the partial ordering can be made to resemble a reference design, or indeed any other design of choice, as long as every sample is designated to precede or follow at least one other sample in the partial ordering. However, this model's strengths lie in inferring interactions in inherently partially ordered data (e.g. development stages, time series, etc.) where correlation between regulatory actors (i.e. miRs) is often high.
Model specifications
In short, the model is formulated as in [13] , with two notable modifications as well as the incorporation of clustering. The first exception is the specified partial ordering of sample stages only to the mRNA and not to the miR expression values. Instead of prior distributions based on a stage's specified parent stage(s), it is assumed that the miR expression values in each stage are normally distributed from the same prior distribution. This gives a lower probabilistic penalty to large changes in expression between consecutive stages and better enables proper fitting of miR parameters across all stages. The second notable change from the model in [13] is that the two model precisions within the interaction parameters are tied together so that we may a priori specify the level of influence the target predictions have on the inferred interactions, when compared to the influence of the expression data. The model in [13] typically, through optimization of parameters and priors, placed high emphasis on the target predictions, but this is not always desireable and the new model includes a fixed parameter allowing the adjustment of this influence; more details can be found below.
miR and mRNA expression parameters
For a set of partially-ordered stages such that each stage s 0 has a set of parent stages ρ s0 = {s ∈ S : s < s 0 } according to the partial ordering, and given that there are N miR total miRs, N m total mRNAs, K miR miR clusters, and K m mRNA clusters, each miR cluster expression value F miR k,s , for cluster k and stage s, follows the distribution
where λ F is a scalar precision. By not considering the partial ordering among the stages for miR expression, both the development and trend parameters included in [13] cannot be included, but we are left with a slightly simpler, more focused model.
The cluster expression values F m k,s for mRNA cluster k and stage s are modeled in the same manner as individual mRNA expression was in [13] . That is, given a scalar development parameter ∆ ρ,s (intuitively a distance) from a parent stage ρ to its child s, the F m k,s are assumed to be normally distributed with mean
and precision
where the vector η k contains interaction coefficients between mRNA cluster k and all miR clusters, the vector F for all miR clusters l, and Λ k is a precision parameter of the expression of cluster k.
For each miR or mRNA i, it is assumed that i belongs to exactly one cluster k (either a miR cluster or an mRNA cluster), and that its expression ω Ξ i,s -where Ξ is either "miR" or "m" (short for mRNA)-is normally distributed about the cluster expression
It is also assumed that the mean expression ε Ξ i,s,m of miR or mRNA i from a given expression set m (e.g. the mean of repeated spots on microarray m) in stage s is normally distributed as
Furthermore, within each expression set m, it is assumed that the expression data x Ξ i,s,m,n for within-set replicate n (e.g. the n th replicate spot on a microarray) and stage s are normally distributed as
where again Ξ is either "miR" or "m" ("mRNA").
Interaction parameters
For miR cluster l and mRNA cluster k, each element η k,l of the vector of interaction coefficients η k mentioned above is normally distributed according to
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for miRs i and mRNAs j, so that the cluster interaction parameter η k,l is assumed to be the sum of all individual miR-mRNA interaction parameters Θ i,j such that miR i is in miR cluster l and mRNA j is in mRNA cluster k. These individual miR-mRNA interaction parameters Θ i,j are assumed to be distributed as in [13] , but with the addition of the prediction weight value Υ ∈ (0, ∞), which is multiplied by the same precision parameter ϕ as above, as in
allowing arbitrary weight to be placed on the targeting predictions relative to the η k,l . The vector P i,j contains fixed parameters concerning miR i and mRNA j from target prediction algorithms, and β is a vector of estimated coefficients.
Prior distributions
Conjugate prior distributions are chosen, where possible. Thus, normal prior distributions on the parameters F miR i,s
and F m i,0 were chosen, as well as gamma prior distributions on Λ j , γ k,s , κ miR , κ mRN A , κ miR , κ mRN A , and ϕ. The prior distribution for β is the equivalent multivariate normal with zero mean and precision matrix 10 −10 I, where I is the identity matrix of the appropriate size. The model fitting begins with vaguely informative priors and then iteratively updates the prior distributions to maximize the marginal likelihood, as in [13] and [9] . The development parameters ∆ ρ,s are again treated as fixed, though as in [13] the parameters are typically updated (unless stated otherwise) to maximize the marginal likelihood.
Fitting the model using variational Bayes methods
Variational Bayesian methods are used to estimate the parameters of our model, as in [13] . Our methods of model fitting (though not necessarily the model itself) are very similar to those of [8, 17, 18] in discovering miR-mRNA target pairs as well as other analyses of gene expression data in [9] and [19] . For a thorough explanation of variational Bayesian methods, see [20] or [21] . This algorithm was coded in the R [22] statistical programming language.
Target prediction algorithms
This paper analyzes miR-mRNA target prediction data from both TargetScan [23, 24, 25, 26] and MiRanda [27, 28] . For each of these, a table of predicted miR-mRNA interactions and the targeting scores calculated by the respective algorithms was downloaded. TargetScan includes a context+ score and MiRanda includes a mirSVR score [29] .
If one of the included algorithms predicts that miR i targets mRNA j, the vector 1, α i,j is used, where α i,j is the prediction score from the algorithm. The vectors from multiple prediction algorithms are concatenated such that, if a pair {i, j} is predicted by more than one algorithm, the prediction parameter vector P i,j is of the form 1, α i,j , 1, α i,j .
Simulations
Data were simulated in order to evaluate the performance of the model under different conditions. Since there is no gold standard data set including all true-positive and true-negative miR-mRNA interactions, the simulated data sets are used as a substitute in which it is known whether a true interaction exists in each case.
The simulated networks consist of miR and mRNA expression data for each of eight ordered stages/samples. For each of the eight stages, there are three replicates for each mRNA type. To do this it is assumed that, for any given miR-mRNA pair, there is a 10% chance that the pair is predicted by our fictional targeting database. Then, it is assumed that the predicted pairs have a higher probability of being true target pairs: each predicted pair has a 50% chance of being a true target pair while non-predicted pairs have a 10% chance. The choice of each pair as true, according to these probabilities, is independent, and each true target pair is assigned a random negative interaction coefficient by taking the negation of a random draw from a gamma distribution with shape=rate=1. These are treated as the true interactions. The miR expression data are then simulated through a random walk process starting at t = 0 and ending at t = 8, with each subsequent step, starting at position 0, chosen by the standard normal distribution. The data from points t = 1 through t = 8 are then used as simulated miR data. From these simulated miR expression values, the true interaction matrix is used to generate mRNA expression data for the same eight time points. Finally, the three "technical" replicates of each of the eight time points are created and independent Gaussian noise, with variance 0.1, is added to each data point; this is the final data set.
Multiple myeloma data
The model is demonstated using the multiple myeloma data set from [30] , which can be downloaded from GEO [31] , accession number GSE17498. In this data set, there are both miR and mRNA expression values for samples from 36 patients, 34 of whom have been diagnosed with multiple myeloma (MM) and 2 of whom have been diagnosed with plasma cell leukemia (PCL). Unfortunately, from healthy donors there is only miR expression data and no mRNA data, so healthy samples cannot be included in our study. However, the diseased samples can be arranged into four Durie-Salmon stages: IA, IIA, IIIA, and IIIB, which gives an obvious ordering for our non-PCL samples.
As in [13] , prior to the main analysis, quantile normalization was performed across all arrays of the data set using the limma package for R [32, 22] . I then performed a probewise ANOVA to test for differential expression across the stages IA, IIA, IIIA, IIIB, and PCL (using individuals within a stage as replicates) and removed those probes/probesets (for both miR and mRNA) whose (unadjusted) p-value from the ANOVA F-test was greater than or equal to 0.05, as well as those miRs and mRNAs not involved in any predicted targeting interactions, leaving 28 miRs and 367 mRNAs as possible candidates for targeting interaction. Lastly, the data were re-scaled so that each probe/set-across all samples-had a mean of zero and a standard deviation of one.
Results
Below, details are given for the performace of PEACOAT on simulated data sets as well as a microarray data set of multiple myeloma samples.
Simulations
Five simulated networks are evaluated, with 10 miRs and 10 mRNAs, as well as 5 networks with 25 miRs and 25 mRNAs. When inferring interactions for the simulations, all development parameters ∆ ρ,s are left at a fixed at a value of 1, and they are not updated. This saves a considerable amount of time without materially affecting the integrity of the simulation results. The prediction weight parameters are set to Υ = 1. For each simulated network and model configuration mentioned, a range of are tried, and for each of these 5 models were fit, each starting from different random parameter values.
In order to evaluate the performance of the model in inferring predictions, the AUROC statistic (area under the receiver operator characteristic) was used. Given a ranked list of interactions by statistical significance and a cut-off point on that list, The receiver operating characteristic (ROC) is the true positive rate (proportion of true interactions appearing above the cut-off) divided by the false positive rate (proportion of false interactions appearing above the cut-off). The AUROC is the area under the curve generated by calculating the ROC for all possible cutoff points. In general, it is a good measure of whether or not the items at or near the top of the list are true or not, and thus provides a general idea of the verifiability in practice of miR-mRNA interactions with the highest statistical significance. Table 1 show the AUROC scores for PEACOAT over a range of cluster numbers on the 5 simulated networks with 10 miRs and 10 genes. For each network and number of clusters the AUROC shown is that of the inferred model with the highest likelihood score among the five model fits with random parameter initializations. For all networks, the highest AUROC is obtained by having fewer than 10 clusters, leading us to believe that clustering aids in interaction inference; however, the best number of clusters differs between networks, and, as shown in the table, setting the number of clusters to 7 is the only choice that out-performs 10 clusters (i.e. no clustering) in most cases.
The simulated networks with 25 miRs and genes, on the other hand, are best inferred using 11-15 clusters. As shown in Table 2 , using a number of clusters in the range of 11-15 outperformed the no-clustering model 60-80% of the time, depending on the exact number of clusters. Furthermore, a randomly selected model within this range (instead of choosing the most likely of the 5 randomly initialized models for each cluster number), has a 68% chance of out-performing the no-clustering model. That implies that, when given a choice between fitting a model without clustering and fitting one with clustering, it is advantageous, more often than not, to choose to cluster, given the manner by which our simulated data were generated.
Multiple myeloma data
Given that the multiple myeloma data set, after pre-processing, contains 28 miRs, PEACOAT was fit to the data using a number of clusters from the optimal range from the simulated net- Table 1 : Size 10 network AUROC scores. For each of 5 simulated data sets, the table shows the AU-ROC from the highest-likelihood inferred network (of 5) from each of a range of cluster numbers. The best score for each network is shown in bold. The bottom two rows give (1) the percentage of data sets for which the best model for the particular number of clusters out-performed the best no-clustering (i.e. 10 cluster) model, and (2) each best model (of 5): 0% 20% 20% 40% 60% 40% 40% 0% all models (5 models × 5 data sets): 12% 36% 20% 44% 56% 32% 40% 0% Table 2 : Size 25 network AUROC scores. For each of 5 simulated data sets, the table shows the AU-ROC from the highest-likelihood inferred network (of 5) from each of a range of cluster numbers. The best score for each network is shown in bold. The bottom two rows give (1) the percentage of data sets for which the best model for the particular number of clusters out-performed the best no-clustering (i.e. 25 cluster) model, and (2) works of size 25. Since 28 is slighly larger than 25, 15 clusters was chosen as an appropriate number. The greatly increased computational time on this larger data set prevents us from trying more model fits and cluster numbers. The results using 15 clusters were compared to the results from the unclustered individual-ordered (I-O; where samples are ordered by developmental stage and samples from the same stage are not treated as replicates) model from [13] in order to show that PEACOAT with clustering can improve the accuracy of predicted interactions. Table 3 shows the KEGG pathway terms [33] that are enriched within the set of unique genes appearing in the top 100 ranked interactions. Enrichment was calculated using the GeneCoDis tool [34, 35] . Though fewer KEGG pathways were found to be significantly enriched by PEACOAT (7 pathways) than by the I-O model (11 pathways), the main concern is cancer-related pathways, of which the two models indicated 3 and 4 pathways, respectively. Of note is that PEACOAT found 3 pathways to be significant among only 25 genes. More importantly, the enrichment p-values for these three pathways are more significant than all but one of the 4 pathways found significant by the I-O model, indicating that a researcher is more likely to find a gene related to one of these pathways by independently verifying some genes from the list generated by PEACOAT than by the non-clustering model. This is true admittedly only by a narrow margin, but nonetheless provides further evidence of the usefulness of clustering within a miR-mRNA targeting model.
Discussion
The results given in this paper have shown that there are significant advantages to using clustering within a miR-mRNA interaction model. Our algorithm, which expands upon a previous algorithm incorporating both expression data and sequence-based predictions, performs best when clustering is enabled, as shown with both simulated and biological data. Since the algorithm fully integrates a version of a dynamic Bayesian network with a clustering model, the clusters and miR-mRNA interactions can be inferred simultaneously via an interative variational Bayesian algorithm.
First, the results showed that, given our simulated data with 10 miRs and 10 mRNAs, the optimal number of clusters was typically 7, but varied from 5 to 8. For the 10-miR networks, choosing 7 clusters gave better results than no-clustering in the majority of cases. One might expect that choosing 8 or 9 clusters would also give better results, since 7 clusters was better than 10 (i.e. no clustering), but this was not the case. Most likely, this is the result of two factors:
(1) there is some randomness in the results, particularly when there are only five networks that were tested, and (2) choosing 10 clusters by design disables the clustering algorithm and removes an entire layer of inference that could potentially cause a lot of uncertainty in results.
That is, when clustering is disabled, the cluster membership variables are fixed to exact values, and this absolute certainty can make the interaction inference algorithm converge much more quickly. This is something that could be tested rigorously in the future.
For the simulated networks of 25 miRs and 25 mRNAs, clustering proved much more valuable. The optimal number of clusters, depending on specific network, ranged from 11 all the way to 25, but choosing a number of clusters between 11 and 15 gave better results than a no-clustering model 68% of the time. This is strong evidence that clustering improves inference, particularly when few samples are present (in this case, 8 time points).
Lastly, when applied to a multiple myeloma data set, PEACOAT inferred 3 cancer-related KEGG pathways that were significantly enriched among the top 100 interactions. The level of significance of these enriched pathways was better than the top three cancer-related pathways from the non-clustering model upon which PEACOAT was based. If the simulated data proved that PEACOAT could infer true interactions more strongly with clustering than without, then these results demonstrate that the algorithm is a step forward in miR-mRNA target inference from real expression data.
It is commonly acknowledged that some genes work together as groups or modules within certain processes to accomplish a task, and that these genes are often co-expressed or at least highly correlated under certain circumstances. There is no reason to believe that miRs behave otherwise. Admitting that miRs sometimes form functional or de-facto clusters gives extra statistical power to network inference tasks. In a linear model such as PEACOAT as well as the most commonly used network inference tools, causality cannot be determined if two potential regulators are highly correlated, and only clustering can avoid the adverse effects that such uncertainty causes.
The results have shown using simulated data that algorithms with clustering can outperform algorithms with no clustering with regards to the task of miR-mRNA network inference, particularly when more miRs are included as potential regulators. On biological data, PEACOAT found more highly enriched gene function than non-clustering algorithms. Collectively, these results suggest, first of all, that the clustering of miRs is potentially a critical part of faithfully inferring miR-mRNA network interactions, and second of all that PEACOAT is a valuable and significant step in the right direction.
PEACOAT represents the state of the art in miR-mRNA interaction inference, incorporating both expression data and sequence-based target prediction, plus an integrated clustering algorithm that infers cluster members concurrently with the interactions themselves.
Source code for PEACOAT, in the R language, is freely available from the author upon request.
