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The Blackstock-Crighton equations describe the motion of a viscous, heat-
conducting, compressible fluid. They are used as models for acoustic wave
propagation in a medium in which both nonlinear and dissipative effects
are taken into account. In this article, a mathematical analysis of the
Blackstock-Crighton equations with a time-periodic forcing term is carried
out. For arbitrary time-periodic data (sufficiently restricted in size) it is
shown that a time-periodic solution of the same period always exists. This
implies that the dissipative effects are sufficient to avoid resonance within
the Blackstock-Crighton models. The equations are considered in a three-
dimensional bounded domain with both non-homogeneous Dirichlet and Neu-
mann boundary values. Existence of a solution is obtained via a fixed-point
argument based on appropriate a priori estimates for the linearized equations.
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1 Introduction
The motion of a viscous, heat-conducting fluid is governed by mass conservation, mo-
mentum conservation, energy conservation, and a thermodynamic equation of state. The
compressible Navier-Stokes equations describe the conservation of mass and momentum
when viscous effects are taken into account. The Kirchhoff-Fourier equations describe the
conservation of energy when heat-conducting effects are taken into account. Using the
equation of state of an ideal fluid, and assuming the flow is irrotational, Blackstock [1]
eliminated all but one dependent variable from the Navier-Stokes and Kirchhoff-Fourier
equations to obtain the following model for a viscous, heat-conducting fluid:
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)− ∂2t ( 1c2 B2A(∂tu)2 + |∇u|2) = f. (BCK)
Here, u denotes the potential of the fluids velocity field and f a forcing term. The
constant a is the heat conductivity of the fluid, b the diffusivity of sound, c the speed of
sound, and B/A is called the parameter of nonlinearity. The equation (BCK) is referred
to as the Blackstock-Crighton-Kuznetsov equation and is used as a model for acoustic
wave propagation in a medium in which both nonlinear and dissipative effects are taken
into account. If local nonlinear effects are neglected, one is lead to the Blackstock-
Crighton-Westervelt equation
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)− ∂2t( 1c2 (1 + B2A)(∂tu)2
)
= f. (BCW)
If also the dissipative effects are neglected, then the model reduces to the classical wave
equation.
In the present article we investigate if the dissipative effects present in (BCK) and
(BCW) are sufficient to avoid resonance effects. If one considers the classical (hyperbolic)
wave equation, where dissipative effects are completely neglected, a time-periodic source
term would inevitable lead to resonance, that is, an unbounded solution. Our investiga-
tion of (BCK) and (BCW) will show, by establishing existence of a time-periodic solution
for arbitrary time-periodic data f (sufficiently restricted in size), that this is not the case
for the Blackstock-Crighton equations (BCK) and (BCW). We may therefore conclude
that the dissipative effects of viscosity and heat conduction in the Blackstock-Crighton
framework constitute a sufficient energy absorption mechanism to avoid resonance.
The initial-value problems corresponding to the Blackstock-Crighton equations (BCK)
and (BCW) have been investigated recently by Brunnhuber and Kaltenbacher [3],
Brunnhuber [2] (in particular we refer to [2, Section 2] for a derivation of (BCK)),
and Brunnhuber and Meyer [4]. To our knowledge, the investigation of time-periodic
solutions to the Blackstock-Crighton equations in a setting of time-periodic data is new.
The Kuznetsov equation, which is a simpler model for nonlinear acoustic wave propaga-
tion, was investigated in a time-periodic setting by the present authors in [5]. We shall
employ the results from [5] in the following. In addition to the articles mentioned above,
we would like to draw the readers attention to the recent work [10] of Tani, in which a
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new model for nonlinear wave propagation similar to the Blackstock-Crighton model is
derived and analyzed.
We consider (BCK) and (BCW) with inhomogeneous Dirichlet and Neumann bound-
ary conditions. We shall work in a setting of time-periodic functions and therefore take
the whole of R as time-axis. We let Ω ⊂ R3 denote a spatial domain. In the following,
(t, x) ∈ R × Ω will always denote a time-variable t and spatial variable x, respectively.
The Blackstock-Crighton equation (in generalized form) with Dirichlet boundary condi-
tion then reads{
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)− ∂2t (k(∂tu)2 + s|∇u|2) = f in R× Ω,(
u,∆u
)
=
(
g, h
)
on R× ∂Ω,
(BCD)
where we have used the same notation k := 1
c2
(
(1 − s) + B2A
)
and s ∈ {0, 1} as in [2].
The corresponding Neumann problem reads{
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)− ∂2t (k(∂tu)2 + s|∇u|2) = f in R× Ω,(
∂νu, ∂ν∆u
)
=
(
g, h
)
on R× ∂Ω.
(BCN)
Here f : R×Ω→ R and g, h : R×∂Ω→ R are given, and u : R×Ω→ R is the unknown.
We shall consider data that are time-periodic with the period T > 0, that is, functions
satisfying
∀t ∈ R : v(t+ T , ·) = v(t, ·).
As the main result in this article, we show for given T -time-periodic data f , g and h in
appropriate function spaces and sufficiently restricted in size that there exists a time-
periodic solution u to (BCD) and (BCN). In the case of Dirichlet boundary conditions,
the result can be stated as follows (the subscript per indicates that a function space
consists of T -time-periodic functions; see Section 2):
Theorem 1.1. Let Ω ⊂ R3 be a bounded domain with a C4-smooth boundary and p ∈
(52 ,∞). There is an ε > 0 such that for all f ∈ Lpper(R;Lp (Ω)), g ∈ Tpper,D1(R × ∂Ω)
and h ∈ Tpper,D2(R× ∂Ω) satisfying
‖f‖Lpper(R;Lp(Ω)) + ‖g‖Tpper,D1 (R×∂Ω) + ‖h‖Tpper,D2 (R×∂Ω) ≤ ε
there is a solution
u ∈W 3,pper(R;Lp(Ω)) ∩W 1,pper
(
R;W 4,p(Ω)
)
to (BCD).
A solution to the Neumann problem (BCN) only exists when the data satisfies certain
compatibility conditions. More precisely, we obtain:
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Theorem 1.2. Let Ω and p be as in Theorem 1.1. There is an ε > 0 such that for all
f ∈ Lpper(R;Lp (Ω)), g ∈ Tpper,N1(R× ∂Ω) and h ∈ T
p
per,N2
(R× ∂Ω) satisfying
‖f‖Lpper(R;Lp(Ω)) + ‖g‖Tpper,N1 (R×∂Ω) + ‖h‖Tpper,N2 (R×∂Ω) ≤ ε
and
T∫
0
∫
Ω
f dxdt+ ac2
T∫
0
∫
∂Ω
hdSdt = 0
there is a solution
u ∈W 3,pper(R;Lp(Ω)) ∩W 1,pper
(
R;W 4,p(Ω)
)
to (BCN).
Our proofs are based on a priori Lp-estimates for the corresponding linearizations{
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)
= f in R× Ω,(
u,∆u
)
=
(
g, h
)
on R× ∂Ω, (1.1)
and {
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)
= f in R× Ω,(
∂νu, ∂ν∆u
)
=
(
g, h
)
on R× ∂Ω, (1.2)
of (BCD) and (BCN), respectively, and an application of the contraction mapping prin-
ciple. Our analysis relies on a decomposition of (1.1) and (1.2) into a coupled system
consisting of the time-periodic heat equation and the time-periodic Kuznetsov equation.
The time-periodic heat equation was investigate in [8], and the time-periodic Kuznetsov
equation in [5]. In the following, we shall employ the results obtained in these two
articles.
2 Function Spaces
In the following, Ω ⊂ R3 shall always denote a three-dimensional domain with a C4-
smooth boundary. The outer normal on ∂Ω is denoted by ν. Points in R×Ω are generally
denoted by (t, x), with t being referred to as time, and x as the spatial variable. A time
period T > 0 remains fixed.
Classical Lebesgue and Sobolev spaces are denoted by Lp(Ω) and W k,p(Ω), respec-
tively. We write ‖·‖p and ‖·‖k,p instead of ‖·‖Lp(Ω) and ‖·‖Wk,p(Ω).
For a Lebesgue or Sobolev space E(Ω), we define the space of smooth T -time-periodic
vector-valued functions by
C∞per
(
R;E(Ω)
)
:= {f ∈ C∞(R;E(Ω)) | f(t+ T , x) = f(t, x)}.
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For p ∈ (1,∞), we let
‖f‖Lpper(R;E(Ω)) :=
(
1
T
T∫
0
‖f(t)‖pE(Ω) dt
) 1
p
, (2.1)
‖f‖
Wk,pper (R;E(Ω))
:=
( k∑
α=0
‖∂αt f‖pLpper(R;E(Ω))
) 1
p
. (2.2)
As one may verify, ‖·‖Lpper(R;E(Ω)) and ‖·‖Wk,pper (R;E(Ω)) define norms on C
∞
per
(
R;E(Ω)
)
.
We put
Lpper
(
R;E(Ω)
)
:= C∞per
(
R;E(Ω)
)‖·‖
L
p
per(R;E(Ω)) . (2.3)
If no confusion can arise, we write ‖·‖p instead of ‖·‖Lpper(R;Lp(Ω)). We also introduce
Sobolev spaces of vector-valued time-periodic functions:
W k,pper
(
R;E(Ω)
)
:= C∞per
(
R;E(Ω)
)‖·‖
W
k,p
per (R;E(Ω)) . (2.4)
Corresponding Sobolev-Slobodecki˘ı spaces are defined in the usual way by real interpo-
lation (k ∈ N0, α ∈ (0, 1)):
W k+α,pper
(
R;E(Ω)
)
:=
(
W k+1,pper
(
R;E(Ω)
)
,W k,pper
(
R;E(Ω)
))
1−α,p.
Moreover, we let
Xpper(R× Ω) := W 3,pper
(
R;Lp(Ω)
) ∩W 1,pper(R;W 4,p(Ω)).
Embedding properties are collected in the following lemma.
Lemma 2.1. Let Ω ⊂ R3 be a bounded domain with a C4-smooth boundary and p ∈
(1,∞). The embeddings
Xpper(R× Ω) ↪→W 2,pper
(
R;W 2,p(Ω)
)
, (2.5)
W 2,pper
(
R;Lp(Ω)
) ∩ Lpper(R;W 4,p(Ω)) ↪→W 1,pper(R;W 2,p(Ω)) (2.6)
and (l ∈ {1, 2, 3})
Lp
(
R+;Xpper(R× R2)
) ∩W 4,p(R+;W 1,pper(R;Lp(R2)))
↪→W l,p(R+;W 1,pper(R;W 4−l,p(R2))) (2.7)
are continuous.
Proof. The regularity of Ω suffices to ensure the existence of a continuous extension
operator E : Xpper(R × Ω) → Xpper(R × R3) as in the case of classical Sobolev spaces.
Consequently, it suffices to prove Lemma 2.1 in the whole-space case Ω = R3. For this
purpose, it is convenient to replace the time-axis R with the torus T := R/T Z in the
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function spaces of T -time-periodic functions. The torus T canonically inherits a topology
and differentiable structure from R via the quotient mapping pi : R → T in such a way
that
C∞
(
T;E(R3)
)
= {f : T→ E(R3) | f ◦ pi ∈ C∞(R;E(R3))}
for any generic Sobolev space E(R3). Moreover, if T is equipped with the normal-
ized Haar measure, we may introduce the norms ‖·‖Lp(T;E(R3)) and ‖·‖Wk,p(T;E(R3)) on
C∞
(
T;E(R3)
)
by the same expressions as in (2.1)–(2.2). Lebesgue spaces Lp
(
T;E(R3)
)
and Sobolev spaces W k,p
(
T;E(R3)
)
on the torus are then defined as in (2.3) and (2.4),
respectively. The quotient map pi employed as a lifting operator acts as an isometric iso-
morphism between C∞per
(
R;E(R3)
)
and C∞
(
T;E(R3)
)
, and consequently also between
the Sobolev spaces W k,pper
(
R;E(R3)
)
and W k,p
(
T;E(R3)
)
. We may therefore verify the
embeddings in the setting of function spaces where the time-axis has been replaced with
the torus. In this setting, we can employ the Fourier transform FT×R3 in time and space
to characterize the Sobolev spaces
W 2,p
(
T;W 2,p(R3)
)
=
{
f ∈ S ′(T× R3) | F−1T×R3
[(
1 + |k|2|ξ|2)FT×R3 [f ]] ∈ Lp(T× R3)}
and
Xp(T× R3) =W 3,p(T;Lp(R3)) ∩W 1,p(T;W 4,p(R3)
=
{
f ∈ S ′(T× R3) | F−1T×R3
[(
1 + |k|3 + |k||ξ|4)FT×R3 [f ]] ∈ Lp(T× R3)}.
Here, S ′(T × R3) denotes the space of Schwartz-Bruhat distributions on the locally
compact abelian group T×R3, and (k, ξ) ∈ Z×R3 an element of the corresponding dual
group. Now observe that
‖f‖W 2,p(T;W 2,p(R3))
≤ C
∥∥∥F−1T×R3[ 1 + |k|2|ξ|21 + |k|3 + |k||ξ|4FT×R3[F−1T×R3 [(1 + |k|3 + |k||ξ|4)FT×R3 [f ]]]
]∥∥∥
p
. (2.8)
The multiplier
m : R× R3 → C, m(η, ξ) := 1 + |η|
2|ξ|2
1 + |η|3 + |η||ξ|4
satisfies the condition of the Marcinkiewicz’s multiplier theorem ([9, Chapter IV, §6]).
Indeed, by Young’s inequality |η|2|ξ|2 ≤ 13 |η|3 + 23 |η||ξ|4, whence ‖m‖∞ <∞. Similarly,
one may verify that
max
ε∈{0,1}n+1
‖ξε11 · · · ξεnn ηεn+1∂ε11 · · · ∂εnn ∂εn+1η m(η, ξ)‖∞ <∞.
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Consequently, m is an Lp(R × R3) multiplier. By de Leeuw’s Transference Principle
for Fourier multipliers an locally compact abelian groups (see for example [6, Theorem
B.2.1]), it follows that the restriction m|Z×R3 is an Lp(T×R3) multiplier. From (2.8) we
thus deduce
‖f‖W 2,p(T;W 2,p(R3)) ≤ C
∥∥∥F−1T×R3 [(1 + |k|3 + |k||ξ|4)FT×R3 [f ]]∥∥∥Lp(T×R3) ≤ C ‖f‖Xp(T×R3),
and we conclude (2.5). The embeddings (2.6)–(2.7) can be established in a completely
similar manner.
Additional, we make use of the following embedding properties, which have already
been established in [7]:
Lemma 2.2. Let Ω ⊂ R3 be a bounded domain with a C2-smooth boundary and p ∈
(1,∞). Assume that α ∈ [0, 2] and p0, r0 ∈ [q,∞] satisfy
r0 ≤ 2q
2− αq if αq < 2,
r0 <∞ if αq = 2,
r0 ≤ ∞ if αq > 2,

p0 ≤ nq
n− (2− α)q if (2− α)q < n,
p0 <∞ if (2− α)q = n,
p0 ≤ ∞ if (2− α)q > n,
and that β ∈ [0, 1] and p1, r1 ∈ [q,∞] satisfy
r1 ≤ 2q
2− βq if βq < 2,
r1 <∞ if βq = 2,
r1 ≤ ∞ if βq > 2,

p1 ≤ nq
n− (1− β)q if (1− β)q < n,
p1 <∞ if (1− β)q = n,
p1 ≤ ∞ if (1− β)q > n.
Then
‖u‖Lr0per(R;Lp0 (Ω)) + ‖∇u‖Lr1per(R;Lp1 (Ω)) ≤ C1‖u‖W 1,pper (R;Lp(Ω))∩Lpper(R;W 2,p(Ω)),
with C1 = C1(T ,Ω, r0, p0, r1, p1).
Proof. See [7, Theorem 4.1].
Three types of trace operators are employed in the following:
Tr0 : C
∞
per(R× Ω)→ Cper(R× ∂Ω), Tr0(u) := u|R×∂Ω,
TrD : C
∞
per(R× Ω)→ Cper(R× ∂Ω)2, TrD(u) :=
(
u|R×∂Ω, ∆u|R×∂Ω
)
,
TrN : C
∞
per(R× Ω)→ Cper(R× ∂Ω)2, TrN (u) :=
(
∂νu|R×∂Ω, ∂ν∆u|R×∂Ω
)
.
In order to characterize appropriate trace spaces, we introduce
Tpper,D1(R× ∂Ω) := W
3− 1
2p
,p
per
(
R;Lp(∂Ω)
) ∩W 1,pper(R;W 4− 1p ,p(∂Ω)),
Tpper,D2(R× ∂Ω) := W
2− 1
2p
,p
per
(
R;Lp(∂Ω)
) ∩W 1,pper(R;W 2− 1p ,p(∂Ω)),
Tpper,N1(R× ∂Ω) := W
5
2
− 1
2p
,p
per
(
R;Lp(∂Ω)
) ∩W 1,pper(R;W 3− 1p ,p(∂Ω)),
Tpper,N2(R× ∂Ω) := W
3
2
− 1
2p
,p
per
(
R;Lp(∂Ω)
) ∩W 1,pper(R;W 1− 1p ,p(∂Ω)).
7
These spaces can be identified as trace spaces in the following sense:
Lemma 2.3. Let Ω ⊂ R3 be a bounded domain with a C4-smooth boundary. The trace
operators extend to bounded operators:
Tr0 : Xpper(R× Ω)→ Tpper,D1(R× ∂Ω), (2.9)
Tr0 : W
2,p
per
(
R;Lp(Ω)
) ∩W 1,pper(R;W 2,p(Ω))→ Tpper,D2(R× ∂Ω), (2.10)
Tr0 : W
2,p
per
(
R;Lp(Ω)
) ∩ Lpper(R;W 4,p(Ω))
→W 2−
1
2p
,p
per
(
R;Lp(∂Ω)
) ∩ Lpper(R;W 4− 1p ,p(∂Ω)), (2.11)
TrD : Xpper(R× Ω)→ Tpper,D1(R× ∂Ω)× T
p
per,D2
(R× ∂Ω), (2.12)
TrN : Xpper(R× Ω)→ Tpper,N1(R× ∂Ω)× T
p
per,N2
(R× ∂Ω). (2.13)
Moreover, the operators above possess a continuous right-inverse. By R0 we denote a
continuous right-inverse to Tr0.
Proof. It suffices to verify the assertions in the half space case Ω := R3+. The general
case of a bounded domain Ω with a C4-smooth boundary then follows via localization.
Observe that
Xpper(R× R3+) = Lp
(
R+;Xpper(R× R2)
) ∩W 4,p(R+;W 1,pper(R;Lp(R2)))
∩W 3,p(R+;W 1,pper(R;W 1,p(R2))) ∩W 2,p(R+;W 1,pper(R;W 2,p(R2)))
∩W 1,p(R+;W 1,pper(R;W 3,p(R2)))
= Lp
(
R+;Xpper(R× R2)
) ∩W 4,p(R+;W 1,pper(R;Lp(R2))),
where the last equality is due to the embeddings (2.7). It follows from [11, Theorem
1.8.3] that Tr0 extends to continuous operator
Tr0 : Xpper(R× R3+)→
(
W 1,pper(R;Lp(R2)), Xpper(R× R2)
)
1−1/4p, p .
One may verify that Xpper(R × R2) and W 1,pper
(
R;Lp(R2)
)
form a quasilinearizable inter-
polation couple; see [11, Definition 1.8.4]. Indeed, an admissible operator in the sense of
[11, Definition 1.8.4] is given by V1(µ) := µ
−1(µ−1 − ∂2t + ∆2)−1, where invertibility of(
µ−1 − ∂2t + ∆2
)
: Xpper(R × R2) → W 1,pper
(
R;Lp(R2)
)
can be established by an analysis
of the multiplier (η, ξ) → (µ−1 + η2 + |ξ|4)−1 and an application of de Leeuw’s Trans-
ference Principle as in the proof of Lemma 2.1. Consequently, one obtains even better
properties of the trace operator, namely that it possesses a continuous right inverse;
see [11, Theorem 1.8.5]. Moreover, we can utilize the property stated in [11, Theorem
1.12.1] concerning interpolation of intersections of spaces that form quasilinearizable
interpolation couples to conclude(
W 1,pper(R;Lp(R2)), Xpper(R× R2)
)
1−1/4p, p = T
p
per,D1
(R× R2),
which verifies (2.9). The assertions (2.10)–(2.13) follow in a similar way.
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Lemma 2.4. Let Ω ⊂ R3 be a bounded domain with a C4-smooth boundary. The
embedding
W
2− 1
2p
,p
per
(
R;Lp(∂Ω)
) ∩ Lpper(R;W 4− 1p ,p(∂Ω)) ↪→ Tpper,D2(R× ∂Ω) (2.14)
is continuous.
Proof. Denote the embedding (2.6) by ι. Recalling (2.10) and (2.11), we find that
Tr0 ◦ι ◦ R0 yields the embedding (2.14).
For functions f defined on time-space domains, we let
Pf(t, x) := 1T
T∫
0
f(s, x) ds, P⊥f(t, x) := f(t, x)− Pf(t, x)
whenever the integral is well defined. Since Pf is independent on time t, we shall
implicitly treat Pf as a function in the spatial variable x only. Observe that P and
P⊥ are complementary projections on the space C∞per
(
R;E(Ω)
)
. We shall employ the
projections to decompose the Lebesgue and Sobolev spaces introduced above. Since Pf
is time independent, we refer to Pf as the steady-state part of f . We refer to P⊥f as
the purely oscillatory part of f . By continuity, P and P⊥ extend to bounded operators
on Lpper
(
R;E(Ω)
)
and W k,pper
(
R;E(Ω)
)
.
3 Linear Problem
The linear equations (1.1) and (1.2) can be decomposed into a time-periodic Kuznetsov
equation coupled with a time-periodic heat equation. Based on this observation, we
obtain the following linear theory:
Theorem 3.1. Assume that Ω ⊂ R3 is a bounded domain with a C4-smooth boundary.
Let p ∈ (1,∞). Then
AD : P⊥Xpper(R× Ω)→
P⊥Lpper
(
R;Lp(Ω)
)× P⊥Tpper,D1(R× ∂Ω)× P⊥Tpper,D2(R× ∂Ω),
AD(u) :=
(
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)
,TrD u
)
and
AN : P⊥Xpper(R× Ω)→
P⊥Lpper
(
R;Lp(Ω)
)× P⊥Tpper,N1(R× ∂Ω)× P⊥Tpper,N2(R× ∂Ω),
AN(u) :=
(
(a∆− ∂t)
(
∂2t u− c2∆u− b∂t∆u
)
,TrN u
)
,
are homeomorphisms.
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Proof. On the strength of the embedding (2.5), we observe that ∆ is a bounded operator
∆ : P⊥Xpper(R× Ω)→ P⊥W 2,pper
(
R;Lp(Ω)
) ∩ P⊥W 1,pper(R;W 2,p(Ω)).
Together with the continuity of the trace operators established in Lemma 2.3, this implies
that the operators AD and AN are well-defined as bounded operators in the given setting.
We start by showing that the operators are surjective. We concentrate on AD, as the
operator AN can be treated in a completely similar manner. To this end, let
(f, g, h) ∈ P⊥Lpper
(
R;Lp(Ω)
)× P⊥Tpper,D1(R× ∂Ω)× P⊥Tpper,D2(R× ∂Ω).
Consider the coupled equations{
∂2t v − c2∆v − b∂t∆v = f in R× Ω,
v = ah− ∂tg on R× ∂Ω,
(3.1)
and {
a∆u− ∂tu = v in R× Ω,
u = g on R× ∂Ω. (3.2)
We recognize (3.1) as the time-periodic Kuznetsov equation, which was studied in [5],
and (3.2) as the time-periodic heat equation, which was studied in [8]. Recalling the
embedding (2.14), we see that ∂t is bounded as an operator
∂t : P⊥Tpper,D1(R× ∂Ω)→ P⊥T
p
per,D2
(R× ∂Ω), (3.3)
whence ah − ∂tg ∈ P⊥Tpper,D2(R × ∂Ω). Consequently, we obtain directly from [5,
Theorem 3.1] existence of a unique solution
v ∈ P⊥W 2,pper
(
R;Lp(Ω)
) ∩ P⊥W 1,pper(R;W 2,p(Ω))
to (3.1). We now turn to (3.2). From [8, Theorem 2.1] and a standard regularity and
lifting argument, based on the mapping property of the trace operator Tr0 established
in Lemma 2.3, we obtain a unique solution u ∈ P⊥Xpper(R × Ω) to (3.2). Recalling the
embedding (2.6), we see that ∂t is bounded as an operator
∂t : P⊥Xpper(R× Ω)→ P⊥W 2,pper
(
R;Lp(Ω)
) ∩ P⊥W 1,pper(R;W 2,p(Ω)). (3.4)
Since the operators ∂t and Tr0 commute on spaces of smooth functions, it follows from
(3.3), (3.4) and the mapping property of the trace operator Tr0 asserted in Lemma 2.3
that they commute in the setting
∂t ◦ Tr0 = Tr0 ◦∂t : P⊥Xpper(R× Ω)→ P⊥Tpper,D2(R× ∂Ω).
We thus deduce from (3.2) and the boundary condition in (3.1) that
TrD u =
(
g,Tr0(∆u)
)
=
(
g,Tr0
(1
a
[
∂tu+ v
]))
=
(
g,
1
a
∂tg +
1
a
v
)
=
(
g, h
)
.
10
It follows that AD(u) = (f, g, h), and we conclude that AD is surjective. To show
that AD is injective, consider u ∈ P⊥Xpper(R × Ω) with AD(u) = (0, 0, 0). Unique
solvability of the time-periodic Kuznetsov equation [5, Theorem 3.1] implies a∆u −
∂tu = 0. In turn, unique solvability of the time-periodic heat equation [8, Theorem 2.1]
implies u = 0. Consequently, AD is injective. By the open mapping theorem, AD is a
homeomorphism.
Next, we recall some standard results for the bi-Laplacian Dirichlet problem{
−ac2∆2u = f in Ω,(
u,∆u
)
=
(
g, h
)
on ∂Ω,
(3.5)
and the corresponding Neumann problem{
−ac2∆2u = f in Ω,(
∂νu, ∂ν∆u
)
=
(
g, h
)
on ∂Ω.
(3.6)
Lemma 3.2. Let Ω and p be as in Theorem 3.1. For any f ∈ Lp(Ω), g ∈ W 4− 1p ,p(∂Ω)
and h ∈W 2− 1p ,p(∂Ω) there exists a unique solution u ∈W 4,p(Ω) to (3.5) satisfying
‖u‖4,p ≤ C2
(
‖f‖p + ‖g‖4− 1
p
,p + ‖h‖2− 1
p
,p
)
, (3.7)
with C2 = C2(p,Ω) > 0.
Proof. Considering the coupled equations{
∆v = f in Ω,
v = −ac2h on ∂Ω,
{
−ac2∆u = v in Ω,
u = g on ∂Ω,
one easily obtains the assertion of the lemma from standard theory for the Laplace
equation with Dirichlet boundary conditions.
Lemma 3.3. Let Ω and p be as in Theorem 3.1. For any f ∈ Lp(Ω), g ∈ W 3− 1p ,p(∂Ω)
and h ∈W 1− 1p ,p(∂Ω) satisfying∫
Ω
f dx+ ac2
∫
∂Ω
hdS = 0
there exists a unique solution u ∈W 4,p(Ω) to (3.6) satisfying
‖u‖4,p ≤ C3
(
‖f‖p + ‖g‖3− 1
p
,p + ‖h‖1− 1
p
,p
)
,
with C3 = C3(p,Ω) > 0.
Proof. As in the proof of Lemma 3.2, the assertion follows by decomposing (3.6) into
two Laplace equations with Neumann boundary conditions.
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4 Proof of Main Theorems
We shall now prove Theorem 1.1 and 1.2. For this purpose, we employ a fixed-point
argument based on the estimates established for the linearized systems (1.1) and (1.2)
in the previous section.
The nonlinear terms in (BCD) and (BCN) can be estimated as follows:
Lemma 4.1. Let Ω and p be as in Theorem 1.1. Then
‖∂tv ∂3t u‖p + ‖∂2t v ∂2t u‖p + ‖∂t∇v · ∂t∇u‖p + ‖∇v · ∂2t∇u‖p ≤ C4‖v‖Xpper‖u‖Xpper
holds for any u, v ∈ Xpper(R× Ω).
Proof. For any function w ∈ Xpper(R× Ω) we clearly have
‖∂tw, ∂2tw,∇w‖W 1,pper (R;Lp(Ω))∩Lpper(R;W 2,p(Ω)) ≤ ‖w‖Xpper(R×Ω).
Thus, for p ∈ (52 ,∞) Lemma 2.2 yields
α =
4
5
: ‖∂tv‖∞ + ‖∂2t v‖∞ ≤ c0‖v‖Xpper ,
α = 0 : ‖∇v‖Lpper(R;L∞(Ω)) ≤ c1‖v‖Xpper ,
and for p ∈ (52 , 154 )
β = 1 : ‖∂2t∇u‖L∞per(R;Lp(Ω)) ≤ c2‖u‖Xpper ,
β =
1
5
: ‖∂t∇v‖
L
10p
10−p
per (R;L
15p
15−4p (Ω))
≤ c3‖v‖Xpper ,
β =
3
5
: ‖∂t∇u‖
L10per(R;L
15
4 (Ω))
≤ c4‖u‖Xpper .
(4.1)
Utilizing Ho¨lder’s inequality, we can therefore deduce
‖∇v · ∂2t∇u‖p + ‖∂tv ∂3t u‖p + ‖∂2t v ∂2t u‖p + ‖∂t∇v · ∂t∇u‖p
≤ ‖∇v‖Lpper(R;L∞(Ω))‖∂2t∇u‖L∞per(R;Lp(Ω)) + ‖∂tv‖∞‖∂3t u‖p
+ ‖∂2t v‖∞‖∂2t u‖p + ‖∂t∇v‖
L
10p
10−p
per (R;L
15p
15−4p (Ω))
‖∂t∇u‖
L10per(R;L
15
4 (Ω))
≤ C4‖v‖Xpper‖u‖Xpper ,
with C4 = 2c0 + c1c2 + c3c4. The estimates remain true for p ∈ [154 ,∞), in which case
even stronger embeddings in (4.1) follow from Lemma 2.2.
Proof of Theorem 1.1. Consider functions f ∈ Lpper(R;Lp (Ω)), g ∈ Tpper,D1(R× ∂Ω) and
h ∈ Tpper,D2(R× ∂Ω) with ‖f‖p + ‖g‖Tpper,D1 + ‖h‖Tpper,D2 ≤ ε, where ε is to be specified
later. Put fs := Pf , gs := Pg, hs := Ph and fp := P⊥f , gp := P⊥g, hp := P⊥h.
We shall establish existence of a solution u to (BCD) on the form u = us + up, where
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us ∈W 4,p(Ω) is a solution to the elliptic problem (3.5) with fs and (gs, hs) as right-hand
side, and up ∈ P⊥Xpper(R× Ω) is a solution to the purely oscillatory problem
(a∆− ∂t)(∂2t up − c2∆up − b∂t∆up)
−2s∇us · ∇∂2t up − ∂2t
(
k(∂tup)
2 + s|∇up|2
)
= fp in R× Ω,(
up,∆up
)
=
(
gp, hp
)
on R× ∂Ω.
(4.2)
Lemma 3.2 yields a solution us ∈W 4,p(Ω) to (3.5) satisfying (3.7). Sobolev’s embedding
theorem implies
‖∇us‖∞ ≤ c0‖∇us‖3,p ≤ c0‖us‖4,p ≤ c1ε. (4.3)
The solution to (4.2) shall be obtained as a fixed point of the mapping
N : P⊥Xpper(R× Ω)→ P⊥Xpper(R× Ω),
N (up) := AD−1
(
∂2t
(
k(∂tup)
2 + s|∇up|2
)
+ 2s∇us · ∂2t∇up + fp, gp, hp
)
with AD as in Theorem 3.1. For this purpose, let ρ > 0 and consider some up ∈
P⊥Xpper(R×Ω) ∩Bρ. Since AD is a homeomorphism, we conclude from Lemma 4.1 and
(4.3) the estimate
‖N (up)‖Xpper ≤ ‖AD−1‖
(
‖∂tup∂3t up‖p + ‖∂2t up∂2t up‖p + ‖∂t∇up · ∂t∇up‖p + ‖fp‖p
+ ‖∇up · ∂2t∇up‖p + ‖∇us · ∇∂2t up‖p + ‖gp‖Tpper,D1 + ‖hp‖Tpper,D2
)
≤ c2(‖up‖2Xpper + ‖∇us‖L∞(Ω)‖∇∂
2
t up‖Lpper(R;Lp(Ω)) + ε)
≤ c3(ρ2 + ερ+ ε).
Choosing ρ :=
√
ε and ε sufficiently small, we have c3
(
ρ2 + ερ+ ε
) ≤ ρ, i.e., N becomes
a self-mapping on Bρ. Furthermore,
‖N (up)−N (vp)‖Xpper ≤ c4‖AD−1‖
(
‖∂tup ∂3t up − ∂tvp ∂3t vp‖p
+ ‖|∇∂tup|2 − |∇∂tvp|2‖p + ‖∇up · ∂2t∇up −∇vp · ∂2t∇vp‖p
+ ‖(∂2t up)2 − (∂2t vp)2‖p + ‖∇us · ∇∂2t up −∇us · ∇∂2t vp‖p
)
≤ c5
(
‖∂tup∂3t (up − vp)‖p + ‖∂3t vp ∂t(up − vp)‖p + ‖∇∂tup · ∇∂t (up − vp)‖p
+ ‖∇∂tvp · ∇∂t (up − vp)‖p + ‖∇up · ∇∂2t (up − vp)‖p + ‖∇∂2t vp · ∇ (up − vp)‖p
+ ‖∂2t up ∂2t (up − vp)‖p + ‖∂2t vp ∂2t (up − vp)‖p + ‖∇us · ∇∂2t (up − vp)‖p
)
≤ c6
(
8ρ‖up − vp‖Xpper + ε‖up − vp‖Xpper
)
= c6(8ρ+ ρ
2)‖up − vp‖Xpper .
Therefore, if ε is sufficiently small N also becomes a contracting self-mapping. By the
contraction mapping principle, existence of a fixed point for N follows. This concludes
the proof.
Proof of Theorem 1.2. Analogous to the proof of Theorem 1.1.
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