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ABSTRACT 
Given an irreducible tournament matrix T and a pair of distinct indices i 
and j, let T(i, j) be the matrix obtained from T by transposing its principal 
submatrix on rows and columns i and j. We establish one condition on rows i 
and j of T under which the spectral radius of T(i, j) is no smaller than that of 
T, and another condition on the ith and jth entries of the left and right Perron 
vectors of T under which the spectral radius of T(i,j) must be strictly smaller 
than that of T. These conditions are used to compare the spectral radii of a 
class of Toeplitz tournament matrices, and the resulting comparison sheds light 
on some conjectures of Brualdi and Li. Further, if T yields equality in a certain 
lower bound on the spectral radius of a tournament matrix, then for any i and 
j, we provide simple necessary and sufficient conditions for the spectral radius of 
T(i,j) to be larger than that of T, to be smaller than that of T, and to be equal 
to that of T. 
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1. INTRODUCTION 
An n x n (0,l) matrix T is called a tournament mattiz if T satisfies the 
equation 
T$Tt = J, - I,, (1.1) 
where J,, is the n x n all ones matrix and I, is the n x n identity matrix. 
F’rom (l.l), we see that a tournament matrix T has zero diagonal, and that 
for any distinct indices i and j, tij = 1 if and only if tji = 0. A tournament 
of order n is a loop-free directed graph on n vertices with the property that 
for each pair of distinct vertices i and j, there is either an arc from i to 
j, or an arc from j to i, but not both. Evidently the adjacency matrix of 
any tournament is a tournament matrix, and conversely, the directed graph 
associated with a tournament matrix is a tournament. An nx n tournament 
matrix can also be thought of as a record of the results of a round robin 
competition between n players: each player competes in a game against 
every other player (tied games are not allowed), and we set tij equal to 1 
if player i defeats player j, and equal to 0 otherwise. Tournament matrices 
have been the subject of a number of papers (among them [2], [3], [5], [lo], 
[15], and [19]), and tournaments are a much studied class of graphs, as is 
evidenced by the lists of references in [l] and [16]. 
A square (entrywise) nonnegative matrix M is reducible if there is a 
permutation matrix P such that Ml X 
PMPt = H--l7 0 M2 
where Ml and Mz are square (nonvacuous) matrices and 0 is a zero matrix 
of the appropriate size. If no such permutation matrix P exists, then M 
is irreducible (in particular, if M is 1 x 1, then it is irreducible). It follows 
from (1.1) that a reducible n x n tournament matrix is permutationaly 
similar to a matrix of the form 
[k--p-] (1.2) 
where for some 1 5 k 5 n - 1, Tl and Tz are tournament matrices of order 
k and n - k respectively, Jk+-k is the k x (n - k) all ones matrix, and 
On-k& is the (n - k) x k zero matrix. 
Viewing a tournament matrix as a record of the results of a round robin 
competition, how might the players in the competition be ranked? From 
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(1.2), we see that if the tournament matrix is reducible, then any reasonable 
ranking scheme should rank any of the first k players higher than any of 
the remaining players, since for any 1 5 i L k and k + 1 5 j < n, player i 
defeats player j. So the only thing left to do is to determine the ranking 
of the first k players amongst themselves, and of the last n - k players 
amongst themselves. Thus the problem of ranking the players in a round 
robin competition corresponding to any tournament matrix can be referred 
to the case of ranking the players in a competition corresponding to an 
irreducible tournament matrix. 
There are a number of schemes for ranking the players in a round robin 
competition corresponding to an irreducible tournament matrix (see [16] 
for a survey). A method due to Kendall [ll] and Wei [22] uses the Perron- 
Frobenius theorem to arrive at such a ranking. For an irreducible tour- 
nament matrix T, the Perron-Frobenius theorem guarantees the existence 
of an algebraically simple positive eigenvalue, p say, which is equal to the 
maximum of the modulii of the eigenvalues of T; p is called the Perron 
value for T. Further, there are left and right eigenvectors corresponding to 
p, both of which can be taken to have all positive entries; these eigenvectors 
are left and right Perron vectors, respectively. The Kendall-Wei ranking 
scheme takes a right Perron vector for T, z say, and interprets its ith entry, 
xi, as the relative strength of player i, for each 1 5 i 5 n. The resulting 
strengths are then used as a ranking of the players in the competition. 
With this notion of ranking in mind, let T be an irreducible n x n 
tournament matrix with Perron value p and right Perron vector x. Pre- 
and postmultiplying (1.1) by xt and x respectively leads to the following 
equation (which appears in [17] in a slightly different form): 
var(x) __=2(2+), 
xt 2 (1.3) 
where v&r(x), the variation of x, is defined as Ci.,j(xi - ~j)~. It follows 
immediately from (1.3) that p 5 (n - 1)/2, with equality holding if and 
only if x is a multiple of the all ones vector, 1,. If p = (n - 1)/2, then 
and T is called a regular tournament matrix (note that n must be odd in 
this case). Since each xi is being interpreted as the strength of player i, the 
quantity var(x)/xtx is a measure of the overall closeness of the ranking of 
the players under the Kendall-Wei scheme. Thus, from (1.3), we see that 
the Perron value also gives a measure of how closely ranked the players 
are: large values of p [i.e., values near (n - 1)/2] correspond to more closely 
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ranked players, while smaller values of p correspond to less closely ranked 
players. Eigenvalues of tournament matrices have been studied in several 
recent papers (for example, [7] and [14]), and in particular, [6] and [12] 
provide upper and lower bounds, respectively, on the Perron value of a 
tournament matrix. 
Suppose that we have an irreducible tournament matrix T, and let 
T(i, j) be the tournament matrix obtained from T by transposing its prin- 
cipal submatrix on rows and columns i and j (i and j are assumed to be 
distinct). Thus, the tournament associated with T(i, j) is obtained from 
that associated with T by reversing the direction of the arc between ver- 
tices i and j. What is the relationship between the spectral radius of T 
and that of T(i, j)? Note that while T is irreducible, T(i, j) may be not be, 
so our discussion necessarily centers on the spectral radius-the maximum 
positive eigenvalue, by Perron-Frobenius theory- instead of on the Perron 
value. In terms of round robin competitions, the question above amounts 
to asking how the outcome of the game between players i and j affects 
the overall closeness of the ranking of the players, at least in the case that 
T(i, j) is irreducible. 
Certainly this is a complicated problem, since the spectral radii of T 
and T(i, j) will depend on many factors, not just on the entries in positions 
(i,j) and (j,i). N evertheless, it is possible, under certain hypotheses, to 
answer this question without having to calculate the spectral radii of T 
and T(i,j). For example, if T is an n x n regular tournament matrix, 
its spectral radius is (n - 1)/2, the maximum possible for a tournament 
matrix of order rz. Further, for any distinct indices i and j, T(i,j) is not 
a regular tournament matrix [since T(i, j)l, will have entries of (n + 1)/2 
and (n - 3)/2] and hence the spectral radius of T(i,j) will be less than 
(n-1)/2. SoifT is regular, the spectral radius of T always exceeds that of 
T(i, j). Our goal in this paper is to establish other kinds of conditions on 
the tournament matrix T and the indices i and j under which we will be 
able to determine whether the spectral radius of T exceeds that of T(i,j) 
or not. Loosely speaking, we expect from (1.3) that if reversing the arc 
between vertices i and j in the tournament corresponding to T tends to 
“balance” the ranking of the players, then the spectral radius of T(i, j) will 
be larger than that of T; this notion is supported by several of the results 
in this paper. 
In Corollary 2.1.1, we show that if the ith row of a tournament matrix 
T is entrywise larger than or equal to the jth row, then the spectral radius 
of T(i,j) is larger than or equal to that of T. We then use that result to 
compare the spectral radii of the members of a class of Toeplitz tourna- 
ment matrices in Theorem 2.2. In Theorem 2.3, we show that a certain 
tournament matrix S, (which is conjectured to have the minimum spectral 
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radius of any irreducible tournament matrix of order n) has the property 
that for any distinct i and j, either &(i,j) is reducible, or the spectral 
radius of S,(i, j) is no smaller than that of S,. In Theorem 3.1, we show 
that if yt and z are left and right Perron vectors for T respectively, and 
that if tij = 1 and yi/yj 2 zi/zj, then the spectral radius of T exceeds 
that of T(i,j). Finally, in Theorem 3.3 we consider tournament matrices 
T whose spectral radius yields equality in the lower bound established in 
[12], and we provide necessary and sufficient conditions on i and j so that 
the spectral radius of T(i,j) is less than (respectively, larger than, equal 
to) that of T. 
In the sequel, we will need the following notation: If M is a square 
nonnegative matrix, we will denote its spectral radius by r(M); in the case 
that M is irreducible, r(M) is, of course, the Perron value of M. The 
ith standard unit vector in Rn will be denoted by ei(n), the zero vector 
in W” will be written o,, and we will suppress dependence on n whenever 
the context allows. Given two nonnegative matrices (or vectors) X and 
Y, of the same size, we will say that X dominates Y, and write X > Y, 
if the inequality holds entrywise; in the case that the inequality is strict 
for every entry, we will write X > Y. Throughout, we will also use some 
terminology and basic concepts of the theory of nonnegative matrices; see 
[20] for background on this material. 
Finally, we remark that [13] also treats an arc reversal problem for 
tournament matrices. That paper starts with a tournament matrix T, and 
determines a formula for the minimum number of arcs in the directed graph 
associated with T whose reversal results in a reducible tournament matrix. 
2. CONDITIONS UNDER WHICH r(T) 5 r(T(i, j)) 
Our technique for analysing the spectral radii of T and T(i, j) rests on 
the use of Schur complements; the following formula can be found in [9]. 
PROPOSITION 2.1. Suppose that M is a square matrix which can be 
partitioned as 
M= 
where A is square and nonsingular. Then 
det M = det A det (D - CA-‘B). 
The matrix D - CA-IB is called the Schur complement of A in M; 
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the next result applies the Schur complement to the problem of finding the 
spectral radius of a nonnegative matrix. 
PROPOSITION 2.2. Suppose that 
A B 
M= [tl C D 
is a nonnegative matrix such that r(M) > r(A). Then r(M) is the unique 
solution to the equation 
r(iD+-$C(I-iA)-‘B) =I 
on the interval p > r(A). 
Proof. For any p > r(A), p1 - A is invertible, and its inverse is the 
nonnegative matrix Cj”,O(l/$+‘)Aj. Suppose for concreteness that D is 
k x k. By Proposition 2.1, if p > r(A), we have 
det (M - ~1) = det (A - ~1) det [D - pl - C(A - pl)-lB] 
From (2.1) we see that for p > r(A), p is an eigenvalue of M if and only 
if (l/p)D - I + (l/p2)C[1 - (l/p)A]-lB is singular, i.e. if and only if 1 
is an eigenvalue of the nonnegative matrix F(p) = (l/p)D + (l/p2)C[I - 
(l/p)A]-lB. N ow r(M) is an eigenvalue of M, so r(F(p)) 2 1 when 
p = r(M). Since for p > r(M) the nonzero entries of F(p) are strictly 
decreasing functions, r(F(p)) must also be strictly decreasing for p > r(M). 
Further, r(F(p)) is a continuous function of p (this follows from Appendix 
D of [9], for example). If r(F(p)) > 1 when p = r(M), then for some 
p’ > r(M), we would have r(F(p’)) = 1. But then p’ would be an eigenvalue 
of M which exceeds r(M), a contradiction. Hence r(Q)) = 1 when 
p = r(M). Since r(F(p)) is strictly decreasing for p > r(A), it follows that 
r(M) is the unique solution to r(F(p)) = 1 on p > r(A). ??
THEOREM 2.1. Suppose that T is an irreducible n x n tournament 
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matrix with spectral radius pl, and that T can be partitioned as 
where u and w are both (n - 2)-vectors. Let C(p) = [I - (l/p)A]-l GOT- any 
p > r(A). Then 
(i! r(T) > r(T(n-Ln)) i;fand only i;fu:Z(p~)(l -v) < w:C(pl)(~ -u), 
and(i4 r(T) = T(T(n.-Ln)) zf and only zfu C(p~)(f -TJ) = v C(&(I -u), 
(iii) r(T) > r(T(n-1, n)) if and only if vtC(pl)( 1 -u) < utC(pl)(l -w). 
Proof. Since A is a principal submatrix of T(n - 1, n), it follows that 
r(T(n - 1, n)) > r(A). First, we suppose that r(T(n - 1, n)) > r(A). Since 
T is irreducible, we have p1 > r(A) (this follows from (9, Theorem 8.4.5]), 
so applying Proposition 2.2, we find that r(T) is the unique solution on 
p > r(A) to the equation 
or equivalently, to r(Ml(p)) = 1, where 
Ml(P) = 
i 
-+(p)(f - u) -+u’C(p)(f -w) + 5 
-$w’c(p)(l -u) +w’c(p)(l -w) 1 . 
Similarly, r(T(n - 1, n)) is the unique solution on p > r(A) to the equation 
r(M(p)) = 1, where 
Mz(P) = 
-+(P)(~ - u) 
-+w’E(p)(l - u) + 1 
-+(P)(~ - w) 
p $w4(l -u) . 1 
Now for any nonnegative numbers a, b, c, and d and any positive x, we find 
from the quadratic formula that 
r ([ z bix]) >r([ c:, i]) (respectively=,<) 
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if and only if c > b (respectively c = b, c < b). It follows that if 
~‘C(pi) (1 -u) < w%(pi)(l -u), then 1 = r(Mr(pi)) > r(M&)), which 
implies that the solution to r(Mz(p)) = 1 on the interval p > r(A) must be 
strictly less than pi. In other words, u”C(pi)( 1 - V) < &(pi)( 1 - U) 
implies that r(T) > r(T(n - 1,n)). S’ iml ar ‘1 arguments reveal that if 
utC(pi)(l - V) = wtC(pr)(l - U) then r(T) = r(T(n - l,n)), and that 
if utC(pi)(l -v) > wtC(pi)(l -u) then r(T) < r(T(n - 1,n)). 
Now suppose that r(T(n - 1, n)) = r(A). Then necessarily, T(n - 1, n) 
must be reducible (this also follows from [9, Theorem 8.4.51). Prom the fact 
that T is irreducible, we find that ut # o and ‘1~ # 1. If A is irreducible, 
then the only way for T(n - 1, n) to be reducible is for ut to be o or w to be 
1. Thus, A irreducible implies that u”C(pi)( 1 - w) = 0. Further, in that 
case, Wpr)(~ - ) u is either wtC(pr)l or ltC(pl)(l - u), both of which 
are positive, so that u”C(pi)(1 - w) < wtC(pi)(l - u). If A is reducible, 
it follows from the F’robenius normal form for A and the fact that A is a 
tournament matrix that A is permutationally similar to a matrix of the 
form 
Ti J ... J 
0 T2 J 
, 
. . . : 
0 0 ..’ Tk 
where TI,... ,Tk are irreducible tournament matrices (not necessarily of 
the same size). Permuting if necessary, we can suppose without loss of 
generality that T(n - 1, n) has the form 
‘Tl J ... J 1 -u1 l-01 
0 T2 J 1 - u2 l-212 
. . : 
0 0 ... Tk 1 -uk 1 -?& 
4 u; . . . 4 0 0 
.vE w; . . . 4 1 0 
(here ut = [zL~] . . . Iu”,], and similarly for v”). If ui # o, then w must be 1: 
otherwise T(n-1, n) is irreducible; it then follows that 0 = utC(pi)(l -w) < 
w?qpr)(l - u) = l?qpi)(l - u). If uE = o, then vi # o, otherwise T is 
reducible; in that case w must be 1: otherwise the principal submatrix 
of T(n - 1, n) obtained by deleting row n - 1 and column n - 1 is irre- 
TOURNAMENT MATRICES 187 
ducible, which would imply that r(T(n - 1, n)) > r(A). Thus, we find once 
again that 0 = u”C(pi)(1 - w) < r?C(pi)(l - u) = ItC(pr)(l - u), which 
completes the proof. ??
COROLLARY 2.1.1. Suppose that T is an irreducible tournament ma- 
trix. If the ith row of T dominates the jth row of T, then T(i,j) is also 
irreducible, and r(T) 2 r(T(i, j)), with equality holding if and only if the 
i th and j th rows of T differ only in the j th column. 
Proof. Since the ith row of T dominates the jth, the fact that tii = 0 
implies that tji = 0, and hence tij = 1. It follows that T is permutationally 
similar to the matrix 
where u > ‘u, r(T) = r(T), and r(T(i,j)) = r(T(n - 1,n)). Let r(T) = 
~1. Since T is irreducible, its spectral radius exceeds that of any of its 
principal submatrices. Therefore pr > r(A), and so the matrix C(pi) 
= [1 - (l/pi)A]-l is nonnegative. Thus, since u >_v, z?C(pr)(l - V) 
> wtC(pr)(l - u), and so by Theorem 2.1, r(T) = r(T) 5 r(T(n - 1,n)) 
= r(T(i, j)). 
If u dominates u, but is not equal to u, then ut 1 > ut 1, and hence 
u”( 1 - v) > v”( 1 - u). Consequently, 
so that r(T) < r(T(i,j)). C onversely, if u = u, then T is permutationally 
equivalent to T(n - l,n), and it follows that r(T) = r(T(i,j)) if and only 
if the ith and jth rows differ only in column j. 
Finally, if T(i,j) is reducible, then there is a permutation matrix P 
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such that 
PT(i,j)Pt = 
TI J H--l 0 T2 and PTPt= [e], 
where X is a (0,l) matrix with a single nonzero entry. Thus we have 
r(T(i,j)) = max{r(Tl),r(T2)} < r(T) (the last because T is irreducible), 
contrary to the conclusion above. Consequently, T(i, j) must be irreducible. 
W 
In light of our interpretation of the spectral radius of a tournament 
matrix as a measure of the closeness of the ranking of the players, Corollary 
2.1.1 makes intuitive sense. If the ith row of T dominates the jth, then 
T corresponds to a competition in which player i not only defeats player 
j, but also defeats any player whom player j defeats. In this situation 
player i should be ranked above player j. However, in the competition 
corresponding to T(i, j), player j defeats player i, and we expect that will 
help to “balance out” the ranking of the players. This intuitive notion 
is reinforced by the conclusion of the corollary, which implies that the 
variation of the ranking vector for T(i, j) is no larger than the variation of 
the ranking vector for T. 
A square matrix M is a Toeplitz matrix if 
?ll+j = 
{ 
mi,j-i+l if j>i, 
mi-j+i,i if jii, 
-i.e., if its (i,j) entry only depends on i - j. In particular, any Toeplitz 
matrix is fully specified by its first row and column. If a square matrix 
is both a tournament matrix and a Toeplitz matrix, it follows that such a 
matrix is completely determined just by its top row. 
For any n, k and e with 0 5 C 5 n/(k + 1) - 1, let T,,k,e be the Toeplitz 
tournament matrix of order n whose top row is given by 
[ 0 1: 0: 1 0: 1 . . . 0: 1 &(rc+e)(e+1)], 
where there are k + e ones in that row. Thus T,,k,e has the following form: 
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k k 
k - 
{ 
k 
{ 
k I 
k 
n-kt- 
k-t-1 
. r 
31 l...l oo...o 
DO 1 l’..lOO... 
DO 0 11 
‘. 
0 
: 
tI 
1 ‘.. 
1 
1 
cl 
1 
1 
fJ 
1 ‘._ 
1 ‘.. 
: ‘... . 
..l 0 0 
‘. 
189 
c n-kt-k-t-l 
lOO...O l...O o...o 1 0 
010 o...o l...O o... 0 1 
..o 1 0 0 . 0 1 . . . 0 0 . ..o 1 0 . ..o n-kt- 
.. ._ k-t-1 
0 1 1 ... 1 ... 0 
k 
k 
.,. 1 
1 l...l J 0 o...oo 
-- 
k k 
Corollary 2.1.1 will allow us to compare the spectral radii of these matrices 
for different values of C when n and k are fixed. 
THEOREM 2.2. Fix n and k such that 1 5 k 5 n - 2. Then for each 
1 < C 5 n/(k+l)-1 we have r(T,,k,e-1) < r(Tm,k,e). Further, equality holds 
if and only if either k = 1 and C = (n - 2)/2, or 1= 1 and k = (n - 2)/2. 
Proof. First, note that T,+,l_r is irreducible, since its directed graph 
contains the Hamilton cycle 1 -+ 2 + .. . + n -+ 1. From the Toeplitz 
tournament structure of T,+,C_r, we find that if i 5 j, the (i,j) entry of 
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T&e-l is 
I 1 if l<j-i<k, 1 if j - i = p(k + 1) - 1 for some 2 5 p 5 l, while if i > j, 0 otherwise, 
the (i,j) entry of Tn,,+,l_i is 
0 if l<i-jlk, 
0 if i - j = p(k + 1) - 1 for some 2 5 p 5 ! . 
1 otherwise 
We claim that for each 1 5 i 5 n + 1 - (k + l)(fJ + l), the ith row of 
T&l-i is dominated by the (k + l)(e + 1) + i - lth row of T,,k,e_i. To 
see the claim, fix such an i, and note that if j < i, then the ((k + l)(e 
fl) + i - 1,j) entry of the matrix is a 1. If i < j < (k + l)(a + 1) + i - 1, 
the ((k + l)(! + 1) + i - 1,j) entry is a 0 only if 1 5 (k + l)(! + 1) + i - 1 
-j 5 k or (k + l)(! + 1) + i - 1 = p(k + 1) for some 2 5 p 5 f?. In the 
former case, we find that j - i > (k + l)(e + 1) - 1 > p( k + 1) - 1 for any 
2 5 p 5 e, and in particular, j - i > k, so that the (i,j) entry of T,,k,e-r 
must be 0; in the latter case, we find that j - i = (k + l)(e + 1 - p) for 
some 2 5 p < e, so that the (i, j) entry of T,,k,e-i must be 0. Finally, if 
j > (k + l)(l+ 1) + i - 1, th en the (i,j) entry of T%,k,e_i is a 0. Thus, 
row (k + l)(e + 1) + i - 1 dominates row i, as claimed. We note that if 
(k + l)(e + 1) 5 n - 1, then row 1 and (k + l)(e + 1) differ in at least two 
positions: the first and (k + l)(e + 1) + lth. 
Let To = T,,k,e_l and for each 1 < i < n + 1 - (k + l)(l f l), let Ti be 
defined inductively by the relation Ti = T,_l(i, (k+l)(~+l)+i-1). We find 
thatforeachl si<min{n+l-(k+l)(!+l),(k+l)(~+l)-l},wehave 
efTi--1 = @o 5 etk+r)(i+i)+i-rTo = e~k+i)(e+r)+i_r~-r, and so aPPIYing 
Corollary 2.1.1 successively yields r(Ti_1) 5 r(Ti) for each such i. Further, 
if,min{n+1-(k+l)(~+1),(k+l)(~+1)-1}<i~n+1-(k+l)(~+l), 
it foilows that eiZ--i 5 efTo 5 e~k+i)(e+i)+,.._iTo = etk+r)(e+i)+i_iq-i. 
Again, applying Corollary 2.1.1 successively, we find that r(Ti_1) 5 r(Ti) 
for these values of i as well. 
In particular, we have r(T,,k,e_i) = r(T0) < r(Tl) 5 .. . 5 
r(Tn+l_(k+l)(~+l)) = r(T,,,q). Note that if (k + 1) (e + 1) < n, then since 
rows 1 and (k + l)(!+ 1) + 1 differ in two positions, T(To) < r(Tl) by Corol- 
lary 2.1.1. Thus, if r(T,,k,e_i ) = r(T,,k,e), then necessarily (k + l)(e+ 1) = 
n. Further, if k > 2 and e 2 2, then et,i?,9k,e_i and eiT,,k,e-i differ 
in at least two positions (positions 1 and k + 3), so that r(T,,k,e-1) < 
r(T,,k,e-i(l,n)) = r(T,,k,e). Thus r(T,,k,e-1) = r(%,k,e) only if either 
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k = 1 and C = (n - 2)/2 or C = 1 and Ic = (n - 2)/2. Conversely, it is 
not difficult to see that if either k = 1 and e = (n - 2)/2, or e = 1 and 
Ic = (n - 2)/2, then T&QJ._~ is permutationally similar to Tn,k,e, so that 
r(Tn,k,e-l) must equal +%,rc,e). W 
The following example illustrates Theorem 2.2. 
EXAMPLE 2.1. For n = 8 and k = 1, we have the following Toeplitz 
tournament matrices: 
01000000’ -01010000 
00100000 00101000 
10010000 10010100 
T 11001000 01001010 
8,1,0 
= 
’ 
T 
8,1,1 
= 
11100100 10100101 ’ 
11110010 11010010 
11111001 11101001 
_11111100_ _11110100_ 
01010100 01010101 
00101010 00101010 
10010101 10010l01 
T 
01001010 
01001010 8,1,2 = and = 10100101 ’ T&1,3 101 0101
01010010 01010010 
10101001 10101001 
11010100 _o 10 10 10 o_ 
Calculating their spectral radii numerically, we find that r(Ts,l,o) is approx- 
imately 2.0606, T(T s,l,l) is approximately 3.1814, and both ~(Ts,l,a) and 
?-(Ts,l,~) are approximately 3.4513. Thus r(Ts,l,~) < r(T~,l,l) < r(T~,l,z) = 
r(T~,~,s), as anticipated by Theorem 2.2. 
REMARK 2.1. In [4], Brualdi and Li make two conjectures on tourna- 
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ment matrices. They conjecture that if n 2 3, the n x n tournament matrix 
s, = 
01000~~~0 
00100~~~0 
10010~~~0 
11001~~~0 
1 1 . . . 1 0 0 1 
1 1 . . . 1 1 0 0 
has the minimum possible spectral radius for any irreducible n x n tourna- 
ment matrix, and that for even values of n, the matrix 
T Tt + I 
Z,= I$-1 -t T T ’ 
where T is the square (tournament) matrix of order n/2 with zeros on and 
below the diagonal and ones above the diagonal, has the maximum possible 
spectral radius for an n x n tournament matrix. [Note that if n is odd, 
the maximum spectral radius is (n - 1)/2 and is attained by any regular 
tournament matrix of order n.] The matrix Bn is an example of an almost 
regular tournament matrix-i.e., a tournament matrix of even order n, half 
of whose row sums are n/2, and half of whose row sums are (n - 2)/2. 
(It follows from a result of Harary and Moser [S] that any almost regular 
tournament matrix of order 4 or more is irreducible.) 
The class of matrices T,,l,e, 0 5 k’ 5 [(n - 2)/2J, has an interesting 
connection with Brualdi and Li’s conjectures. First, note that Tn,l,o is 
equal to S,. Further, if n is odd, then Tn,l,(n_-3)/2 is a regular tournament 
matrix. If n is even, letting P be the permutation matrix of order n given by 
we find that PtT,,i,(,_z)/z P = %i. According to Theorem 2.2, r(Sn) = 
r(T,,i,e) < r(T,,lJ < . . . < T-(T,,~,~(~._~),~J), and this last spectral radius 
is either (n-1)/2 or r(Bn) according as n is odd or even. Thus the spectral 
radii of T,,l,e’s increase from the conjectured minimum possible value up 
to the conjectured (indeed actual, if n is odd) maximum possible value. 
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As mentioned above, the matrix S, is conjectured to minimize the spec- 
tral radius over the class of irreducible tournament matrices of order n. In 
[5] the conjecture was verified numerically for 3 I n 5 8, and it was 
shown that r(Sn) < 2.5 for all n. While we are unable to show that S,, 
yields a “global minimum” for the spectral radius in the class of irreducible 
tournament matrices, the next theorem gives a result which is a “local min- 
imum” analogue. 
THEOREM 2.3. Suppose that n 2 4, and fix indices i and j such that 
1 5 j < i 5 n. If j = i - 1, then S,(i, j) is reducible, while if j # i - 1, 
then &(i, j) is irreducible and r(Sn) < r(Sn(i, j)). Further, equality holds 
if and only if n = 4. 
Proof Evidently S,(i, i-l) is reducible. If j # i-l and (i, j) # (n, l), 
then the directed graph associated with S,(i, j) contains the Hamilton cycle 
1+2+3-+... + n + 1, while if (i, j) = (n, l), the directed graph 
associated with Sn(i, j) contains the Hamilton cycle 1 4 n -+ 2 + 3 -+ 
. . . --t n - 1 -+ 1. Thus S,(i, j) is irreducible if and only if j # i - 1. 
If j 2 i - 3, we see that the ith row of S, dominates the jth row 
of S,, and so by Corollary 2.1.1, r(Sn) 5 r(S,(i, j)). Further, if n 2 5, 
the inequality is strict, since rows i and j differ in at least two positions 
(namely positions j and i + 1 if i 5 n - 1, positions j and n - 2 if i = n 
and j<n-4,andpositionsn-3andn-4ifi=nand j=n-3). 
Thus, it remains only to consider the case 3 5 i 5 n, j = i - 2, and we 
start by supposing that i # n. Fix such an i and j, and let P be the n x n 
permutation matrix given by 
P = [ei-llei+llei+zl... lhlei-ski--41 . . . lelleilei-21. 
Then 
PtS,P = 
-~-, 
where 
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and MZ is a tournament matrix of order i - 3. Here Si is defined as [0], 
while Ss is defined as 
0 1 
[ 1 0 0 . 
Let pi = r(Sn), let 
A= 
and let C = [I - (l/pi)A]-‘. Notice that C has the form 
and that e;YZi = ei, the latter following from the fact that the first row of 
Mi is all zero. By Theorem 2.1, r(S,(i, i - 2)) > pi provided that 
[ei ( lt]C + > [ei 1 It -et,]E + . 
[ 1 [ 1 (2.2) 
Now the second member of (2.2) is equal to e:YZi( 1 - e2) = ei( 1 - e2) = 1. 
But 
[ei 1 lt]C * 
[ I 
> ef&(l - el) + et,Czel 
2 e”,(l - el) = 1. 
Further, equality holds in (2.2) only if i = 3 (otherwise e~J,+i+i,i_sei > 0) 
and n-i = 1 [otherwise e;Mi ( 1 - el) > 01, Thus we find from Theorem 2.1 
that r(S,(i, i - 2)) > r($), with equality holding only if n = 4 and i = 3. 
In the case i = n, a slight modification of the argument above reveals 
that r(&(n, n - 2)) 2 T(&), with equality holding only if n = 4. Finally, 
a straightforward argument shows that if n = 4, then T($) = r(&(i,j)) 
forl<j<i-2<i<4. ??
Thus we see from Theorem 2.3 that S, provides a “local minimum” for 
the spectral radius in the class of n x n irreducible tournament matrices, 
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in the sense that for any distinct pair of indices i and j, either S,(i, j) is 
reducible, or its spectral radius is no smaller than that of S,, 
3. CONDITIONS UNDER WHICH r(T) > r(T(i,j)) 
Corollary 2.1.1 gives a condition on i and j that guarantees that r(T) 5 
r(T(i, j)). The following result provides a condition under which r(T) > 
r(T(4.j)). 
THEOREM 3.1. Suppose that T is an irreducible tournament matrix 
with left and right Perron vectors yt and x respectively. If tij = 1 and 
yil~_i 1 xilxj, th en r(T(i,j)) < r(T). 
Proof Because we can simultaneously permute the rows and columns 
of both 7’ and T(i, j) without affecting their spectral radii, we may assume 
without loss of generality that i = n - 1 and j = n. Let p = r(T) and 
partition T as 
and yt and x as 
T=[m], 
[Y” (~~-1 ~~1 and 
z 
[ 1 G-1 2, 
respectively. Letting C = [I - (l/p)A]-i, we have from Theorem 2.1 that 
r(T(n - 1,n)) < r(T) if and only if utC(l - v) < vtC(l - u), From the 
fact that TX = px, we find that AZ + CC,-1(1 - u) + xn(l - v) = p?~ and 
that u% + 2, = px,_i. Thus Z = (l/p)[x,_lC(I - IL) + z,C(I - v)], and 
it follows that 
_ = P+utC(l -v) G-1 
5, p2 - uq1 -IL)' 
[Note that p2 - utC(l - u) > 0, since both z,_i/x, and p + utC(l - w) 
are positive.] A similar calculation reveals that 
Yn-1 dC(1 - u) 
-ZZ 
Y?l p2 - utq 1 - u) . 
Since yn-l/yln 2 xn--l/xnl we have utC(l -v) < p+utC(l -v) 5 vtC(l - 
u), whence r(T) > r(T(n - 1, n)) by Theorem 2.1. H 
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Just as the entries in a right Perron vector x can be viewed as the 
relative strengths of the corresponding players, it has been suggested (see 
[16] or [18]) that the entries in a left Perron vector yt can be viewed as 
the relative weaknesses of the players. A ranking method due to Ramanu- 
jacharyula [18] proposes that for each 1 I i 5 n, the ith player in a 
round robin competition corresponding to an irreducible tournament ma- 
trix should be ranked according to the value of xi/yi-i.e., according to the 
ratio of relative strength to relative weakness. With this ranking viewpoint 
in mind, Theorem 3.1 has an intuitive appeal, since it supposes that in the 
competition corresponding to T, player i defeats player j (i.e tij = 1) and 
that under this strength-to-weakness ranking, player j is ranked no lower 
than player i, since xj/yj 2 xi/yi. The reversal of the result of the game 
between players i and j to yield T(i, j) means that now player j also defeats 
player i, which we feel should end to “unbalance” the ranking of the players 
in the competition. This intuitive notion is reinforced by the conclusion of 
the theorem, which states that r(T) > r(T(i,j)). 
The result of Theorem 3.1 also has intuitive appeal from an analyti- 
cal standpoint. It is well known (see [21, p. 3051, for example) that the 
derivative of p with respect to the (i, j) entry of T is yixj/ytx, while the 
derivative of p with respect to the (j, i) entry is yjxi/ytx. The hypothesis 
that yixj > yjxi suggests that p has more to “lose” from a small decrease 
in tij than it has to “gain” from the corresponding increase in tji. This 
notion is also reinforced by the fact that r(T) > r(T(i,j)). 
It would be nice to prove a “local maximum” analogue of Theorem 2.3 
for the matrix T ?+I 
7i&= [-t-l -t T T 
when n is even. We will make some progress towards such a result in 
Theorem 3.2, but first we require a few facts about tournament matrices. 
Given an n x n tournament matrix A, its score vector is s = Al, the vector 
of row sums. It follows from the fact that 
that sts > w, with equality holding if and only if A is regular. The 
first part of the proposition below is shown in [12, Theorem 11, and the 
second part follows from the results in [14, Section 21. 
PROPOSITION 3.1. Suppose that T is a tournament matti of order n 
with score vector s. If sts L [n3 + 4n(n - 1)2]/16, then 
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one has (i) 
r(T) L 
n-2+ d + 4(7x - 1)2 - lGds/n 
4 , (3.1) 
and 
(ii) equality hold s in (3.1) if and only if there is an eigenvector of T 
corresponding to r(T) which is a linear combination of 1 and s. 
PROPOSITION 3.2. Let T be any tournament matrix of order k 2 2, 
and let M be the tournament matrix of order 2k given by 
T Tt+I 
M= H---l ’ Tt T 
Let x be a Perron vector of M, partitioned as 
where < and 77 each have k entries. Then any entry in < is larger than any 
entry in 17. 
Proof. We begin by remarking that M is irreducible, since it is almost 
regular. Let p = r(M); it follows from [12, Corollary 1.41 that p > (k - 
1 + @q/2, so that p2 - (k -1)~ - (k - 1)/2 2 0. Also note that 
(2k - 1)/2 > p. 
From the equation Mx = px and the fact that T is a tournament matrix, 
we find that T[ + (Jk - T)q = p< and (Jk - Ik - T)< + Tq = p77. Thus, 
T(5 - rl) = /% - Jv = (J - Ot - M, and it follows that n = (J - pI)-l 
[(p + 1)I - J]C. Now 
(J - PI)-’ = 1 
p(&-J-+ 
and this yields 
(3.2) 
From (3.2), we see that the maximum entry in n corresponds to the mini- 
mum entry in [. Thus any entry in [ is larger than any entry in 17 if and 
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only if c > q. Further, < > 77 if and only if 
1Y 
E > (2p + l)(k - p) l. 
Suppose that p2 - (k - 1)~ - (k - 1)/2 = 0. Then by Proposition 3.1, 
z is a linear combination of 12k and the score vector of M, 
[ I (k “‘:,lk ’ 
Thus, < = elk for some (Y > 0, and since (2~ + l)(k - p) > k, it follows 
that t 
E > (2p + :);k - p) I. 
Next, suppose that p2 - (k - 1)~ - (k - 1)/2 > 0. Prom (3.2), we have 
l$ = 
pfl-k 
k-p 
I?$. 
Since T(< - 77) = p[ - 577, we find that 
T(J - rl) = PC - p;~pk’(l’E)l. 
This, with (3.2), yields 
{ [p2 - (k - l)$ - T}(J - 71) 
= [p2 - (k - 1)~]5 - [p2 - (k - l)p]rl - PC + p+l-k k_p (l”r>l 
= (p2 - kp)E - [P” - (k - l)p] - 
+ P;!,k(qI 
= [2p2 - 2(k - 1)~ - (k - l)][. 
Since p2-(k-1)p > (k-1)/2 > r(T), it follows that { [p”-(k-l)p]l-T}-’ 
is a nonnegative matrix which dominates { l/[p2 - (k - l)p]}lk. Further, 
[2p2 - 2(k - 1)~ - (k - l)]< > ok, and so 
< - 77 = {[p” - (k - l)p]l -T}-’ [2p2 - 2(k - 1)~ - (5 - l)][ 
> 2~~ - 2(k - 1)~ - (k - I)[ > - 
p2 - (k - 1)~ 
0 . k 
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Thus, 5 > q, which completes the proof. 
THEOREM 3.2. Let T be any tournament matrix of order k 2: 2, and 
let M be the tournament matti of order 2k given by 
T Tt+I 
M= H-1 Tt T 
If k + 1 5 i 5 2k, 1 5 j 5 k, and mij = 1, then r(M) > r(M(i, j)). 
Proof. Note that M is irreducible, since it is almost regular of order 
at least 4. Let z be a right Perron vector of M, partitioned as 
where e and n each have k entries. By Proposition 3.2, we have qa/[b < 1 
for any 1 5 a, b 5 k. Let yt be a left Perron vector of M, partitioned as 
[at 1 ~~1, where CJ and T also have k entries each. Applying Proposition 
3.2 to Mt, it follows that ra/q, > 1 for any 1 5 a, b I k. Now fix i and 
j as in the hypothesis of the theorem. Then yi/yj = Ti-k+r/aj > 1 > 
et-k+l/qj = t/ j x z so by Theorem 3.1, we have r(T) > r(T(i,j)). ??
Both Corollary 2.1.1 and Theorem 3.1 fix the indices i and j, and impose 
conditions on them in order to compare r(T) with r(T(i,j)). Our final 
result imposes a (strong) condition on T in order to compare r(T) with 
r(T(i,j)) for any pair of indices i and j. Recall that in Section 1, we 
remarked that if T is a regular tournament matrix, then we could assert 
that for any i and j, r(T) > r(T(i,j)). Note that the regular tournament 
matrices are a subset of the class of tournament matrices yielding equality 
in (3.1). This observation suggest that our remarks on regular tournament 
matrices might be placed in a broader context; the following result confirms 
that suggestion. 
THEOREM 3.3. Suppose that T is an irreducible n x n tournament 
matrix with score vector s, and that 
r(T) = 
n - 2 + n2 + 4(n - 1)2 - 16&s/n 
4 
Fix any i and j such that tij = 1. Then 
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(i) r(T) > r(T(i,j)) if and only ifsi < sj, 
(ii) r(T) = r(T(i, j)) T d I ‘f z an on y z rows i and j differ only in the jth 
position, and 
(iii) r(T) < r(T(i, j)) ‘f d 1 ‘f ‘th 2 an onyz e2 ersi>sj+l,orsi=sj+l 
and rows i and j differ in at least two positions. 
Proof If T is regular, then the result holds by our remarks in Section 
1 [note that only (i) applies in that case]. Consequently, we will assume 
that T is not regular, so that its Perron value, p say, satisfies p < (n - 1)/2, 
and its score vector satisfies sts > n(n - 1)2/4. 
Since T yields equality in (3.1), we find from Proposition 3.1 that a 
right Perron vector of T must be a linear combination of 1 and s. Let x be 
the right Perron vector of T with the property that 
xtl = 
Sts- 32gF 
. n-l 
2 p 
Writing x as a linear combination of 1 and s, 
xts = (n - 1 - p)xt 1 [which follows readily from 
and using the fact that 
(1. l)] , we-find that if 
a= 
2sts - n(n - l)(n - 1 - p) 
n(n - 1 - 2~) ’ 
then x = al +s is the desired Perron vector for T. Prom sts > n(n- 1)2/4, 
it follows that a > -(n - 1)/2. Similarly, we also find that yt = al t + 1 tTt 
=(n-l+a)l”- st is a left Perron vector for T. Thus, 
yixj-yjxi = (n-l+a-si)(a+sj)-(n-_+a---_sj)(a+si) 
= (sj - si)(n - 1 + 2a). 
Since a > -(n - 1)/2, we find from Theorem 3.1 that if si 5 sj then 
r(T) > r(T(&j)). 
Now suppose that si 2 sj + 1. Letting s be the score vector of T(i, j), 
we see that S = s + ej - ei, whence 3% = sts - 2(si - sj - 1). It now follows 
from Proposition 3.1 that 
TM&j)) L 
n-2+ n2 + 4(n - 1)2 - 16&/n 
4 
n - 2 + ,/n2 + 4(n - 1)2 - 16sts/n + 32(si - sj - 1)/n zz 
4 
> 
n - 2 + n2 + 4(n - 1)2 - 16sts/n 
4 
= T(T). 
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Further, it follows from the inequality above and Proposition 3.2 that 
r(T(i, j)) can equal r(T) only if si = sj + 1 and there is an eigenvector 
of T(i, j) corresponding to r(T(i, j)) which is a linear combination of 1 
and 3. 
Suppose that r(T) = r(T(i, j)). We then find that al + S is a Perron 
vector for T(i, j), where a is as above. Consequently, for some cx and p, we 
have Ts = cxl +fIs and T(i,j)S = al +pS. Now T(i,j) = T-eiei+ejei, so 
T(i,j)S= (T-eie;+eje:)(s+ej-ei) =Ts+Tej-Tei-sjei-ei+siej-ej 
= al + /3(s + ej-ei). It now follows from Ts = al + ,Bs that Tej - Tei = 
(p + 1 - si)ej + (sj + 1 - /?)ei. Thus the ith and jth columns (and hence 
the ith and jth rows) of T can differ only in the ith and jth positions, from 
which we conclude that those rows can only differ in the jth position. It 
now follows that if si > sj, or si = sj + 1 and rows i and j of T differ in at 
least two positions, then r(T(i, j)) > r(T). 
Finally, if rows i and j of T differ only in the jth position, an appeal to 
Corollary 2.1.1 shows that r(T(i,j)) = r(T). This complete the proof. ??
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