Abstract-We consider a fluid queue fed by multiple On-Off flows with heavy-tailed (regularly varying) On-periods. Under fairly mild assumptions, we prove that the workload distribution is asymptotically equivalent to that in a reduced system. The reduced system consists of a 'dominant' subset of the flows, with the original service rate subtracted by the mean rate of the other flows. We describe how a dominant set may be determined from a simple knapsack formulation. We exploit a powerful intuitive argument to obtain the exact asymptotics for the reduced system. Combined with the reduced-load equivalence, the results for the reduced system provide an asymptotic characterization of the buffer behavior.
I. INTRODUCTION
Over the past few decades, fluid models have gained strong ground as a versatile approach for analyzing burst-scale traffic behavior. The basic model is that of several On-Off sources, each alternating between activity phases (commonly referred to as bursts) and silence periods. When active, each source generates traffic at some constant rate.
Classical papers of Anick, Mitra, & Sondhi [2] and Kosten [19] considered a queue fed by the superposition of several homogeneous On-Off sources with exponentially distributed activity and silence periods. Subsequent work extended the model in various directions, such as heterogeneous source characteristics, several source states to account for various activity levels, or activity periods with a general Markovian structure, see for instance Kosten [20] and Stern & Elwalid [32] . Under traditional statistical assumptions, it turns out that the tail of the backlog distribution typically exhibits exponential decay.
In recent years, empirical findings have triggered a strong interest in fluid models with non-Markovian activity periods. Extensive measurements indicate that bursty traffic behavior may extend over a wide range of time scales, manifesting itself in long-range dependence and self-similarity, see Leland et al . [21] and Paxson & Floyd [27] . The occurrence of these phenomena is commonly attributed to extreme variability and long-tailed characteristics in the underlying activity patterns (connection times, file sizes, scene lengths), see Beran et al. [4] , Crovella & Bestavros [11] and Willinger et al. [33] . Fluid queues with long-tailed activity periods provide a natural paradigm for capturing these characteristics. We refer to Boxma & Dumas [9] for a survey paper.
Although the presence of long-tailed traffic characteristics is widely acknowledged, the practical implications for network performance and traffic engineering remain to be fully resolved. Analytical studies show potentially dramatic performance repercussions for infinite buffers. For moderate buffer sizes though, the impact of long-tailed traffic characteristics is not as pronounced, see Grossglauser & Bolot [14] , Heyman & Lakshman [15] , Mandjes & Kim [24] , and Ryu & Elwalid [31] . For larger buffer sizes, flow control mechanisms play a critical role in preventing badly-behaved traffic from overwhelming the buffer content, see Arvidsson & Karlsson [3] . However, the amount of backlogged traffic at the user, and thus the end-to-end quality-of-service, may still be significantly affected by longtailed activity patterns.
The effect of long-tailed traffic characteristics on buffer behavior also crucially depends on the relative amount of heavytailed traffic, in particular whether or not activity of heavy-tailed flows alone can cause the buffer to fill. Asymptotic bounds in Dumas & Simonian [12] indeed show a sharp dichotomy in the qualitative behavior of the workload, depending on whether the mean rate of the light-tailed flows plus the peak rate of the heavy-tailed flows exceeds the link rate or not. In case the link rate is larger, the workload distribution has light-tailed characteristics, whereas the link rate being smaller results in heavytailed characteristics. The exact asymptotics for the former case were recently obtained in [6] . For the latter case, the bounds of [12] indicate that one can usually identify a 'dominant' set, which is a minimal set of flows that can cause a positive drift in the buffer. As far as bounds is concerned, all other flows can essentially be accounted for by subtracting their aggregate mean rate from the link rate. Somewhat related notions are developed in Likhanov & Mazumdar [22] in the setting of Å ½ input with heterogeneous sessions.
Exact results however, have remained elusive for all but a few special cases. Results of Agrawal et al. [1] show that the 0-7803-7016-3/01/$10.00 ©2001 IEEE dominance principle described above in fact extends to the exact asymptotics in the case of a single dominant flow. This may be expressed in terms of a 'reduced-load equivalence', implying that the workload is asymptotically equivalent to that in a reduced system. The reduced system consists only of the dominant flow, with the link rate subtracted by the aggregate mean rate of all other flows. This extends results of Boxma [8] , Jelenković & Lazar [16] , and Rolski et al. [30] for multiplexing a single (intermediately) regularly varying flow with several exponential flows. Related results are derived in Jelenković & Lazar [16] and Resnick & Samorodnitsky [29] in the context of Å ½ input. Like the reduced-load equivalence, however, all these results rely on the assumption that a single active flow is sufficient for a positive drift in the buffer.
In the present paper we determine the exact asymptotics for the case where several On-Off flows must be active for the buffer to fill (under the assumption that the distribution of the Onperiods is regularly varying [5] ). From a practical perspective, this case appears particularly relevant, as the peak rate of a single flow is usually substantially smaller than the link rate. However, the rather subtle interaction of several flows that is involved in filling the buffer drastically complicates the analysis, reflecting the sharp demarcation in known results described above. We start with extending the reduced-load equivalence to the case of a reduced system consisting of several flows, using sample-path arguments. We then build on a qualitative understanding of the large-deviations behavior to obtain the exact asymptotics for the reduced system. This part of the analysis is related to recent work of Resnick & Samorodnitsky [29] on fluid queues with M/G/½ input.
The remainder of the paper is organized as follows. In Section II, we present a detailed model description. In Section III, we give a broad overview of the main results of the paper, and describe how the dominant set may be determined from a simple knapsack formulation. We also discuss the relationship between the asymptotic regime considered here ('large buffers') and a many-sources regime. Section IV gives some preliminary results. The reduced-load equivalence result is established in Section V. Section VI develops the detailed probabilistic arguments involved in deriving the tail asymptotics for the reduced system.
II. MODEL DESCRIPTION
We first present a detailed model description. We consider a queue of unit capacity fed by several flows indexed by the set Á. We assume the flows may be partitioned into two sets: Á ½ is the set of 'light-tailed' flows; Á ¾ is the set of 'heavy-tailed' flows. For the flows ¾ Á ½ we make the following assumption. Á½ · Ö Á¾ (i.e. the mean rate of the light-tailed flows plus the peak rate of the heavy-tailed flows) relative to the service rate.
In case Á½ · Ö Á¾ ½, the workload has light-tailed characteristics, whereas Á½ · Ö Á¾ ½ implies heavy-tailed characteristics. In the present paper we determine the exact asymptotics of È Î Ü in the latter case.
A. Intuitive arguments
Before formulating our main theorems, we first provide a heuristic derivation of the tail behavior of È Î Ü .
Large-deviations theory suggests that, given that a 'rare event' occurs, with overwhelming probability 'it happens in the most likely way'. In the asymptotic regime considered here ('large buffers'), the most likely way usually consists of a linear buildup of the workload, due to temporary instability of the system. In case of heavy-tailed distributions, the temporary instability typically arises from a 'minimal set' of potential causes. The minimal set corresponds to the minimal number of causes when these are homogeneous in nature. In general however, when the potential causes have heterogeneous characteristics, not only the number of them matters, but also their relative likelihood, and their relative contribution to the occurrence of the rare event under consideration.
Translated to our situation, temporary instability is most likely caused by a 'minimal set' of flows generating an extreme amount of traffic, while all other flows show roughly average behavior. These considerations give rise to the following char- The quantity Ë may be interpreted as a measure for the 'cost' associated with a temporary drift Ë : the probability of all flows in Ë being On for a time of the order Ü in steady state is roughly equal to Ü Ë . Thus, a set Ë is (weakly) dominant if the flows in Ë being On causes the drift to be positive in the cheapest possible way.
In case of light-tailed distributions, the cost minimization is usually not so simple; one then also needs to consider how long a certain positive drift must be be maintained in order for a given workload level Ü to be reached. This issue does not arise in case of regularly varying On periods, since È Ö Ü is of the same order of magnitude (up to a constant) as È Ö Ü for any constant ½. This implies that the value of the temporary drift is not relevant as long as it is positive.
B. Tail behavior of the workload distribution
We now state our main theorem. Theorem III.1: (Reduced-load equivalence)
where È Â¼´Ü µ is given by (with Â ½ Ë £ Ò Â ¼ , and
The proof of the above theorem may be found in Section V (Equation (3.1)) and Section VI (Equations (3.2) and (3.4) and the regular variation property).
Note that in case the reduced system consists of just a single flow, i.e., Ë £ £ , the tail asymptotics follow directly from Theorem II.1. This is in fact the reduced-load equivalence established in Agrawal, Makowski & Nain [1] (under somewhat weaker distributional assumptions). Note that in this case the right-hand side of (3.2) takes the form Ô £ È ´Üµ · È £´Üµ , which is consistent with Theorem II.1. In case the reduced system consists of several flows, the tail asymptotics cannot be obtained from known results. In fact, the analysis of the reduced system then poses a major challenge because of the rather subtle mechanics involved in reaching a large workload level. By definition though, the reduced system has the special feature that all flows must be On for the drift in the workload to be positive, i.e., Ö Ë £ Ñ Ò
In Section VI we determine the exact asymptotics for systems satisfying this property, yielding the integral expression given in Theorem III.1.
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C. Knapsack formulation for determining a dominant set
We now describe how a dominant set may be determined from a simple knapsack formulation (for a related optimization problem, see [22] Ö Ì · ÁÒÌ ½ ), with Ì Ë (see the definition of a dominant set). Although intriguing, this 'critical case' is not further considered in the present paper. In this case, the temporary drift may be zero for a long period of time during the path to overflow.
In case the knapsack problem has several solutions, the corresponding sets are weakly dominant (except for the critical case again). The next theorem extends the reduced-load equivalence to the case of weakly dominant sets.
Theorem III.2: (Generalized reduced-load equivalence)
Let § ¾ Á¾ be the collection of all weakly dominant sets. If
D. Homogeneous On-Off flows
We briefly consider the case of homogeneous On-Off flows as an important special case with weakly dominant sets. Assume 
E. Ã heterogeneous classes
We finally consider the important special case where each OnOff flow in Á ¾ belongs to one of Ã heterogeneous classes. We will show how an approximate solution to the knapsack problem may be obtained using a simple index rule. The approximation is in fact asymptotically exact in the many-sources regime. The proof of the above theorem can be found in [35] . [35] that an analogue of Theorem III.3 cannot hold if one considers exact asymptotics.
IV. PRELIMINARY RESULTS
In this section we collect some preliminary results which will be used in later sections. We first give a convenient representation for the stationary distribution of the workload Î . Starting point is the definition Î ´Øµ × Ù Ô ¼ × Ø ´× Øµ ´Ø ×µ (assuming Î ´¼µ ¼). Since the process ´¼ Ø µ has stationary and reversible increments (see [35] We now derive some simple bounds for the workload distri-
The first result may also be found in Choudhury & Whitt [10] . We first present a lower bound. The idea behind its derivation as follows: Î being large for some minimally-critical set ¾ Denote by AE Á the total number of flows, and let ª ¾ Á¾ be the collection of all minimally-critical sets.
We now provide a corresponding upper bound, which is somewhat more involved. The idea is as follows: Î being large essentially means that Î must be large for some minimally- Proof: See [35] .
V. REDUCED-LOAD EQUIVALENCE
In this section we give a proof of Theorem III.1. For a proof of Theorem III.2 and other extensions (such as the case with additional heavy-tailed instantaneous input) we refer to [35] .
The proofs of the complementing results for the reduced system are presented in Section VI. In order to complete the proof of the reduced-load equivalence result (3.1), it remains to be shown that a dominant set 
VI. TAIL ASYMPTOTICS FOR THE REDUCED SYSTEM
In this section we derive the tail asymptotics for the reduced system. In particular, we give a proof of Equations (3.2) and (3.4) .
For notational convenience, let be the capacity of the reduced system, let the set of flows be indexed as Â ½ AE , and denote Ö Ö Â and ´¼ Ø µ Â´¼ Ø µ. By definition, the reduced system satisfies the following two properties: (i) The On-period distribution of flow is regularly varying of index ½, i.e., ´¡µ ¾ Ê ;
(ii) All flows must be On for the drift of the workload process to be positive, i.e., ¾´Ö Ñ Ò ½ AE Ö Ö µ.
We now state our main theorem. 
A. Heuristic arguments
The proof of Theorem VI.1 is quite lengthy. Nevertheless, it is based on a simple intuitive argument: the most likely way for Î ×ÙÔ Ø ¼ ´¼ Ø µ Ø to reach a large value is that all flows have been simultaneously On for a long time. Specifically, each flow is likely to contribute through exactly one 'long' Onperiod; apart from these long On-periods, the flows show typical behavior.
The above heuristic argument may be used for computing 
The problem is thus reduced to calculating
Although the proof is based on the representation Î ×ÙÔ Ø ¼ ´¼ Ø µ Ø , it is useful to keep the original workload process ×ÙÔ ¼ × Ø ´× Øµ ´Ø ×µ in mind as well. Figure 1 shows a typical scenario leading to a large workload level (so small fluctuations are ignored) in the case of two On-Off flows.
At a certain time ¼ , the first long On-period begins. Before The figure illustrates why the analysis of the reduced system is still quite complicated:
Although the long On-periods must significantly overlap, the difference between the finishing times of these On periods can be quite large (of order Ü, hence not negligible);
Given that the observed workload is larger than Ü, it is not necessarily the case that all flows are in the middle of their long On-periods. In Figure 1 These complications do not arise if one considers a related problem, which concerns the overflow probability in a fluid queue with a finite buffer of size Ü. As is shown in a recent paper of Jelenković & Momčilović [18] , the analysis of the reduced system is then considerably simpler. It suffices to use bounds which are similar to Lemma IV.1 and Lemma IV.2, and to combine these with the asymptotic results for a single On-Off flow in Jelenković [17] and Zwart [34] . See also [22] for related issues in the fluid queue with Å ½ input.
B. Characterization of most probable behavior
In this subsection we prove some preliminary results characterizing the most probable behavior of the process ´¼ Ø µ Ø given that it reaches a large value. In particular, we formalize the following two heuristic statements, resulting in a formal version of Equation (6.1).
(i) Each flow contributes to ×ÙÔ Ø ¼ ´¼ Ø µ Ø through exactly one 'long' On-period;
(ii) Apart from these long On-periods, the flows show typical behavior.
An On-period is referred to as 'long' when larger than¯Ü, with¯some small, but positive constant. In order to formalize the above statements, we need to keep track how many of such long On-periods occur.
With that in mind, we define AE ´ µ, for intervals ¼ ½µ, as the number of On-periods of flow of which the length is contained in and which overlap (in time) with .
For compactness, denote AE ´Ù Øµ AE ´´Ù ½µ ¼ Ø µ
We now proceed with a few preparatory lemmas. First we show how to obtain an upper bound for the workload process in terms of a simple random walk. As in the proof of Lemma IV. 2 [35] . To obtain upper bounds for probabilities as in Lemma VI.1, we will frequently apply the following key lemma, which is a trivial modification of Lemma 3 in [28] . We now show that, with overwhelming probability (as Ü ½), the rare event Î Ü occurs as follows. Note that all flows are in the middle of their long On-periods between times ×´¯Ü µ and ´¯Üµ. We will show that the fluctuations of the process ´¼ Ø µ Ø away from the mean before time ×´¯Ü µ and after time ´¯Üµ can be neglected.
A formal statement is made in the next two propositions (for a proof, see [35] [35] for details.
We conclude with a brief sketch of the proof of Lemmas VI.4 and VI.5. The formal proofs are quite technical and can be found in [35] .
Under the event Â¼´¯Ü µ, ´¼ µ We have the following theorem (see [35] for a proof). The above theorem is used in proving the reduced-load equivalence (see Section V), and may be potentially useful for computational purposes. In particular, in the case of two On-Off flows, the computation of is as difficult as the computation of ½ and ¾ . Using the probabilistic interpretation of these constants readily leads to an integral expression, which can be solved explicitly when both ½ and ¾ are integer-valued. We omit the details.
VII. CONCLUDING REMARKS
We have characterized the asymptotic behavior of the workload distribution in a fluid queue fed by multiple heavy-tailed On-Off flows. The results extend previous work, like the bounds derived in [12] , and the exact asymptotics in [9] and [16] which rely on strong peak-rate conditions. As a by-product, the proofs lead to several important insights like the extension of the reduced-load equivalence established in [1] (see Section V), and a detailed understanding of the typical overflow behavior (see Section VI). In the analysis, we excluded the case where the drift may be zero during the path to overflow (see Section III-A for a brief discussion), which appears particularly interesting from a theoretical perspective.
There are several other interesting topics for further research. The methodology of Section VI is also applicable to the fluid queue with Å ½ input, as is shown [7] . We expect that other similar problems may also have become more accessible, such as related problems multi-server queues, and Generalized Processor Sharing queues. A further avenue for research is the extension of the results to the case of On-Off flows with more general subexponential On-periods, for example Weibull. Partial results in [1] indicate that the typical overflow behavior may then actually be quite different.
