Abstract-Content caching is an efficient technique to reduce delivery latency and system congestion during peak-traffic times by bringing data closer to end users. Existing works on caching usually assume symmetric networks with identical user requests distribution, which might be in contrast to practical scenarios where the number of users is usually arbitrary. In this paper, we investigate a cache-assisted heterogeneous network in which edge nodes or base stations (BSs) are capable of storing content data in their local cache. We consider general practical scenarios where each edge node is serving an arbitrary number of users. First, we derive an optimal storage allocation over the BSs to minimize the shared backhaul throughput for a uncoded caching policy. Second, a novel coded caching strategy is proposed to further reduce the shared backhaul's load. Finally, the effectiveness of our proposed caching strategy is demonstrated via numerical results.
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I. INTRODUCTION
With the proliferation of mobile devices and rich-content applications, future wireless networks will have to address stringent requirements of delivering content at high speed and low latency. Various network architectures have been proposed in order to boost the network throughput and reduce transmission latency such as cloud radio access networks and heterogeneous networks (HetNets) [1] . Despite potential high rate in the new architectures, traffic congestion might occur during peak-traffic times. One approach to reduce peak traffic is to bring content closer to end users via distributed storage through out the network, which is referred to content placement or caching [2] . Caching usually consists of two phases: placement and delivery. The former is executed during off-peak periods when the network resources are redundant. In this phase, popular content is duplicated and stored in the distributed caches in the network. The delivery phase usually occurs during peak-traffic hours when the actual users' requests are revealed. If the requested content is available in the user's local storage, it can be served locally without being sent via the network. In this manner, caching allows significant throughput reduction during peak-traffic times and thus reducing network congestion [3] .
Most research works investigate the caching problem via exploiting historic user requested data to optimize either placement or delivery phases [2] , [4] , [5] . For a fixed content delivery strategy, the placement phase is designed in order to maximize the local caching gain. This gain is proportional to parts of the files available in the local storage, which is related to the cache memory. Joint content caching and transmission design has recently been studied in heterogeneous [6] , [7] and device-to-device networks [8] , [9] . In [9] , the authors study two caching policies which allow the storage of files at either small base stations or user terminals. Taking into account the wireless fading channel, a joint content replacement and delivering scheme is proposed to reduce the system energy consumption. The authors in [7] jointly optimize caching, routing and channel assignment via two sub-problems called restricted master and pricing. Cache-assisted multicast beamforming design and power allocation are investigated in [6] to reduce transmitted power and fronthaul bandwidth. These caching methods store files independently and are known as uncoded caching. The caching gain can be further improved via multicasting a fixed combination of files during the delivery phase, which is known as coded caching [3] . By carefully placing the files in the caches and designing the coded data, all users can decode their desired content via a multicast stream. Rate-memory tradeoff is derived in [3] to achieve a global caching gain on top of the local caching gain. This gain is inversely proportional to the total cache memory. A similar rate-memory tradeoff is investigated in device-to-device (D2D) networks [10] and secrecy constraint [11] . In [12] , the authors study the tradeoff between the cache memory at edge nodes and the transmission latency measured in normalized delivery time. The rate-memory tradeoff of multi-layer coded caching networks is studied in [13] , [14] .
The above-mentioned papers consider symmetric networks with identical user demands and cache capabilities, which might be in contrast to realistic scenarios, e.g., HetNets, in which the number of user requests can be arbitrary. It is worthy to highlight that the base stations (BSs) in HetNets (marco-, micro-, pico-) have various capabilities to serve the users with non-uniform distribution. For example, a BS serving an office building tends to have heavier traffic load than the one in a residential area. From the system perspective, it is demanding to plan more network resources (backhaul capacity, storage memory) to an area with higher statistic user demands. In this paper, we investigate cache-assisted HetNets in practical scenarios, in which each BS can serve an arbitrary number of user requests. Our goal is to optimally allocate the storage memory across the BSs and design a caching strategy to minimize the shared backhaul's traffic. Our contributions are as follows:
• Firstly, we derive the required backhaul rate that each BS needs to serve its users for a given storage memory.
• Secondly, based on the derived rate, the storage allocation is optimized to minimize the aggregated throughput on the shared backhaul link under an uncoded caching approach. The optimal solution shows that it is more beneficial to allocate larger cache memory for BSs which are serving more users. Our method is fundamentally different from [15] because of following reasons. First, we investigate rate-memory tradeoff performance, while [15] considers failure probability. Second, we consider general wireless network architectures. On the other hand, [15] focuses on multiple-input single-output system. • Thirdly, we propose a novel coded caching strategy and the corresponding storage allocation to further reduce the shared backhaul's traffic load. Numerical results demonstrate a significant gain of the proposed caching strategy. The rest of this paper is organised as follows. Section II presents the proposed storage allocation with uncoded caching policy. Section III presents the proposed coded caching. Section IV shows numerical results. Finally, Section V concludes the paper.
II. STORAGE ALLOCATION WITH UNCODED CACHING
We consider a cache-assisted HetNet in which a data centre serves users via distributed BSs, as depicted in Figure 1 . The BSs connect to the data centre via a error-free, bandwidthlimited shared link. Each BS serves a number of users via wireless channels simultaneously. It is assumed that adjacent cells operate in orthogonal frequencies, thus inter-cell interference is negligible. At every time instance, each user requests a file from a library with the size of F files. Each file has equal length of B bits. Denote by K the number of BSs and by n k ∈ N + the number of users served by BS k. Denote N K = {n 1 , ..., n K } as the users profile. The total number of users is equal to N = K k=1 n k . Without loss of generality, we assume that n i ≤ n j for i < j. In order to leverage the shared link's load, each BS is equipped with a storage memory. Let M k be the storage size of BS k. For convenience, the storage memory is normalized by the file length B. The total storage memory in all BSs is
Our objective is to minimize the aggregated request rate on the shared backhaul link by optimally allocating the storage memory to the BSs. Let r k denote the request rate on the shared backhaul from BS k. The optimization problem is formally stated as follows:
where condition (1a) satisfies the total memory constraint and (1b) assures efficient use of the cache. Proposition 1: Consider the k-th BS equipped with a cache of size M k serving n k users. The BS uses the uncoded caching strategy to cache the files. The backhaul rate that BS k requires to serve its users, as F is large, is calculated as follows:
Proof: See Appendix A. By using Proposition 1, the aggregated backhaul load from all BSs is equal to
Then the problem (1) is equivalent to the following problem:
s.t. (1a) and (1b).
Minimizing the objective in (4) is equivalent to maximizing
, it is straightforward to show that it achieves the maximum value at the corner point. By expressing M Σ = tF +M with M < F and t ∈ N, problem (1) achieves the maximum value at
Substituting (5) into (3) we obtain the minimum backhaul's load given as
The optimal storage allocation (5) suggests to fill as large storage memory as the library size for the BSs with more user requests. This provides important guidelines for network resources planning and optimizing in HetNets.
Without storage allocation, every BS is allocated with a memory of equal size MΣ K . By using Proposition 1, the backhaul load in this case is calculated as follows:
The rate different between (7) and (1) is computed as
It is observed that the right hand side of (8) is always ≥ 0 because n k:k≥K−t+1 ≥ n K−t . This confirms the effectiveness of the proposed storage allocation. The equality in (8) holds
III. PROPOSED CODED-CACHING STRATEGY
In this section, we propose a coded-caching strategy to further reduce the aggregated traffic on the shared backhaul. It is assumed that M Σ = tF bits 1 with t ∈ {0, 1, 2, . . . , K} . This assumption is in line with practical scenarios because the storage memory usually takes a discrete value as a power of
denote a storage allocation scheme with
It is straightforward to verify that M K in (9) satisfies the storage constraint at every BS and the total memory constraint. Theorem 1: Consider a cache-assisted HetNet with K BSs and the user profile N K = {n 1 , ..., n K }, e.g., BS k is serving n k users. The aggregated backhaul load under M K is given as
Proof: We first consider placement and delivery phases as follows:
A) Placement phase: Following M K in (9), all BSs k ≥ K − t + 2 has a storage size of F and therefore can store all the files in their cache. The placement phase for BS k with 1 ≤ k ≤ K − t + 1 is executed as following. Each file is divided into N t K−t+1 k=1 n k subfiles of equal size as:
Then each BS k stores n k F subfiles in its cache Z k as following:
The total volume of the subfiles cached in BS k is equal to F n k × 1 N = M k which satisfies the memory constraint. B) Delivery phase: Each user requests a file by sending a request to the data centre. We note that all user requests in BS k ≥ K − t + 2 can be served directly from their cache without any cost for the shared backhaul. Therefore, it is sufficient to consider the BS k with
of the requested file W d kj . Therefore, BS k needs to request n k (N t − n k ) other subfiles from the data centre.
In order to serve the request d kj , the data centre broadcasts U kj ⊕ V kj to the BSs, where ⊕ indicates element-wise XOR operation. This process is repeated until k = K − t. Since there are n k user requests in BS k, the data centre needs to send
j=k+1 n j combinations of subfiles over the shared backhaul. Taking into account the fact that each subfile is of length 1 Nt , the aggregated backhaul throughput is given as
Now we will show that all users can receive the requested file from the above delivery strategy. After the first K k=2 n k transmissions, all BSs received Y 11 = U 11 ⊕ V 11 . Note that 
after which all BSs recover their requested files. The detailed placement and delivery phases are given in Table I for BSs k with 1 ≤ k ≤ K − t + 1. Note that BSs k > K − t + 1 has a storage memory of F , thus can serve its users locally without causing any backhaul traffic.
The example below will provide details on how the proposed caching strategy works.
Example 1: Consider F = 4, K = 3, user profile N 3 = {1, 1, 2}, and storage allocation M 3 = {1, 1, 2}. For simplicity, let us denote the files as A, B, C, and 
Each file is divided into four subfiles as follows:
The subfiles are stored at three caches as:
In the delivery phase, the users send a request {A, B, C, D} to the data centre. First, the data centre constructs vectors V 11 
Proof: See Appendix B Corollary 2: The backhaul's load of the proposed caching strategy for the i.i.d user request n k = n, ∀k is given as
The result of Corollary 2 is obtained directly from Theorem 1 by substituting n k = n, ∀k. In the special case n = 1 and M Σ = F bits, the proposed scheme achieves the backhaul's load
, which is always less than or equal to backhaul's rate
IV. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we demonstrate the effectiveness of the proposed caching strategy via numerical results. For reference, we also present the benchmark, which employs uncoded caching policy and allocates equal storage memory
The backhaul load of the benchmark scheme is given in (7) . For ease of demonstration, we use benchmark and proposed to indicate the benchmark and proposed caching strategies in the figure, respectively. Note that the coded caching in [3] is not applicable in context of HetNets because it is designed for identical user requests. Figure 2 shows the aggregated backhaul's load of the proposed caching schemes and the reference scheme for various cache sizes. The data centre with library of F = 30 files distribute content to N = 15 users via K = 5 BSs. It is shown that the proposed caching schemes significantly reduce the backhaul traffic. In particular, at an average cache size of 20 files, the proposed coded caching scheme reduces 75% the backhaul load compared with the benchmark scheme, while the proposed scheme with the uncoded caching degrades the backhaul load by 33%. When the average cache size is equal to 0 or F , the three schemes achieve the same backhaul load because the caches are either empty or full. Figure 3 present results for a highly asymmetric user profile N K = {1, 1, 1, 1, 11}. In this case, the proposed schemes save 95% and 67% of backhaul load with coded and uncoded caching strategies, respectively. Figure 4 presents the shared backhaul load for different number of BSs. It is shown that the proposed coded caching schemes achieve more gain as the number of BSs increases.
V. CONCLUSIONS
We investigated cache-assisted heterogeneous networks with arbitrary number of user requests. We derived an optimal storage allocation under the uncoded caching policy to minimize the aggregated backhaul load. Furthermore, we proposed a novel coded caching scheme and the corresponding storage allocation to further reduce the shared backhaul traffic. Numerical results demonstrated the effectiveness of our proposed caching strategies.
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APPENDIX A PROOF OF PROPOSITION 1 By using the uncoded caching method, BS k stores M k /F of every file in its cache. When a user requests a file, the BS can send directly parts of the file which is already. The subfiles which are not in the cache will be requested from the data centre via the shared backhaul link. Let (d 1 , d 2 , . .., d n k ), d j ∈ {1, ..., F }, be the requested file indexes. Since the users' requests are independent, the requested files can be either the same or different.
For any integer number m, 1 ≤ m ≤ F , there are F m ways to choose m elements out of the set of size F , which can be further expressed as 
It is observed that the library size F is usually very large and n k is small compared with F , thus
From (13) and (14) we obtain:
APPENDIX B PROOF OF COROLLARY 1
From Theorem 1 we obtain the aggregated backhaul load in this case computed as
The numerator of 16 is further expressed as follows: 
