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1. INTRODUCTION 
The Radon transform of a function f on R” is the function 3 on the space 
B of hyperplanes < in R” defined by 
3<r> = I, f(x) dm(x), (1) 
dm being the Lebesgue measure on the hyperplane r. We also write 3(0, p) 
for 3(r> if { is the hyperplane (x, w) = p where p E R, o a unit vector and 
( , ) the inner product. Radon [7] (see also John [3a]) showed that f can be 
recivered from $ by means of a simple inversion formula. The support 
theorem (Helgason [2b, c]) states that for f assumed suitably small at co the 
condition f(r) = 0 for all hyperplanes r outside a ball B implies f (x) = 0 for 
all x outside B. The same statement then follows immediately with B 
denoting any convex compact set since such a set is the intersection of the 
balls containing it (cf. Ludwig [4]). The support theorem implies the 
PaleyWiener theorem for the Radon transform (Helgason [2b, c]) which 
characterizes the transforms flu, p)(f E CF(R”)) as the smooth functions 
&cc, p) = ~(-0, -p) of compact support satisfying the following condition: 
For each integer k > 0 
I v(w P)P~ dp R 
is a homogeneous kth degree polynomial in cui ,..., w,, the coordinates of o. 
The support theorem immediately implies the analogous theorem for the k- 
plane transform f + 3 defined by (1) but r now denoting a k-dimensional 
plane. (In fact, a suitable family of k-dimensional planes make up a hyper- 
plane.) The case k = 1 is the so-called X-ray transform f -t3 and the 
support theorem implies that if 3(r) is known for all lines I outside B then f 
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itself is known outside B. This has significance in radiography (tomography) 
where the objective is the reconstruction of a density function by means of 
certain integrals over lines. In fact, the support theorem then means that 
reconstruction outside B does not require X rays hitting B. This is of interest 
in medical applications. 
For an interesting recent survey of physical applications of the Radon 
transforms (including work of A. M. Cormack and G. N. Hounsfield in 
medicine, and of Bracewell-Riddle in radio astronomy) see Shepp and 
Kruskal [5]. 
The simple geometric definition of the Radon transform leads readily to 
various generalizations and it then becomes important to prove the analog of 
the support theorem. In the present paper we consider the analog of the 
Radon transform (1) for hyperbolic space H”, but now c is a k-dimensional 
totally geodesic submanifold of H”. This transform (and the analogous one 
for the elliptic spaces) was considered in Helgason [2a], where an inversion 
formula was proved for it, generalizing the classical Radon-John formula for 
R”. The corresponding support theorem was stated without proof in 
Helgason [2b]. Because of renewed interest in support theorems we shall 
give the proof here. The idea is similar to our proof for the case R” in [2c]; 
since that proof used the vector space structure of R”, it does not 
immediately generalize to the hyperbolic space H”. However, using a model 
of the hyperbolic space, in which the spheres are Euclidean spheres, we 
overcome this difficulty. 
Next, let X be a symmetric space of the noncompact type. The support 
theorem for the Radon transform f +$ on X (defined by integration over 
horocycles) was proved in [2d), ,Lemma 8.1 and Remark, p. 4731. Here the 
support theorem is the principal tool for proving the existence theorem 
D?(X) = C?‘(X) for an arbitrary invariant differential operator D on X. It 
also implies a Paley-Wiener theorem for the Radon transform on X. [2d, 
Theorem 8.41. For the case when X is a hyperbolic space we give here a 
more elementary proof of the support theorem for this Radon transform. 
This proof is quite similar to that of Theorem 2.1 but requires somewhat 
stronger assumptions about the decay at 00 than the original proof in [2d]. 
2. THE SUPPORT THEOREM FOR HYPERBOLIC SPACES 
Let X be a complete Riemannian manifold. For x E X let X, denote the 
tangent space to X at x and let Exp, : X, + X denote the mapping given by 
Exp,(u) = y,(l) where t + y,(t) is the geodesic in X through x with tangent 
vector u at x. A submanifold S c X is said to be totally geodesic if each 
geodesic in X tangent to S at a point lies in S. 
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We now assume X to be a hyperbolic space, that is a simply connected, 
complete Riemannian manifold of constant negative curvature. If x E X and 
Vc X, any subspace then Exp,(V) is a totally geodesic submanifold of X. 
(This can be seen by representing X as a quadric Q(x) = xi + .s. + $ - 
x:+1 = -1 in R”+ I with the Riemannian structure induced by Q on RR+‘; 
then the curvature is -1 and the geodesics in X are the nonempty inter- 
sections of X with two-planes in R”+i through the origin.) Let d denote the 
distance function for X, o the origin in X and B’(x) the closed ball with 
radius r and center x. Let S’(x) denote the corresponding sphere. 
Fix an integer k, 1 Q k < n - 1, and let = denote the set of all k- 
dimensional totally geodesic submanifolds <c X. Given a function f on X 
we define the Radon transform f by 
whenever the integral converges, dm denoting the Riemannian measure on 
the totally geodesic submanifold c. 
THEOREM 2.1. Let f be a continuous function on the hyperbolic space X 
satisfying the conditions: 
(i) For each integer m > 0, f(x) emdCoYx’ is bounded on X (d denoting 
distance). 
(ii) For some closed ball B c X 
3(r)=O if’ l does not meet B. 
Then 
f(x)=0 if x lies outside B. 
Taking B = o the theorem has the following consequence. 
COROLLARY 2.2. The k-dimensional Radon transform f -3 is one-to- 
one on the space of continuous functions on the hyperbolic space X satisfying 
condition (i) of “rapid decrease.” 
Proof of Theorem 2.1. First step. It suffices to prove the theorem for 
f E P’(X). For this we replace f by a suitable convolution 
(by * f)(x) = [ 4W f W’ .x1 4s 
JG 
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where dg is a Haar measure on the group G of isometries of X, (p is a C” 
radial function on X with support in a small neighborhood of o, and 
@(g) = q(g . o). Then p * f is smooth, satisfies (i) and 
Thus if f satisfies (ii) for a ball B with center o, cp *f satisfies (ii) for a 
slightly larger bail. Hence the theorem follows for A once it is proved for 
v*“f 
Second step. We assume now f is a radial function. As for the model 
above we take X of curvature -1. We take B in Theorem 2.1 as the ball 
BR(o). Let P denote the point in r at the minimum distance p = d(o, 0 from 
o, let Q E < be arbitrary and put 
q = 40, Qh r = d(P, Q). 
Since < is totally geodesic and P, Q are connected by a unique geodesic in X, 
d(P, Q) is also the distance between P and Q in the space r. Consider now 
the totally geodesic plane 7c through the geodesics oP and oQ. Since a totally 
geodesic submanifold of X contains the unique X-geodesic joining any two of 
its points, z contains the geodesic PQ. The angle oPQ being 90’ we have by 
hyperbolic trigonometry, 
cash q = cash p cash r. (3) 
Since f is radial it follows from (3) that the restriction f 1 < is constant on 
spheres in ‘r with center P. In geodesic polar coordinates (r, 8, ,..., 8,_ ,) 
around o the Riemannian structure of X has the form 
ds2 = dr* + (sinh r)’ da2: 
where da* is the Riemannian structure on the unit sphere in X0. The area of 
a sphere in c of radius r therefore equals R,(sinh r)k-l, where 52, is the area 
of the unit sphere in Rk. Thus (2) takes the form 
f(c) = f2, irn f (Q)(sinh r)k-’ dr. 
0 
Since f is a radial function it is invariant under the group K of isometries 
leaving o fixed. But K is not only transitive on each sphere Y(o), it is for 
each fixed k transitive on the set of k-dimensional totally geodesic 
submanifolds which are tangent to Sr(o). This is clear since the linear 
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isotropy group at o has identity component SO(n). Consequently, f(r) 
depends only on the distance d(o, 0. Thus we can write 
f@> = J’tcosh q), f(t) = &osh P) 
for certain l-variable functions F and P so by (3) we obtain 
fl(cosh it)) = 0, jrn F(cosh p cash r)(sinh r)&-’ dr. 
0 
Writing here t = cash p, s = cash r this reduces to 
f’(t) = Q, Irn F(ts)(s* - I)+“‘* dr. 
1 
(4) 
(5) 
Here we substitute u = (ts)-’ and then put v = t-l. Then (5) becomes the 
integral equation 
h(u) = 1” g(u)@’ - u’)(~- ‘)‘* du (6) 
0 
with h(v) = n-‘P(u-‘), g(u)=L?,F(u-‘)uwk. But (6) has a standard 
inversion formula (see, e.g., John [3b, p. 821) from which we obtain 
F(u-‘)zck=cu (-&)k~;(u2-v2)I*‘)~2~(u-1)dv, (7) 
where d/d(u*) stands for (1/2u) d/du. By assumption, P(v-‘) = 0 if 
0 < v < (coshR)-‘. From (7) we then conclude F(u-‘) = 0 if 
0 < u < (cash R)-’ which means f(x) = 0 for x 4 I??(o). This proves the 
theorem in case f is a radial function. 
Third step. We now reduce the general case to the case of a radial 
function. Let f E P(x) satisfy (i) and (ii). Fix x E X and consider the 
normalized integral 
F;(Y) = / ftsk. Y) dk y E x, 
K 
where, as before, K ‘is the group of isometries leaving o fixed, dk the 
normalized Haar measure on K, and g E G such that g . o = x. The K-orbit 
K . y being the sphere Sd(oVy’ (o), I;,(y) is the mean value off on the sphere 
with center x passing through g . y. The function I;, is radial and satisfies 
the decay condition (i). Moreover 
607/38/l-7 
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Let x, be the point on c closest to k-‘g- ’ . o. Then by the triangle 
inequality, 
d(o, gk e) = d(k-‘g-’ o, <) > d(o, x,) - d(o, k-‘g-’ o) 
> 4% 5) - d(g 070). 
Note that this did not require < to be totally geodesic. Thus it follows from 
(ii) that 
m = 0 if d(o, <) > d(o, x) + R. 
Since Fx is radial this implies by the first part of the proof that 
I ,/(gk. y>dk=O (8) 
if 
d(o, y) > d(o, g o) + R. (9) 
But from a picture we see that this inequality is equivalent to the inclusion 
BR(o) c Bd(o.yy g 0). (10) 
Since the integral in (8) is the integral off over Sd’“*y’(g o), Theorem 2.1 
will follow if we prove the following lemma: 
LEMMA 2.3. Let f be a continuous function on X satisfying the conditions: 
(i) For each integer m > 0, f(x) emd(u*x’ is bounded. 
(ii) There exists a number R > 0 such that the surface integral 
i f (s) d&l = 0, s 
whenever the sphere S encloses the ball BR(o). Then 
f(x)=0 for d(o, x) > R. 
Proof: Replacing f by a convolution Ed *f we see as in the first step that 
it suffices to prove Lemma 2.3 for f E P(X). Consider the unit ball 
{xER”:C : xf < 1 }, with the Riemannian structure 
ds* = p(x, ,..., x,)’ (dx; + . + dx;), (11) 
where 
P(X I,...,x”)=2(1-x;--“-x~)-‘. 
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This Riemannian manifold is well known to. have .constant curvature - 1, so 
we can use it for a model of X. It is also a familiar fact that ,in this model the 
spheres in X are the ordinary Euclidean spheres inside the ball. 
Let S = S’(y) be a sphere in X enclosing the ball BR(o) and let B’(y) 
denote the corresponding ball. Expressing the exterior X-B’(y) as a union 
of spheres in X with center y we deduce from (ii) 
lR,(y) f(x) dx = 1 f(x) d-T (12) 
X 
which is a constant for small variations in r-and y. The Riemannian measure 
ok is given by 
dx=p”dx,, (13) 
where dx, = dx, ..’ dx, is the Euclidean volume element. Let r,, and y,,, 
respectively, denote the Euclidean radius and Euclidean center of S’(y), so 
that SrO( y,) = Y(y), B’Q,) = B’(y), set-theoretically. By (12) and (13) we 
have 
I f(x,) dxo)” 47 = ccmst R,~~y 0 ) 
for small variations in r,, and yO ; thus by differentiation with respect to r. 
I s’D(y,) .m,) P(V d%(%J =0, (15) 
where do, is the Euclidean surface element. Putting f*(x) = f(x) p(x)” we 
have by (14) 
I R’o(y 0 
) j-*&J &I = const, 
‘SO, differentiating with respect to yO, we get (with ai = a/8X,) 
I Redo (aif*)(YO +xO) dxO = O* (16) 
We use now the divergence theorem 
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for a vector field F on R”, n denoting the outgoing unit normal. For the 
vector field F(x,) = f*(x, + y,) ai we obtain from (16), since 
n = r; ‘(s, ,..., sJ, 
I s,,,(o, f*(Yo + s, si due = O* 
In combination with (15) this gives 
(17) 
s 
(18) s,,,(y 
0 
The Euclidean and the non-Euclidean Riemannian structure on P(y,) differ 
by a factor p(s)‘. It follows that do(s) =p(s)“-’ do,(s) so (18) takes the 
form 
i 
f(S) p(S) Si dU(S) = 0. (19) 
S’(Y) 
Thus we proved that the function x -+ f(x)p(x) xi satisfies the assumption 
(ii) of the theorem. Since it obviously satisfies (i) we obtain by iteration, 
I 
f(S) p(S)” Si, ” Sik dU(S) = O’ 
S’(Y) 
In particular, this holds with y = 0 and r > R. Then p(s) = constant and (20) 
gives f E 0 outside BR(o) by the Weierstrass approximation theorem. This 
finishes the proof of Theorem 2.1. 
Next we consider the Radon transform f” on X given by integration over 
horocycles. If G = KAN is an Iwasawa decomposition of the isometry group 
G, A one dimensional, N nilpotent, the horocycles are by definition the orbits 
in X of the subgroup conjugate to the group N. In the open ball model of X 
used above the horocycles are the spheres tangential to the boundary and are 
permuted transitively by G. The horocycles passing through o are permuted 
transitively by the subgroup K. 
THEOREM 2.4. Let f be a continuous function on X satisfving the 
conditions : 
(i) For each integer m > 0, f(x) emd(o,x’ is bounded. 
(ii) For some closed ball B c X 
f b(u) = 0 
if the horocycle o does not meet B. Then 
f(x)==0 if x lies outside B. 
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ProoJ As before we may assume f E Cm(X). Let u0 denote the 
horocycle N . o. Then for a suitable normalization of the Haar measure dn 
on N we have 
fb(g. a,) =f f(gn .o) d% g E G. 
N 
(21) 
We first consider the case when f is radial, that is K-invariant. Since 
G = KAN it suffices to consider g = a E A in (21). But for radial f the 
integral transform 
f-jNftan. o)dn 
is inverted in Takahashi 16, p. 3291 (cf. also Godement [l, p. 5301). The 
result shows that if fb(u . cr,) = 0 for d(o, a . o) > R then f(u o) = 0 for 
d(o, a . o) > R; this is just the desired conclusion for this case. 
The reduction of the general case to the radial case via Lemma 2.3 is iden- 
tical to the third step in the proof of Theorem 2.1. Thus Theorem 2.4 is 
proved. 
Remark. As was remarked in [2d, p. 4731 Theorem 2.4 holds with (i) 
replaced by a considerably weaker decay assumption. The curvature of X 
being -1, the volume of B’(o) is of the order e(“- I)‘. For d denoting the 
Laplacian on X and r = d(o, x) consider the norm 
and let 
Y(X) = {f E C?‘(X): Iflk,m < 03 for all k, m 2 0). 
Roughly speaking, Y(X) is the set of functions on X such that A”f E L’(X) 
for all m > 0. The inversion formula for the Fourier transform on X holds 
pointwise for f E Y(X), so by [2d, p. 4731 Theorem 2.4 holds with (i) 
replaced by the condition f E Y(X). 
For n = 3 a further weakening of the decay assumption is given in [8]. 
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