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Abstract
Differentiation causes the small gaps between zeros of a given real entire function with order 1 to become
larger and the larger gaps to become smaller. In this article, we show that for the Riemann Ξ -function, there
exist 〈An〉 and 〈Cn〉 with Cn → 0 such that
lim
n→∞AnΞ
(2n)(Cnz) = cos z
uniformly on compact subsets of C. With our method, one can prove the same result for the analogues of
the Riemann Ξ -function from automorphic L-functions. For some other Fourier transforms, we have the
similar results as the Riemann Ξ -function.
© 2005 Elsevier Inc. All rights reserved.
MSC: 11M06
1. Introduction
The Riemann Ξ -function is defined by
Ξ(z) = s(s − 1)
2
π−
s
2 
(
s
2
)
ζ(s)
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Ξ(z) =
∞∫
−∞
ϕ(t)eizt dt
where
ϕ(t) = 2
∞∑
n=1
(
2n4π2e
9t
2 − 3n2πe 5t2 )e−n2πe2t .
It is known that for t ∈ R, we have
ϕ(t) = ϕ(−t).
One can see that ϕ(t) is continuous from R to R and satisfies
ϕ(t) = 4π2e 92 t e−πe2t (1 +O(e−2t))
as t → ∞. We note that the Riemann hypothesis is valid if and only if Ξ(z) has real zeros only.
For these properties of Ξ(z), see [4].
Recently, D.W. Farmer and R.C. Rhoades [2] proposed the following conjecture:
Conjecture (A). There exist sequences An and Cn, with Cn → 0 slowly, such that
lim
n→∞AnΞ
(2n)(Cnz) = cos z
uniformly on compact subsets of C.
In this paper, we prove this conjecture affirmatively. In fact, we show that Conjecture A is true
for more general cases. Namely, we have the following:
Theorem 1. Let a > 0 and b ∈ R. Let ϕ(t) be a continuous function from R to R such that
ϕ(t) = ϕ(−t) and
ϕ(t) = e−aet ebt(1 + o(1))
as t → ∞. Denote f (z) by
f (z) =
∞∫
−∞
ϕ(t)eizt dt.
Then there exist 〈An〉 and 〈Cn〉 such that Cn → 0 and
lim
n→∞Anf
(2n)(Cnz) = cos z
uniformly on compact subsets of C.
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Corollary 1. Conjecture A follows from Theorem 1.
In Corollary 1, Cn is asymptotically
2
log 2n
π
− log log 2n
π
.
We remark that in proving Corollary 1, we do not need the Riemann hypothesis.
Concerning Corollary 1, it should be interesting to note that J.B. Conrey [1] has shown that
Ξ(n)(z) has a positive proportion of its zeros on the real axis and that proportion is 1 + O(n−2)
as n → ∞.
Using Theorem 1, we can have more examples which satisfy Corollary 1. We briefly intro-
duce the analogues of the Riemann Ξ -function for the Hecke L-functions. For more details, see
[3, Chapter 7].
Let χ be a real character. Let f ∈ Sk(0(q),χ) be a cusp form. We define the analogue of the
Riemann Ξ -function for the Hecke L-function of f . Set
Ξf (z) =
(√
q
2π
)s
(s)Lf (s)
where s = k2 + iz and Lf (s) is the Hecke L-function of the cusp form f . Then we have
Ξf (z) =
∞∫
0
∞∑
n=1
a(n)e
−2πn et√
q e
kt
2
(
eizt + e−izt)dt.
Similarly, we have the following:
Corollary 2. There exist 〈An〉 and 〈Cn〉 with Cn → 0 such that
lim
n→∞AnΞ
(2n)
f (Cnz) =
eiz + ike−iz
2
uniformly on compact subsets of C.
With our method, we have the following:
Theorem 3. Let ϕ be a continuous function from R to R such that ϕ(t) = ϕ(−t) for any t ∈ R
and
ϕ(t) = Q(t)eP (t)ebt(1 + o(1))
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Q are not identically zero and the leading coefficient of P is negative. Denote f (z) by
f (z) =
∞∫
−∞
ϕ(t)eizt dt.
Then there exist 〈An〉 and 〈Cn〉 with Cn → 0 such that
lim
n→∞Anf
(2n)(Cnz) = cos z
uniformly on compact subsets of C.
In Theorem 3, we have
Cn ∼
(−am
n
) 1
2m
where a is the negative leading coefficient of P(t). It is not hard to see that the order of f (z) in
Theorem 3 is 2m2m−1 where 2m is the degree of P .
Corollary 2 and Theorem 3 say that Conjecture A might be true for more general cases. In
particular, we note that for a1, . . . , ak ∈ R, we can find b0, . . . , bk ∈ R such that
∞∫
−∞
g(t)(b0 + b1 cosh t + · · · + bk coshkt)eizt dt = g(z)(1 + a1 cos z) · · · (1 + ak cos z)
where g(t) = e−t2/2. Thus the zeros of the Fourier transform of g(t)(b0 + b1 cosh t +
· · · + bk coshkt) are not real for 0 < |a1|, . . . , |ak| < 1. But this Fourier transform satisfies Con-
jecture A. Hence it is possible that Conjecture A holds for a given entire function with order
less than 2 which is even and real on the real axis, and whose zeros are in a strip containing the
real axis. We remark that the last condition cannot be relaxed because cosh z does not satisfies
Conjecture A.
We give the idea how to prove theorems. It could be hard to show theorems in this paper using
the distribution of zeros of the function under repeated differentiation. In order to control the
function under repeated differentiation, we rather look at the Fourier transform of the function.
We then investigate the behavior of the Fourier transform at ±1 under repeated differentiation.
It gives us a way that in proving Theorem 1, we use a kind of saddle point method when we
differentiate the Fourier transform infinitely many times.
2. Proof of Theorem 1
Since ϕ(t) = ϕ(−t) for t ∈ R, we have
f (z) =
∞∫
ϕ(t)eizt dt =
∞∫
ϕ(t)eizt dt +
∞∫
ϕ(t)e−izt dt.−∞ 0 0
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f (2n)(z) =
∞∫
0
ϕ(t)(it)2neizt dt +
∞∫
0
ϕ(t)(it)2ne−izt dt
for n = 1,2, . . . . We then work on
∞∫
0
ϕ(t)t2neizt dt.
We need the following lemma.
Lemma 2.1. Then there exist 〈vn〉 and 〈wn〉 such that wn → ∞ and
lim
n→∞
∞∫
0
vnϕ(wnt)t
2neizt dt = eiz
uniformly on compact subsets of C.
By Lemma 2.1, Theorem 1 follows with
An = vni
−2n
2w2n+1n
and Cn = 1
wn
for sufficiently large n.
Proof of Lemma 2.1. We fix θ with 1/4 < θ  1/2. We set
un = 1/nθ
for each n = 1,2,3, . . . . In order to prove Lemma 2.1, we need to break up the integral as follows:
∞∫
0
vnϕ(wnt)t
2neizt dt =
1+un∫
1−un
+
∫
0<t1−un or t1+un
vnϕ(wnt)t
2neizt dt.
We will see how the proof of Lemma 2.1 goes with the sequence 〈un〉. Note that later on, we will
determine the sequences 〈vn〉 and 〈wn〉.
First we suppose that there exist 〈vn〉 and 〈wn〉 such that wn → ∞,
lim
n→∞
1+un∫
vne
−aewnt ebwnt t2neizt dt = eiz (2.A)
1−un
H. Ki / Journal of Number Theory 120 (2006) 120–131 125and
lim
n→∞
∫
0<t1−un or t1+un
vne
−aewnt ebwnt t2neizt dt = 0 (2.B)
uniformly on compact subsets of C. Using (2.A), (2.B) and
ϕ(t) = e−aet ebt(1 + o(1))
as t → ∞, it is easy to show that
lim
n→∞
∞∫
0
vnϕ(wnt)t
2neizt dt = eiz
uniformly on compact subsets of C. Then Lemma 2.1 follows.
Thus it suffices to show that there exist 〈vn〉 and 〈wn〉 with wn → ∞ such that (2.A) and (2.B)
hold uniformly on compact subsets of C.
Let D be a compact subset of C. We take a sufficiently large R > 0 such that D ⊆ {z: |z|R}.
Set
awne
wn = bwn + 2n
for sufficiently large n. Thus we can see that roughly we have
wn ∼ log 2n
a
− log log 2n
a
.
Define gn(t) by
gn(t) = aewn − bwn − aewnt +
(
awne
wn − 2n)t + 2n log t.
We can also write
gn(t) = aewn − bwn − aewnt + bwnt + 2n log t.
Hence we get
g′n(1) = −awnewn + bwn + 2n = 0.
This means that we use a kind of saddle point method so that with the following Claim 2.1, the
integral should be weighted near t = 1 gradually when we differentiate the function infinitely
many times. We set
Gn(t) = egn(t).
Note that Gn(1) = 1.
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Proof. We work on gn(t). We have
g′n(t) = −awnewnt + awnewn − 2n+
2n
t
.
Set
g(t) = tg′n(t) = −awntewnt +
(
awne
wn − 2n)t + 2n.
We note that g(0) = 2n and g(1) = 0. It suffices to show that
g(t) > 0 (for 0 t < 1), g(t) < 0 (for t > 1).
We have
g′(t) = −awnewnt − aw2ntewnt + awnewn − 2n
and so g′′(t) < 0 for t > 0. If g′(0) < 0, then Claim 2.1 follows immediately. Suppose g′(0) > 0.
Since g′(1) = −aw2n − 2n < 0 and g′′(t) < 0, there exists a unique t0 in (0,1) such that
g′(t0) = 0. Since g(0) = 2n and g(1) = 0, we can see that g(t) > 0 for 0 < t < 1. Since g′(t) < 0
for t > 1 and g(1) = 0, g(t) < 0 for t > 1. Claim 2.1 follows. 
To prove (2.A) and (2.B), it is enough to show that there exists 〈αn〉 such that
1+un∫
1−un
αnGn(t)e
izt dt → eiz (2.A′)
and ∫
0<t1−un or t1+un
αnGn(t)e
izt dt → 0 (2.B′)
uniformly on {z: |z|R}. Set
α−1n =
1+un∫
1−un
Gn(t) dt (2.1)
for sufficiently large n. Note that for n = 1,2,3, . . . , αn does not depend on R. Now we will
show that the integral is weighted in the interval [1 − un,1 + un] as n → ∞.
Claim 2.2. Let 0 < α < 1/
√
n. Then we have
logGn(1 ± α) = −α2nwn +O
(
α2n
)
.
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ex = 1 + x + 1
2
x2 +O(x3) and log(1 + x) = x +O(x2). (2.2)
Using (2.2), we get
wn logGn(1 ± α) = awnewn − bw2n − awnewn(1±α) + bw2n(1 ± α)+ 2nwn log(1 ± α)
= awnewn − awnewn(1±α) ± bαw2n + 2nwn log(1 ± α)
= bwn + 2n− (bwn + 2n)
(
1 ± αwn + 12α
2w2n +O
(
α3w3n
))
+ 2nwn
(±α +O(α2))
= −α2nw2n +O
(
α2nwn
)
.
Thus Claim 2.2 follows. 
Since u2nnwn → ∞, by (2.1), Claim 2.2 and a change of variables we obtain
α−1n ∼
√
π
nwn
. (2.3)
Using (2.1), (2.3) and the fact that √nwnu2n → 0, we obtain
1+un∫
1−un
αnGn(t)
(
eizt − eiz)dt  αnu2nReR  √nwnu2nReR → 0
and so we can see that
1+un∫
1−un
αnGn(t)e
izt dt → eiz
uniformly on {z: |z|R}. Thus (2.A′) holds uniformly on {z: |z|R}.
To finish the proof of Lemma 2.1, we will show that
√
nwn
∫
0<t1−un or t1+un
Gn(t)e
izt dt → 0
uniformly on {z: |z|R}. Using awnewn = bwn + 2n, it is not hard to show that
√
nwn
∣∣∣∣∣
∞∫
Gn(t)e
izt dt
∣∣∣∣∣= O
( ∞∫
e
−n ewn(t−1)−1
wn
)
dt → 0 (2.4)2 2
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logGn(1 ± un) = −u2nnwn
(
1 +O(1/wn)
)
. (2.5)
Using Claim 2.1 and (2.5), we get
√
nwn
∣∣∣∣
∫
0<t1−un
Gn(t)e
izt dt
∣∣∣∣√nwnGn(1 − un)eR = √nwneRe−u2nnwn(1+o(1)) → 0 (2.6)
uniformly on {z: |z|R}. Similarly, we also have
√
nwn
∣∣∣∣
2∫
1+un
Gn(t)e
izt dt
∣∣∣∣√nwnGn(1 + un)e2R = √nwne−u2nnwn(1+o(1))e2R → 0 (2.7)
uniformly on {z: |z|R}. Therefore, from (2.4), (2.6) and (2.7), we obtain
√
nwn
∣∣∣∣
∫
0<t1−un or t1+un
Gn(t)e
izt dt
∣∣∣∣→ 0 (2.8)
uniformly on {z: |z|  R}. Using (2.3) and (2.8), we can see that (2.B′) holds uniformly on
{z: |z|R}. So we are done. 
3. Proof of Corollary 2
We set
ϕ(t) =
∞∑
n=1
a(n)e
−2πn et√
q e
kt
2 .
We note that a(1) = 1 and we have
ϕ(t) = e−2π e
t√
q e
kt
2
(
1 + o(1))
as t → ∞. Using Lemma 2.1, there exist 〈vn〉 and 〈wn〉 such that wn → ∞ and
lim
n→∞
∞∫
0
vnϕ(wnt)t
2neizt dt = eiz
uniformly on compact subsets of C. Hence we obtain
lim
n→∞
∞∫
vnϕ(wnt)t
2n(eizt + ike−izt)dt = eiz + ike−iz
0
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An = vni
−2n
2w2n+1n
and Cn = 1
wn
for sufficiently large n, Corollary 2 follows.
4. Proof of Theorem 3
We adopt the proof of Theorem 1 in proving Theorem 3. As in the proof of Theorem 1, it
suffices to show the following:
Lemma 4.1. Then there exist 〈vn〉 and 〈wn〉 such that wn → ∞ and
lim
n→∞
∞∫
0
vnϕ(wnt)t
2neizt dt = eiz
uniformly on compact subsets of C.
As in Theorem 1, one can see that Theorem 3 follows from Lemma 4.1.
Proof of Lemma 4.1. The proof of Lemma 4.1 is essentially same as in the proof of Lemma 2.1.
However it may be worth to give some details, because the sequences 〈un〉, 〈vn〉 and 〈wn〉 are
different from those in Lemma 2.1.
We fix θ with 1/4 < θ  1/2. For each n = 1,2,3, . . . , we set
un = √wn/nθ .
As in the proof of Lemma 2.1, the sequence 〈un〉 works for Lemma 4.1.
Let a be the negative leading coefficient of P(t). As in the proof of Lemma 2.1, it suffices to
prove that there exist 〈vn〉 and 〈wn〉 such that wn ∼ ( n−am)1/2m and
vn
1+un∫
1−un
Q(wnt)e
P (wnt)ebwnt eizt dt → eiz (4.A)
and
vn
∫
0<t1−un or t1+un
Q(wnt)e
P (wnt)ebwnt eizt dt → 0 (4.B)
uniformly on compact subsets of C. We may assume that
P(t) = −t2m + αm−1t2m−2 + · · · + α1t2 + α0
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Q(t) = t2k + βk−1t2k−2 + · · · + β1t2 + β0
where m 2, k  0 and αi ’s, βj ’s are real. Let R > 0. We define wn by
wnP
′(wn)+ 2n+ bwn = 0 (4.1)
for n = 1,2, . . . . Thus we have
wn ∼
(
n
m
) 1
2m
. (4.2)
Define gn(t) by
gn(t) = P(wnt)− P(wn)+ 2n log t + bwnt − bwn.
Claim 4.1. Let 0 < tn < 1. Then we have
gn(1 + tn) = −2mn
(
1 + o(1))t2n + bwntn +O(nt3n).
For t  1
gn(1 + t) = − (1 + t)
2m − 1 − 2m log(1 + t)
m
n2m
(
1 +O(1/(twn))).
Here (1 + t)2m − 1 − 2m log(1 + t) > 0 for t  1.
Proof. It is not hard to show Claim 4.1. 
To prove (4.A) and (4.B), it is enough to show that there exists 〈αn〉 such that
αn
1+un∫
1−un
Q(wnt)e
gn(t)eizt dt → eiz (4.A′)
and
αn
∫
0<t1−un or t1+un
Q(wnt)e
gn(t)eizt dt → 0 (4.B′)
uniformly on |z|R. We define αn by
α−1n =
1+un∫
1−un
Q(wnt)e
gn(t) dt.
For the rest part of our proof, we repeat the same methods in the proof of Lemma 2.1, and then
Lemma 4.1 follows. 
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