Abstract. The GMRES and Arnoldi algorithms, which reduce to the CR and Lanczos algorithms in the symmetric case, both minimize p(A)b over polynomials p of degree n. The difference is that p is normalized at z 0 for GMRES and at z x for Arnoldi. Analogous "ideal GMRES" and "ideal Arnoldi" problems are obtained if one removes b from the discussion and minimizes p(/l)II instead. Investigation of these true and ideal approximation problems gives insight into how fast GMRES converges and how the Arnoldi iteration locates eigenvalues.
1. Introduction. Since the 1950s it has been recognized that matrix iterative methods are naturally connected with approximation theory. The most familiar connections are between polynomial approximation and the numerous iterative methods that make use of Krylov subspaces, including the Richardson, Chebyshev, conjugate gradient, biconjugate gradient, CGNR, GMRES, CGS, Bi-CGSTAB, and QMR iterations. Sometimes rational approximation problems also arise, notably in the analysis of ADI iterations, circulant-preconditioned Toeplitz iterations, and Krylov subspace algorithms via Pad6 approximation. Recent references on these matters include [4] , [8] , [16] , [25] .
The approximation problems that are discussed in the linear algebra literature almost invariably involve scalar functions defined on subsets of the complex plane or, if the matrix .4 is symmetric, the real axis. The set in question is the spectrum A (. 4) or an estimate of the spectrum. If .4 is normal, such reductions are sometimes exact in the sense that the behavior of the matrix iteration is determined exactly by the properties of the approximation problem. If .4 is not normal, however, they are always approximate. GMRES, for example, does not exactly solve any known approximation problem in the complex plane, when .4 is not normal. Between the approximation problem and the convergence of the matrix iteration there is a gap of size x(V), the condition number of a matrix of eigenvectors of . 4 . When x(V) is large, predictions based on the approximation problem may have little bearing on the actual convergence of the matrix algorithm 16], [25] .
The purpose of this paper is to explore a different kind of approximation problem that can also be associated with iterative linear algebra, involving matrices instead of scalars. Instead of asking how small a polynomial p(z) can be on the set A (.4), we ask how small the norm p(.4) can be. Matrix approximation questions are implicit in much of the literature of matrix iterations; we certainly do not claim to be the first to consider them. However, they have received no discussion in print that we are aware of. We believe it is important to investigate these problems if one's goal is an understanding of matrix iterations that does not depend upon hidden assumptions of near-normality. At the same time, the consideration of matrix approximation problems preserves a familiar feature of scalar approximation problems, the removal from the analysis of the effects of the starting vector. Since most of the phenomena of greatest interest in iterative linear algebra depend mainly on the matrix, not the starting vector, this is a valuable simplification for most applications.
We shall concentrate on two algorithms for nonsymmetric matrix problems: GMRES, which solves systems of equations Ax b, and Arnoldi, which computes eigenvalues of A.
Our matrix approximation analogues of these processes are called the "ideal GMRES" and "ideal Arnoldi" problems. Mathematically, the new result presented here is a proof of the existence and uniqueness of ideal GMRES and Arnoldi approximants. (Existence is trivial, but uniqueness is surprisingly tricky.) In the final section we propose five questions whose answers might further advance our understanding of matrix iterations.
2. GMRES and Arnoldi. Throughout this paper N and n < N are integers, A is an N x N matrix, b is an N-vector, I1" is the 2-norm, and Pn {polynomials of degree < n with p(0) }, pn {monic polynomials of degree n }.
The difference between Pn and pn is that P is normalized at z 0 and pn at z cxz.
GMRES [4] , [23] is an algorithm that solves the following approximation problem successively for n 1, 2, 3
Anb), where "y V" denotes the problem of finding the best approximation with respect to to the point y in the space V. This characterization of GMRES is well known. To explain it one notes that GMRES finds a vector x n in the Krylov subspace 1C n < b, Ab A n-1 b > such that the residual r n b Ax n has minimal norm over all x 6/C n. This vector x n can be represented in the form x n q (A)b for some polynomial q (z) of degree n 1, and (1) comes upon writing r n p,(A)b with p,(z) 1 zq(z) Pn"
The Arnoldi iteration 1 ], [4] , [20] [21] [22] That is,
An-l).
Whereas (1) and (2) are vector approximation problems, (3) and (4) We believe that studying these idealized problems may be a fruitful way to gain insight into the properties of Krylov subspace iterations in linear algebra. Our reasoning is as follows. The behavior of a GMRES or Arnoldi iteration is determined by two things: A and b. However, though the special properties of b are occasionally important, more often the features that one cares about do not differ very much from one choice of b to another. It is the properties of A that usually decide between an iteration that converges in 10 steps and one that requires 100 or 1000 (which in practice means it is time to look for a better preconditioner). By passing from (1)- (2) to (3)- (4) we disentangle this matrix essence of the process from the distracting effects of the initial vector and end up with a pair of elegant mathematical problems in the bargain.
The solutions to (1)- (2) and (3)- (4) are related by the following bounds. The proof of this theorem is easy; the four inequalities follow from the minimality properties (1), (3) , (2) (4) and (2) is quite different from that between (3) and (1) . The purpose of GMRES is to solve (1), not (3) . The relevance of (3) is that it gives an upper bound on how slow the convergence may be, thanks to (5) , and if the right-hand side b is "random enough," one may expect that this bound may be close to sharp. For an Amoldi iteration aimed at estimating eigenvalues, the logic is reversed. One can take the view that the essence of the process by which an Arnoldi iteration locates eigenvalues is the solution not of (2) but of (4). The iteration solves (2) because that is what is computationally tractable, but the implicit hope is that if b is "random enough," the solution to (2) will be agood approximation to the solution to (4) . It would be interesting to investigate how this point of view can be related to the existing theory of convergence of the Arnoldi iteration as developed by Saad [20] , [22] . [26] . By studying how the normal case differs from the general case we obtain a valuable check on our intuitions.
5. Existence and uniqueness. We return now to problems (1)-(4) for matrices A that are arbitrary, i.e., not necessarily normal. The most fundamental questions to be asked about (1)-(4) are those of existence and uniqueness. For (1) and (2) the answers to both are straightforward and well known. For (3) and (4), existence is straightforward but uniqueness is not. So far as we are aware, though this seems surprising, the uniqueness of the solutions to (3) and (4) [6] , [27] . The following proof of uniqueness for (3 ') and (4') depends on the special property that these problems concern approximation by matrix polynomials, not by arbitrary linear combinations of matrices.
Consider first the ideal Arnoldi problem (4) . Suppose that q and q2 are two distinct solutions to (4) , and let the minimal norm they attain be (1 e)q (z) + e Aq (z). The first row is < C for arbitrary , and the second row is < C for sufficiently small e, since or j+ < C. Since the singular vectors w w N form an orthonormal basis for RN, this implies that q, (A)II < C for sufficiently small e, contradicting the assumption that qa and q2 are minimal.
For the ideal GMRES problem (3), the argument is the same except that from q2 ql we need to construct Aq 6 Pn rather than Aq 6 pn. If the constant term of q2 ql is nonzero, we do this by dividing by that term. If it is zero, we make use of the assumption that A is nonsingular and multiply by a suitable power of z -1 q 6. Computations. If A is normal, the ideal Arnoldi and GMRES polynomials q* and q, are simply Chebyshev polynomials for the set A (A), as noted in 4, and can be computed by various algorithms. If A is not normal, however, we know of no simple algorithm that is guaranteed to compute q* and q,. For simplicity, from now on we shall consider the ideal GMRES polynomial q,; our remarks carry over straightforwardly to the ideal Arnoldi problem.
We have found that in many cases, q, can be computed by using an optimization code to determine an initial vector b, with [Ib 1, for which P, (A) b is maximal at the prescribed step n. From Theorem we have (7) ItP,(A)bll < IIq,(A)ll < IIP,(A)II follows that p, q,. It is not known whether such a b always exists, but we conjecture that it does (see the first question of the next section). Maximizing the left-hand side of (7) seems to be easier in practice than minimizing the right-hand side, presumably because the latter problem is nonsmooth. We have carried out our computations using the Matlab optimization routine fra+/-nu [15] [3] and [16, 6] [5] and more generally for normal matrices [6] , [10] , and for arbitrary matrices at step n [6] , [10] . It is also yes in the "generic" nonnormal case in which the maximal singular value of q, (A) is simple. Whether it is yes in all cases is not known. If it is, then the ideal GMRES convergence curve can be described as the upper envelope of the GMRES convergence curves corresponding to all initial vectors b. [7] . For ideal GMRES, the answer is unknown.
5. Is there a variant of Lawson's algorithm for ideal GMRES approximation? In our experience the "brute force" use of a general optimization program such as frn+/-nu to compute p,, as described in the last section, is neither efficient nor reliable. As an alternative we have found that one can sometimes maximize the left-hand side of (7) by means of an iteration modeled on Lawson's algorithm, which is a method of iteratively reweighted least squares that has been proved convergent for problems of scalar L approximation [19] . We have obtained good results this way in many cases, but have not succeeded in developing a method of this kind that converges consistently (and consequently we will not provide details here). Can a matrix variant of Lawson's algorithm with guaranteed convergence be devised for the ideal GMRES problem?
