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EXPLICIT CONSTRUCTIONS OF QUASI-MONTE CARLO RULES
FOR THE NUMERICAL INTEGRATION OF HIGH DIMENSIONAL
PERIODIC FUNCTIONS
JOSEF DICK∗
Abstract. In this paper we give explicit constructions of point sets in the s dimensional unit cube
yielding quasi-Monte Carlo algorithms which achieve the optimal rate of convergence of the worst-case
error for numerically integrating high dimensional periodic functions. In the classical measure Pα
of the worst-case error introduced by Korobov the convergence is of O(N−min(α,d)(logN)sα−2) for
every even integer α ≥ 1, where d is a parameter of the construction which can be chosen arbitrarily
large and N is the number of quadrature points. This convergence rate is known to be best possible
up to some logN factors. We prove the result for the deterministic and also a randomized setting.
The construction is based on a suitable extension of digital (t,m, s)-nets over the finite field Zb.
Key words. Numerical integration, quasi-Monte Carlo method, digital net, digital sequence,
lattice rule
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1. Introduction. Korobov [13] and independently Hlawka [11] introduced a
quadrature formula which is suited for numerically integrating high dimensional pe-
riodic functions. More precisely, we want to approximate the high dimensional inte-
gral
∫
[0,1]s
f(x) dx (where f is assumed to be periodic with period 1 in each coordi-
nate) by a quasi-Monte Carlo rule, i.e., an equal weight quadrature rule QN,s(f) =
N−1
∑N−1
n=0 f(xn), where x0, . . . ,xN−1 ∈ [0, 1]s are the quadrature points. Specifi-
cally, Korobov and Hlawka suggested using a quadrature rule of the form QN,g,s(f) =
N−1
∑N−1
n=0 f({ng/N}), where for a vector of real numbers x = (x1, . . . , xs) we define
{x} as the fractional part of each component of x, i.e., {xj} = xj−⌊xj⌋ = xj ( mod 1)
and where g ∈ Zs is an integer vector. The quadrature rule QN,g,s is called lattice
rule and g is called the generating vector (of the lattice rule). The monographs
[12, 14, 19, 27] deal partly or entirely with the approximation of such integrals. (Note
that the assumption that the integrand f is periodic is not really a restriction since
there are transformations which transform non-periodic functions into periodic ones
such that the smoothness of the integrand is preserved, see for example [27].)
To analyze the properties of a quadrature rule one considers then the worst-case
error supf∈BH |
∫
[0,1]s
f(x) dx−QN,s(f)|, where BH denotes some class of functions.
In the classical theory the class εsα of periodic functions has been considered where
one demands that the absolute values of the Fourier coefficients of the function decay
sufficiently fast (see [12, 14, 27, 19]). This leads us to the classical measure of the
quality of lattice rules Pα = supf∈εsα
∣∣∣∫[0,1]s f(x) dx−QN,s(f)
∣∣∣, which then for a
lattice rule with generating vector g = (g1, . . . , gs) can also be written as
Pα = Pα(g, N) =
∑
h∈Zs\{0}
h·g≡0 ( mod N)
|h¯|−α,
where h = (h1, . . . , hs), h · g = h1g1 + · · ·+ hsgs and |h¯| =
∏s
j=1 max(1, |hj |). (Later
on in this paper we prefer to use the more contemporary notation of reproducing
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kernel Hilbert spaces, in our case so-called Korobov spaces, (see Section 2.3), but as
is well understood (and as is also shown in Section 2.3) the results also apply to the
classical problem.)
By averaging over all generating vectors g several existence results for good lattice
rules which achieve Pα = O(N−α(logN)αs) have been shown, see [12, 13, 14, 20,
19, 27]. By a lower bound of Sharygin [26] this convergence is also known to be
essentially best possible, as he showed that the worst-case error is at least of order
N−α(logN)s−1. But, except for dimension s = 2, no explicit generating vectors g
which yield a small worst-case error are known. For s ≥ 3 one relies on computer
search to find good generating vectors g and many such search algorithms have been
introduced and analysed, especially recently, see [13, 28, 29, 34].
On the other hand one can of course also use some other quadrature ruleQN,s(f) =∑N−1
n=0 ωnf(xn) to numerically integrate functions in the class ε
s
α. In this case the
worst-case error in the class εsα for a quadrature rule with weights ω0, . . . , ωN−1 and
points {x0, . . . ,xN−1} ⊂ [0, 1)s is given by
Pα({x0, . . . ,xN−1}) =
N−1∑
n,m=0
ωnωm
∑
h∈Zs\{0}
e2piih·(xn−xm)
|h¯|α . (1.1)
An explicit construction of such point sets was introduced by Niederreiter, see
[16, Theorem 5.3], and is called Kronecker sequence. Here the idea is to choose the
quadrature points of the form {zk}, k = 1, 2, . . ., where z is an s-dimensional vector
of certain irrational numbers (for example one can choose z = (
√
p1, . . . ,
√
ps) where
p1, . . . , ps are distinct prime numbers. Depending on the smoothness α certain points
will be used more than once, see [16]. In practice, problems can occur because of the
finite precision of computers making it impossible to use points whose coordinates are
all irrational numbers.
Another construction of quadrature rules is due to Smolyak [31] and is nowadays
called sparse grid, see also [8]. Those quadrature rules are sums over certain products
of differences of one-dimensional quadrature rules. In principle any one-dimensional
quadrature rule can be chosen as a basis, leading to different quadrature rules. In
many cases the weights ωn of such quadrature rules are not known explicitly but can
be precomputed. But even if the underlying one-dimensional quadrature rule has only
positive weights, it is possible that some weights in Smolyak’s quadrature rules are
negative, which can have a negative impact on the stability of the quadrature formula.
In general, quadrature formulae for which all weights are equal and
∑N−1
n=0 ωn = 1,
that is, ωn = N
−1 for all n = 0, . . . , N − 1, are to be preferred. As mentioned above,
such quadrature rules are called quasi-Monte Carlo rules, to which we now switch for
the remainder of the paper.
As the weights for quasi-Monte Carlo rules are given by N−1 the focus lies on
the choice of the quadrature points. Constructions of quadrature points have been
introduced with the aim to distribute the points as evenly as possible over the unit
cube. An explicit construction of well distributed point sets in the unit cube has been
introduced by Sobol [32]. A similar construction was established by Faure [7] before
Niederreiter [18] (see also [19]) introduced the general concept of (t,m, s)-nets and
(t, s)-sequences and the construction scheme of digital (t,m, s)-nets and digital (t, s)-
sequences. For such point sets it has been shown that the star discrepancy (which is
a measure of the distribution properties of a point set) is O(N−1(logN)s−1), see [19].
From this result it follows that those point sets yield quasi-Monte Carlo algorithms
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which achieve a convergence of O(N−2(logN)2s−2) for functions in the class εsα for
all α ≥ 2. This result holds in the deterministic and randomized setting.
For smoother functions though, i.e., larger values of α in the class εsα, one can ex-
pect higher order convergence. For example, if the partial derivatives up to order two
are square integrable then one would expect an integration error ofO(N−4(logN)c(s)),
for some c(s) > 0 depending only on s, in the function class εsα, and in general, if the
mixed partial derivatives up to order α/2 exist and are square integrable then one
would expect an integration error in εsα of O(N−α(logN)c(s,α)), for some c(s, α) > 0
depending only on s and α. But until now (t,m, s)-nets and (t, s)-sequences have only
been shown to yield a convergence of at best O(N−2(logN)2s−2) (or O(N−3+δ) for
any δ > 0 if one uses a randomization method called scrambling, see [24]) in εsα, even
if the integrands satisfy stronger smoothness assumptions.
In this paper we show that a modification of digital (t,m, s)-nets and digital
(t, s)-sequences introduced by Niederreiter [18, 19] yields point sets which achieve the
optimal rate of convergence of the worst-case error P2α = O(N−2min(α,d)(logN)2sα−2)
for any integer α ≥ 1 and where d ∈ N is a parameter of the construction which can
be chosen arbitrarily large. We too use the digital construction scheme introduced
by Niederreiter [18, 19] for the construction of (t,m, s)-nets and (t, s)-sequences, but
our analysis of the worst-case error shows that the t-value does not provide enough
information about the point set. Hence we generalize the definition of digital (t,m, s)-
nets and digital (t, s)-sequences to suit our needs. This leads us to the definition of
digital (t, α, β,m, s)-nets and digital (t, α, β, s)-sequences. For α = β = 1 those def-
initions reduce to the case introduced by Niederreiter, but are different for α > 1.
Subsequently we prove that quasi-Monte Carlo rules based on digital (t, α, β,m, s)-
nets and digital (t, α, β, s)-sequences achieve the optimal rate of convergence. Fur-
ther we give explicit constructions of digital (t, α,min(α, d),m, s)-nets and digital
(t, α,min(α, d), s)-sequences, where d ∈ N is a parameter of the construction which
can be chosen arbitrarily large.
Digital (t, 2, 2,m, s)-nets and digital (t, 2, 2, s)-sequences over Zb (i.e. where α =
β = 2) can also be used for non-periodic function spaces where one uses randomly
shifted and then folded point sets using the baker’s transformation (see [3]). Our
analysis and error bounds for α = 2 here also apply for the case considered in [3]
(with different constants though), hence yielding useful constructions also for non-
periodic function spaces where one uses the baker’s transformation. Using a digital
(t, α,m, s)-net with a scrambling algorithm (see [24]) on the other hand does not
improve the performance in non-periodic spaces compared to (t,m, s)-nets.
In the following we summarize some properties of the quadrature rules:
• The quadrature rules introduced in this paper are equal weight quadrature
rules which achieve the optimal rate of convergence up to some logN fac-
tors and we show the result for deterministic and randomly digitally shifted
quadrature rules. The upper bound for the randomized quadrature rules even
improves upon the best known upper bound (more precisely, the power of the
logN factor) for lattice rules for the worst-case error in εsα for all dimensions
s ≥ 2 and even integers α ≥ 2 (compare Corollary 6.5 to Theorem 2 in [20]).
• The construction of the underlying point set is explicit.
• They automatically adjust themselves to the optimal rate of convergence in
the class εs2α as long as α is an integer such that α ≤ d, where d is a parameter
of the construction which can be chosen arbitrarily large.
• The underlying point set is extensible in the dimension as well as in the
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number of points, i.e., one can always add some coordinates or points to an
existing point set such that the quality of the point set is preserved.
• Tractability and strong tractability results (see [30]) can be obtained for
weighted Korobov spaces.
The outline of the paper is as follows. In the next section we introduce the nec-
essary tools, namely Walsh functions, the digital construction scheme upon which
the construction of the point set is based on and Korobov spaces. Further we also
introduce the worst-case error in those Korobov spaces and we give a representa-
tion of this worst-case error for digital nets in terms of the Walsh coefficients of the
reproducing kernel. In Section 3 we give the definition of digital (t, α, β,m, s)-nets
and digital (t, α, β, s)-sequences. Further we prove some propagation rules for those
digital nets and sequences. In Section 4 we give explicit constructions of digital
(t, α, β,m, s)-nets and digital (t, α, β, s)-sequences and we prove some upper bounds
on the t-value. We then show, Section 5, that quasi-Monte Carlo rules based on those
digital nets and sequences achieve the optimal rate of convergence of the worst-case
error in the Korobov spaces. The results are based on entirely deterministic point
sets. Section 6 finally deals with randomly digitally shifted digital (t, α, β,m, s)-nets
and (t, α, β, s)-sequences and we show similar results for the mean square worst-case
error in the Korobov space for this setting. The Appendix is devoted to the analysis
of the Walsh coefficients of the Walsh series representation of B2α(|x − y|), where
B2α is the Bernoulli polynomial of degree 2α. In the last section we give a concrete
example of a digital (t, α, α,m, s)-net where we compute the t-value by hand.
2. Preliminaries. In this section we introduce the necessary tools for the anal-
ysis of the worst-case error and the construction of the point sets. In the following
let N denote the set of natural numbers and let N0 denote the set of non-negative
integers.
2.1. Walsh functions. In the following we define Walsh functions in base b ≥ 2,
which are the main tool of analyzing the worst-case error. First we give the definition
for the one-dimensional case.
Definition 2.1. Let b ≥ 2 be an integer and represent k ∈ N0 in base b,
k = κa−1b
a−1 + · · · + κ0 with κi ∈ {0, . . . , b − 1}. Further let ωb = e2pii/b. Then the
k-th Walsh function bwalk : [0, 1)→ {1, ωb, . . . , ωb−1b } in base b is given by
bwalk(x) = ω
x1κ0+···+xaκa−1
b ,
for x ∈ [0, 1) with base b representation x = x1b−1 + x2b−2 + · · · (unique in the sense
that infinitely many of the xi are different from b− 1).
Definition 2.2. For dimension s ≥ 2, x = (x1, . . . , xs) ∈ [0, 1)s and k =
(k1, . . . , ks) ∈ Ns0 we define bwalk : [0, 1)s → {1, ωb, . . . , ωb−1b } by
bwalk(x) =
s∏
j=1
bwalkj (xj).
As we will always use Walsh functions in base b we will in the following often write
wal instead of bwal.
We introduce some notation. By ⊕ we denote the digit-wise addition modulo b,
i.e., for x =
∑∞
i=w xib
−i and y =
∑∞
i=w yib
−i we define
x⊕ y =
∞∑
i=w
zib
−i,
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where zi ∈ {0, . . . , b − 1} is given by zi ≡ xi + yi (mod b) and let ⊖ denote the digit-
wise subtraction modulo b. In the same manner we also define a digit-wise addition
and digit-wise subtraction for non-negative integers based on the b-adic expansion.
For vectors in [0, 1)s or Ns0 the operations ⊕ and ⊖ are carried out component-wise.
Throughout the paper we always use base b for the operations ⊕ and ⊖. Further we
call x ∈ [0, 1) a b-adic rational if it can be written in a finite base b expansion.
In the following proposition we summarize some basic properties of Walsh func-
tions.
Proposition 2.3.
1. For all k, l ∈ N0 and all x, y ∈ [0, 1), with the restriction that if x, y are not
b-adic rationals then x⊕ y is not allowed to be a b-adic rational, we have
walk(x) · wall(x) = walk⊕l(x), walk(x) · walk(y) = walk(x⊕ y).
2. We have ∫ 1
0
wal0(x) dx = 1 and
∫ 1
0
walk(x) = 0 if k > 0.
3. For all k, l ∈ Ns0 we have the following orthogonality properties:∫
[0,1)s
walk(x)wall(x) dx =
{
1, if k = l,
0, otherwise.
4. For any f ∈ L2([0, 1)s) and any σ ∈ [0, 1)s we have∫
[0,1)s
f(x⊕ σ) dx =
∫
[0,1)s
f(x) dx.
5. For any integer s ≥ 1 the system {walk : k = (k1, . . . , ks), k1, . . . , ks ≥ 0} is
a complete orthonormal system in L2([0, 1)s).
The proofs of 1.-3. are straightforward and for a proof of the remaining items see
[2] or [33] for more information.
2.2. The digital construction scheme. The construction of the point set used
here is based on the digital construction scheme introduced by Niederreiter, see [19].
Definition 2.4. Let integers m, s ≥ 1 and b ≥ 2 be given. Let Rb be a
commutative ring with identity such that |Rb| = b and let Zb = {0, . . . , b − 1}.
Let C1, . . . , Cs ∈ Rm×mb with Cj = (cj,k,l)1≤k,l≤m. Further, let ψl : Zb → Rb for
l = 0, . . . ,m− 1 and µj,k : Rb → Zb for j = 1, . . . , s and k = 1, . . . ,m be bijections.
For n = 0, . . . , bm − 1 let n = ∑m−1l=0 al(n)bl, with all al(n) ∈ Zb, be the base
b digit expansion of n. Let ~n = (ψ0(a0(n)), . . . , ψm−1(am−1(n)))
T and let ~yj =
(yj,1, . . . , yj,m)
T = Cj~n for j = 1, . . . , s. Then we define xj,n = µj,1(yj,1)b
−1 + · · · +
µj,m(yj,m)b
−m for j = 1, . . . , s and n = 0, . . . , bm − 1 and the n-th point xn is then
given by xn = (x1,n, . . . , xs,n). The point set {x0, . . . ,xbm−1} is called a digital net
(over Rb) (with generating matrices C1, . . . , Cs).
For m =∞ we obtain a sequence {x0,x1, . . .}, which is called a digital sequence
(over Rb) (with generating matrices C1, . . . , Cs).
Niederreiter’s concept of a digital (t,m, s)-net and a digital (t, s)-sequence will
appear as a special case in Section 3. Apart from Section 3 and Section 4, where we
state the results using Definition 2.4 in the general form, we use only a special case
of Definiton 2.4, where we assume that b is a prime number, we choose Rb the finite
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field Zb and the bijections ψl and µj,k from Zb to Zb are all chosen to be the identity
map.
We remark that throughout the paper when Walsh functions wal, digit-wise ad-
dition ⊕, digit-wise subtraction ⊖ or digital nets are used in conjunction with each
other we always use the same base b for each of those operations.
2.3. Korobov space. Historically the function class εsα has been used. In this
paper we use a more contemporary notation by replacing the function class εsα with
a reproducing kernel Hilbert space Hα called Korobov space. The worst-case error
expression (1.1) will almost be the same for both function classes and hence the results
apply for both cases.
A reproducing kernel Hilbert space H over [0, 1)s is a Hilbert space with in-
ner product 〈·, ·〉 which allows a function K : [0, 1)s → R such that K(·,y) ∈ H,
K(x,y) = K(y,x) and 〈f,K(·,y)〉 = f(y) for all x,y ∈ [0, 1)s and all f ∈ H. For
more information on reproducing kernel Hilbert spaces see [1], for more information
on reproducing kernel Hilbert spaces in the context of numerical integration see for
example [5, 30].
The Korobov spaceHα is a reproducing kernel Hilbert space of periodic functions.
Its reproducing kernel is given by
Kα(x,y) =
∑
h∈Zs
e2piih·(x−y)
|h¯|2α ,
where α > 1/2 and |h¯| = ∏sj=1 max(1, |hj |). The inner product in the space Hα is
given by
〈f, g〉α =
∑
h∈Zs
|h¯|2αfˆ(h)gˆ(h), (2.1)
where
fˆ(h) =
∫
[0,1)s
f(x)e−2piih·x dx
are the Fourier coefficients of f . The norm is given by ‖f‖α = 〈f, f〉1/2α .
Note that for α a natural number and any x ∈ (0, 1) we have
B2α(x) =
(−1)α+1(2α)!
(2π)2α
∑
h 6=0
e2piihx
|h|2α ,
where B2α is the Bernoulli polynomial of degree 2α. Hence, for α a natural number
we can write
Kα(x,y) =
s∏
j=1

1 +∑
h 6=0
e2piih(xj−yj)
|h|2α

 = s∏
j=1
(
1− (−1)α (2π)
2α
(2α)!
B2α(|xj − yj|)
)
.
Let now
Kα(x, y) = 1 +
∑
h 6=0
e2piih(x−y)
|h|2α = 1− (−1)
α (2π)
2α
(2α)!
B2α(|x− y|). (2.2)
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Then we have
Kα(x,y) =
s∏
j=1
Kα(xj , yj),
where x = (x1, . . . , xs) and y = (y1, . . . , ys). Hence the Korobov space is a tensor
product of one-dimensional reproducing kernel Hilbert spaces.
Though α > 1/2 can in general be any real number we restrict ourselves to
integers α ≥ 1 for most of this paper. The bounds on the integration error for Hα
with α ≥ 1 a real number still apply when one replaces α with ⌊α⌋, as in this case
the unit ball of Hα given by {f ∈ Hα : ‖f‖α ≤ 1} is contained in the unit ball
{f ∈ H⌊α⌋ : ‖f‖⌊α⌋ ≤ 1} of H⌊α⌋ as ‖f‖⌊α⌋ ≤ ‖f‖α. Hence it follows that integration
in the space Hα is easier than integration in the space H⌊α⌋.
In general, the worst-case error e(P,H) for multivariate integration in a normed
space H over [0, 1]s with norm ‖ · ‖ using a point set P is given by
e(P,H) = sup
f∈H,‖f‖≤1
∣∣∣∣∣
∫
[0,1]s
f(x) dx−QP (f)
∣∣∣∣∣ ,
where QP (f) = N
−1
∑
x∈P f(x) and N = |P | is the number of points in P . If H is
a reproducing kernel Hilbert space with reproducing kernel K we will write e(P,K)
instead of e(P,H). It is known that (see for example [30])
e2(P,K) =
∫
[0,1)2s
K(x,y) dx dy − 2
N
N−1∑
n=0
∫
[0,1)s
K(xn,y) dy +
1
N2
N−1∑
n,l=0
K(xn,xl),
(2.3)
where P = {x0, . . . ,xN−1}. Hence for the Korobov space Hα we obtain
e2(P,Kα) = −1 + 1
N2
N−1∑
n,h=0
Kα(xn,xh). (2.4)
Therefore it follows that e2(P,Kα) = P2α and hence our results also apply to the
classical setting introduced by Korobov [13].
It follows from Proposition 2.3 that Kα can be represented by a Walsh series, i.e.,
let
Kα(x,y) =
∑
k,l∈Ns0
rb,α(k, l)walk(x)wall(y), (2.5)
where
rb,α(k, l) =
∫
[0,1)2s
Kα(x,y)walk(x)wall(y) dx dy.
As the kernel Kα is a product of one-dimensional kernels it follows that rb,α(k, l) =∏s
j=1 rb,α(kj , lj), where k = (k1, . . . , ks) and l = (l1, . . . , ls) and
rb,α(k, l) =
∫ 1
0
∫ 1
0
Kα(x, y)walk(x)wall(y) dxdy.
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For a digital net with generating matrices C1, . . . , Cs let D = D(C1, . . . , Cs) be
the dual net given by
D = {k ∈ Ns0 \ {0} : CT1 ~k1 + · · ·+ CTs ~ks = ~0},
where for k = (k1, . . . , ks) with kj = κj,0+κj,1b+ · · · we set ~kj = (κj,0, . . . , κj,m−1)T .
Further, for ∅ 6= u ⊆ {1, . . . , s} let Du = D((Cj)j∈u). We have the following theorem.
Theorem 2.5. Let C1, . . . , Cs ∈ Zm×mb be the generating matrices of a digital
net Pbm and let D denote the dual net. Then for any α > 1/2 the square worst-case
error in Hα is given by
e2(Pbm ,Kα) =
∑
k,l∈D
rb,α(k, l).
Proof. From (2.4) and (2.5) it follows that
e2(Pbm ,Kα) = −1 +
∑
k,l∈Ns0
rb,α(k, l)
1
b2m
∑
x,y∈Pbm
walk(x)wall(y).
In [5] it was shown that
1
bm
∑
x∈Pbm
walk(x) =
{
1 if k ∈ D ∪ {0},
0 otherwise.
Hence we have
e2(Pbm ,Kα) = −1 +
∑
k,l∈D∪{0}
rb,α(k, l).
In the following we will show that rb,α(0,0) = 1 and rb,α(0,k) = rb,α(k,0) = 0
if k 6= 0 from which the result then follows. Note that it is enough to show those
identities for the one dimensional case. We have wal0(x) = 1 for all x ∈ [0, 1) and
hence
rb,α(0, k) =
∫ 1
0
∫ 1
0
(1 +
∑
h∈Z\{0}
|h|−2αe2piih(x−y))walk(y) dxdy
=
∫ 1
0
walk(y) dy +
∫ 1
0
∑
h∈Z\{0}
|h|−2α
∫ 1
0
e2piihx dx e−2piihywalk(y) dy
=
∫ 1
0
walk(y) dy.
It now follows from Proposition 2.3 that rb,α(0, 0) = 1 and rb,α(0, k) = 0 for k > 0.
The result for rb,α(k, 0) can be obtained in the same manner. Hence the result follows.
In the following lemma we obtain a formula for the Walsh coefficients rb,α.
Lemma 2.6. Let b ≥ 2 be an integer and let α > 1/2 be a real number. The
Walsh coefficients rb,α(k, l) for k, l ∈ N are given by
rb,α(k, l) =
∑
h∈Z\{0}
βh,kβh,l
|h|2α ,
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where βh,k =
∫ 1
0 e
−2piihxwalk(x) dx.
Proof. We have
rb,α(k, l) =
∫ 1
0
∫ 1
0
∑
h∈Z\{0}
|h|−2αe2piih(x−y)walk(x)wall(y) dxdy
=
∑
h∈Z\{0}
|h|−2α
∫ 1
0
e2piihxwalk(x) dx
∫ 1
0
e−2piihywall(y) dy.
The result follows.
It is difficult to calculate the exact value of rb,α(k, l) in general, but for our
purposes it is enough to obtain an upper bound. Note that rb,α(k, k) is a non-negative
real number.
Lemma 2.7. Let b ≥ 2 be an integer and let α > 1/2 be a real number. The
Walsh coefficients rb,α(k, l) for k, l ∈ N are bounded by
|rb,α(k, l)|2 ≤ rb,α(k, k)rb,α(l, l).
Proof. Using Lemma 2.6 we obtain
|rb,α(k, l)|2 ≤

 ∑
h∈Z\{0}
|βh,k||βh,l|
|h|2α


2
≤
∑
h∈Z\{0}
|βh,k|2
|h|2α
∑
h∈Z\{0}
|βh,l|2
|h|2α
= rb,α(k, k)rb,α(l, l).
The result follows.
In the following we will write rb,α(k) instead of rb,α(k, k) and also rb,α(k) instead
of rb,α(k,k).
Lemma 2.8. Let C1, . . . , Cs ∈ Zm×mb be the generating matrices of a digital net
Pbm and let D denote the dual net. Then for any natural number α the worst-case
error in Hα is bounded by
e(Pbm ,Kα) ≤
∑
k∈D
√
rb,α(k).
Proof. From Theorem 2.5 and Lemma 2.7 it follows that
e2(Pbm ,Kα) ≤
∑
k,l∈D
|rb,α(k, l)| ≤
(∑
k∈D
√
rb,α(k,k)
)2
and hence the result follows.
For α ≥ 1 a natural number we can write the reproducing kernel in terms of
Bernoulli polynomials of degree 2α. Then for k ≥ 1 we have
rb,α(k) = (−1)α+1 (2π)
2α
(2α)!
∫ 1
0
∫ 1
0
B2α(|x− y|)walk(x)walk(y) dxdy.
Note that the Bernoulli polynomials of even degree 2α are of the form
B2α(x) = cαx
2α + cα−1x
2(α−1) + · · ·+ c0 + cx2α−1,
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for some rational numbers cα, . . . , c0, c with cα, c 6= 0. Let
Ij(k) =
∫ 1
0
∫ 1
0
|x− y|jwalk(x)walk(y) dxdy. (2.6)
As mentioned above, rb,α(k) is a real number such that rb,α(k) ≥ 0 for all k ≥ 1 and
α > 1/2, hence it follows that for any natural number α we have
rb,α(k) ≤ (2π)
2α
(2α)!
(|cαI2α(k)|+ |cα−1I2(α−1)(k)|+ · · ·+ |c0I0(k)|+ |cI2α−1|) .
Using Lemma 8.2 and Lemma 8.5 from the Appendix we obtain the following
lemma.
Lemma 2.9. Let b, α ∈ N with b ≥ 2. For k ∈ N with k = κ1ba1−1+ · · ·+κνbaν−1
where ν ≥ 1, κ1, . . . , κν ∈ {1, . . . , b − 1} and 1 ≤ aν < · · · < a1 let qb,α(k) =
b−a1−···−amin(ν,α) . Then for any natural number α and any natural number b ≥ 2 there
exists a constant Cb,α > 0 which depends only on b and α such that
rb,α(k) ≤ C2b,α q2b,α(k) for all k ≥ 1.
Let now qb,α(0) = 1. For k = (k1, . . . , ks) ∈ Ns0 we define qb,α(k) =
∏s
j=1 qb,α(kj).
We have the following lemma.
Lemma 2.10. Let m ≥ 1, b ≥ 2 and α ≥ 2 be natural numbers and let D∗bm,u =
Du ∩ {1, . . . , bm − 1}|u|. Then we have∑
k∈D
√
rb,α(k)
≤
∑
∅6=u⊆{1,...,s}
(1 + b−αmCb,α(α+ b
−2))s−|u|C
|u|
b,α(1 + α+ b
−2)|u|Q∗b,m,u,α(C1, . . . , Cs)
+(1 + b−αmCb,α(α+ b
−2))s − 1,
where Cb,α is the constant from Lemma 2.9 and where
Q∗b,m,u,α(C1, . . . , Cs) =
∑
k∈D∗
bm,u
qb,α(k).
Proof. Every k ∈ Ns0 can be uniquely written in the form k = h + bml with
h ∈ {0, . . . , bm − 1}s and l ∈ Ns0. Let Dbm = D ∩ {0, . . . , bm − 1}s. Then we have∑
k∈D
√
rb,α(k) =
∑
l∈Ns0\{0}
√
rb,α(bml) +
∑
h∈Dbm
∑
l∈Ns0
√
rb,α(h+ bml).
For the first sum we have
∑
l∈Ns0\{0}
√
rb,α(bml) = −1 +
∑
l∈Ns0
√
rb,α(bml) = −1 +
(
∞∑
l=0
√
rb,α(bml)
)s
.
By using Lemma 8.8 from the Appendix and Lemma 2.9 we obtain that
∞∑
l=0
√
rb,α(bml) = 1 + b
−αm
∞∑
l=1
√
rb,α(l) ≤ 1 + b−αmCb,α
∞∑
l=1
qb,α(l).
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We need to show that
∑∞
l=1 qb,α(l) ≤ α+ b−2. Let l = l1bc1−1+ · · ·+ lνbcν−1 for some
ν ≥ 1 with 1 ≤ cν < · · · < c1 and l1, . . . , lν ∈ {1, . . . , b − 1}. First we consider the
sum over all those l for which 1 ≤ ν ≤ α. This part of the sum is bounded by
α∑
ν=1
(b− 1)ν
∞∑
c1=ν
c1−1∑
c2=ν−1
· · ·
cν−1−1∑
cν=1
b−c1−...−cν ≤
α∑
ν=1
(b − 1)ν(
∞∑
c=1
b−c)ν = α.
If ν > α we have qb,α(l) = qb,α(l
′) for l = l1b
c1−1+ · · ·+ lνbcν−1 and where l′ = l′(l) =
l1b
c1−1 + · · · + lαbcα−1. Thus we only need to sum over all l′ (i.e. natural numbers
with exactly α digits) and for given l′ multiplying it with the number of l which yield
the same l′, which is bcα−1 − 1 (and which we bound in the following by bcα−1). We
have
(b− 1)α
∞∑
c1=α+1
c1−1∑
c2=α
· · ·
cα−1−1∑
cα=2
b−c1−···−cαbcα−1
= b−1(b− 1)α
∞∑
c1=α+1
c1−1∑
c2=α
· · ·
cα−2−2∑
cα−1=3
(cα−1 − 2)b−c1−···−cα−1
≤ b−3(b− 1)α(
∞∑
c=1
b−c)α−2
∞∑
c=1
cb−c
=
1
b2
.
Thus we obtain
∑∞
l=1 qb,α(l) ≤ α+ b−2.
Further we have
∑
h∈Dbm
∑
l∈Ns0
√
rb,α(h+ bml) =
∑
h∈Dbm
s∏
j=1
∞∑
l=0
√
rb,α(hj + bml),
where h = (h1, . . . , hs). By using Lemma 8.8 from the Appendix and Lemma 2.9 we
obtain
∞∑
l=0
√
rb,α(bml) = 1 + b
−αmCb,α
∞∑
l=1
qb,α(l) ≤ 1 + b−αmCb,α(α+ b−2).
Let now 0 < hj < b
m. From Lemma 2.9 we obtain
√
rb,α(hj + bml) ≤ Cb,αqb,α(hj + bml) ≤ Cb,αqb,α(hj)qb,α(l).
From above we have
∑∞
l=0 qb,α(l) ≤ 1 + α+ b−2 and hence
∞∑
l=0
√
rb,α(hj + bml) ≤ qb,α(hj)Cb,α
∞∑
l=0
qb,α(l) ≤ Cb,α(1 + α+ b−2)qb,α(hj).
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Thus we obtain∑
h∈Dbm
∑
l∈Ns0
√
rb,α(h+ bml)
=
∑
∅6=u⊆{1,...,s}
∑
hu∈D∗bm,u
∏
j∈u
∞∑
l=0
√
rb,α(hj + bml)
∏
j 6∈u
∞∑
l=0
√
rb,α(bml)
≤
∑
∅6=u⊆{1,...,s}
(1 + b−αmCb,α(α + b
−2))s−|u|C
|u|
b,α(1 + α+ b
−2)|u|
∑
hu∈D∗bm,u
∏
j∈u
qb,α(hj),
where hu = (hj)j∈u. The result follows.
In [26] it was shown that the square worst-case error for numerical integration
in the Korobov space can at best be of O(N−2α(logN)s−1), where N is the number
of quadrature points. Hence Lemma 2.10 shows that it is enough to consider only
Q∗b,m,u,α(C1, . . . , Cs) in order to investigate the convergence rate of digitally shifted
digital nets.
3. (t, α, β,m, s)-nets and (t, α, β, s)-sequences. The t value of a (t,m, s)-net
is a quality parameter for the distribution properties of the net. A low t value yields
well distributed point sets and it has been shown, see for example [6, 19], that a small
t value also guarantees a small worst-case error for integration in Sobolev spaces for
which the partial first derivatives are square integrable.
In the following we will show how the definition of the t value needs to be modified
in order to obtain faster convergence rates for periodic Sobolev spaces for which the
partial derivatives up to order α are square integrable. It is the aim of this definition to
translate the problem of minimizing the worst-case error into an algebraical problem
concerning the generating matrices. (This definition can therefore also be used in an
computer search algorithm, where one could for example search for the polynomial
lattice with the smallest t(α) value which in turn yields a small worst-case error for
integration of periodic functions.)
For natural numbers α ≥ 1, Lemma 2.9 suggests to define the following metric
µb,α(k, l) = µb,α(k ⊖ l) on Ns0 which is an extension of the metric introduced in [17],
see also [25] (for α = 1 we basically obtain the metric in [17, 25]). Here µb,α(0) = 0
and for k ∈ N with k = κνbaν−1 + · · · + κ1ba1−1 where 1 ≤ aν < · · · < a1 and
κi ∈ {1, . . . , b−1} let µb,α(k) = a1+· · ·+amin(α,ν). For a k ∈ Ns0 with k = (k1, . . . , ks)
let µb,α(k) = µb,α(k1) + · · · + µb,α(ks). Then we have qb,α(k) = b−µb,α(k). Hence in
order to obtain a small worst-case error in the Korobov space Hα, we need digital nets
for which min{µb,α(k) : k ∈ D} is large. We can translate this property into a linear
independence property of the row vectors of the generating matrices C1, . . . , Cs. We
have the following definition.
Definition 3.1. Let m,α ≥ 1 be natural numbers, let 0 < β ≤ α be a real
number and let 0 ≤ t ≤ βm be a natural number. Let Rb be a ring with b elements
and let C1, . . . , Cs ∈ Rm×mb with Cj = (cj,1, . . . , cj,m)T . If for all 1 ≤ ij,νj < · · · <
ij,1 ≤ m, where 0 ≤ νj ≤ m for all j = 1, . . . , s, with
i1,1 + · · ·+ i1,min(ν1,α) + · · ·+ is,1 + · · ·+ is,min(νs,α) ≤ βm− t
the vectors
c1,i1,ν1 , . . . , c1,i1,1 , . . . , cs,is,νs , . . . , cs,is,1
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are linearly independent over Rb then the digital net which has generating matrices
C1, . . . , Cs is called a digital (t, α, β,m, s)-net over Rb. Further we call a digital
(t, α, α,m, s)-net over Rb a digital (t, α,m, s)-net over Rb.
If t is the smallest non-negative integer such that the digital net generated by
C1, . . . , Cs is a digital (t, α, β,m, s)-net, then we call the digital net a strict digital
(t, α, β,m, s)-net or a strict digital (t, α,m, s)-net if α = β.
A concrete example of a digital (t, α, β,m, s)-net, where we also calculate the
exact t-value by hand, is given in Section 7.
Remark 1. Using duality theory (see [21]) it follows that for every digital
(t, α, β,m, s)-net we have mink∈D µb,α(k) > βm−t and for a strict digital (t, α, β,m, s)-
net we have mink∈D µb,α(k) = βm− t+ 1. Hence digital (t, α, β,m, s)-nets with high
quality have a large value of βm− t.
Definition 3.2. Let α ≥ 1 and t ≥ 0 be integers and let 0 < β ≤ α be a
real number. Let Rb be a ring with b elements and let C1, . . . , Cs ∈ R∞×∞b with
Cj = (cj,1, cj,2, . . .)
T . Further let Cj,m denote the left upper m × m submatrix of
Cj . If for all m > t/β the matrices C1,m, . . . , Cs,m generate a digital (t, α, β,m, s)-
net then the digital sequence with generating matrices C1, . . . , Cs is called a digital
(t, α, β, s)-sequence over Rb. Further we call a digital (t, α, α, s)-sequence over Rb a
digital (t, α, s)-sequence over Rb.
If t is the smallest non-negative integer such that the digital sequence generated
by C1, . . . , Cs is a digital (t, α, β, s)-sequence, then we call the digital sequence a strict
digital (t, α, β, s)-sequence or a strict digital (t, α, s)-sequence if α = β.
Remark 2. Note that the definition of a digital (t, 1,m, s)-net coincides with
the definition of a digital (t,m, s)-net and the definition of a digital (t, 1, s)-sequence
coincides with the definition of a digital (t, s)-sequence as defined by Niederreiter [19].
Further note that the t-value depends on α and β, i.e., t = t(α, β) or t = t(α) if α = β.
In the following theorem we establish some propagation rules.
Theorem 3.3. Let P be a digital (t, α, β,m, s)-net over a ring Rb and let S be a
digital (t, α, β, s)-sequence over a ring Rb. Then we have:
(i) P is a digital (t′, α, β′,m, s)-net for all 1 ≤ β′ ≤ β and all t ≤ t′ ≤ β′m and
S is a digital (t′, α, β′, s)-sequence for all 1 ≤ β′ ≤ β and all t ≤ t′.
(ii) P is a digital (t′, α′, β′,m, s)-net for all 1 ≤ α′ ≤ m and S is a digital
(t′, α′, β′, s)-sequence for all α′ ≥ 1, where β′ = βmin(α, α′)/α and t′ =
⌈tmin(α, α′)/α⌉.
(iii) Any digital (t, α,m, s)-net is a digital (⌈tα′/α⌉, α′,m, s)-net for all 1 ≤ α′ ≤ α
and every digital (t, α, s)-sequence is a digital (⌈tα′/α⌉, α′, s)-sequence for all
1 ≤ α′ ≤ α.
Proof. Note that it follows from Definition 3.2 that we need to prove the result
only for digital nets.
The first part follows trivially. To prove the second part choose an α′ such that
α′ ≥ 1. Then choose arbitrary 1 ≤ ij,νj < · · · < ij,1 ≤ m with 0 ≤ νj ≤ m such that
i1,1+ · · ·+ i1,min(ν1,α′)+ · · ·+ is,1+ · · ·+ is,min(νs,α′) ≤ mβ
min(α, α′)
α
−
⌈
t
min(α, α′)
α
⌉
.
We need to show that the vectors
c1,i1,ν1 , . . . , c1,i1,1 , . . . , cs,is,νs , . . . , cs,is,1
are linearly independent over Rb. This is certainly the case as long as
i1,1 + · · ·+ i1,min(ν1,α) + · · ·+ is,1 + · · ·+ is,min(νs,α) ≤ βm− t.
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Indeed we have
i1,1 + · · ·+ i1,min(ν1,α) + · · ·+ is,1 + · · ·+ is,min(νs,α)
≤ α
min(α, α′)
(i1,1 + · · ·+ i1,min(ν1,α′) + · · ·+ is,1 + · · ·+ is,min(νs,α′))
≤ mβ − α
min(α, α′)
⌈
t
min(α, α′)
α
⌉
≤ mβ − t,
and hence the second part follows. The third part is just a special case of the second
part.
Remark 3. Note by choosing α′ = 1 in part (iii) of Theorem 3.3 it follows that
digital (t, α,m, s)-nets and digital (t, α, s)-sequences are also well distributed point
sets if the value of t is small, see [19].
4. Explicit constructions of digital (t, α, β,m, s)-nets and digital (t, α, β, s)-
sequences. In this section we show how suitable digital (t, α, β,m, s)-nets and digital
(t, α, β, s)-sequences can be constructed.
Let d ≥ 1 and let C1, . . . , Csd be the generating matrices of a digital (t,m, sd)-
net. Note that many explicit examples of such generating matrices are known, see
for example [7, 19, 22, 32] and the references therein. For the construction of a
(t, α, β,m, s)-net any of the above mentioned explicit constructions can be used, but
as will be shown below the quality of the (t, α, β,m, s)-net obtained depends on the
quality of the underlying digital (t,m, sd)-net on which our construction is based on.
Let Cj = (cj,1, . . . , cj,m)
T for j = 1, . . . , sd, i.e., cj,l are the row vectors of Cj .
Now let the matrix C
(d)
j be made of the first rows of the matrices C(j−1)d+1, . . . , Cjd,
then the second rows of C(j−1)d+1, . . . , Cjd and so on till C
(d)
j is an m ×m matrix,
i.e., C
(d)
j = (c
(d)
j,1 , . . . , c
(d)
j,m)
T where c
(d)
j,l = cu,v with l = (v − j)d + u, 1 ≤ v ≤ m
and (j − 1)d < u ≤ jd for l = 1, . . . ,m and j = 1, . . . , s. In the following we
will show that the matrices C
(d)
1 , . . . , C
(d)
s are the generating matrices of a digital
(t, α,min(α, d),m, s)-net.
Theorem 4.1. Let d ≥ 1 be a natural number and let C1, . . . , Csd be the gen-
erating matrices of a digital (t′,m, sd)-net over some ring Rb with b elements. Let
C
(d)
1 , . . . , C
(d)
s be defined as above. Then for any α ≥ 1 the matrices C(d)1 , . . . , C(d)s
are generating matrices of a digital (t, α,min(α, d),m, s)-net over Rb with
t = min(α, d) t′ +
⌈
s(d− 1)min(α, d)
2
⌉
.
Proof. Let C
(d)
j = (c
(d)
j,1 , . . . , c
(d)
j,m)
T for j = 1, . . . , s and further let the integers
i1,1, . . . , i1,ν1 , . . . , is,1, . . . , is,νs be such that 1 ≤ ij,νj < · · · < ij,1 ≤ m and
i1,1 + · · ·+ i1,min(ν1,α) + · · ·+ is,1 + · · ·+ is,min(νs,α) ≤ min(α, d)m− t.
We need to show that the vectors
c
(d)
1,i1,1
, . . . , c
(d)
1,i1,ν1
, . . . , c
(d)
s,is,1
, . . . , c
(d)
s,is,νs
are linearly independent over Rb. For j = 1, . . . , s let Uj = {c(d)j,ij,νj , . . . , c
(d)
j,ij,1
}. The
vectors in the set Uj stem from the matrices C(j−1)d+1, . . . , Cjd. For j = 1, . . . , s and
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dj = (j − 1)d+ 1, . . . , jd let edj denote the largest index such that (edj − j)d+ dj ∈
{ij,νj , . . . , ij,1} and if for some dj there is no such edj we set edj = 0 (basically this
means edj is the largest integer such that cdj,edj ∈ Uj).
Let d ≤ α, then we have d((e(j−1)d+1 − 1)+ + · · ·+ (ejd − 1)+) +
∑Lj
l=1 l ≤ ij,1 +
· · ·+ ij,min(νj ,d) where (x)+ = max(x, 0) and Lj = |{(j−1)d+1 ≤ dj ≤ jd : edj > 0}|.
Hence we have
d((e(j−1)d+1 − 1)+ + · · ·+ (ejd − 1)+) +
Lj∑
l=1
l
= d(e(j−1)d+1 + · · ·+ ejd)− Ljd+ Lj(Lj + 1)/2
≥ d(e(j−1)d+1 + · · ·+ ejd)− d(d− 1)
2
. (4.1)
Thus it follows that
d(e1 + · · ·+ esd) ≤
s∑
j=1
(ij,1 + · · ·+ ij,min(νj ,α)) + s
d(d− 1)
2
≤ dm− t+ sd(d − 1)
2
and therefore
e1 + · · ·+ esd ≤ m− t
d
+ s
d− 1
2
≤ m− t′.
Thus it follows from the (t′,m, sd)-net property of the digital net generated by
C1, . . . , Csd that the vectors c
(d)
1,i1,1
, . . . , c
(d)
1,i1,ν1
, . . . , c
(d)
s,is,1
, . . . , c
(d)
s,is,νs
are linearly in-
dependent.
Let now d > α. Then we have d((e(j−1)d+1 − 1)+ + · · ·+ (ejd − 1)+)) +
∑Lj
l=1 l ≤
ij,1 + · · · + ij,min(νj ,α) + (d − α)ij,min(νj ,α), where again Lj = |{(j − 1)d + 1 ≤ dj ≤
jd : edj > 0}|. Hence we can use inequality (4.1) again. Note that i1,min(ν1,α) + · · ·+
is,min(νs,α) ≤ m− t/α and hence we have
s∑
j=1
(ij,1+· · ·+ij,min(νj ,α)+(d−α)ij,min(νj ,α)) ≤ αm−t+(d−α)(m−t/α) = dm−dt/α.
Thus it follows that
d(e1 + · · ·+ esd) ≤
s∑
j=1
(ij,1 + · · ·+ ij,min(νj ,α) + (d− α)ij,min(νj ,α)) + s
d(d− 1)
2
≤ dm− dt
α
+ s
d(d− 1)
2
and therefore
e1 + · · ·+ esd ≤ m− t
α
+ s
d− 1
2
≤ m− t′.
Thus it follows from the (t′,m, sd)-net property of the digital net generated by
C1, . . . , Csd that the vectors c
(d)
1,i1,1
, . . . , c
(d)
1,i1,ν1
, . . . , c
(d)
s,is,1
, . . . , c
(d)
s,is,νs
are linearly in-
dependent and hence the result follows.
In Section 7 we use this construction method to construct a digital (3, 2, 4, 2)-net
over Z2.
16 Josef DICK
Note that the construction and Theorem 4.1 can easily be extended to (t, α, β, s)-
sequences. Indeed, let d ≥ 1 and let C1, . . . , Csd be the generating matrices of a
digital (t, sd)-sequence. Again many explicit generating matrices are known, see for
example [7, 19, 22, 32]. Let Cj = (cj,1, cj,2, . . .)
T for j = 1, . . . , sd, i.e., cj,l are the
row vectors of Cj . Now let the matrix C
(d)
j be made of the first rows of the matrices
C(j−1)d+1, . . . , Cjd, then the second rows of C(j−1)d+1, . . . , Cjd and so on, i.e.,
C
(d)
j = (c(j−1)d+1,1, . . . , cjd,1, c(j−1)d+1,2, . . . , cjd,2, . . .)
T .
The following theorem states that the matrices C
(d)
1 , . . . , C
(d)
s are the generating ma-
trices of a digital (t, α,min(α, d), s)-sequence.
Theorem 4.2. Let d ≥ 1 be a natural number and let C1, . . . , Csd be the gener-
ating matrices of a digital (t′, sd)-sequence over some ring Rb with b elements. Let
C
(d)
1 , . . . , C
(d)
s be defined as above. Then for any α ≥ 1 the matrices C(d)1 , . . . , C(d)s
are generating matrices of a digital (t, α,min(α, d), s)-sequence over Rb with
t = min(α, d) t′ +
⌈
s(d− 1)min(α, d)
2
⌉
.
The last result shows that (t, α, β,m, s)-nets indeed exist for any 0 < β ≤ α
and for m arbitrarily large. We have even shown that digital (t, α, β,m, s)-nets exist
which are extensible in m and s. This can be achieved by using an underlying (t′, sd)-
sequence which is itself extensible in m and s. If the t′ value of the original (t′,m, s)-
net or (t′, s)-sequence is known explicitly then we also know the t value of the digital
(t, α, β,m, s)-net or (t, α, β, s)-sequence. Furthermore it has also been shown how
such digital nets can be constructed in practise.
In the following we investigate for which values of t, α, s, b digital (t, α, s)-sequences
over Zb exist. We need some further notation (see also [23], Definition 8.2.15).
Definition 4.3. For given integers s, α ≥ 1 and prime number b let db(s, α) be
the smallest value of t such that a (t, α, s)-sequence over Zb exists. We have the
following bound on db(s, α).
Corollary 4.4. Let s, α ≥ 1 be integers and b be a prime number. Then we
have
α
(
s
b
− 1− logb
(b − 1)s+ b+ 1
2
)
+ 1
≤ db(s, α) ≤ α(s− 1)3b− 1
b − 1 − α
(2b + 4)
√
s− 1√
b2 − 1 + 2α+ s
α(α − 1)
2
.
Proof. The lower bound follows from part (iii) of Theorem 3.3 by choosing α′ = 1
and using a lower bound on the t-value for (t, s)-sequences (see [22]). The upper bound
follows from Theorem 4.2 by choosing d = α and using Theorem 8.4.4 of [23].
5. A bound on the worst-case error in Hα for digital (t, α, β,m, s)-nets
and digital (t, α, β, s)-sequences. In this section we prove an upper bound on the
worst-case error for integration in the Korobov space Hα using digital (t, α, β,m, s)-
nets and (t, α, β, s)-sequences.
Lemma 5.1. Let α ≥ 2 be a natural number, let b be prime and let C1, . . . , Cs ∈
Z
m×m
b be the generating matrices of a digital (t, α, β,m, s)-net over Zb with m > t/β.
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Then we have
Q∗b,m,u,α(C1, . . . , Cs) ≤ 2b|u|αb−βm+t(βm+ 2)|u|α−1,
where Q∗b,m,u,α is defined in Lemma 2.10.
Proof. We obtain a bound on Q∗b,m,{1,...,s},α, for all other subsets u the bound
can be obtained using the same arguments.
We first partition the set D∗bm,{1,...,s} into parts where the highest digits of kj
are prescribed and we count the number of solutions of CT1
~k1 + · · ·+ CTs ~ks = ~0. For
j = 1, . . . , s let now ij,α < · · · < ij,1 ≤ m with ij,1 ≥ 1. Note that we now allow
ij,l < 1, in which case the contributions of those ij,l are to be ignored. This notation
is adopted in order to avoid considering many special cases. Now we define
D∗bm,{1,...,s}(i1,1, . . . , i1,α, . . . , is,1, . . . , is,α)
= {k ∈ D∗bm,{1,...,s} : kj = ⌊κj,1bij,1−1 + · · ·+ κj,αbij,α−1 + lj⌋ with 0 ≤ lj < bij,α−1
and 1 ≤ κj,l < b for j = 1, . . . , s},
where ⌊·⌋ just means that the contributions of ij,l < 1 are to be ignored. Then we
have
Q∗b,m,{1,...,s},α(C1, . . . , Cs)
=
m∑
i1,1=1
· · ·
i1,α−1−1∑
i1,α=1
· · ·
m∑
is,1=1
· · ·
is,α−1−1∑
is,α=1
|D∗bm,{1,...,s}(i1,1, . . . , i1,α, . . . , is,1, . . . , is,α)|
bi1,1+···+i1,α+···+is,1+···+is,α
.(5.1)
Some of the sums above can be empty in which case we just set the corresponding
summation index ij,l = 0.
Note that by the (t, α, β,m, s)-net property we have
|D∗bm,{1,...,s}(i1,1, . . . , i1,α, . . . , is,1, . . . , is,α)| = 0
as long as i1,1 + · · · + i1,α + · · · + is,1 + · · · + is,α ≤ βm − t. Hence let now 0 ≤
i1,1, . . . , is,α ≤ m be given such that i1,1, . . . , is,1 ≥ 1, ij,α < · · · < ij,1 ≤ m for
j = 1, . . . , s and where if ij,l < 1 we set ij,l = 0 and i1,1+· · ·+i1,α+· · ·+is,1+· · ·+is,α >
βm − t. We now need to estimate |D∗bm,{1,...,s}(i1,1, . . . , i1,α, . . . , is,1, . . . , is,α)|, that
is we need to count the number of k ∈ D∗bm,{1,...,s} with kj = ⌊κj,1bij,1−1 + · · · +
κj,αb
ij,α−1 + lj⌋ such that CT1 ~k1 + · · ·+ CTs ~ks = ~0.
There are at most (b − 1)αs choices for κ1,1, . . . , κs,α (we write at most because
if ij,l < 1 then the corresponding κj,l does not have any effect and therefore need not
to be included). Let now 1 ≤ κ1,1, . . . , κs,α < b be given and define
~g = κ1,1c
T
1,i1,1 + · · ·+ κ1,αcT1,i1,α + · · ·+ κs,1cTs,is,1 + · · ·+ κs,αcTs,is,α ,
where we set cTj,l = 0 if l < 1. Further let
B = (cT1,1, . . . , c
T
1,i1,α−1, . . . , c
T
s,1, . . . , c
T
s,is,α−1).
Now the task is to count the number of solutions ~l of B~l = ~g. As long as the columns
of B are linearly independent the number of solutions can at most be 1. By the
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(t, α, β,m, s)-net property this is certainly the case if (we write (x)+ = max(x, 0))
(i1,α − 1)+ + · · ·+ (i1,α − α)+ + · · ·+ (is,α − 1)+ + · · ·+ (is,α − α)+
≤ α(i1,α + · · ·+ is,α)
≤ βm− t,
that is, as long as
i1,α + · · ·+ is,α ≤ βm− t
α
.
Let now i1,α + · · · + is,α > βm−tα . Then by considering the rank of the matrix
B and the dimension of the space of solutions of B~l = ~0 it follows the number of
solutions of B~l = ~g is smaller or equal to bi1,α+···+is,α−⌊(βm−t)/α⌋. Thus we have
|D∗bm,{1,...,s}(i1,1, . . . , i1,α, . . . , is,1, . . . , is,α)|
≤


0 if
∑s
j=1
∑α
l=1 ij,l ≤ βm− t,
(b− 1)αs if ∑sj=1∑αl=1 ij,l > βm− t
and
∑s
j=1 ij,α ≤ βm−tα ,
(b− 1)αsbi1,α+···+is,α−⌊(βm−t)/α⌋ if ∑sj=1∑αl=1 ij,l > βm− t
and
∑s
j=1 ij,α >
βm−t
α .
We estimate the sum (5.1) now. Let S1 be the sum in (5.1) where i1,1+· · ·+is,α >
βm− t and i1,α + · · ·+ is,α ≤ βm−tα . For an l > βm− t let A1(l) denote the number
of admissible choices of i1,1, . . . , is,α such that l = i1,1 + · · ·+ is,α. Then we have
S1 = (b− 1)αs
αsm∑
l=βm−t+1
A1(l)
bl
.
We have A1(l) ≤
(
l+sα−1
sα−1
)
and hence we obtain
S1 ≤ (b− 1)sα
∞∑
l=βm−t+1
(
l + sα− 1
sα− 1
)
1
bl
≤ bsαb−βm+t−1
(
βm− t+ sα
sα− 1
)
,
where the last inequality follows from a result by Matous˜ek [15, Lemma 2.18], see also
[6, Lemma 6].
Let S2 be the part of (5.1) for which i1,1+ · · ·+is,α > βm−t and i1,α+ · · ·+is,α >
βm−t
α , i.e., we have
S2 = (b− 1)sα
m∑
i1,1=1
· · ·
i1,α−1−1∑
i1,α=1
· · ·
m∑
is,1=1
· · ·
is,α−1−1∑
is,α=1
b−⌊(βm−t)/α⌋
bi1,1+···+i1,α−1+···+is,1+···+is,α−1
≤ m
s(b − 1)sα
b⌊(βm−t)/α⌋
m∑
i1,1=1
· · ·
i1,α−2−1∑
i1,α−1=1
· · ·
m∑
is,1=1
· · ·
is,α−2−1∑
is,α−1=1
1
bi1,1+···+i1,α−1+···+is,1+···+is,α−1
(5.2)
where in the first line above we have the additional conditions i1,1+ · · ·+is,α > βm−t
and i1,α + · · · + is,α > βm−tα . From the last inequality and i1,α−l + · · · + is,α−l >
i1,α+ · · ·+ is,α for l = 1, . . . , α− 1 it follows that i1,1+ · · ·+ i1,α−1+ · · ·+ is,1+ · · ·+
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is,α−1 ≥ ⌊(βm− t)(1− α−1)⌋+ 1. Let A2(l) denote the number of admissible choices
of i1,1, . . . , i1,α−1, . . . , is,1, . . . , is,α−1 such that l = i1,1+ · · ·+ i1,α−1+ · · ·+ is,1+ · · ·+
is,α−1. Note that we have A2(l) ≤
(l+s(α−1)−1
s(α−1)−1
)
. Then we have
S2 ≤ m
s(b− 1)sα
b⌊(βm−t)/α⌋
∞∑
l=⌊(βm−t)(1−α−1)⌋+1
(
l + s(α− 1)− 1
s(α− 1)− 1
)
1
bl
≤ m
s(b− 1)sα
b⌊(βm−t)/α⌋
b⌈(βm−t)/α⌉
(1 − b−1)s(α−1)bβm−t+1
(⌊(βm− t)(1− α−1)⌋+ s(α− 1)
s(α− 1)− 1
)
,
where the last inequality follows again from a result by Matous˜ek [15, Lemma 2.18],
see also [6, Lemma 6]. Hence we have
S2 ≤ msbsαb−βm+t
(⌊(βm− t)(1 − α−1)⌋+ s(α− 1)
s(α− 1)− 1
)
.
Note that we have Q∗b,m,α,{1,...,s}(C1, . . . , Cs) = S1 + S2. Let a ≥ 1 and b ≥ 0 be
integers then we have
(
a+ b
b
)
=
b∏
i=1
(
1 +
a
i
)
≤ (1 + a)b.
Therefore we obtain S1 ≤ bsαb−βm+t−1(βm−t+2)sα−1 and S2 ≤ bsαb−βm+tms(βm−
t+ 2)s(α−1)−1. Thus we have
Q∗b,m,α,{1,...,s}(C1, . . . , Cs) ≤ 2bsαb−βm+t(βm+ 2)sα−1,
from which the result follows.
The following theorem is an immediate consequence of Lemma 2.10 and Lemma 5.1.
Theorem 5.2. Let b be prime, α ≥ 2 be a natural number and let C1, . . . , Cs ∈
Z
m×m
b be the generating matrices of a digital (t, α, β,m, s)-net over Zb with m > t/β.
Then the worst-case error in the Korobov space Hα is bounded by
eb,m,α(C1, . . . , Cs) ≤
2
(
1 + b−αmCb,α(α+ b
−2) + Cb,α(1 + α+ b
−2)(βm + 2)α
)s
bβm−t(βm+ 2)
+(1 + b−αmCb,α(α+ b
−2))s − 1,
where Cb,α > 0 is the constant in Lemma 2.9.
Remark 4. By the lower bound of Sharygin [26] we have that the worst-case
error in the Korobov space Hα is at most O(N−α(logN)s−1). Hence it follows from
Theorem 5.2 that for a digital (t, α, β,m, s)-net with β > α we must have t = O((β−
α)m). Thus in order to avoid having a t-value which grows with m we added the
restriction β ≤ α in Definition 3.1. Further, this also implies that a digital (t, α, β, s)-
sequence with t <∞ cannot exist if β > α, hence β ≤ α is in this case a consequence
of the definition rather than a restriction.
Remark 5. Lemma 2.8 also holds for digital nets which are digitally shifted by
an arbitrary digital shift σ ∈ [0, 1)s and hence it follows that Theorem 5.2 also holds
in a more general form, namely for all digital (t, α, β,m, s)-net which are digitally
shifted.
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Theorem 5.2 shows that we can obtain the optimal convergence rate for natural
numbers α ≥ 2 by using a digital (t, α,m, s)-net. The constructions previously pro-
posed (for example by Sobol, Faure, Niederreiter or Niederreiter-Xing) have only been
shown to be (t, 1,m, s)-nets and it has been proven that they achieve a convergence
of the worst-case error of O(N−1(logN)s−1).
We can use Theorem 5.2 to obtain the following corollary.
Corollary 5.3. Let b be prime and let C
(d)
1 , . . . , C
(d)
s ∈ Z∞×∞b be the generating
matrices of a digital (t(a), a,min(a, d), s)-sequence S over Zb for any integer a ≥ 1.
Then for any real α ≥ 1 there is a constant C′b,s,α > 0, depending only on b, s and α,
such that the worst-case error in the Korobov space Hα using the first N = bm points
of S is bounded by
eb,m,α(C
(d)
1 , . . . , C
(d)
s ) ≤ C′b,s,αbt(⌊α⌋)
(logN)s⌊α⌋−1
Nmin(⌊α⌋,d)
.
Remark 6. The above corollary shows that digital (t, α,min(α, d), s)-sequences
constructed in Section 4 achieve the optimal convergence (apart from maybe some
logN factor) of P2α of O(N−2α(logN)2sα−2) as long as α is an integer such that
1 ≤ α ≤ d. If α > d we obtain a convergence of O(N−2d(logN)2sα−2).
6. A bound on the mean square worst-case error in Hα for digital
(t, α, β,m, s)-nets and digital (t, α, β, s)-sequences. To combine the advantages
of random quadrature points with those of deterministic quadrature points one some-
times uses a combination of those two methods, see for example [6, 10, 15, 24]. The
idea is to use a random element which preserves the essential properties of a deter-
ministic point set. We call the expectation value of the square worst-case error of
such randomized point sets the mean square worst-case error.
6.1. Randomization. In the following we introduce a randomization scheme
called digital shift (see [5, 15]). Let PN = {x0, . . . ,xN−1} ⊆ [0, 1)s with xn =
(x1,n, . . . , xs,n) and xj,n = xj,n,1b
−1 + xj,n,2b
−2 + · · · for n = 0, . . . , N − 1 and j =
1, . . . , s. Let σj,1, σj,2, . . . ∈ {0, 1} be i.i.d. for j = 1, . . . , s. Then the randomly
digitally shifted point set PN,σ = {z0, . . . , zN−1}, zn = (z1,n, . . . , zs,n) using a digital
shift, is then given by
zj,n = (xj,n,1 ⊕ σj,1)b−1 + (xj,n,2 ⊕ σj,2)b−2 + · · ·
for j = 1, . . . , s and n = 0, . . . , N−1, where xj,n,k⊕σj,n = xj,n,k+σj,n (mod b) (note
that all additions of the digits are carried out in the finite field Zb). Subsequently let
PN = {x0, . . . ,xN−1} and let PN,σ be the digitally shifted point set PN using the
randomization just described.
6.2. The mean square worst-case error in the Korobov space. In this
section we will analyze the expectation value of e2(PN,σ,Kα), which we denote by
e˜2(PN ,Kα) = E[e
2(PN,σ,Kα)], with respect to the random digital shift described
above. We call e˜2(PN ,Kα) the mean square worst-case error.
From (2.4) and the linearity of the expectation operator we have
e˜2(PN ,Kα) = E[e
2(PN,σ,Kα)] = −1 + 1
N2
N−1∑
n,l=0
s∏
j=1
E[Kα(zj,n, zj,l)].
Explicit constructions of quasi-Monte Carlo rules for periodic integrands 21
In order to compute E[Kα(zj,n, zj,l)] we need the following lemma, which, in a
very similar form, was already shown in [6], Lemma 3. Hence we omit a proof.
Lemma 6.1. Let x1, x2 ∈ [0, 1) and let z1, z2 ∈ [0, 1) be the points obtained after
applying an i.i.d. random digital shift to x1 and x2. Then we have
E[walk(z1)wall(z2)] =
{
walk(x1)walk(x2) if k = l,
0 otherwise.
Recall that
Kα(x1, x2) =
∞∑
k,l=0
rb,α(k, l)walk(x1)wall(x2),
where
rb,α(k, l) =
∫ 1
0
∫ 1
0
Kα(x1, x2)walk(x1)wall(x2) dx1 dx2.
Let z1, z2 be obtained by applying an i.i.d. random digital shift to x1, x2. Using
Lemma 6.1 and the linearity of expectation we obtain
E[Kα(z1, z2)] =
∞∑
k=0
rb,α(k)walk(x1)walk(x2),
where rb,α(k) = rb,α(k, k) and rb,α(0) = 1.
Therefore we obtain
E[e2(PN,σ,Kα)] = −1 + 1
N2
N−1∑
n,l=0
s∏
j=1
∞∑
k=0
rb,α(k)walk(xj,n)walk(xj,l).
Further we have
s∏
j=1
bm−1∑
k=0
rb,α(k)walk(xj,n)walk(xj,l) = 1 +
∑
k∈{0,...,bm−1}s\{0}
rb,α(k)walk(xn ⊖ xl),
where we write rb,α(k) =
∏s
j=1 rb,α(kj) for k = (k1, . . . , ks). We have shown the
following theorem.
Theorem 6.2. Let b ≥ 2 be a natural number and let α > 1/2 be a real number.
Then the mean square worst-case error for integration in the Korobov space Hα using
the point set PN randomized by a digital shift is given by
E[e2(PN,σ,Kα)] =
∑
k∈Ns0\{0}
rb,α(k)
1
N2
N−1∑
n,l=0
walk(xn ⊖ xl).
In the following we closer investigate the mean square worst-case error for digital
nets randomized with a digital shift.
Subsequently we will often write e˜2b,m,α(C1, . . . , Cs) to denote the mean square
worst-case error E[e(Pbm,σ,Kα)], where Pbm is a digital net with generating matrices
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C1, . . . , Cs and b
m points and Pbm,σ is the digital net Pbm randomized with a digital
shift.
Theorem 6.3. Let m ≥ 1, b be a prime number and α > 1/2 be a real number.
The mean square worst-case error in the Korobov space Hα using a randomly digitally
shifted digital net over Zb with generating matrices C1, . . . , Cs ∈ Zm×mb is given by
e˜2b,m,α(C1, . . . , Cs) =
∑
k∈D
rb,α(k).
Proof. In [5] it was shown that
1
b2m
bm−1∑
n,l=0
walk(xn ⊖ xl) = 1
bm
bm−1∑
n=0
walk(xn) =
{
1 if k ∈ D ∪ {0},
0 otherwise.
Hence the result follows from Theorem 6.2.
Remark 7. Theorem 2.5 and Theorem 6.3 now imply that
e˜b,m,α(C1, . . . , Cs) =
√∑
k∈D
rb,α(k) ≤
√ ∑
k,l∈D
rb,α(k, l) = e(Pbm ,Kα),
i.e. the root mean square worst-case error is always smaller than the worst-case error,
see also Remark 5.
Remark 5 and also the above Remark imply that the bounds on the worst-case
error also hold for the root mean square worst-case error. On the other hand, following
the proofs for the bound on the worst-case error using the criterium for the root mean
square worst-case error yields a better bound. We outline the results subsequently.
Following the proof of Lemma 2.10 we obtain∑
k∈D
rb,α(k) ≤
∑
∅6=u⊆{1,...,s}
(1 + b−2αmC¯2b,α)
s−|u|(C2b,α + C¯
2
b,α)
|u|
∑
k∈D∗
bm,u
q2b,α(k)
+(1 + b−2αmC¯2b,α)
s − 1,
where Cb,α is the constant from Lemma 2.9 and
C¯b,α = Cb,α
√√√√b−1 + (b2 − b)−1 α+1∏
c=3
(b2c − b2(c−1))−1. (6.1)
The sum
∑
k∈D∗
bm,u
q2b,α(k) can now be bounded using almost the same arguments
as in the proof of Lemma 5.1. Doing this one can obtain that for a digital (t, α, β,m, s)-
net we have ∑
k∈D∗
bm,u
q2b,α(k) ≤ (2b)|u|αb−2(βm−t)+1(βm− t+ 1)|u|α−1.
Hence we obtain the following theorem.
Theorem 6.4. Let b be prime, α ≥ 1 an integer and let C1, . . . , Cs ∈ Zm×mb be
the generating matrices of a digital (t, α, β,m, s)-net over Zb with m > t/β. Then the
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mean square worst-case error in the Korobov space Hα is bounded by
e˜2b,m,α(C1, . . . , Cs)
≤
(
1 + b−2αmC¯2b,α + (2b)
α(C2b,α + C¯
2
b,α)(βm− t+ 1)α
)s
− (1 + b−2αmC¯2b,α)s
b2(βm−t)−1(βm− t+ 1)
+(1 + b−2αmC¯2b,α)
s − 1,
where Cb,α > 0 is the constant in Lemma 2.9 and the constant C¯b,α > 0 is given by
(6.1).
We can use Theorem 6.4 to obtain the following corollary.
Corollary 6.5. Let b be prime and let C
(d)
1 , . . . , C
(d)
s ∈ Z∞×∞b be the generating
matrices of a digital (t(a), a,min(a, d), s)-sequence S over Zb for any integer a ≥ 1.
Then for any real α ≥ 1 there is a constant C′′b,s,α > 0, depending only on b, s and α,
such that the root mean square worst-case error in the Korobov space Hα using the
first N = bm points of S is bounded by
e˜b,m,α(C
(d)
1 , . . . , C
(d)
s ) ≤ C′′b,s,αbt(⌊α⌋)
(logN)(s⌊α⌋−1)/2
Nmin(⌊α⌋,d)
.
Remark 8. The above corollary shows that the digital (t, α,min(α, d), s)-sequences
constructed in Section 4 achieve the optimal convergence of P2α ofO(N−2α(logN)sα−1)
as long as α is an integer such that 1 ≤ α ≤ d. (This convergence is best possi-
ble for α = 1 by the lower bound in [26].) If α > d we obtain a convergence of
O(N−2d(logN)sα−1).
Using the construction of Theorem 4.1 or Theorem 4.2 it follows that t(a) also
depends on the choice of d. Hence choosing a large value of d also increases the
constant factor bt(⌊α⌋) in Corollary 5.3 and Corollary 6.5.
7. Some examples of digital (t, α,m, s)-nets over Z2. In this section we give
a simple example to show how the nets described in this paper can be constructed.
We use the construction method outlined in Section 4.
7.1. Example of a digital (0, 2,m, 1)-net over Z2. First we use the so-called
Hammersley net as the underlying digital net, which is a (0,m, 2)-net over Z2. The
generating matrices for this net are given by
C1 =


1 0 . . . 0
0
. . .
. . .
...
...
. . .
. . . 0
0 . . . 0 1

 and C2 =


0 . . . 0 1
... . .
.
. .
.
0
0 . .
.
. .
. ...
1 0 . . . 0

 . (7.1)
Now we use the construction method of Section 4 to construct the matrix C
(2)
1 ,
i.e. d = 2 in this case. The first row of C
(2)
1 is the first row of C1, the second row of
C
(2)
1 is the first row of C2, the third row of C
(2)
1 is the second row of C1, the fourth
row of C
(2)
1 is the second row of C2 and so on. Assume that C1, C2 are m×m matrices
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where m is even. Then we obtain
C
(2)
1 =


1 0 . . . . . . . . . . . . . . . 0
0 . . . . . . . . . . . . . . . 0 1
0 1 0 . . . . . . . . . . . . 0
0 . . . . . . . . . . . . 0 1 0
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 0 1 0 . . . . . . 0
0 . . . . . . 0 1 0 . . . 0


.
So for example if m = 4 we obtain
C
(2)
1 =


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

 . (7.2)
The matrix C
(2)
1 is of course non-singular and therefore the point set one obtains
are just equidistant points starting with 0.
Assume that m is even. Then the digital net which one obtains from C
(2)
1 is a
digital (0, 1,m, 1)-net over Z2 and, at the same time, it is also a digital (0, 2,m, 1)-net.
Note that using the bound from Theorem 4.1 we obtain a t-value of 1, but by closer
investigation using Definition 3.1 one can see that the properties also hold for t = 0.
Hence the t-value obtained from Theorem 4.1 is not necessarily strict even if the value
of the underlying digital net is strict.
7.2. Example of a digital (t, 2, 4, 2)-net over Z2. Consider the digital (1, 4, 4)-
net over Z2 with generating matrices given by C1, C2 above and
C3 =


1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1

 and C4 =


0 1 1 0
1 1 0 1
0 0 0 1
0 0 1 0

 .
Then C
(2)
1 is given by (7.2) and C
(2)
2 is given by
C
(2)
2 =


1 1 1 1
0 1 1 0
0 1 0 1
1 1 0 1

 .
Using the digital construction scheme we obtain the points
(0, 0), (12 ,
9
16 ), (
1
8 ,
15
16 ), (
5
8 ,
3
8 ), (
1
16 ,
3
4 ), (
9
16 ,
5
16 ), (
3
16 ,
3
16 ), (
11
16 ,
5
8 ),
(14 ,
11
16 ), (
3
4 ,
1
8 ), (
3
8 ,
1
4 ), (
7
8 ,
13
16 ), (
5
16 ,
7
16 ), (
13
16 ,
7
8 ), (
7
16 ,
1
2 ), (
15
16 ,
1
16 ).
It can be checked that this digital net is a digital (1, 1, 4, 2)-net, i.e. a digital
(1, 4, 2)-net (the first two rows of C
(2)
1 and the first two rows of C
(2)
2 are linearly
dependent, so the t-value cannot be 0 when α = 1).
Now we investigate the t-value when α = 2. First note that Theorem 4.1 yields a
t-value of 4 for α = 2 (d = s = 2). Further the t-value cannot be 2 in this case: we need
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to consider all cases where i1,1+ i1,min(ν1,2)+ i2,1+ i2,min(ν2,2) ≤ αm− t = 2 ·4−2 = 6
with 0 ≤ ν1, ν2 ≤ 4. But by choosing i1,1 = i2,1 = 2 and i1,2 = i2,2 = 1 we obtain
the first two rows of C1 and the first two rows of C2, and as those 4 rows are linearly
dependent it follows that the t-value cannot be 2. Now let us check whether a t-value
of 3 is possible: we need to have i1,1+i1,min(ν1,2)+i2,1+i2,min(ν2,2) ≤ 5, hence ν1, ν2 ≥ 2
is not possible (because then we would have i1,1+ i1,2+ i2,1+ i2,2 ≥ 2+1+2+1 > 5).
Further the conditions are satisfied if either ν1 = 0 or ν2 = 0 as the matrices C
(2)
1 and
C
(2)
2 are non-singular. If ν1 > 2 then i1,1 ≥ 3 and i1,2 ≥ 2 and hence i1,1 + i1,2 ≥ 5
and we can only get i1,1 + i1,min(ν1,2) + i2,1 + i2,min(ν2,2) ≤ 5 if ν2 = 0. Hence if either
ν1 > 2 or ν2 > 2 the properties are also satisfied. Thus we are left with the following
three cases: (ν1, ν2) = (1, 1), (ν1, ν2) = (1, 2) and (ν1, ν2) = (2, 1).
Now let ν1 = ν2 = 1. Then we need to take one row of each matrix C
(2)
1 and C
(2)
2
such that the sum of their row indices is smaller or equal to 5 and check whether those
two rows are linearly independent. It can be checked that this is always the case: let
C
(2)
j = (c
⊤
j,1, c
⊤
j,2, c
⊤
j,3, c
⊤
j,4), i.e. cj,k denotes the k-th row of C
(2)
j . Then the pairs of
vectors (c1,k, c2,l) where k + l ≤ 5 are always linearly independent for all admissible
choices of k and l (i.e. c1,k 6= c2,l).
Consider now ν1 = 1 and ν2 = 2, i.e. we take one row from C
(2)
1 and two rows
from C
(2)
2 such that the sum of the row indices does not exceed 5. Note that i2,2 has
to be 1 otherwise i2,1 + i2,2 ≥ 5 and i1,1 cannot even be 1. As i1,1 ≥ 1 and i2,1 ≥ 2
the only choices left are i1,1 = 1 and i2,1 = 2, 3 and i1,1 = 2 and i2,1 = 2. So we need
to check whether the triplets (c1,1, c2,1, c2,2), (c1,1, c2,1, c2,3) and (c1,2, c2,1, c2,2) are all
linearly independent, which upon inspection can be seen to be the case.
The case ν = 2 and ν = 1 can also be checked as the previous case. In this case
all the relevant sets of vectors are also always linearly independent, hence a t-value of
3 is possible for α = 2, i.e. the digital net above is a (strict) digital (3, 2, 4, 2)-net.
The classical t-value (i.e. α = 1) of this digital net is not as good as for example
the t-value of the Hammersley net (which is 0). On the other hand it can be checked
that for α = 2 the t-value of the Hammersley net where m = 4 is 4 and hence for this
case it is worse than the t-value of the digital net constructed above.
As a last example let us consider the Hammersley net again for arbitrary m ≥ 1,
i.e. with the m × m generating matrices given by (7.1). As for example the first
row of C1 and the last row of C2 are the same (and therefore linearly dependent) we
must have βm − t < m + 1 for all α ≥ 1 (for α = 1 we can still choose β = 1 and
t = 0 and hence the Hammersley net achieves the optimal t-value, but for α > 1 we
have seen in Section 4 that there are better constructions). It is sensible to choose β
such that we can have a t-value which is independent of m (for example this is the
case when one considers sequences and which is also the motivation for introducing
those parameters; for digital nets it would of course also make sense to just state the
value of βm − t and m instead of t, β and m). This means that β ≤ 1, and as β
indicates the convergence rate one can obtain it follows that one cannot expect to
obtain a convergence rate beyond (bm)−1+δ (for an arbitrary small δ > 0) when using
a Hammersley net.
8. Appendix: Some lemmas. We need the following lemmas.
Lemma 8.1. Let j ≥ 1, a ≥ 0, b ≥ 2 and 0 ≤ u, v < ba with u 6= v. Then we have
∫ (u+1)/ba
u/ba
∫ (u+1)/ba
u/ba
|x− y|j dxdy = 2
ba(j+2)(j + 1)(j + 2)
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and
∫ (u+1)/ba
u/ba
∫ (v+1)/ba
v/ba
|x− y|j dxdy = 2j!
ba(j+2)
⌊j/2⌋∑
l=0
|u− v|j−2l
(j − 2l)!(2l+ 2)! .
Proof. We have
∫ (u+1)/ba
u/ba
∫ (u+1)/ba
u/ba
|x− y|j dxdy =
∫ 1/ba
0
∫ 1/ba
0
|x− y|j dxdy
=
1
ba(j+2)
∫ 1
0
∫ 1
0
|x− y|j dxdy.
We divide the last double integral in two parts, we have∫ 1
0
∫ 1
0
|x− y|j dxdy =
∫ 1
0
∫ y
0
(y − x)j dxdy +
∫ 1
0
∫ 1
y
(x− y)j dxdy.
We calculate the first part and obtain∫ 1
0
∫ y
0
(y − x)j dxdy = 1
j + 1
∫ 1
0
yj+1 dy =
1
(j + 1)(j + 2)
and the second part is given by∫ 1
0
∫ 1
y
(x − y)j dxdy = 1
j + 1
∫ 1
0
(1 − y)j+1 dy = 1
(j + 1)(j + 2)
.
Hence we have ∫ 1
0
∫ 1
0
|x− y|j dxdy = 2
(j + 1)(j + 2)
.
For the second part we have
∫ (u+1)/ba
u/ba
∫ (v+1)/ba
v/ba
|x− y|j dxdy =
∫ 1/ba
0
∫ (|u−v|+1)/ba
|u−v|/ba
|x− y|j dxdy
=
1
ba(j+2)
∫ 1
0
∫ |u−v|+1
|u−v|
(x− y)j dxdy,
where now |u− v| ≥ 1. We have
∫ 1
0
∫ |u−v|+1
|u−v|
(x− y)j dxdy = 1
j + 1
∫ 1
0
(
(|u− v|+ 1− y)j+1 − (|u − v| − y)j+1) dy
=
2|u− v|j+2 − (|u − v|+ 1)j+2 − (|u− v| − 1)j+2
(j + 1)(j + 2)
.
The result follows by simplifying the sum in the numerator.
Lemma 8.2. Let k ≥ 1 be given by k = κa1−1ba1−1 + · · ·+ κaν−1baν−1 for some
ν ≥ 1, κa1−1, . . . , κaν−1 ∈ {1, . . . , b − 1} and 1 ≤ aν < · · · < a1. For any even
0 ≤ j < 2ν we have Ij(k) = 0.
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Proof. The result for j = 0 follows from Proposition 2.3 and (2.6). It was shown
in [5], Appendix A, that
x =
1
2
+
∞∑
c=1
b−1∑
τ=1
1
bc(e−2piiτ/b − 1)walτbc−1(x)
and hence
|x− y|j =
(
∞∑
c=1
b−1∑
τ=1
1
bc(e−2piiτ/b − 1)(walτbc−1(y)− walτbc−1(x))
)j
=
∞∑
c1,...,cj=1
1
bc1+···+cj
j∏
i=1
b−1∑
τ=1
walτbci−1(y)− walτbci−1(x)
e−2piiτ/b − 1 .
Let
Ak(c1, . . . , cj) =
∫ 1
0
∫ 1
0
j∏
i=1
b−1∑
τ=1
walτbci−1(y)− walτbci−1(x)
e−2piiτ/b − 1 walk(x)walk(y) dxdy.
Then we have
Ij(k) =
∞∑
c1,...,cj=1
Ak(c1, . . . , cj)
bc1+···+cj
.
We have
j∏
i=1
b−1∑
τ=1
walτbci−1(y)− walτbci−1(x)
e−2piiτ/b − 1
=
b−1∑
τ1,...,τj=1
j∏
i=1
(e−2piiτj/b − 1)−1
∑
u⊆{1,...,j}
(−1)|u|
∏
i∈u
walτibci−1(y)
∏
i6∈u
walτibci−1(x)
=
b−1∑
τ1,...,τj=1
j∏
i=1
(e−2piiτj/b − 1)−1
∑
u⊆{1,...,j}
(−1)|u|walCu,τ (y)walC{1,...,j}\u,τ (x),
where Cu,τ =
∑
i∈u τib
ci−1 and hence
Ak(c1, . . . , cj)
=
b−1∑
τ1,...,τj=1
j∏
i=1
(e−2piiτj/b − 1)−1
∑
u⊆{1,...,j}
(−1)|u|
∫ 1
0
∫ 1
0
walCu,τ (y)walC{1,...,j}\u,τ (x)walk(x)walk(y) dxdy
=
b−1∑
τ1,...,τj=1
j∏
i=1
(e−2piiτj/b − 1)−1
∑
u⊆{1,...,j}
(−1)|u|
∫ 1
0
walCu,τ⊕k(y) dy
∫ 1
0
walC{1,...,j}\u,τ⊖k(x) dx.
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Note that if ν > j/2 we either have Cu,τ ⊕ k 6= 0 or C{1,...,j}\u,τ ⊖ k 6= 0 and
hence Ak(c1, . . . , cj) = 0. The result now follows.
Let σp(n) =
∑n−1
h=1 h
p. It is known that
σp(n) =
p∑
h=0
Bh
h!
p!
(p+ 1− h)!n
p+1−h, (8.1)
where B0, B1, . . . are the Bernoulli numbers (in particular, B0 = 1, B1 = −1/2 and
B2 = 1/6).
Lemma 8.3. Let b ≥ 2, 1 ≤ d ≤ a, k = κd−1bd−1 + · · · + κ0 where κd−1 ∈
{1, . . . , b − 1}, κd−2, . . . , κ0 ∈ {0, . . . , b − 1}, m = ma−1ba−1 + · · · + m0 and n =
na−1b
a−1 + · · ·+ n0. Then we have
ba−2∑
n=0
ba−1∑
m=n+1
walk((n⊖m)/ba) = b2a−d
(
1
2
+
1
e2piiκd−1/b − 1
)
− b
a
2
,
ba−2∑
n=0
ba−1∑
m=n+1
(m− n)walk((n⊖m)/ba) = b3a−2d
(
1
6
− 1
2 sin2(κd−1π/b)
)
− b
a
6
and
ba−2∑
n=0
ba−1∑
m=n+1
(m− n) = 1
6
(b3a − ba).
Proof. In order to obtain a formula for the first sum, let m′ = ma−1b
a−1 + · · ·+
ma−d+1b
a−d+1, m′′ = ma−d−1b
a−d−1+ · · ·+m0, n′ = na−1ba−1+ · · ·+na−d+1ba−d+1
and n′′ = na−d−1b
a−d−1+· · ·+n0. First consider the case wherem′ > n′ and arbitrary
m′′, n′′. We have
b−1∑
na−d=0
b−1∑
ma−d=0
e2pii(κ0(na−1−ma−1)+···+κd−1(na−d−ma−d))/b = 0,
as
∑b−1
m=0 e
2piiκm/b = 0 for all κ = 1, . . . , b− 1. Thus we only need to consider the case
where m′ = n′, for which case we have
e2pii(κ0(na−1−ma−1)+···+κd−1(na−d−ma−d))/b = e2piiκd−1(ma−d−na−d)/b.
This part is now given by
bd−1
ba−d−1∑
n′′=0
ba−d−1∑
m′′=0
b−1∑
na−d=0
b−1∑
ma−d=0
e2piiκd−1(na−d−ma−d)/b, (8.2)
where we have the additional assumption ma−db
a−d + m′′ > na−db
a−d + n′′. First
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consider the case where ma−d > na−d. This part of (8.2) is given by
bd−1
ba−d−1∑
n′′=0
ba−d−1∑
m′′=0
b−2∑
na−d=0
b−1∑
ma−d=na−d+1
e2piiκd−1(na−d−ma−d)/b
= bd−1b2(a−d)
b−2∑
na−d=0
b−1∑
ma−d=na−d+1
e2piiκd−1(na−d−ma−d)/b
=
b2a−d
e2piiκd−1/b − 1 .
Now consider the case where ma−d = na−d. In this case we have the assumption that
m′′ > n′′ and hence this part of (8.2) is given by
bd
ba−d−2∑
n′′=0
ba−d−1∑
m′′=n′′+1
1 =
1
2
(
b2a−d − ba) .
Thus (8.2) is given by
b2a−d
e2piiκd−1/b − 1 +
1
2
(
b2a−d − ba)
and the first result follows.
For the second sum let again m′ = ma−1b
a−1 + · · · + ma−d+1ba−d+1, m′′ =
ma−d−1b
a−d−1 + · · · + m0, n′ = na−1ba−1 + · · · + na−d+1ba−d+1 and also n′′ =
na−d−1b
a−d−1+ · · ·+n0. First consider the case where m′ > n′ and arbitrary m′′, n′′.
We have
b−1∑
na−d=0
b−1∑
ma−d=0
(m− n)e2pii(κ0(na−1−ma−1)+···+κd−1(na−d−ma−d))/b
=
b−1∑
na−d=0
b−1∑
ma−d=0
(ma−d − na−d)e2pii(κ0(na−1−ma−1)+···+κd−1(na−d−ma−d))/b
= 0,
as
∑b−1
m=0 e
2piiκm/b = 0 for all κ = 1, . . . , b− 1.
Thus we are left with the case where m′ = n′. We have
e2pii(κ0(na−1−ma−1)+···+κd−1(na−d−ma−d))/b = e2piiκd−1(ma−d−na−d)/b.
Hence this part is given by
bd−1
b−1∑
na−d=0
b−1∑
ma−d=0
ba−d−1∑
n′′=0
ba−d−1∑
m′′=0
(m′′−n′′+ba−d(ma−d−na−d))e2piiκd−1(na−d−ma−d)/b,
(8.3)
where we have the additional assumption ma−db
a−d + m′′ > na−db
a−d + n′′. First
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consider the case where ma−d > na−d. This part of (8.3) is given by
bd−1
∑
0≤na−d<ma−d<b
ba−d−1∑
m′′,n′′=0
(m′′ − n′′ + ba−d(ma−d − na−d))e2piiκd−1(na−d−ma−d)/b
= bd−1b3(a−d)
b−2∑
na−d=0
b−1∑
ma−d=na−d+1
(ma−d − na−d)e2piiκd−1(na−d−ma−d)/b
= − b
3a−2d
2 sin2(κd−1π/b)
.
Now consider the case where ma−d = na−d. In this case we have the assumption that
m′′ > n′′ and hence this part of (8.3) is given by
bd
ba−d−2∑
n′′=0
ba−d−1∑
m′′=n′′+1
(m′′ − n′′) = b
d
6
(b3(a−d) − ba−d).
(This result can be obtained using (8.1), see the proof of the third part below.) Thus
(8.3) is given by
− b
3a−2d
2 sin2(κd−1π/b)
+
bd
6
(b3(a−d) − ba−d)
and the second result follows.
The third result can easily be verified by using (8.1). Indeed we have
ba−2∑
n=0
ba−1∑
m=n+1
(m− n) =
ba−2∑
n=0
ba−1−n∑
m=1
m =
ba−2∑
n=0
σ1(b
a − n) = 1
2
ba−2∑
n=0
((ba − n)2 − (ba − n)).
The last sum can be written as 12
∑ba
n=1(n
2 − n) = 12 (σ2(ba + 1)− σ1(ba + 1)) and by
using (8.1) again the result follows.
Lemma 8.4. Let j ≥ 0, ν ≥ 1, 1 ≤ aν < · · · < a1 ≤ a, k = κa1−1ba1−1 + · · · +
κaν−1b
aν−1 where κa1−1, . . . , κaν−1 ∈ {1, . . . , b− 1}. Then we have
ba−2∑
n=0
ba−1∑
m=n+1
(m− n)j = baσj(ba)− σj+1(ba) ≤ b
a(j+2)
(j + 1)(j + 2)
and ∣∣∣∣∣
ba−2∑
n=0
ba−1∑
m=n+1
(m− n)jwalk((n⊖m)/ba)
∣∣∣∣∣ ≤ Cb,jb(j+2)a−2(a1+···+amin(ν,⌈j/2⌉))
for some constant Cb,j > 0 which is independent of ν, a and a1, . . . , aν .
Proof. We have
ba−2∑
n=0
ba−1∑
m=n+1
(m− n)j =
ba−1∑
n=1
(ba − n)nj = baσj(ba)− σj+1(ba),
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and by using (8.1) it follows that
baσj(b
a)− σj+1(ba)
= ba(j+2)
(
j∑
h=0
Bh
(
j!
h!(j + 1− h)! −
(j + 1)!
h!(j + 2− h)!
)
b−ah −Bj+1b−a(j+1)
)
≤ ba(j+2)B0 1
(j + 1)(j + 2)
,
from which the first part follows as B0 = 1.
For j = 0, 1 the second part immediately follows from Lemma 8.3. Let now j ≥ 2
and assume the result holds for all j − 1, . . . , 1, 0.
Let m = ma−1b
a−1 + · · ·+m0 and n = na−1ba−1 + · · ·+ n0. In order to obtain a
bound on
∣∣∣∣∣
ba−2∑
n=0
ba−1∑
m=n+1
(m− n)je2pii(κa1−1(na−a1−ma−a1 )+···+κaν−1(na−aν−ma−aν ))/b
∣∣∣∣∣ (8.4)
we first sum over the digits ma−a1 and na−a1 .
Letm′ = ma−1b
a−1+· · ·+ma−a1+1ba−a1+1, n′ = na−1ba−1+· · ·+na−a1+1ba−a1+1,
m′′ = ma−a1−1b
a−a1−1 + · · ·+m0 and n′′ = na−a1−1ba−a1−1 + · · ·+ n0. We consider
two cases, namely where m′ > n′ and where m′ = n′.
For m′ = n′ we either have ma−a1 > na−a1 or ma−a1 = na−a1 and m
′′ > n′′, as
m > n. First let ma−a1 > na−a1 . We have b
a1−1 choices for m′ = n′ and the sum
over the digits ma−a1 , na−a1 with ma−a1 > na−a1 can be written as one sum so that
the part of (8.4) where m′ = n′ is given by
ba1−1
∣∣∣∣∣∣
ba−a1−1∑
n′′=0
ba−a1−1∑
m′′=0
b−1∑
τ=1
(b − τ)(τba−a1 +m′′ − n′′)je−2piiκa1−1τ/b
∣∣∣∣∣∣
≤ ba1−1
ba−a1−1∑
n′′=0
ba−a1−1∑
m′′=0
b−1∑
τ=1
(b − τ)(τba−a1 +m′′ − n′′)j
≤ C′′b,jba1b(j+2)(a−a1),
for some constant C′′b,j > 0 which only depends on b and j. Hence this part satisfies
the bound. Now let ma−a1 = na−a1 , then we have m
′′ > n′′ and hence the part of
(8.4) where m′ = n′ and ma−a1 = na−a1 is given by
ba1
ba−a1−1∑
n′′=0
ba−a1−1∑
m′′=n′′+1
(m′′ − n′′)j ≤ b
a1b(j+2)(a−a1)
(j + 1)(j + 2)
,
where the inequality was already obtained in the first part of this proof. Hence also
this part satisfies the bound.
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Now we consider the part of (8.4) where m′ > n′. We have
b−1∑
ma−a1 ,na−a1=0
(m′ − n′ + ba−a1(ma−a1 − na−a1) +m′′ − n′′)je2piiκa1−1(na−a1−ma−a1 )/b
= b(m′ − n′ +m′′ − n′′)j +
b−1∑
τ=1
(b− τ)[e−2piiκa1−1τ/b(m′ − n′ + τba−a1 +m′′ − n′′)j
+e2piiκa1−1τ/b(m′ − n′ − τba−a1 +m′′ − n′′)j ]
= b(m′ − n′ +m′′ − n′′)j +
j∑
u=0
(
j
u
)
(m′ − n′ +m′′ − n′′)j−ubu(a−a1)Eu, (8.5)
where
Eu =
b−1∑
τ=1
(b− τ)[e−2piiκa1−1τ/bτu + e2piiκa1−1τ/b(−τ)u].
It can be checked that E0 = −b and E1 = 0. Hence (8.5) is given by
j∑
u=2
(
j
u
)
(m′ − n′ +m′′ − n′′)j−ubu(a−a1)Eu,
and hence the result follows from the induction assumption or the first part.
Lemma 8.5. Let k ≥ 1 be given by k = κa1−1ba1−1 + · · ·+ κaν−1baν−1 for some
ν ≥ 1, 1 ≤ aν < · · · < a1 and κa1−1, . . . , κaν−1 ∈ {1, . . . , b − 1}. Then for j ≥ 1 we
have
|Ij(k)| ≤ C¯b,j
b2(a1+···+amin(ν,⌈j/2⌉))
for some constant C¯b,j > 0 which depends only on b and j.
Proof. Let k = κa−1b
a−1 + · · ·+ κ0, where now a = a1, u = ua−1ba−1 + · · ·+ u0
and v = va−1b
a−1 + · · ·+ v0. Then we have
Ij(k) =
∫ 1
0
∫ 1
0
|x− y|jwalk(x)walk(y) dxdy
=
ba−1∑
u=0
ba−1∑
v=0
e2pii(κ0(ua−1−va−1)+···+κa−1(u0−v0))
∫ (u+1)/ba
u/ba
∫ (v+1)/ba
v/ba
|x− y|j dxdy.
For u = v we have e2pii(κ0(ua−1−va−1)+···+κa−1(u0−v0)) = 1. Using Lemma 8.1 it follows
that this part in the above sum is given by
2
ba(j+1)(j + 1)(j + 2)
.
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Hence it remains to calculate
ba−1∑
u=0
ba−1∑
v=0
u6=v
e2pii(κ0(ua−1−va−1)+···+κa−1(u0−v0))
∫ (u+1)/ba
u/ba
∫ (v+1)/ba
v/ba
|x− y|j dxdy
= 2
ba−2∑
u=0
ba−1∑
v=u+1
e2pii(κ0(ua−1−va−1)+···+κa−1(u0−v0))
2j!
ba(j+2)
⌊j/2⌋∑
i=0
|u− v|j−2i
(j − 2i)!(2i+ 2)!
=
4j!
ba(j+2)
⌊j/2⌋∑
i=0
1
(j − 2i)!(2i+ 2)!
ba−2∑
u=0
ba−1∑
v=u+1
e2pii(κ0(ua−1−va−1)+···+κa−1(u0−v0))
(v − u)2i−j ,
where we used Lemma 8.1. The absolute value of the inner double sum can now be
bounded using Lemma 8.4 and hence the result follows.
Lemma 8.6. Let b ≥ 2 be an integer and let α > 1/2 be a real number. Then we
have
∞∑
k=1
rb,α(k) = 2ζ(2α),
where ζ(2α) =
∑∞
h=1 h
−2α.
Proof. Let h ∈ Z \ {0} and let fh(x) = e2piihx. The Walsh coefficients fˆh(k)
of the function fh are then given by fˆh(k) =
∫ 1
0 fh(x)walk(x) dx. It follows that
|fˆh(k)|2 = |βh,k|2, where βh,k was defined in Lemma 2.6. Using Parseval’s equality
we obtain
∞∑
k=1
|βh,k|2 =
∞∑
k=1
|fˆh(k)|2 =
∫ 1
0
|fh(x)|2 dx =
∫ 1
0
1 dx = 1.
Hence we have
∞∑
k=1
rb,α(k) =
∑
h∈Z\{0}
1
|h|2α
∞∑
k=1
|βh,k|2 =
∑
h∈Z\{0}
1
|h|2α = 2ζ(2α).
The result follows.
Lemma 8.7. Let k = κa1−1b
a1−1 + · · ·+ κaν−1baν−1 with 1 ≤ aν < · · · < a1 and
let κa1−1, . . . , κaν−1 ∈ {1, . . . , b− 1}. Then
βh,κa1−1ba1−1+···+κaν−1baν−1 =
∑
h1,...,hν∈Z,hl≡κal−1
( mod b)
h=h1b
a1−1+···+hνb
aν−1
bν
(2πi)ν
ν∏
l=1
1− e2piihl/b
hl
.
Proof. First we consider k = κa−1b
a−1 with κa−1 ∈ {1, . . . , b − 1}. Let x =
x1
b +
x2
b2 + · · · , then we have walk(x) = e2piiκa−1xa/b. Note that walk(x) is constant in
the intervals [u/ba, (u+1)/ba) for 0 ≤ u < ba. Let u = ua−1ba−1+ · · ·+ u0. Then for
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any h ∈ Z \ {0} we have
βh,k =
ba−1∑
u=0
e2piiκa−1u0/b
∫ (u+1)/ba
u/ba
e−2piihx dx
=
ba−1∑
u=0
e2piiκa−1u0/b
e−2piih(u+1)/b
a − e−2piihu/ba
−2πih
=
1− e−2piih/ba
2πhi
b−1∑
u0=0
· · ·
b−1∑
ua−1=0
e2piiκa−1u0/be−2piih(ua−1/b+···+u0/b
a)
=
1− e−2piih/ba
2πhi
b−1∑
u0=0
e2piiu0(κa−1/b−h/b
a)
b−1∑
u1=0
e−2piiu1h/b
a−1 · · ·
b−1∑
ua−1=0
e−2piiua−1h/b.
Let now h ∈ Z\{0} and let h = hc−1bc−1+· · ·+h0 and set hc = hc+1 = · · · = 0. If h >
0 we assume that hi ∈ {0, . . . , b− 1} and if h < 0 we assume that hi ∈ {−b+1, . . . , 0}
for all i ≥ 0. If h0 6= 0 then
∑b−1
ua−1=0
e−2piiua−1h/b = 0 and hence βh,κa−1ba−1 = 0.
If h0 = 0 then
∑b−1
ua−1=0
e−2piiua−1h/b = b. In general, if for an 0 ≤ i < a − 1 we
have hi 6= 0 then βh,κa−1ba−1 = 0. Further, if hi = 0 for 0 ≤ i ≤ a − 1 then we
also have βh,κa−1ba−1 = 0. Hence, in order to obtain βh,κa−1ba−1 6= 0 we must have
h0 = · · · = ha−2 = 0 and κa−1 − ha−1 ≡ 0 (mod b). In this case we have
βh,κa−1ba−1 =
1− e−2piiha−1/b
2πhi
ba,
where h = ha−1b
a−1 + hab
a + · · · with ha−1 ≡ κa−1 (mod b). We can also write
βhba−1,κa−1ba−1 =
b(1− e−2piih/b)
2πih
,
with h ∈ Z such that h ≡ κa−1 (mod b).
We can interpret βh,k =
∫ 1
0
e−2piihxwalk(x) dx as the Fourier coefficients of the
k-th Walsh function, hence it follows that
walk(x) =
∑
h∈Z
βh,ke
2piihx.
Let now k = κa1−1b
a1−1+ · · ·+ κaν−1baν−1 for some 1 ≤ aν < · · · < a1. Then we
have
walκa1−1ba1−1+···+κaν−1baν−1(x)
= walκa1−1ba1−1(x) · · ·walκaν−1baν−1(x)
=
∑
h1∈Z
βh1,κa1−1ba1−1e
2piih1x · · ·
∑
hν∈Z
βhν ,κaν−1baν−1e
2piihνx
=
∑
h1,...,hν∈Z
βh1,κa1−1ba1−1 · · ·βhν ,κaν−1baν−1e
2pii(h1+···+hν)x.
On the other hand we have
walκa1−1ba1−1+···+κaν−1baν−1(x) =
∑
h∈Z\{0}
βh,κa1−1ba1−1+···+κaν−1baν−1e
2piihx.
Explicit constructions of quasi-Monte Carlo rules for periodic integrands 35
On comparing the last two equations we obtain that βh,κa1−1ba1−1+···+κaν−1baν−1 = 0
if either ba1−1 6 |h or h 6≡ κa1−1 (mod ba1−1). Now let h ∈ Z such that ba1−1|h and
h ≡ κa1−1 (mod ba1−1). Then we have
βh,κa1−1ba1−1+···+κaν−1baν−1
=
∑
h1,...,hν∈Z,hl≡κal−1
( mod b)
h=h1b
a1−1+···+hνb
aν−1
βh1ba1−1,κa1−1ba1−1 · · ·βhνbaν−1,κaν−1baν−1
=
∑
h1,...,hν∈Z,hl≡κal−1
( mod b)
h=h1b
a1−1+···+hνb
aν−1
bν
(2πi)ν
ν∏
l=1
1− e2piihl/b
hl
and the result follows.
Lemma 8.8. For k ≥ 1, b ≥ 2, m ≥ 1 and α > 1/2 we have
rb,α(kb
m) = b−2αmrb,α(k).
Proof. First note that βh,κa1−1bm+a1−1+···+κaν−1bm+aν−1 = 0 if b
m 6 |h. Further it
follows from the previous lemma that
βhbm,κa1−1bm+a1−1+···+κaν−1bm+aν−1 = βh,κa1−1ba1−1+···+κaν−1baν−1
and hence by Lemma 2.6 we have
rb,α(kb
m) =
∑
h∈Z\{0}
|βhbm,kbm |2
|hbm|2α = b
−2αm
∑
h∈Z\{0}
|βh,k|2
|h|2α = b
−2αmrb,α(k).
The result follows .
Acknowledgement. The support of the Australian Research Council under its
Centre of Excellence Program is gratefully acknowledged.
REFERENCES
[1] N. Aronszajn, Theory of reproducing kernels. Trans. Amer. Math. Soc. 68 (1950), 337–404.
[2] H.E. Chrestenson, A class of generalized Walsh functions. Pacific J. Math. 5 (1955), 17–31.
[3] L.L. Cristea, J. Dick, G. Leobacher and F. Pillichshammer, The tent transformation can improve
the convergence rate of quasi-Monte Carlo algorithms using digital nets. Submitted.
[4] J. Dick, F.Y. Kuo, F. Pillichshammer and I.H. Sloan, Construction algorithms for polynomial
lattice rules for multivariate integration. Math. Comp. 74 (2005), 1895–1921.
[5] J. Dick and F. Pillichshammer, Multivariate integration in weighted Hilbert spaces based on
Walsh functions and weighted Sobolev spaces. J. Complexity 21 (2005), 149–195.
[6] J. Dick and F. Pillichshammer, On the mean square weighted L2 discrepancy of randomized
digital (t,m, s)-nets over Z2. Acta Arith. 117 (2005), 371–403.
[7] H. Faure, Discre`pances de suites associe`es a´ un syste`me de nume`ration (en dimension s). Acta
Arith. 41 (1982), 337–351.
[8] T. Gerstner and M. Griebel, Numerical integration using sparse grids. Numer. Alg. 18 (1998),
209–232.
[9] F.J. Hickernell, Obtaining O(N−2+ε) convergence for lattice quadrature rules. In: K.T. Fang,
F.J. Hickernell and H. Niederreiter, eds., Monte Carlo and Quasi-Monte Carlo Methods
2000, Springer Verlag, Berlin, 2002, 274–289.
[10] F.J. Hickernell and R.X. Yue, The mean square discrepancy of scrambled (t, s)-sequences. SIAM
J. Num. Anal. 38 (2000), 1089–1112.
36 Josef DICK
[11] E. Hlawka, Zur angena¨herten Berechnung mehrfacher Integrale. Monatsh. Math. 66 (1962),
140–151.
[12] L.K. Hua and Y. Wang, Applications of Number Theory to Numerical Analysis. Springer Verlag,
Berlin, 1981.
[13] N.M. Korobov, The approximate computation of multiple integrals. Dokl. Akad. Nauk SSSR
124 (1959), 1207–1210.
[14] N.M. Korobov, Number-Theoretic Methods in Approximate Analysis. Fizmatgiz, Moscow 1963.
[15] J. Matous˜ek, Geometric Discrepancy. Algorithms and Combinatorics 18, Springer, Berlin, 1999.
[16] H. Niederreiter, Quasi-Monte Carlo methods and pseudo-random numbers, Bull. Amer. Math.
Soc. 84 (1978), 957-1041.
[17] H. Niederreiter, Low-discrepancy point sets. Monatsh. Math. 102 (1986), 155-167.
[18] H. Niederreiter, Point sets and sequences with small discrepancy. Monatsh. Math. 104 (1987),
273-337.
[19] H. Niederreiter, Random Number Generation and Quasi-Monte Carlo Methods. CBMS–NSF
Series in Applied Mathematics 63, SIAM, Philadelphia, 1992.
[20] H. Niederreiter, Improved error bounds for lattice rules. J. Complexity 9 (1993), 60–75.
[21] H. Niederreiter and G. Pirsic, Duality for digital nets and its applications. Acta Arith. 97 (2001),
173–182.
[22] H. Niederreiter and C.P. Xing, Quasirandom points and global function fields, Finite Fields and
Applications (S. Cohen and H. Niederreiter, eds.), London Math. Soc. Lecture Note Series,
Vol. 233, Cambridge University Press, Cambridge, 1996, 269–296.
[23] H. Niederreiter and C.P. Xing, Rational points on curves over finite fields. London Mathematical
Society Lecture Notes Series 285, Cambridge University Press, Cambridge, 2001.
[24] A.B. Owen, Scrambled net variance for integrals of smooth functions. Ann. Statist. 25 (1997),
1541–1562.
[25] M.Yu. Rosenbloom and M.A. Tsfasman, Codes in the m-metric. Problemi Peredachi Inf. 33
(1997), 45–52.
[26] I.F. Sharygin, A lower estimate for the error of quadrature formulas for certain classes of func-
tions. Zh. Vychisl. Mat. i Mat. Fiz. 3 (1963), 370–376.
[27] I.H. Sloan and S. Joe, Lattice Methods for Multiple Integration. Clarendon Press, Oxford, 1994.
[28] I.H. Sloan, F.Y. Kuo and S. Joe, Constructing randomly shifted lattice rules in weighted Sobolev
spaces. SIAM J. Num. Anal. 40 (2002), 1650-1665.
[29] I.H. Sloan, F.Y. Kuo and S. Joe, On the step-by-step construction of quasi-Monte Carlo integra-
tion rules that achieve strong tractability error bounds in weighted Sobolev spaces. Math.
Comp. 71 (2002), 1609–1640.
[30] I.H. Sloan and H. Woz´niakowski, When are quasi-Monte Carlo algorithms efficient for high
dimensional integrals? J. Complexity 14 (1998), 1–33.
[31] S.A. Smolyak, Quadrature and interpolation formulas for tensor products of certain classes of
functions. Dokl. Akad. Nauk SSSR 4 (1963), 240–243.
[32] I.M. Sobol, The distribution of points in a cube and the approximate evaluation of integrals.
Zh. Vychisl. Mat. i Mat. Fiz. 7 (1967), 784–802.
[33] J.L. Walsh, A closed set of normal orthogonal functions. Amer. J. Math. 55 (1923), 5–24.
[34] X. Wang, I.H. Sloan and J. Dick, On Korobov lattice rules in weighted spaces. SIAM J. Numer.
Anal. 42 (2004), 1760–1779.
