Abstract-In the context of supervised learning, meta learning uses features, metadata and other information to learn about the difficulty, behavior, or composition of the problem. Using this knowledge can be useful to contextualize classifier results or allow for targeted decisions about future data sampling. In this paper, we are specifically interested in learning the Bayes error rate (BER) based on a labeled data sample. Providing a tight bound on the BER that is also feasible to estimate has been a challenge. Previous work [1] has shown that a pairwise bound based on the sum of Henze-Penrose (HP) divergence over label pairs can be directly estimated using a sum of FriedmanRafsky (FR) multivariate run test statistics. However, in situations in which the dataset and number of classes are large, this bound is computationally infeasible to calculate and may not be tight. Other multi-class bounds also suffer from computationally complex estimation procedures. In this paper, we present a generalized HP divergence measure that allows us to estimate the Bayes error rate with log-linear computation. We prove that the proposed bound is tighter than both the pairwise method and a bound proposed by Lin [2] . We also empirically show that these bounds are close to the BER. We illustrate the proposed method on the MNIST dataset, and show its utility for the evaluation of feature reduction strategies.
I. INTRODUCTION
M eta-learning is a method for learning the intrinsic quality of data directly from a sample of the data, metadata, or other information [3] , [4] . The purpose of meta learning is to collect knowledge that might be helpful at other levels of processing and decision-making. Examples where metalearning is applied include sequential design of experiments [5] , reinforcement learning [6] , and sensor management [7] in the fields of statistics, machine learning, and systems engineering, respectively. In supervised learning, and particularly for multi-class classification, one form of meta learning is to learn bounds or estimates on the Bayes error rate (BER). The BER is the minimal achievable error probability of any classifier for the particular learning problem, and knowledge of it can be used at other stages of meta learning, such as in the selection of the classifiers, model selection, and feature reduction. Hence, finding computable bounds and approximations to the BER is of interest, and is the problem we consider in this paper.
Consider the problem where a feature vector X is labeled over m classes C 1 , . . . , C m . Available are i.i.d. pairs {(x i , y i )} n i=1 , called training data, where x i is a realization of
The work presented in this paper was partially supported by ARO grant W911NF-15-1-0479 and DOE grant de-na0002534. Some parts of this paper have been presented at the Annual Allerton Conference on Communication, Control, and Computing, 2018. the random vector (feature) X ∈ R d and y i is a realization of the random variable (label) Y ∈ {1, 2, . . . , m}. Assume the prior label probabilities p k = P(Y = k), with m k=1 p k = 1 and the conditional feature densities f k (x) = f (x|Y = k), for k = 1, . . . , m. Then the Bayes error rate is given by
This represents the error achieved by the Bayes classifier, g Bayes that minimizes the average 0 − 1 loss. The Bayes classifer assigns an estimated class labelŷ to an observation x according to the maximum a posteriori (MAP) rulê y = g Bayes (x) = arg max k ∈ {1,2,...,m}
Many different upper and lower bounds on the BER (1) exist for the case of m = 2 classes, and many of these are related to the family of f -divergences. A bound based on Chernoff α-divergence has been proposed in [8] , but in general it is not very tight in the finite sample regime. In [9] , a tighter bound for the 2-class BER using Henze-Penrose [10] divergence was proposed. The HP bound has the advantage that it can be directly estimated from the training data using a minimal spanning tree. The same framework can be extended in a pairwise fashion to the m-class multi-class classification problem. However, when m is relatively large, the derived pairwise bounds are loose and often times trivial [11] . The method proposed in this paper alleviates this problem by introducing new bounds based on a generalized Henze-Penrose measure adapted to m-class problem, and whose tightness does not diminish as m increases. Additionally, the new bounds improve upon other bounds that were designed specifically for the multi-class problem, such as the generalized JensenShannon (JS) divergence bound [2] .
Most approaches to estimation of bounds on Bayes error use plug-in, also called substitution, estimators. These approaches require estimation of the multivariate feature densities followed by evaluation of the BER bounds using these estimated densities in place of the true densities. Recently, approaches to estimating BER bounds using direct estimators have been proposed. For example, graph-based BER bound estimation approaches bypass density estimation entirely, producing an estimator of the information divergence using geometric functions of the data. These procedures scale linearly in dimension, resulting in faster computation than plug-in methods for high dimensional features. In the original 2-class setting, as shown in [9] , bounds based on Henze-Penrose divergence can be estimated directly from data by employing the FriedmanRafsky (FR) run test statistic [10] , [12] , which computes a minimal spanning tree (MST) over the data, and counts the number of edges that connect dichotomous data points. A brute force extension of the FR approach to the m-class classification problem would require an MST computation for each pair of classes, or O(m 2 ) MSTs, which significantly reduces its computational tractability for large m. The extension proposed in this paper also uses a graph-based estimation procedure, but only requires a single MST calculation on the entire dataset. Thus, the proposed approach is more computationally efficient when m and n are large.
A. Related Work
Broadly defined, meta learning is a set of methods of learning from knowledge that can be used to improve performance or understanding of the problem. Estimating the Bayes multiclass classification error is a meta-learning problem. The principles behind the frameworks proposed in [13] and [14] have been utilized to estimate the multi-class BER by bounding the BER by a sum of pairwise BERs for each pair of class labels. There exist many useful bounds on the pairwise BER that are based on information divergence measures, i.e., measures of dissimilarity between two distributions. Several bounds for the pairwise BER have been proposed, including: Chernoff bound [8] ; Bhattacharyya bound [15] ; and HP-divergence [9] . The Henze-Penrose divergence yields tighter bounds on the BER than those based on the Bhattacharya distance for equal label priors. For the multi-class BER, the sum of pairwise bounds given in [1] was proposed.
Another approach to bounding the BER of multi-class classifiers uses the Jensen-Shannon (JS) divergence. The JSdivergence assigns a different weight to each conditional probability distribution and this inspired Lin to propose a bound for the binary BER where the weights depend on the priors. The generalized multi-class Jensen-Shannon divergence is related to the Jensen difference proposed by Rao [16] , [17] . In [2] , the author proposed a generalized JS-divergence that was used to derive a bound on the Bayes error rate for multiclass classification.
In the nonparametric setting, the most popular approach for estimating bounds has been plug-in estimators, which require estimation of probability densities that are subsequently "plugged into" the expression for the divergence function, [18] - [21] . These approaches are generally multi-step procedures and computationally expensive, especially in high dimensions [22] . In [23] , Nguyen et al. proposed a divergence estimation method based on estimating the likelihood ratio of two densities that achieves the parametric mean squared error (MSE) convergence rate when the densities are sufficiently smooth.
Direct estimation approaches bypass density estimation, producing an estimator of the information divergence using geometric functions of the data. As previously mentioned, the MST-based Friedman-Rafsky two sample test statistic [10] , [12] is an asymptotically consistent estimator of the HPdivergence, which can then be used to estimate upper and lower bounds for the 2-class classification problem [9] . There are other graph-based estimators that have been proposed in the literature. In [24] , Henze proposed a graph-based estimator for HP-divergence that employs the K-nearest neighbor (K-NN) graph instead of the MST. The authors of [25] developed an approach for estimating general f -divergences called the Nearest Neighbor Ratio (NNR), also using K-NN graphs. In [26] the authors developed a general divergence estimator based on Locality Sensitive Hashing (LSH). In [27] , the authors showed that a cross match statistic based on optimal weighted matching can also be used to directly estimate the HP divergence. None of these papers on geometric methods proposed extensions to multi-class classification, which is the main contribution of this paper.
B. Contribution
We introduce a computationally scalable and statistically consistent method for learning to bound the multi-class BER. First, we propose a novel measure, the generalized HenzePenrose (GHP) integral, for bounding multi-class BER. We show how this generalized integral can be used to calculate bounds on the Bayes error rate, and prove that they are tighter than both the pairwise and JS multi-class BER bounds. Further, we empirically show that the bounds' performance is consistent and is robust to sample size and the number of classes.
Our second contribution is a scalable method for estimating the GHP integral, and subsequent estimation of the BER bounds. The proposed algorithm uses a single global minimal spanning tree (MST) constructed over the entire dataset. We show that this is more computationally efficient than the pairwise approach, which must compute O(m 2 ) pairwise MSTs.
C. Organization of the paper
The paper is organized as follows. In Section II-A we briefly review the HP divergence and propose the generalized HP-integral (GHP) measure. The motivation and theory for the various bounds such as the pairwise HP divergence and generalized JS divergence for the multi-class Bayes error is reviewed in Section III, and a new bound based on our GHP measure is given. We numerically illustrate the theory in Section V. In Section VI we apply the proposed method to a real dataset, the MNIST image dataset. Finally, Section VII concludes the paper. The main proofs of the theorems in the paper are given in the Appendix.
II. THE DIVERGENCE MEASURE AND GENERALIZATIONS
In this section we recall the Henze-Penrose (HP) divergence between pairs of densities and define a generalization for multiple densities (≥ 2) that will be the basis for learning to bound multi-class BER, called "Generalized HP-integral".
A. Henze-Penrose Divergence
For parameters p ∈ (0, 1) and q = 1− p consider two density functions f and g with common domain
The HP-divergence (2), first introduced in [28] , has the following properties:
. Note that the HP-divergence belongs to the f -divergence family [29] - [31] .
In the multi-class classification setting, as defined in the introduction, consider a sample of i.i.d. pairs (x i , y i ), i = 1, . . . , n, where y i ∈ {1, . . . , m} are class labels with prior probabilities {p k } m k=1 and, given y i = k, x i has conditional density f k . Define p i j = p i /(p i + p j ). Note that p i j p ji and p i j + p ji = 1. Let S (i) be the support set of the conditional distribution f i . The Henze-Penrose (HP) divergence measure between distributions f i and f j with union domain S (i j) = S (i) ∪ S (j) is defined as follows (see [9] , [10] , [28] ):
An alternative form for D( f i , f j ) is given in terms of the HPintegral:
yielding the equivalent form to (3)
In [9] it was shown that 0 ≤ D( f i , f j ) ≤ 1, and that the HPintegral is upper bounded by
B. Generalized HP-Integral
Define the union of all support sets as S = m k=1 S (k) and the difference between the m-fold support set and the 2-fold support set
Define the generalized HP-integral (GHP-integral) by
The following theorem establishes a relation between the HPintegral and the GHP-integral: Theorem 1: Consider conditional probability densities f 1 , f 2 , . . . , f m with priors p 1 , p 2 , . . . , p m such that p 1 + p 2 +· · ·+ p m = 1. The HP-integral and the GHP-integral are related as follows:
where p i j = p i /(p i + p j ) and
The proof of Theorem 1 is given in the Appendix. Theorem 1 implies that the HP divergence (7) increases when the support set of samples with labels i and j are nearly disjoint from the support sets of the the other labels k i, j k = 1, . . . , m. In this case the HP-integral becomes closer to the GHP-integral. Specially, (7) approaches (6) as the intersection between support sets S (i j) and
distributions become less overlapping.
III. BOUNDS ON THE BAYES ERROR RATE
Before introducing the new bound on multi-class BER, we first review the pairwise bounds on the multi-class Bayes error rate given by Berisha et al. [1] and by Lin [2] .
A. Pairwise HP Bound
For the case of m classes the authors in [1] have shown that the multi-class BER m in (1) can be bounded by
where i j represents the pairwise Bayes risk of the two class sub-problem of classifying between classes i and j:
In [9] , it has been shown that
where
and D( f i , f j ) is defined in (3). Using both (8) and (10), we obtain bounds for the multi-class Bayes error rate. While these bounds have been successfully applied [12] , [9] , it has the disadvantage of high computational complexity due to the presence of m 2 summands in (8).
B. JS Bound
The generalized Jensen-Shannon divergence is defined as
whereH is the Shannon entropy function
In [2] this divergence measure was used to obtain a bound on the multi-class Bayes error rate. The Bayes error rate m is upper bounded by
and is lower bounded by
Here
p k log p k is Shannon entropy and JS is generalized Jensen-Shannon divergence. The bounds in (12) and (13) can be approximated by plugin estimation or by direct methods, such as the NNR method [32] or other graph methods [33] . We will show that the JS bound suffers from lack of tightness.
C. Proposed Multi-class Bayes Error Probability Bound
To simplify notation, denote
and note that
And is lower bounded by δ m i j as
In the following theorem we show that the proposed upper and lower bounds are tighter than the JS upper (12) and lower (13) bounds. Theorem 3: For given priors p 1 , p 2 , . . . , p m and conditional
Theorem 4 shows that proposed upper and lower bounds are tighter than bounds in (8), i.e., the pairwise (PW) bounds. Theorem 4: For given priors p 1 , p 2 , . . . , p m and conditional distributions f 1 , f 2 , . . . , f m , the multi-class classification BER m is upper bounded
and is lower bounded by δ m i j as
where u p i j is given in (11) .
The proofs of Theorems 2, 3, and 4 are given in the Appendix.
IV. LEARNING THE BOUNDS FROM DATA
Here we review the pairwise Friedman-Rafsky (FR) statistic and introduce a generalized FR statistic. Given a labeled sample X = {(x i , y i )} n i=1 define the subset of samples having label k as:
denotes the indicator function of event B. We denote the pairwise FR statistic by R n i ,n j and the generalized FR statistic by R (i j) n 1 ,n j that are computed as follows 1. R n i n j := R n i n j (X) is the number of dichotomous edges in a Euclidean minimal spanning tree (MST) spanning the samples in the pairwise union of samples with labels i and j ,
, where
. A dichotomous edge is an edge that connects a sample from class i to a sample from class j. The pairwise FR statistic R n i n j for three classes is illustrated in Fig 1. 
R
is the number of dichotomous edges connecting a sample from class i to a sample from class j in the global MST constructed on all samples with all classes 1, 2 . . . , m i.e. Using the theory in [10] and [9] , the estimator R n i ,n j is a statistically consistent estimator of the pairwise HP-bound for classifying class i vs. class j. This yields an estimate of the bounds (11) on multi-class BER, requiring the construction of m 2 MSTs spanning all distinct pairs of label classes. The next theorem implies that R (i j) n i ,n j can be used to estimate the tighter bound on multi-class BER given in Theorem 2 using only a single global MST. are counted to find R n i ,n j .
be an i.i.d. m-class labeled sample and n k = n i=1 I(y i = k), be the cardinality of samples with label k. For distinct classes i, j let i, j = 1, . . . , m, n i , n j → ∞, n → ∞ such that n i /n → p i and n j /n → p j . Then
Following arguments in [27] , it is also possible to establish convergence of the cross-match statistic between two samples with different labels obtained by running the optimal weighted matching graph over pairs of label classes.
V. SIMULATION STUDY Here we illustrate the proposed method for learning bounds on Bayes error rate (BER). Section V-A focuses on numerical comparison of the upper bounds in (8) , (12), (14) and lower bounds in (8), (13) , (15) . Section V-B focuses on the empirical estimation of these bounds, including a comparison of runtime.
For each of the following simulations, data is generated in the following way: given m classes with priors p 1 , p 2 , . . . , p m , the class conditional distributions are mean shifted bivariate normal: f i ∼ N (µ i , σ 2 I). The means µ i are arranged uniformly around the circumference of a circle of radius µ: The data on the right has 10 classes, with mean parameter µ = 2. In both cases, σ 2 = 0.1, and both plots show a sample of 5000 data points. Fig. 3 shows two examples for 5000 points and 10 classes and σ 2 = 0.1, with the left plot having mean parameter µ = 0.7, and the right plot setting µ = 2. Unless stated otherwise, the feature dimension is d = 2.
A. Comparison of bounds
We first explore how the difficulty of the classification problem affects the bounds. perform poorly and become trivial, exceeding one. However, for relatively small m, the pairwise lower bound remains fairly tight. The proposed GHP bounds are uniformly better than either the JS or PW bounds, as predicted by the theory. Further, note that the proposed bound is tight around the actual Bayes error rate (BER). Finally, as µ grows and the classes become well separated, the JS and PW bounds become tighter to the Bayes error. In light of Theorem 1, this makes sense for the pairwise bounds, as well separated classes cause the pairwise Henze-Penrose divergence and the GHP integral to become equivalent. Fig. 5 and Fig. 6 show the behavior of the bounds as a function of m. For the upper bounds, we note that the JS and PW bounds become much looser as m increases. On the other hand, the proposed GHP upper bound remains tight.
In Fig. 6 , we note that the PW lower bound does perform better than the JS lower bound, but the proposed GHP lower bound uniformly outperforms both. Note that, as mentioned previously, all bounds become tighter as the classification problem becomes easier (i.e., the classes become well separated).
The difference between the bounds and the BER, called the tightness of the bound as a function of m is shown in Fig. 7 and Fig. 8 for upper bounds and lower bounds, respectively. Fig. 7 highlights our proposed GHP bound's ability to stay close to the BER, even as the class size continues to increase. In comparison, both the JS and pairwise upper bounds continue to drift farther away from the Bayes error. Fig. 8 shows a similar effectiveness in the proposed lower bound, although both the JS and pairwise bounds have better behavior than in Fig. 7 , due to the lower bounds being guaranteed to be greater than or equal to 0. 9 illustrates the effect of class priors on the tightness of the GHP bound on BER for m = 3, σ 2 = 0.1, and µ = 0.5. From these heatmaps, it is evident that the GHP bounds become tighter to the Bayes error when there is large class imbalance, i.e., when there is one class that has a large prior probability.
B. Statistical consistency and runtime
This section illustrates the improvement in both statistical accuracy and runtime performance of the proposed generalized HP (GHP) approach as compared to the JS and pairwise HP (PW) methods of [2] and [1] . Fig. 10 Shows the MSE between the estimated and true upper bound as a function of the number of samples n, for different feature dimensions d. The behavior of the lower bound convergence has analagous behavior and is not shown. Note that as d increases, the MSE grows, illustrating the well known curse of dimensionality for high dimensional datasets.
Figs. 11 and 12 show the relative runtime of the proposed method in comparison with the pairwise HP method. For each of these figures, we introduce a parameter γ, which controls the prior class imbalance in the problem. For a particular γ and number of classes m, we create priors p 1 = γ, p 2 = p 3 = . . . = p m = (1 − γ)/(m − 1). For γ = 1/m, all class probabilities are the same; there is no imbalance. A larger class imbalance will cause the pairwise estimation procedure to perform many large MST calculations, which significantly increases the runtime of the algorithm. Fig. 11 shows the relative runtime (pairwise -proposed method) as a function of γ, for different m, along with the ratio Fig. 9 : Heatmaps of proposed bound and JS bound, with different priors with m = 3, and a heatmap of the difference in bounds. The proposed GHP bounds are tighter when we have one class that has a large prior probability. of tightness of GHP compared with PW for the upper bound of the BER. Here, we set n = 10000, µ = 1, σ 2 = 0.3. Observe that for large number of classes and small class imbalance γ, the pairwise method is slightly faster but, in this regime PW yields a useless bound that is overly loose -the proposed GHP bound is over 120 times tighter than the pairwise bound in this case. As γ grows, we see significant relative speedup of the proposed GHP method. Further, as m increases, the more pronounced the speedup for the proposed method is for large gamma; for small gamma, as m grows, the PW bound continues to degrade, even though it is slightly faster. , and large m, the proposed GHP method achieves significant speedup, while for small class imbalance, the PW bound becomes overly loose. Fig 12 shows the relative runtime as a function of γ, for different sample sizes n, with m = 10, µ = 1, and σ 2 = 0.3. Similarly to Fig. 11 , the greatest speedup occurs when n and γ are large.
VI. REAL DATA EXPERIMENTS
We utilize our proposed bounds to explore feature generation for the MNIST dataset. The MNIST dataset consists of grey-scale thumbnails, 28 x 28 pixels, of hand-written digits 0 -9. It consists of a training set of 60,000 examples, and a test set of 10,000 examples. The digits have been sizenormalized and centered in a fixed-size image. MNIST has been well studied in the literature, and is known to have a low error-rate. To illustrate the utility of the proposed BER bound learning approach, we estimate the Bayes error rate bounds as a function of feature dimension. Specifically, we focus on Relative runtime, PW -GHP, (sec) n = 1000 n = 5000 n = 10000 The PCA results are shown in Fig. 14 . Plotted are the estimated lower bound for the BER and the test error rates of the 3-NN and Random Forest classifier versus the number of principal components used. As expected, the test errors of both classifiers are greater than the lower bound for Bayes error. Further, it is evident that no more than 20 latent dimensions are needed in order to minimize the lower bound, which is confirmed by the behavior of the test errors of the classifiers implemented. Table I shows Bayes error bounds and error rates for the MNIST feature sets. Autoencoder-X or PCA-X are feature sets that use X latent dimensions or X principal components, respectively. The autoencoder is a 1-layer autoencoder, and trained using Adagrad. Interestingly, we see that PCA-32 feature set outperforms autoencoder-32. More layers or a convolutional model could assist the autoencoder in achieving lower bounds and test error rates.
VII. CONCLUSION In this paper, a new bound on the Bayes error rate of multiclass classification was introduced. It was established by theory and simulation that the proposed bound is tighter than both the pairwise Henze-Penrose bound and the generalized Jenson-Shannon bound. Furthermore, a fast and efficient empirical estimator was presented that allows one to learn the bound from training data without the need for density estimation. The estimation method is based on the global minimal spanning tree that spans all labeled features over feature space, allowing for a more computationally tractable approach than the standard practice of summing estimates of pairwise BERs. The proposed bound learning method was illustrated on the MNIST dataset.
APPENDIX
Here we prove Theorems 1-5. Throughout this section, we use notations δ i j and δ m i j for FR and generalized FR test statistic, as defined in the paper. D represents the HP divergence and f (m) (x) is the marginal distribution of random vector X; E stands for expectation.
A. Theorem 1
The part (a) can be easily derived. Here we provide the proof of part (b). It can be seen that there exists a constant C 1 depending on the p i and p j such that for every f i and f j 
The inequality (21) is equivalent to
On the other hand, we have
where p i j and p ji are as before and p
where C 2 is a constant depending on priors p 1 , p 2 , . . . p m . This together with (24) implies that there exists a constant C depending only on priors p 1 , p 2 , . . . , p m such that
By recalling HP i j (4) and GHP m i j (5) we conclude the result.
B. Theorem 2
To derive the inequality in (14), first we need to prove the following lemma:
Lemma 1: Let a 1 , a 2 , . . . , a m be a probability distribution on m classes so that
Proof: Assume, without loss of generality, that the a i have been reordered in such a way that a m is the largest. So it is sufficient to prove that
Since
Therefore we need to show that
The LHS in (30) is
And the RHS in (30) is written as
Recalling our assumption that a m is the largest we have
This implies that (31) ≤ (32). This concludes (30) and proves our Lemma. Going back to prove upper bound (14) in Theorem 2, let p 1 f 1 (x), p 2 f 2 (x), . . . , p m f m (x) be joint probabilities of x and i. And denote p(i|x) := P(y = i|x) where variable y ∈ {1, 2, . . . , m} is class label with priors p i . The BER for m classes is given by
Moreover the marginal density for random vector X is
(35) Therefore (14) turns into the following claim:
p(i|x) = 1. Using Lemma 1 where a i represents p(i|x) we have
Hence, we prove the inequality (36) and consequently our claim (14) . Next we prove the lower bound (15) . The following lemma is required: 
(38) Proof: After some algebra, we rewrite the inequality in the following form:
a i a j . Without loss of generality, we can assume that the a i s are ordered, so that a m is the largest.
Then we have that max
Using this equality on the left side, expanding the square, and subtracting m − 2 from both sides, we have:
Expanding terms once again:
and collecting like terms:
We note, that since m i=1 a i = 1, we have the following:
Plugging in once more:
or equivalently:
Note that since a m = max i a i ,
be joint probabilities of x and i. And denote p(i|x) := P(y = i|x) where variable y ∈ {1, 2, . . . , m} is class label with priors p i . By taking the expectation from both sides of (38) when a i = p(i|x), we have
Further, since φ(x) = √ x is a concave function, by applying Jensen inequality the RHS in (42) is lower bounded by
And we know that
then this proves our proposed lower bound in (15) .
C. Theorem 3
To derive (16) , the following lemma is required to be proved:
Lemma 3: Let a 1 , a 2 , . . . , a m be probability distributions on m classes so m i=1 a i = 1. Then, for m ≥ 3 and log basis 2, we
Proof: The claim in (44) can be rewritten as
where 0 ≤ a i ≤ 1. In addition we have
and
Combining (46) and (47), we have
Hence we need to show that
Equivalently
Or
Since for a i ≤ 1/2 the function a i 2 − 2a i + log a i is negative and we know that
And it can be easily checked that g(3) ≤ 0. Hence the proof is completed. Now, Following arguments in [2] , one can check that
(52) Further, in Theorem 2, we derived
such that
p(i|x) = 1. Using Lemma 3, where again a i = p(i|x), we have
Taking expectation from both sides of (54) proves our claim in (16) .
Next, we prove the lower bound in (17) . Similar to Appendices B and C let p(i|x) be the posterior probabilities. Therefore we can rewrite (19) in terms of p(i|x) as
(55) Analogous to other proofs, let a i = p(i|x) and to shorten the formula set
(56) Equivalently
Multiple the both sides of (55) in 1 + E X [A(X)]:
(58) And we have
On the other hand we know that by using Jensen inequality
so we only need to show that
Or Recalling (48) in Appendix C this is equivalent to
Now let g(m) be
this is non-negative when m = 3, g(3) ≥ 0. In addition g is an increasing function in m i.e. g(m) ≥ g (3) . Therefore following similar arguments as showing (51) the proof of (17) is completed.
D. Theorem 4
Recalling the pairwise bound (8), the multi-class classification Bayes error HP bound is given as
Since δ m i j ≤ δ i j , our proposed bound (14) is tighter than (63). This implies (18) .
To derive (19) , let us first focus on up i j :
where a i = P(i|x) = p i f i / f (m) . Therefore the RHS in (19) can be written as
Furthermore the LHS in (19) can be rewrite in terms of a i and a j as
Note that since 
In addition we have (68) The following inequality implies (68)
We know that p i + p j ∈ (0, 1) and a i + a j ∈ (0, 1) and since . Therefore we prove (70) for R (i j) n i ,n j , see [10] , once again. Given points of Z n at x and z, the probability that they have marks i and j W (m)
