A stable second-order unconstrained minirnization algorithm with quadratic termination is given. The algorithm does not require any one-dimensional minimizations. Computational results presented indicate that the performance of this algorithm compares favorably with other well-known unconstrained minirnization algorithms.
Introduction.
Algorithms for unconstrained minimization have enjoyed a great deal of attention in recent years. The fundamental philosophy behind most of these algorithms is the exploitation of the locally quadratic nature of a well-behaved function at an unconstrained local minimum. The Davidon-Fletcher-Powell method [1] was highly successful in this regard and guarantees finite convergence when the function is quadratic, monotone decrease of function value when it is not. However, a potentially time consuming one-dimensional minimization is required in each iteration. Recently developed rank one [2] and rank two [3] methods eliminate the need for this minimization. The rank one method, however, sacrifices finite convergence for stability, and the rank two method eliminates the one-dimensional minimization by trading finite convergence for monotone convergence. The amount of computation in each iteration is reduced, but the number of iterations required may be increased.
In this paper, we present a rank two method which has the combined virtues of finite convergence for quadratic functions and stability for any function, and does not require a one-dimensional search at each iteration. This combination of desirable properties is achieved by making full use of the flexibility of a rank two algorithm.
The algorithm given here is cyclic, i.e., it repeats itself every N iterations (when minimizing a function of N variables) unlike the Davidon-Fletcher-Powell algorithm, which is the same in every iteration. Kelley and Myers [8] presented a cyclic method which is a special case of the algorithm given here.
Statement of the Problem. We are interested in minimizing a scalar function f(x), x an N-vector. Let x* be the value of x that minimizes /. Assume that / is locally quadratic about x*, i.e., for x near x*, Given any x,
x* -x = -G~lb -x = -G~\b + Gx) = -G-1g(x).
Thus, if / is locally quadratic about x* and x is near x*, s --G_1g(jc), x* = x + s,
i.e., 5 is a good direction in which to search for a minimum of /. Further, if x is far from x*, and G is the matrix of second derivatives of / at x, s is the best direction, based on a local quadratic approximation, in which to search for a decrease in /. It is therefore desirable to have an efficient method for obtaining a good estimate H of the inverse second derivative matrix G~1 at x. Then:
A^-Term
(1) There exist [an] , {6,,} such that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Let the inductive hypothesis be that Ak is positive semidefinite and Akdt = 0, j < k. We will show that Ak+l is positive semidefinite and Ak+1dj = 0, j < k + 1.
Clearly, any x may be written (5b), c'kdk = c'kA~1ck and cu • • ■ ,cN are A~ '-orthogonal. Let / be given by Eq. (1). Now, suppose we have an algorithm for minimizing / such that in the fcth iteration we take a step dk = xk+l -xk, resulting in a gradient
We show in Lemma 3 how to construct N G-orthogonal vectors from any N steps (such that du ■ ■ • ,dN are linearly independent) without using G or CT1 explicitly. Then, since Gdk = yk, we have
and, by (4) of Lemma 1, HkGHk = Hk.
Note that the formula for updating Hk in Lemma 3 is the same formula used in the rank one algorithm (Eq. (6)). However, in Lemma 3, H0 = 0, whereas in the rank one algorithm H0 is arbitrary.
It should be noted that Lemmas 1 and 2 are simply applications of the GramSchmidt orthogonalization procedure with respect to the inner product denned by A or A~*. The matrices Ak in these lemmas are ^4-orthogonal and A~ '-orthogonal projection operators. Lemma 3 is an application of Lemma 1.
Desirable Properties for Hk. Suppose / is given by Eq. (1), and let dk = xk+i -Xt, yu = gk+i -gt, G'1 = H. Then, Hyk = G-\Gxt+l + b -Gx" -6) = dk.
We can now give two definitions of a "good" estimate Hk of GF irst, we could require that Hk+1 -Hk be of rank one and that
is the only possible such formula for updating Hk [2] , Alternately, we can require that This criterion motivates the algorithm given below.
We have shown that a good search direction, -Hkgk, can be obtained if Hk is a "good" estimate of the inverse second derivative matrix of / (we will use the second definition given above, i.e., Lemma 3). Thus, Hk should be updated so that if / is quadratic, HN = G~1 (quadratic termination property). This property ensures rapid convergence after reaching a point x near x* if / is quadratic locally about x*. Further, it is desirable that Hk be positive definite. Then, no matter how poor an estimate is Hk of the inverse second derivative matrix, the "best" search direction, -Hkgk, is a locally downhill direction, i.e., there is some positive t such that j(xk + t (-Hkgk)) < /(**) (stability property). In the algorithm given below, Hk has both of these properties.
Algorithm for Unconstrained Minimization.
We now give an outline of an unconstrained minimization algorithm and show in detail how Hk is updated. Choice of step direction and step size are discussed later.
Step (0) x0 = initial guess of x* H0 = initial guess of inverse second derivative matrix at *0, B0 = H0, A0 = 0, g0 = grad f(x0), fc-1.
Step (1) (choose a step dk),
(compute /(xt), gk and test for convergence),
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if Qk ^ 0 go to Step (3) (see discussion below).
Step (2) Ak = Ak-! + sks'Jak Bk = -Bt_! -Bk-xSkS'iBk.Js'ßk-iSk, Hk = Ak + Bk, increase k by 1, if k g TV go to
Step (1), if > JV go to Step (3).
Step ( (1 -ak) ± <**<?*, 11**11 11"***I where ek is any unit vector perpendicular to du • ■ ■ , dk^ and at is some prespecified constant, 0 < ak < 1 so that makes an angle of tan~'(l -al)1/2/ak with the manifold generated by du • • • , dk-x.
The choice of sign is such that -g'kdk is maximized, i.e., the modified dk is in the most downhill direction. In practice, an ek component would be added if -Hkgk almost violated Ci, and we would then choose dk
Hkgk -e'kHkgkek 2,1/2 , 77777 = -7777-777 Fi " -a*^ ± a*e*> I K*|| \\Hkgk ~ ekHkgkek\\ where the sign is again chosen to maximize -g'kdk (see Appendix I for an efficient way to compute ek and check for linear independence). The choice of -Hkgk as a search direction is predicated upon the assumption that Hk is in some sense a fair approximation of the inverse second derivative matrix. This assumption is not necessarily valid for the first few iterations, and a more rapid initial reduction of the cost function might be obtained by taking these steps in the -gk direction.
Choice of Step Size. In practical application of the Davidon-Fletcher-Powell algorithm, it is not possible to find the exact minimum along the search direction, and any method which is used to get an accurate approximation to that minimum, such as a Fibonacci search, is very time consuming. Consequently, some method which gives an approximation to the minimum is usually used, and it is hoped that the inaccuracy will not materially upset the performance of the algorithm. In the algorithm given here, any step size which decreases / is acceptable, and will yield convergence of Hk to G~1 in N steps if / is quadratic. However, use of a cubic interpolation scheme to achieve approximately the minimum along the search direction, such as that given by Fletcher and Powell will guarantee that if Hk = G~l, the minimum will be achieved on the kth step, and will also ensure that gk+1 is approximately perpendicular to dk, which in practice is often sufficient to guarantee that C1 is satisfied.
A somewhat more satisfactory method is the following: take a step dk = -Hkgk; if /X** + dk) < /(xt), let xiit =* ** + dk; otherwise, try xk+1 = xk + dk/hm, m = 1,2, • • • , until a decrease in / is obtained, where, for example, h = 10 may be used so that m will remain small. This procedure guarantees that if Hk = G~ \ the minimum will be achieved on the kth step, and keeps the number of function evaluation per iteration small by using a relatively large h. Of course, if enough function values have been computed Qn = 2), a cubic interpolation can be used rather than simply using a larger m. This combined approach seems to be quite effective in practice (see test problems).
Case when ak 5_ 0. Let G(xk) denote the second derivative matrix at xk. We have shown (Property (3)) that if / is quadratic, ak > 0. If ak 5S 0, then, either Hk is not a good estimate of G~ 1(xk) or the step size is so large that a quadratic approximation to f with metric G(xk) is not a good representation of / on the set \xk + ß(xk+i -xk), 0 5_ ß _S 1). In either case, the curvature information in Hk is no longer very accurate. Thus, it is desirable to deemphasize the information in Hk by treating Hk and xk as an initial guess and starting again, rather than assuming that Hk is composed of g-orthogonal vectors constructed from the last k steps. Therefore, if ak 5S 0 (or ak 5S e, « > 0), we go to Step (3). Then, for the kth step
If ak is still negative, then / is probably not well approximated by a quadratic on {xk + .ßdk, 0 _i ß _5 1}; again we let xk+l = xk + dk and return to S.tep (3) (without updating A0 or Ba).
The effect of this procedure is to remove old information from Ak while retaining that information in Bk. The search direction, -Hkgk, is affected by the old information, but sk depends only on new information in Ak.
Test Problems.
The Davidon-Fletcher-Powell algorithm is apparently the most successful unconstrained minimization algorithm to date, so the examples presented here are taken from Fletcher and Powell's paper [1] and compared with their results. The currently accepted basis for comparison of unconstrained minimization algorithms is the number of objective function evaluations required for convergence, since in most practical problems these consume the bulk of the computing time. Calculation of the gradient is counted as N function evaluations (N the number of variables), since evaluation of each of the N components of the gradient analytically ronald bass is roughly equivalent to evaluation of the objective function, and evaluation of the gradient by perturbation requires at least N function evaluations at perturbed values of the variables.
Since Fletcher and Powell's algorithm, as applied to their test problems [1], requires at least two function and gradient evaluations per iteration (one for the main algorithm and one for the cubic interpolation), we shall ascribe to their examples a minimum of 2N + 2 function evaluations per iteration.
The calculations for the algorithm given here were carried out on a Univac 1108 computer in single-precision arithmetic (8 significant figures) . In all examples, the step direction and step size schemes given above were used, with h = 10 and a* = .1 and were found to give good results (convergence rates were not very sensitive to changes in these parameters). The first test problem is ( originally given by Rosenbrock [5] , f(Xl, x2) = 100(x2 -x\f + (1 -Xlf with starting point (-1.2, 1) and a zero at (1, 1) . The second problem (Table 2) The distance x3 along the axis of the helix is restricted so that -2.5 < x3 < 7.5. The starting point is (-1, 0, 0) and the function has a zero minimum at (1, 0, 0). which has a zero minimum at X; = 0. Starting values were x, = .1. 6.6 X 10~4 3.8 X 10-4 2.2 X 10-4 1.7 X 10-4 7.2 X KT5 6.2 X 10"6 4.9 X KT8 1.3 X 10-5 1.4 X 10-6 3.1 X 10"7 8.7 X 10-10
Conclusions.
The above test problems indicate that our results compare favorably with those given by Fletcher and Powell in [1], and that our algorithm is applicable to problems of moderate size. The advantages of this algorithm are that stable finite convergence is obtained in the case of a quadratic objective function without the need for a line search, and there is almost complete freedom in the choice of step direction and step size (the choices used here are certainly not definitive). The main disadvantage of this algorithm seems to be that the need to separately store the Ak and Bk matrices and to check for linear independence (see Appendix I) requires storage of two more N X Asymmetrie matrices than in Fletcher and Powell's algorithm.
It should be noted that in the Davidon-Fletcher-Powell type of algorithm, completely analogous Ak and Bk matrices are constructed [6] ; however, the step directions are chosen to be G-orthogonal vectors, and the step direction and size is completely determined by this consideration. Such restrictions are avoided in our algorithm by computing G-orthogonal vectors from an almost arbitrary step, rather than requiring the step itself to be G-orthogonal.
Finally, we note that minimization of a positive semidefinite quadratic function is treated in Appendix II. We show that with almost no modification, all the above results hold if A'1 and G_1 are replaced by A* and G* (pseudo-inverse of A and G) and that the above algorithm may be applied with only slight modification, and therefore may be used to minimize functions that have singular second derivative matrices at a minimum. Thus, z minimizes /. In particular, -A'k-igk-i minimizes /. In order to make use of Corollary 1, we must be able to determine that there is no dk such that ak ^ 0. This is easily accomplished by trying N -(k -1) directions independent of du ■ • ■ , dk-x, determining these directions by use of the GramSchmidt procedure given in Appendix I (by (2) of Lemma 1, we do not have to try dj, • ■ • , or any combination of these). It is often desirable to find A, A*, and the vector of least norm that minimizes / (least squares minimum of /). Once a minimizing solution has been obtained, these are all easily found by straightforward application of the following results. Regarding notation used below, note that in the algorithm, Ast = y, when / is given by (II.l).
Lemma 4.
(1) Let su ■ ■ • , sk be an A-orthogonal basis for PA. Then A = A*, where
