We study Harper operators and the closely related discrete magnetic Laplacians (DML) on a graph with a free action of a discrete group, as defined by Sunada [Sun]. A main result in this paper is that the spectral density function of DMLs associated to rational weight functions on graphs with a free action of an amenable discrete group, can be approximated by the average spectral density function of the DMLs on a regular exhaustion, with either Dirichlet or Neumann boundary conditions. This then gives a criterion for the existence of gaps in the spectrum of the DML, as well as other interesting spectral properties of such DMLs. The technique used incorporates some results of algebraic number theory.
Introduction
Both the Harper operator and the discrete magnetic Laplacian (DML) on the Cayley graph of Z 2 have been extremely well studied in mathematical physics, as they arise as the Hamiltonian for the discrete model describing the quantum mechanics of free electrons in the presence of a magnetic field. In particular, the DML is the Hamiltonian of the discrete model for the integer quantum Hall effect, cf. [Bel] . These operators can be easily generalized to the Cayley graph of an arbitrary discrete group. This and a further generalization to general graphs with a free co-compact action of a discrete group with finite quotient, was defined by Sunada [Sun] and studied in the context of noncommutative Bloch theory and the quantum Hall effect in [CHMM] , [CHM] , [MM] , [MM2] .
In this paper, we study certain aspects of the spectral theory of the DML on graphs X with a free group action with finite fundamental domain by a discrete amenable group Γ.
We will use the following characterization of amenable groups, due to Følner (see also [Ad] .) A discrete group Γ is said to be amenable if there is a sequence of finite subsets Λ k ∞ k=1 of Γ such that for any fixed δ > 0
where ∂ δ Λ k = {γ ∈ Γ : d 1 (γ, Λ k ) < δ and d 1 (γ, Γ \ Λ k ) < δ} is a δ-neighborhood of the boundary of Λ k , and d 1 is the word metric on Γ. Such a sequence Λ k ∞ k=1 is called a regular sequence in Γ. If in addition Λ k ⊂ Λ k+1 for all k ≥ 1 and ∪ ∞ k=1 Λ k = Γ, then the sequence Λ k ∞ k=1 is called a regular exhaustion in Γ. We remark that given Γ amenable, one can always find a regular exhaustion.
Amenable groups include finite groups, Abelian groups, nilpotent groups, solvable groups, and groups of subexponential growth. The class of amenable groups is closed under taking subgroups, quotients and extensions, and the union of an increasing family of amenable groups is amenable.
On the other hand, free groups and fundamental groups of closed negatively curved manifolds are not amenable.
Analagous to the regular exhaustions of Γ, we can define a regular exhaustion of a combinatorial graph X as a sequence of subgraphs X m satisfying the following conditions.
2. Let ∂ δ X m refer to the subgraph which is the δ-boundary of X m in X, that is ∂ δ X m is the intersection of the δ-neighbourhoods of X m and X \ X m in the simplicial metric. Then for every δ > 0,
When S is a subset of a graph X, let i(S) denote the largest subgraph of X contained within S. Then the subgraphs X m = i( γ∈Λ k γF) (where F is the fundamental domain) form such an exhaustion when the Λ k are an exhaustion of Γ.
Our first main result is as follows.
Theorem 0.1 (Rough approximation theorem for spectral density functions). Let X be a graph on which there is a free group action by an amenable group Γ, with finite fundamental domain. Let X m ∞ m=1 be the regular exhaustion of X corresponding to a regular exhaustion Λ m of Γ. Then lim m→∞ E m (λ) N m = F (λ) (0.1) at every point of continuity of F , where N m is the size of Λ m , E m (λ) denotes the number of eigenvalues less than λ of the DML restricted to X m with either Dirichlet or Neumann boundary conditions, and F is the spectral density function of the DML on X, which is defined using the von Neumann trace. In particular, (0.1) holds for all but possibly a countable set of points.
We next prove a more refined approximation theorem, but only for DMLs associated with rational weight functions.
Theorem 0.2 (Refined approximation theorem; the rational case). In the notation above, suppose that the DML is associated with a rational weight function. Then one has
The strategy of proof of these theorems is similar to that in [DM] , but the details differ and are more involved in our case. The key lemma used in proving Theorem 0.1 is the combinatorial analogue of the principle of not feeling the boundary. A variant of Lemma 2.8 in [Lu] is key to proving the refined approximation theorem Theorem 0.2, which is established in section 2. The lemma needed to show that Lück's lemma is applicable, is more involved in our situation and uses some interesting facts about algebraic number fields and their rings of integers. It is established in section 3 and is inspired by work of Farber [Fa] in the context of residually finite groups. We also rely upon the key Lemma 2.5 stating that the point spectrum of the DML, if it exists, must be contained within the algebraic numbers.
Conjecture 0.3 (Refined approximation theorem for spectral density functions). In the notation above, one has
for all weight functions σ.
The conjecture above is known to be true in the special case of the DML on the Cayley graph of Z 2 . The method of proof in that case is however quite different, as it can be shown that the spectral density function of the DML is a continuous function in this case, cf. [Sh] , [DS] -that is, the DML has no point spectrum in this case. The proof of this result appears to utilise the special geometry of the Cayley graph of Z 2 . The conjecture is then true in this case, by Theorem 0.1. We do not know if the spectral density function of the DML is a continuous function for general amenable graphs.
An interesting consequence of Theorem 0.2 established in section 4, is that it gives a criterion for the existence of spectral gaps which is in principle computable. The existence of spectral gaps for general DMLs is unknown and is a central open question in the area. Further in this section, we consider the Fuglede-Kadison determinant of the DML−λ, and show that it is greater than zero for most λ. This qualification on the spectrum of the DML may have applications in Mathematical Physics. In joint work with Dodziuk [DMY] , we have worked out the analogs of the results of this paper for the combinatorial Laplacian on L 2 cochains on amenable covering spaces of finite CW complexes.
The Discrete magnetic Laplacian
Consider a combinatorial graph X on which there is a free action by a group Γ, with finite fundamental domain. The edge set Edge X is a collection of oriented edge; each combinatorial edge in X has two corresponding oriented edges in Edge X, one for each choice of orientation.
If e is an oriented edge, e will denote the edge with opposite orientation, and t(e) and o(e) will denote the terminus and origin respectively.
It will be convenient to regard a subset E + of Edge X in which each combinatorial edge has exactly one oriented representative; E + corresponds to a choice of orientation for the graph.
If g is a function defined on the edge set Edge X with values in some group H, then for compatibility with the orientation reversing operation on the edges, we demand that g(e) = g(e) −1 . The graph structure gives a coboundary operator d from the space of L 2 functions on the vertices of X to the L 2 functions on the edges, giving the chain complex
Here t(e) denotes the terminus of the edge e, and o the origin. The adjoint d * is given by
One can then define the discrete Laplacian on C 0 (2) (X) by
where O(v) is the valence of the vertex v.
Comparing this with the random walk operator on C 0 (2) (X)
. The random walk operator is the basis of the generalized Harper operator of Sunada, where the value of f at each of the neighbouring points is weighted with a complex number depending on the edge.
More precisely, consider the cochain of U (1) valued functions on the graph X. Two functions in C 1 (X; U (1)) are said to be equivalent if they belong in the same cohomology class. The weight function σ that we choose on the graph must be weakly Γ-imvariant, meaning that σ is equivalent to its left translation by any element of Γ. Specificly, for each γ ∈ Γ there must exist a function s γ : Vert X → U (1) such that σ(γ −1 e) = σ(e)s γ (t(e))s γ (o(e)).
The Harper operator is then given by
and one can define the discrete magnetic Laplacian (DML) in terms of H σ
The discrete Laplacian arises naturally from the cochain complex on X. The DML can also be formed this way by examing a twisted complex with coboundary operator d τ
where τ is a weight function satisfying τ 2 = σ.
While the normal discrete Laplacian commutes with the the left Γ-translations, the DML does not. In order to discuss its spectral properties we need to determine the appropriate von Neumann algebra in which to examine it.
The magnetic translation operators are the maps
The form a projective representation of Γ with
where Θ is a U (1)-valued group 2-cocycle determined by σ up to cohomology.
The DML commutes with these operators, and the natural context for the examination of its spectral properties is the finite von Neumann algebra B(l 2 (X)) Γ,σ consisting of all the bounded operators that commute with the T γ . Hereafter Tr Γ,σ will denote the unique trace on this algebra, with associated von Neumann dimension dim Γ,σ .
More precisely, let A ∈ B(l 2 (X)) Γ,σ and k(v 1 , v 2 ), v i ∈ Vert X denote its kernel or matrix. It follows that
for all γ ∈ Γ and for all v 1 , v 2 ∈ Vert X. The von Neumann trace of A is given by the expression
where F denotes a fundamental domain for the action of Γ on X. The expression is well-defined in view of (1.3).
To express the DML in terms of an equivariant coboundary operator, it is necessary to define first compatible magnetic translation operators on C 1
(2) (X). In order to define such translations that commute with the twisted coboundary operator, a further condition must be imposed upon s γ . As the sole restriction on s γ is that ds γ σ = γ * σ, one can scale it by k γ , constant on connected components of X. The expression
. Hereafter it will be assumed that s γ (x) enjoys this normalization property.
Recall that the weakly Γ-invariant weight function τ satisifes τ 2 = σ. Then one can choose t γ with t 2 γ = s γ and τ (γe) = τ (e)t γ (t(e))t γ (o(e)). t γ can be extended to edges by t γ (e) = t γ (t(e))t γ (o(e)).
Extending the magnetic translation operators to C 1 (2) (X) by (T γ g)(e) = t γ (γ −1 e)g(γ −1 e) then allows them to commute with the twisted coboundary operator d τ , while preserving the property 1.2.
In order to obtain the bounds required for the proofs of the approximation theorems in the next section, we need the following lemmas characterising the near-diagonality of the DML and giving a common bound on the operator norm of the DML and its finite restrictions ∆
Then the following lemma follows easily from Lemma 1.1.
Since the DML ∆ k σ commutes with magnetic translations, it follows that
for all γ ∈ Γ and for all v 1 , v 2 ∈ Vert X. The von Neumann trace of ∆ k σ is given as before by the expression
where F denotes a fundamental domain for the action of Γ on X. The expression is well-defined in view of (1.5). Proof. The proof is similar to that in [Lu] , Lemma 2.5 and uses Lemma 1.1 together with uniform local finiteness of X. More precisely we use the fact that the valency of any vertex in X is uniformly bounded, say ≤ b. A fortiori the same is true (with the same constant b) for X m for all m. We now estimate the ℓ 2 norm of ∆ σ κ for a function κ = v a v δ v Now
where we have used Lemma 1.1 and Cauchy-Schwartz inequality. In the last sum above, for every simplex u, |a u | 2 appears at most b times. This proves that ∆
Observe that the kernel of d is also given by F (0), and we have the following.
Lemma 1.4. Let Γ be an infinite group and X a connected graph. Then
Proof. Observe that f ∈ L 2 (X) is in the kernel of the DML ∆ σ = d * τ d τ if and only if it is in the kernel of the twisted coboundary operator d τ . That is,
for all edges e ∈ |X| 1 . It follows that |f (t(e))| = |f (o(e))| for all edges e ∈ |X| 1 . Since X is connected, it follows that |f | is a constant function on X. Since Γ is infinite, it follows that f is identically zero.
Proofs of the approximation theorems
Let E m (λ) denote the number of eigenvalues µ of ∆ (m) σ satisfying µ ≤ λ and which are counted with multiplicity. We next make the following definitions,
The following lemma can be regarded as a combinatorial analogue of the principle of not feeling the boundary, cf. [DM] .
Lemma 2.1. Let Γ be an amenable group and let p(λ) = d r=0 a r λ r be a polynomial. Then,
By (1.5) and (1.6)
Therefore we see that
Using Lemma 1.2, we see that there is a positive constant C such that
The proof of the lemma is completed by taking the limit as m → ∞, as the X m form a regular exhaustion of X.
We next recall the following abstract lemma of Lück [Lu] which is proved using the Lebesgue dominated convergence theorem. If one could interchange the two limits on the right-hand side above, the proof of Theorem 0.2 would be complete. The following lemma is a variant of Lemma 2.8 due to Lück [Lu] , and will be used in the paper to justify the interchange of the limits.
Lemma 2.3. Let G : V → V be a self-adjoint linear map of the finite dimensional Hilbert space V . Let p(t) = det(t − G) be the characteristic polynomial of G. Then p(t) can be factorized as p(t) = t k q(t) where q(t) is a polynomial with q(0) = 0. Let K be a real number, K 2 ≥ max{1, ||G||} and C > 0 be a positive constant with |q(0)| ≥ C > 0. Let E(λ) be the number of eigenvalues η of G, counted with multiplicity, satisfying η ≤ λ. Then for 0 < ǫ < 1, the following estimate is satisfied.
Applying this lemma to the self adjoint operator G−λ, we obtain the following estimate for 0 < ǫ < 1,
where C(λ) is the lower bound for |q λ (0)|, where p λ (t) is the characteristic polynomial of G − λ, and p λ (t) = t k(λ) q λ (t) is its factorization such that q λ (0) = 0. To use this lemma, observe that ∆ (m) σ can be regarded as a matrix with entries in the ring of integers of the number field generated by the weight function, whenever the weight function is rational. Therefore we have the following Lemma 2.4. Let σ be a rational weight function, that is σ n = 1 for some positive integer n. If λ is a non-negative algebraic number, and p m,λ (t) = det(t − ∆ In order to prove Theorem 0.2 for all λ, we will also need the follow lemma characterising the point spectra of the DML. be the outer 1-boundary of X m and let P m and P o m be the projections onto the functions with support in X m and X o m respectively. One has
Note that by lemma 1.1, P m ∆ σ differs from ∆ Consider two solutions g 1 and g 2 of this equation, with g 1 | X o m = g 2 | X o m . Then BP o m (g 1 − g 2 ) = 0 and we have ∆ (m) σ P m (g 1 − g 2 ) = λP m (g 1 − g 2 ).
As λ ∈ spec ∆ (m) σ , this implies that P m (g 1 − g 2 ) = 0. So the value of g on X o m uniquely determines f = P m g, giving dim ImP m P λ ≤ dim C 0 (X o m ) ≤ #∂ 1 X m and thus
demonstrating that λ is not in the point spectrum of ∆ σ . As the restricted DMLs ∆ (m) σ are all finite operators with matrix elements belonging to the set of algebraic numbers, the union of their spectra must in turn be a subset of the algebraic numbers; this result therefore implies that any λ in the point spectrum of the DML must be algebraic.
Remark. This lemma easily generalised to any local operator A in the von Neumann algebra whose components A(u, v) = Aδ u , δ v are algebraic, where we regard as local an operator A for whom A(u, v) = 0 for all u and v with d(u, v) > k for some fixed k.
Theorem 0.1 follows immediately from part (i) of the following theorem, and Theorem 0.2 follows immediately from part (ii) and the preceeding lemma 2.5.
Theorem 2.6. Let Γ be an amenable discrete group.
(i) In the notation of 1.1, section 1, one has
(ii) If in addition, one assumes that the weight function σ is rational, then
whenever λ is an algebraic number. That is, under these assumptions, one has,
Proof. Fix λ ≥ 0 and define for n ≥ 1 a continuous function f n : R → R by 
Hence, we see that
Taking the limit inferior in (2.3) and the limit superior in (2.2), as m → ∞, we get that F (λ) ≤ Tr Γ p n (∆ σ ) ≤ F (λ + 1/n) + a n . (2.4) Taking the limit as n → ∞ in (2.4) and using Lemma 2.4, we see that
For all ε > 0 we have
Since F is right continuous, we see that
proving the part (i) of Theorem 2.5. Next we assume that σ be a rational weight function, that is σ n = 1 for some positive integer n. In the notation of Lemma 2.4, let λ be a non-negative algebraic number, and 
That is,
Taking limit inferior in (2.5) as m → ∞ yields
Passing to the limit as ǫ → +0, we obtain F (λ) = F + (λ). A similar argument establishes that F (λ) = F + (λ). By part (i) of Theorem 2.5, one has F + (λ) = F (λ) = F + (λ).
which proves part (ii) of Theorem 2.5.
3. Determining a lower bound for q m (0)
That we can determine the lower bound in lemma 2.4 depends upon the components of the matrix ∆ σ,m taking values in a ring of algebraic integers. Before providing a proof of the lemma, some definitions and elementary results of algebraic number theory are presented.
The weight function σ takes values in U (1). When it is rational, that is there is some integer n for which σ n = 1, these values are nth roots of unity. The matrix elements in ∆ σ,m are integer-linear combinations of the values taken by σ, and so lie in Z[ζ] where ζ is a primitive nth root of unity.
The natural context for examining the propeties of this matrix is the algebraic number field.
Definition 3.1. An extension F of Q of finite degree is an algebraic number field. The degree of the extension |F : Q| = dim Q F is called the degree of F . The integral closure of Z in F (that is, the subring of F consisting of elements α that satisfy f (α) = 0 for some monic polynomial f ∈ Z[X]) is termed the ring of (algebraic) integers of F , and written O F . For a given algebraic number λ, let λ = η/b where η is an algebraic integer and b ∈ Z. The field in which the DML will be examined will then be Q(ζ, η). The matrix elements of ∆ (m) σ are elements of Z[ζ] and thus reside within the ring of integers of this field. Let h be the degree of this extension, which will depend on the denominator n of the rational weight function σ and this algebraic integer η.
The extension Q(ζ, η) is Q(α) for some algebraic α. The minimum polynomial of α will be of degree h. The other roots of this polynomial -the conjugates of α -determine the set {e i } of Q-preserving embeddings of Q(α) into C.
The set of embeddings of an algebraic number field determine a norm on that field.
Definition 3.2. Let F be an algebraic number field of degree h, with distinct embeddings e 1 , e 2 , . . . , e h into C. Then the norm on F is defined as the product
The norm has the following important property:
Theorem 3.3. Let N be the norm on an algebraic number field F . Then N (α) ∈ Q for all α ∈ F , and further, N (α) ∈ Z for all α in the ring of integers O F .
In particular, N (α) ∈ Z for all α ∈ Z[ζ]. ¿From this one can arrive at the following well-known result, presented in [Fa] and repeated here.
Lemma 3.4. Let F ⊂ C be an algebraic number field of degree h, with ring of integers O F and distinct embeddings e 1 , e 2 , . . . , e h into C. Let α be a non-zero element of O F satisfying
Then
Proof of lemma 2.4. We follow here an argument of Farber [Fa] . As discussed above, let {e i } be the h Q-preserving embeddings of Q(ζ, η) = Q(α) into C, and let e 1 be the identity embedding. Now ζ i = r i (α) for some polynomials r i of degree less than h. There will be an upper bound on these co-efficients, as the number of distinct ζ i is finite. As there is also a bound on the absolute values of the conjugates of α, there is an upper bound R:
Let the matrix A j = e j (∆ (m) σ ), applying e j component-wise. Then the matrix elements of A j satisfy the same conditions as those of the DML in lemma 1.1 (for a different constant C ′ ) and by the same procedure by which a bound K 2 was determined for ∆ (m) σ , one can find L such that A j ≤ L 2 , and thus
The rth symmetric polynomial of eigenvalues of A j is therefore bounded,
As the matrix elements of ∆ (m) σ are algebraic integers in Q(α), so are the coefficients c i of the characteristic polynomial p m (t). One has |e j (c
Recall that λ = η/b with η an algebraic integer in Q(α). b k q m,λ (0) is then an integer linear combination of the c i and powers of η which makes it an algebraic integer in Q(α). As 2 i ≥ i j ≥ i−l j−l , we get the following upper bound on |e j (b k q m,λ (0))|:
By lemma 3.4 then,
Thus for suitable choices of constants h and Q independent of m, one can write the inequality as
is the maximum of a and b, and K 2 is the bound on the norm of the DML as given by lemma 1.3.
The Fuglede-Kadison determinant of DML−λ
In this section, we show that the Fuglede-Kadison determinant of DML−λ is positive for most λ. We begin though by deriving some corollaries to the main theorems in the previous sections, using the notation there. The following corollary should be compared to Lemma 2.5. Proof. Let λ 1 , λ 2 be points of continuity of the spectral density function F of the DML ∆ σ with λ 1 < λ 2 . Then by Theorem 0.1, one has
We also notice that F (λ 2 ) > F (λ 1 ) ⇐⇒ spec(∆ σ ) ∩ (λ 1 , λ 2 ) = ∅ and F m (λ 2 ) > F m (λ 1 ) ⇐⇒ spec(∆ (m) σ ) ∩ (λ 1 , λ 2 ) = ∅. This immediately implies the corollary. Proof. Notice that the interval (λ 1 , λ 2 ) is in a gap in the spectrum of the DML ∆ σ if and only if F (λ 2 ) = F (λ 1 ). Then by Theorem 0.1, one has
The converse is proved similar to the proof above.
Corollary 4.3 (Spectral density estimate). Suppose that σ is a rational weight function, and F be the spectral density function of the DML ∆ σ . Then there are positive constants C and δ such that for all ǫ ∈ (0, δ), one has for any algebraic µ, for some L > A , whenever the right hand side of (4.1) is not equal to −∞, and det Γ,σ (A) is defined to be zero if the right hand side of (4.1) equals −∞, cf. [FK] . The following proposition improves on the estimate in Corollary 4.3.
Proposition 4.4. Let σ be a rational weight function. Then for µ satisfying any of
Proof. Condition 1. In this instance, the operator ∆ σ − µ is invertible, and positivity of the Fuglede-Kadison determinant follows immediately.
Condition 2. The argument for the positivity of log det Γ,σ ∆ σ exactly parallels that of section 4 of [DM] , using the lower bound on the modified determinant |det ′ |∆ (m) σ = q m,0 (0) determined in lemma 2.4.
Condition 3. This case calls for a slightly modified version of the argument found in section 4 of [DM] , [BFK] , but using the results in sections 2 and 3 instead.
For notational convenience, let A be the DML offset by µ, A = ∆ σ − µ, with von Neumann spectral density function G(λ) = F (λ + µ) where F is the spectral density function of ∆ σ .
Let A (m) be the restricted DML similarly displaced by µ, A (m) = ∆ are right continuous, and note that the corresponding normalized spectral density functions of A (m) will be given simply by G m (λ) = F m (λ + µ).
Observe that G m (λ) are step functions. Recall from Lemma 1.3 that there exists some K such that ∆ σ < K 2 , and ∆ (m) σ < K 2 for all m. In the following, let L be an algebraic number greater than K 2 + |µ|, so that A < L and A (m) < L.
Denote by |det ′ |A (m) the modified determinant of A (m) , that is the absolute value of the product of all nonzero eigenvalues of A (m) . Choose positive a and b such that a is less than the least absolute value of any non-zero eigenvalue of A (m) , and b is greater than the largest absolute value of any eigenvalue of A (m) . Then 1 N m log |det ′ |A (m) = a≤|λ|≤b log |λ|dG m (λ). We now complete the proof by estimating a lower bound of log det Γ,σ (A) from a lower bound on 1 Nm log |det ′ |A (m) . |det ′ |A (m) is the absolute value of the product of all the nonzero eigenvalues of A (m) , and hence for a rational weight function σ by lemma 2.4 (and using the notation described there) for some positive constants Q and h independent of m.
The following estimate is proved exactly as in Lemma 2.6 of [DM] , so we will omit its proof here. 
